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Abstract. The aim of this article is to give an alternative proof of Tataru’s dispersive estimates for wave equations posed on the hyperbolic space. Based on the formula for the wave kernel on $\mathbb{H}^n$, we give the proof from the perspective of Bessel potentials, by exploiting various facts about Gamma functions, modified Bessel functions, and Bessel potentials. This leads to our proof being more self-contained than that in Tataru [10].

1. Introduction

In the seminal paper [10], Tataru gave an alternative proof of the Georgiev-Lindblad-Sogge theorem [5], concerning the global existence part of the Strauss conjecture, for nonlinear wave equations posed on $\mathbb{R}^n \times \mathbb{R}$. By using the relation between wave equations on hyperbolic space $\mathbb{H}^n \times \mathbb{R}$ and wave equations on $\mathbb{R}^n \times \mathbb{R}$, he reduced the proof of the weighted Strichartz estimates on $\mathbb{R}^n$ to the dispersive estimates for wave equations on $\mathbb{H}^n$.

Let $n \geq 2$, $\rho = (n - 1)/2$, considering wave equations on the hyperbolic space $\mathbb{H}^n$,

$$ (\partial_t^2 - \Delta_{\mathbb{H}^n} - \rho^2)w = 0, \ w(0, x) = w_0(x), \ w_t(0, x) = w_1(x), $$

the solutions can be expressed by $w(t, x) = S(t)w_1(x) + C(t)w_0(x)$ with

$$ S(\tau) = \sin \frac{D_0 \tau}{D_0}, \ C(\tau) = \cos \frac{D_0 \tau}{D_0}, $$

where $D_0 = \sqrt{-\Delta_{\mathbb{H}^n} - \rho^2}$. Let $\beta > \rho$ and $D = \sqrt{D_0^2 + \beta^2}$, then the Tataru’s dispersive estimates [10] state that

$$ \|S(t)f\|_{L^q} \lesssim \frac{(1 + \tau)^\frac{\beta}{2}}{(\sinh \tau)^{(n-1)(\frac{1}{2} - \frac{1}{q})}} \|D^{(n+1)(\frac{1}{2} - \frac{1}{q}) - 1}f\|_{L^{q'}} \quad 2 \leq q < \infty, $$

$$ \|C(t)f\|_{L^q} \lesssim \frac{1}{(\sinh \tau)^{(n-1)(\frac{1}{2} - \frac{1}{q})}} \|D^{(n+1)(\frac{1}{2} - \frac{1}{q}) - 1}f\|_{L^{q'}} \quad 2 \leq q < \infty. $$

As is well-known, the dispersive estimates are of fundamental importance in our understanding of the wave equations. For example, it is known from Anker-Pierfelice-Vallarino [1, 2] that we have Strichartz estimates for a larger range of
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Lebesgue exponents, and thus the Strauss conjecture on the hyperbolic space for a larger range of nonlinear powers, that is, we have small data global existence for the Cauchy problem of the nonlinear wave equations of the form $(\partial_t^2 - \Delta_{\mathbb{H}^n} - \rho^2)w = \pm |w|^p, \pm |w|^{p-1}w$, for any sub-conformal and conformal powers $(1 < p \leq 1 + 4/(n-1))$. In the work [9] of Sire, Sogge and the first author, it was shown that Tataru’s dispersive estimates could be exploited to give a short alternative proof of the Strauss conjecture on the hyperbolic space. For recent works on related problems posed on (asymptotically) hyperbolic spaces, we refer the interested readers to [8] and references therein.

In Tataru’s proof, in order to use Stein’s complex interpolation theorem, he constructed the analytic family of operators, with symbol

$$S_\lambda(z) = e^{z^2} \frac{2^{\frac{p-1}{2}} \Gamma(\frac{p-1}{2}) \sin \lambda^\gamma}{\Gamma\left(\frac{p+1}{2}\right) \lambda^{\frac{p+1}{2}}} (\lambda^2 + \beta^2)^{\frac{1}{2}}, \quad \beta > \rho, \quad \Re \lambda \in [-\rho, 1].$$

Then the kernel $K_\lambda(s)$ is written as

$$K_\lambda(s) = \int_0^\infty S_\lambda(\lambda) \Phi_\lambda(s) |c(\lambda)|^{-2} d\lambda,$$

where $\Phi_\lambda(s)$ is from the Fourier transform on spherically symmetric function ("spherical transform") in $\mathbb{H}^n$,

$$\Phi_\lambda(s) = \frac{2^{p-1} \Gamma(\rho + \frac{1}{2}) \Gamma(p)}{\Gamma(p) \sinh s} \int_{-s}^s e^{i\lambda \mu} (\cosh s - \cosh \mu)^{p-1} d\mu,$$

and $c(\lambda)$ is the Harish-Chandra c-function

$$c(\lambda) = \frac{2^{2p-1} \Gamma(\rho + \frac{1}{2}) \Gamma(i\lambda)}{\pi^{\frac{p}{2}} \Gamma(p + i\lambda)}.$$

With the help of these formulas, the problem is reduced to controlling $\Phi_\lambda(s)$ and $c(\lambda)$ as the main part. On the other hand, we would like to point out that, in the proof, the condition $\beta > \rho$ seems to be necessary (for the $L^1 \rightarrow L^\infty$ estimate) to obtain the appropriate decay of the Fourier transform of $\lambda^{-1}(\lambda^2 + \beta^2)^{\frac{1}{2}} |c(\lambda)|^{-2}$, which is holomorphic $S^{p-1}$ symbol inside the strip $|\Im \lambda| \leq \rho$ except simple poles at $\pm ip$.

In the recent work [7], when the spatial dimension is three ($n = 3$), Sire, Sogge and the first author gave an alternative proof of Tataru’s dispersive estimates with $\beta = \rho$, by transferring the logarithmic growth of Bessel potentials to “$3z$”. Moreover, the proof is slightly more self-contained than the one in [10], since it relies only on simple facts about Bessel potentials, and avoids the heavy spherical analysis on hyperbolic space such as the Harish-Chandra c-function.

As the fundamental solution for the three dimensional wave equation is of the simplest form among all of the spatial dimensions $n \geq 2$, it is interesting to see whether such an elementary alternative proof is possible for other spatial dimensions, which could help understanding the dispersive nature of the wave equations.

In this paper, we make a slight modification of Tataru’s argument by introducing the following analytic family of operators

$$S_z(t) = (z + \rho) e^{z^2} D_0^s \sin tD_0, \quad C_z(t) = (z + \rho) e^{z^2} D_{-1+z} \cos tD_0,$$

where $D = \sqrt{D_0^2 + \beta^2}$. Then we have the following
Theorem 1.1. Let $\beta \geq \rho$ for $n = 3$ and $\beta > \rho$ for $n \neq 3$, there is a constant $C$, independent of $3z$, so that for any $z$ with $\Re z = -\rho,$

\begin{equation}
\|S_z(t)\|_{L^1(\mathbb{H}^n) \to L^\infty(\mathbb{H}^n)}, \|C_z(t)\|_{L^1(\mathbb{H}^n) \to L^\infty(\mathbb{H}^n)} \leq C(\sinh t)^{-\rho}, \forall t > 0.
\end{equation}

Notice that, by the spectral theorem, we have the following uniform estimates

\begin{equation}
\|S_z(t)\|_{L^2(\mathbb{H}^n) \to L^2(\mathbb{H}^n)} \leq C(1 + t), \|C_z(t)\|_{L^2(\mathbb{H}^n) \to L^2(\mathbb{H}^n)} \leq C \forall t > 0,
\end{equation}

when $\Re z = 1$. By Stein’s complex interpolation theorem, (1.4) and (1.5) yield (1.1) and (1.2).

Let us conclude this section by discussing a little more about the proof of Theorem 1.1. Instead of using the spherical transform, we want to start with the functional calculus and wave kernel on $H^n$. As Bessel potentials arise naturally from the formulas, we try to give the proof, by exploiting Bessel potentials and its asymptotic behavior. In §2, we introduce Bessel potentials and present several precise estimates of them, which will be crucial in the sequel. In addition, in §3 we give some technical treatments on the wave kernel and reduce the proof of Theorem 1.1 to Proposition 3.1. Then, in §4, the alternative proof is obtained with the help of some facts of Bessel potentials and the helpful term “$(z + \rho)^\mu$”. Lastly, in the Appendix §5, we recall some facts of the gamma functions and asymptotic behaviors of modified Bessel functions with imaginary parameter.

Notation.

- $A \lesssim_B y$ means that $A \leq CB$, where $C$ is a constant, which may change from line to line. To emphasize the dependence of $C$ on certain parameter $y$, we will use $A \lesssim_B y$.
- In the multiple integral, $\int_0^1 \cdots \int_0^1$, we allow the choice of $l = 0$ to denote $\int_1$, for simplifying notation.
- $x \wedge y := \min(x, y)$, $x \vee y := \max(x, y)$, $\langle x \rangle = \sqrt{1 + x^2}$, and we denote the integer part of $x$ by $[x]$.
- $\mathcal{F}(f)(\xi) = \int_{-\infty}^{\infty} f(x)e^{-ix\xi}dx$ denotes the Fourier transform.

2. Bessel Potentials and Asymptotic Behaviors

The aim of this section is to give some essential estimates of Bessel potentials. We recall the following well-known formula for Bessel potentials, with parameter $z \in (-2, -1),$

\begin{equation}
\int_{-\infty}^{\infty} \langle \eta \rangle^z e^{-ix\eta}d\eta = \frac{2\pi^2(1+z)/2}{\pi^2\Gamma(-z/2)}|x|^{-(1+z)/2}K_{(1+z)}(|x|)
\end{equation}

where $K_{\nu}$ is the modified Bessel function of the second kind ($[13]$ §6.3, §3.7)

\begin{equation}
K_{\nu}(x) = \frac{\left(\frac{4x}{\pi}\right)^\nu}{\Gamma(\nu + \frac{1}{2})} \int_0^{\infty} e^{-x\tau}(\tau + \frac{1}{2})^{\nu - \frac{1}{2}}d\tau, \ \Re \nu > -\frac{1}{2}, x > 0.
\end{equation}

One could directly obtain it by [9] Chapter V(26)] with [13] Section 6.3, or use [3] (2.10)-(3.6)]. By analytic continuation, if $x \neq 0$ is fixed, each terms in (2.1) are entire functions of $z$, and so the formula is valid for all $z \in \mathbb{C}$, with the fact that $K_{\nu}(|x|) = K_{-\nu}(|x|)$.
By (2.1), we shall denote the Bessel potentials, with parameter \( z \in \mathbb{C} \), by \( F_z(x) \)

\[
F_z(x) := \mathcal{F}((\eta)^z)(x) = C_z |x|^{-(1+z)/2} K_{\frac{z}{2}(1+z)}(|x|), \quad \forall x \neq 0
\]

where \( C_z = \frac{2\pi^{2(1+z)/2}}{\sqrt{\Gamma(1-z/2)}}. \) With the help of (5.6), it is obvious that

\[
|C_z| \lesssim_{\mathbb{R}^2} \left| \frac{1}{\Gamma(-\frac{z}{2})} \right| \lesssim_{\mathbb{R}^2} e^{\frac{x}{2}\pi|\Im z|}.
\]

By (2.2), a simple computation leads to

\[
|K_\nu(x)| \lesssim_{\mathbb{R}^2} e^{\pi|\Im \nu|} \times \begin{cases} \frac{x^{-\frac{4}{2}e^{-x}}}{(\frac{1}{|\Im \nu|} + \ln \frac{1}{2}) + 1} & x \geq 1, \\ \frac{1}{(1-x^{2|\Im \nu|}) + 1} & 0 < x \leq 1, \ R\nu = 0, \\ 0 < x \leq 1, \ R\nu \neq 0, & \end{cases}
\]

For the reader’s convenience, we give a proof in the appendix §5.2. Equipped with these estimates, we are able to obtain the following uniform estimates for Bessel potentials

**Lemma 2.1.** Let \( z \in \mathbb{C} \setminus \mathbb{R} \), \( j \in \mathbb{N} \) and \( x \in (0, 1] \), we have the following asymptotic estimates:

\[
|F_z^{(j)}(x)| \lesssim_{j, \mathbb{R}^2} e^{2\pi|\Im z|} \times \begin{cases} \frac{x^{-\frac{Rz-j-1}{2}}}{(\frac{1}{|\Im \nu|} + \ln \frac{1}{2}) + 1} & j > -Rz - 1, \\ \frac{1}{(1-x^{2|\Im \nu|}) + 1} & j = -Rz - 1, Rz \text{ odd,} \\ 0 < x \leq 1, & \end{cases}
\]

**Proof.** The estimates with \( j = 0 \) follow directly from (2.4) and (2.5). To prove the result with \( j > 0 \), we begin with an observation of the relation between \( F_z \) and its derivatives. For \( x > 0 \), the basic properties of the Fourier transform imply that, as \( z \notin \mathbb{R} \),

\[
\frac{d}{dx} F_z(x) = \mathcal{F}(-i\eta)^z(x) = \mathcal{F}(\partial(x) \eta(x)^z)(x) = \frac{\Gamma(-z/2 - 1)}{2\Gamma(-z/2)} xF_{z+2}(x).
\]

It is then easy to see by the chain rule and induction that

\[
F_z^{(j)}(x) = \sum_{l=0}^{\lfloor j/2 \rfloor} C_l \frac{\Gamma(-z/2 - (j-l))}{\Gamma(-z/2)} x^{j-2l} F_{z+2(j-l)}(x),
\]

where \( C_l \) are constants from the chain rule.

By (2.3) and (5.6), we find that

\[
\left| \frac{\Gamma(-z/2 - (j-l))}{\Gamma(-z/2)} C_{z+2(j-l)} \right| \lesssim_{\mathbb{R}^2} e^{\pi|\Im z|/2}
\]

as \( z \notin \mathbb{R} \). Then (2.7) follows from (2.9), (2.3) and (2.5).

Turning to the case \( x \leq 1 \), we will also use (2.4) and (2.6) with \( j = 0 \). When \( j \) is odd, thanks to \( j - 2l \geq 1 \), each term in (2.9) is bounded by either \( x^{j-2l-1} \lesssim_{1} (Rz + 2(j - l) \leq -1) \) or \( x^{-Rz-j-1} \) \( (Rz + 2(j - l) > -1) \), which, in turn, is bounded by \( 1 \) \( x^{-Rz-j-1} \). Similarly, if \( j \) is even, all of the terms in (2.9) are bounded by either \( x^{j-2l} \lesssim_{1} (Rz + 2(j - l) \leq -1) \), \( x^{-Rz-j-1} \) \( (Rz + 2(j - l) = -1) \) or \( x^{-Rz-j-1} \) \( (Rz + 2(j - l) > -1) \), which are controlled by \( 1 \) \( x^{-Rz-j-1} \), except the
case when \( j = 2l \) and \( \Re z + 2(j - l) = -1 \). For this exceptional case, \( \Re z + j = -1 \) and \( j \in 2\mathbb{N} \), we have the estimate \( \frac{1}{j!} \wedge \ln \frac{1}{j} + 1 \) instead.

In summary, we get (2.6), which completes the proof.

We conclude this section with the series representation of Bessel potentials and the convergence of related series. For \( 0 < x < \infty \), \( \nu = \frac{1 - x}{2} \), by [1] (7.5.2)-(7.5.3), we have:

\[
F_z(x) = C_z x^\nu K_\nu(x) = C_z \frac{\pi}{2 \sin \nu \pi} x^\nu [I_{-\nu}(x) - I_\nu(x)]
\]

\[
= C_z \frac{\pi}{2 \sin \nu \pi} x^\nu \sum_{\pm} \frac{1}{j! \Gamma(\pm \nu + j + 1)} \frac{(x/2)^{\pm \nu + 2j}}{\pm \nu + 2j}
\]

\[
(2.10)
\]

\[
= C_z \frac{\pi}{2 \sin \nu \pi} \left[ \sum_{j=0}^{\infty} d_{1j} x^{2j} - x^{2\nu} \sum_{j=0}^{\infty} d_{2j} x^{2j} \right]
\]

\[
\triangleq C_z \frac{\pi}{2 \sin \nu \pi} [g_z(x^2) + x^{2\nu} h_z(x^2)],
\]

where \( d_{1j}, d_{2j} \) are defined as follows and stay the same in the sequel

\[
d_j = \frac{2^{\nu - 2j}}{j! \Gamma(j + 1 - \nu)}, \quad d_{2j} = \frac{2^{-\nu - 2j}}{j! \Gamma(j + 1 + \nu)}.
\]

**Lemma 2.2.** Let \( \nu = \mu + is \in \mathbb{C} \backslash \mathbb{R}, 0 < r \leq 1, \)

\[
g(r) = \sum_{j=1}^{\infty} d_{1j} C_j \sum_{l=1}^{j-1} C_{2j}^{l+1} r^l, \quad h(r) = \sum_{j=0}^{\infty} d_{2j} r^j,
\]

where \( C_{2j}^{l+1} = \binom{(2j+1)}{l+1}, \quad \text{and} \quad |C_j| \leq c_j \ (\forall j) \) for some fixed constant \( c > 0 \).

Then for any \( p \in \mathbb{N} \), the following estimates hold:

\[
|\partial_r^p g(r)| \leq C_{\mu, p} e^{\pi |s|}, \quad |\partial_r^p h(r)| \leq C_{\mu, p} e^{\pi |s|}.
\]

**Proof.** At first, a simple calculation leads to

\[
\sum_{l=0}^{j-1} C_{2j}^{l+1} = C_{2j}^1 + C_{2j}^2 + \cdots + C_{2j}^{j-1} = (1 + 1)^{2j} - (1 - 1)^{2j} = 2^{2j-1}.
\]

Applying the fact \( \Gamma(x + 1) = x \Gamma(x) \) to \( \Gamma(\pm \nu + j + 1) \) for \( j > j_0(\mu) \), \( j_0(\mu) \) is a constant such that \( -\mu + j_0(\mu) = 1 \), we have the following estimate, uniformly with respect to \( j, \)

\[
\left| \frac{1}{\Gamma(\pm \nu + j + 1)} \right| \lesssim e^{\pi |s|} \ (\forall j \geq 1),
\]

in view of (5.6).

Given these preparations, we have

\[
\partial_r^p g(r) = \sum_{j=1+p}^{\infty} d_{1j} C_j \sum_{l=p}^{j-1} C_{2j}^{l+1} \frac{l!}{(l-p)!} r^{l-p},
\]
and so
\[
|\partial_r^{(\nu)} g(r)| \leq \sum_{j=1+p}^{\infty} \frac{2^{\nu-2j}}{j!\Gamma(j+1-\nu)} \left| \frac{C^{2l+1}(l)(l-1)\cdots(l-p+1)}{(j-p)!} \right| 2^\nu c^j \\
\leq \sum_{j=1+p}^{\infty} \frac{1}{(j-p)!} \left| \frac{1}{\Gamma(j+1-\nu)} \right| 2^\nu c^j \\
\lesssim_{\nu,p} e^{\pi|s|}.
\]
A similar and even simpler argument applies also to \(h\) and this concludes the proof. 

\[\square\]

3. Wave kernel

Recall from Taylor [12] section 8.5] that, if \(r = d_g(x, y)\) is the hyperbolic distance, \(m(\tau)\) is an even function of \(\tau\), and \(\hat{m}\) is the Fourier transform of \(m\), then the kernel of the operator \(m(D_0)\) is given by
\[
(2\pi)^{-1} \left( -\frac{1}{2\pi \sinh r} \partial_r \right)^k \hat{m}(r),
\]
when \(n = 2k + 1\), and
\[
2^{-\frac{1}{2}} \pi^{-\frac{1}{2}} \int_r^\infty \frac{\sinh u}{(\cosh u - \cosh r)^\frac{3}{2}} \left( -\frac{1}{2\pi \sinh u} \partial_u \right)^k \hat{m}(u) du,
\]
when \(n = 2k\). Thus, the kernels of the operators \(S_z(t)\) and \(C_z(t)\) with \(z = -\rho + is\), given in [13], are multiples of the following
\[
(z + \rho)e^{2z} \times \left\{ \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{1}{\sinh u} \right) \int (\beta^2 + \eta^2) \frac{1}{\eta^2} \eta e^{-i\eta u} \eta d\eta \right\},
\]
when \(n = 2k + 1\), and
\[
(z + \rho)e^{2z} \int_r^\infty \frac{\sinh u}{(\cosh u - \cosh r)^\frac{3}{2}} \times \left\{ \left( \frac{1}{\sinh u} \partial_u \right)^{k-1} \left( \frac{1}{\sinh u} \right) \int (\beta^2 + \eta^2) \frac{1}{\eta^2} \eta e^{-i\eta u} \eta d\eta \right\} du,
\]
when \(n = 2k\).

With the change of variable \(\eta \to \beta \eta\), the proof of Theorem 1.1 is reduced to the following

**Proposition 3.1.** Let \(n \geq 2\), \(\rho = (n-1)/2\), \(k = \lfloor n/2 \rfloor \geq 1\), \(t > 0\), \(z = -\rho + is\) with \(s \in \mathbb{R}\), \(\beta \geq \rho\) for \(n = 3\) and \(\beta > \rho\) for \(n \neq 3\). Then the following four functions
\begin{align*}
(3.1) & \quad \left| se^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{1}{\sinh r} \right) \int_{-\infty}^{\infty} \langle \eta \rangle^{-k+is} \sin \beta t \eta e^{-i\beta t\eta} d\eta \right|, \\
(3.2) & \quad \left| se^{-s^2} \left( \frac{1}{\sinh r} \right) \int_{-\infty}^{\infty} \langle \eta \rangle^{-k+is} \cos \beta t \eta e^{-i\beta t\eta} d\eta \right|, \\
(3.3) & \quad \left| \int_r^{\infty} se^{-s^2} \frac{\sinh u}{(\cosh u - \cosh r)^\frac{3}{2}} \left( \frac{1}{\sinh u} \right) \int_{-\infty}^{\infty} \langle \eta \rangle^{1/2-k+is} \sin \beta t \eta e^{-i\beta t\eta} d\eta \right|, \\
(3.4) & \quad \left| \int_r^{\infty} se^{-s^2} \frac{\sinh u}{(\cosh u - \cosh r)^\frac{3}{2}} \left( \frac{1}{\sinh u} \right) \int_{-\infty}^{\infty} \langle \eta \rangle^{-k+1/2+is} \cos \beta t \eta e^{-i\beta t\eta} d\eta \right|,
\end{align*}
are uniformly (with respect to $r \geq 0, s \in \mathbb{R}$) bounded by $(\sinh t)^{-p}$.

Before presenting the proof of Proposition 3.1, we do some preparations concerning the operator $\frac{1}{\sinh r} \partial_{\tau}$, as well as its action on functions. Let $\tau = \cosh r - 1$ be a smooth change of variable, we see that $\partial_{\tau} = \frac{1}{\sinh r} \partial_r$. As $\frac{\sinh}{r}$ is a smooth function of $r^2$ and $r^2$ is equivalent to $\tau$ near the origin ($r^2$ is a smooth function of $\tau$ for $\tau \geq 0$), we see that if $f(\tau) \triangleq \frac{r}{\sinh r}$, then

$$\partial^p_{\tau} f(\tau) = \left(\frac{1}{\sinh r}\partial_r\right)^p \frac{r}{\sinh r} = O_p(1), \ r \lesssim 1, \ p \in \mathbb{N}.$$  

In addition, a simple computation deduces that

$$\left| \partial^p_{\tau} \left(\frac{1}{\sinh r}\right) \right| \leq \sum_{l=0}^{[\frac{p}{2}]} C_p, l \cosh^{p-2l} r \sinh^{2l} r \frac{1}{(\sinh r)^{2p+1}} \lesssim_p \begin{cases} r^{-(2p+1)}, & r \lesssim 1, \\ (\sinh r)^{-p}, & r \gtrsim 1. \end{cases}$$

In fact, we mainly use (3.5) and (3.6) to absorb or even eliminate the influence of $"\frac{1}{\sinh r}"$ in the following situations.

When it comes to the general function $g(r) \in C^\infty$, we have

$$|\partial^p_{\tau} g| \lesssim_p \sum_{j=1}^p \sum_{\alpha_k = p-j} |\partial^p_{\tau} g(r)| \times \prod_{k=1}^p |\partial^{\alpha_k} (\sinh r)^{-1}|$$

$$\lesssim_p \begin{cases} \sum_{j=1}^p r^{-(2p-j)} |\partial^p_{\tau} g(r)| & r \lesssim 1, \\ (\sinh r)^{-p} \sum_{j=1}^p |\partial^p_{\tau} g(r)| & r \gtrsim 1. \end{cases}$$

A direct application of (3.7) shows

$$\left| \partial^p_{\tau} \left(\frac{1}{\sinh r} g\right) \right| = \sum_{l=0}^{[\frac{p}{2}]} C_l \partial^p_{\tau} \left(\frac{1}{\sinh r}\right) \partial^l_{\tau} (g)$$

$$\lesssim_p \begin{cases} \sum_{j=0}^{p} r^{-(2p-j+1)} |\partial^p_{\tau} g| & r \lesssim 1, \\ (\sinh r)^{-p} \sum_{j=0}^{p} |\partial^p_{\tau} g| & r \gtrsim 1, \end{cases}$$

where $C_l$ are constants from chain rule and by induction. When $"\frac{1}{\sinh r}"$ is replaced by the well-behaved $"f(\tau)"$ for $r \lesssim 1$, a better estimate is available

$$|\partial^p_{\tau} (f(\tau) g(r))| = \left| \sum_{l=0}^{p} C_l \partial_{\tau}^{p-l} f \partial^l_{\tau} g(r) \right|$$

$$\lesssim_p \sum_{l=1}^{p} \left(\frac{1}{\sinh r} \partial^l_{\tau} \right) (f(\tau) g(r)) + |g(r)|$$

$$\lesssim_p \sum_{j=1}^{p} r^{-(2p-j)} |\partial^p_{\tau} g(r)| + |g(r)|.$$
that is, \( \partial_r g_1(r) = f(r)g_{t+1}(r) \), then we have
\[
|\partial_r^l (f(r)g_0(r))| \leq \sum_{j=1}^{l} |\partial_r^j g_0(r)| + |g_0(r)|
\]
\[
\leq \sum_{j=0}^{l-1} |\partial_r^j (f(r)g_1(r))| + |g_0(r)|
\]
\[
\leq \sum_{j=1}^{l-1} |\partial_r^j g_1(r)| + |g_0(r)| + |g_1(r)|
\]
\[
\leq \lVert g_r \rVert_{l,1}.
\]
(3.11)

For example, \( g(s^2) \) and \( (4.1) \) have such structure in (3.11).

4. PROOF OF PROPOSITION 3.1

In this section, we give the proof of Proposition 3.1.

4.1. Consider (3.1).

4.1.1. \( r \geq 1 \). By (3.8) with the case \( r \geq 1 \), we have the following estimate
\[
|\partial^m_r (\sinh r)^{k-1} | se^{-s^2} \frac{\partial^m_r}{\partial r^m} \int (\eta)^{-k+is} \sin \beta t \eta e^{-i\beta r \eta} d\eta |
\leq \sum_{m=0}^{k-1} \sum_{i=\pm} |se^{-s^2} F^m_{k+is}(\beta(r \pm t))| .
\]

Concerning \( F^m_{k+is} \), we have the following consequence of Lemma 2.1

Lemma 4.1. Let 0 \leq m \leq k - 1, \( \beta \geq k \) for \( k = 1,2 \) and \( \beta > k \) for \( k \geq 3 \), Then there exists a constant \( C, \) independent of \( s \in \mathbb{R}, \lambda, \) such that
\[
|se^{-s^2} F^m_{k+is}(\beta \lambda)| \leq C e^{-k|\lambda|}.
\]

Proof. For the case of \( |\lambda| \geq 1 \), (2.7) in Lemma 2.1 gives us
\[
|se^{-s^2} F^m_{k+is}(\beta \lambda)| \leq |s| e^{2\pi |s| - s^2} |\beta \lambda|^{k/2 - 1} e^{-|\beta \lambda|}
\]
which could be controlled by \( e^{-k|\lambda|} \), thanks to our assumption on the relation between \( \beta \) and \( k \).

On the other hand, if 0 \( < |\lambda| \leq 1 \), as we are assuming \( m \leq k - 1 \), (2.6) in Lemma 2.1 tells us that
\[
|se^{-s^2} F^m_{k+is}(\beta \lambda)| \leq |s| e^{2\pi |s| - s^2} \left( 1 + \frac{1}{|s|} \right) \leq 1 .
\]

As \( \mathcal{F}^{-1}(F^m_{k+is}) (\eta) = (2\pi)^{-1} (-i\eta)^m \eta^{-k+is} \), which is integrable for \( m < k-1 \), the only remaining case is \( m = k - 1 \) near \( \lambda = 0 \). To treat this situation, we recall the corresponding Riesz potential
\[
R_{k+is} = \mathcal{F}(|\eta|^{-k+is})(\lambda) = 2^{-k+is} \frac{\Gamma((-k + 1 + is)/2)}{\Gamma((k - is)/2)} |\lambda|^{k-1-is}
\]
where $|\eta|^{-k+is} \in C^\infty(\mathbb{R}\setminus\{0\}) \cap \mathcal{S}'(\mathbb{R})$ is a homogeneous distribution of degree $-k+is$, see, e.g., [11][3.8 (8.32-8.36)].

The relation between the Riesz potential and the Bessel potential naturally yields the desired result, in view of the uncertainty principle. To be specific, let us give the proof. It is clear that $R_{-k+is}$ is in $C^{k-1}$ for $s \neq 0$. Let $\phi \in C^\infty_c(\mathbb{R})$ which is identity near 0, and $\psi = 1 - \phi$, then we have

$$
\langle \eta \rangle^{-k+is} = |\eta|^{-k+is} - \phi|\eta|^{-k+is} + \phi |\eta|^{-k+is} + \psi(\langle \eta \rangle^{-k+is} - |\eta|^{-k+is})
$$

and so, modulo a $C^{k-1}$ function,

$$
F_{-k+is} = \mathcal{F}(\phi |\eta|^{-k+is}) = c \mathcal{F}(\phi) * R_{-k+is} \in C^{k-1}.
$$

This completes the proof.

Equipped with Lemma 4.1, we could proceed with the following

$$
\beta,k \leq \sum_{m=0}^{k-1} \sum_{\pm} |s e^{-kr-s^2} F_{-k+is}^{(m)}(\beta(r \pm t))| \lesssim_k e^{kr} (e^{-k|r-t|} + e^{-k|r+t|}) \lesssim e^{-kt} \lesssim (\sinh t)^{-k},
$$

which give us the desired result.

4.1.2. $0 \leq r < 1$, $r \leq \frac{1}{2}.t$. To begin the proof, we observe that (3.1) could be written as

$$
(3.1) = \left| \frac{1}{2} s e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)_{k-1} \mathcal{F}_z(\beta(t-r)) - \mathcal{F}_z(\beta(t+r)) \right|
$$

$$
= \left| \frac{1}{2} \beta s e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)_{k-1} \left( \frac{r}{\sinh r} \int_{-1}^{1} F_z'(\beta(t + \theta r)) d\theta \right) \right|
$$

where $z = -k + is$. Observing that

$$
(4.1) \quad \partial_r \int_{-1}^{1} F_z'(\beta(t + \theta r)) d\theta = \beta \int_{-1}^{1} F_z''(\beta(t + \theta r)) - F_z''(\beta t) d\theta + \beta \int_{-1}^{1} F_z^\alpha(\beta(t + \theta r)) d\theta = r \beta^2 \int_{-1}^{1} F_z^\alpha(\beta(t + \theta r)) d\theta,
$$

which has the same structure as (3.10). With the help of (4.1), by (3.11), we can then control (3.1) as follows

$$
\lesssim_{\beta,k} \sum_{l=0}^{k-1} \left| s e^{-s^2} \int_{-1}^{1} \int_{0}^{\theta_0} \int_{0}^{\theta_1} \cdots \int_{0}^{\theta_{l-1}} F_z^{(2l+1)}(\beta(t + \theta r)) d\theta_0 d\theta_1 \cdots d\theta_{l-1} \cdot t^k \right|
$$

Then, it is easy to employ Lemma 2.1 to obtain when $t \geq 2$:

$$
(3.1) \lesssim_{\beta,k} (t-r)^{k/2-1} e^{-\beta(t-r)} \lesssim_{\beta,k} e^{-kt} \lesssim_k (\sinh t)^{-k},
$$

and when $0 < t < 2$:

$$
(3.1) \lesssim_{\beta,k} (t-r)^{k-(2k-1)} \lesssim_k t^{-k} \lesssim_k (\sinh t)^{-k}.
$$

In particular, we observe that when $k = 1, 2$, $\beta$ can be $k$, while for $k > 2$, $\beta > k$ is required.
4.1.3. $0 \leq r < 1, r \geq \frac{1}{2} t$. In this case, the asymptotic behavior of the Bessel potential does not seem to be helpful, due to the troublesome factor “$t - r$” when $k \geq 2$. Instead, we try to use an alternative formula of $F_z(\beta|t - r|) - F_z(\beta(t + r))$ from the perspective of series expansion. By (2.10), we can split “$F_z$” into two pieces involving $g_z$ and $h_z$, as follows

$$\begin{align*}
\text{III} &= \frac{1}{2} se^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{1}{\sinh r} \left[ F_z(\beta|t - r|) - F_z(\beta(t + r)) \right] \right) \\
&= C_z \frac{\pi s}{4 \sin \nu \pi} se^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left\{ \frac{1}{\sinh r} \left[ (g_z((\beta(t - r))^2) - g_z((\beta(t + r))^2)) \\
&+ ((\beta|t - r|) - (\beta(t + r))^2 h_z((\beta(t - r))^2) - (\beta(t + r))^2 h_z((\beta(t + r))^2)) \right] \right\} \\
&\equiv |I + II| ,
\end{align*}$$

where $\nu = -\frac{1}{2} - \frac{k-1}{2} i s$. Notice that, when $k = 1$, $sF_z$ are bounded near 0, by Lemma 4.1 which gives us

$$\begin{align*}
|\text{III}| &\lesssim \frac{1}{\sinh r} \lesssim r^{-1} \lesssim t^{-1} \simeq (\sinh t)^{-k}, k = 1 .
\end{align*}$$

In the following, we assume $k \geq 2$.

Clearly, the part involving $g_z$ can form in terms of (3.10)

$$\begin{align*}
|I| &= |C_z \frac{\pi s}{4 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{1}{\sinh r} \left[ g_z((\beta(t - r))^2) - g_z((\beta(t + r))^2) \right] \right) | \\
&= |C_z \frac{\pi s}{2 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{r}{\sinh r} \sum_{j=1}^{\infty} d_j \beta_j \sum_{l=0}^{j-1} C_{2j+1} r^{2j+1} t^{2j+2l-1} \right) | \\
&\equiv \left\{ C_z \frac{\pi s}{2 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{r}{\sinh r} g(r^2) \right) \right\} .
\end{align*}$$

With the help of (3.11) and (2.14), the proof of Lemma 2.2 with $\nu = \frac{1}{2} (k - 1 - is)$ gives us

$$|I| \lesssim_k \frac{s}{\sin \nu \pi} \left| e^{2\pi s |-s^2|} \right| \lesssim t^{-k} ,$$

where the factor $s$ is used to absorb the possible bad term appeared in $|\sin \nu \pi|$ when $k$ is odd and $s$ is small.

Heuristically, the term $II$ behaves better and is expected easier to control. However, it turns out that this term is a little more difficult to handle, so that we could avoid the possible occurrence of the bad term like $|t - r|^{-1}$.

**II.1** ($\frac{1}{2} t \leq r \leq t$). Using (3.9), we deduce that

$$\begin{align*}
|II| &= \left| C_z \frac{\pi s}{4 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{1}{\sinh r} \left[ (\beta x)^{2\nu} h_z((\beta x)^2) \right] \right) \right| \\
&= \left| C_z \frac{\pi s}{4 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{1}{\sinh r} \beta^{2\nu} \int_{-1}^{1} r \partial_x (x^{2\nu} h_z((\beta x)^2)) |x = t+\theta r, d\theta) \right) \right| \\
&\equiv \left| C_z \beta^{2\nu} \frac{\pi s}{4 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{r}{\sinh r} h_z(r, t) \right) \right| \\
&\lesssim_{\beta, k} \sum_{l=0}^{k-1} \left| C_z e^{-s^2} r^{-(2(k-1)-l)} \partial_r^{l} h_z(r, t) \right| .
\end{align*}$$
By uniformly convergence for $h_z$ in Lemma 2.2, we find that the upper bound for $\partial_r^l h_z(r, t)$ is essentially determined by the main item
\begin{equation}
\int_{-1}^{1} (\partial_r^l (t + \theta r)^{2\nu-1}) h_z((\beta(t + \theta r))^2) d\theta
\end{equation}
for small $r, t$, while the remaining items are easier to control, due to the occurrence of the higher order of "$t + \theta r$".

When $l < k - 1$, we have $\Re(2\nu - 1 - l) = k - l - 2 \geq 0$, then
\begin{equation}
|\partial_r^l h_z| \lesssim_k \langle s \rangle^{l} e^{\pi|s|} (t + r)^{k-1-2}.
\end{equation}
When $l = k - 1 \geq 1$, we observe that
\begin{equation}
\partial_r^{k-1}(t + \theta r)^{k-1-is} = P(k, s)(-is)\theta^{k-1}(t + \theta r)^{-1-is} = P(k, s) \frac{\theta^{k-1}}{r} \partial_\theta (t + \theta r)^{-is},
\end{equation}
where $|P(k, s)| \lesssim ((k - 2, s))^{k-2}$. Then, integration by parts with respect to $\theta$, together with Lemma 2.2 gives us that
\begin{equation}
|\partial_r^{k-1} h_z| \lesssim_k \langle s \rangle^{k} e^{\pi|s|} r^{-1}.
\end{equation}

In summary, together with (2.3), these estimates imply the desired bound
\begin{equation}
|II| \lesssim_{\beta, k} \sum_{l=0}^{k-2} r^{-(2(k-1)-l)} (t + r)^{k-l-2} + r^{-(k-1)} r^{-1} \lesssim t^{-k}.
\end{equation}

**II.2 ($r \geq t$).** Using (3.3), we have
\begin{equation}
|II| = \left| C_z \frac{\pi s}{4 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \right)^{k-1} \left( \frac{1}{\sinh r} \beta^{2\nu} \right) \int_{-1}^{1} t \partial_x (x^{2\nu} h_z((\beta x)^2)) |_{x=r+\theta t} d\theta \right|
\end{equation}
\begin{equation}
\leq \left| C_z \beta^{2\nu} t \frac{\pi s}{4 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \right)^{k-1} \left( \frac{1}{\sinh r} \right)^{2k} h_z(r, t) \right|
\end{equation}
\begin{equation}
\lesssim_{\beta, k} \sum_{l=0}^{k-1} \left| C_z e^{-s^2} t^{r-(2k-l-1)} \partial_r^l h_z(r, t) \right|.
\end{equation}

Using the fact $t \partial_r = \partial_\theta$ for $f(r + \theta t)$, a similar argument as in II.1 yields
\begin{equation}
|II| \lesssim_{\beta, k} \sum_{l=0}^{k-2} t^{r-(2k-l-1)} (r + t)^{k-l-2} + r^{-k} \lesssim_k t^{-k},
\end{equation}
which completes the proof for the case $1 > r > t/2 > 0$.

**4.2. Consider** (3.2). Comparing with Subsection 4.1, the main difference is the appearance of cosine function instead of sine function, which mainly affects the part of proof involving series expansion.

**4.2.1. $r \geq 1$.** In this case, $z - 1 = -k - 1 + is$, $1 \leq m \leq k$, it follows from the same argument as that in Subsection 4.1.1.
4.2.2. \(0 \leq r < 1, r \leq \frac{1}{2} t\). Similar to Subsection 4.1.2, we have

\[
\partial_r \int_{-1}^{1} F''_{z-1}(\beta(t + \theta r))d\theta = r\beta^2 \int_{-1}^{1} \int_{0}^{\theta} F^{(4)}_{z-1}(\beta(t + \theta_1 r))d\theta_1 d\theta,
\]

satisfies (3.10). Then by (3.11) and \(F_s\) satisfies (3.1), we conclude this case when \(t \leq 1\) and when \(0 < t < 1\), the perspective of series expansion, \(\nu = 1\) in (3.2) is admissible. Similar to Subsection 4.1.2, we have

\[
|III| = \left| C_z \frac{\pi s}{4 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^k \sum_{j=0}^{\infty} d_j \beta^{2j} \sum_{l=0}^{j} C_{2j}^l (2l)^{2j-2l} \right| 
\]

\[
\approx \left| C_z \frac{\pi s}{2 \sin \nu \pi} e^{-s^2} \partial_r^k g^1(r) \right| \leq_k 1 \leq_k t^{-k}.
\]

Remark 4.2. For the part with \(0 \leq r < 1, t \geq 2\), we find that \(\beta \geq k\) is admissible only when \(k = 1\), which is different from (3.1).

4.2.3. \(0 \leq r < 1, r \geq \frac{1}{2} t\). As in Subsection 4.1.3 by (2.10), we consider \(\beta, k\) from the perspective of series expansion,

\[
|III| = \left| C_z \frac{\pi s}{2 \sin \nu \pi} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^k \sum_{j=0}^{\infty} d_j \beta^{2j} \sum_{l=0}^{j} C_{2j}^l (2l)^{2j-2l} \right| 
\]

\[
\approx \left| C_z \frac{\pi s}{2 \sin \nu \pi} e^{-s^2} \partial_r^k g^1(r) \right| \leq_k 1 \leq_k t^{-k}.
\]

Concerning IV, similar as that of II, the case \(k = 1\) is trivial in view of Lemma 4.1 and we consider the remaining case \(k \geq 2\).
In the second item, using (3.7) and Lemma 2.2, we see that it is an admissible
\begin{align*}
IV.1 \left( \frac{1}{2} t \leq r \leq t \right). \text{ For this case, we operate } \partial_r \text{ once to get }
|IV| = & C_4 \frac{\pi^8}{4 \sin \nu \pi} e^{-s^2} \beta^{2\nu} \left( \frac{1}{\sinh r} \partial_r \right)^{k-1} \left( \frac{1}{\sinh r} \right) \\
& \left[ 2\nu((t + r)^{2\nu - 1} h_{z-1}((\beta(t + r))^2) - (t - r)^{2\nu - 1} h_{z-1}((\beta(t - r))^2) \right) \\
& + 2\beta((t + r)^{2\nu + 1} h'_{z-1}((\beta(t + r))^2) - (t - r)^{2\nu + 1} h'_{z-1}((\beta(t - r))^2) \right] \\
& \right].
\end{align*}

Then we use the fundamental theorem of calculus to extract the favorite term \( \frac{1}{\sinh r} \), and thus consider the main item, with
\begin{align*}
& \left| C_4 \frac{\pi^8}{4 \sin \nu \pi} e^{-s^2} \int_{-1}^{1} r^{-k} (\partial_r^{k-1} (t + \theta r)^{k-2-is}) h_{z-1}((\beta(t + \theta r))^2) d\theta \right| \lesssim_k r^{-k} \sim t^{-k}.
\end{align*}

\textbf{IV.2} \( (r \geq t) \). In this case, "\( \partial_r \)" cannot bring the favorite form to use the fundamental theorem of calculus. To remedy this issue, we introduce an artificial error term to extract the desired form.
\begin{align*}
|IV| \lesssim & C_4 \frac{\pi^8}{4 \sin \nu \pi} \beta^{2\nu} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^k \\
& \left[ (r - t)^{2\nu} h_{z-1}((\beta(r - t))^2) - (r + t)^{2\nu} h_{z-1}((\beta(r + t))^2) \right] \\
& + 2C_4 \frac{\pi^8}{4 \sin \nu \pi} \beta^{2\nu} e^{-s^2} \left( \frac{1}{\sinh r} \partial_r \right)^k \left[ (r + t)^{2\nu} h_{z-1}((\beta(r + t))^2) \right].
\end{align*}

The first item of the right hand side could be handled similarly as IV.1. Concerning the second item, using (3.7) and Lemma 2.2, we see that it is an admissible error term:
\begin{align*}
& \left| \left( \frac{1}{\sinh r} \partial_r \right)^k \left[ (r + t)^{2\nu} h_{z-1}((\beta(r + t))^2) \right] \right| \\
& \lesssim_{\beta,k} \sum_{l=1}^{k} \sum_{1 \leq j \leq k, l \leq j} r^{-2(2k-j)} \left| (\partial_r^{j-1} (r + t)^{k-2-is}) \partial_r^{l} h_{z-1}((\beta(r + t))^2) \right| \\
& \lesssim_{\beta,k} \lesssim_{\beta,k} (s)^{k} r^{-k} e^{\pi |s|} \lesssim 2^\pi |s|^{-k}.
\end{align*}

\textbf{4.3. Consider} (3.3). When \( n = 2k \) with \( z = -\rho + is = 1/2 - k + is \), the situation is more complicated to treat, due to the much more involved expression of (3.3), compared with (3.1). In any case, it turns out that the similar argument as in Subsection 4.1 still apply.

\textbf{4.3.1.} \( r \geq 1 \). By (3.7), we need only to consider
\begin{align*}
& \lesssim_{\beta,n} \sum_{l=0}^{k-1} \sum_{\pm} \sum_{\alpha_j = -1-l} \left| e^{-u^2} \int_{-1}^{1} \beta((-u + t)\alpha_j) \frac{1}{\sinh u} \partial^{\alpha_j}_u F_z(\beta|u + t|) \frac{\sinh u}{(\cosh u - \cosh r)^{t}} du \right| \\
& \lesssim V_+ + V_-.
\end{align*}
For the term with plus sign, since \( u + t \geq 1 \), with the help of (2.7) in Lemma 2.1, \( V_+ \) could be easily bounded:
\begin{align*}
V_+ \lesssim_{\beta,n} \left| e^{-u^2[s] - s^2} \int_{-1}^{1} \beta((-u + t)\alpha_j) \frac{1}{\sinh u} \frac{\sinh u}{(\cosh u - \cosh r)^{t}} du \right| \\
\lesssim_{\alpha_j} \left| e^{-u^2 - (k-\frac{1}{2})u} \int_{-1}^{1} e^{-(k-1)u} e^{-(k-\frac{1}{2})u} \frac{1}{(\cosh u - \cosh r)^{t}} du \right| \\
\lesssim (\sinh t)^{-k + \frac{1}{2}},
\end{align*}
as $\beta > \rho$.

On the other hand, the term with minus sign is much more involved to control, for which we split the integral into several cases, depending on the size of $u$ compared with $t$. Let us begin with the easier case with $|u - t| \geq 1$, for which it is clear that, for any $\rho < \beta_0 < \beta$,

$$|\partial^l_u F_z(\beta |u - t|)| \lesssim_{\beta, k} |u - t|^{\frac{1}{2} (k - \frac{1}{\rho})} e^{-\beta |u - t|} \lesssim_k e^{-\beta_0 |u - t|} \leq 1.$$ 

Then, if $u \geq t + 1$, we get

\[
\int_{r \vee (t+1)}^{\infty} \left( \frac{1}{\sinh u} \right)^k \frac{\sinh u}{(\cosh u - \cosh r) \frac{1}{2}} du \\
\lesssim \int_{r \vee (t+1)}^{(r+1) \vee (t+2)} \left( \frac{1}{\sinh u} \right)^k \frac{\sinh u}{(\cosh u - \cosh r) \frac{1}{2}} du + \int_{(r+1) \vee (t+2)}^{\infty} e^{-k \frac{1}{2} u} du \\
\lesssim e^{-k(r \vee (t+1))} (\cosh u - \cosh r) \frac{1}{2} e^{(r+1) \vee (t+2)} + e^{(r+1) \vee (t+2) - k \frac{1}{2} t} \\
\lesssim (\sinh t)^{-k + \frac{1}{\rho}},
\]

where we have used the fact that $\cosh u - \cosh r \gtrsim \cosh u \geq e^u$ if $u \geq r + 1$, as well as $\partial_u (\cosh u - \cosh r)^{-\frac{1}{2}} = \frac{1}{2} e^u (\cosh u - \cosh r)^{-\frac{1}{2}} \sinh u$. On the other hand, if $u \leq t - 1$, we have $\cosh u \geq e^u (u - r)$ for $u \in [r, r + 1]$ with $r \geq 1$, and so

\[
\int_{r}^{t-1} \left( \frac{1}{\sinh u} \right)^k \frac{\sinh u}{(\cosh u - \cosh r) \frac{1}{2}} e^{-\beta_0 (t-u)} du \\
\lesssim e^{-\beta_0 t} \int_{r}^{(t-1) \vee (r+1)} e^{(\beta_0 - \rho) u} (u - r)^{-\frac{1}{2}} du + e^{-\beta_0 t} \int_{(t-1) \vee (r+1)}^{t-1} e^{(\beta_0 - \rho) u} du \\
\lesssim (\sinh t)^{-\rho}.
\]

Turning to the case of $|u - t| \leq 1$. By (2.6) in Lemma 2.1, $|\partial^l_u F_z(\beta |u - t|)| \lesssim_{\beta} e^{2\pi |s|}$ if $l < k - 1$ and $u \neq t$. As $F^{-1}_{l}(\bar{F}_{\bar{\eta}}((-\eta)^{l} \eta^{\frac{1}{2} + is}) \in L^1(\mathbb{R})$ for $l < k - 1$, the estimate applies also for $u = t$. Thus, it remains to deal with $l = k - 1$:

\[
(4.2) \quad \int_{\{u \geq r, |u - t| \leq 1\}} \left( \frac{1}{\sinh u} \right)^k \frac{\sinh u}{(\cosh u - \cosh r) \frac{1}{2}} du \\
+ \int_{\{u \geq r, |u - t| \leq 1\}} \left( \frac{1}{\sinh u} \right)^k \frac{\sinh u}{(\cosh u - \cosh r) \frac{1}{2}} \partial^\rho_{\bar{\eta}} F_{\bar{\eta}}((-\eta)^{l} \eta^{\frac{1}{2} + is}) (\beta(u - t)) du,
\]

Here, as in the proof of Lemma 4.1, the term $\partial^\rho_{\bar{\eta}} F_{\bar{\eta}}((-\eta)^{l} \eta^{\frac{1}{2} + is}) (\beta(u - t))$ could be reduced to $\partial^\rho_{\bar{\eta}} F_{\bar{\eta}}((-\eta)^{l} \eta^{\frac{1}{2} + is}) (\beta(u - t))$, which is a homogeneous distribution of degree $-\frac{1}{2} - is$. That is,

\[
(4.2) \lesssim_{\beta, \rho} \int_{\{u \geq r, |u - t| \leq 1\}} \left( \frac{1}{\sinh u} \right)^k \frac{\sinh u}{(\cosh u - \cosh r) \frac{1}{2}} du \\
+ \int_{\{u \geq r, |u - t| \leq 1\}} \left( \frac{1}{\sinh u} \right)^k \frac{\sinh u}{(\cosh u - \cosh r) \frac{1}{2}} (u - t)^{-\frac{1}{2} - is} du \\
\triangleq A + B.
\]
The first term is easy to control, as \( r < t + 1 \),

\[
A = \int_{r \sqrt{t-1}}^{t+1} \left( \frac{1}{\sinh u} \right)^k \frac{\sinh u}{(\cosh u - \cosh r)^{\frac{1}{2}}} \, du \\
\lesssim \int_{r \sqrt{t-1}}^{t+1} e^{-ku} \frac{\sinh u}{(\cosh u - \cosh r)^{\frac{1}{2}}} \, du \\
\lesssim e^{-kt} (\cosh(t+1))^{\frac{1}{2}} \\
\lesssim n^1 (\sinh t)^{-k+\frac{1}{2}}.
\]

Finally, we treat the delicate term \( B \).

**B.1** (0 \( \leq r - t \leq \frac{1}{2} \))

\[
B = \left| se^{-\frac{3}{2}s^2} \int_{r}^{t+1} (\sinh u)^{-k}(u-t)^{-\frac{1}{2} - is} d(\cosh u - \cosh r)^{\frac{1}{2}} \right| \\
\lesssim k \left| (\sinh u)^{-k}(u-t)^{-\frac{1}{2} - is} (\cosh u - \cosh r)^{\frac{1}{2}} \right|_{u=r}^{t+1} \\
+ \int_{r}^{t+1} (\sinh u)^{-k-1} \cosh u (\cosh u - \cosh r)^{\frac{1}{2}} (u-t)^{-\frac{1}{2}} \\
+ \left| se^{-\frac{3}{2}s^2} (s) \int_{r}^{t+1} (\sinh u)^{-k}(\cosh u - \cosh r)^{\frac{1}{2}} (u-t)^{-1-is} \, du \right| \\
\lesssim (\sinh t)^{-k+\frac{1}{2}} + e^{-s/3} \int_{r}^{t+1} (\sinh u)^{-k}(\cosh u - \cosh r)^{\frac{1}{2}} (u-t)^{-1-is} \, du \\
\lesssim (\sinh t)^{-k+\frac{1}{2}} + \int_{r}^{t+1} (\sinh u)^{-k} \partial_u (\cosh u - \cosh r)^{\frac{1}{2}} \, du \\
\lesssim (\sinh t)^{-k+\frac{1}{2}} + (\sinh t)^{-k} \int_{r}^{t+1} \partial_u (\cosh u - \cosh r)^{\frac{1}{2}} \, du \lesssim (\sinh t)^{-k+\frac{1}{2}},
\]

where we have used the fact that \( \partial_u (\cosh u - \cosh r)^{\frac{1}{2}} \) is positive.

**B.2** (\( r - t \geq \frac{1}{2} \)): Although this case could be included in B.1, we choose to present it with a simpler proof. Actually, by mean value theorem, we have

\[
B \lesssim (\sinh t)^{-k+\frac{1}{2}} \int_{r}^{t+1} (u-r)^{-\frac{1}{2}} (u-t)^{-\frac{1}{2}} \, du \lesssim (\sinh t)^{-k+\frac{1}{2}}.
\]

**B.3** (0 \( \leq t - r \leq \frac{1}{2} \)): Similar as B.1, we find that \( \partial_u (\cosh u - \cosh r)^{\frac{1}{2}} \) is positive in \([t, t_0] \) and negative in \([t_0, t+1] \) with some \( t_0 \in [t, t+1] \). Equipped with this
information, we get
\[
B \leq (\sinh r)^{-k+\frac{1}{2}} \int_r^t (u - r)^{-\frac{1}{2}} (t - u)^{-\frac{1}{2}} du \\
+ \left| e^{-\frac{s^2}{2}} \int_t^{t+1} (\sinh u)^{1-k} \left( \frac{u - t}{\cosh u - \cosh r} \right)^{\frac{1}{2}} \partial_u (u - t)^{-\frac{1}{2}} du \right|
\]
\[
\leq_k (\sinh t)^{-k+\frac{1}{2}} \int_0^1 (1 - v)^{-\frac{1}{2}} v^{-\frac{1}{2}} dv + (\sinh t)^{-k+\frac{1}{2}} \\
+ (\sinh t)^{1-k} \left[ \int_t^{t_0} \partial_u \left( \frac{u - t}{\cosh u - \cosh r} \right)^{\frac{1}{2}} du - \int_{t_0}^{t+1} \partial_u \left( \frac{u - t}{\cosh u - \cosh r} \right)^{\frac{1}{2}} du \right]
\]
\[
\leq_k (\sinh t)^{-k+\frac{1}{2}} + (\sinh t)^{1-k} \left[ 2 \left( \frac{u - t}{\cosh u - \cosh r} \right)^{\frac{1}{2}} |_{u=t_0} - \left( \frac{u - t}{\cosh u - \cosh r} \right)^{\frac{1}{2}} |_{u=t+1} \right]
\]
\[
\leq_k (\sinh t)^{-k+\frac{1}{2}}.
\]

**B.4 \( t - r \geq \frac{1}{2} \):** When \( r \geq t - 1 \), it follows that
\[
B \leq \int_r^{t+1} (\sinh u)^{-k} \frac{\sinh u}{(\cosh u - \cosh r)^{\frac{1}{2}}} |u - t|^{-\frac{1}{2}} du
\]
\[
\leq \int_r^{t+1} (\sinh r)^{-k+\frac{1}{2}} (u - r)^{-\frac{1}{2}} |u - t|^{-\frac{1}{2}} du \leq_k (\sinh t)^{-k+\frac{1}{2}}
\]

Else, if \( 1 \leq r \leq t - 1 \), we have
\[
B \leq \int_{t-1}^{t+1} (\sinh u)^{1-k} (\cosh u - \cosh r)^{-\frac{1}{2}} |u - t|^{-\frac{1}{2}} du
\]
\[
\leq \int_{t-1}^{t+1} (\sinh(t - 1))^{-k+\frac{1}{2}} (u - (t - 1))^{-\frac{1}{2}} |u - t|^{-\frac{1}{2}} du
\]
\[
\leq_k (\sinh t)^{-k+\frac{1}{2}}.
\]

4.3.2. \( 0 \leq r < 1, r < \frac{1}{2} \). Let \( H(u) = \frac{\sinh u}{(\cosh u - \cosh r)^{\frac{1}{2}}} \), we split the integral with respect to \( r + 1 \)

\[
|F_z(\beta(u - t)) - F_z(\beta(u + t))| \leq \frac{1}{e^{s^2}} \int_r^{r+1} H(u) \left( \frac{\partial_u}{\sinh u} \right)^{k-1} \left( \frac{u - t}{\sinh u} \right) du
\]
\[
\leq |F_z(\beta(u - t)) - F_z(\beta(u + t))| \leq_k (\sinh t)^{1/2-k}
\]

(4.3) \( \leq C + D. \)

As in Subsection 4.3.1, it is easier to analyze \( C \). Actually, it is trivially bounded for the cases of \( u + t \geq 1 \) or \( |u - t| \geq 1/2 \), when we could apply (2.7) in Lemma 2.1. For the remaining case with \( |u - t| \leq 1/2 \), we have \( t \geq 1/2, u \sim t \) and \( H(u) \leq (\sinh t)^{1/2} \). Then (2.6) in Lemma 2.1 and (3.8) gives us

\[
C \leq (\sinh t)^{1/2-k} + (\sinh t)^{1/2-k} \int_{t+1}^{t+\frac{1}{2}} 1 \vee |u - t|^{-\frac{1}{2}} du \leq (\sinh t)^{1/2-k}.
\]

Concerning \( D \), by the analysis under 4.3.2, the possible singularity of the integrand near \( u = t \) is at most of the order \(-1/2\), which is integrable. As in Subsections
we split the integral depending on the sign of $u - t$:

\[
D \leq \sum_{l=0}^{k-1} \left| \frac{s}{e^{2u}} \int_{u<t,u \in [r,r+1]} H(u) \int_{-1}^{t} \cdots \int_{-1}^{t} F_2^{(2l+1)}(\beta(t + \theta_1 u))d\theta_l \cdots d\theta_0 du \right|
\]

\[
+ \frac{s}{e^{2u}} \int_{u>t,u \in [r,r+1]} H(u) \left( \frac{\partial u}{\sinh u} \right)^{k-1} \frac{F_2(\beta(u - t)) - F_2(\beta(u + t))}{\sinh u} du \]

\[
\leq D_1 + D_2 .
\]

Notice that owing to Taylor’s expansion, we have $\cosh u - \cosh r \geq (u^2 - r^2)/2$ for $u \geq r$, $\sinh u \leq u$ for $u \leq 1$, and so

\[
H(u) = \frac{u}{(u + r)^{\frac{1}{2}}(u - r)^{\frac{1}{2}}} \frac{\sinh u}{u} \frac{(u^2 - r^2)^{\frac{1}{2}}}{(\cosh u - \cosh r)^{\frac{1}{2}}} \lesssim \frac{u^{\frac{1}{2}}}{(u - r)^{\frac{1}{2}}}.\]

Concerning $D_1$, it is trivially bounded when $t \gg 1$, in view of (2.7) in Lemma 2.1. For the remaining case $t \leq 1$, by (2.6) in Lemma 2.1, we have

\[
F_2^{(2l+1)}(\beta(t + \theta_1 u)) \lesssim e^{2\pi |s|}(1 \vee (t + \theta_1 u)^{k-5/2-2l}) .
\]

When $0 < t - u \leq 1$ and $k - 5/2 - 2l < 0$, the estimate introduces artificial singularity. To remedy this possible issue, we use integration by parts to get

\[
\left| \int_{-1}^{t} \cdots \int_{-1}^{t} (t + \theta_1 u)^{k-5/2-2l}d\theta_l \cdots d\theta_0 \right| \lesssim u^{l-1}(t + \theta_1 u)^{k-3/2-l} |\theta_{l-1}| ,
\]

for any $l \in [0, k-1]$, which is controlled by

\[
\sum_{l \leq k-2} t^{k-3/2-l}u^{-l-1} + u^{-k}(t-u)^{-1/2} \lesssim \sum_{l \leq k-2} t^{k-5/2-2l}u^{-k}(t-u)^{-1/2} \lesssim t^{-k}(t-u)^{-1/2}
\]

when $t/2 \leq u \leq t$ and $u \in [r, r+1]$. Then we obtain the desired result for $D_1$ as follows

\[
D_1 \lesssim \sum_{l=0}^{k-1} \int_{u<t/2,u \in [r,r+1]} \frac{u^{\frac{1}{2}}}{(u - r)^{\frac{1}{2}}} (1 \vee t^{k-\frac{5}{2}-2l}) du
\]

\[
+ \int_{u\in [t/2,t]\cap[r,r+1]} \frac{u^{\frac{1}{2}}}{(u - r)^{\frac{1}{2}}} t^{-k}(t-u)^{-1/2} du
\]

\[
\lesssim \sum_{l=0}^{k-1} (1 \vee t^{k-\frac{5}{2}-2l}) \int_{u\in [r,r+1]} \frac{u^{\frac{1}{2}}}{(u - r)^{\frac{1}{2}}} du + t^{1/2-k} \int_{u\in [r,t]} \frac{1}{\sqrt{(u - r)(t-u)}} du
\]

\[
\lesssim t^{1/2-k}.
\]

Turning to $D_2$, for which we have $t \leq r + 1$. By the series argument as in (2.10) and Subsection 4.13, one can find that the part of $g_z$ is easily bounded by uniform constant. For the part of $h_z$, we keep the initial form and consider only the main item like II.1. Let $\nu = \frac{1}{2}(k - \frac{5}{2} - is)$ and

\[
(\frac{1}{\sinh u})^{k-1} := \prod_{\alpha_1 + \cdots + \alpha_k = k-1-l} \partial_u^{\alpha_1} \left( \frac{1}{\sinh u} \right) \cdot u^{2k-l-1} .
\]
By (3.7), the main items in $D_2$ are of the following form, with $l \in [0, k - 1]$,

\begin{equation}
(4.5) \quad |se^{-s^2} \int_t^{t+1} \frac{u^{1+l-2k} \sinh u}{(\cosh u - \cosh r)^{2l}} \left( \frac{1}{\sinh u} \right)^{k-1} \frac{(u \pm t)^{k-\frac{3}{2}+l-is}}{(u \pm t)^{2l} h_v(\beta^2(u \pm t)^2)} du |
\end{equation}

\begin{align*}
&= |e^{-s^2} \int_t^{t+1} \frac{(u \pm t)^{\frac{3}{2}}}{u \sinh u} \frac{u^{1+l-2k}}{u^{k-1}} \frac{(u \pm t)^{k-1-l}}{(\sinh u)^{k-1}} h_v(u \pm t)^{-is} |
\end{align*}

\begin{align*}
&\lesssim t^{1/2-k} + \int_t^{r+1} \left| \partial_u \left( \frac{(u \pm t)^{\frac{3}{2}}}{u} \frac{u^{1+k}}{u^{k-1}} \frac{(u \pm t)^{k-1-l}}{(\sinh u)^{k-1}} \frac{(u \pm t)^{1-k}}{u^{k-1}} \frac{h_v}{u} \right) \right| du,
\end{align*}

where we have used the fact that \( \left( \frac{1}{\sinh u} \right)^{k-1} \), \( h_v \), and \( \partial_u h_v \) are controlled by \( e^{\pi|s|} \) by (3.6) and Lemma 2.2. For the last integral, as \( \partial_u \frac{\sinh u}{u} \) is bounded, \( \partial_u \left( \frac{1}{\sinh u} \right)^{k-1} \) is controlled by \( u^{-1} \), and \( u - r \geq u/2 \) as \( u > t > 2r \), we obtain

\begin{align*}
D_2 &\lesssim t^{1/2-k} + \sum_{l \leq k - 2} \int_t^{r+1} \frac{(u \pm t)^{\frac{3}{2}}}{(u^2 - r^2)^{\frac{3}{2}}} u^{-k} du \\
&+ \int_t^{r+1} \left[ \frac{(u \pm t)^{\frac{3}{2}}}{(u^2 - r^2)^{\frac{3}{2}}} + \frac{(u \pm t)^{\frac{3}{2}}}{(u^2 - r^2)^{\frac{3}{2}}} \right] \frac{u^{1-k}}{u} \frac{u^{k-2-l}}{u^{k-2-l}} \frac{t}{u^2} du \\
&\lesssim t^{1/2-k} + \int_t^{r+1} (u - t)^{-\frac{3}{2}} u^{-k} du \\
&\lesssim t^{1/2-k} + \int_t^{r+1} u^{-\frac{3}{2} - k} du \lesssim t^{-k + \frac{3}{2}}.
\end{align*}

4.3.3. \( 0 \leq r < 1, r \geq \frac{1}{2} t \). In this case, we have \( t \leq 2r \leq r + 1 \). The part \( C \) as in (4.3) could be handled as before. When \( \frac{1}{2} t \leq r \leq t \), the first item of (4.4) appears, and the same analysis gives us

\begin{align*}
D_1 &\lesssim \int_r^{t \wedge (r+1)} \frac{u^{\frac{3}{2}}}{(u - r)^{\frac{3}{2}}} t^{-k(t - u)^{-1/2}} du \\
&\lesssim t^{1/2-k} \int_{u \in [r,t]} \frac{1}{\sqrt{(u - r)(t - u)}} du \lesssim t^{1/2-k}.
\end{align*}

For the remaining part of \( D \), i.e., \( D_2 \), it is similar to that in Subsection 4.3.2 and we will present only the details for the main item of the part involving \( h_v \) with \( 0 \leq l \leq k - 1 \).

\( \frac{3}{2} t \leq r \leq t \), "u-t": For this case, we have

\begin{equation}
(4.6) \quad \left| se^{-s^2} \int_t^{r+1} \frac{u^{1+l-2k} \sinh u}{(\cosh u - \cosh r)^{2l}} \left( \frac{1}{\sinh u} \right)^{k-1} \frac{(u - t)^{k-\frac{3}{2}+l-is}}{(u - t)^{2l} h_v(\beta^2(u - t)^2)} du \right|
\end{equation}

\begin{align*}
&= |e^{-s^2} \int_t^{r+1} \frac{(u - t)^{\frac{3}{2}}}{u \sinh u} \frac{u^{1+k}}{u^{k-1}} \frac{(u - t)^{k-1-l}}{(\sinh u)^{k-1}} h_v(u - t)^{-is} |
\end{align*}

\begin{align*}
&\lesssim t^{1/2-k} + \int_t^{r+1} \left| \partial_u \left( \frac{(u - t)^{\frac{3}{2}}}{u} \frac{u^{1+k}}{u^{k-1}} \frac{(u - t)^{k-1-l}}{(\sinh u)^{k-1}} \frac{(u - t)^{1-k}}{u^{k-1}} \frac{h_v}{u} \right) \right| du.
\end{align*}
With the similar argument in (4.6), we obtain
\[
D_2 \lesssim t^{1/2-k} + \int_t^{r+1} \frac{(u-t)^{1/2}}{(u^2-r^2)^{1/2}} u^{-k} du
\]
\[
+ \sum_{l \leq k-2} \int_t^{r+1} \frac{(u-t)^{1/2}}{(u^2-r^2)^{1/2}} u^{-k} (u-t)^{k-2-l} \frac{t}{u^2} du
\]
\[
+ \int_t^{r+1} \left| \cosh u - \cosh r - (u-t) \sinh u \right| (u-t)^{1/2} (\cosh u - \cosh r)^{1/2} u^{-k} du
\]
\[
\lesssim t^{1/2-k} + E,
\]
where
\[
E = \int_t^{r+1} \left| \cosh u - \cosh r - (u-t) \sinh u \right| (u-t)^{1/2} (\cosh u - \cosh r)^{1/2} u^{-k} du.
\]
For the estimate of $E$, we observe from the mean value theorem that, for some $\gamma \in [r,u]$, we have
\[
|\cosh u - \cosh r - (u-t) \sinh u| = |\cosh \gamma - (u-t) \sinh \gamma| \leq (u-r)(\sinh \gamma) + (t-r) \sinh u \lesssim (u-r)^2 + u(t-r).
\]
Then, $E$ could be trivially bounded for the exceptional case $t=r$:
\[
E \lesssim \int_t^{r+1} \frac{(u-t)^2}{(u-t)^2(u+t)^{3/2}} u^{-k} du \lesssim \int_t^{r+1} u^{-1/2-k} du \lesssim t^{-k+3/2}.
\]
On the other hand, for $r < t$, we obtain
\[
E \lesssim \int_t^{r+1} \frac{(u-r)^2 + u(t-r)}{(u-t)^{3/2} (u+r)^{3/2}} u^{-k} du
\]
\[
\lesssim \int_t^{r+1} (u-t)^{-1/2} u^{-k} + (t-r)(u-t)^{-1/2} (u-r)^{-3/2} u^{1/2-k} du
\]
\[
\lesssim 1 + \int_t^{r+1} \frac{(u-t)^{1/2}}{u^{k+1}} du + (t-r)^{1/2-k} (1 + \int_t^{r+1} \frac{(u-t)^{1/2}}{u^{k+1}} du)
\]
\[
\lesssim 1 + \int_t^{r+1} u^{-1/2-k} du + t^{1/2-k} (1 + \int_t^{r+1} \frac{(u-t)}{(u-r)^2} du)
\]
\[
\lesssim t^{1/2-k}.
\]
For $\frac{1}{2}t \leq r \leq t$, “$u+t$”: For this case, the worst term is of the form
\[
se^{-2} \int_t^{r+1} \frac{u^{1+1-2k} \sinh u}{(\cosh u - \cosh r)^{k-1}} \left( \frac{1}{\sinh u} \right)^{k-1} (u+t)^{k-3/2-l-ir} h_2(\beta^2 (u+t)^2) du.
\]
Since the derivative behaves similarly on $(\frac{1}{\sinh u})^{k-1}$ as it does on $(\frac{u+t}{u})^{k-3/2-l-ir}$, we will ignore $(\frac{1}{\sinh u})^{k-1}$ in what follows. To control the worst term, we use
integration by parts to control boundary term

\[
\left| (\cosh u - \cosh r) \frac{1}{u} (u + t)^{2k-l-1} (u + t)^{-\frac{3}{2}-l} h_z \right|_{u=t}^{r+1} \\
+ |s e^{-s^2} \int_t^{r+1} (\cosh u - \cosh r) \frac{1}{u} (u + t)^{2k-l-1} (u + t)^{-\frac{3}{2}-l} h_z du |
\]

\[
\lesssim t^{-k-\frac{3}{2}} + |s e^{-s^2} \int_t^{r+1} (\cosh u - \cosh r) \frac{1}{u} (u + t)^{2k-l-1} (u + t)^{-\frac{3}{2}-l} h_z du |
\]

\[
\lesssim t^{-k+\frac{3}{2}} + |s e^{-s^2} \int_t^{r+1} (\cosh u - \cosh r) \frac{1}{u} (u + t)^{2k-l-1} (u + t)^{-\frac{3}{2}-l} h_z du |
\]

\[
(4.8)
\]

Similarly, we focus only on the case when the derivative acts on the first term:

\[
\int_t^{r+1} \left| \frac{(u + t) \sinh u - \cosh u + \cosh r}{\cosh u - \cosh r} \right| \frac{1}{u} (u + t)^{\frac{5}{2}} du
\]

\[
\lesssim \int_t^{r+1} (u + t)^{2} (u - r)^{-\frac{3}{2}} (u + r)^{\frac{3}{2}} (u + t)^{\frac{5}{2}} \frac{1}{u} (u + t)^{-\frac{3}{2}-l} du
\]

\[
\lesssim \int_t^{r+1} (u - r)^{-\frac{3}{2}} u^{-k} du
\]

\[
\lesssim (u - r)^{\frac{5}{2}} u^{-k} \left|_{u=t}^{r+1} \right| + \int_t^{r+1} (u - r)^{\frac{5}{2}} u^{-k-1} du \lesssim t^{-k+\frac{3}{2}}.
\]

\( r \geq t, u \pm t: \) In this case, the interval of integration turns to \( \int_r^{r+1} \). By \( 4.3 \) and \( 4.9 \), the part of “\( u + t \)” is the same after replacing \( t \) by \( r \). For the part of \( u - t \), it is parallel to \( 4.7 \), after the integration by parts as in \( 4.8 \), where the worst term is controlled as follows

\[
E \lesssim \int_r^{r+1} \left| \frac{\partial u (\cosh u - \cosh r)}{u - t} \right| \frac{1}{u} (u + t)^{\frac{5}{2}} du
\]

\[
\lesssim \int_r^{r+1} \left| \frac{(u - t) \sinh u - \cosh u + \cosh r}{\cosh u - \cosh r} \right| \frac{1}{u} (u + t)^{\frac{5}{2}} du
\]

\[
\lesssim \int_r^{r+1} \left| \frac{(u - r)^{2} + u(r - t)}{(u - r)^{\frac{3}{2}} (u + r)^{\frac{3}{2}} (u - t)^{\frac{5}{2}}} \right| \frac{1}{u} (u + t)^{\frac{5}{2}} du
\]

\[
\lesssim \int_r^{r+1} u^{-1/2-k} du + r^{1/2-k} (r - t) \int_r^{r+1} \frac{1}{(u - r)^{\frac{3}{2}} (u - t)^{\frac{5}{2}}} du
\]

\[
\lesssim r^{1/2-k} + r^{1/2-k} \left[ 1 + \int_r^{r+1} \frac{(r - t)(u - r)^{\frac{3}{2}}}{(u - t)^{\frac{5}{2}}} du \right]
\]

\[
\lesssim t^{1/2-k} + t^{1/2-k} \int_r^{r+1} \frac{r - t}{(u - t)^{\frac{3}{2}}} du \lesssim t^{1/2-k}.
\]
4.4. Consider (3.4). The proof of (3.4) follows essentially from the similar proof as that in Subsections 4.2 and 4.3, for which we leave the details to the interested readers.

5. Appendix

5.1. Gamma function. In this part, we recall some fundamental and useful properties of Gamma function to be used, see, e.g., [13, Appendix A.7] [4, (2.5.8)].

For real $x$ and $y \neq 0$,

\begin{align}
\Gamma(x + 1 + iy) &= (x + iy)\Gamma(x + iy), \\
|\Gamma(x + iy)| &\leq |\Gamma(x)|, -x \notin \mathbb{N}, \\
\left| \frac{1}{\Gamma(x + iy)} \right| &\leq \left| \frac{1}{\Gamma(x)} \right| e^{C(x)|y|^2} - x \notin \mathbb{N}, \\
\left| \frac{1}{\Gamma(-N + iy)} \right| &\leq |iy|(1 + iy)(2 + iy)\cdots(N + iy)|y|^2 \quad N \in \mathbb{N}, \\
\left| \frac{1}{\Gamma(x + iy)} \right| &\leq |y|^\frac{1}{2} e^{\frac{1}{2}\pi|y|} \quad \text{as } |y| \to \infty.
\end{align}

where $C(x) = \frac{1}{2} \sum_{k=0}^{\infty} \frac{1}{(k + x)^2}$. Based on (5.3), (5.4), (5.5), we obtain

\begin{equation}
\left| \frac{1}{\Gamma(x + iy)} \right| \lesssim x e^{\frac{1}{2}\pi|y|}.
\end{equation}

5.2. Modified Bessel functions: proof of (2.5). Let $\Re \nu \geq 0, x > 0$, by [13, §6.3], we have (2.2), i.e.,

\begin{equation}
K_\nu(x) = \left( \frac{2}{\pi} \right)^{\frac{1}{2}} x^\nu e^{-x} \left( \frac{1}{\Gamma(\nu + \frac{1}{2})} \right) \int_0^\infty e^{-x \tau} (\tau + \frac{1}{2} \tau^2)^{\nu - \frac{1}{2}} d\tau.
\end{equation}

To prove, we split the integral into two parts

\begin{equation}
K_\nu(x) = \left( \frac{2}{\pi} \right)^{\frac{1}{2}} x^\nu e^{-x} \left( \frac{1}{\Gamma(\nu + \frac{1}{2})} \right) \left( \int_0^1 e^{-x \tau} (2\tau + \tau^2)^{\nu - \frac{1}{2}} d\tau + \int_1^\infty e^{-x \tau} (2\tau + \tau^2)^{\nu - \frac{1}{2}} d\tau \right).
\end{equation}

The first integral could be treated as follows:

\begin{equation}
\left| \int_0^1 e^{-x \tau} (2\tau + \tau^2)^{\nu - \frac{1}{2}} d\tau \right| \leq 3^\Re \nu - \frac{1}{2} \left( \int_0^x e^{-x \tau} \tau^{\Re \nu - \frac{1}{2}} d\tau \right) \lesssim_{\Re \nu} \left( x^{-\Re \nu - \frac{1}{2}} \int_0^x e^{-x \tau} \tau^{\Re \nu - \frac{1}{2}} d\tau \right) \lesssim_{\Re \nu} \left( x^{-\Re \nu - \frac{1}{2}} \Gamma(\Re \nu + \frac{1}{2}) \right) \lesssim_{\Re \nu} \left( x^{-\Re \nu - \frac{1}{2}} \right).
\end{equation}
Concerning the second integral, we expect the main contribution comes from that of $(\tau^2)^{\nu - \frac{1}{2}} = \tau^{2\nu - 1}$. To illustrate this, we extract the main term as follows:

\[
\left| \int_1^\infty e^{-\tau x} (2\tau + \tau^2)^{\nu - \frac{1}{2}} d\tau \right|
\leq \int_1^\infty e^{-\tau x} \tau^{2\nu - 1} d\tau + \int_1^\infty e^{-\tau x} \tau^{2\nu - \frac{1}{2}} \left( (2 + \tau)^{\nu - \frac{1}{2}} - \tau^{\nu - \frac{1}{2}} \right) d\tau
\leq e^{-2\Re\nu} \int_1^\infty e^{-t} \tau^{2\nu - 1} dt + C_{\Re\nu} |2\nu - 1| x^{-2\Re\nu + 1} \int_1^\infty e^{-t} \tau^{2\Re\nu - 2} dt
\begin{align*}
&\leq A_1 + C_{\Re\nu} |2\nu - 1| A_2.
\end{align*}

We first compute the remainder term $A_2$. As $\Re\nu > 0$, for any $m > 1$ with $2\Re\nu + m - 2 \geq 0$, we have

\[
A_2 = x^{-2\Re\nu + 1} \int_x^\infty t^{-m} e^{-t} \tau^{2\Re\nu + m - 2} dt
\begin{align*}
&\leq C_{\Re\nu, m} x^{-2\Re\nu + 1} \int_x^\infty t^{-m} dt \\
&= C_{\Re\nu, m} x^{-2\Re\nu - m + 2}.
\end{align*}

Similarly, for $A_1$, we get for $m > 1$,

\[
A_1 \leq x^{-2\Re\nu} \int_1^\infty t^{-m} e^{-t} \tau^{2\Re\nu + m - 1} dt \leq C_{\Re\nu, m} x^{-2\Re\nu}.
\]

On the other hand, when $\Re\nu > 0$, we have a better estimate for $A_1$:

\[
A_1 \leq x^{-2\Re\nu} \Gamma(2\Re\nu) \leq C_{\Re\nu} x^{-2\Re\nu}.
\]

In summary, when $x \geq 1$, it follows from (5.8), (5.9), (5.10), (5.11) with $m = 3$ that

\[
|K_\nu(x)| \leq C_{\Re\nu} e^{\pi |3\nu|} x^{-\frac{\nu}{2}} e^{-x}.
\]

Else, if $x \leq 1$, by (5.7), (5.11) with $m = 2$, and (5.11), we have

\[
|K_\nu(x)| \leq C_{\Re\nu} e^{\pi |3\nu|} x^{-\Re\nu},
\]

if $\Re\nu > 0$.

The previous estimate for $\Re\nu = 0$ near $x = 0$ is not good, due to the integrability requirement $m > 1$ from (5.10). Instead, when $x < 1$ and $\Re\nu = 0$ (i.e. $\nu = i s$), we can deal with $A_1$ in the following way:

\[
\left| \int_1^\infty e^{-t} \tau^{2i s - 1} dt \right| \leq \int_1^1 + \int_1^\infty e^{-t} \tau^{2i s - 1} dt \lesssim |\ln x| + 1.
\]

Alternatively, when $s \neq 0$, we can make use of the power $-1 + 2i s$

\[
\left| \int_x^\infty e^{-t} \tau^{2i s - 1} dt \right| \leq \left| \frac{1}{2i s} \int_x^\infty e^{-t} dt \right| \lesssim \left| \frac{1}{2i s} e^{-x} \right| + \left| \frac{1}{2i s} \int_x^\infty e^{-t} dt \right| \lesssim |s|^{-1}.
\]

Together with (5.7), (5.9) with $m = 2$, we obtain the following bound

\[
|K_{is}(x)| \leq C e^{\pi |s|} \left[ \left( \frac{1}{|s|} \wedge \ln \frac{1}{x} \right) + 1 \right], \forall x \in (0, 1),
\]

which completes the proof.
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