Assessing service survivability under failure conditions in reliable multipath network testbed
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Abstract: This study reports that the expected capacity guaranteed routing (ECGR) testbed was built and the face recognition service was provided in the testbed. ECGR, which guarantees that the expected capacity calculated based on link failure probability exceeds the requested capacity of flows, has been proposed. On the ECGR testbed, we verify that the assigned expected capacity meets the required capacity. Fault tolerance experiments were conducted to evaluate the impact of not only single link failure but also multiple link failures on the service. From these evaluations, we verified that it is possible to provide highly reliable services on the ECGR.
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1 Introduction

The failure probability of networks will be increasing due to generalization of network equipment. To overcome high link/node failure probability, dedicated path protection (DPP) which sets two nodes and disjointed link paths between source and destination nodes is popular [1, 2]. DPP requires twice the bandwidth resources of paths because it reserves a spare path uniformly for each path. In addition, since backup paths with the same capacity are prepared for paths with different failure probabilities, a problem exists that backup paths assigned to paths with low failure probabilities tend to become wasted resources. In recent years, failure prediction of networks has researched in various fields [3, 4]. By predicting failure probability, it is possible to allocate capacity according to the failure probability of the path.

Therefore, a new concept, expected capacity guaranteed routing (ECGR), has been proposed [5]. ECGR calculates expected capacity based on the failure probability of the link to achieve the requested expected capacity or higher. Therefore, it is possible to allocate routes according to the magnitude of the link failure probability. Also, by applying a mixed integer linear programming (MILP), the optimal route is selected so that the sum of the product of the distance between the links and the amount of traffic flowing on the links is minimized. Hence, by changing the number of routes to be used according to the requested capacity expected capacity, ECGR can improve the fault-tolerance while preventing a decrease in the efficiency of network resource utilization compared to conventional methods.

In recent years, the network devices in the access metro network have become more and more white-boxed, and it is expected that the surplus computational resources of the CPU resources of the network devices will be provided to the users. By having the surplus computing resources process some of the jobs in the service, the network resources can be used more efficiently. In order to provide services using network devices in the access metro network, it is necessary to have a reliable routing technology that takes into account the failure of each network device. In this research, the validation of the ECGR method to provide reliable services is presented.

2 ECGR testbed

In this research, we constructed an ECGR testbed network based on a multipath forwarding network as shown in Fig. 1, in order to demonstrate the feasibility of providing highly reliable services in ECGR network.

The multipath forwarding network consists of five network switches. In this research, we actually constructed a multipath network using network switches and routers. A picture of it is shown in the lower left corner of Figure 1. Two software routers for a mapper and a demapper are connected as ECGR source/destination.
nodes. The mapper assigns a sequential number to the packets and distributes them based on the results of the ECGR calculations, whereas the demapper performs packet ordering. The mapper also gives a Virtual LAN (VLAN) id to multipath network for forwarding.

Fig. 1. ECGR testbed overview.

The multipath forwarding network is controlled by an ECGR manager and a software-defined networking (SDN) controller. The ECGR manager solves a multipath route selection and bandwidth allocation problem when a service request arrives. Then, ECGR manager sends the result to the SDN controller via REST API. Next, SDN controller reconfigures mapper and demapper using telnet, and multi-path setting using OpenFlow.

3 Experiment of service provisioning

In this research, as an example of a service, a human tracking service is provided in the testbed. Figure 2 shows two types of human tracking services. In the cloud based human tracking service, cloud servers store face recognition files of the missing person to be searched. These files are learned by extracting facial features from multiple photos of the same person so that it can identify the person's face from other photos. The video transmitted from the camera is sent to cloud servers, where the matching is performed. In this case, the time required for person matching become bottlenecks, so high performance machines are required for real-time person tracking. On the other hand, in the cache based human tracking service, face recognition files of a search target that is matched once at cloud servers is stored in the edge server as a cache. From the second detection onward, the edge server detects and tracks the person, thereby reducing the amount of face recognition files to be matched and the number of times to access the cloud, thus enabling real-time person tracking even without high performance machines. Therefore, in this service, even the extra computational resources of the access metro network, which have relatively lower performance than the cloud servers, are expected to be used as machines to provide the service.

As a first step to realize the human tracking service using the computational resources of the access metro network, we confirm the operation of the face recognition service on the ECGR transfer network applied to the access metro network. The face recognition service recognizes and tracks a pedestrian's face.
reflected in the angle of view. As shown in Fig. 1, video frames from the mapper go through the ECGR forwarding network and are processed by the face recognition server on the demapper side. The face recognition service needs to transmit frames according to a reliable routing method, because if the reception of video frames is interrupted, there is a risk of forcing the application to stop. In this research, we verify the feasibility of providing reliable services in the ECGR transfer network.

![Cloud Based Human Tracking Service](image1)

**Fig.2.** Concept of cache based human tracking service.

## 4 Experimentation result

In the experiment, more than one link would occur a failure. The size of one video frame is about 21 Mbit, and a bandwidth of 630 Mbps or more is required for transmission at 30 fps to avoid interruptions. Therefore, when a request for 700 Mbps was sent to the ECGR controller, a path with a low failure probability of 700 Mbps and a path with a high failure probability of 253 Mbps was allocated and transmitted with a throughput of 953 Mbps.

The next step is to make sure that the total expected capacity value meets the required capacity. The following explains how to calculate the expected capacity. The expected capacity value depends on the reliability of the path. The failure probability is also an important parameter to evaluate the reliability. The failure probability of link \((i,j)\) is expressed by Eq. (1).

\[
R_{ij} = e^{-\lambda_{ij}t}
\]  

(1)

In, Eq.(1), \(\lambda_{ij}\) is the failure probability of link \((i,j)\), is the rate at which a failure occurs in link \((i,j)\) within a unit of time. \(R_{ij}\), the reliability of link \((i,j)\), is the probability that the link \((i,j)\) is working within \(t\) time.

Figure 3(a) shows the respective paths for multipath transmission of video frames in the ECGR network. The reliability of path A here is expressed as the product of the reliability of all links, which is shown in Eq. (2).
\[ R_A = R_{24} \cdot R_{46} = e^{-\lambda_{24}t} \cdot e^{-\lambda_{46}t} \]  

(2)

Hence, the total expected capacity value of path A and path B is expressed by Eq. (3).

\[ (Total \ Expected \ Capacity) = b_A \cdot R_A + b_B \cdot R_B \]  

(3)

\( b_A \) [Mbit/sec] is the bandwidth assigned to path A, and \( b_B \) [Mbit/sec] is the bandwidth assigned to path B.

Using the traffic capacity and reliability of each path, the total expected capacity is calculated as in Eq. (4).

\[ (Total \ Expected \ Capacity) = 253 \cdot 0.729 + 700 \cdot 0.755 = 712 > 700 \]  

(4)

The result of Eq. (4) shows that the total expected capacity exceeds the required capacity of 700 Mbps. Thus, the bandwidth is allocated to each route so that the total capacity expectation meets the required capacity. In addition, the bandwidth to be allocated could be reduced to about two-thirds of the bandwidth allocated by DPP.

When path A was disconnected, path B met the 700Mbps requirement and the face recognition service continued without any interruption of video frames.. The view of face recognition service is shown in Figure 3(b). When path B was disconnected, the video frames were transferred at 253 Mbps, so the fps was reduced to one-third of that when no failure occurred, but the face recognition service was confirmed to continue. When failures occurred on both path A and path B, the video frames could not reach the face recognition server. Therefore, the application was terminated forcibly and the face recognition service could not survive.

Then, the probability that the face recognition service could not survive is calculated as the product of the failure rate of path A and the failure rate of path B, which is 6.9%. The events in which the face recognition service does not survive are the extra events of the events that do survive. Since the sum of the probabilities of these events is 1, the survival rate of the face recognition service is obtained as 93.1%.
Therefore, ECGR was able to achieve a high service survival rate while satisfying the required capacity with less bandwidth resource allocation.

5 Conclusions

We built the ECGR testbed and provided the face recognition service in the testbed. As a result, ECGR testbed was able to achieve efficient use of bandwidth resources and high reliability in service provision.
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