Less is more: balancing noise reduction and data retention in fMRI with projection scrubbing
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Abstract

Functional MRI (fMRI) data may be contaminated by artifacts arising from a myriad of sources, including subject head motion, respiration, heartbeat, scanner drift, and thermal noise. These artifacts cause deviations from common distributional assumptions, introduce spatial and temporal outliers, and reduce the signal-to-noise ratio of the data—all of which can have negative consequences for the accuracy and power of downstream statistical analysis. Scrubbing is a technique for excluding fMRI volumes thought to be contaminated by artifacts and generally comes in two flavors. Motion scrubbing based on subject head motion-derived measures is popular but suffers from a number of drawbacks, among them the need to choose a threshold, a lack of generalizability to multi-band acquisitions, and high rates of censoring of individual volumes and entire subjects. Alternatively, data-driven scrubbing methods (e.g., DVARS) are based on observed noise in the processed fMRI timeseries and may avoid some of these issues. Here we use “projection scrubbing”, a novel data-driven scrubbing method based on a statistical outlier detection framework and strategic dimension reduction, including independent component analysis (ICA), to isolate artifactual variation. We undertake a comprehensive comparison of motion scrubbing with data-driven projection scrubbing and DVARS. We argue that an appropriate metric for the success of scrubbing is maximal data retention subject to reasonable performance on typical benchmarks such as the validity and reliability of functional connectivity. We find that ICA-based projection scrubbing yields more substantial improvements to functional connectivity validity and reliability than motion scrubbing, while excluding a fraction of the number of volumes or entire sessions. We find that while data-driven scrubbing more generally outperforms motion scrubbing, ICA projection scrubbing tends to be more beneficial than DVARS or other projections, illustrating the advantages of this data-driven, statistically principled approach for identifying contaminated volumes in fMRI.
1 Introduction

Neural activity measured by the blood-oxygen-level-dependent (BOLD) signal makes up only a small proportion of the total fluctuation in fMRI data (Bianciardi et al., 2009; Lindquist, 2008). Artifactual sources of variation cause fMRI data to exhibit low signal-to-noise ratio (SNR) and deviations from common distributional assumptions—e.g., Gaussianity, stationarity, homoskedasticity—due to artifacts’ spatiotemporal patterns and variable magnitude. Therefore, prior to statistical analysis, it is vital to remove as much noise from fMRI data as possible without discarding too much signal. This is a challenging task, because the potential sources of noise are diverse in their origin and manifestation. For example, artifacts may be introduced by subject head motion, physiological processes such as respiration, heartbeat, and blood flow fluctuation unrelated to neural activity, thermal noise, magnetic field non-uniformities, scanner drift, and even prior data pre-processing steps (Bianciardi et al., 2009; Caballero-Gaudes and Reynolds, 2017; Liu, 2016).

While a single gold standard denoising pipeline for fMRI data has yet to be widely accepted, many methods for modeling, detecting, and removing artifacts exist. These methods can be loosely grouped into two categories: regression-based methods and “scrubbing”.1 fMRI data cleaning pipelines commonly employ methods from both categories in various combinations and implementations. One goal of this work is to compare the efficacy of motion-based and data-driven scrubbing methods for fMRI. The difficulty is that the impact of scrubbing is only observed after downstream analyses, and any improvement (or lack thereof) may be unique to the specific analysis at hand. For this reason, and in light of recent work showing that very large samples are required to estimate reliable population-level trends in brain-behavior associations (Marek et al., 2022), we suggest that the success of a denoising pipeline should be judged for its ability to simultaneously retain as much of the original data as possible while improving, or at least not degrading, typical measures of data quality such as validity and reliability of functional connectivity (FC). A second objective is to provide a new methodology for scrubbing that achieves this goal.

In Figure 1, we provide an illustrative example of common artifactual patterns in a scan from the Human Connectome Project (HCP, Van Essen et al., 2013) and present metrics for flagging problematic volumes based on two standard techniques, along with our proposed method. The scan shown represents moderate head motion; two additional scans representing high and low motion, respectively, are shown in Appendix A. It is clear that, for these scans, traditional scrubbing approaches flag far more volumes than actually exhibit significant abnormalities. As we will show, this is also true more generally. We will also demonstrate that there is little if any loss for downstream tasks associated with retaining more volumes through data-driven scrubbing. Rather, data-driven scrubbing often outperforms motion scrubbing, which is typically much more aggressive. Before describing our contributions in detail, we

1Scrubbing” is also known as “censoring” or “spike regression”. While “spike regression” has previously been defined by Satterthwaite et al. (2013) as scrubbing with a DVARS-based measure, here we use it to refer to any scrubbing method.
first review standard denoising procedures, their benefits, and their drawbacks.

1.1 Regression-based denoising and scrubbing procedures

Regression-based denoising methods assume that artifactual fluctuations can be modelled using either external or data-driven sources of information and linearly separated from the data. A number of techniques use exogenous information from recordings related to movement or physiologic processes. As estimates of head motion, rigid body realignment parameters (RPs; also known as the rigid body coordinates) and their extensions can be regressed from the data to minimize artifacts that coincide with motion (Power et al., 2012; Satterthwaite et al., 2012; Van Dijk et al., 2012; Yan et al., 2013); however, spatially variable spin-history effects introduced by motion can persist after the application of such methods (Yancey et al., 2011). Relatedly, BOLD fluctuations caused by respiration and heartbeat can be adjusted for directly by measuring the physiological cycles with a pulse oximeter, by estimating them from the data (Agrawal et al., 2020; Le and Hu, 1996; Power et al., 2017; Salas et al., 2021), or by using phase information if available (Cheng and Li, 2010).

Rather than using exogenous modeling, one can derive certain signals thought to isolate artifactual variation directly from the BOLD signal. One example is removing tissue-based regressors from brain compartments thought to contain little meaningful neural signals, i.e. cerebrospinal fluid (CSF) and white matter (Behzadi et al., 2007; Caballero-Gaude and Reynolds, 2017; Muschelli et al., 2014; Satterthwaite et al., 2019). Another example is removal of the global signal across the brain parenchyma, which remains a popular catch-all denoising technique due to its ability to remove noise for which more targeted techniques may lack sensitivity (Ciric et al., 2017; Parkes et al., 2018; Power et al., 2014; Satterthwaite et al., 2019). However, global signal regression (GSR) is controversial due to its potential to worsen existing artifacts, remove neurologically relevant variation between subjects, and induce anti-correlations (Caballero-Gaude and Reynolds, 2017; Liu et al., 2017; Parkes et al., 2018; Power et al., 2017). Finally, noise-related signals can be identified via independent component analysis (ICA) using ICA-FIX (Salim-Khorshidi et al., 2014) or ICA-AROMA (Pruim et al., 2015) and regressed from the data.

Regression-based denoising methods are effective at mitigating nuisance signals that vary across the duration of the scan, but are less powerful against noise that is transient and intense—such as that caused by sudden head motion, irregular breaths, or hardware malfunction (Parkes et al., 2018; Power et al., 2012; Satterthwaite et al., 2019; Yan et al., 2013). This type of transient and intense noise is often called “burst” noise. Therefore, a complementary approach for denoising is to identify and directly remove or censor volumes that are highly contaminated, a process known as scrubbing. The most common scrubbing techniques are motion scrubbing based on framewise displacement (FD), which tracks head movement (Power et al., 2012, 2014), and DVARS, which tracks change in image intensity (Power et al., 2012; Smyser et al., 2010). Both FD and DVARS are derived relative to the previous volume.
Figure 1: Illustration of ICA projection scrubbing, which typically removes fewer volumes than motion scrubbing. The scan shown https://www.overleaf.com/project/5ebde6e6684c90000193b38cis HCP subject 111312, visit 2, LR phase encoding, and is a moderate-motion scan (45th quantile of mean FD). Two additional scans (high and low motion) are shown in Appendix A. (A) A “grayplot” or “carpetplot”: the vectorized fMRI data matrix after regression-based denoising (see Section 2.3.3) with time along the x-axis and locations along the y-axis. Lighter colors represent higher BOLD signal. (B) Four different scrubbing measures: FD, modified FD for multi-band data, DVARS, and ICA projection scrubbing. Dashed lines indicate selected cut-off values for each method (see Section 3.4). Projection scrubbing and DVARS retain more volumes than motion scrubbing, and this is generally true for subjects in our study. (C-E) ICA projection scrubbing decomposes the fMRI timeseries into ICs corresponding to transient or “burst” noise, then computes a summary measure across those ICs to flag volumes containing burst noise. The “ICKplot” in (C) shows all noise components; (D) shows the timecourses for a few selected noise ICs (in blue). A non-selected IC is shown in green for comparison. Spatial maps for each IC in (E) illustrate that the selected ICs tend to represent artifacts rather than neural signals. All four selected ICs exhibit moderate to large deviations in their timecourses when leverage surpasses the threshold, suggesting the presence of global abnormalities manifested across multiple artifactual patterns at these timepoints.
While motion scrubbing is widely used, it has a number of disadvantages. First, there is no universally accepted FD threshold above which volumes are considered contaminated. A range of thresholds between 0.2 and 0.5 are commonly used (Afyouni and Nichols, 2018; Ciric et al., 2017; Power et al., 2014), but the sensitivity of this threshold to subject and scan acquisition factors, as well as the downstream effects of different choices, is not well-understood. Second, the percentage of volumes flagged for removal is often high, particularly for more stringent FD thresholds, which can result in unintentional removal of relevant signal. It is also common practice to exclude subjects for whom too many volumes are scrubbed, so over-aggressive removal of volumes can result in the exclusion of a substantial number of study participants. This can lead to loss of power for detecting brain-behavior correlations requiring data from hundreds or thousands of subjects (Marek et al., 2022). It can also introduce selection bias due to exclusion of subjects who tend to move more in the scanner, a marker which may correlate with clinical or sociodemographic variables of interest (Cosgrove et al., 2022; Nebel et al., 2022). Third, head motion may induce artifacts that persist into subsequent time points. Power et al. (2012) and others have proposed flagging time points adjacent to high-FD volumes, but this expansion may yield an excessive number of false positives. Fourth, FD is computed prior to, and independent of, any other denoising strategies, and therefore may flag volumes that actually exhibit low noise levels after regression-based noise reduction strategies have been applied.

Additionally, several recent studies have pointed out challenges associated with the use of FD in multi-band acquisitions. Respiratory motion can artificially inflate head motion estimates and may result in the erroneous removal of volumes not consistent with head motion, an issue that is exacerbated by multi-band acquisitions (Fair et al., 2020; Gratton et al., 2020). Given the accelerating adoption of multi-band acquisitions and the growing availability of multi-band fMRI data through the HCP and other publicly available datasets adopting HCP-style acquisitions—e.g., the UK Biobank (Miller et al., 2016), the Developing Human Connectome Project (Hughes et al., 2017), the Adolescent Brain and Cognitive Development (ABCD) study (Casey et al., 2018), and the Baby Connectome Project (Howell et al., 2019)—the likelihood of over-aggressive removal presents a major concern. Power et al. (2019) proposed modifications to the calculation of FD to accommodate HCP-specific artifacts. However, no generalizable solution was proposed for modifying FD for other multiband acquisitions. It is also unclear how widely used modified FD is for HCP analyses. Furthermore, since the majority of studies comparing regression-based denoising and scrubbing techniques have focused on single-band fMRI acquisition (Ciric et al., 2017; Parkes et al., 2018), the effects of motion scrubbing in multi-band fMRI remain largely understudied.

DVARS is a data-driven scrubbing technique based on the variation of the change in BOLD intensities between consecutive volumes (Smyser et al., 2010). In contrast to FD, DVARS can be computed after regression-based denoising in order to flag only those volumes which still exhibit high levels of contamination, as well as volumes potentially contaminated with burst noise not immediately coincident with
head motion, such as those due to lagged effects of motion. Like FD, however, DVARS compares each volume only to its temporal predecessor. This approach does not leverage information from spatiotemporal patterns which occur throughout the scan and may lead to false positives when non-contaminated volumes follow contaminated ones. While its basis in differences makes DVARS sensitive to repetition time (TR), a standardized form was proposed by Afyouni and Nichols (2018), along with a dual cutoff method that allows for principled thresholding.

1.2 Our contributions

Here we present a data-driven scrubbing approach based on statistical outlier detection known as projection scrubbing. This approach is a generalization of the PCA leverage method proposed by Mejia et al. (2017). Projection scrubbing consists of two main steps. The data are initially projected onto directions likely to represent artifacts using strategic dimension reduction and selection. Each volume’s temporal activity associated with those directions is then summarized and compared to the distribution across all volumes to identify abnormalities representing burst noise. Robust outlier detection methods can be used to enhance sensitivity and specificity in identifying abnormalities.

We introduce two important improvements to the original projection scrubbing method proposed by Mejia et al. (2017). First, while the original framework used principal component analysis (PCA) for the projection step, we consider two alternative techniques that may be more effective at identifying artifactual directions in the data: ICA and a novel technique, FusedPCA. Second, we propose a kurtosis-based selection method to separate and retain components of artifactual origin from those more likely to represent neural sources. To examine the effectiveness of projection scrubbing compared with existing scrubbing methods, we evaluate its ability to reduce noise via its effect on several FC quality metrics, including validity, reliability, and identifiability. We also consider the amount of data retained by each method, since over-scrubbing can be detrimental, and optimal data cleaning achieves a balance between removal of noise and retention of true signal. We find that projection scrubbing tends to be more beneficial to FC than existing scrubbing methods. Compared with motion scrubbing, projection scrubbing yields greater improvements to most measures of FC quality, while removing a fraction of the volumes or entire sessions.

The remainder of this paper proceeds as follows. In Section 2, we describe our proposed projection scrubbing framework and the analyses we perform to compare it with existing scrubbing techniques. In Section 3, we compare the performance of projection scrubbing, motion scrubbing and DVARS across our different analyses. Finally, we conclude with a discussion of our findings, limitations and future directions in Section 4.
2 Methods

2.1 Projection scrubbing

*Projection scrubbing* is a novel statistical framework for identifying and removing fMRI volumes exhibiting significant deviations from expected patterns due to the presence of artifacts. It is a generalization and improvement upon the PCA leverage method proposed by Mejia et al. (2017). Projection scrubbing is a data-driven outlier detection method. It involves projecting high-dimensional fMRI volumes onto a small number of directions likely to represent artifacts, then summarizing those directions into a single measure of deviation or outlyingness for each volume. This process consists of three steps, described in turn below: (1) dimension reduction and selection of directions likely to represent artifacts, (2) computing a measure of outlyingness for each volume, and (3) determining a standardized threshold to identify artifactual volumes. All steps are implemented in the open-source *fMRIscrub* R package.

2.1.1 Dimension reduction and selection of artifactual directions

Let $T$ be the duration of the fMRI timeseries, and let $V$ be the number of brain locations included for analysis. Then $Y_{T \times V}$ is the vectorized fMRI BOLD timeseries after basic preprocessing, typically including rigid body realignment to adjust for participant motion, spatial warping of the data to a standard space (distortion correction, co-registration to a high resolution anatomical image), and possibly spatial smoothing. After robustly centering and scaling the timecourse of each brain location, we aim to project $Y$ to $X_{T \times Q}$, representing $Q$ latent directions in the data. In Mejia et al. (2017), PCA was used for this purpose, and the top $Q$ principal components (PCs) explaining 50% of the data variance were retained. This choice was based on the observation that severe burst noise, such as banding artifacts caused by head motion, results in high-variance fluctuations, so its artifact pattern will manifest in a high-variance PC. Here, we propose several innovations to better distinguish directions representing artifactual variation from those representing neural variation: (1) a principled method to select the embedding dimension; (2) the use of alternative projection methods for better separation of components representing signal and noise; and (3) a novel kurtosis-based method to identify those components likely to represent artifacts.

First, for all projection methods, we determine the number of components automatically using penalized semi-integrated likelihood (PESEL, Sobczyk et al., 2017), a Bayesian probabilistic PCA approach that generalizes and improves upon the historically popular method of Minka (2000).

Second, we consider two alternative projection techniques to better identify artifactual directions in the data: ICA and FusedPCA. Spatial ICA applied to fMRI aims to decompose the data into a set of maximally independent spatial components and a mixing matrix representing the temporal activity
associated with each spatial component. The ability of ICA to separate fMRI data into spatial sources of neural and artifactual origin is well-established (McKeown et al., 1998). ICA has been used successfully for noise reduction in fMRI, most notably via ICA-FIX (Griffanti et al., 2014) and ICA-AROMA (Pruim et al., 2015). FusedPCA is a novel PCA technique that employs a fusion penalty on the principal component time series. The fusion penalty has two effects: (1) it encourages a small number of larger jumps in the time series, which may make it easier to detect volumes contaminated with artifacts; and (2) it more easily finds sequential outliers, a common feature of fMRI artifacts. FusedPCA recognizes that volumes contaminated by artifacts, as well as those not contaminated by artifacts, tend to occur in sequential groups. FusedPCA is a PCA version of constant trend filtering (Kim et al., 2009; Tibshirani, 2014) and is an instance of the penalized matrix decomposition framework presented in Witten et al. (2009). The optimization problem defining FusedPCA and its estimation procedure are described in Appendix B.

Finally, we propose a novel kurtosis-based method for selection of components likely to represent artifacts. Artifacts caused by burst noise tend to be both severe and transient. Therefore, an IC or PC representing a spatial pattern related to burst noise will have associated timeseries—respectively, IC mixing or PC scores—containing spikes or outliers at those time points where the artifact exists. The presence of these outliers alters the distribution of temporal activity associated with that component. In particular, kurtosis, the standardized fourth moment of a distribution, will be increased. Excess kurtosis, hereafter referred to as simply kurtosis, is computed as

$$\text{Kurt}(x) = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i - \bar{x}}{s} \right)^4 - 3,$$

for a set of values $x = (x_1, \ldots, x_N)$, where $\bar{x}$ and $s$ are respectively the sample mean and standard deviation of $x$. The true kurtosis of Gaussian-distributed data is 0, but sample kurtosis will exhibit sampling variance.

Appendix C gives further details about our kurtosis-based dimension selection method. Sampling distributions of kurtosis for Gaussian data are shown in Figure C.4. We select those components whose timeseries have sample kurtosis significantly larger than what would be expected under Gaussianity, defined as exceeding the 0.99 quantile of the sampling distribution for a particular sample size. This corresponds to a probability of 0.01 for a false positive, i.e. falsely selecting an outlier-free component. As illustrated in Figure C.4, for time series of long duration ($T \geq 1000$), it is reasonable to use the theoretical asymptotic sampling distribution of kurtosis to determine the 0.99 quantile; for shorter time series, we use Monte Carlo simulation.

For kurtosis-based component selection, it is important that the data be detrended prior to projection or that the component timeseries be directly detrended. Figure C.5 illustrates the consequences of failing to detrend properly. For the analyses described below, we detrend the data prior to projection as described in Section 2.3 and therefore forego component detrending. Both options (data detrending and component
mean and variance detrending) are implemented in the fMRIScrub R package.

2.1.2 Quantifying and thresholding outlyingness

Let $X_{T \times Q}$ contain the timeseries associated with the $Q$ high-kurtosis components (PCs or ICs) after data or component detrending. Since the selected components are believed to represent artifacts, outliers or spikes in their associated timeseries can be used to locate the temporal occurrence of these artifacts. We compute an aggregate measure of the temporal outlyingness of each volume, leverage, which can be used to identify spikes occurring across any of the components or in multiple components. Leverage is defined as the diagonal entries of the orthogonal projector onto the column space of $X$, $H = X(X^TX)^{-1}X^T$, and is related to Mahalanobis distance (Kutner, 2005; Weiner et al., 2012). In linear regression, $H$ is known as the “hat matrix”, and leverage is related to the influence of each observation on the coefficient estimates. In our context, leverage is an approximation of the influence of each volume on the selected components (Mejia et al., 2017). Since these components are likely to represent artifacts, leverage can be interpreted as a summary measure of the strength of artifactual signals in each volume.

The final step in projection scrubbing is to threshold leverage to identify volumes contaminated by artifacts. To determine an appropriate threshold, it is important to first note that the total leverage over all $T$ volumes is mathematically fixed at $Q$, and the existence of each outlier will decrease the leverage of all other volumes. The mean leverage will always be $Q/T$, but the leverage of a typical (non-outlying) volume may be much lower. Therefore, we use the median leverage across all volumes as a reference value and consider volumes with leverage greater than a factor of the median to be outliers. Mejia et al. (2017) considered a range of thresholds between 3 and 8 times the median, and found $4 \times$ to be near optimal. Here, because we are using new and modified methods, different evaluation metrics, and multi-band instead of single-band data, we reexamine a range of thresholds up to $8 \times$ to determine an appropriate threshold. Note that because leverage is not based on temporal differences like FD and DVARS, it is not necessarily sensitive to change in TR, so a similar threshold may be appropriate for both single-band and multi-band data.

2.2 Other scrubbing methods

For comparison, we consider two established scrubbing methods: motion scrubbing using framewise displacement (FD, Power et al., 2012, 2014) and DVARS (Afyouni and Nichols, 2018; Smyser et al., 2010). While FD is based on head motion and DVARS is based on BOLD signal change, both measure the change from the previous volume. Because FD has been shown to be inflated and noisy in multi-band data, we consider a lagged and filtered version of FD based on changes suggested by Power et al. (2019) and Fair et al. (2020).
**FD** Head motion is estimated by assuming the brain is a rigid body and realigning all volumes to a chosen reference (e.g., the mean across all volumes). FD is calculated from the rigid body RPs according to the formula

\[
FD(t) = |\Delta d_{xt}| + |\Delta d_{yt}| + |\Delta d_{zt}| + |\Delta \alpha_t| + |\Delta \beta_t| + |\Delta \gamma_t|
\]

where \(\Delta q_t = q_t - q_{t-1}\) (Power et al., 2012). At volume \(t\), \(d_{xt}\), \(d_{yt}\) and \(d_{zt}\) represent the change in the brain’s estimated position along the \(x\), \(y\) and \(z\) coordinates, respectively relative to the reference; \(\alpha_t\), \(\beta_t\) and \(\gamma_t\) represent the estimated rotation of the brain along the surface of a 50-mm-radius sphere (an approximation of the size of the cerebral cortex) relative to the same reference. Thus, \(FD(t)\) is equal to the sum of absolute changes in the realignment parameters between volume \(t\) and the previous volume. By convention \(FD(1) = 0\). FD thresholds reported in the literature vary; thus, we examine a range of FD thresholds between 0.2 mm and 0.8 mm.

**Modified FD for multi-band data** Power et al. (2019) and Fair et al. (2020) demonstrate that the higher sampling rate of multi-band data introduces two issues which make it more difficult to distinguish high-motion volumes based on FD. First, large movements lasting several seconds are subdivided across volumes, which leads to shorter peaks in FD for detecting volumes to scrub. Second, the constant, moderate head movements due to respiration are no longer aliased, making all volumes have higher FD values: at the respiratory frequency, the RPs now include both true head movements caused by respiratory motion and artifactual variance, especially in the translational RP along the phase encoding direction (Fair et al., 2020). To address the first issue, Power et al. (2019) proposed a lagged version of FD for the HCP, which takes lag-4 differences instead of lag-1 differences when calculating motion from the RPs: \(\Delta q_t = q_t - q_{t-4}\). Since the HCP uses a TR of 0.72 seconds, measuring motion with lag-4 differences yields a sampling rate more comparable to that of the original studies used in the development of FD. To address the second issue and avoid including head movements which accompany normal respiration in the FD measure, both Power et al. (2019) and Fair et al. (2020) proposed applying a notch filter to the RPs at the respiratory frequency, resulting in a filtered version of FD. Since the specific filters proposed differ, in Appendix D we perform a comparison of the proposed filters in conjunction with lag-1 or lag-4 differences based on their effect on FC reliability (see Section 2.4.3). Based on this analysis, we adopt lag-4 FD with a Chebyshev filter for comparison with other scrubbing approaches. We refer to this combination of lagged and filtered FD as modified FD (modFD).

**DVARS** DVARS measures the standard deviation of the change in the BOLD signal across space and was first used for scrubbing by Smyser et al. (2010). Unlike FD, DVARS is a unitless measure and is affected by prior pre-processing of the BOLD data, so appropriate thresholds can vary widely between studies. Afyouni and Nichols (2018) proposed a dual DVARS-based method which applies two variations of DVARS that can be thresholded in a principled and standardized manner: ZDVARS
measures statistical significance and Δ%DVARS measures “practical” significance. Defining $A(t) = \frac{1}{V} \sum_{v=1}^{V} [Y_{t,v}]^2$ and $D(t) = \frac{1}{V} \sum_{v=1}^{V} [\frac{1}{2} (Y_{t,v} - Y_{t-1,v})]^2$, the two variations are

$$ZDVARS(t) = \Phi^{-1} \left[ 1 - P_{\chi^2} \left( \frac{\bar{D} \times 2D(t)}{\hat{s}_{\text{hIQR}}(D)}, \frac{\bar{D}^2 \times 2}{\hat{s}_{\text{hIQR}}(D)} \right) \right]$$

and

$$\Delta%DVARS(t) = \frac{D(t) - \bar{D}}{\text{mean}(A)} \times 100\%,$$

where $\bar{D}$ is the median of $D(t)$ across $t$, $\hat{s}_{\text{hIQR}}$ is a robust estimate of standard deviation, $P_{\chi^2}(q, n)$ is the probability density function for a chi-squared random variable with $n$ degrees of freedom, and $\Phi^{-1}$ is the inverse cumulative distribution function for a standard Normal random variable. ZDVARS represents a z-score for signal change, whereas Δ%DVARS measures the excess variance in the signal change as a percentage of the mean signal change. Following Afyouni and Nichols (2018), we use the same formulation of $\hat{s}_{\text{hIQR}}$, an upper-tail 5% Bonferroni FWER significance level as the cutoff for ZDVARS, and 5% as the cutoff for Δ%DVARS. Only volumes exceeding both cutoffs are flagged by the dual DVARS method. And by convention, $ZDVARS(1) = \Delta%DVARS(1) = 0$

### 2.3 Data collection and processing

#### 2.3.1 Human Connectome Project resting-state data

To compare the effects of different scrubbing methods, we use resting-state fMRI (rs-fMRI) from the Human Connectome Project (HCP) 1200 Subjects Data Release and Retest datasets (Van Essen et al., 2013). 45 young adults participated in both studies, each of whom contributed a total of eight resting-state fMRI runs collected across four visits and two acquisition sequences at each visit (LR and RL phase encoding). We use the 42 participants who have both MPP and ICA-FIX versions of all rs-fMRI scans in full duration.

Each rs-fMRI run includes 1200 volumes over approximately 14 and a half minutes (TR = 0.72 s). We remove the first 15 volumes of each run to account for magnetization stabilization. We analyze the data in grayordinates space resulting from the HCP surface processing pipeline of cortical data combined with the HCP volume processing pipeline for subcortical and cerebellar structures. This data consists of 91,282 gray matter brain locations across the left and right cortical surfaces, subcortical structures, and cerebellum. The grayordinates data are stored as CIFTI files, and we use the ciftiTools R package (Pham et al., 2022) to read, process and analyze them. We use the minimally preprocessed (MPP) rs-fMRI data (Glasser et al., 2013) for our analyses, but we include the HCP’s rs-fMRI data denoised with ICA-FIX (Griffanti et al., 2014) for comparison with other regression-based denoising strategies.
2.3.2 Functional connectivity

In the series of analyses described below, we assess the impact of scrubbing on the validity, reliability, and identifiability of functional connectivity. To compute FC, we calculate the average timeseries within each of 400 cortical regions (Kong et al., 2021; Schaefer et al., 2018) and within each of 19 Freesurfer parcels representing subcortical and cerebellar regions (Figure 2). The $419 \times 419$ matrix of FC is computed as the Pearson correlation between each parcel timeseries. Prior to further analyses, a Fisher z-transformation is applied to map the FC values to the real line. Letting $r$ represent Pearson’s correlation, the Fisher z-transformation is computed as 

$$z = \frac{1}{2} \ln \left\{ \frac{1 + r}{1 - r} \right\}.$$  

We assign the 400 cortical functional areas to eight networks by grouping the 17 smaller networks of Kong et al. (2021) by name (for example, Visual A–C are grouped into a single visual network, Figure 2A). We also define five subcortical groupings based on location, function, and classical separation between midbrain and hindbrain structures (Figure 2B).

2.3.3 Scrubbing and denoising

There are many choices of denoising and scrubbing procedures to include in an fMRI data cleaning pipeline. Moreover, even a single, fixed set of procedures can be merged into a unified pipeline in many different ways. In this work we use the processing framework illustrated in Figure 3. This pipeline cleans an fMRI run by detrending, denoising, and scrubbing the minimally pre-processed data with a multivariate nuisance regression. Performing these operations simultaneously with a single design matrix, rather than as sequential operations, avoids problems associated with modular preprocessing (Lindquist...
Figure 3: Simultaneous regression framework for nuisance regression and scrubbing. (A) Calculation of scrubbing measures. FD is calculated from the RPs, while projection scrubbing and DVARS are calculated from the fMRI data after a preliminary nuisance regression. The design matrix for the preliminary nuisance regression includes DCT bases (yellow) which remove low-frequency trends, as well as a combination of noise components (orange) such as aCompCor bases, the RPs, noise ICs, and/or the global signal, depending on the selected denoising method. Data-driven scrubbing measures are computed from the nuisance-regressed data (blue brain) rather than the minimally preprocessed data (gray brain) in order to provide a lower noise floor for easier identification of severe, transient artifacts not already eliminated by nuisance regression. (B) Inclusion of scrubbing in the regression model. The final cleaned data are obtained with a single nuisance regression that includes spike regressors for each volume flagged by the selected scrubbing method, in addition to the original nuisance regressors. The final nuisance regression is performed on the original data (gray brain), rather than the data after preliminary denoising (blue brain), to avoid issues associated with modular or sequential preprocessing. Thus our processing framework performs detrending, denoising, and scrubbing simultaneously. Note that this is equivalent to censoring flagged volumes from the data and design matrix prior to nuisance regression, but is not equivalent to censoring the residuals after an initial nuisance regression.
et al., 2019), and has been proposed previously by Jo et al. (2013). Further details on our processing framework, as well as comparisons to alternative pipelines, is given in Appendix E.

As illustrated in Figure 3A, we perform a preliminary nuisance regression for detrending and denoising the data before computing the data-driven scrubbing measures. This attenuates trends and certain noise patterns, providing a lower noise floor and allowing for greater sensitivity of data-driven scrubbing to burst noise. Once these scrubbing measures are obtained, we modify the original nuisance regression by adding a spike regressor for each flagged volume to the design matrix of nuisance regressors. This is illustrated in Figure 3B. This regression is also performed on the original data, so that the cleaned data are produced from a single simultaneous regression. Flagged volumes are removed from the data before computing FC.

Figure 3 also illustrates how the marginal impact of scrubbing can be measured: differences between the data obtained from the blue path versus that obtained from the green path will reflect the improvements due to scrubbing, above and beyond the impact of denoising. In this work we obtain baseline FC estimates using denoising alone (Figure 3A) and then estimate FC again using the denoised and scrubbed data (Figure 3B). The change in validity, reliability, or identifiability of the FC estimates compared to the baseline is the improvement attributable to a particular scrubbing method.

Regression-based denoising The benefit of scrubbing depends on which baseline denoising method is used. For example, if regression-based denoising is highly effective at removing artifacts, less scrubbing may be required to eliminate residual noise. We therefore first consider the following candidate strategies, described in Table 1: no additional denoising (MPP), anatomical CompCor (CCx), 2 parameter (P), 9P, and 36P (Behzadi et al., 2007; Muschelli et al., 2014; Parkes et al., 2018; Satterthwaite et al., 2019, 2013). We also investigate including motion parameters (MPs) in addition to white matter and CSF-derived signals in aCompCor. Specifically, we consider the inclusion of the 6 RPs (CC+6P) or those parameters along with their one-back differences, squares, and squared one-back differences (CC+24P). For each denoising strategy, we include four discrete cosine transform (DCT) bases for detrending and high-pass filtering. We adopt high-pass rather than band-pass filtering because removing high-frequency components from rs-fMRI has been shown to worsen signal-noise separation and reliability of FC estimates (Shirer et al., 2015).

We also include the HCP implementation of ICA-FIX for comparison. Briefly, the volumetric and surface MPP BOLD data and 24 motion parameters are all initially detrended with a high-pass filter. ICA is performed on the volumetric BOLD data, and noise ICs are identified based on a trained classifier. The noise ICs along with the 24 MPs are then “softly” regressed from the surface BOLD data, meaning that any shared variance with the signal ICs is removed from these nuisance signals prior to the regression (Griffanti et al., 2014).
| Short Name | Description |
|------------|-------------|
| MPP | No additional denoising |
| CCx | Anatomical CompCor based on the top \( x \in \{1, \ldots, 10\} \) principal components within masks of cerebral white matter, cerebral spinal fluid (CSF), and cerebellar white matter in volume space. Two voxel layers are eroded from the white matter ROIs, and one voxel layer is eroded from the CSF ROI. |
| 2P | Mean signals from white matter (cerebral and cerebellar) and CSF. Erosion as in aCompCor. |
| 9P | 2P signals along with the six motion RPs and the global signal. Global signal is calculated across in-mask voxels in the volumetric MPP data. |
| 36P | 9P signals along with their one-back differences, squares, and squared one-back differences |

Table 1: Candidate denoising strategies. All denoising strategies are applied to the minimally preprocessed (MPP) data via a regression framework using a design matrix including the noise regressors, an intercept, and (possibly) four DCT bases for detrending and high-pass filtering. The strategy resulting in the most reliable FC estimates will be adopted as the baseline denoising strategy, to be applied simultaneously with scrubbing.

**Scrubbing** For several of the analyses described below, we must determine a scrubbing threshold. We consider a range of thresholds for projection scrubbing (2\( \times \) to 8\( \times \), in multiples of 1) and both FD and modFD (0.2 to 0.8 mm, in multiples of 0.1). We use the dual DVARS cutoff method as described above and therefore do not need to consider different cutoffs for DVARS.

### 2.4 Quantifying the effects of scrubbing on downstream analysis

We perform an extensive comparison of projection, motion, and DVARS scrubbing in terms of their effects on downstream analysis. Here we focus on functional connectivity (FC), which is often the measure of interest in resting-state fMRI-based analyses. We use FC quality to gauge the effects of scrubbing on signal-to-noise in fMRI, and we expect our observations on FC to generalize to other fMRI-derived measures of brain function and organization.

When large amounts of data are available for individuals as in the HCP, patterns in FC have been shown to be dominated by organizing principles that are common across participants, as well as individual-specific elements of brain networks that are stable across time (Gratton et al., 2018). Effective noise removal strategies will therefore produce FC estimates that are more stable or reliable across multiple sessions collected from the same subject. On the other hand, overly aggressive denoising or scrubbing can result in the loss of meaningful signal to the detriment of subsequent analyses. The goal for data cleaning is to achieve a balance between removal of noise and retention of true signal.

We examine the effect of scrubbing on the following measures of FC estimation quality: validity or accuracy, mean absolute change (MAC), reliability, and fingerprinting. In addition, we assess the agreement
of projection scrubbing with motion scrubbing and DVARS in terms of the volumes they flag, and the
effect of each scrubbing method on the exclusion of sessions due to a lack of sufficient data remaining.

### 2.4.1 Validity of FC

We quantify the accuracy or validity of FC estimated from short (6 min) resting-state fMRI scans, relative
to a “ground truth” value for FC based on approximately 1.8 hours of data, scrubbed by censoring any
volumes with modFD over 0.2mm (in addition to baseline denoising). Given the long duration and
aggressive motion scrubbing, this produces a nearly noise-free FC matrix for each subject to serve as
ground truth.

We then estimate FC based on a held-out six minutes of data, formed by combining three minutes from
the middle of the LR run with three minutes from the middle of the RL run for a given session. This
strategy balances the proportions of LR- and RL-acquisition data used for each FC estimate. The ground
truth is calculated from the remaining volumes of both runs, along with all 14.4 minutes of data from
the other three sessions. This process is repeated for all four sessions (visit 1, visit 2, retest visit 1, retest
visit 2) for each subject.

Effective scrubbing should yield more accurate FC estimates by reducing noise and retaining as much
signal as possible. Scrubbing that achieves noise removal but discards too much signal can be detrimental
to FC, as well as other fMRI-based measures, by increasing sampling variability, thereby worsening
accuracy. We quantify the accuracy of the 6-minute FC estimates using root mean squared error (RMSE),
declared as

$$\text{RMSE} = \frac{1}{A S} \sum_{a=1}^{A} \sum_{s=1}^{S} \sqrt{\frac{1}{P} \sum_{p=1}^{P} (\hat{z}_{asp} - z_{asp}^*)^2},$$

where $A = 4$ is the number of sessions, $S = 42$ is the number of subjects, and $P$ is the number of unique
FC pairs. The 6-minute FC estimate for pair $p$, session $a$, and subject $s$ is denoted $\hat{z}_{asp}$ and $z_{asp}^*$ is the
corresponding ground truth value.

### 2.4.2 Mean absolute change (MAC)

Mean absolute change (MAC) has been proposed as an alternative to QC-FC as an evaluation metric
for scrubbing efficacy (Williams et al., 2022) and is related to a measure proposed earlier by Power et al.
(2014). QC-FC is defined as the correlation across subjects between mean FD and the estimated strength
of each FC pair, and it measures scrubbing’s effectiveness for eliminating the influence of head motion
on FC estimates (Power et al., 2012; Satterthwaite et al., 2012). If head motion phenotype truly has
no relationship with any functional connection, then QC-FC could be used a measure of validity, with
lower-magnitude QC-FC indicating more effective data cleaning. Although commonly used, QC-FC has
been criticized because in-scanner movement may relate to neural patterns of interest and because it
does not consider signal loss (Raval et al., 2022; Williams et al., 2022). Williams et al. (2022) observed that QC-FC behaved in unexpected ways when the FD cutoff for motion scrubbing was varied. In some cases, motion scrubbing had minimum QC-FC despite the cutoff being so high that virtually nothing was censored. In other cases, QC-FC values continued to decrease despite motion scrubbing resulting in the removal of more than half of the scan. They proposed an alternative, mean absolute change (MAC), defined as the absolute value of the change in FC estimates relative to random scrubbing of the same number of volumes:

\[
\text{MAC} = \frac{1}{SP} \sum_{s=1}^{S} \sum_{p=1}^{P} \left| \frac{1}{R} \sum_{r=1}^{R} \Delta z_{rsp} \right|
\]

where \( S \) and \( P \) are as defined above, and \( R \) is the number of runs per subject. Based on \( Q \) random scrubbing permutations, \( \Delta z_{rsp} = \frac{1}{Q} \sum_{q=1}^{Q} \left( z_{rsp} - z_{RAND_{rsp}} \right) \) is the change in FC values for a given scan between scrubbing and random scrubbing across \( Q \) permutations, where \( z_{RAND_{rsp}} \) is \( z_{RAND_{rsp}} \) for permutation \( q \). MAC is based on the premise that if scrubbing measures do not positively correlate with true neural signals, then any systematic change in FC represents a reduction in noise. Thus, if two scrubbing methods flag volumes at a similar rate, the one with the higher MAC is deemed to have achieved greater signal-to-noise ratio improvement. Under this premise, MAC can be used as an indicator for validity.

Note that MAC is based on the absolute change in FC for each unique pair. Therefore, if removal of motion artifacts through scrubbing tends to increase the FC magnitude of long-range connections and decrease the magnitude of short-range connections, as observed in prior work (Power et al., 2012), these changes will not cancel out but will instead combine to increase MAC.

It is important to note that using increasingly strict cutoffs tends to yield higher MAC values, regardless of the cutoff’s effectiveness at noise removal versus signal retention. The fact that MAC increases with greater censoring does not imply better performance. It is therefore inappropriate to use MAC to determine a threshold for a particular scrubbing method. Rather, MAC should be used to compare different scrubbing methods at cutoffs for which they remove similar amounts of data (Williams et al., 2022).

2.4.3 FC Reliability

The intra-class correlation coefficient (ICC, Shrout and Fleiss, 1979) has been used in a number of previous studies (e.g., Guo et al., 2012; Shehzad et al., 2009; Shirer et al., 2015; Thomason et al., 2011; Zuo et al., 2010) as a measure of FC reliability. ICC represents a ratio of variances, with ICC = 1 indicating that all of the variance in the estimates is attributable to between-subject differences, with no noise variance across repeated measures of the same individual. At the other extreme, ICC = 0 indicates that all of the variance is attributable to within-subject noise variance across repeated measures. ICC therefore reflects the presence of unique individual signal and reduced noise and measures how well
estimated FC reflects unique subject-specific traits.

We adopt the ICC(3, 1) because it is appropriate for measuring test-retest reliability when the reliability of a single measurement is of interest (Koo and Li, 2016), and to facilitate comparison with previous studies of FC reliability (Caceres et al., 2009; Parkes et al., 2018). ICC(3, 1) is based on the relationship between mean sum-of-squares between (MSB) and mean sum-of-squares within (MSW). For a given FC pair, let $z_{sr}$ represent the FC estimate for subject $s$ based on run $r$. Let $M_s = \frac{1}{R} \sum_{r=1}^{R} z_{sr}$ be the average FC estimate across the $R$ runs for that subject, and let $\bar{M} = \frac{1}{S} \sum_{s=1}^{S} \sum_{r=1}^{R} M_s$ be the average across subjects. Then the ICC(3, 1) is given by

$$ ICC(3, 1) = \frac{MSB - MSW}{MSB + (R - 1)MSW}, $$

where

$$ MSB = \frac{R}{S - 1} \sum_{s=1}^{S} (M_s - \bar{M})^2 $$

and

$$ MSW = \frac{1}{S(R - 1)} \sum_{s=1}^{S} \left( \sum_{r=1}^{R} (z_{sr} - \bar{M})^2 \right). $$

We must note that some patterns of motion-induced noise in fMRI data may be reliable across multiple runs from the same subject. Removing such sources of noise could reduce ICC. Reductions in ICC are therefore difficult to interpret, since they can result from loss of reliable signal, removal of reliable noise patterns, or both. However, we assert that increases in ICC that occur due to scrubbing are most likely due to removal of noise while retaining reliable signal. That is, scrubbing cannot introduce reliable noise or any other type of signal or noise, only remove. Therefore, we interpret increases in ICC due to scrubbing as beneficial, representing an improved balance between signal and noise.

### 2.4.4 Fingerprinting

Previous work has shown FC of individual subjects to be identifiable across multiple sessions via “fingerprinting” (Finn et al., 2015). We therefore examine the effect of scrubbing on the fingerprinting match rate. We divide the eight runs available from each participant into four sets paired by acquisition and dataset: the two test LR scans, the two test RL scans, the two retest LR scans, and the two retest RL scans. For each set of paired runs, we perform fingerprinting using the first run as the database set and the second as the query set. For each scan in the query set, we calculate Pearson correlations between its FC and that of each scan in the database set. If the database scan with the highest correlation is from the same subject, the fingerprint is a match. This procedure is repeated, swapping the roles of database set and query set within each pair, to yield eight rounds of matching. The overall match rate is computed as the rate of successful matches across $8 \times 42$ total queries. Because previous studies have shown that using connections only within individual brain networks can yield more accurate fingerprinting than using all connections across the brain (Finn et al., 2015), we repeat this procedure using only the connections within each network or the subcortex.
As with ICC above, we note that scrubbing could potentially diminish the fingerprint match rate if noise patterns being removed are reliable and identifiable across multiple runs from the same subject. It is therefore important to interpret reductions in fingerprint match rate due to scrubbing with caution. However, we interpret increases due to scrubbing as beneficial, since exclusion of volumes via scrubbing cannot introduce reliable noise patterns that would enhance the success of fingerprinting, only remove signal or noise.

3 Results

3.1 Selection of baseline denoising strategy

Figure 4 examines the effect of different regression-based denoising strategies on the reliability of FC. Panel A displays the connection-level ICC for MPP data and three selected denoising strategies. All strategies generally improve reliability over MPP. Among those shown in Panel A, CC2+MP6 achieves the highest reliability, followed by DCT4, followed by 36P. For 36P, there is substantial variability in reliability across connections. Connections involving some cortical parcels are commonly reliable while inter-hemispheric connections in the somatomotor network are typically very unreliable, and subcortical connections are almost always unreliable. By comparison, CC2+MP6 achieves more uniform reliability across the connectome. Many subcortical connections, which were less reliable with either MPP or DCT4 denoising, improve with CC2+MP6 denoising.

Panel B compares all denoising strategies considered in our study by showing the mean ICC across all connections. First, DCT4 detrending alone dramatically improves reliability compared with the MPP data. Of all the denoising methods we consider, only aCompCor improves upon DCT4, with CC2 resulting in the highest reliability. The inclusion of 6 or 24 MPs in CC2 slightly improves reliability over CC2 alone. Including 24 MPs rather than 6 achieves a similar improvement but removes many more degrees of freedom.

Panel C displays the average reliability of connections involving each cortical parcel and subcortical/cerebellar region after CC2+MP6 denoising. Although CC2+MP6 results in more uniform FC reliability compared to other denoising methods, baseline differences in reliability remain across the brain prior to scrubbing. The most reliable connections are those involving the fronto-parietal, attention and default mode networks. Somewhat surprisingly, the cerebellum is fairly reliable, possibly because we include cerebellar white matter signals in our aCompCor implementation. The least reliable connections include those involving the somatomotor network and subcortical regions.

Appendix Figure F.8 expands on Figure 4 by decomposing ICC into within-subject and between-subject variability. Within-subject variation (MSR) is residual variance after accounting for differences between
Figure 4: CC2+MP6 yields the highest reliability across the connectome, while preserving temporal degrees of freedom. (A) Average ICC of functional connectivity (FC) estimates across subjects and sessions for different denoising strategies, from left to right: minimally preprocessed (MPP), four DCT bases (DCT4), aCompCor with two components per noise ROI (CC2) plus six RPs (CC2+6MP), and the 36 parameter model (36P). CC2+6MP and 36P both include DCT detrending. Higher ICC values indicate more reliable FC estimates. The top halves of the matrices represent the mean ICC values for each network pair, i.e. for each corresponding region in the lower triangles. (B) The mean ICC across all functional connections for each denoising method. All methods include DCT detrending except MPP and ICA-FIX. CC2+MP6 and CC2+MP24 both achieve the highest reliability, while CC2+MP6 maintains many more degrees of freedom, and so we adopt it as the baseline denoising strategy for subsequent analyses. (C) The mean ICC of FC estimates across all connections involving each parcel or subcortical structure, for the CC2+MP6 denoising method.
**Figure 5:** Grayplots for different denoising strategies for three example sessions. The example sessions represent a range of head motion levels and are the same as those shown in Figure 1 and Appendix Figures A.1 and A.2. Horizontal bands on the grayplots indicate local low-frequency variation, while vertical bands indicate global high-frequency variation. 36P clearly eliminates the latter more than other methods due to inclusion of global signal components. 32P is a version of 36P without any global signal components. Among the methods that do not remove the global signal, CC2+MP6, CC2+MP24 and 32P all appear to achieve similar reductions of both low- and high-frequency noise based on visual inspection.

| Session at 45th motion quantile | 95th quantile | 5th quantile |
|---------------------------------|--------------|-------------|
| MPP                             | DCT4         | CC2+MP6     |
|                                 |              | CC2+MP24    |
|                                 |              | 36P         |
|                                 |              | 32P*        |
|                                 |              | ICA-FIX     |

*32P is 36P without the global signal components
subjects and any visit effects. ICC increases with higher MSB and/or lower MSR. We see that all
denoising methods reduce both within-subject variance (MSR) and between-subject variance (MSB).
Within a given denoising strategy (e.g., CCx), both measures of variance decrease when more nuisance
regressors are included. The highest reliability is achieved when there is an optimal trade-off. In contrast,
36P is highly effective at reducing within-subject variance but also reduces between-subject variance
dramatically, resulting in lower ICC. CC2+MP6 maintains a high level of between-subject variance
while reducing within-subject variance, ultimately achieving the most reliable FC estimates.

Recall that because removal of reliable noise patterns can actually reduce ICC, higher ICC does not uni-
formly indicate more accurate functional connectivity. To assess whether CC2+MP6 effectively mitigates
noise signals compared with methods that more explicitly target head-motion induced noise, we exam-
ine grayplots (Power, 2017) from the same example sessions as those shown in Figure 1 and Appendix
Figures A.1 and A.2, which represent the 45th, 95th and 5th quantiles of head motion, respectively.
Figure 5 displays the grayplots for these three sessions using minimal preprocessing, DCT4 detrending,
CC2+MP6, CC2+MP24, 36P, and ICA-FIX. We also include a version of 36P without global signal
components, which we denote 32P, to separate the effects of the global signal from the effects of all
other measures in 36P. Horizontal bands indicative of low-frequency variation are clearly seen in all three
sessions, as well as vertical bands indicative of transient changes. DCT4 detrending yields obvious reduc-
tions in low-frequency variation, while 36P yields the clearest visual reduction in high-frequency variation
since it includes global signal components. The methods that do not include GSR, namely CC2+MP6,
CC2+MP24 and 32P appear to do a similar job of mitigating both low-frequency and high-frequency
noise. Therefore, we adopt CC2+MP6 as the baseline denoising strategy for all subsequent analyses. All
scrubbing is applied on top of baseline denoising, using the simultaneous regression framework illustrated
in Figure 3.

3.2 Effect of scrubbing on validity of FC

Figure 6 summarizes the effect of scrubbing on the validity of FC estimates for low, medium, and high-
motion subjects. To quantify validity, we establish a “ground truth” value of FC for each subject using 1.8
hours of rest data, which we censor using rigorous motion scrubbing (modFD over 0.2mm). This should
produce highly accurate estimates of FC that are nearly free of motion-induced noise. As described in
Section 2.4.1, we then apply each scrubbing technique to the held-out 6 minutes of resting-state data
before estimating FC. The root mean squared error (RMSE) relative to the ground truth for each subject
is a measure of validity of the FC estimates, where higher RMSE indicates worse validity and lower RMSE
indicates better validity. An effective scrubbing method will improve validity (lower RMSE) by removing
noise while retaining as much signal as possible. At the common threshold of 0.2mm, motion scrubbing
actually tends to worsen validity. At higher thresholds, it has a less severe effect, likely due to greater
Figure 6: Effect of scrubbing on validity of FC. The change in root mean squared error (RMSE) of FC after motion scrubbing (based on modFD), projection scrubbing (based on ICA), or DVARS-based scrubbing. FC estimates for each subject are based on 6 minutes of resting-state data, and RMSE is computed relative to the nearly noise-free “ground truth” FC based on 1.8 hours of data and rigorous motion scrubbing (modFD < 0.2mm). Decreases in RMSE indicate better validity, i.e. lower sampling variability due to removal of noise and retention of signal. Increases in RMSE indicate worse validity, i.e. higher sampling variability of FC estimates due to removal of signal. Each line indicates a single subject, which are grouped into three motion levels based on mean FD: low (< 0.15mm), mid (0.15-0.2mm), and high (> 0.2mm). We show a range of thresholds for motion scrubbing and projection scrubbing and the single dual threshold for DVARS. Motion scrubbing using the common threshold of 0.2mm worsens validity of FC for most subjects, sometimes dramatically. Projection scrubbing and DVARS have similar effects on validity, improving validity markedly for some subjects while not dramatically worsening validity for any.
signal retention. Meanwhile, projection scrubbing and DVARS both improve validity markedly for some high-motion subjects while not dramatically worsening validity for any subjects. Projection scrubbing is not highly sensitive to the choice of threshold, suggesting that it more clearly distinguishes contaminated volumes from those relatively free of artifacts.

Appendix Figure F.9 shows the effect on validity of using FD instead of modFD for motion scrubbing. At the 0.2mm threshold, FD is more harmful than modFD, suggesting that it removes more signal and/or retains more noise. This is consistent with previous work showing FD to be inflated and highly noisy in multi-band data (Fair et al., 2020; Power et al., 2019). Interestingly, FD has a noticeably worse effect on high-motion subjects. In contrast, modFD has no clear pattern on FC validity for high-motion subjects, while projection scrubbing and DVARS appear to generally benefit, or at least not worsen, FC validity for high-motion subjects. Since FD is noisy in multi-band data, and more volumes are scrubbed for high-motion subjects, this suggests high levels of signal removal using FD in these subjects.

3.3 Effect of different scrubbing methods on MAC

We next compare scrubbing methods in terms of mean absolute change (MAC) in functional connectivity, a measure of scrubbing efficacy at a given volume removal rate (Williams et al., 2022). As described in Section 2.4.1, MAC measures the change in FC estimates relative to randomly scrubbing at the same censoring rate. It is thought to reflect the effect of scrubbing on the validity of FC. That is, higher MAC is indicative of improved validity at a given rate of removal. MAC is not comparable across different censoring rates, and can therefore not be used to determine an appropriate threshold for scrubbing. However, it is useful for comparing the efficacy of different scrubbing methods at a fixed rate of removal.

Figure 7 shows MAC versus censoring rate for projection scrubbing and motion scrubbing. In order to facilitate comparisons between motion scrubbing and projection scrubbing, we show results for all candidate thresholds that remove 1% to 10% of volumes. Thus, we include more stringent projection scrubbing thresholds (e.g., 2×) and more lenient motion scrubbing thresholds (e.g., 0.6mm) than are typically recommended. If we consider a threshold of 2× the median, which is more aggressive than recommended in previous work, the projection-scrubbing censoring rate is more comparable to motion scrubbing. At this higher censoring rate, motion scrubbing with modFD has higher MAC. This suggests that a 2× threshold for projection scrubbing is overly conservative and likely results in more removal of true signal and/or less effective noise removal, compared with motion scrubbing. Yet at the lower censoring rates typical of data-driven scrubbing (< 5% of volumes), projection scrubbing outperforms motion scrubbing and DVARS, suggesting that it yields the most improvement to signal-to-noise ratio.

Motion scrubbing with FD results in substantially less effective noise removal than other methods, based on its consistently lower MAC across all censoring rates. This underscores that standard FD is not an appropriate scrubbing metric for motion scrubbing in multi-band data, and lagged and/or filtered
Figure 7: Effect of different scrubbing methods on MAC. We compare the effect of projection scrubbing, motion scrubbing, and DVARS on mean absolute change (MAC) in functional connectivity. MAC is measured relative to random removal of the same number of volumes. At a fixed censoring rate, higher MAC is thought to indicate more effective scrubbing because it suggests more efficient removal of the influence of noise. Since MAC increases monotonically with higher censoring rates, it should not be used to compare across different censoring rates or to choose a scrubbing threshold. To facilitate method comparisons at the same censoring rate, we show results for all candidate thresholds that remove 1% to 10% of volumes, on average. The x-axis is on a log scale. Because projection scrubbing tends to retain more volumes than motion scrubbing, this means that here, in order to compare across methods at higher censoring rates (near 10%), we include a threshold of $2\times$ for projection scrubbing, more stringent than is generally recommended. At these higher censoring rates, modFD has higher MAC than projection scrubbing, suggesting that more aggressive censoring with projection scrubbing may not be beneficial over motion scrubbing. At the lower censoring rates typically seen with data-driven scrubbing (below 5%), however, projection scrubbing with any projection method has higher MAC than motion scrubbing or DVARS, suggesting it best improves the signal-to-noise ratio.
3.4 Selection of scrubbing thresholds

Before proceeding to subsequent analyses, we must determine a single threshold for motion scrubbing and projection scrubbing. For motion scrubbing, FD of 0.2mm is often recommended in single-band data, but multi-band data is known to result in inflated levels of FD. Since there is not yet a consensus around an appropriate choice of threshold for FD or lagged and/or filtered variants in multi-band data, here we consider thresholds between 0.2mm and 0.5mm, ranging from “stringent” to “lenient” as characterized by Power et al. (2014). For projection scrubbing, previous work based on single-band data looked at thresholds of 3 to 8 times the median leverage across the scan and found 4\times to be near-optimal (Mejia et al., 2017). Leverage is in theory less sensitive to TR than measures like FD and DVARS based on temporal differencing, so a similar threshold may work equally well in single-band and multi-band data. However, here we revisit the choice of threshold to ensure it is appropriate for the data at hand. For DVARS, we adopt the dual thresholding method proposed by Afyouni and Nichols (2018) and therefore do not consider different thresholds.

Figure 8 displays FD, modFD and ICA projection scrubbing leverage for 9 sessions representing the 10th to 90th quantiles of head motion based on mean FD. For FD and modFD, candidate thresholds of 0.2mm, 0.3mm, 0.4mm and 0.5mm are indicated; for projection scrubbing, thresholds of 3-, 4- and 5-times the median are indicated. For standard FD, 0.2mm appears to be overly stringent, in agreement with previous findings (Fair et al., 2020; Power et al., 2019). FD of 0.3mm generally detects spikes in FD while avoiding removal of volumes within a normal range. For modFD, 0.2mm does not appear to be overly aggressive. Compared with modFD, standard FD appears to be noisier and less effective at revealing spikes in the motion timeseries. For projection scrubbing, a threshold of 3-times the median leverage (3\times) does not appear overly aggressive, while higher thresholds are too lenient. For subsequent analyses, we therefore consider thresholds of 0.2mm for modFD, 0.3mm for FD, and 3\times for projection scrubbing. We note that the selected modFD cutoff was found to be appropriate by Fair et al. (2020) and has been used before by Kaplan et al. (2022) for multi-band infant and toddler fMRI; also, the selected projection scrubbing cutoff is close to the 4\times found to be near optimal by Mejia et al. (2017).

Figure 9 examines the effect of different scrubbing thresholds on the censoring rate and on FC reliability. Panels (A) and (B) show the censoring rate and ICC change as a function of scrubbing threshold for motion scrubbing and projection scrubbing, respectively. The effect of DVARS is indicated in yellow on each plot, based on the dual cutoff proposed by Afyouni and Nichols (2018). The average censoring rate of motion scrubbing—18% of volumes using modFD or 12% of volumes using FD—is markedly higher than that of projection scrubbing, which censors only 2.6% to 3.3% of volumes, or DVARS, which censors 2.4% of volumes. At the chosen thresholds, ICA projection scrubbing and DVARS slightly increase ICC,
Figure 8: Comparison of scrubbing thresholds for several example sessions. Nine example sessions are shown, representing the 10th to 90th quantiles of head motion. For FD and modFD, thresholds of 0.2mm, 0.3mm, 0.4mm and 0.5mm are shown. For projection scrubbing, thresholds of 3, 4 and 5 times the median leverage are shown. As previous work has shown, standard FD appears inflated in multi-band data, making the common threshold of 0.2mm overly stringent. Lagged and filtered FD (modFD) more clearly shows spikes in the motion timeseries, and the values are generally lower than FD. Based on these results, in subsequent analyses we adopt thresholds of 0.2mm for modFD, 0.3mm for FD, and 3-times the median leverage for projection scrubbing.
Figure 9: Effect of different scrubbing thresholds on censoring rates and reliability of FC. (A) **Motion scrubbing:** FD and modFD cutoffs between 0.2 and 0.8 mm are shown, with the selected thresholds of modFD = 0.2mm and FD = 0.3mm highlighted. At the selected thresholds, FD censors approximately 12% of volumes on average, while modFD censors approximately 18% of volumes; FD decreases ICC slightly, while modFD causes a much larger decrease in ICC. (B) **Projection scrubbing:** cutoffs between 2 and 8 times the median leverage are shown, with the selected threshold of 3× highlighted. Projection scrubbing retains many more volumes than motion scrubbing, censoring only 2.6 to 3.3% of volumes on average, depending on the projection method. This is similar to DVARs, which censors 2.4% of volumes on average. At the selected thresholds, ICA projection scrubbing and DVARs both increase ICC slightly. We consider increases in ICC due to scrubbing as uniformly beneficial, while the reductions in ICC seen with motion scrubbing may be due to loss of reliable signal, the removal of reliable noise, or both. (C) **Relationship between censoring rate and ICC.** Note that censoring rate is displayed on the log scale. For each method, we show all cutoffs at or above the selected one, indicated with larger dots. Quadratic fits and their 95% confidence interval are overlaid. At lower censoring rates (2% or less), both motion scrubbing and projection scrubbing increase ICC. At the selected thresholds, projection scrubbing and FD have a similar effect on ICC, but FD results in much higher censoring rates. modFD has the highest censoring rates and drastically reduces ICC.
while other projections slightly decrease ICC, and motion scrubbing with modFD sharply decreases ICC. We note again that decreased ICC is difficult to interpret since it may be driven by removal of reliable noise in addition to removal of reliable signal, and whether one factor or the other dominates cannot be determined. However, we assert that *increased ICC based on removing volumes* is likely beneficial, since it is not possible to *introduce* reliable noise (or indeed any type of signal or noise) by removing volumes. Therefore, we interpret increases in ICC that occur due to scrubbing as representing an improved balance between signal and noise. While the large decrease in ICC with modFD at the threshold of 0.2mm cannot unquestionably be attributed to an excessive loss of signal versus removal of reliable noise, it does indicate a higher risk of signal loss associated with motion scrubbing, especially given that nearly 20% of volumes are censored on average.

An expanded comparison of FD cutoffs showing additional forms of motion scrubbing based on lagged and/or filtered FD is provided in Figure D.6. Similarly, an expanded comparison of projection scrubbing cutoffs with and without kurtosis-based component selection is provided in Figure F.10. These plots also explore the effect of scrubbing on the reliability of FC estimated using a shorter scan duration. Figure F.11 disaggregates ICC changes by FC connection type, showing that data-driven scrubbing methods are especially beneficial for subcortical connections. Finally, a comparison of mean ICC improvement due to scrubbing in conjunction with different baselines is provided in Figure G.13. We generally see that for projection scrubbing, the use of ICA tends to yield slightly higher ICC than other projections. ICA also tends to flag slightly more volumes than PCA or FusedPCA, as seen in Figure 9B, and therefore may be slightly more sensitive than other projections. Given the historical success of ICA at separating and removing noise in fMRI data and these results, we focus primarily on ICA as the projection method in projection scrubbing in the remainder of analyses.

### 3.5 Effect of scrubbing on fingerprinting

We next examine the effects of scrubbing on fingerprinting, using the thresholds determined above (3× for projection scrubbing, 0.2mm for modFD, and 0.3mm for FD). Figure 10A shows baseline fingerprint match rates by network and the changes due to scrubbing. Networks are shown in decreasing order of baseline fingerprint match rates. Panel A shows that the highest fingerprint match rates are achieved using connections within the control, default mode, dorsal attention, ventral attention, or language networks. Using only connections within the visual, somatomotor, or auditory networks yields somewhat worse match rates than using all connections, while using only subcortical connections results in much lower match rates. These network-level differences are consistent with the between-network differences in ICC shown in Figure 4—networks with higher FC ICC are generally more useful for distinguishing individual subjects. This makes sense, as both fingerprinting and ICC are measures of individuality.

Panel B shows the change in fingerprinting match rates after scrubbing. As in the case of ICC, it is
Figure 10: Scrubbing slightly improves most fingerprinting match rates. Fingerprinting was performed using all connections or only the connections within each network. (A) Baseline fingerprinting match rates, with networks sorted from most successful fingerprinting to least successful. All match rates are much higher than the success rate of random guesses (1 in 42, or less than 3%). (B) Change in fingerprinting match rates due to scrubbing, sorted by the baseline rates of fingerprint success. The effects of scrubbing are generally small in magnitude, perhaps because changes in FC tend to be subtle and may not cause a change in subject-to-subject matching. Scrubbing generally benefits network-wise fingerprinting, with projection scrubbing being most beneficial for cortical networks and DVARS being most beneficial for subcortical regions. Scrubbing generally worsens fingerprinting based on all connections, suggesting a differential effect of scrubbing on within-network and between-network connections. Note that worse fingerprinting match rate may not always indicate loss of true signal, since removal of reliable noise can also reduce reliability. However, increases in fingerprinting match rate due to scrubbing can safely be interpreted as more effective noise removal and signal retention.
important to take care when interpreting scrubbing-induced reductions in fingerprinting match rate, since it may be possible to worsen fingerprinting by removing reliable noise. For example, using only motor connections, motion scrubbing with modFD decreases fingerprinting match rate. This may indicate removal of reliable noise, loss of reliable signal, or both. However, improvements in fingerprinting match rate due to scrubbing are easier to interpret, since scrubbing cannot introduce reliable noise, only change the relative contributions of signal and noise. Therefore, we interpret increased fingerprinting match rate due to scrubbing as indicative of a better balance between signal and noise.

Based on the results shown in Figure 10B, scrubbing is generally beneficial for network-based fingerprinting. ICA projection scrubbing generally produces the most improvement for cortical networks, followed by DVARS and motion scrubbing with modFD, while DVARS generally benefits subcortical connections the most. Results for other projections are shown in Figure F.12: ICA tends to be more beneficial than PCA or FusedPCA for the most identifiable networks, while PCA or FusedPCA are somewhat more beneficial for the less identifiable ones. When all connections are used, scrubbing generally reduces the fingerprinting match rate, in contrast to network-wise fingerprinting. This may indicate a differential effect of scrubbing on within-network and between-network connections, with within-network connections clearly becoming more reliable with scrubbing and between-network connections sometimes becoming less reliable, due to removal of reliable noise, reliable signal, or both.

3.6 Agreement between projection scrubbing and other methods

The analyses presented above show that ICA projection scrubbing tends to produce more reliable and accurate estimates of functional connectivity compared with motion scrubbing. Here, we investigate the agreement or disagreement between ICA projection scrubbing, motion scrubbing, and DVARS to provide some intuition around the drivers of those differences. First, Figure 11 displays the overlap between volumes flagged with ICA projection scrubbing versus motion scrubbing or DVARS (top two panels), as well the overlap between motion scrubbing and DVARS (bottom panel). Motion scrubbing clearly removes many more volumes than projection scrubbing or DVARS. Indeed, most of the volumes flagged by motion scrubbing do not exhibit statistical abnormalities according to the other metrics. In addition, both projection scrubbing and DVARS identify volumes not flagged by motion scrubbing. This suggests that data-driven scrubbing detects abnormalities that motion scrubbing may miss. There are a couple of reasons this can occur: data-driven scrubbing may better identify volumes actually exhibiting motion-induced noise that are not immediately coincident with increases in modFD; or, data-driven scrubbing may detect noise induced by other sources besides head motion. The bottom panel shows a similar relationship between motion scrubbing and DVARS, suggesting a more general disagreement between motion-based and data-driven measures of abnormality. Motion scrubbing often flags a large number of volumes that neither projection scrubbing nor DVARS identifies as problematic. The number of excess
Figure 11: Agreement between scrubbing methods. The number of volumes flagged by ICA projection scrubbing and alternative techniques for each of 42 subjects in the retest set. Cross-hatched areas indicate volumes flagged by both methods. Subjects are ordered by the number of volumes flagged by the method listed first in each panel’s legend. Motion scrubbing tends to flag many more volumes compared with projection scrubbing or DVARS. Both data-driven scrubbing methods identify additional volumes where modFD is not elevated, which may indicate sensitivity to artifacts associated with lagged effects of head motion or other non-motion-related sources.
volumes flagged by motion scrubbing suggests that head motion is sometimes only weakly related to abnormal patterns still present after effective regression-based denoising. That is, head motion-induced artifacts may already have been effectively attenuated by regression-based methods.

Figure 12 takes a deeper look at how projection scrubbing identifies motion artifacts, based on five example sessions representing a range of head motion levels. For each session, the first column shows an example where projection scrubbing tends to flag a subset of volumes with high modFD. In these cases, projection scrubbing seems to identify a motion artifact without flagging all volumes with high modFD. Since projection scrubbing is based on statistical abnormalities in the data after regression-based denoising, this may happen if motion artifacts only manifest in a subset of motion-concurrent volumes after nuisance regression. The second column shows an example for each run where projection scrubbing identifies a statistical abnormality just before a spike in modFD. Recall that modFD is a lagged measure of FD, so this phenomenon may indicate a lag in the sensitivity of modFD to motion artifacts. Note, however, that the lag is not consistent across all sessions, so this effect may not be necessarily remedied by a simple modification to the modFD calculation. Instead, what these examples illustrate is that projection scrubbing detects motion-related abnormalities based on actual patterns in the data, allowing it to be more specific (avoid flagging non-contaminated volumes) and even more sensitive (detect statistical abnormalities even if they do not coincide perfectly with a spike in modFD).

3.7 Effects of scrubbing on run exclusion rates

Aggressive motion scrubbing often leaves many sessions without sufficient data to be included in analysis. It is not uncommon to see one-third to one-half of all sessions discarded due to motion scrubbing. Data-driven scrubbing has the potential to preserve more volumes and avoid such drastic exclusion rates. Figure 13 shows histograms of the minutes of data remaining per run after scrubbing using motion scrubbing, projection scrubbing or DVARS. Note that the y-axis is shown on the square root scale. We quantified the proportion of the 336 total runs (42 subjects with 8 runs each) that would be excluded based on a minimum of 10 minutes per run. Projection scrubbing and DVARS would retain at least 10 minutes of data for all runs, resulting in no exclusion. By contrast, motion scrubbing with modFD at the 0.2mm threshold would result in exclusion of 66 runs, or 20% of all runs. Note that naively using a strict 0.2mm threshold for standard FD would cause the removal of nearly half of all runs. Since this dataset contains only data from healthy young adults, motion scrubbing exclusion rates are likely to be much higher in more diverse datasets or those including participants from higher-motion populations, such as children and the elderly.
Figure 12: Examples of projection scrubbing and motion scrubbing. Five sessions representing a range of head motion (5th to 90th quantiles of mean FD) are shown. The left column shows instances where projection scrubbing flags volumes coincident with head motion, but identifies fewer volumes than modFD. These examples illustrate that projection scrubbing often identifies artifacts induced by head motion but may do so with greater specificity than modFD. The right column shows examples where leverage flags volumes just before modFD spikes. These examples suggest that projection scrubbing may also be more sensitive to certain lagged effects of motion than modFD.
Figure 13: Motion scrubbing results in high rates of run exclusion. Histograms show the distribution of minutes remaining in each run after scrubbing. Note the square-root scale on the y-axis. Based on a rule that all runs must retain at least ten minutes of data after scrubbing (dashed line), motion scrubbing with modFD at the 0.2mm threshold would exclude 66 runs or 20% of the 336 total runs. Both projection scrubbing and DVARS would leave every run with at least 10 minutes of data, resulting in no exclusions.
4 Discussion

In this work, we offer a framework for evaluating the effectiveness of data-cleaning approaches and use it to compare different scrubbing techniques. We proposed projection scrubbing, a new data-driven, outlier detection-based approach of identifying fMRI volumes contaminated by artifacts. In the projection scrubbing framework, the fMRI data is projected onto various directions representing artifacts, and a summary measure of artifactual intensity, leverage, is computed for each volume and thresholded to flag problematic volumes. We consider several projection methods: ICA, PCA, and a novel FusedPCA method. We compare the performance of projection scrubbing with motion scrubbing and DVARS at reducing noise and improving the validity, reliability, and identifiability of FC, three indirect reflections of the signal-to-noise ratio in the data. Our results show that projection scrubbing is generally more beneficial than motion scrubbing or DVARS across these evaluation metrics. Among projection methods, we find ICA to have the best performance, building on established methods that use ICA to separate and remove noise from fMRI data. Below, we discuss these results in more detail, describe some potential reasons for the effectiveness of projection scrubbing, and note some considerations for scrubbing more generally.

4.1 Projection scrubbing is less aggressive yet more beneficial than motion scrubbing

One of the most striking findings in our analysis is that projection scrubbing tends to be more beneficial to validity, reliability, and identifiability of FC compared with motion scrubbing, while removing less than a third as many volumes. Most striking were the differences between the effects of motion scrubbing and data-driven scrubbing on the validity of FC. Motion scrubbing was detrimental to FC validity for most subjects, while projection scrubbing and DVARS were generally beneficial or, at least, not harmful. This provides evidence that motion scrubbing using common thresholds likely results in substantial loss of true signal along with motion-induced noise. Using less stringent modFD thresholds would not necessarily be better, since these appeared too lenient across several example fMRI runs shown in Figure 8. Indeed, the quality metric MAC showed that when motion scrubbing was made less stringent by increasing the modFD threshold, projection scrubbing performed better.

Examining the overlap between ICA projection scrubbing, motion scrubbing and DVARS, we observed that data-driven scrubbing typically identifies a fraction of those volumes flagged by modFD, and often identifies additional volumes not flagged by modFD. Given the generally strong performance of data-driven scrubbing, this suggests a number of possible phenomena at play. First, many motion-related artifacts may have been alleviated by regression-based denoising and therefore do not manifest as burst noise in the nuisance regressed data. Second, projection scrubbing may identify burst noise caused by
other sources, such as scanner artifacts, spillover effects of previous head motion, or artifacts introduced through preprocessing. Third, given the challenges associated with tracking head motion in multi-band data (see Section 2.2), projection scrubbing may identify volumes affected by head motion that motion scrubbing fails to identify. Notably, this is true even using the modified version of FD adapted specifically for HCP-style data, which itself represents a substantial improvement over standard FD for multi-band data. Overall, the benefits of projection scrubbing (and data-driven scrubbing more generally) over motion scrubbing can be attributed to being much more specific by avoiding unnecessary removal of clean volumes and, in some cases, more sensitive to the manifestations of head motion in the data.

The less aggressive but more effective censoring achieved by projection scrubbing (and data-driven scrubbing generally) has significant implications for data retention in fMRI studies. Because even submillimeter head movements impact functional connectivity (Power et al., 2012; Satterthwaite et al., 2012; Van Dijk et al., 2012), it is common for researchers to eliminate entire scans from an analysis based on FD restrictions (see, e.g., Ciric et al., 2017; Parkes et al., 2018). This practice can lead to drastic reductions in sample size, particularly for certain populations such as children and the elderly. For instance, Nielsen et al. (2019) excluded 75% of participants due to excessive head motion before attempting to evaluate the impact of motion scrubbing and global signal regression on predictions of brain maturity from functional connectivity. This not only results in the loss of many subjects but also may introduce selection bias, since the retained subjects may differ systematically from the study population of interest (Cosgrove et al., 2022; Nebel et al., 2022). Similarly, Marek et al. (2019) and Marek et al. (2022) excluded 40% and 60% of ABCD participants respectively. Projection scrubbing and DVARS provide more targeted removal of contaminated volumes, allowing for more data retention and an increase in the number of subjects ultimately used for analysis. Given that thousands of subjects are needed to reliably identify many brain-wide associations with behavior and the high cost associated with imaging so many individuals, the ability to retain more data without sacrificing the quality of downstream analysis could have major implications for such investigations.

4.2 Projection scrubbing versus DVARS

We observed more, though not perfect, agreement between projection scrubbing and DVARS. While DVARS and projection scrubbing are both data-driven approaches, a fundamental distinction between them is that DVARS is computed based on the difference between each volume and the previous volume, while projection scrubbing compares each volume to the distribution across all volumes. As such, projection scrubbing utilizes information from all volumes in quantifying the abnormality of individual volumes and, therefore, may be more accurate at identifying temporal abnormalities. For example, if volume $t-1$ is contaminated with an artifact but volume $t$ is not, the latter may be censored erroneously with DVARS but not with projection scrubbing. A second distinction between the two methods is that
projection scrubbing is based on first extracting directions (e.g., independent components) in the data that are likely to represent transient noise. This may have the effect of making projection scrubbing a more specific classifier for artifact-contaminated volumes.

Interestingly, DVARS was generally more beneficial for connections between subcortical/cerebellar regions, based on our fingerprinting analysis. This may be due to the fact that DVARS weights each subcortical voxel and cortical vertex equally, while projection scrubbing is based on deviations from the typical distribution of intensities. If subcortical voxels tend to exhibit greater baseline variation than cortical vertices, projection scrubbing will require a more substantial deviation in those voxels to flag a volume as problematic. Therefore, DVARS may be more sensitive to artifacts primarily affecting subcortical areas (or in general, areas of the brain exhibiting greater-than-average baseline variation) and less sensitive to artifacts in other areas of the brain. It would be possible to modify both projection scrubbing and DVARS to operate separately on cortical vertices and subcortical voxels in grayordinates fMRI data, given their very different SNR profiles and sizes. This is one advantage of data-driven scrubbing: it can be targeted to certain regions of the brain in order to maximize sensitivity and specificity in specific areas of interest.

4.3 Relationship of ICA projection scrubbing to ICA-based denoising

Among the various dimension reduction techniques considered for projection scrubbing, ICA shows the greatest benefit to FC reliability in our analyses. This approach builds upon established methods using ICA to identify and remove artifacts in fMRI data, most notably ICA-FIX (Salimi-Khorshidi et al., 2014) and ICA-AROMA (Pruim et al., 2015). Like those approaches, ICA projection scrubbing takes advantage of the ability of ICA to separate neural sources from those of artifactual origin in fMRI. However, ICA projection scrubbing has several differences from these other ICA-based denoising methods. We will focus on comparing with ICA-FIX since it is more general than ICA-AROMA, which is primarily designed to remove motion-related artifacts. First, ICA projection scrubbing is not designed for general denoising like ICA-FIX. However, it can be effectively combined with established regression-based denoising techniques, such as aCompCor or motion regression, as illustrated here. Second, classifying each IC as neural or artifactual is simpler for ICA projection scrubbing than it is for ICA-FIX, because we assume the data has been partially denoised using regression-based methods prior to performing ICA, and because we are only interested in identifying burst noise artifacts amenable to scrubbing. The artifactual ICs being classified by ICA-FIX are likely to exhibit a wide range of spatiotemporal properties, while those of interest in ICA projection scrubbing can be identified based on the presence of spikes in the IC’s timecourse. This is reflected by the fact that the classifier used in ICA-FIX is based on over 180 spatial and temporal features, while ICA projection scrubbing is based on a single temporal metric, kurtosis, that is indicative of such spikes. Third, ICA projection scrubbing is fully automated, while ICA-FIX is based on a trained
classifier that requires manual IC labelling for high accuracy. Projection scrubbing instead employs a formal hypothesis testing approach to identify those ICs with high kurtosis, avoiding the need for model training. Here, we have not directly examined the accuracy of our approach at separating signal and noise ICs. This would be a useful area of future work. However, we note that perfect IC classification is not necessary in the projection scrubbing framework, since all noise ICs are pooled to identify volumes exhibiting temporal abnormalities representing burst noise. Thus, errors in classification of a small number of individual ICs may not necessarily give rise to errors in classification of volumes.

4.4 Scrubbing and denoising represent trade-offs between noise removal and signal retention

Our analyses show that reliability and identifiability of FC generally benefit from data-driven scrubbing, but for some types of functional connections they actually worsen. Similarly, our validity analysis showed that data-driven scrubbing generally improves FC accuracy, but for some subjects, FC estimates become slightly less accurate after scrubbing. This tradeoff illustrates an important consequence of scrubbing: the inadvertent removal of meaningful signal along with noise. Some signal loss is almost inevitable with scrubbing, but over-aggressive discarding of volumes in the pursuit of noise elimination has important downstream consequences that should not be ignored.

The optimal balance between noise removal and signal retention in a given situation depends the SNR properties of the data generating process, which varies across the connectome and depends on many acquisition and processing factors. Connections with high baseline SNR may benefit more from greater signal retention than from more aggressive noise removal. Therefore, the degree of scrubbing, and whether scrubbing is warranted at all, should depend on the scientific goals, intended downstream analyses, and properties of the data. In particular, multi-band acquisitions allow for higher temporal resolution but at the cost of spatially variable noise amplification (Risk et al., 2021). In cerebellar and subcortical regions, noise amplification can be moderate to high respectively (Risk et al., 2021), and scrubbing is likely to be highly beneficial—as we have indeed observed. In regions where this noise amplification is low (e.g., the visual cortex), on the other hand, a more cautious and measured approach to scrubbing is warranted, as its benefits may outweigh the costs in terms of the power to detect fMRI signal changes (Chen et al., 2015; Risk et al., 2018; Todd et al., 2017).

The effect of scrubbing is also somewhat dependent on the choice of a baseline denoising technique. Generally, more effective regression-based denoising results in cleaner data, leaving less noise for scrubbing to remove. Indeed, previous studies have noted that scrubbing may be unnecessary or even detrimental when applied on top of effective regression-based denoising, such as aCompCor or ICA-FIX (Cho et al., 2021; Muschelli et al., 2014). In our analysis, we selected a baseline denoising method based in part on its ability to maximally improve FC reliability prior to scrubbing. More effective baseline denoising may
increase the challenge of scrubbing to improve reliability and other FC quality metrics. Despite this, we generally saw further, albeit modest, improvements to FC reliability with data-driven scrubbing. Moreover, Appendix Figure G.13 shows that these improvements occur with other common baseline denoising methods too, and indeed, the mean improvements to reliability due to scrubbing are greater when used in conjunction with these less effective baseline methods.

4.5 Limitations and future directions

Our proposed projection scrubbing framework has several limitations that could be improved with future work. First, the metric we employ, leverage, is related to Mahalanobis distance, a classic multivariate distance metric. As with most traditional distance measures, it is not robust to outliers, which could influence the parameters underlying the distance metric. This could lead to masking, wherein truly outlying observations appear to fall within the normal range in the multivariate distribution, due to the influence of even larger outliers (Rousseeuw and Van Zomeren, 1990). The use of a robust distance measure in place of leverage is therefore an important future direction and could ultimately improve the sensitivity and specificity of projection scrubbing at identifying artifactual volumes.

Second, here we employ an ad-hoc threshold for leverage. While our analysis, considered alongside the earlier findings of Mejia et al. (2017), shows that a threshold of 3 times the median leverage is reasonable and likely near-optimal, a more principled threshold with controllable statistical properties is desirable. Mejia et al. (2017) considered a robust distance metric with a known null distribution (Hardin and Rocke, 2005) in the case of independent Gaussian data. This null distribution could in theory be used to determine an appropriate threshold for identifying outlying volumes. However, the assumptions underlying the theory are restrictive and unlikely to hold in the case of fMRI data. Further work is needed to determine the null distribution of robust distance metrics for data that deviate from common assumptions such as Gaussianity and independence.

In this work, we compared projection scrubbing with popular existing scrubbing techniques. However, an alternative data-driven approach is imputation of voxel or component timeseries using “despike” methods (Allen et al., 2011), such as AFNI’s 3dDespike (http://afni.nimh.nih.gov; NIMH Scientific and Statistical Computing Core, Bethesda, Maryland) or Wavelet Despike (Patel et al., 2014). Since these methods target the timeseries of specific brain locations or components, they are less heavy-handed than scrubbing, which targets entire volumes. They may therefore be able to retain more signal while reducing the effects of burst noise. A comparison of data-driven scrubbing and despiking methods would be a worthwhile direction for future research.

A further limitation of this study is that we have not directly examined the efficacy of our approach at identifying artifactual directions in the data. Our method employs a single temporal metric, kurtosis,

\footnote{Note that “despiking” is distinct from “spike regression”, an implementation of scrubbing.}
to select ICs (or other types of components) representing burst noise artifacts. We contend that this simpler approach relative to ICA-FIX is possible because the data has already been largely denoised through regression-based methods such as aCompCor, and because we only aim to identify burst noise artifacts. The overall strong performance of ICA projection scrubbing suggests that this approach is sufficiently accurate at distinguishing artifactual ICs to form the basis for an effective data-driven scrubbing technique.

Further work may consider alternative projection methods as the basis for projection scrubbing. Here we considered ICA, FusedPCA and PCA in conjunction with a subsequent kurtosis cutoff to identify directions likely to represent artifacts. These projections attempt to estimate components that exhibit certain properties, e.g., independence in the case of ICA; however, what is of greater relevance in projection scrubbing is that the components represent patterns of burst noise in the data. Other projection or rotation methods may be better suited to this task, including methods that are designed to maximize kurtosis, such as projection pursuit (Hou and Wentzell, 2011) and varimax rotation (Rohe and Zeng, 2020), or dimension reduction methods designed specifically for the purpose of outlier detection (Kandanaarachchi and Hyndman, 2021).

An emerging technique for mitigating the impact of motion on functional connectivity focuses on using multi-echo fMRI sequences, which involve the acquisition of multiple images at different echo times for each frame/volume. Recent work suggests that multi-echo fMRI, when used in combination with a breath-holding task and ICA processing, can leverage the echo-time dependent decay of signals to more directly separate neural and artifactual components and improve the reliability of functional connectivity (Lynch et al., 2020). Future work should assess the utility of projection scrubbing with multi-echo denoising approaches as they become more widely used.

Finally, here we have focused on resting-state fMRI analyses. However, projection scrubbing may also be applied in task fMRI analysis by computing leverage based on the residuals of the task general linear model including nuisance regressors, then re-fitting the GLM with spike regressors (or censoring the original data and design matrix) as in Figure 3. This approach has been previous adopted by Mejia et al. (2022) and is analogous to how the data-driven scrubbing metrics are computed after a preliminary nuisance regression in our denoising pipeline, followed by a simultaneous regression to incorporate scrubbing. Motion confounds in task data are a known challenge, particularly when working with motor tasks and other stimuli where head motion tends to be correlated with the task. Indeed, effective elimination of motion artifact may in some cases be even more salient for task activation measures than for functional connectivity and other resting-state measures, given the often overlapping nature of the task-induced signal and motion-induced noise in task fMRI. Examining the efficacy of projection scrubbing in producing more accurate measures of task activation is an important area of future work.
5 Conclusion

We propose projection scrubbing, a novel data-driven, statistically principled scrubbing technique for functional MRI data. This technique combines statistical outlier detection with the ability of dimension reductions like ICA to separate signal from noise, in order to identify the presence of statistically significant abnormalities in the data. We comprehensively evaluate the impact of projection scrubbing and existing scrubbing methods on the quality of functional connectivity estimates and the amount of volumes and sessions retained. We find that projection scrubbing is more targeted than motion scrubbing, yielding more accurate, reliable and identifiable estimates of functional connectivity, while retaining substantially more volumes and avoiding high rates of session exclusion. These findings have major implications for population neuroscience, as projection scrubbing can empower researchers to retain more data, thus increasing sample size and scan duration, without sacrificing the quality of downstream analysis.
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A Additional example scans

To better understand the differences in behaviors of each scrubbing method, we inspected the timeseries and volumes flagged by each method for 21 scans. The sample was obtained by computing the mean FD for each of the 336 scans in the HCP Retest set, and then inspecting the scan representing the 0th quantile of mean FD, the 5th quantile, the 10th, and so on, such that both low- and high-motion scans would be included. We display the scan at the 45th quantile in Figure 1 because as a medium-motion scan it is representative of typical relative flagging rates between the different scrubbing measures. In this Appendix section we include two additional scans: Figure A.1 shows the scan at the 95th percentile of mean FD, and Figure A.2 shows the scan at the 5th percentile.

For visual clarity we have omitted the subcortical portions of the ICA spatial maps in these Figures. Complete images of a few additional spatial maps are provided in Figure A.3. Across all inspected scans, we observed a few patterns in the noise IC maps. On the cortex, high-intensity values are often either spatially localized to the front, back, or side of the head, or formed in a speckled pattern across most of the cortical surface. High-intensity values adjacent to the medial wall are also common. When high-intensity values occur in the subcortex, a common pattern is clustering along an edge of the cerebellum.
Figure A.1: Example scan with a high amount of subject head motion. The scan shown is HCP subject 250427, visit 2, LR phase encoding. It represents the 95th percentile of mean FD. As in Figure 1, projection scrubbing flags fewer volumes than the other scrubbing methods. Refer to Figure 1 for detailed descriptions of each panel.
Figure A.2: Example scan with a low amount of subject head motion. The scan shown is HCP subject 177746, visit 2, RL phase encoding. It represents the 5th percentile of mean FD. The third example noise IC actually resembles somatomotor network activation: transient head motion may be induced or compensated by directed movements. Also, the other example IC (green) actually appears to represent noise, but since its time-course indicates continuous, non-transient fluctuations, it is not selected by projection scrubbing for computing leverage because constant noise is not amenable to scrubbing. Refer to Figure 1 for detailed descriptions of each panel.
Figure A.3: Full images of four noise components selected by projection scrubbing. The cortex and subcortex are shown for four selected components. (A) The 34th IC from HCP subject 111312, visit 2, LR phase encoding. This IC is shown in Figure 1, but here we also display the subcortex. Speckles of high intensity are seen on both the posterior cortical surface and the posterior edge of the cerebellum. (B) The 13th IC from HCP subject 917255, visit 2, RL phase encoding. This is a lower motion scan. Spots of high activation appear on the posterior cortical surface, cerebellum, and upper brainstem. (C) The 17th IC from HCP subject 151526, visit 2, RL phase encoding. This scan has the most motion of all scans we used from the HCP Retest set. Many components including this one show a dramatic banding artifact across the cortical surface. (D) The 6th IC from HCP subject 204521, visit 4, LR phase encoding. This high-motion scan has a noise IC with a diffuse high-intensity region on the lateral side of the left hemisphere.
B FusedPCA

The original PCA leverage method (Mejia et al., 2017) calculates the scores by solving the following optimization problem

\[
\min_{U,V} \frac{1}{2} \|X - U\Lambda V^T\|^2_F \\
\text{subject to } U^T U = I_Q, V^T V = I_V.
\]

(1)

After calculating \(U\), the PCA leverage is given by the diagonal of \(UU^T\). When \(Q = 1\), the optimization problem in Equation (1) is equivalent to

\[
\max_{u,v} u^T X v \\
\text{subject to } \|u\|^2_2 = 1, \|v\|^2_2 = 1.
\]

(2)

If \((\hat{u}, \hat{v}) = \arg\max_{u,v} u^T X v\) are such that \(\|u\|_2, \|v\|_2 \geq 1\), then Equation (2) has a convex relaxation

\[
\max_{u,v} u^T X v \\
\text{subject to } \|u\|^2_2 \leq 1, \|v\|^2_2 \leq 1.
\]

(3)

To enforce the desired piecewise-constant behavior for \(u\), FusedPCA modifies Equation (3) by adding a penalty for the first order differences, that is

\[
\max_{u,v} u^T X v \\
\text{subject to } \|u\|^2_2 \leq 1, \|v\|^2_2 \leq 1, \|D u\|_1 \leq c, \|v\|^2_2 \leq 1.
\]

where \(c\) is a constant and \(D\) is the first order difference operator

\[
D = \begin{pmatrix}
1 & -1 \\
1 & -1 \\
\vdots & \vdots \\
1 & -1
\end{pmatrix}.
\]

By adding the first order difference penalty, the resulting \(u\) will be piecewise constant when \(c\) is appropriately small. For computational purposes, we re-express the constraints on \(u\) in Lagrange form

\[
\min_{u,v} - u^T X v + \frac{1}{2} u^T u + \kappa \|D u\|_1 \\
\text{subject to } \|v\|^2_2 \leq 1.
\]

This problem is separately convex in \(u\) and \(v\), and can be solved iteratively with \(\hat{\lambda}_1 = \max_{u,v} u^T X v\). To extend to higher dimensions with \(Q > 1\), we remove the part in \(X\) that has already been explained by the previous \(k\) estimated components. Algorithm 1 makes this procedure explicit. After estimating the leverage scores, we use the same thresholding method to identify outliers as detailed above.
Algorithm 1 FusedPCA

1: **Input:** centered and scaled $X$
2: Set $X^{(1)} = X$
3: for $k = 1, \ldots, Q$ do
4: Initialize $v_k$ as the first right singular vector of $X^{(k)}$
5: Iterate until convergence:
6: (1) $u_k \leftarrow \arg\min_u \frac{1}{2} \|u - X^{(k)} v_k\|_2^2 + \kappa \|Du\|_1$
7: (2) $v_k \leftarrow \frac{X^T u_k}{\|X^T u_k\|_2}$
8: $\lambda_k \leftarrow u_k^T X^k v_k$
9: $X^{k+1} = X^k - \lambda_k u_k v_k$
10: end for
11: **Return:** the scores $u_k$ for $k = 1, \ldots, Q$
C Kurtosis-based selection of artifactual directions

Figure C.4: Effect of sample size and autocorrelation on the sampling distribution of kurtosis in normally distributed data with no outliers. Each density curve is based on 100,000 Monte Carlo samples of a given sample size and autocorrelation level. The theoretical asymptotic distribution of kurtosis for non-autocorrelated data at each sample size is shown in light brown (Fisher, 1930). Vertical lines indicate each distribution’s 0.99 quantile, the threshold used to identify component timeseries likely to contain outliers. For smaller sample sizes, the sampling distribution of kurtosis is right-skewed, becoming more symmetric and converging to a normal distribution as sample size increases. For sample sizes below 1000, the asymptotic distribution is not appropriate. Therefore, for scan duration $T < 1000$ we use simulation to determine the 0.99 quantile; for longer durations, we use the theoretical 0.99 quantile based on the asymptotic distribution. The presence of weak to moderate autocorrelation (e.g., AR(1) coefficient $\phi \leq 0.6$) has little effect on the sampling distribution of kurtosis.
Figure C.5: Effects of timeseries trends on kurtosis. The presence of trends can invalidate kurtosis as a measure of outlier presence. In the top panel, all three timeseries have the same kurtosis value of 1.222, below the high-kurtosis threshold. The first has a weak trend but no outliers, the second has a strong trend, and the third has both a trend and outliers. The bottom panel shows the same timeseries after detrending. Detrending has little effect on the kurtosis of the first timeseries, decreases the kurtosis of the second timeseries, and strongly increases kurtosis for the third dataset (the only one containing outliers). This illustrates the importance of detrending before using kurtosis to detect the presence of outliers.
D  Comparison of filtering methods for FD in multi-band data

In multi-band data, the RPs from which FD is calculated may contain head movements which accompany normal respiration, as well as artifactual variance in the phase encode direction at the respiratory frequency. Power et al. (2019) and Fair et al. (2020) both proposed applying a notch filter to the RPs at the respiratory frequency. Specifically, Power et al. (2019) used a 10th-order Butterworth filter between 0.2 and 0.5 Hz, while Fair et al. (2020) used a second-order IIR notch filter between 0.31 and 0.43 Hz, both in MATLAB. Williams et al. (2022) compared two IIR notch filters, one at 0.2 to 0.5 Hz and another at 0.31 to 0.43 Hz, and found evidence in favor of the narrower filter. Here we consider all choices of RP lags (lag-1 or lag-4) and temporal filtering (a notch filter similar to that in Power et al. (2019), a notch filter similar to that in Fair et al. (2020), or none at all). We do not consider the lowpass filter used by Williams et al. (2022) because we are not lowpass filtering the fMRI data. To approximate the MATLAB notch filters in R, we used the \texttt{gsignal} package: a \texttt{0.2 Hz - 0.5 Hz 10th order Butterworth filter} (\texttt{butter}) and a \texttt{0.31 - 0.43 Hz 20dB Chebyshev Type 2 filter} (\texttt{cheby2}).

Figure D.6 shows the change in reliability compared to the CC2+MP6 baseline for each variant of motion scrubbing. The bottom row of plots shows that when using the full scans, FC estimates are most reliable with FD calculated with lag-4 differences and the Chebyshev filter. The two other versions of FD calculated with lag-4 differences also improve upon those which use lag-1 differences. Based on these results, we adopted lag-4 with Chebyshev filtering as \textit{modFD} in our main analysis.

For the top panel of plots, FC was calculated using the middle third of each fMRI scan instead of the full duration. In the case of less data, we observe that the benefit of motion scrubbing is even less clear.
Figure D.6: Expanded comparison of motion scrubbing methods. We initially evaluated six forms of motion scrubbing: two different notch filters at the respiratory frequency or no filtering applied to the RP timeseries, and either lag-1 differences or lag-4 differences for computing FD. The mean ICC improvement from the CC2+MP6 baseline is shown for connections involving each network (or for all connections), for each method, and for cutoffs between 0.2 mm and 0.8 mm. The bottom row shows results using the full 14.4 minute scan, while the top row shows results using the middle third (almost five minutes). DVARS is included in the last panel for comparison. In the main text we proceeded with the original formulation of FD (lag-1, no filter) and the version which appeared to consistently perform the best at most cutoffs (lag-4, chebyshev), referred to as "modFD".
E Simultaneous nuisance regression and alternatives

In this work we perform scrubbing, noise covariate removal, and high-pass filtering in a simultaneous nuisance regression framework. Using a single “omnibus” regression instead of multiple sequential regressions avoids the problem of later regressors removing orthogonality between the cleaned data and prior regressors (Lindquist et al., 2019). For example, consider performing 24 realignment parameter denoising followed by global signal regression. The cleaned data will not necessarily be orthogonal to the RPs after the second regression, meaning that covariance with motion can be reintroduced. Instead, if the RPs and global signal regressors are combined in the design matrix for a simultaneous regression, the cleaned data will be orthogonal to both the RPs and the global signal.

Even if perfect orthogonality with the nuisance regressors is not a primary concern, simultaneous regression may be preferred because it integrates information from all the identified nuisance signals to estimate the nuisance regression fit. For example, Carp (2013) has warned that applying a temporal filter before denoising risks blurring temporally-constrained burst noise into adjacent timepoints. These ringing artifacts would create a lower noise floor for scrubbing. However, if filtering and denoising are performed together with simultaneous regression, denoising regressors that load onto large peaks in the data can remove them or at least attenuate their impact on the model fit for the temporal filter, thereby avoiding ringing artifacts. In the same way, spike regressors for scrubbing completely remove the influence of artifact-contaminated volumes from estimation of the DCT highpass filter and denoising. In fact, scrubbing with spike regressors is equivalent to scrubbing by dropping corresponding volumes from the design matrix and the BOLD data (Power et al., 2015). Lastly, a simultaneous nuisance regression framework has been recommended and used before, such as in Caballero-Gaudes and Reynolds (2017), AFNI (http://afni.nimh.nih.gov; NIMH Scientific and Statistical Computing Core, Bethesda, Maryland), and Parkes et al. (2018). We note that it is possible to modify sequential regression to obtain the same results as from simultaneous regression: if one set of nuisance regressors is removed from both the data and a different set of regressors, then when that second set of regressors is removed from the data, the cleaned data will be the same as if both sets of regressors were removed simultaneously (Lindquist et al., 2019). To use the previous example, if both the data and the global signal undergo 24 RP denoising, then regressing the modified global signal from the modified data yields identical results as a simultaneous nuisance regression that includes both the 24 RPs and the global signal. For the same reason, applying a linear temporal filter to both the data and the design matrix before nuisance regression is identical to adding nuisance regressors for that filter to the design matrix. There are a few cases where it may in fact be preferable to execute simultaneous regression as a modified sequential regression: sometimes it is more computationally efficient (Power et al., 2015), other times; such as when a temporal filter is non-linear or otherwise cannot be formulated as a collection of nuisance regressors, then filtering both the data and the design matrix prior to nuisance regression is the closest one can get to simultaneous regression.
Still, some people may prefer to apply temporal filtering after nuisance regression rather than simultaneously. But this strategy would face an additional dilemma if the data were censored: if the temporal filter expects constant time differences, one may need to add back the censored volumes by interpolating from the newly cleaned data. Interpolation could introduce new artifacts, especially to autocorrelation structure, which may negatively impact the fit of the filter as well as latter analyses. Simultaneous regression, where possible, avoids the need for interpolation.
Additional figures

Figure F.7 displays the effect of different baseline denoising strategies on the strength of FC. Panel A shows average FC estimates across all subjects and sessions for the four denoising strategies also presented in Figure 4. We observe two primary trends: first, we see clear global differences in FC strength between CC2+MP6, which slightly decreases the magnitude of FC values, and 36P, which considerably reduces FC strength to the point where negative FC values are induced, especially for off-diagonal connections (between regions belonging to different functional networks). While the large global reduction in FC values for 36P is due to the inclusion of the global signal (Murphy et al., 2009), smaller reduction in FC values for CC2+MP6 and 36P denoising may be attributable to the attenuation of upwardly biased FC strength for proximal connections caused by head motion and previously reported in past studies (Power et al., 2012; Satterthwaite et al., 2012; Van Dijk et al., 2012). Second, we see a checkerboard pattern of FC strength within network pairs (that is, within each constituent rectangle in the matrices of FC values), particularly for the MPP data, suggesting differences in FC strength for intra- and inter-hemispheric connections. This pattern is attenuated by CC2+MP6 denoising, explored further in Panel B. This supports the idea that inflated FC strength for proximal connections is being reduced. Panel C shows the mean change in FC after CC2+MP6 denoising for each cortical parcel and subcortical structure, across each of their 418 connections. The mean changes vary smoothly across space, with greater reductions in the parietal and frontal regions.

Figure F.8 decomposes the ICC for baseline denoising into reliable variance (MSB) and non-reliable variance (MSR). ICC increases with the former, and decreases with the latter. This figure shows that methods with relatively high MSB tend to have relatively high MSR, and vice versa, meaning that superior ICC is achieved by balancing the trade-off between noise reduction and signal retention.

Figure F.9 compares the validity analysis results for traditional motion scrubbing and modified motion scrubbing.

Figure F.10 examines the effect of removing kurtosis-based noise IC selection, and of using shorter scan duration, on the impact of projection scrubbing on FC reliability.

Figure F.11 explores the change in ICC for different types of functional connections due to scrubbing, relative to the CC2+MP6 baseline regression-based denoising. Panel A shows the average change in ICC across all connections involving a particular cortical network (left) or subcortical group (right). Each bar summarizes a group of rows (or columns) of the FC matrix. For all cortical networks, modified motion scrubbing yields the greatest decreases in reliability. Projection scrubbing and DVARS have overall similar improvement for subcortical connections.

Panel B groups connections differently, comparing connections within the cortex to those within the subcortex and those between cortical and subcortical regions. For connections involving the subcortex,
data-driven scrubbing methods improve reliability much more than motion scrubbing.

Panel C displays the ICC changes for all individual connections for modified motion scrubbing and ICA projection scrubbing. These show that some individual connections exhibit much greater improvement (or worsening) than the average changes indicated by the bar plots. The patterns are generally similar across motion scrubbing and projection scrubbing with a few notable differences. Projection scrubbing strongly improves reliability of some connections involving frontoparietal, DMN, language, and ventral attention regions, while many of the same connections are worsened by motion scrubbing. Where projection scrubbing and motion scrubbing agree in terms of the direction of the effect on reliability, projection scrubbing tends to perform better (stronger improvement or weaker reduction in reliability).

Figure F.12 expands on Figure 10 by showing PCA and fusedPCA projection scrubbing.
Figure F.7: Denoising tends to lower FC strength of stronger connections and proximal connections. (A) Average FC estimates across subjects and sessions for different denoising strategies, from left to right: minimally preprocessed (MPP), four DCT bases (DCT4), aCompCor with two components per noise ROI (CC2) plus six RPs (CC2+6MP), and the 36 parameter model (36P). CC2+MP6 and 36P additionally include the DCT4 regressors. The top halves of the matrices represent the mean FC strength for each network pair, i.e. for each corresponding region in the lower triangles. (B) Effect of baseline denoising (CC2+MP6) on FC strength for inter- and intra-hemispheric cortical connections. Each point represents a pair of parcels, and lines represent lowess smoothers. Stronger connections and intra-hemispheric connections tend to be weakened more by denoising, possibly reflecting the removal of an artifactual upward bias in FC strength for proximal connections. (C) Average change in FC estimates across subjects and sessions, and across all connections involving a given parcel, for the CC2+MP6 denoising strategy compared to MPP FC. The values are equivalent to the row/column means of the matrix for CC2+MP6 in panel (A) minus those for MPP.
Figure F.8: CC2+MP6 represents the best trade-off between preserving between-subject signal and minimizing within-subject noise. For select denoising methods, we show the two variance components from which ICC(3,1) is calculated: MSB, a measure of inter-subject variation (signal, in this context), and MSR, a measure of within-subject variation (noise). As a measure of reliability, ICC increases with greater inter-subject variation (MSB) or lesser within-subject variation (MSR). Arrows along the y-axis of each panel point in the direction corresponding to greater ICC. All denoising methods reduce both MSB and MSR. Results for the CCx methods suggest that using more nuisance regressors leads to stronger decreases in both MSB and MSR. For aCompCor, the trade-off is best for CC2, and even better after adding the six RPs to the set of nuisance regressors.

Figure F.9: Validity analysis comparing traditional motion scrubbing with FD versus modFD. Traditional motion scrubbing and the modified motion scrubbing yield similar changes to reliability at equivalent cutoffs. However, traditional motion scrubbing yields much less reliable results for high-motion subjects, while modified motion scrubbing perhaps performs worse for low and medium movers.
Figure F.10: Expanded comparison of projection scrubbing methods. This plot shows the three projection scrubbing methods discussed in the main text, along with their corresponding alternatives in which kurtosis is not used to select the noise ICs. For these alternative methods, all highest-variance components up to the number selected by PESEL are used to compute leverage. The mean ICC improvement from the CC2+MP6 baseline is shown for connections involving each network (or for all connections), for each method, and for cutoffs between 2 and 8 times the median. The bottom row shows results using the full 14.4 minute scan, while the top row shows results using the middle third (almost five minutes). DVARS is included in the last panel for comparison. The three methods which use kurtosis to inform noise IC selection yield greater reliability improvements at the higher cutoff values, suggesting both better separation of artifact-contaminated volumes in the leverage timecourse, and that volumes with more egregious artifacts correctly have greater leverage values. For all projection scrubbing methods, stricter cutoffs (up to a point) further benefit subcortical connections, which are known to have lower SNR, and also benefit most connections when less data is used to calculate FC. Meanwhile, more lenient cutoffs alleviate the negative impact of scrubbing on the visual cortex. Together these observations suggest that scrubbing may have greater benefit when less neural signal is available: the noise reduction effected by scrubbing is more impactful than any loss of true neural signal caused by censoring volumes.
Figure F.11: Projection scrubbing results in the greatest improvement in FC reliability across most functional connections. (A) The average change in ICC (over baseline CC2+MP6 denoising) across all connections involving a given cortical network or subcortical group. Projection scrubbing produces greater improvement to FC reliability than DVARS or either form of motion scrubbing across nearly all networks and subcortical groups. (B) Effect of scrubbing on reliability of FC for cortical-cortical (C-C) connections, cortical-subcortical (C-SC) connections, and subcortical-subcortical (SC-SC) connections. Connections involving subcortical regions (SC-SC and C-SC) show the greatest improvement in reliability due to scrubbing, especially with data-driven methods. (C) Matrix of change in ICC values for modFD and ICA projection scrubbing. Patterns in the matrix for DVARS are similar to those in that of modFD, and the matrices for the other projection scrubbing methods look similar to the matrix for ICA projection scrubbing.
Figure F.12: Expanded comparison of the effect of scrubbing on fingerprinting success. This plot includes PCA and FusedPCA projection scrubbing, which perform similarly to ICA projection scrubbing. An exception is that PCA and FusedPCA projection scrubbing appear to benefit fingerprinting using the somatomotor network, while ICA projection scrubbing appears to have no effect.
Figure G.13: The benefit of ICA projection scrubbing is consistent across a variety of denoising baselines. We estimate FC after applying five different denoising strategies: detrending only (DCT4), aCompCor with five components per ROI (CC5), aCompCor with two components plus six RPs (CC2+MP6, discussed in the main text), the 9 parameter model (9P), and the 36 parameter model (36P). All denoising strategies are regression-based, and the latter four also include the four DCT bases for detrending. The mean ICCs across connections for each denoising method are indicated by black horizontal lines. Then, FC estimation is repeated while combining each scrubbing method with each denoising method. We use the same cutoffs as in our primary analysis: 3 times the median for projection scrubbing, the dual cutoff for DVARS, 0.3 mm for FD, and 0.2 mm for modFD. The colored vertical lines indicate the change in mean ICC attributable to scrubbing by connecting the mean ICC with scrubbing to the mean ICC without scrubbing, for each baseline and scrubbing method. For example, colored lines that extend upward from a black line indicate an improvement to FC reliability from the respective baseline.
In our primary analysis we compared scrubbing methods using aCompCor with two components per ROI plus six RPs (CC2+MP6) as our baseline. CC2+MP6 was selected because it yielded the highest mean ICC. However, other denoising strategies we considered are also commonly used for fMRI data cleaning. In Figure G.13, we explore the improvement in reliability of FC estimates using scrubbing in conjunction with a few of these other baselines. With the DCT4 baseline, scrubbing is not beneficial, but projection scrubbing has the least negative impact. Projection scrubbing is beneficial with all other baselines, and ICA projection scrubbing consistently yields the greatest improvements to reliability while modified motion scrubbing yields the least. This finding generalizes the reliability comparison between the different scrubbing methods presented in the main text. Another notable pattern is that scrubbing improves reliability more for baselines having lower mean ICC, suggesting that scrubbing can compensate for less effective denoising strategies. Thus, choosing an effective scrubbing method can be even more impactful when less optimal denoising is used.