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Abstract—Adverse weather conditions and occlusions in urban environments result in impaired perception. The uncertainties are handled in different modules of an automated vehicle, ranging from sensor level over situation prediction until motion planning. This paper focuses on motion planning given an uncertain environment model with occlusions. We present a method to remain collision free for the worst-case evolution of the given scene. We define criteria that measure the available margins to a collision while considering visibility and interactions and consequently integrate conditions that apply these criteria into an optimization-based motion planner. We show the generality of our method by validating it in several distinct urban scenarios.

I. INTRODUCTION

Automated driving in urban environments and under harsh conditions is both challenging and remains on top of research. Adverse weather and light conditions result in poor quality in perception by introducing higher uncertainties and limited receptive field. Urban environments are further bound by occlusions and are subject to unexpected scene evolutions making a reliable situation prediction more difficult. The operability of an automated vehicle under these conditions can be maintained by a well-developed perception system utilizing different measurement principles and benefits from redundancy. However, even state-of-the-art automated vehicles equipped with diverse and advanced sensor setups cannot deal with the aforementioned problems alone and yield imperfect results. It is the duty of the planning modules to consider the remaining uncertainties and plan motion that compensate those deficiencies.

The uncertainties that accumulate up to motion planning comprise the ones that originate from sensor measurements, scene understanding and prediction modules. Even with a heterogenous sensor setup, the fusion module can yield object data with high variance and also miss objects in the current scene due to occlusions and insufficient resolutions in the distance. The offline map, which serves as a basis for scene understanding can be outdated. The future prediction of the current scene may misclassify maneuver intentions and yield unreliable future predictions.

In this paper we aim to bridge the gap between an incomplete environment model and motion planning. We introduce methodology to remain collision free while considering uncertain perception, limited visibility and possible uncompliant behavior. As we focus on motion planning, we make simplifying assumptions on sensor range and available offline map data. We observe the probable maneuver alternatives of other participants by modeling interactions and by incorporating worst-case hypothesis, and in this way advance from reactive to proactive planning, cf. Fig. 1. We demonstrate the success of our approach in closed-loop simulation.

The rest of the paper is structured as follows: In Section II we give an overview of the related work. Subsequently, in Section III, we present the environment model together with the simplifying assumptions to which the planning is done for. Once the environment model is defined, we continue with Section IV, in which we briefly present the utilized motion planner and then define safe motion planning from the perspective of automated driving. We subsequently introduce conditions to consider these in a motion planner. Although we derive these constraints for an optimization based planner, these are applicable to any planner that is replans its motion. We continue with demonstrating the success of the proposed approach in Section V. Section VI concludes the paper by summarizing out our contribution and providing future research directives.

Fig. 1: An exemplary intersection scenario highlighting a use case of the proposed approach. The ego vehicle, depicted in blue throughout this paper, proceeds to an intersection at which it has to yield to. The vehicle has limited visibility and an intersecting vehicle is approaching from the occluded region. The planner of the vehicle has to consider that there might be a vehicle approaching, and adequately reduce its speed.
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II. RELATED WORK

Safe motion planning requires to consider accumulating uncertainties. Many works addressed different aspects of criticality assessment and safe planning.

An overview on time metrics (TTX) is presented in [1]. These time metrics are however not robust to uncertain information and do not incorporate interactions of other traffic participants. In order to increase robustness and efficiency, [2] uses stochastic linearization. They utilize unscented transformation to model Gaussian uncertainties in perception and prediction, and calculate a collision probability. An in depth analysis for the propagation of estimation and prediction uncertainties and the therefrom resulting criticality measures is given in [3]. The work derives closed form expressions and in a later work, the authors determine therefrom resulting capabilities of an emergency braking system [4]. To find the collision probability, [5] proposes to use stochastic reachable sets of states and incorporates uncertain interactions. Another approach that is presented in [6] treats a scene as risky if the expected and observed intentions differ. The authors utilize a Dynamic Bayesian Network for this task. A different, control freedom-based approach is presented in [7]. The proposed approach however takes uncertainties only indirectly into account; the one with the highest control freedom among homotopic maneuver options can escape from future critical situations at easiest.

The concept of partial motion planning in unknown, dynamic changing environments are presented in [8]. The work discusses the effect of perception and execution times on planning of a mobile robot. The earlier representatives of automated vehicles utilize rule-based approaches to drive in dynamic environments. Calculations for complex maneuvers that are employed in the DARPA Urban Challenge are presented in [9]. However, the effects of visibility and uncertainties for safe traversing are not analyzed. A motion planner that uses probabilistic prediction and considers the uncertainties of localization and even control is presented in [10]. The planner presented in [11] deals with uncertain predictions at intersections and considers emergency braking before intersection start. The work however does not consider sensor range and vehicles approaching behind the perception field. For planning a fail safe motion, [12] evaluates occupancy set of the vehicles in environment and shows the existence of an emergency maneuver, e.g. lane change. This work also does not take perceptive field of the vehicle into account. The effect of visible field on planning is addressed by [13]. The work uses a POMDP and is applicable to a variety of scenes. On the other hand, for every situation a new representation must be learned and the planner cannot perform online. The work presented in [14] also uses a POMDP for behavior planning. It is online, considers possible routes of others, but no uncertainty from visibility is taken into account and is defined only for intersections. An application of reinforcement learning on a similar scenario is presented in [15]. In that work, given observations, a linear approximator based MDP identifies discrete behavior actions (approach, stop, go and uncertain), which are subsequently sent to the motion planner. Limited visibility is however not investigated. A later work of the same research institution inspect this aspect in [16]. The work predicts occupancy probabilities with a grid map and identifies free-to-drive sections of a path. The work, however, does not consider the hypothesis that vehicles to which the ego vehicle must yield to, might appear at the limited perception horizon.

III. ENVIRONMENT MODEL

Behaviour and motion planning modules of an automated vehicle require an environment model as input, that contains current spatio-temporal and relational information on the objects around the vehicle together with their predicted future evolution.

A. Localization

Automated vehicles utilize distinct localization systems that are typically fused by a Kalman filter [17]. In our analysis, we position our ego vehicle on street relative coordinates and model longitudinal position and speed with a univariate Gaussian distribution $N(\mu_x, \sigma_x^2)$. We assume position and speed measurements are uncorrelated.

B. Perception

From distinct sensors percepted and fused objects are usually represented by a Gaussian distribution. For perception, we make two assumptions:

- position and speed measurements are uncorrelated,
- false negative object detection rate is 0 for a predefined range.

We further restrict our analysis to all traffic participants being vehicles. The approach can however be generalized for cyclists and pedestrians which in case can be modeled as dynamic boundaries.

C. Scene Understanding

Whereas spatio-temporal information is provided by sensor fusion, the relational information is typically extracted by scene understanding. For our analysis we assume the presence of an up-to-date offline map. The presented approach can also be extended to mapless driving by performing lane estimation and tracking traffic signs while considering their uncertainties.

Understanding the current scene is essential for planning behaviors and motion. At an intersection, whether the ego vehicle has the right of way or not must be deduced from the scene. In our work, we rely on the libLanelet digital map format [18] and extend it by tagging stop signs, speed limits, priority roads and buildings that limit visibility.

For determining right-of-way, which is not a standard functionality of the libLanelet, we sample equidistant preview points along centerline of the ego route. We check individual preview points whether they are in the vicinity of stop signs, traffic lights, lay to the right or to the left of an intersecting lane, and if they are also on other routes, cf. Fig.
In this work, we inspect traffic scenes where the route of another road in a 30 km/h-zone. Right-of-way at each route is determined by sampling preview points along the centerline of ego driving corridor.

Fig. 2: An intersection scene, where the vehicle has to cross another road in a 30 km/h-zone. Right-of-way at each route is determined by sampling preview points along the centerline of ego driving corridor.

Fig. 3: The driving corridor is analyzed for intersections and if any is found, the action which the vehicle has to execute is determined.

2. If a point is found to be also on another route, the driving corridor has at least one intersection. Using the predefined tags we determine the type of the action the ego vehicle must execute at that intersection, cf. Fig. 3. A similar, state chart based approach for behavior planning is presented in [19].

D. Situation Prediction

Vehicles try to reach their destination while balancing their driving speed with comfortable and safe ride. The goal of prediction is to estimate the future trajectory of the traffic participants in a given scene, while considering their probable routes and interactions with their environment.

In this work, we inspect traffic scenes where the route of other participants are known. For performing probabilistic route prediction at an intersection with multiple possible routes, readers are referred to e.g. [20] – in which route probabilities are inferred from learned interactions, or for a broad overview to [21]. The resulting multi-modal route predictions can be incorporated in planning by divide-and-conquer strategy likewise in [7], [22], and afterwards picking the worst-case.

A method to find the most likely future motion of the vehicle is to employ a motion planner that considers different and in case conflicting objectives and interactions with environment. However, instantiating a motion planner to predict the motion of all vehicles around can be computationally expensive. We therefore utilize the well-known Intelligent Driver Model (IDM), which mimics human driving behavior for follow and free driving scenarios. Another alternative would be to use the Foresighted Driver Model [23].

The acceleration profile of a vehicle on a path can be calculated as:

\[
    a_{\text{IDM}} = a_{\text{acc}} \left( 1 - \left( \frac{v}{v_{\text{des}}} \right)^4 - \left( \frac{s_{\text{des}}}{s} + \frac{v}{v_{\text{rel}}} a_{\text{cft}} \right)^2 \right),
\]

with

\[
    s_{\text{des}} = s_{\text{min}} + v H_{\text{des}}
\]

where \( s \) defines the non-Euclidean distance between vehicles, \( s_{\text{min}} \) the stand-still distance, \( H_{\text{des}} \) a safe time headway, \( v \) current speed of the vehicle, \( v_{\text{des}} \) set speed of the vehicle, \( v_{\text{rel}} \) relative speed of the vehicle to the lead vehicle, \( a_{\text{cft}} \) comfortable deceleration, and \( a_{\text{acc}} \) maximum acceleration. These parameters vary for different driver profiles and they can be estimated as proposed in [24]. However, we use fixed values as chosen in [25]. Note that, the IDM-based approach presented in [25] can be employed to predict routes and our simplifying assumption of predefined routes can be relaxed.

In this work as we focus on robust planning, we do not investigate probabilistic features of a prediction. For details on Gaussian uncertainty propagation of a predicted motion, readers are referred to [10].

IV. ROBUST PLANNING

The motion planner of an automated vehicle can plan a safe motion if it considers the uncertainties of the perception and the worst-case evolution of the current situation, which involves possible uncompliant behaviors of other traffic participants. This requires making assumptions on how the worst-case can evolve and defining operation modi.

Notes on Motion Planner

Before we dive into details of our approach, we recapitulate our optimization-based motion planner, the details of which can be found in [26], [17]. We approximate a motion \( x(t) \) for the planning horizon \( T \) by \( N \) timely equidistant support points \( x_i \), with a sampling interval of \( h \). We utilize finite differences to find the resulting velocity, acceleration and jerk terms. To maintain \( C_2 \)-continuous motion at point \( x_i, i \in \{3, \ldots, N-1\} \), we require the support points \( x_i, i \in \{i_0 - 3, \ldots, i_0 - 1\} \). For temporal planning consistency, we pin the first 3 + \( N_{\text{pin}} \) trajectory support points. The 3 points are already driven, whereas the \( N_{\text{pin}} \) points correspond to current time and future, and are being driven until the next motion is computed. We denote the time from which on the points are released as \( t_{\text{pin}} \):

\[
    t_{\text{pin}} = t_0 + N_{\text{pin}} h.
\]

Note that \( N_{\text{pin}} h \) corresponds to dead time \( t_d \) from planning perspective.

In this paper we do not consider evasive steering maneuvers and limit the actions of the vehicle to acceleration
and braking along a predefined path, which we select as the mid of the driving lane. In this case, the planner optimizes a motion that minimizes $J^i(X) : \mathbb{R}^N \rightarrow \mathbb{R}$, given the parameter vector $X = (x_0, x_1, \ldots, x_{N-1})^T$.

**Discussions on Safe Motion Planning**

Several different approaches for planning safe motion are proposed, as presented in Section II. To prove safety, some works propose to calculate collision probability by integrating a criticality metric-based distribution and compare it with threshold. This, although being reasonable, does not integrate safety in planning. Other approaches propose to penalize trajectories.

Obstacle $k$ penalize integration safety in planning. Other approaches propose to propose, as presented in Section II. To prove safety, some discussions on safe motion planning are visualized. The time of every new planning is visualized with black, whereas the times at which new environment information arrives are visualized with red dashed lines. The environment is updated every $2h$ time and the planner returns a new solution every $4h$. As a result, the planner uses $t_p$ old environment information while planning. The motion $X_{plan} = t_0 + t_4(t)$ can alter the motion $X_{plan} = t_0(t)$ only after $t_{safe}$

**Free Drive:** In this mode, the vehicle is driving straight and there are not any objects in the receptive field. The worst-case evolution of the scene could be that, just behind the visible range there might be standing vehicles, e.g. due to a traffic jam cf. Fig. 5. Note that, the worst-case can also be represented by a virtual object, that is stopping at the end of the receptive field. The braking distance $s_{full}$ can be calculated as

$$s_{full} = \frac{v^2}{2a_{dec}}$$

Because $V$ is assumed to be Gaussian distributed and $\alpha_{dec}$ is precisely known, the random variable $S_{full}$ is approximated by $N(\mu_{s_{full}}, \sigma^2_{s_{full}})$ as well. The mean $\mu_{s_{full}}$ can be calculated by using (5), whereas the variance $\sigma^2_{s_{full}}$ by applying linear approximation\(^1\) on (5):

$$\sigma^2_{s_{full}} = 4\sigma^2_v$$

In this way $S_{full}(t)$ can be found for any $t \in [t_0, T]$. Note that, a Gaussian approximation of $a_{dec}$ would yield a Cauchy distributed $S_{full}$, which in case can be approximated by a Gaussian distribution as well.

Because $X$ and $V$ are stochastically independent, as indicated in Section III-B, the stop position $X_{stop} \sim N(\mu_{x_{stop}}, \sigma^2_{x_{stop}})$ can be found by simply adding the mean and variance values of position,

$$\mu_{x_{stop}} = x_i + \frac{v^2}{2a_{dec}}$$

$$\sigma^2_{x_{stop}} = \sigma^2_v + 4\sigma^2_v$$

For a planned motion to be safe in the sense that it has a collision probability not more than $C$,

$$Pr \{X(t) + S_{full}(t) \leq X(t_0) + s_{vis} - s_{min} \} \leq (1 - C)$$

---

\(^1\)For details please refer to Gaussian law of error propagation.
must hold in the time interval $t \in [t_0,t_{\text{safe}}]$. For $k \in \mathbb{R}^+$, by applying (7), (8) can be reformulated as
\begin{equation}
\mu_{x_{\text{stop}i}} + k \sigma_{x_{\text{stop}i}} \leq s_{\text{vis}} - s_{\min}, \quad i \in \{0, \ldots, 2N_{\text{pin}} - 1\}.
\end{equation}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig5.pdf}
\caption{Free driving with limited visibility.}
\end{figure}

2) Follow Drive: In this modus, the ego vehicle is following the most important object in the receptive field. We denote the variables of ego vehicle with the superscript $e$ and those of the percepted vehicle with $o$.

For a planned motion to have a maximum collision probability of $C$ in a follow drive,
\begin{equation}
\Pr \{X^e(t) + S^e_{\text{full}}(t) \leq X^o(t_0) - s_{\min} + S^o_{\text{full}}(t_0) \} \leq (1 - C),
\end{equation}

must hold for the time interval $t \in [t_0, t_{\text{safe}}]$. Notice that, this corresponds to the worst case at which the leader vehicle applies full braking immediately after the environment information is sent to the planner.

By applying error propagation law, the mean value and the standard deviation can be calculated as
\begin{align}
\mu_{x_{\text{follow}i}} &= x^e_{i} + \frac{v^2_{i}}{2\alpha_{\text{dec}}} \\
\sigma_{x_{\text{follow}i}} &= \sqrt{\sigma^2_{x_i} + \sigma^2_{x_0} + 4\sigma^2_{v_i} + 4\sigma^2_{v_0}}.
\end{align}

The parameters $\sigma^2_{x_0}$ and $\sigma^2_{v_0}$ represent the standard deviation of position and speed measurements of the percepted vehicle at $t_0$. By applying (11) on (10), the constraint to be applied on the motion planner is obtained
\begin{equation}
\mu_{x_{\text{follow}i}} + k \sigma_{x_{\text{follow}i}} \leq x^o_{i} - s_{\min} + \frac{v^2_{i}}{2\alpha_{\text{dec}}}, \quad i \in \{0, \ldots, 2N_{\text{pin}} - 1\}.
\end{equation}

Note that, in contrast to [26], we add a further summand
\begin{equation}
j_s = u_s \left|s(t)_{\text{des}} - s(t)\right|^2
\end{equation}
to the objective functional for maintaining an ideal follow behavior, as presented in [17].

B. Intersection Crossing

If the automated vehicle is approaching to an intersection, when the horizon of the visible area reaches to the merge point (MP) while there are no other vehicles driving in front, the planner switches to the intersection crossing mode. In order to systematically deal with the scenario, we make further assumptions: the vehicles in the environment do not exceed speed limits and the reachable maximum deceleration $a_{\text{dec}}$ for the vehicles in the intersecting route is known.

Visible areas are calculated by assuming the polygons limiting the visibility have a convex shape. Given road geometry and the convex polygons in the environment, the farthest visible point for the ego vehicle on intersecting route can be calculated using computational geometry. We denote the distance between this point and MP with $s_{\text{vis}}^{(e\rightarrow o)}$, cf. Fig. 6.

Inside the invisible region there might be a hypothetical vehicle approaching to the intersection. By assuming that the vehicle will obey the speed limit, we can assign the speed limit for that route as the speed $v^h$ of the hypothetical vehicle. The braking distance for the hypothetical vehicle for full $a_{\text{dec}}$ can be denoted with $s_{\text{full}}^h$. It should be underlined that the hypothetical vehicle is at the upper bound of speed and its position is also well-defined. The hypothetical vehicle furthermore corresponds to the MIO for that part of the driving route.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig6.pdf}
\caption{Two paths cross at the merge point MP. The paths are not necessarily straight, and hence the distances are non-Euclidean. The visibility of the ego vehicle is currently hindered by the grey polygon. However, at a later time, the visibility might be hindered by another currently unseen polygon, e.g. by the hatched one.}
\end{figure}

Depending on the scenario, we distinguish between two maneuvers, which we analyze in the following.

1) Give-Way Maneuvers: For give-way maneuvers, we check whether the vehicle detects a vehicle within $s_{\text{vis}}^{(e\rightarrow o)}$. If there is no vehicle, then we assume that the most important object (MIO) is a hypothetic vehicle that is travelling with $v^h$ at the line of sight. If there is a vehicle detected, we assume as the worst case scenario that the vehicle is followed by a hypothetical vehicle at the line of sight.

In order to imitate interactions and to determine whether the ego vehicle can enter intersection without interfering the MIO, we refer to the IDM, presented in Section III-D. A conservative prediction from the perspective of the MIO will assume the speed of the ego vehicle to be constant. With the insights from the MOBIL [28], if the necessary acceleration $a_{\text{IDM}}$ to react to ego vehicle satisfies
\begin{equation}
|a_{\text{IDM}}(t)| \leq (1 - \gamma^c)|a_{\text{cf}}|, \forall t \in [t_0, T]
\end{equation}
where $\gamma \in [0, 1]$ is the politeness factor of the ego vehicle.

The presented naive interaction check is done for both of the vehicles. A systematic analysis for combinatorial alternatives is presented in [22], [29]. If the ego vehicle can drive into intersection without interfering MIO, we do not apply further constraints. The vehicle must only deal with Free Drive case, presented in Section IV-A.1. If the vehicle should give way to MIO and does not interfere the follower of the MIO, which may be the hypothetic vehicle, it must deal with the Follow Drive case, presented in Section IV-A.2. Otherwise, if the vehicle must yield to MIO and the visibility behind the MIO is not sufficient to merge in, 

$$\mu_{x_{stop}i} + k\sigma_{x_{stop}i} \leq x_{MP} - s_{\min}, i \in \{0, \ldots, N-1\}. \quad (15)$$

must hold for the entire planning horizon. Note that $i \in \{0, \ldots, 2N_{pin} - 1\}$ would also be sufficient, cf. Fig. 7 for a discussion.

2) Right-of-Way Maneuvers: An automated vehicle should be able to compensate uncompliant behavior of other traffic participants, when approaching to an intersection where it has the right-of-way. While being proactive, it should not move too defensive. Its intended motion must be transparent enough to reflect that it intends to preserve its right-of-way. The both goals are contradictory and hence, we aim to apply brakes at Time-to-Brake $= 0$.

Our planning approach can deal with non-compliance for the cases where the MIO does not adapt its speed to visibility and to where the MIO does not start braking comfortably to yield to the ego vehicle. For the visibility case we check whether

$$s_{vis}^{(c \rightarrow o)} > s_{\text{full}}^h + 2t_q v^h. \quad (16)$$

If this does hold and there is a vehicle in the perception field, we analyze if the vehicle is uncompliant in the same way as done for merging in Give-Way maneuvers. We check whether the neccessary acceleration $a_{IDM}^g$ to give way to ego vehicle exceeds comfortable braking deceleration $a_{cbf}$. If

$$|a_{IDM}(t)| > |a_{cbf}|, \forall t \in [t_0, T] \quad (17)$$

the vehicle is assumed to violate the rules. In case any of the inequalities (16) and (17) do not hold, we ensure that the planned trajectory of the ego vehicle holds

$$\mu_{x_{stop}i} + k\sigma_{x_{stop}i} \leq x_{MP} - s_{\min}, i \in \{0, \ldots, 2N_{pin} - 1\}. \quad (18)$$

In the presented scenarios, by applying the presented constraints on the optimization-based motion planner, comfortable and safe motion profiles can be obtained.

V. EXPERIMENTS

The proposed planner is tested in a closed-loop simulation environment developed by the authors. The optimization problem, the basics of which are recapitulated in Section IV, with the application of defined constraints are solved with the optimization library Ceres [30]. For calculating gradients and Hessians, the automatic differentiation of Ceres is utilized. Thereby, the burden of calculating analytical derivatives by using symbolic representations is resolved with the utilization of the chain rule. As Ceres does not support hard constraints, we approximate these by applying barrier methods as further cost terms.

For a free driving scenario with limited visibility, a safety analysis on path-time diagram is given in Fig. 8. The projection of the hypothetical vehicle on path-time diagram is depicted with gray. All of the trajectory support points within $t \in [t_0, t_{\text{safe}}]$ have stop distances lower than the visible range.

Because the planner is based on local optimization, an initial guess must be provided to the solver. We calculate this by taking the first $N_{pin}$ terms of the previously optimized solution and performing full braking for the remaining points in the planning horizon, cf. Fig. 9. In this way, even in the case where the solver fails to find a solution, the planner will guide the vehicle to a safe stop.

The resulting motion profile is shown in Fig. 10. Even though the desired travel speed is $13.89$ m/s, the vehicle drives with $9.69$ m/s in order to satisfy the constraints arising from limited visibility.

Simulations for intersection crossing have also been performed. The effect of sensor range on the speed profile for an intersection scenario, such as the one presented in Fig. 1, is presented in Fig. 11. The vehicle starts to accelerate and approaches to the intersection. For high sensor ranges, the preview points that are visualized in Fig. 2 are longer and hence, the intersection is detected earlier. This leads the vehicle to decelerate gently. Because the vehicle can perceive a more broad area for longer sensor ranges,
Fig. 8: Safety analysis on path-time diagram. The blue regions represent the states that are not reachable by the vehicle. The gray region represent the states that are occupied by the hypothetic vehicle. The thick blue line corresponds to the optimized motion, whereas with "+" denoted points are the full braking stop points of the trajectory support points of the same time-index. The sampling interval $h$ is 250ms and $N_{pin}$ is 3.

Fig. 9: Initialization and the result of the optimization process. The red regions correspond to the hard constrained states. The upper bound is calculated by multiplying speed limit with the planning horizon $T$. Notice that, the points after $N_{pin}$ are altered, whereas points until $2N_{pin}$ are bound to satisfy the hypothetical vehicle constraints.

Fig. 10: The profile of the optimized motion. The quality of motion can be inferred from the smoothness of the individual profiles. The jump at the end of the planning horizon is due to the utilization of forward finite differences.

Fig. 11: For various sensor ranges (30m – 110m) the speed profile along the path of an intersection scenario. The vertical dashed red line corresponds to the merge point MP.

Apart from the results presented here, several further scenarios are tested in simulation\textsuperscript{3}: the effect of uncertain perception and localization, and politeness factor is inspected as well. As expected, increasing uncertainties lead to longer distances between vehicles, and reducing politeness factor leads to more aggressive driving maneuvers.

\textsuperscript{3} The readers are kindly requested to visit https://url.fzi.de/tas2018limited to view more comprehensive simulation results.
VI. CONCLUSIONS AND FUTURE WORK

In this paper we analyzed uncertainties that an automated vehicle is subject to. We studied different challenging traffic situations for a vehicle with a limited receptive field. We presented conditions for motion planner to consider vehicles approaching from invisible regions to which must be yielded. Even for the case at which the automated vehicle has the right-of-way, we derived an approach to detect uncompliant behaviors.

The results imitate how human drivers approach intersections. For shorter sensor ranges the automated vehicle drives with reduced speed. This emulates driving in bad conditions, i.e., sensor degradation or even partial sensor failures. In this sense, the results obtained from the continuous optimization based planner imitates exploration step of a MDP. Because the planner is based on continuous formulations, there are not any inherent discretizations as well.

The proposed approach reflects the architectural guidelines of the ROBUSTSENSE project: the uncertainties are propagated up to the final layer and are treated together with collision probabilities [31]. The results will be demonstrated during the ROBUSTSENSE project final event on May 16th, 2018 in Ulm, Germany. The presented concepts are currently integrated in the automated vehicle BERTHAONE [17]. The simulated visible range is computed from an occupancy grid map. Our future work will deal with more complex scenarios, where a multitude of routes and maneuver options such as lane changes are available.
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