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Nanoplastics (NPs) are emerging threats for marine and terrestrial ecosystems, but little is known about their fate in the environment at the molecular scale. In this work, coarse-grained molecular dynamics simulations were performed to investigate nature and strength of the interaction between NPs and hydrophobic environments. Specifically, NPs were simulated with different hydrophobic and hydrophilic polymers while carbon nanotubes (CNTs) were used to mimic surface and confinement effects of hydrophobic building blocks occurring in a soil environment. The hydrophobicity of CNTs was modified by introducing different hydrophobic and hydrophilic functional groups at their inner surfaces. The results show that hydrophobic polymers have a strong affinity to adsorb at the outer surface and to be captured inside the CNT. The accumulation within the CNT is even increased in presence of hydrophobic functional groups. This contribution is a first step towards a mechanistic understanding of a variety of processes connected to interaction of nanoscale material with environmental systems. Regarding the fate of NPs in soil, the results point to the critical role of the hydrophobicity of NPs and soil organic matter (SOM) as well as of the chemical nature of functionalized SOM cavities/voids in controlling the accumulation of NPs in soil. Moreover, the results can be related to water treatment technologies as it is shown that the hydrophobicity of CNTs and functionalization of their surfaces may play a crucial role in enhancing the adsorption capacity of CNTs with respect to organic compounds and thus their removal efficiency from wastewater.

1 Introduction

Plastics are synthetic or semi-synthetic organic materials that contain mostly polymers as the main component. They are lightweight, corrosion-resistant and inexpensive materials with a wide range of applications. The downside of their durability are the problems associated with plastic waste and plastic debris in the environment. Plastic debris can disintegrate into smaller particles, even under ambient conditions. These particles are smaller than a few millimeters in size and are commonly known as microplastics and particles smaller than 1000 nm are known as nanoplastics (NPs). These particles are widespread in the environment, including the oceans and freshwater in Europe, North America, and Asia. In marine ecosystems, plastic waste do not only cause aesthetic problems, but it can also be digested by organisms that mistake it for food. 80% of the plastics in the marine wastes come from land. It was estimated that there may be 4 to 23 times more microplastics on land than in the ocean and that soil alone may contain more microplastics than the oceans. In terrestrial systems, a primary entry point for microplastics is the agro-ecosystem, which is connected to the wide application of plastic mulch and sewage sludge.

In agricultural ecosystems, various noxious substances, like persistent organic pollutants, or heavy metals can be adsorbed on plastic particles. Thereby, plastic particles can act as vectors for such environmental contaminants. In general, transformations of NPs via homo- and hetero-aggregation could lead to advective flow transport, sedimentation, photo- and biodegradation, and/or sediment entrapment might occur.

Estimation of NPs in the environment requires very sensitive and selective analytical techniques to detect the different types of NPs. These techniques would have to be sensitive towards particle sizes in the nanometer range and to concentrations down to nanograms per liter. Regarding the NPs investigation in soil, none of the published methods, such as vibrational spectroscopy or chromatography seems to be ideally suitable to detect these very small plastic particles. Regarding the spectroscopic measurements, the background fluorescence of organic matter or pigments of some polymers can strongly interfere with the spectra of interest, making them...
unidentifiable. Moreover, soil components can form relatively stable aggregates which may enclose plastic particles. Ongoing modifications and combinations of methods, however, may help to enhance the currently very limited data in this field of research.

Carbon nanotubes (CNTs) are macromolecules formed by sheets of graphene. They are characterized by a very high surface area, low density, high mechanical resistance, strong hydrophobicity and severe biodegradation. Due to their unique physicochemical properties, CNTs have a wide range of technological applications. This includes their use in the fields of water treatment and agricultural sector. In agricultural ecosystems, CNTs were used as nanosensors for various tasks involving detection and release of toxic substances to regulate plant growth and also to increase the life of fruits after harvest. But also some toxic effects have been recorded for CNTs in soil and specifically in the agricultural sector.

In a more fundamental study, Hyung and Kim investigated the adsorption behavior of standard humic and fulvic acids to multi-walled carbon nanotubes (MWCNTs). Based on the Freundlich model, they found that there is a positive linear correlation between adsorption capacity and amount of aromatic group content. Atia et al. studied the adsorption process of the same humic and fulvic acids on MWCNTs and also found a linear correlation between adsorption constants and aromaticity (aromatic content) of a specific molecular system. In addition, they pointed to the dependence of the adsorption on the degree of oxidation and carboxylic acidity of the considered organic molecules. In a metastudy, Engel and Chefecz evaluated a large set of data to quantitatively validate the correlation between aromatic content of dissolved organic matter and its adsorption to CNTs. The result has been negative, i.e. no correlation was observed. This contradiction with earlier work on specific cases was explained by the complexity and heterogeneity of dissolved organic matter and different CNTs characteristics.

While there is a huge number of literature covering interactions between NPs or CNTs with organic compounds, no studies are addressing the interaction between NPs and CNTs, although both chemical compounds might coexist, especially in the terrestrial environment. Moreover, CNTs provide a simple model system for studying the interaction of NPs with hydrophobic surfaces and cavities, the latter being an abundant motif in macromolecular soil organic matter particles. Specific functional groups present in these macromolecules can easily be added to the CNTs and their effect, e.g., on NPs binding can be quantified. Therefore, our objective is to introduce a molecular level understanding for the interaction of NPs with CNTs, which not only addresses this particular system but it should also mimic aspects of the interaction of NPs with soil organic matter. It should be noted that polymers in confined environments were investigated extensively throughout the last years. Such models are not only a classical problem in polymer physics, but also of interest because of their connection to biological processes like DNA packing in capsids or chromosome separation during cell division. In most of the investigations, entropic effects, chain formation or segregation of multiple chains are in the main focus.

In the present contribution, coarse-grained molecular dynamics (CGMD) as an effective approach to describe polymers and CNTs will be used to model and simulate the behavior and interactions between NPs (unbranched polymer chains) and CNTs (bare and decorated with functional groups) in the presence of water. The overarching goals are (i) to introduce CGMD as an efficient tool for studying NP in the environmental context and (ii) to show the value of the generic model of functionalized CNTs, which captures essential aspects of the interaction of NPs with functional groups and hydrophobic cavities in situations where the actual atomistic information remains elusive due to complexity of composition and structural heterogeneity.

The rest of the paper is organized as follows. A detailed description of the modeling approach and computational details is presented in the next section. Then, the simulation results of different model systems are discussed. Finally, conclusions concerning the most important outcomes are presented.

## 2 Methods

### 2.1 Molecular modeling

The present study focuses on three different model systems. First, NPs in water will be studied to establish a relation between the number of monomer units and the radius of gyration in absences of CNTs. Second, the CNT is included to investigate its interaction with the NPs. Third, the CNTs are functionalized with organic groups to investigate the effect of the modified hydrophobicity of CNTs on the interaction between NPs and CNTs.

#### 2.1.1 NPs in water

Polyethylene (PE), polypropylene (PP) and polystyrene (PS) are among the most abundant macro- and micro-plastics in marine and soil ecosystems. Therefore, in the present study we modeled NPs by considering PE, PP and PS. Furthermore, polyethylene oxide (PEO) as a hydrophilic polymer was considered as well to take into account the hydrophobic/hydrophilic effect. Specifically, NPs were modeled as unbranched polymer chains, based on the MARTINI model for polymers. The mapping schemes between the atomistic and the coarse-grained representations are introduced in Fig. 1a. For every polymer type, chains with different number of monomers were considered, ranging from 5 up to 45 (for PEO), 200 (for PE), 350 (for PP) and 114 (for PS). These maximum chain lengths cover approximately the same range for the radius of gyration, . Polymers were put into the center of cubic boxes. Each simulation box contains one single polymer. The length of one box vector was chosen depending on the number of monomers for each polymer: 50 Å for N ≤10, 100 Å for N =30 and 150 Å for N >30. The boxes were filled with water particles with a density of about 1 g cm\(^{-3}\) using the Packmol software. In the MARTINI model, one particle combines four atomistic water molecules.

#### 2.1.2 NPs with CNTs in water

To explore the interaction between NPs and CNTs, different setups involving either PEO, PE, PP and PS of the previous section and a single CNT in water were considered. The coarse-grained CNT model was constructed by the “Open Carbon Nanotubes for the MARTINI Model” tool. Exemplarily, a length of 100 Å and a diameter of...
each polymer had two different initial configurations. First, the polymers were placed inside the CNT at approximately one quarter of the CNT’s length (see Fig. 1c). Second, the polymers were placed in water at about 20 Å distance from the outer wall of the CNT (see Fig. 1d). For each polymer, different chain lengths were considered based on their average \( R_g \) values in water, i.e. 6, 7, 8, 9, and 10 Å. With four different polymers (PE, PP, PS and PEO), five different chain lengths and two starting configurations for each chain, in total, 40 NP-CNT systems were investigated. All initial configurations were chosen in a way that the polymers go through configurations of interest with sufficient duration time.

2.1.3 NPs with functionalized CNTs in water. To modify the hydrophobicity of the CNTs of the previous section, functional groups were introduced by attaching them to the inner walls of CNTs. The functional groups were inserted at the center of CNTs and kept fixed in position. Here, three different abundant soil organic matter functional groups are modeled, namely the nonpolar alkane chain (A) and phenyl group (PH) as well as the polar carboxylic acid group (CA). For each polymer type, the case \( R_g = 7 \) Å was selected. For this value motion of the polymer through the CNT would be possible, at least in principle. For each NP-CNT system, polymers were initially placed inside the CNT at one quarter of its length. The boxes of NP-CNT systems were filled with water, with the same water density, and box dimensions as used in the previous section. Eventually, with four different polymers (PE, PP, PS and PEO) and three different functional groups (A, CA and PH), 12 NP-CNT systems were considered.

2.2 Computational details

MARTINI force field\textsuperscript{48} based coarse-grained molecular dynamics simulations were performed using the GROMACS software package (version 2019.04).\textsuperscript{73} The use of this coarse-graining approach has the advantages of accessing longer simulation times and larger system sizes compared with atomistic MD simulations. On the other hand, one has to be aware that this approach comes with the cost of reduced accuracy due to the lower resolution. Furthermore, the dynamics of the systems are accelerated due to the smoothed free energy surface. For further information about the coarse-grained approach, see Kmiecik et al.\textsuperscript{74} for a general overview and Marrink and Tieleman\textsuperscript{75} for a perspective on the MARTINI model. After energy minimization, an NPT simulation of 100 ns was done to adjust the box dimensions. In the latter step, the polymers were kept fixed at their initial position. Production runs were carried out with NVT molecular dynamics simulations for 500 ns for each setup. Here, the CNT was kept fixed at its initial position. The time step was set to 20 fs. In combination with the Verlet neighbor list scheme, a straight cutoff with a cutoff-distance of 11 Å was used. Furthermore, the temperature was controlled with the velocity-rescale thermostat\textsuperscript{76} using a coupling constant of 1 ps. To control the pressure in the NPT simulations, the Berendsen barostat with a coupling constant of 12 ps was applied. Furthermore, the compressibility of the system was set to \( 3 \times 10^{-5} \) bar\(^{-1}\). Freezing of water is a common problem in coarse-grained simulations.\textsuperscript{65,76,77} To overcome this problem and decrease the probability of freezing, antifreeze (AF) particles with concentration of 15% with respect to water particles were considered. In addition, a temperature of 310 K was used for the simulations in the NPT and NVT ensembles. The issues related to water freezing and diffusion of water through CNTs with
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Fig. 1 (a): Illustration of PE, PEO, PP and PS models. The black lines correspond to the atomistic and the blue circles to the coarse-grained representation of the polymers. (b) Atomistic (black) and coarse-grained (blue) representation of the CNT. Two different starting configurations for PE, inside (c) and outside (d) the CNT. (e) Front view of CNTs with three functional groups, placed in the middle of these CNTs. The green beads (left) represent alkane chains (A), the pink beads (middle) represent carboxylic acid groups (CA) and the purple beads (right) represent phenyl groups (PH).
different lengths and diameters were considered in the ESI (see Section I involving Table S1, Fig. S1 and S2†).

The radius of gyration, $R_g$, is defined as the mean-squared distance of the polymer beads to their center of mass, $r_G$, i.e.

$$ R_g^2 = \frac{1}{M} \sum_{i=0}^{N} m_i \langle (r_i - r_G)^2 \rangle \quad (1) $$

where $m_i$ and $r_i$ are the mass and position of the polymer bead $i$, respectively, and $M$ is the total mass of the polymer. $R_g$ was calculated using the VMD visualization program (version 1.9.3).78 Note that the average $R_g$ values of the different polymers studied below do not exceed $R_g \sim 15$ Å which is much smaller than the simulation box dimensions, thus spurious effects due to the periodic boundary conditions can be excluded.

To characterize the strength of interaction/binding of NPs (polymers) to non-polar environment (CNT), interaction energies $E_{int}$ between polymers and the rest of the system (CNT and water) were calculated as the sum of the Lennard–Jones interactions:

$$ E_{int} = \sum_{i<j} 4 \sigma_{ij} \left[ \left( \frac{\sigma_{ij}}{R_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{R_{ij}} \right)^6 \right] \quad (2) $$

These energies were calculated via energy groups using GROMACS tools. The cutoff for the Lennard–Jones interaction was set to 11 Å, which is the standard cutoff used in the MARTINI force field. For the present models, no charged beads were applied. However, it should be emphasized that the electrostatic interactions are involved implicitly within the Lennard–Jones parameters and especially via the interaction strength $\epsilon$.80 In principle, 10 different interaction levels among polar, non-polar, apolar and charged molecular systems or moieties could be defined based on the $\epsilon$ parameter. GROMACS tools were also used to calculate the partial density profiles of the NP particles along the $z$-dimension of the CNT (see Fig. 1c and d). Given the full density $\rho(r_i)$, the partial density is defined as

$$ P(z) = \int \int \rho(r_i) dx dy \quad (3) $$

For a better comparison between the different polymer types, the resulting partial density distribution $P(z)$ was normalized by its numerically calculated integral along the CNT:

$$ \tilde{P}(z) = \frac{P(z)}{\int P(z) dz} \quad (4) $$

This quantity can be interpreted as a position probability density.

3 Results and discussion

The NPT equilibration simulations produced a density of around 0.86 g cm$^{-3}$ for each investigated system. This deviation mainly comes from the usage of antifreeze-particles. It is a known effect and is caused by the stronger repulsion between antifreeze and water particles. It is assumed that models are still realistic enough to represent a system at nearly room temperature. It should be noted that all analyses are done with considering only the NVT production trajectories.

3.1 NPs in water

The dependence of the radius of gyration, eqn (1), on the number of monomers $N$ is shown in Fig. 2 for each polymer. Physical properties of the polymers such as hydrophobicity and hydrophilicity can be read off from Fig. 2. For PEO, $R_g$ for a given chain length is larger than for the other polymers. This points to the PEO’s hydrophilic nature leading to a more unfolded structure as compared to the hydrophobic PE, PP, and PS which tend to minimize their contact area with a polar solvent. However, one should not take the overall lowest $R_g$ values for PP as an indication of its largest hydrophobicity. Instead, one should also take into account the relatively short bond length and a low mapping compared to e.g. PE (see Table S2 in the ESI†). PS, on the other hand, has also a comparable short bond length between beads of its backbone, but shows the largest $R_g$ from the hydrophobic polymers. This is due to the phenyl groups, that increase the occupied volume of the folded PS chain and therefore raise $R_g$. The degree of hydrophobicity was estimated by calculating interaction energies and radial distribution functions between NPs and water (see Fig. S3 and S4 in the ESI†). From the interaction energy values, one can conclude that PE has the highest hydrophobicity, while PS has the lowest one among the considered hydrophobic polymers.

According to the Flory theory of polymers, $R_g$ is proportional to the number of monomers to the power of the so-called Flory exponent $\nu$.48 Therefore, the fit function

$$ R_g(N) = \alpha N^\nu \quad (5) $$

was used to fit the data points shown in Fig. 2 and to determine the Flory exponent of each polymer type. Application of the
Flory model to coarse-grained polymers is problematic for small chain lengths, where the discretization of the chain has a larger influence on the polymers behavior than the interacting with the solvent. In the present case, this is particularly prominent for PE whose coarse-grained representation has the longest bond length as compared to the other polymers (see Table S2 in the ESI†). Therefore, the first two data points have been excluded form the fit. For the remaining data points the Flory model is clearly confirmed ($R^2 = 0.99$ in all cases). The calculated fit parameters are shown in Table 1.

The Flory exponent makes a statement about the polymer–solvent interaction, especially whether the polymer is in a bad or good solvent. As water is polar, it is a good solvent for PEO and a bad solvent for PE, PP and PS. This can be observed from the calculated Flory exponents. According to the Flory theory for polymers, the Flory exponent is around 0.59, if a polymer is present in a good solvent, while it is around 0.33 if a polymer is present in a bad solvent. From the almost quantitative agreement observed in Table 1, one can conclude that the present coarse-grained model provides a reliable representation of the polymer–solvent interaction. There has been one previous study of PEO in water using the MARTINI force field by Grunewald et al.78 in which they obtained similar results ($a = 1.81$ and $\nu = 0.58$). The larger value for $a$ is likely due to the different temperature (298.15 K) and antifreeze particle concentration ($AF = 10\%$) used by these authors.

Further, the reliability of the coarse-grained representation for the present modeled polymers in water was tested versus an atomistic representation. Specifically, 12 atomistic MD simulations based on the general CHARMM force field79,80 were performed considering all polymers (PE, PEO, PP and PS), each with three different chain lengths (10, 45 and 100 monomer units). For each case, about 20 ns MD simulation was carried out involving one polymer inside a water box with a density of about 1 g cm$^{-3}$. The radii of gyration obtained by the CG simulation showed the same trend obtained by the atomistic simulation with a correlation having $R^2 = 0.99$. Moreover, the CG representation showed a good correlation with the atomistic one for the interaction energy values ($R^2 = 0.95$). This overall agreement between the results of both CG and atomistic representations refers to the validity and ability of the CG approach to simulate the present molecular models and especially the NPs interactions with water. For more details, see Section III in the ESI, Fig. S5, S6, Tables S3 and S4.†

### 3.2 NPs with CNTs in water

#### 3.2.1 Trajectory analysis

In the following, interaction energies are calculated and analyzed in terms of polymer configuration and positioning, i.e. in solution as well as at the outer surface and inside the CNT. These positions are realized by choosing different initial conditions as shown in Fig. 1c and d. One should notice, that some polymers (mostly PEO chains) move inside the CNT, which had a starting configuration outside. In the following, results of systems with polymers having radius of gyration $R_g$ of 9 Å in water and with initial conditions outside the CNT are summarized. An example for inside initial conditions for PE is given in Fig. S7 in the ESI†.

During the trajectory, PEO is in a relatively unfolded state (this holds for all $R_g$ values used in this study) with an $R_g$ value not much different from the solution case, see upper panel of Fig. 3. PEO partly sticks at the outer CNT wall (cf. middle snapshot), but frequently goes back into solution and returns. Once inside the CNT, PEO prefers to stay directly attached at the inner wall. Furthermore, some polymers go through every of the three introduced positions in one trajectory (in solution, outer walls, inside the CNT).

The interaction energies along the trajectory are shown in Fig. 3 as well. Notice that due to the cutoff for the Lennard–Jones potentials (11 Å) no interaction with the CNT would be

### Table 1 Calculated fit parameters according to the mean field approach of Flory, for each polymer type $\nu$ is the Flory exponent

|       | PEO | PE | PP | PS |
|-------|-----|----|----|----|
| $a$ [Å]| 1.58| 2.27| 2.11| 2.63|
| $\nu$  | 0.59| 0.34| 0.32| 0.34|
observed when PEO is far away from the CNT in solution. However, from the red curve in the upper panel of Fig. 3 we notice that the interaction energy is nearly unchanged along the trajectory, no matter whether PEO is in solution or at the outer wall of the CNT. Once PEO is inside the CNT, the interaction is slightly decreased. Note that in this work, more negative $E_{\text{tot}}$ implies a stronger interaction. Thus we conclude that the interaction between PEO and the CNT is not much different than with water. The similarity of the two environments is also reflected in the almost unchanged radius of gyration which fluctuates around 9 Å. Of course, for the configurations inside the CNT once should note that $R_g$ is much smaller than the CNT’s diameter such that PEO does not have to make significant structural adjustments to go through the CNT.

The situation is rather different for the hydrophobic PE as shown in the lower panel of Fig. 3. In solution PE folds into a sphere like object. In contrast to PEO, once a PE chain adsorbs to the outer wall of the CNT, it stays there and does not go into solution again. Being at the outer wall, two configurations can be distinguished, i.e. a folded (A) and an unfolded one (B). The two configurations can be separated from one another by their different interaction energies and $R_g$ values as seen in Fig. 3.

Regarding the interaction energy between PE and the rest of the system, the blue curve shows its course of time for sticking in an outer wall position. When the polymer is adsorbing at the CNT in the A configuration, the interaction energy drops to around $-600$ kJ mol$^{-1}$. When the polymer is changing to configuration B, the interaction energy drops further by $-350$ kJ mol$^{-1}$. This increased interaction is due to the increase of the contact area with the hydrophobic CNT as well as with the hydrophilic water in the unfolded state.

Compared to PEO, the interaction of PE with the CNT is much stronger and therefore leads to a more stable adsorbed configuration. Furthermore, the difference in positions (in solution or interacting with the CNT) are more pronounced for PE. As a consequence, PE doesn’t change positions (solution, in/outside) in contrast to the hydrophilic PEO.

The differences between configuration A and B for PE are also visible in the time evolution of $R_g$ in Fig. 3. For PE being in solution, $R_g$ is around 9 Å. Then, after adsorbing at the CNT in configuration A, it is fluctuating around 11 Å and when the PE chain is unfolding itself into configuration B, $R_g$ increases to around 19 Å. So, PE maximizes the contact area to the CNT, which significantly increases $R_g$ and also the interaction energy, as discussed above.

Regarding the other two hydrophobic polymers, PP and PS, the following observations can be made from the trajectory data shown in Fig. S8 in the ESL†. Qualitatively, PP behaves like PE, e.g. there are similar configurations A and B although PP is slightly less unfolded in case B as compared with PE. In addition the energy drop when interacting with the CNT is generally weaker. In case of PS, there has been a difference insofar as it doesn’t unfold once adsorbed at the outer wall of the CNT (see Fig. S8 in the ESL†). The increase of interaction upon adsorption is relatively modest only. This can be explained by the less flexible structure of PS such that a smaller part of the polymer can directly attach to the CNT (change of $R_g$ is negligible small). PS shows a slight decrease in the interaction energy with the rest of the system, when being adsorbed at the CNT. This change is less pronounced, when compared to the other hydrophobic polymers PE and PP, but larger compared to PEO. This behavior also reflects the relative strong interaction energy of PS to water (see Fig. S3 in the ESI†), compared to the other hydrophobic polymers.

### 3.2.2 Interaction energies

In the following, we will provide a more general picture of the interaction between the polymer and the rest of the system. It will cover $R_g$ values (as obtained in solution, cf. Fig. 2) between 6 Å and 10 Å. Interaction energies will be given relative to their values for the polymers in solution $E_{\text{sol}}$. Further, we will distinguish between the adsorption at the outer wall of the CNT ($E_{\text{out}}$) and inside the CNT ($E_{\text{in}}$). For the case of outer wall adsorption we further differentiate between configurations A and B if applicable. The resulting NVT averaged interaction energies are compiled in Fig. 4. In this diagram, more negative values imply a high stability with respect to the polymer in solution.

For the case of PEO, the relative interaction energies are above and close to zero for all chain lengths, no matter whether PEO is inside or adsorbed at the outer wall of the CNT. This confirms the conclusion drawn from Fig. 3, i.e. that there is no preference for PEO to be adsorbed at the CNT. The positive values indicate its hydrophilic character.

The other extreme is PE, which shows in particular noticeable differences with respect to the different configurations (cf. Fig. 4 Interaction energies relative to the bare solvent case as a function of solution phase radius of gyration and configuration. The colors stand for PEO (red), PE (blue), PP (gray) and PS (orange). For each polymer type, Δ denotes the interaction energy ($E_{\text{in}}$), when the polymer is inside the CNT and * refers to the interaction energy ($E_{\text{out}}$) at the outer wall of the CNT and for PE and PP, when the polymer is in configuration A. For PE and PP, ○ denotes the interaction energy ($E_{\text{out(A)}}$), when the chain is in configuration B. Cases corresponding to missing points were not observed in the production trajectory. For a better visualization data points are connected with dashed lines.)
Fig. 3). Values for configuration A at the outer wall are around –0.8, slightly decreasing with increasing $R_g$. On the other hand, the relative interaction energies for configuration B are strongly decreasing with an increasing $R_g$. This clearly indicates that with increasing polymer length, the gain in interaction energy due to the higher contact area in the unfolded state outperforms the interaction with water which dominate for the shorter polymers. PE inside the CNT does not show a clear trend, except the interaction with water which dominate for the shorter due to the higher contact area in the unfolded state outperforms with increasing polymer length, the gain in interaction energy for all polymers (with of the partial density binding of CNTs to NPs. The analysis will be performed in terms of different functionalizations placed inside the CNT (as shown in Fig. 1e). Here, $z = 0$ refers to the center of the CNT which the functional groups are situated, cf. Fig. 1e). Four different cases are considered: no functional groups (black), alkane chains (blue), carboxylic acid groups (red), and phenyl groups (orange). Note that for PE-PH the two maxima which are out of the scale reach $<0.16 \, \text{Å}^{-1}$.

The behavior of the other hydrophobic polymers, PP and PS, is intermediate between the cases of PEO and PE. Looking at the values for PP, relative interaction energies in configuration A and inside the CNT are approximately constant, around –0.3 and –0.4, respectively. For PP in configuration B, similar or lower values (e.g. for $R_g = 7 \, \text{Å}$) are observed, compared to the polymer being inside the CNT. Furthermore, configuration B results in lower values than configuration A. This result is similar to PE, although with a smaller gain in interaction energy. It agrees with the observations from the trajectories, namely that PP does not unfold itself that much when switching from configuration A to B, compared to PE.

Regarding the relative interaction energies for PS, the values are approximately constant around –0.2 to –0.1. Note that PS chains that were adsorbed at the CNT were observed in the folded A configuration only. An exception is the case $R_g = 6 \, \text{Å}$ which could also have been counted as B configuration. This explains the deviation between interaction energies at this radius of gyration. Except for this case, all values for PS are higher than PP and lower than PEO.

3.3 NPs with functionalized CNTs in water

In the following, we will consider the influence of organic groups placed inside the CNT [as shown in Fig. 1e) on the binding of CNTs to NPs. The analysis will be performed in terms of the partial density $\bar{P}(z)$ according to eqn (5). Partial densities for all polymers (with $R_g = 7 \, \text{Å}$) and different functionalizations are plotted in Fig. 5. Specifically, partial density profiles are calculated along the $z$ axis of the CNT (see Fig. 1e). Here, $z = 0$ refers to the center of the CNT which the functional groups are placed as well. For each NP-CNT model with a specific functional group, only one simulation was performed by a starting conformation in which the polymer was placed at one CNT end (see Section 2.1.3). In principle, if the simulation started with a mirror configuration (i.e. the polymer was placed at the other CNT end), one would have a mirrored partial density profile. For this reason, in the following we are going to discuss the symmetrized partial density profiles, i.e. the normalized distribution $(\bar{P}(z)+\bar{P}(-z))/2$ along $|z|$. The complete partial density profiles along both negative and positive $z$ values are provided in Fig. S9 in the ESI.

The distributions show more or less pronounced periodic modulations with a period of about 4.1 Å. This can be explained with the structure of the CNT which consists of rings of beads separated by about 4.07 Å, see Fig. 1b. The beads of the polymers tend to be placed in between the CNT beads.

In case of PEO, no significant differences are visible between the different setups. There is a tendency that a small part of the chain leaves the CNT, which points to slight preference of PEO to be surrounded by water molecules. Moreover, in the cases of alkane and phenyl functionalization, the polymer chain passes $z = 0$ (see Fig. S9 in the ESI†). At first glance, it seems surprising that PEO accumulates at the phenyl groups. However, in the MARTINI force field the $\pi$ electron density of the phenyl rings is represented by a higher $\epsilon$ value as compared to the alkane chain (2.66 vs. 2.53). Note that the interaction area with a phenyl group is also higher, because they are described by three beads. Further note that the interaction with the carboxylic acid groups is masked by the presence of water, attracted to that group.

The distributions for PE do not show significant differences with respect to the four setups. PE stays away from the center to avoid close contact with the hydrophilic carboxylic acid groups. In contrast the hydrophobic alkane chains and phenyl groups attract PE which therefore shows a higher density towards the middle of the CNT as compared to the bare CNT case. Since the bulky phenyl groups present an obstacle for PE it cannot easily penetrate through $z = 0$ and thus shows a higher density as compared with the case of alkane chains.

For the other hydrophobic polymers, PP and PS, the behavior concerning the hydrophilic carboxylic acid groups is similar to the case of PE. For PP and PS, one notices that the oscillations
are less pronounced due to the shorter bond lengths (see Table S2 in the ESI†), i.e. its beads do not strictly fill out every of the spaces between the rings of the CNT. The same result can be obtained for PEO, also because it is less attracted by the CNT walls and therefore less influenced by its periodic potential. In absence of functional groups, PP and PS tend to stay closer to their initial positions as compared to PE. On the one hand side, this looks reasonable considering the different bulkiness, cf. Fig. 1a. On the other hand side, it could be that even the 500 ns trajectory doesn’t fully sample the available configuration space.

In accordance with chemical intuition, the hydrophobic polymers have a preference for the hydrophobic functional groups and avoid hydrophilic ones. Water plays a role in controlling this behavior. Water particles are repelled by the hydrophobic functional groups, thus allowing the hydrophobic polymers to reach the region close the center more easily. On the other hand, water particles are attracted by carboxylic acid groups, making it harder for the hydrophobic polymers to access this region.

The structural changes of the polymers inside the functionalized CNT are addressed in Fig. 6. Here, $R_g$ is plotted as a function of the distance between the CNT and polymer centers of masses. Only the cases PE and PP are considered here, which according to Fig. 5 show pronounced differences (for PEO and PS, see Fig. S10 in the ESI†).

For PE, the mean values of $R_g$ (black lines) for the systems with alkane chains and phenyl groups are higher than for the carboxylic acid and bare CNT cases. This increase in $R_g$ correlates with the attraction to the hydrophobic functional groups. Therefore, one can conclude that interaction with functional groups of similar (hydrophobic/hydrophilic) behavior leads to a slight unfolding of the polymers. In all cases, the polymer partly unfolds inside the CNT as compared to the solvated case ($R_g = 7\,\AA$). Concerning the spread of $R_g$ values, the bare CNT and the case of alkane chains do not behave much different. For the system with the phenyl groups, data points are less spread. This comes due to an arrangement of PE to a ring structure (see Fig. S11 in the ESI†), in which it stays for more than the half of the simulation time. In this position, PE stays relatively fixed and close to the phenyl groups. It is the only case where such a special arrangement was observed. This might be only possible due to the phenyl groups occupying more space inside the CNT and therefore leading to a significant obstacle to the movement of the polymers.

Also notable is the shift of the distribution towards larger $\delta_{\text{CNT-NP}}$ for the case of the carboxylic acid groups, which is caused by the repulsion of PE, or in general hydrophobic polymers (including PP) to the carboxylic acid groups. This can be observed as well in the distributions of Fig. 5.

Compared to PE, the distribution for PP is more compact. Also the pronounced tendency of PE to unfold inside the CNT is not observed for PP. This can be explained with the shorter bond length of PP in the coarse-grained picture, which allows it to stay more compact than PE. Regarding the atomistic picture, this comes due to the slightly more ramified structure caused by the methyl groups of PP. Notable changes are only observed for the system with phenyl groups. During the simulation, PP passes the phenyl groups to end up in a more stretched configuration leading to higher $R_g$ values close to the center of the CNT.

Due to the final propagation time, one has to be careful with interpretation of the absolute numbers. Comparing the scenarios, however, the differences between functional groups and polymer types are becoming obvious. This holds in particular if one notes that PE and PP behave rather similar in water (cf. Fig. 2).

### 4 Conclusions

Coarse-grained molecular dynamics simulations were performed to address the interaction of NPs with hydrophobic parts of macromolecular organic soil constituents such as
surfaces and functionalized cavities. NPs were modeled by four representative polymers, *i.e.* the hydrophilic PEO and the hydrophobic PE, PP, and PS. For the hydrophobic surfaces/functionalized cavities, a carbon nanotube model was taken.

First, the behavior of the NPs in water was characterized by means of their radii of gyration. Results were found to be in agreement with Flory theory, thus validating the parametrization of the MARTINI force field for the particular models.

Next, the interaction of the polymers with a bare CNT in water was investigated. Based on the hydrophobicity/hydrophilicity of the polymers, different adsorption behaviors were observed. PEO as a hydrophilic polymer prefers solvation over adsorption either at the outer wall or inside, whereas the hydrophobic polymers stayed at the CNT, once adsorbed. In general, independent of the radius of gyration, PE showed the strongest interaction with the CNT, followed by PP and PS. For PE and PP, two configurations at the outer CNT wall were observed, which differ in the degree of unfolding. Unfolding increases the contact area with the CNT which leads to a more stable configuration.

The hydrophobicity of the CNT cavity was modified by introducing different hydrophilic and hydrophobic functional groups, *i.e.* alkane, phenyl and carboxylic acid groups. While PEO was not much influenced by the cavity and in fact it partly moved out during the simulation, a strong dependence of the behavior on the combination functional group/polymer was observed for the hydrophobic cases. Compared to the solution, PE shows the largest increase of the radius of gyration, followed by PP and PS. All three polymers tend to avoid the hydrophilic carboxylic acid groups. On the other hand, they are attracted by the hydrophobic groups and accumulate close to their positions inside the CNT.

Although these results are not unexpected, they can be viewed as a first step towards a mechanistic understanding of a variety of processes, *e.g.* in environmental soil chemistry, water treatment, and biochemistry. Correlating the present results to soil chemistry points to the critical role of the hydrophobicity in controlling the binding process of NPs in soil. In fact, the investigated models can be seen as capturing generic aspects of the interaction between NPs and soil organic matter (SOM). SOM is characterized by its overall hydrophobicity, apart from certain functional groups. The CNT in the present work acts as an effective hydrophobic environment for NPs. Due to the similarity of the chemical properties, conclusions can be made on how NPs might behave in SOM. Hydrophobic NPs could have a higher tendency to accumulate in soil and especially soil with high content of hydrophobic SOM. Furthermore, the results indicate that SOM cavities/voids could play an influential role in accumulation, *i.e.* immobilization, of NPs in soil. Moreover, the chemical nature of functional groups being present at SOM active surfaces and/or inside SOM cavities/voids plays a role by increasing/decreasing the extent of that accumulation. In a next step, refinement of the model can be envisioned, *e.g.* to include more complex SOM models such as macromolecules or to incorporate organic pollutants, heavy metals or other compounds bound to the NPs.

It is interesting to note that due to the well defined and unique physicochemical properties of CNTs, they have been used recently in water treatment technologies and especially to remove organic pollutants, *e.g.* dyes, pharmaceuticals/drugs, pesticides, phenols and aromatic amines. The present results are in accord with the literature in showing that the hydrophobicity of CNTs and modification/decoration of their surfaces with organic functional groups plays an important role in controlling the adsorption/binding/accumulation of organic compounds into outer and inner surfaces of CNTs. Therefore, fine tuning and modification for the hydrophobic character of CNTs with organic functional groups could enhance the adsorption capacity of CNTs to remove specific organic pollutants from aqueous solutions and waste water. Thus, the present contribution introduces a very fundamental model approaching the idea behind adsorption and removal of organic compounds by CNTs.
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