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Abstract

This paper deals with stochastic integrals of form \( \int_0^T f(X_u)dY_u \) in a case where the function \( f \) has discontinuities, and hence the process \( f(X) \) is usually of unbounded \( p \)-variation for every \( p \geq 1 \). Consequently, integration theory introduced by Young [24] or rough path theory introduced by Lyons [11] cannot be applied directly. In this paper we prove the existence of such integrals in a pathwise sense provided that \( X \) and \( Y \) have suitably regular paths together with some minor additional assumptions. In many cases of interest, our results extend the celebrated results by Young [24].
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1 Introduction

In this article we extend the notion of pathwise stochastic integral to cover a case \( f^T \int_0^T f(X_u)dY_u \), where the processes \( X \) and \( Y \) are H"older continuous of order \( \alpha_1 \) and \( \alpha_2 \) with \( \alpha_1 + \alpha_2 > 1 \), and \( f \) is a function of locally bounded variation. Consequently, the process \( f(X) \) is usually of unbounded variation for every \( p \geq 1 \) and it is not clear how such integrals can be defined.

The motivation to study pathwise stochastic integrals arises from many practical cases in different fields of science. For example, many phenomena in physics seem to follow certain stochastic differential equation, and if the driving process is not a semimartingale it is not clear how to define the stochastic integral. Provided we are given a situation to study, one has to first define how to interpret the stochastic integral. In a semimartingale case the classical Itô integration theory can be applied. On the other hand, it is widely acknowledged that semimartingales are far from being optimal in order to model different situations, and hence one needs to define different notions of stochastic integration.

The classical theory of Young [24] provides an answer if \( f(X) \) and \( Y \) are of bounded variation with indexes \( p \) and \( q \) satisfying \( \frac{1}{p} + \frac{1}{q} > 1 \), and in this case the integral can be defined as a limit of Riemann–Stieltjes sums. This result is particularly used in the literature to study the case where both the integrator and the integrand are H"older continuous of orders \( \alpha \) and \( \beta \) with \( \alpha + \beta > 1 \). Furthermore, with the concepts of fractional derivative and integral operators (see [18]), the integral can be defined in so-called generalized Lebesgue–Stieltjes integrals which was studied in details by Nualart and R"aćanu [14] (see also Zähle [25]). In particular, in [14] the authors studied stochastic differential equations with smooth coefficients and regular driving process, i.e. a process which is \( \alpha \)-H"older continuous with some \( \alpha > \frac{1}{2} \). Moreover, such differential equations has been studied extensively in the literature.

Recently the focus in the literature has been on rough path theory introduced by Lyons [11] (this paper is not about rough paths and our aim is not to cover the literature related to rough paths) which provides an integration theory for processes of bounded \( p \)- and \( q \)-variations beyond the case \( \frac{1}{p} + \frac{1}{q} > 1 \). Especially, the theory has been successfully applied to study differential equations with smooth coefficients and non-regular driving process, i.e. a process which is \( \alpha \)-H"older continuous with some \( \alpha < \frac{1}{2} \) (although a restriction \( \alpha > \frac{1}{4} \) appears in many of the cases).

To the best of our knowledge there exists not many studies on stochastic integration beyond the mentioned cases, and we believe that the theory should be developed. Indeed, if one considers differential equations arising from phenomena in science it is not always fitting
to assume (sufficiently) smooth coefficients. More importantly, it is not always even the case that the coefficients are continuous.

Let us now consider an integral of form \( \int_0^T f(X_u)dY_u \), where \( f \) have discontinuities and \( Y \) is not a semimartingale. If \( f \) is a (one-sided) derivative of a convex function and \( X = Y = B^H \) where \( B^H \) is a fractional Brownian motion with Hurst index \( H > \frac{1}{2} \), it was proved in Azmoodeh et al. [2] that such integrals can be defined as a generalized Lebesgue–Stieltjes integral. More surprisingly, it was proved in [2] that the integral can be approximated almost surely with forward sums along uniform partition. Later the theory was further developed in Azmoodeh and Viitasaari [3] where the authors studied \( L^p \)-convergence of such approximation. Moreover, the authors derived the rate of convergence for the approximation. Such result was also generalized in Sottinen and Viitasaari [22] for more general Hölder continuous Gaussian processes of order \( \alpha > \frac{1}{2} \). Moreover, the authors in [22] proved that such integrals can be defined over any (bounded) random interval and the integrals can be approximated with forward sums along any partition.

In this article we extend the results presented in [2] and [22], and show that above mentioned integrals can be defined for much more general class of processes, not just Gaussian processes. Moreover, in [22] the authors posed four conditions for the covariance of the corresponding Gaussian process. While such assumptions were not very restrictive, the results of this paper enables us to drop two of the extra conditions. We also study the existence of the integral as a limit of any Riemann-Stieltjes sums, not only the forward sums which are commonly used in the theory of stochastic integration. As a consequence, we also derive change of variable formula and give some basic results on integration with respect to processes of unbounded \( p \)-variation. Finally, but maybe most importantly, there is a gap in the proof of Itô formula in [2] (explained in the next section), and same argument was later applied, but not stated, in [22]. While the result is intuitively clear and believable, it would be worthy to give rigorous proof. This is also done in the present paper.

Besides our main result we also present some generalisations and additional results which are important for many applications. More precisely, we prove existence of mixed integrals and Itô formula in particular cases. We also discuss financial implications and further aspects of research.

The rest of the paper is organized as follows. In section 2 we introduce basic auxiliary facts needed to establish our main results. We also explain the untrue statement present in [2], and explain the contradictions which would be an outcome of such results. The main sections of the paper are 3 and 4. In section 3 we prove the existence of the integral. Moreover, we prove the existence of the mixed integral and establish Itô formula for our case. Multidimensional extensions are discussed. Section 4 is devoted to approximation with Riemann-Stieltjes sums, where we also present integration by parts formula. We end the paper with discussions in section 5.
2 Auxiliary Facts

2.1 Fractional operators and generalized Lebesgue–Stieltjes Integral

The generalized Lebesgue–Stieltjes integral is based on fractional integration and fractional Besov spaces. For details on fractional integration we refer to [18] and for fractional Besov spaces we refer to [14].

We first recall the definitions for fractional Besov norms and Lebesgue–Liouville fractional integrals and derivatives.

Definition 2.1. Fix $0 < \beta < 1$.

1. The fractional Besov space $W_1^\beta = W_1^\beta([0, T])$ is the space of real-valued measurable functions $f : [0, T] \to \mathbb{R}$ such that

\[
\|f\|_{1, \beta} = \sup_{0 \leq s < t \leq T} \left( \frac{|f(t) - f(s)|}{(t-s)^{\beta}} + \int_s^t \frac{|f(u) - f(s)|}{(u-s)^{1+\beta}} \, du \right) < \infty.
\]

2. The fractional Besov space $W_2^\beta = W_2^\beta([0, T])$ is the space of real-valued measurable functions $f : [0, T] \to \mathbb{R}$ such that

\[
\|f\|_{2, \beta} = \int_0^T \frac{|f(s)|}{s^{\beta}} \, ds + \int_0^T \int_0^s \frac{|f(u) - f(s)|}{(u-s)^{1+\beta}} \, du \, ds < \infty.
\]

Remark 2.1. Let $C^\alpha = C^\alpha([0, T])$ denote the space of Hölder continuous functions of order $\alpha$ on $[0, T]$ and let $0 < \epsilon < \beta \wedge (1 - \beta)$. Then

$C^{(\beta+\epsilon)} \subset W_1^\beta \subset C^{(\beta-\epsilon)}$ and $C^{(\beta+\epsilon)} \subset W_2^\beta$.

Definition 2.2. Let $t \in [0, T]$. The Riemann–Liouville fractional integrals $I_{0+}^\beta$ and $I_{-}^\beta$ of order $\beta > 0$ on $[0, T]$ are

\[
(I_{0+}^\beta f)(s) = \frac{1}{\Gamma(\beta)} \int_0^s f(u)(s-u)^{\beta-1} \, du,
\]

\[
(I_{-}^\beta f)(s) = \frac{(-1)^{-\beta}}{\Gamma(\beta)} \int_s^T f(u)(u-s)^{\beta-1} \, du,
\]

where $\Gamma$ is the Gamma-function. The Riemann–Liouville fractional derivatives $D_{0+}^\beta$ and $D_{-}^\beta$ are the left-inverses of the corresponding integrals $I_{0+}^\beta$ and $I_{-}^\beta$. They can be also define via the Weyl representation as

\[
(D_{0+}^\beta f)(s) = \frac{1}{\Gamma(1 - \beta)} \left( \frac{f(s)}{s^\beta} + \beta \int_0^s \frac{f(s) - f(u)}{(s-u)^{\beta+1}} \, du \right),
\]

\[
(D_{-}^\beta f)(s) = \frac{(-1)^{-\beta}}{\Gamma(1 - \beta)} \left( \frac{f(s)}{(t-s)^\beta} + \beta \int_s^T \frac{f(s) - f(u)}{(u-s)^{\beta+1}} \, du \right),
\]

if $f \in \mathcal{C}_{0+}^\beta(L^1)$ or $f \in \mathcal{C}_{-}^\beta(L^1)$, respectively.

Denote $g(t-)(s) = g(s) - g(t-)$.

The generalized Lebesgue–Stieltjes integral is defined in terms of fractional derivative operators according to the next proposition.
Proposition 2.1. Let $0 < \beta < 1$ and let $f \in W^{\beta}_2$ and $g \in W^{1-\beta}_1$. Then for any $t \in (0, T]$ the generalized Lebesgue–Stieltjes integral exists as the following Lebesgue integral

$$
\int_0^t f(s) \, dg(s) = \int_0^t (D^{\beta}_0 f)(s) (D^{1-\beta}_t g_t)(s) \, ds
$$

and is independent of $\beta$.

Remark 2.2. It is shown in [25] that if $f \in C^{\gamma}$ and $g \in C^{\eta}$ with $\gamma + \eta > 1$, then the generalized Lebesgue–Stieltjes integral $\int_0^t f(s) \, dg(s)$ exists and coincides with the classical Riemann–Stieltjes integral, i.e., as a limit of Riemann–Stieltjes sums. This is natural, since in this case one can also define the integrals as Young integrals [24].

We will also need the following estimate in order to prove our main theorems.

Theorem 2.1. Let $f \in W^{\beta}_2$ and $g \in W^{1-\beta}_1$. Then we have the estimate

$$
\left| \int_0^t f(s) \, dg(s) \right| \leq \sup_{0 \leq s < t \leq T} \| D^{1-\beta}_t g_t \|_{2, \beta} \| f \|_{2, \beta}.
$$

To conclude the section we also recall Garsia–Rademich–Rumsey inequality (see [14] and [5]).

Lemma 2.1. Let $p \geq 1$ and $\alpha > \frac{1}{p}$. Then there exists a constant $C = C(\alpha, p) > 0$ such that for any continuous function $f$ on $[0, T]$, and for all $0 \leq s, t \leq T$ we have

$$
|f(t) - f(s)|^p \leq CT^{\alpha p-1} |t - s|^{\alpha p-1} \int_0^T \int_0^T \frac{|f(x) - f(y)|^p}{|x - y|^{\alpha p+1}} \, dx \, dy.
$$

2.2 Review of pathwise integrals

Definition 2.3. The sequence of points $\pi_n = \{0 = t_0^n < t_1^n < \ldots < t_k^n = T\}$ on the interval $[0, T]$ is called the partition of the interval $[0, T]$, and the size of the partition is defined as

$$
|\pi_n| = \max_{1 \leq k \leq k(n)} |t_k^n - t_{k-1}^n|.
$$

The $p$-variation of a function $f$ along partition $\pi_n$ is defined as

$$
v_p(f; \pi_n) = \sum_{t_k \in \pi_n} |\Delta f_{tk}|^p,
$$

where $\Delta f_{tk} = f_{tk} - f_{tk-1}$.

Definition 2.4. Let $f : [0, T] \mapsto \mathbb{R}$ be a function.

1. If the limit

$$
v_0^p(f) = \lim_{|\pi_n| \to 0} v_p(f; \pi_n)
$$

exists, we say that $f$ has finite $p$-variation.
2. If
\[ v_p(f) = \sup_{\pi_n} v_p(f; \pi_n) < \infty, \]
where the supremum is taken over all possible integers \( n \) and partitions \( \pi_n \), we say that \( f \) has bounded \( p \)-variation.

We denote by \( W_p([0, T]) \) the class of functions with bounded \( p \)-variation on \([0, T]\) and we equip this class with a norm
\[ ||f||_p := (v_p(f))^{\frac{1}{p}} + ||f||_\infty, \]
where \( ||f||_\infty = \sup_{0 \leq t \leq T} |f(t)| \). It is known that the space \((W_p, || \cdot ||_p)\) is a Banach space.

A contributing work by Young [24] extended classical Riemann-Stieltjes to cover functions of unbounded variation. More precisely, he noticed that \( p \)-variations can be useful to define integrals. For proofs see also [17].

**Theorem 2.2.** Let \( f \in W_p([0, T]) \) and \( g \in W_q([0, T]) \) for some \( 1 \leq p, q < \infty \) with \( \frac{1}{p} + \frac{1}{q} > 1 \). Moreover, assume that \( f \) and \( g \) have no common points of discontinuities. Then for any interval \([s, t] \subset [0, T]\) the integral
\[ \int_s^t f \, dg \]
exists as a Riemann-Stieltjes integral.

The above theorem is particularly useful in the case of Hölder continuous functions. This is the topic of the next theorem (see also Zähle [25]).

**Theorem 2.3.** Let \( f \in C^\alpha([0, T]) \) and \( g \in C^\beta([0, T]) \). If \( \alpha + \beta > 1 \), then for any interval \([s, t] \subset [0, T]\) the integral
\[ \int_s^t f \, dg \]
exists as a Riemann-Stieltjes integral.

In applications such as financial mathematics, it is a wanted feature to define stochastic integrals as a limit of Riemann-Stieltjes sums, or so-called forward integrals. Such pathwise integrals were also studied by Föllmer [1] (see also Sondermann [21]).

**Definition 2.5.** Let \((\pi_n)_{n=1}^\infty\) be a sequence of partitions \( \pi_n = \{0 = t_0^n < \ldots < t_{k(n)}^n = T\} \) such that \( |\pi_n| = \max_{j=1, \ldots, k(n)} |t_j^n - t_{j-1}^n| \to 0 \) as \( n \to \infty \) and let \( X = (X_t)_{t \in [0, T]} \) be a continuous process. The Föllmer integral of a process \( Y \) with respect to \( X \) over interval \([0, t]\) along the sequence \( \pi_n \) is defined as
\[ \int_0^t Y_s \, dX_s = \lim_{n \to \infty} \sum_{t_j^n \in \pi_n \cap (0, t]} Y^*_n \left( X_{t_j^n} - X_{t_{j-1}^n} \right) \]
if the limit exists almost surely. The integral over the whole interval
$[0, T]$ is defined as
\[\int_0^T Y_s dX_s = \lim_{t \to T} \int_0^t Y_s dX_s.\]

**Remark 2.3.** If the processes $X$ and $Y$ are Hölder continuous pro-
cesses of order $\alpha$ and $\beta$ with $\alpha + \beta > 1$, then it can be shown that the
Föllmer integral exists and coincides with the Young integral.

We remark that while the definition is very useful for applications,
it can sometimes be difficult to show that the Föllmer integral exists.
However, in some cases the existence of the Föllmer integral can be
proved. For instance, this is the case for processes $X$ that have fi-
nite quadratic variation. We first recall the definition of a quadratic
variation process.

**Definition 2.6.** Let $(\pi_n)_{n=1}^\infty$ be a sequence of partitions $\pi_n = \{0 = t_0^n < \ldots < t_k^n(n) = T\}$ such that $|\pi_n| = \max_{j=1,\ldots,k(n)}|t_j^n - t_{j-1}^n| \to 0$
as $n \to \infty$. Let $X$ be a continuous process. Then $X$ is a
quadratic variation process along the sequence $(\pi_n)_{n=1}^\infty$ if the limit
\[\langle X \rangle_t = \lim_{n \to \infty} \sum_{t_j^n \in \pi_n \cap (0,t]} (X_{t_j^n} - X_{t_{j-1}^n})^2\]
exists almost surely.

**Lemma 2.2.** Let $X$ be a continuous quadratic variation process
and let $f \in C^{1,2}([0, T] \times \mathbb{R})$. Let $0 \leq s < t \leq T$. Then
\[f(t, X_t) = f(s, X_s) + \int_s^t \frac{\partial f}{\partial t}(u, X_u) du + \int_s^t \frac{\partial f}{\partial x}(u, X_u) dX_u + \frac{1}{2} \int_s^t \frac{\partial^2 f}{\partial x^2}(u, X_u) d\langle X \rangle_u.\]
In particular, the Föllmer integral exists and has a continuous modi-
fication.

For the proof and details, see [4] or [21].

**Remark 2.4.** Note that in the above result the existence of stochastic
integral is a consequence of the existence of other terms. Hence
the existence of the stochastic integral is not proved directly but it is rather
a consequence of the Itô formula. In this paper we prove the existence
of stochastic integrals directly, which in turn implies the existence of
the term involving local times arising from a non-trivial quadratic vari-
ation.

### 2.3 Facts on functions of bounded variation

We first recall some basic results on convex functions. Recall first that
for every convex function $f : \mathbb{R} \to \mathbb{R}$, the left-sided derivative $f'_-$
and right-sided derivative \( f'_+ \) exists. Moreover, it is known (see, e.g. [15]) that \( f'_- \) (\( f'_+ \), respectively) is increasing and left-continuous (right-continuous, respectively), and the set \( \{ x : f'_-(x) \neq f'_+(x) \} \) is at most countable. We also recall the following theorem.

**Theorem 2.4.** Let \( f \) be a convex function. Then the second derivative \( f'' \) of \( f \) exists in the sense of distributions and it is a positive Radon measure. Conversely, for a given Radon measure \( \mu \) on real line there exists a convex function \( f \) such that \( f'' = \mu \). Moreover, for any interval \( I \subset \mathbb{R} \) and any \( x \in \text{int}(I) \) we have

\[
f'_-(x) = C_I + \frac{1}{2} \int_I \text{sgn}(x-a)\mu(da),
\]

where

\[
\text{sgn}(x) = \begin{cases} 
1, & x > 0 \\
-1, & x \leq 0
\end{cases}
\]

Note that if the support of the measure \( \mu \), denoted by \( \text{supp}(\mu) \), is compact, then the representation (2.1) holds uniformly with some general constant \( C \). This is one of the key facts in order to prove our main results.

We also recall the following crucial facts for our analysis. Let \( f : \mathbb{R} \to \mathbb{R} \) be a convex function such that the corresponding measure \( \mu \) has compact support and \( \phi \) be a positive \( C^\infty \)-function with compact support in \((\mathbb{R},[0,\infty)) \). Defining

\[
f_n(x) = n \int_{-\infty}^0 f(x+y)\phi(ny)dy, \quad n \in \mathbb{N}
\]

it is known that for every \( n \in \mathbb{N} \), \( f_n \in C^\infty \) and \( f_n \) is locally bounded convex function with the properties that \( f_n \) converges to \( f \) pointwise and \( f'_n \) increases to \( f'_+ \) [15]. More importantly, for every \( g \in C^0_0 \) we have

\[
\lim_{n \to \infty} \int_{\mathbb{R}} g(x)f''_n(x)dx = \int_{\mathbb{R}} g(x)\mu(dx).
\]

As a direct consequence of equation (2.2) we obtain the following Lemma.

**Lemma 2.3.** Let \( X = (X_t)_{t \geq 0} \) be any non-trivial stochastic process, and let \( \mu \) be a positive Radon measure with compact support and \( f''_n \) be the corresponding approximation satisfying (2.2). Then

\[
\int 1_{X_s < a < X_t} \mu(da) \leq \liminf_n \int 1_{X_s < a < X_t} f''_n(a)da.
\]

**Proof.** The proof follows similar ideas as the proof of Portmanteau theorem concerning convergence of probability measures (see, e.g. [9]).

Let a function \( h \) be continuous with compact support, and denote \( \alpha = \sup_{x \in [a,b]} |h(x)| \). Suppose there exists a sequence \( g_i \in C^\infty_0 \) with \( -\alpha \leq g_i \leq h \), and \( \lim_{i \to \infty} g_i(x) = h(x) \). Since \( f''_n \) is positive, then

\[
\liminf_n \int_{\mathbb{R}} h(x)f''_n(x)dx \geq \liminf_n \int_{\mathbb{R}} g_i(x)f''_n(x)dx = \int_{\mathbb{R}} g_i(x)\mu(dx).
\]
Apply dominated convergence theorem to $g_i(x) + \alpha$ and $h(x) + \alpha$ to get
\[ \lim_{n \to \infty} \int_{\mathbb{R}} g_i(x) \mu(dx) = \int_{\mathbb{R}} h(x) \mu(dx). \]

Therefore we get
\[ \liminf_{n} \int_{\mathbb{R}} h(x) f_n''(x) dx \geq \int_{\mathbb{R}} h(x) \mu(dx). \]

By using same for $-h$ we obtain
\[ \limsup_{n} \int_{\mathbb{R}} h(x) f_n''(x) dx \leq \int_{\mathbb{R}} h(x) \mu(dx). \]

Thus
\[ \lim_{n \to \infty} \int_{\mathbb{R}} h(x) f_n''(x) dx = \int_{\mathbb{R}} h(x) \mu(dx), \quad (2.3) \]

for $h$ continuous with compact support.

Let now $A$ be a compact set. For non-empty open set $G \in A$, define $l_N = 1 \wedge (N \cdot d(x, G^c))$. Then $l_N$ is a continuous function with compact support, and $0 \leq l_N \leq 1_G, l_N \uparrow 1_G$.

Now for an open set $G = (a, b)$, we can rewrite $l_N$ as
\[ l_N = N(x-a)1_{a<x<b} + 1_{b-x\leq a \leq b-x} + N(b-x)1_{b-x<x<b}. \]

It’s obvious that we can find a sequence of non-negative smooth functions $g_n$ with compact support approaching to $l_N$ from below.

Thus we can use the equation (2.3) above for $h = l_N$ to obtain
\[ \lim_{n \to \infty} \int_{\mathbb{R}} h(x) f_n''(x) dx = \int_{\mathbb{R}} h(x) \mu(dx), \]

and consequently we get
\[ \int_{\mathbb{R}} l_N \mu(dx) = \liminf_{n} \int_{\mathbb{R}} l_n f_n''(x) dx \leq \liminf_{n} \int_{\mathbb{R}} 1_G f_n''(x) dx. \]

Let now $N \to \infty$ to obtain
\[ \mu(G) \leq \liminf_{n} \int_{\mathbb{R}} 1_G f_n''(x) dx. \]

This implies
\[ \int_{\mathbb{R}} 1_{X < a < X} \mu(da) \leq \liminf_{n} \int_{\mathbb{R}} 1_{X < a < X} f_n''(a) da. \]

Next we briefly recall the relation between functions of bounded variation and the derivatives of convex functions.
Definition 2.7. A function \( f \in \mathbb{R} \to \mathbb{R} \) is called to be of bounded variation if \( f \) has bounded \( p \)-variation over the whole real line \( \mathbb{R} \) for \( p = 1 \). The space of functions of bounded variation is denoted by \( BV(\mathbb{R}) \). The space of functions of locally bounded variation, denoted by \( BV_{\text{loc}}(\mathbb{R}) \), is a space of functions \( f \) which are of bounded variation over every compact set \( K \in \mathbb{R} \).

The fundamental result called Jordan decomposition explains the relation between functions \( f \in BV_{\text{loc}}(\mathbb{R}) \) and convex functions.

Theorem 2.5. A function \( f \) is of bounded variation on an interval \([a, b]\) if and only if it can be written as a difference \( f = f_1 - f_2 \), where \( f_1 \) and \( f_2 \) are non-decreasing.

Let now \( f \) and \( g \) be convex functions with \( f'_- \) and \( g'_- \) as their left-sided derivatives. Now \( f'_- \) and \( g'_- \) are non-decreasing, and consequently the function

\[ h(x) = f'_-(x) - g'_-(x) \]

is of locally bounded variation. Consequently, to obtain our results it is sufficient to consider given convex function \( f \) and its left-sided derivative \( f'_- \) from which the general case follows by linearity. Moreover, without loss of generality we can always assume that the corresponding measure \( \mu \) has compact support. The general case follows by reduction arguments which are also presented in the proofs.

2.4 A word of warning

In this subsection we give a word of warning and briefly explain the gaps present in the literature.

Let now \( B^H \) be a fractional Brownian motion with Hurst index \( H > \frac{1}{2} \) and let \( f \) be a convex function. In [2] the authors proved the existence of integrals of form \( \int_0^T f'_-(B^H_u)dB^H_u \), and applied this fact to prove Itô formula

\[ f(B^H_T) = f(0) + \int_0^T f'_-(B^H_u)dB^H_u \]

for convex function. To obtain such a result, the authors applied classical Itô formula to the smooth approximation \( f_n \) of convex function \( f \) explained in previous subsection, and then applied fractional Besov space techniques to prove the convergence of integrals

\[ \int_0^T (f_n)'(B^H_u)dB^H_u \to \int_0^T f'_-(B^H_u)dB^H_u. \]

For such result one needs to find an integrable dominants for the difference \( (f_n)' - f'_- \) in terms of the norm \( \| \cdot \|_{2, \beta} \) (see also proof of Theorem 3.7). In [2] it was argued that, starting from equation (2.2), one can take any sequence \( \phi_\epsilon \) of smooth functions converging uniformly to dirac delta function \( \delta_a \) at point \( a \) and obtain that

\[ f''_n(a) \approx \int \phi_\epsilon f''_n(x)dx \approx \int \phi_\epsilon \mu(dx). \]
Moreover, one have that
\[ \int \phi \mu(dx) \approx \int \delta_a \mu(dx) = \mu(a) < \infty \] (2.5)
which would lead to \( \sup_n f''_n(a) < \infty \) uniformly in \( n \). However, the statement of equation (2.5) is false in general; if \( \mu \) has atom at point \( a \), then we obtain
\[ \int \phi \mu(dx) \to \infty. \]

On the other hand, by Lebesgue decomposition theorem (see [16]) the measure \( \mu \) can be decomposed as
\[ \mu = \mu_{AC} + \mu_{SC} + \mu_{SD}, \]
where \( \mu_{AC} \) is absolutely continuous with respect to Lebesgue measure, \( \mu_{SC} \) is singular continuous part and \( \mu_{SD} \) is singular discontinuous part, i.e. \( \mu_{SD} \) corresponds to the atoms of the measure \( \mu \). Now the statement (2.5) is clearly true for \( \mu_{AC} \) and false for \( \mu_{SD} \), but it is not clear whether the statement is true for \( \mu_{SC} \). On the other hand, if \( \sup_n f''_n(a) < \infty \) does indeed hold for some measure \( \mu \), then by applying Lemma 2.3 we obtain
\[ \int 1_{X_s < a < X_t} \mu(da) \leq C|X_t - X_s|. \]

Consequently, for every \( \alpha \)-Hölder continuous process \( X \) we would obtain that
\[ f'_-(X_t) \in W^{\alpha-\epsilon}_1 \subset C^{\alpha-2\epsilon}. \]
In other words, any function of locally bounded variation applied to Hölder continuous process \( X \) would still be Hölder continuous. Clearly, such result is true only if \( f'_- \) is sufficiently smooth in which case the integral would reduce back to Young integration theory for Hölder continuous processes.

The above mentioned false argument was also applied in [22] to generalise the results of [2] to more general class of Gaussian processes, although by examining the proof in [22] it is clear that the proof is correct provided that \( \mu_{SC}([-\epsilon, \epsilon]) = 0 \) for small enough \( \epsilon \). We also note that similar techniques was applied in [23], where the author studied average of geometric fractional Brownian motion and proved certain type of Itô formula in that case. To obtain the result the author in [23] proved that for a given functional \( X_t \) and the approximating sequence \( f_n(X_t) \) we have
\[ \mathbb{E}||f_n||_{2,\beta} \to \mathbb{E}||f||_{2,\beta}. \]
Then the author applied dominated convergence theorem to obtain the result. However, this is not sufficient to apply dominated convergence theorem. Moreover, it is not even clear whether it holds that \( \mathbb{E}||f||_{2,\beta} < \infty \) (see also Remark 3.6). Furthermore, similar gap appears in [2] where the authors proved that the integral can be approximated with forward sums. There it was proved that there exists an upper bound which converges to an integrable limit. This neither is sufficient in order to apply dominated convergence theorem.
3 Existence of gLS-integrals

In this section we prove one of our main results; the existence of gLS-integrals. First we give some definitions and technical lemmas.

We will make the following assumption.

Assumption 3.1. Let $X$ be a stochastic process. We assume that for almost every $t \in [0, T]$, the process $X$ has a density $p_t(y)$ and there exists a function $g \in L^1([0, T])$ such that $\sup_y p_t(y) \leq g(t)$.

The following examples should convince the reader that the assumption is not very restrictive.

Example 3.1. Let $X$ be a stationary stochastic process such that $X_0$ has a density $p(y)$. Then $\sup_y p(y) = C < \infty$, and consequently we can take $g(t) = C$.

Example 3.2. Let $X$ be a Gaussian process with variance function $V(t)$. Then we have $\sup_y p_t(y) = \frac{1}{\sqrt{2\pi V(t)}}$.

Consequently, $X$ satisfies Assumption 3.1 provided that $V(t) \geq ct^{2\beta}$ for some $\beta < 1$. Especially, this is usually satisfied for every interesting Gaussian process $X$. Indeed, a natural assumption is that $V(t) > 0$ for every $t > 0$, i.e. there is some randomness involved. On the other hand, for many interesting cases we have $X_0 = 0$, and thus one has to only study the behaviour of $V(t)$ at zero. Now if $V(t) \leq ct^{2\beta}$ with some $\beta > 1$, then the process is Hölder continuous of order $\beta$ around the origin. Hence if $\beta > 1$, the process would be constant which is hardly interesting. Similarly, in the limiting case $V(t) \sim t^2$ the process is differentiable in the mean square sense, and consequently one can apply classical integration techniques.

Remark 3.1. In [22] the authors studied convex functions and Hölder continuous Gaussian processes of order $\alpha > \frac{1}{2}$ together with additional assumption $V(t) \geq ct^2$, and the proof [22] relies on an estimate for probability $\mathbb{P}(X_s < a < X_t)$ with some given level $a$. Moreover, the gap explained previously does not affect the proof present in [22] provided that $\mu_{SC}([-\epsilon, \epsilon]) = 0$ for some $\epsilon > 0$. Consequently, in the case of Gaussian processes and many functions $f$ of interest, we have to pose more restrictive condition $V(t) \geq ct^{2\beta}$ for some $\beta < 1$. However, clearly such condition is not very restrictive. In particular, fractional Brownian motion with arbitrary Hurst index $H \in (0, 1)$ satisfies Assumption 3.1.

Example 3.3. Assume that a process $X$ satisfies Assumption 3.1. If we add a deterministic drift $f(t)$ and consider a process $Y_t = X_t + f(t)$, it is again clear that then the process $Y$ satisfies Assumption 3.1. Hence our results are valid if one adds a suitably regular drift term into the model.
Example 3.4. Assume that a process \( X_1 \) satisfies Assumption 3.1 and a process \( X_2 \) is independent of \( X_1 \) and has a density. Then the density of a process \( Y = X_1 + X_2 \) satisfies
\[
p_Y(t) = \int p_1^1(z-y)p_2^2(y)dy < f(t) \int p_2^2(y)dy = f(t).
\]
Consequently, the process \( Y \) also satisfies the Assumption 3.1.

In general, Malliavin calculus is a powerful tool to study the existence and smoothness of the density (see, e.g. [13]). Moreover, it is known that any random variable lying in some fixed Wiener-chaos admits a density. In particular, a finite sum of such variables admits a density.

The following Lemma is a version of similar Lemma from [23], and is one of our key ingredients.

Lemma 3.1. Let \( X \) be a stochastic process such that Assumption 3.1 holds. Then for every function \( f : [0, T] \to \mathbb{R} \) and every \( \alpha \in (0, 1) \) it holds
\[
\mathbb{E} \int_0^T |X_t + f(t)|^{-\alpha} dt < C < \infty,
\]
where the constant \( C \) is independent of the function \( f \).

Proof.
\[
\mathbb{E} \int_0^T |X_t + f(t)|^{-\alpha} dt = \int_0^T \mathbb{E}|X_t + f(t)|^{-\alpha} dt.
\]
According to Assumption 3.1 we obtain
\[
\mathbb{E}|X_t + f(t)|^{-\alpha} = \int_{\mathbb{R}} |y + f(t)|^{-\alpha} p_t(y) dy
\]
\[
= \int_{f(t)}^{f(t)+1} |y + f(t)|^{-\alpha} p_t(y) dy + \int_{\mathbb{R}\setminus[f(t)-1,f(t)+1]} |y + f(t)|^{-\alpha} p_t(y) dy
\]
\[
\leq g(t) \int_{f(t)-1}^{f(t)+1} |y + f(t)|^{-\alpha} dy + 1
\]
\[
= \frac{2}{1-\alpha} g(t) + 1.
\]
Thus we have
\[
\mathbb{E} \int_0^T |X_t + f(t)|^{-\alpha} dt \leq \int_0^T \frac{2}{1-\alpha} g(t) dt + T \leq \left( \frac{2}{1-\alpha} \right) \|g(t)\|_{L^1([0,T])} + T.
\]

Remark 3.2. In [23] the Lemma was proved in special case \( f(t) = a \) and it was assumed that \( X \) has density \( p_t \) for every \( t \in [0, T] \). However, it is clear that it is sufficient to assume the existence of density for almost every \( t \). This can be handy for some special cases. For example, in [8] the author constructed a martingale which has atoms on certain
time points. Consequently, it is clear that on such points the density does not exist. On the other hand, the resulting martingale in [8] inherits the Hölder properties of standard Brownian motion, and hence it could be applied for our results. Similarly, we wish to present the result with arbitrary measurable function $f(t)$ which might be helpful to further generalise our results.

Recall that $C^{\alpha}([0,T])$ denotes the space of $\alpha$-Hölder continuous functions on $[0,T]$ and $BV^{loc}$ denotes the space of functions $f : \mathbb{R} \to \mathbb{R}$ that are of locally bounded variation.

**Definition 3.1.** Consider the space $BV^{loc}(C^{\alpha}([0,T]))$, i.e. the image of $C^{\alpha}$ under mappings $g : \mathbb{R} \to \mathbb{R}$ such that $g \in BV^{loc}$. More precisely, $f \in BV^{loc}(C^{\alpha}([0,T]))$ if and only if it can be represented as

$$f = g(h(x))$$

for some $g \in BV^{loc}$ and $h \in C^{\alpha}([0,T])$. We will denote $Z \in BV(C^{\alpha})$ (abbreviation for “Bounded variation image of $\alpha$-Hölder space”) if $Z \in BV^{loc}(C^{\alpha}([0,T]))$ and the driving process $X \in C^{\alpha}([0,T])$ satisfies Assumption 3.1, i.e. $Z$ can be represented as

$$Z_t = g(X_t) \quad (3.1)$$

for some $g \in BV^{loc}$ and some $X \in C^{\alpha}([0,T])$ satisfying Assumption 3.1.

**Remark 3.3.** Note that we are not assuming that a density of $Z$ itself exists. Indeed, this is rarely the case as can be seen by considering function $g(x) = \mathbb{1}_{x>0}$.

**Remark 3.4.** The authors in [3] and [23], motivated by financial applications, considered also smooth and monotonic transformations $g(X)$ of a Gaussian process $X$. It is clear that such transformations are already included to the space $BV(C^{\alpha})$. Indeed, if the driving process $X$ satisfies Assumption 3.1, then it is clear that a monotone and smooth transformation $g(X)$ also satisfies Assumption 3.1.

For the rest of the paper, the dependence on the interval $[0,T]$ is omitted on the notation unless otherwise specified.

**Theorem 3.1.** Let $\alpha \in (0,1)$. Then for every $\epsilon \in (0,1-\alpha)$ we have

$$BV\epsilon(C^{\alpha+\epsilon}) \subset W_2^{\alpha}$$

almost surely.

**Remark 3.5.** Note that under our additional Assumption 3.1 we obtain the following relation between spaces:

$$C^{\alpha+\epsilon} \subset BV\epsilon(C^{\alpha+\epsilon}) \subset W_2^{\alpha}$$

i.e. the space $BV(C^{\alpha})$ is between the fractional Besov space $W_2^{\alpha}$ and the space of Hölder continuous functions.
Proof. The proof follows ideas used in [2, 23].

Let \( Z_t = f(X_t) \in BV(\alpha + \epsilon) \), where \( f \in BV^{loc} \) and \( X \in C^{\alpha+\epsilon}([0, T]) \) satisfying Assumption 3.1. Then we need to prove \( f(X_t) \in W^{\alpha, 2}_2 \), i.e.

\[
\| f(X_t) \|_{2, \alpha} \to \infty, \quad \text{a.s.}
\]

Assume \( K := \text{supp}(\mu) \) is compact. If the support is not compact, define

\[
K_n = \{ \omega \in \Omega \mid \sup_{t \in [0, T]} |X_t| \leq n \}
\]

and a function \( f_n \) as

\[
f_n(x) = \begin{cases} f(-n) & \text{if } x < -n, \\ f(x) & \text{if } -n \leq x \leq n, \\ f(n) & \text{if } x > n. \end{cases}
\]

Then the measure \( \mu \) associated with \( f_n \) has compact support and \( f = f_n \) on \( K_n \). Furthermore, we have

\[
\int_0^T f(X_u) dY_u = \int_0^T f_n(X_u) dY_u
\]
on \( K_n \) and \( \Omega = \cup_n K_n \).

First we have

\[
\int_0^T \frac{|f(X_s)|}{s^\alpha} ds \leq \sup_{0 \leq s \leq T} |f(X_s)| \int_0^T \frac{1}{s^\alpha} ds < \infty, \quad \text{a.s.}
\]

Then according to the relation of bounded variation function and convex function and Theorem 2.4, we have

\[
\int_0^T \int_0^t \frac{|f(X_s) - f(X_t)|}{|t - s|^{1+\alpha}} ds dt \\
= \int_0^T \int_0^t \frac{|\int_{K}(\text{sgn}(X_s - a)\mu(da) - \int_{K}(\text{sgn}(X_t - a)\mu(da))|}{|t - s|^{1+\alpha}} ds dt \\
= \int_0^T \int_0^t \frac{\int_{K}(1_{X_s < a < X_t} + 1_{X_s < a < X_t})\mu(da)}{|t - s|^{1+\alpha}} ds dt
\]

We will only consider the case \( 1_{X_s < a < X_t} \), since the other can be treated similarly. By Tonelli’s theorem we have

\[
\int_0^T \int_0^t \frac{\int_{K}(1_{X_s < a < X_t})\mu(da)}{|t - s|^{1+\alpha}} ds dt = \int_{K} \left( \int_0^T \int_0^t \frac{1_{X_s < a < X_t}}{|t - s|^{1+\alpha}} ds dt \right) \mu(da)
\]

Now define

\[
T_t(a) := \sup\{u \in [0, t] : X_u = a\},
\]
and let the supremum over an empty set be 0. When \( T_t(a) = 0 \), then \( 1_{X_s < a < X_t} = 0 \), and thus the above integral is 0. It is trivial that on
the set \( \{ \omega : a < X_t \} \) we have \( T_t(a) < t \) a.s. Therefore

\[
\int_0^t \mathbf{1}_{X_s < a < X_t} \frac{ds}{|t-s|^{1+\alpha}} \leq \int_0^{T_t(a)} \mathbf{1}_{a < X_t} \frac{ds}{|t-s|^{1+\alpha}} = \mathbf{1}_{a < X_t} \frac{(t - T_t(a))^{-\alpha} - t^{-\alpha}}{\alpha}.
\]

Let next \( p \geq 1 \) and \( \gamma > \frac{1}{p} \). By Lemma 2.1 there exist a constant \( C = C(p, \gamma) > 0 \), such that for all \( 0 \leq s, t \leq T \) we have

\[
|X_t - X_s|^p \leq C|t - s|^\gamma p - 1 \int_0^T \int_0^T \frac{|X_u - X_v|^p}{|u - v|^{\gamma p + 1}} dv du.
\]

Now let \( s = T_t(a) \) to obtain

\[
|X_t - a|^p \leq C|t - T_t(a)|^\gamma p - 1 \int_0^T \int_0^T \frac{|X_u - X_v|^p}{|u - v|^{\gamma p + 1}} dv du.
\]

Recall that \( X \in C^{\alpha + \varepsilon}([0, T]) \) for some \( \alpha \in (0, 1) \) and \( \varepsilon \in (0, 1 - \alpha) \). Hence by choosing \( \gamma < \alpha + \varepsilon \) we obtain

\[
\int_0^T \int_0^T \frac{|X_u - X_v|^p}{|u - v|^{\gamma p + 1}} dv du \leq \int_0^T \int_0^T C_1(\omega)|t - s|^{(\alpha + \varepsilon - \gamma)p - 1} dv du < \infty.
\]

Consequently, we have

\[
|t - T_t(a)|^{-\alpha} \leq C^{-\frac{\alpha}{\gamma p - 1}} |X_t - a|^{-\frac{\alpha p}{\gamma p - 1}} \left( \int_0^T \int_0^T \frac{|X_u - X_v|^p}{|u - v|^{\gamma p + 1}} dv du \right)^{\frac{\alpha p}{\gamma p - 1}},
\]

and by (3.2) we obtain

\[
\int_0^T (t - T_t(a))^{-\alpha} dt \leq C(\omega) \int_0^T |X_t - a|^{-\frac{\alpha p}{\gamma p - 1}} dt.
\]

Hence, according to Assumption 3.3 and Lemma 3.1 we get

\[
\mathbb{E} \int_0^T (t - T_t(a))^{-\alpha} dt \leq C_2 \mathbb{E} \int_0^T |X_t - a|^{-\frac{\alpha p}{\gamma p - 1}} dt < \infty
\]

provided that \( \frac{\alpha p}{\gamma p - 1} < 1 \). Now this is possible with suitable choices of parameters, e.g. by choosing \( \gamma = \alpha + \frac{\varepsilon}{2} \) and \( p > \frac{2}{\varepsilon} \). To conclude, we have

\[
\int_0^T \int_0^t \frac{\mathbf{1}_{X_s < a < X_t}}{|t-s|^{1+\alpha}} ds dt \leq C(\omega) \int_0^T |X_t - a|^{-\frac{\alpha p}{\gamma p - 1}} dt < \infty \quad a.s.
\]

which in turn implies

\[
\int_0^T \int_0^t \frac{\mathbf{1}_{X_s < a < X_t} \mu(da)}{|t-s|^{1+\alpha}} ds dt < \infty.
\]
Remark 3.6. We remark that we are not claiming that
\[ \mathbb{E} \int_0^T \int_0^t \int_K (1_{X_s < a < X_t}) \mu(da) \frac{d\sigma d\tau}{|t-s|^{1+\alpha}} < \infty \]
in general. Indeed, our upper bound depends on the random variable representing Hölder constant of the process \( X \), which may or may not have finite moments.

Next we will state the existence of integrals by using the previous Theorem.

Theorem 3.2. Let \( X \in BV_i C^\alpha \) and \( Y \in C^\gamma ([0, T]) \). If \( \alpha + \gamma > 1 \), then the integral
\[ \int_0^T X_s dY_s \]
exists almost surely in generalized Lebesgue–Stieltjes sense.

Proof. Choose some \( \beta \in (1 - \gamma, \alpha) \). Then \( Y \in W^{1-\beta}_1 \) by Remark 2.1 and \( X \in W^\beta_2 \) by Theorem 3.1. Hence the integral is well-defined by Proposition 2.1.

The following theorem is a straightforward consequence and the proofs goes analogously to the proof of similar theorem in [22].

Theorem 3.3. Let \( X \in BV_i C^\alpha \) and \( Y \in C^\gamma \) with \( \alpha + \gamma > 1 \). Let \( \tau \leq T \) be a bounded random time. Then the integral
\[ \int_0^\tau X_s dY_s \]
exists almost surely in generalized Lebesgue–Stieltjes sense.

3.1 Multidimensional Processes

In this section we will show the existence of the stochastic integral in a case where the integrand depends on several processes.

Consider an \( n \)-dimensional vector \( \alpha = (\alpha_1, \ldots, \alpha_n) \).

Definition 3.2. Let \( X = (X_1, \ldots, X_n) \) be an \( n \)-dimensional stochastic process on \([0, T] \). We denote \( X \in C^\alpha ([0, T]) \) if the processes \( X_k \) are independent with each other and for every \( k \) we have \( X_k \in C^{\alpha_k} ([0, T]) \).

Theorem 3.4. Let \( X \in C^\alpha ([0, T]) \) such that every \( X_k \) satisfies Assumption 3.1 and \( Z \in C^\gamma ([0, T]) \). Moreover, let \( f(x_1, \ldots, x_n) \in BV_{loc} \) with respect to every \( x_k \). If \( \alpha_k + \gamma > 1 \), for every \( k = 1, \ldots, n \), then the integral
\[ \int_0^T f(X_1^t, \ldots, X_n^t) dZ_s \]
exists almost surely in generalized Lebesgue–Stieltjes sense.
Proof. We will prove the result by induction. We begin with the case \( n = 2 \) to illustrate our approach while case \( n = 1 \) is in fact Theorem 2.1.

**Step 1.** When \( n = 2 \), we have \( f = f(x, y) \). Choose some \( \beta \in (1 - \gamma, \min(\alpha_x, \alpha_y)) \), then \( Z \in W^{1-\beta}_1 \). According to Proposition 2.1 the generalized Lebesgue-Stieltjes integral exists if we have
\[
\|f(X, Y)\|_{2, \beta} < \infty, \quad a.s.
\]
Clearly, for the first part in the norm we have
\[
\int_0^T \frac{|f(X_t, Y_t)|}{t^\beta} dt \leq \sup_{0 \leq t \leq T} |f(X_t, Y_t)| \int_0^T \frac{1}{t^\beta} dt < \infty.
\]
For the second part in \( \|f(X_t, Y_t)\|_{2, \beta} \), we write
\[
|f(X_t, Y_t) - f(X_s, Y_s)| = |f(X_t, Y_t) - f(X_s, Y_t) + f(X_s, Y_t) - f(X_s, Y_s)|.
\]
The key idea for the proof is that for each pair above, the other variable is fixed and we treat the function \( f(x, y) \) as a function of one variable, say \( x \) while \( y \) is fixed. Consequently, we can apply representation (2.1) with respect to variable \( x \) such that the corresponding Radon measure \( \mu = \mu_y \) depends on the fixed variable \( y \).

Next we proceed similarly as in the one-dimensional case. First define a set
\[
\Omega_n = \{ \omega \in \Omega : \max \left( \sup_{t \in [0, T]} |X_t|, \sup_{t \in [0, T]} |Y_t| \right) \in [0, n] \}, \quad n \in \mathbb{N}
\]
and an auxiliary function \( f_n \) by
\[
f_n(x, y) = \begin{cases} 
  f(-n, n), & x < -n, y > n \\
  f(-n, -n), & x < -n, y < -n \\
  f(x, n), & x \in [-n, n], y > n \\
  f(x, -n), & x \in [-n, n], y < -n \\
  f(x, y), & -n \leq x \leq n, -n \leq y \leq n \\
  f(n, y), & x > n, y \in [-n, n] \\
  f(-n, y), & x < -n, y \in [-n, n] \\
  f(n, -n), & x > n, y < -n \\
  f(n, n), & x > n, y > n 
\end{cases}
\]
Now the measure \( \mu \) associated to \( f_n \) has compact support, \( f_n = f \) on \( \Omega_n \) and \( f(x, y) \) is uniformly bounded. Furthermore, \( \Omega = \cup_n \Omega_n \) which gives the general case. Consequently, we can assume without loss of generality that \( f(x, y) \) is uniformly bounded and that all the corresponding Radon measures have compact support on \([-n, n]\).
For part $|f(X_t, Y_t) - f(X_s, Y_t)|$ we get by applying representation (2.1)
\[
|f(X_t, Y_t) - f(X_s, Y_t)| = \int_{-n}^{n} \text{sgn}(X_t - a) \mu_Y(da) - \int_{-n}^{n} \text{sgn}(X_s - a) \mu_Y(da) = \int_{-n}^{n} (1_{X_t < a < X_s} + 1_{X_s < a < X_t}) \mu_Y(da).
\]
By symmetry, what we need to show is that
\[
\int_{0}^{T} \int_{0}^{t} \int_{-n}^{n} \left( \frac{1_{X_t < a < X_s}}{|t - s|^{1+\beta}} \mu_Y(da) \right) dt ds < \infty.
\]
Thus by following the arguments of the proof of Theorem 3.1 we have
\[
|t - T_i(a)|^{-\beta} \leq C_1 \int_{-n}^{n} \mu_Y(da) \left( \int_{0}^{T} \int_{0}^{T} \frac{|X_u - X_v|^{p}}{|u - v|^{\gamma p + 1}} \text{d}v \text{d}u \right) \mu_Y(da) \text{d}t < \infty,
\]
where the double integral is almost surely finite. Hence we only need to show that
\[
\mathbb{E} \int_{0}^{T} \int_{-n}^{n} |X_t - a|^{-\frac{\beta}{\gamma + p}} \mu_Y(da) dt < \infty. \tag{3.3}
\]
By independence, Assumption 3.1 and Lemma 3.1, we have
\[
\mathbb{E} \int_{0}^{T} \int_{-n}^{n} |X_t - a|^{-\frac{\beta}{\gamma + p}} \mu_Y(da) dt = \int_{0}^{T} \int_{-n}^{n} \mathbb{E} |X_t - a|^{-\frac{\beta}{\gamma + p}} \mu_y(da) \mathbb{P}(Y_t \in dy) dt 
\leq \int_{0}^{T} \int_{-n}^{n} C g(t) \mu_y(da) \mathbb{P}(Y_t \in dy) dt
= C \int_{0}^{T} g(t) \int_{-n}^{n} \mu_y(da) \mathbb{P}(Y_t \in dy) dt
= C \int_{0}^{T} g(t) \int_{-n}^{n} \left[ f(n + \epsilon, y) - f(-n - \epsilon, y) \right] \mathbb{P}(Y_t \in dy) dt
\leq C \int_{0}^{T} g(t) dt < \infty,
\]
where the third equality comes from the following
\[
f(n + \epsilon, y) - f(-n - \epsilon, y) = \int_{-n}^{n} \text{sgn}(n + \epsilon - a) \mu_y(da) - \int_{-n}^{n} \text{sgn}(-n - \epsilon - a) \mu_y(da)
= \int_{-n}^{n} \mu_y(da) + \int_{-n}^{n} \mu_y(da)
= 2 \int_{-n}^{n} \mu_y(da).
\]
and the last inequality comes from the fact
\[ \sup_y |f(n + \epsilon, y) - f(-n - \epsilon, y)| < \infty \]
since we can assume that \( f \) is uniformly bounded in both variables. This implies
\[ \int_0^T \int_0^t \int_{-n}^n \frac{(1 \cdot X, < a < Y)}{|t - s|^{1 + \beta}} \mu_{Y_t}(da)dsdt < \infty. \]

Now turn to the part \( |f(X_s, Y_t) - f(X_n, Y_n)| \). By the locally bounded variation property and Fubini's Theorem, we only need to consider
\[ \int_0^T \int_0^t \int_{-n}^n (1 \cdot Y_s < a < Y_n) \mu_{X_t}(da)dsdt = \int_0^T \int_t^n \int_{-n}^n (1 \cdot Y_s < a < Y_n) \mu_{X_t}(da)dsdt. \]

Now define \( T_s(a) := \sup \{ t \in [s, T]: Y_t = a \} \). Again by repeating arguments of the proof of Theorem 3.1 we obtain
\[ |T_s(a) - s|^{-\beta} \leq C_1 \frac{a}{\|a - X_s\|^p} \int_0^T |X_u - X_s|^p |u - v|^p dudv \frac{a}{\|a - X_s\|^p}. \]

Consequently we only need to show that
\[ \mathbb{E} \int_0^T \int_{-n}^n |X_t - a|^{-\frac{a}{\|a - X_s\|^p}} \mu_{Y_s}(da)dt < \infty \]
which is actually condition (3.3). To summarize, we have proved that
\[ \int_0^T \int_0^t \int_0^s \frac{|f(X_t, Y_t) - f(X_s, Y_s)|}{|t - s|^{1 + \beta}} dsdt \leq C_T \int_0^T \int_0^n |X_t - a|^{-\frac{a}{\|a - X_s\|^p}} \mu_{Y_t}(da)dt + C_T \int_0^T \int_0^n |Y_t - a|^{-\frac{a}{\|a - X_s\|^p}} \mu_{X_t}(da)dt \]
for some parameters \( \gamma_1 \) and \( \gamma_2 \). Furthermore, by examining the proof we note that the random constant \( C_T \) (depending on Hölder constants of \( X \) and \( Y \)) is increasing in \( T \). Hence we have
\[ \int_0^v \int_0^t \frac{|f(X_t, Y_t) - f(X_s, Y_s)|}{|t - s|^{1 + \beta}} dsdt \leq C_T \int_0^v \int_0^n |X_t - a|^{-\frac{a}{\|a - X_s\|^p}} \mu_{Y_t}(da)dt + C_T \int_0^v \int_0^n |Y_t - a|^{-\frac{a}{\|a - X_s\|^p}} \mu_{X_t}(da)dt \]
for every \( v < T \) which in turn implies that
\[ \int_0^t \frac{|f(X_t, Y_t) - f(X_s, Y_s)|}{|t - s|^{1 + \beta}} ds \leq C_T \int_0^n |X_t - a|^{-\frac{a}{\|a - X_s\|^p}} \mu_{Y_t}(da) + C_T \int_0^n |Y_t - a|^{-\frac{a}{\|a - X_s\|^p}} \mu_{X_t}(da), \]
where the inequality holds \((\mathbb{P}, dt)\)-almost surely.

**Step 3.** When \(n = 3\), we write \(f(X^1, X^2, Y) = f(\bar{X}, Y)\). Now we have

\[
|f(\bar{X}_t, Y_t) - f(\bar{X}_s, Y_s)| = |f(\bar{X}_t, Y_t) - f(\bar{X}_s, Y_t)| + |f(\bar{X}_s, Y_t) - f(\bar{X}_s, Y_s)|.
\]

For the latter part, we can apply arguments of Step 2 except that now the Radon measure depends on \(\bar{X}_s\).

For the first part, we note that for fixed \(\omega\) and \(t\) the random variable \(Y_t\) is just a number which affects only to the corresponding Radon measures \(\mu\). Consequently, by applying (3.4 we obtain for the inner integral

\[
\int_0^t \frac{|f(\bar{X}_t, Y_t) - f(\bar{X}_s, Y_s)|}{(t-s)^{3+1}} \, ds \\
\leq C_T \int_{-n}^n |X^1_t - a|^{-\beta p} \mu_{X^2_t, Y_t}(da) \\
+ C_T \int_{-n}^n |X^2_t - a|^{-\beta p} \mu_{X^1_t, Y_t}(da).
\]

Hence the result follows by arguments of Step 2. To conclude, the case \(n > 3\) follows by repeating the same argument.

**Remark 3.7.** We remark that assumption of independent components \(X^k\) is merely a simplification. Indeed, the result remains valid if the conditional variables \(X^k\) given the other \(n-1\) variables satisfies Assumption 3.1.

### 3.2 Existence of mixed integrals

In this section we briefly explain the existence of certain type of mixed integrals which can be particularly important for applications such as mathematical finance. Indeed, consider a process \(Y = X + W + J\), where \(X\) is H"older continuous process of order \(\alpha > \frac{1}{2}\), \(W\) is a standard Brownian motion (or more generally, any local martingale with absolutely continuous quadratic variation), and \(J\) is a jump process. Such model can be very useful in different applications and mixed models have received increasing attention in the literature. For example in finance, white noise \(W\) represents independent agents acting in the market, \(X\) can capture different stylized facts such as long range or short range dependence, and \(J\) represents the market shocks.

For such a model the notion of stochastic integral with respect to a martingale \(W\) or a jump process \(J\) is quite clear; the integral with respect to \(W\) is understood in the Itô sense and the integral with respect to a jump process \(J\) is defined in the usual sense

\[
\int_0^T H_s \, dJ_s := \sum_{s \leq T} H_s \cdot \Delta J_s,
\]

where \(\Delta J_s\) denotes the jump at point \(s\). The pathwise stochastic integral with respect to \(X\) is the topic of the next theorem.
**Theorem 3.5.** Let \( Y = X + M + J \) be a mixed process, where \( X \in C^{0\alpha_1}(0,T] \) with \( \alpha_1 > \frac{1}{2} \), \( M = (M_t)_{t \in [0,T]} \) is a continuous martingale with absolutely continuous quadratic variation and \( J = (J_t)_{t \in [0,T]} \) is any process satisfying \( P(J_s \neq J_t) \leq C|t-s|^\alpha_2 \) with \( \alpha_2 > 1 - \alpha_1 \). Furthermore, assume that \( X + M \) satisfies Assumption 3.1 and that \( J \) is independent of \( X + M \). Let \( f \in BV^{loc} \), then the integral
\[
\int_0^T f(Y_s) \, dX_s
\]
equals almost surely in generalized Lebesgue–Stieltjes sense.

**Proof.** Note first that since \( M \) is a martingale with absolutely continuous quadratic variation, it follows (see [13]) that \( M \) is Hölder continuous of order \( H \) for any \( H < \frac{1}{2} \). Consequently, the process \( \tilde{X} = X + M \) is also Hölder continuous of order \( H \). Choose now \( \beta \in (1 - \alpha_1, \min\left(\frac{1}{2}, \alpha_2\right)) \). Consequently, we have \( \tilde{X} \in W^{1,\beta}_1 \) and it is sufficient to show
\[
||f(Y_s)||_{2,\beta} < \infty \quad a.s.
\]

It is trivial that
\[
\int_0^T \frac{|f(Y_s)|}{s^{\beta}} \, ds \leq \sup_{0 \leq s \leq T} |f(Y_s)| \int_0^T \frac{1}{s^{\beta}} < \infty.
\]

Then use representation (2.1) to have
\[
\int_0^T \int_0^t \frac{|f(Y_s) - f(Y_t)|}{|t-s|^{1+\beta}} \, ds \, dt = \int_0^T \int_0^t \frac{\left| \int_J^s \sgn(Y_s - a) \mu(da) - \int_J^t \sgn(Y_t - a) \mu(da) \right|}{|t-s|^{1+\beta}} \, ds \, dt
\]
\[
= \int_0^T \int_0^t \int_J^s \frac{(1_{Y_s < a < Y_t} + 1_{Y_t < a < Y_s}) \mu(da)}{|t-s|^{1+\beta}} \, ds \, dt
\]

As before, we only consider \( 1_{Y_s < a < Y_t} \) since the other one can be treated similarly. Note first that since \( \tilde{X} \) satisfies Assumption 3.1 and \( J \) is independent of \( \tilde{X} \), it follows that the process \( Y = X + M + J \) has continuous distribution. Now
\[
1_{Y_s < a < Y_t} = 1_{\tilde{X}_s < a < \tilde{X}_t} + 1_{\tilde{X}_t < a < \tilde{X}_s} \leq 1_{\tilde{X}_s < a < \tilde{X}_t} + J_s \neq J_t
\]

Hence we get
\[
\int_0^T \int_0^t \frac{\int_J (1_{Y_s < a < Y_t}) \mu(da)}{|t-s|^{1+\beta}} \, ds \, dt
\]
\[
\leq \int_0^T \int_0^t \frac{\int_J 1_{\tilde{X}_s < a < \tilde{X}_t} \mu(da)}{|t-s|^{1+\beta}} \, ds \, dt + \int_0^T \int_0^t \frac{\int_J 1_{J_s \neq J_t} \mu(da)}{|t-s|^{1+\beta}} \, ds \, dt
\]

By conditioning, independence of \( J \) and \( \tilde{X} \), and the proof of Theorem 3.1 we obtain that the first integral is finite. For the second
integral we take expectation and by Tonelli’s Theorem we have
\[
\mathbb{E} \int_0^T \int_0^t \int_K 1_{J_s \neq J_t} \mu(da) \frac{ds}{|t-s|^{1+\beta}} dt ds
\]
\[
= \int_0^T \int_0^t \int_K \mathbb{P}(J_s \neq J_t) \mu(da) \frac{ds}{|t-s|^{1+\beta}} dt ds
\]
\[
\leq C \int_0^T \int_0^t (t-s)^{\alpha_2-1-\beta} ds dt \mu(da)
\]
\[
< \infty
\]
according to our assumption \(\mathbb{P}(J_s \neq J_t) \leq C|t-s|^{\alpha_2}\) for some \(\alpha_2 > 1 - \alpha_1\).

**Remark 3.8.** A natural choice for the process \(J\) is a compound Poisson process given by \(J_t = \sum_{k=1}^{N_t} Z_k\), where \(N_t\) is a Poisson process and \(Z_k\) is any sequence of identically distributed and independent random variables which are also independent of \(N_t\). Note however, that \(Z_k\)’s are not needed to be independent or identically distributed. Similarly, \(N_t\) can be replaced with some other jump process. One possible example is fractional Poisson process studied, e.g. by Laskin [10].

**Remark 3.9.** Note also that \(J\) does not need to be independent of \(\tilde{X}\) as long as the conditional variable \(\tilde{X}|J\) satisfies Assumption 3.1.

### 3.3 Itô formula

In this section we consider the special case \(Y = X\), where \(X\) is some \(\alpha\)-Hölder process with \(\alpha > \frac{1}{2}\) satisfying Assumption 3.1 and prove the Itô formula for such case. We begin with the following smooth version which follows by standard arguments.

**Theorem 3.6.** Let \(X \in C^\alpha([0,T])\) with \(\alpha > \frac{1}{2}\), and \(f \in C^2(\mathbb{R})\). Then
\[
f(X_t) = f(X_0) + \int_0^t f'(X_s) dX_s.
\]

**Proof.** By Taylor expansion we have
\[
f(X_T) = f(X_0) + \int_0^T f'(X_s) dX_s + \frac{1}{2} \int_0^T f''(X_s) d[X_s, X_s].
\]

Then because \(X_t\) has zero quadratic variation, we have
\[
f(X_T) = f(X_0) + \int_0^T f'(X_s) dX_s.
\]

\(\square\)
Next theorem is our main result in this section, and in the proof we fill in the gaps existing in the literature.

**Theorem 3.7.** Let \( X \in C^\alpha([0,T]) \) satisfy Assumption \( \alpha > \frac{1}{2} \), and \( f' \in BV^{loc} \). Then

\[
f(X_t) = f(X_0) + \int_0^t f'(X_s)dX_s,
\]

where \( f(x) = \int_0^x f'(y)dy \).

Before the proof we recall the following fundamental result.

**Theorem 3.8.** Let \( X_n, n = 1, 2, \ldots \) be a positive sequence of integrable random variables and let \( X \in L^1(\Omega) \) be a random variable such that \( X_n \to X \) in probability. Then the following are equivalent:

1. the sequence \( X_n \) is uniformly integrable,
2. \( X_n \to X \) in \( L^1(\Omega) \),
3. \( \mathbb{E}X_n \to \mathbb{E}X \).

**Remark 3.10.** For the proof the only key feature is the fact that a probability measure \( \mathbb{P} \) is finite. Hence it is clear that similar result holds for any finite measure.

Consider now a space \( S = [0,T]^2 \) equipped with a measure \( \eta \) given by

\[
\eta(A) = \int_0^T \int_0^T 1_A ds dt.
\]

Clearly, the measure \( \eta \) is finite measure. Consequently, it is straightforward to obtain the following version of Theorem 3.8.

**Theorem 3.9.** Let \( f_n \) be a positive and integrable sequence of functions on \((S, \eta)\) and let \( f \) be a positive and integrable function on \((S, \eta)\) such that \( f_n \to f \) for almost every \((s,t) \in S\). Then the following are equivalent;

1. the sequence \( f_n \) is \( \eta \)-uniformly integrable,
2. \( f_n \to f \) in \( L^1(\eta) \),
3. \( \int f_n d\eta \to \int f d\eta \).

**Proof of Theorem 3.9.** If \( f \in C^2 \), then we get

\[
f(X_t) = f(X_0) + \int_0^t f'(X_s)dX_s
\]

obviously from Itô formula. For the general case, let \( f_n \) be the smooth approximation of \( f \) introduced in chapter 2.3. Now \( f_n \) converges to \( f \) pointwise, and \( f'_n \in BV^{loc} \). Since \( f_n \) is smooth, for \( t \in [0,T] \) we get

\[
f_n(X_t) = f_n(X_0) + \int_0^t f'_n(X_s)dX_s.
\]
Moreover, we can assume that the support of $f''_n$ equals to the support of $\mu$. Indeed, as in the proof of Theorem 3.1 we can define auxiliary function $f_{n,k}$ for which $f''_{n,k}$ has compact support and $f_{n,k}$ equals to $f_n$ on the set $\{\omega : \sup_{0 \leq t \leq T} |X_t| \in [0,n]\}$.

Now it is trivial that $f_n(X_t) \to f(X_t)$ and $f_n(X_0) \to f(X_0)$, and hence we only have to prove the convergence of integrals

$$\int_0^t f'_n(X_s) dX_s \to \int_0^t f'_n(X_s) dX_s.$$ 

By Theorem 2.1 it is sufficient to show

$$\|f'_n(X_t) - f'_n(X_t)\|_{2, \beta} \to 0 \quad n \to \infty \quad a.s.$$ 

Note first that $f'_n(X_t) - f'_n(X_t) \to 0$ pointwise. Consequently for the first term in the norm $\|\cdot\|_{2, \beta}$ we have

$$\frac{|f'_n(X_t) - f'_n(X_t)|}{t^\beta} \leq \frac{2 \sup_{t \in [0,T]} |f'_n(X_t)|}{t^\beta} \in L^1([0,T], dt),$$

which is integrable upper bound, and by Lebesgue dominated convergence theorem we obtain

$$\int_0^T \frac{|f'_n(X_t) - f'_n(X_t)|}{t^\beta} dt \to 0 \quad a.s.$$ 

Then consider the second term

$$\frac{|f'_n(X_t) - f'_n(X_t) - f'_n(X_s) + f'_n(X_s)|}{|t-s|^{1+\beta}} \leq \frac{|f'_n(X_t) - f'_n(X_s)|}{|t-s|^{1+\beta}} + \frac{|f'_n(X_s) - f'_n(X_s)|}{|t-s|^{1+\beta}}.$$

Denote now

$$g_n(s,t) = \frac{|f'_n(X_t) - f'_n(X_s)|}{|t-s|^{1+\beta}}$$

and

$$g(s,t) = \frac{|f'_n(X_t) - f'_n(X_s)|}{|t-s|^{1+\beta}}.$$

Now for every fixed $\omega$ (outside a set of measure zero) we have $g_n \to g$.

Moreover, sequence $g_n$ is positive and integrable with respect to $\eta$ by Hölder continuity of $X$. Similarly, function $g$ is positive and integrable according to the proof of Theorem 3.1.

Furthermore, since $f_n$ is also convex we can use representation 2.1 to get

$$\frac{|f'_n(X_t) - f'_n(X_s)|}{|t-s|^{1+\beta}} = \frac{\int f''_n(1_{X_t < a < X_s} + 1_{X_t < a < X_s}) f''_n(a) da}{|t-s|^{1+\beta}}.$$
Hence, by applying Tonelli’s theorem, we have

\[
\int_0^T \int_0^t \frac{|f_n'(X_t) - f_n'(X_s)|}{|t - s|^{1+\beta}} \, ds \, dt
\]

\[
= \int_0^T \int_0^t \frac{|f_n'(X_t) + 1_{X_t < X_s}f_n''(a)|}{|t - s|^{1+\beta}} \, ds \, dt
\]

\[
= \int_0^T \int_0^t \frac{(1_{X_t < X_s} + 1_{X_t < X_s})}{|t - s|^{1+\beta}} \, ds \, dt \, f_n''(a) \, da
\]

\[
\rightarrow \int_0^T \int_0^t \frac{(1_{X_t < X_s} + 1_{X_t < X_s})}{|t - s|^{1+\beta}} \, ds \, dt \, \mu(da)
\]

\[
= \int g \, d\eta,
\]

where the convergence takes place according to (2.2). Indeed, a function

\[
a \rightarrow \int_0^T \int_0^t \frac{(1_{X_t < X_s} + 1_{X_t < X_s})}{|t - s|^{1+\beta}} \, ds \, dt
\]

is continuous and positive function with compact support. Hence by approximating with smooth functions we obtain the convergence from (2.2). Consequently, we obtained that

\[
\int g_n(s, t) \, d\eta \rightarrow \int g(s, t) \, d\eta
\]

which together with Theorem 3.9 implies

\[
\int |g_n - g| \, d\eta \rightarrow 0.
\]

In other words, we have that

\[
\int_0^T \int_0^t \frac{|f_n'(X_t) - f_n'(X_s)|}{(t - s)^{\beta+1}} \, ds \, dt \rightarrow 0.
\]

To conclude it remains to note that

\[
||f_n'(X_t) - f_n'(X_s)||_2,\beta \rightarrow 0 \quad n \rightarrow \infty \quad a.s.
\]

which concludes the proof. □

**Remark 3.11.** We remark that the above Itô formula is valid even for bounded random times \(\tau \leq T\).

**Definition 3.3.** Let \(Y\) be a continuous stochastic process with finite quadratic variation \(< Y >\). The local time \(L^T_a(Y)\) of \(Y\) is the process satisfying

\[
\int_0^T g(Y_u) \, d < Y >_u = \int_R g(a) L^T_a(Y) \, da
\]

for every bounded Borel function \(g\).
For continuous mixed processes of form $Y = X + M$ the above convergence of integrals also implies the existence of local time process $L^T_a(Y)$. This is the topic of the next theorem and the proof follows the same lines as the proof of similar theorem in [22]. The details are left to the reader.

**Theorem 3.10.** Let $X \in C^\alpha([0,T])$ for some $\alpha > \frac{1}{2}$ and let $M$ be a martingale with absolutely continuous quadratic variation such that $Y = X + M$ satisfies Assumption 3.1. Moreover, let $f$ be a difference of two convex functions. Then the local time process $L^T_a(Y)$ exists and the Itô-Tanaka formula

$$f(Y_T) = f(Y_0) + \int_0^T f'_-(Y_u) dY_u + \int_{\mathbb{R}} L^T_a(Y) \mu(da)$$

holds almost surely.

We also have Itô formula for multidimensional processes.

**Theorem 3.11.** Let $X \in C^\alpha([0,T])$ such that for every $k = 1, \ldots, n$ the process $X_k$ satisfies Assumption 3.1 and $\min_k \alpha_k > \frac{1}{2}$. Furthermore, assume that $\partial^- f(x_1, \ldots, x_n) \in BV_{loc}$ with respect to every $x_k$. Then

$$f(X^1_T, \ldots, X^n_T) = f(X^1_0, \ldots, X^n_0) + \sum_{k=1}^n \int_0^T \partial^- f(X^1_t, \ldots, X^n_t) dX^k_t.$$ 

*Proof.* The proof follows similar arguments with the proof of Theorem 3.7 and Theorem 3.4. □

## 4 Existence of Riemann-Stieltjes integrals

In this section we prove our second main theorem which states that stochastic integral can also be understood as a limit of Riemann-Stieltjes sums. In [2] it was proved that in the particular case of fractional Brownian motion one can approximate such integrals with forward sums along uniform partitions. However, in this case also the use of dominated convergence theorem is a bit floppy. Here we give precise details. Moreover, we prove that the integral exists along any partition and any Riemann-Stieltjes sums.

**Theorem 4.1.** Let $Z \in BV_i C^\alpha$ and $Y \in C^\gamma$ with $\alpha + \gamma > 1$. Then for any partition $\pi_n = \{0 = t^0_0 < \ldots < t^{k(n)}_n = T\}$ with $|\pi_n| \to 0$, we have

$$\sum_{i=1}^{k(n)} Z_{t_i} (Y^n_{t_i} - Y^n_{t_{i-1}}) \to \int_0^T Z_s dY_s \ a.s.$$ 

where $t_i \in [t^n_{i-1}, t^n_i]$.\[27]
Proof. Without loss of generality we can assume that $Z = f'_-(X)$, where $X \in C^\alpha$ and $f'_-$ is the left-derivative of some convex function. Moreover, as in the proof of Theorem 3.1, we can assume without loss of generality that the measure $\mu$ has compact support.

First we obtain

$$\sum_{i=1}^{k(n)} f'_-(X_t_i)(Y_t^\alpha_i - Y_{t_{i-1}^\alpha}) - \int_0^T f'_-(X_s) dY_s = \int_0^T h_n(t) dY_t,$$

where

$$h_n(t) = \sum_{i=1}^{k(n)} f'_-(X_t_i)1_{(t_{i-1}^\alpha, t_i^\alpha)}(t) - f'_-(X_t).$$

(4.1)

Observe that $h_n(t) \to 0$ pointwise. Hence, by Theorem 2.1, we need to prove that

$$\|h_n(t)\|_{2, \beta} \to 0, \ a.s.$$ 

For first term in the norm we have

$$\frac{|h_n(t)|}{t^\beta} \leq \frac{2 \sup_{t \in [0,T]} |f'_-(X_t)|}{t^\beta},$$

which is integrable, and hence by Lebesgue dominated convergence theorem, we obtain

$$\int_0^T \frac{|h_n(t)|}{t^\beta} dt \to 0 \ a.s.$$ 

For the second term, we have

$$|h_n(t) - h_n(s)| = \left| \sum_{i=1}^{k(n)} f'_-(X_t_i)1_{(t_{i-1}^\alpha, t_i^\alpha)}(t) - f'_-(X_t) - \sum_{j=1}^{k(n)} f'_-(X_t_j)1_{(t_{j-1}^\alpha, t_j^\alpha)}(s) + f'_-(X_s) \right|$$

$$= \sum_{i=1}^{k(n)} |f'_-(X_t_i) - f'_-(X_s)|1_{(t_{i-1}^\alpha, t_i^\alpha) \times (t_{j-1}^\alpha, t_j^\alpha)}(s, t)$$

$$+ \sum_{1 \leq i < k(n), j < i} |f'_-(X_t_i) - f'_-(X_s)|1_{(t_{i-1}^\alpha, t_i^\alpha) \times (t_{j-1}^\alpha, t_j^\alpha)}(s, t)$$

$$=: A_1 + A_2.$$ 

For the term $A_1$, we have

$$A_1 \leq |f'_-(X_t_i) - f'_-(X_s)|$$

which brings an integrable upper bound. Consider now the term $A_2$ where $s$ and $t$ are on different intervals, i.e., $j < i$. Consider first a convex function $f(x) = (x-a)^\alpha$. In this case $f'_-(x) = 1_{x \geq a}$ and we have, almost surely, that

$$|1_{X_{t_i} \geq a} - 1_{X_s \geq a} - 1_{X_{t_j} \geq a} + 1_{X_{s} \geq a}|$$

$$= 1_{X_{t_i} \geq a \cap X_s \geq a} + 1_{X_{t_j} \geq a \cap X_s \geq a} + 1_{X_{t_i} < a \cap X_s \geq a} + 1_{X_{t_j} < a \cap X_s \geq a}$$

$$+ 1_{X_{t_i} \geq a \cap X_s < a} + 1_{X_{t_j} \geq a \cap X_s < a} + 1_{X_{t_i} < a \cap X_s < a} + 1_{X_{t_j} < a \cap X_s < a}$$

$$+ 21_{X_{t_i} \geq a \cap X_{t_j} < a} + 21_{X_{t_i} \geq a \cap X_{t_j} < a}$$

$$= 21_{X_{t_i} \geq a \cap X_{t_j} < a} + 21_{X_{t_i} \geq a \cap X_{t_j} < a}.$$ 
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Now all of the above 12 terms converges to zero almost surely. Let now \( \omega \) be fixed. Now on each subinterval we have \( \max(|t - t_i|,|s - t_j|) \to 0 \) as \( n \to \infty \). Hence, by Hölder continuity of \( X \), there exists \( N(\omega) \) such that the first four terms equal to zero for every \( n \geq N(\omega) \). Moreover, for last eight terms we have integrable upper bound \( 1_{X_i < a < X_j} + 1_{X_i < a < X_T} \). Hence we obtain that for every \( n \geq N(\omega) \) there exists an integrable upper bound, and consequently we get
\[
\int_0^T \int_0^t \frac{|h_n(t) - h_n(s)|}{(t-s)^{\beta+1}} \, ds \, dt \to 0 \quad \text{a.s. as } n \to \infty
\]
by dominated convergence theorem. To conclude the proof, denote by \( h^*_n(t) \) the sum given by (4.1) in the particular case of \( f(x) = (x - a)^\beta \), and denote by \( h_n(t) \) the sum given for general \( f \) for which the measure \( \mu \) has compact support. By applying representation (2.1) we obtain
\[
|h_n(t)| \leq \int |h^*_n(t)| \mu(da)
\]
and the result follows by applying dominated convergence theorem (see also [3] for details).

**Remark 4.1.** Let \( X \in C^\alpha \) and \( Y \in C^\gamma \) with \( \alpha + \gamma > 1 \). In this case, according to celebrated Young results, the integral \( \int_0^T X_u \, dY_u \) exists as a limit of Riemann-Stieltjes sums. Under our additional Assumption (2.1) this result is merely a special case corresponding to the function \( g(x) = x \) in representation (2.1).

Not surprisingly, similar result also holds for multidimensional case. The proof is straightforward and the details are left to the reader.

**Theorem 4.2.** Let \( X \in C^\alpha([0, T]) \) such that every \( X_k \) satisfies Assumption (2.1) and \( Y \in C^\gamma([0, T]) \) with \( \alpha_k + \gamma > 1 \) for \( k = 1, \ldots, n \). Moreover, assume that \( f(x_1, \ldots, x_n) \in BV_{loc} \) with respect to every \( x_i \). Then for any partition \( \pi_n = \{0 = t^n_0 < \ldots < t^n_{k(n)} = T\} \) with \( |\pi_n| \to 0 \), we have
\[
\sum_{i=1}^{k(n)} f(X^n_1, \ldots, X^n_i)(Y^n_i - Y^n_{i-1}) \xrightarrow{a.s.} \int_0^T f(X_1^n, \ldots, X^n_i) \, dY_t,
\]
where \( t_i \in [t^n_{i-1}, t^n_i] \).

### 4.1 Change of variable formula

As a direct corollary we obtain the following change of variable formula.

**Theorem 4.3.** Let \( X \in BV_{loc}^{\alpha} \) and \( Y \in C^\gamma \) with \( \alpha + \gamma > 1 \). Then the integral
\[
\int_0^T Y_u \, dX_u
\]
exists as a limit of Riemann-Stieltjes sums. Moreover, we have the following change of variable formula:
\[
\int_0^T X_u \, dY_u = Y_T X_T - Y_0 X_0 - \int_0^T Y_u \, dX_u.
\]
Proof. The existence of the integral and the integration by parts formula are direct consequences of the classical results of functional analysis (see, e.g. [7]) combined with Theorem 4.1.

Remark 4.2. To the best of our knowledge, Theorem 4.3 above is one of the first results related to integration with respect to processes of unbounded $p$-variation for every $p \geq 1$. The intuition behind the result is that while the process $X \in BV_C^{1/2}$ is usually of unbounded $p$-variation, the differences $X_{t_k} - X_{t_{k-1}}$ can be either positive or negative, and the compensation leads to finite value of the integral. If one considers the absolute values of the differences, then the Riemann-Stieltjes sum usually diverges. This is studied in details in [1] in the case of fractional Brownian motion.

5 Discussion

In this paper we have given some new results related to pathwise stochastic integration for cases when the integrand or the integrator is of unbounded $p$-variation for every $p \geq 1$, and consequently standard results of Young or rough path analysis introduced by Lyons [11] cannot be applied. While such results have some important consequences in mathematical finance, it is also worthwhile to note that discontinuities are also present in many fields of other practical applications and the theory should be developed more. For example, in the literature the theory of pathwise (stochastic) integration and especially the theory of stochastic differential equations is mainly based on certain regularity assumptions for the coefficients and the driving process. In particular, most of the literature is focused on the theory of Hölder continuous processes or processes with finite $p$-variation.

It is also worth of mentioning that in this paper we have, to some extend, concluded the research initiated in [2] where similar techniques was applied in the particular case of fractional Brownian motion. More precisely, we have extended the results presented in [2] and proved that, together with a careful examination of the proofs together with some "shortcuts", same techniques can be applied to any suitably regular processes instead of only fractional Brownian motion (or more general Gaussian processes as in [22]). However, for our results we inherited an assumption from the Gaussian case that the underlying process has continuous distribution and a density. As a first extension of our result it would be interesting to study the case where the underlying process has suitably regular path and the corresponding measure has atoms. Moreover, there exists no results corresponding to our case for irregular processes such as Hölder processes of order less than $\frac{1}{2}$ and it is clear that our approach is not fitting for such cases.

As a final conclusion we remark that our results may have some further implications to mathematical finance. It is clear from the Itô formula [5, 7] that it is easy to construct arbitrage in a model with sufficiently regular driving process with a simple buy-and-sell strategy. Moreover, one can construct strong arbitrage in this case provided
that the underlying process satisfies some small deviation estimates (see \cite{12,20,19}). On the other hand, it is nowadays well-known that even with geometric fractional Brownian motion the arbitrage disappears under transaction costs \cite{6}. Comparing to our results in section \cite{4} we now know that integrals with respect to processes of unbounded variation can be defined which may give rise to some further interesting problems in finance.
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