ELEMENTARY CONSTRUCTION
OF THE MINIMAL FREE RESOLUTION
OF THE SPECHT IDEAL OF SHAPE \((n - d, d)\)
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Abstract. Let \(K\) be a field with \(\text{char}(K) = 0\). For a partition \(\lambda\) of \(n \in \mathbb{N}\), let \(I^{\text{Sp}}_{\lambda}\) be the ideal of \(R = K[x_1, \ldots, x_n]\) generated by all Specht polynomials of shape \(\lambda\). These ideals have been studied from several points of view (and under several names). Using advanced tools of the representation theory, Berkesch Zamaere et al. \([1]\) constructed a minimal free resolution of \(I^{\text{Sp}}_{(n-d,d)}\) except differential maps. The present paper constructs the differential maps, and also gives an elementary proof of the result of \([1]\).

1. Introduction

Throughout this paper, \(K\) is a field with \(\text{char}(K) = 0\). For a positive integer \(n\), a partition of \(n\) is a sequence \(\lambda = (\lambda_1, \ldots, \lambda_l)\) of integers with \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_l \geq 1\) and \(\sum_{i=1}^{l} \lambda_i = n\). The notation \(\lambda \vdash n\) means that \(\lambda\) is a partition of \(n\). A partition \(\lambda\) is represented by its Young diagram. The Young tableau of shape \(\lambda\) is a bijective filling of the boxes of the Young diagram of \(\lambda\) by the integers in \(\{1, \ldots, n\}\). Let \(\text{Tab}(\lambda)\) be the set of tableaux of shape \(\lambda\). For a tableau \(T \in \text{Tab}(\lambda)\), its Specht polynomial \(f_T \in R := K[x_1, \ldots, x_n]\) is the product of all \(x_i - x_j\) such that \(i\) and \(j\) are in the same column of \(T\) and \(j\) is in a lower position than \(i\). For example, a partition \((4, 2, 1)\) is represented as \[\begin{array}{ccc} 3 & 4 & 7 \\ 2 & 5 \\ 1 \end{array}\], and

\[ T = \begin{array}{ccc} 4 & 2 & 1 \\ 3 & 5 \\ 6 \end{array} \]

is a tableau of shape \((4, 2, 1)\). In this case, its Specht polynomial is \(f_T = (x_4 - x_3)(x_3 - x_6)(x_4 - x_6)(x_2 - x_5)\).

The vector space spanned by \(\{f_T \mid T \in \text{Tab}(\lambda)\}\) has the natural \(\mathfrak{S}_n\)-module structure, where \(\mathfrak{S}_n\) is the \(n\)-th symmetric group. In fact, this is isomorphic to the Specht module \(V_\lambda\), which is crucial in the representation theory of \(\mathfrak{S}_n\). The ideal \(I^{\text{Sp}}_{\lambda} = (f_T \mid T \in \text{Tab}(\lambda)) \subset R\)
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is called the Specht ideal of shape \( \lambda \). These ideals have been studied from several points of view (and under several names and characterizations), so the present authors had sometimes “re-proved” existing results in their preceding papers ([7, 12]).

The Cohen-Macaulay Specht ideals are classified as follows. (Assuming the results in [4], the proof in [12] can be largely simplified. See also [5] for the characteristic free results.)

**Theorem 1.1** (c.f. [12] Proposition 2.8 and Corollary 4.4]). \( R/I_\lambda^{Sp} \) is Cohen–Macaulay if and only if one of the following conditions holds.

1. \( \lambda = (n - d, 1, \ldots, 1) \)
2. \( \lambda = (n - d, d) \)
3. \( \lambda = (d, d, 1) \)

The minimal free resolution of \( I_\lambda^{Sp} \) in the case (1) is treated in the joint paper [11] with J. Watanabe. In the cases (2) and (3), C. Berkesch Zamaere et al. [1] determined the \( S_n \)-module structure of \( \text{Tor}^R_i(K, R/I_\lambda^{Sp}) \), especially they gave the graded Betti numbers\[ \beta_{i,j}(R/I_\lambda^{Sp}) := \dim_K[\text{Tor}^R_i(K, R/I_\lambda^{Sp})] \].

A crucial point of their result is that\[ (*) \beta_{i,j}(I_{(n-d,d)}^{Sp}) \neq 0 \implies j = d + i \] (resp. \( j = d + i + 1 \)) if \( i \leq n - 2d \) (resp. \( i > n - 2d \)).

In the previous paper [8], the authors constructed minimal free resolutions of \( I_{(n-2,1)}^{Sp} \) and \( I_{(d,d,1)}^{Sp} \) explicitly using Specht modules. In these cases (and the case \( I_{(n-1,1)}^{Sp} \)), the fact \((*)\) is easy, and this is a key point of [8]. Extending this result, the present paper constructs a minimal free resolution of \( I_{(n-d,d)}^{Sp} \) for general \( d \).

Contrary to [1], the present paper gives the differential maps of our resolution explicitly. Moreover, while [1] uses highly advanced tools of the representation theory (rational Cherednik algebras, Jack polynomials, etc), we only use the basic theory of Specht modules. Our proof is self-contained, in other words, we give a new and elementary proof of \((*)\).

For example, the minimal free resolution \( \mathcal{F}_{(4,3)}^{(*)} \) of \( I_{(4,3)}^{Sp} \) is as follows.

\[
\begin{align*}
0 \longrightarrow & V_{\lambda} \otimes_K R(-7) \xrightarrow{\partial_7} V_{\lambda} \otimes_K R(-6) \xrightarrow{\partial_6} V_{\lambda} \otimes_K R(-4) \\
& \text{(1.1)} \quad \xrightarrow{\partial_3} V_{\lambda} \otimes_K R(-3) \xrightarrow{\partial_2} I_{(4,3)}^{Sp} \longrightarrow 0.
\end{align*}
\]

Here the degree of an element in \( V_\lambda \) is 0, so we have \([V_\lambda \otimes R(-i)]_j \cong (R_{j-1})^{\oplus \dim V_\lambda} \].

The differential maps of \( \mathcal{F}_{(4,3)}^{(*)} \) are precisely described in Examples 3.2 below. In general, \( \mathcal{F}_{(n-d,d)}^{(*)} \) consists of the \( d \)-linear strand and the \( (d + 1) \)-linear strand (more precisely, \( \mathcal{F}_{(n-1,1)}^{(*)} \), which is 1-linear, is the exception). The former ends at the \((n-2d)\)-th step of the resolution, and the latter starts from the \((n-2d+1)\)-th step (this is what \((*)\) says). The Young diagrams in the \( d \)-linear strand are obtained by successively moving boxes from the top right to the bottom left, and those in the \( (d + 1) \)-linear strand are obtained by successively moving boxes from the second row to the bottom left.
The composition of this paper is as follows. §2 collects basic definitions and preliminary results. In §3, we give the construction of our resolution \( \mathcal{F}^{(n-d,d)} \), and §4 mainly treats the proof of the statement (*) from which we can easily show that \( \mathcal{F}^{(n-d,d)} \) is a minimal free resolution. So if one can assume (*), which is given by [1], one can skip the most part of this section. Our proof is an induction on \( n \) using the branching rule of Specht modules.

2. Preliminaries

In this section, we briefly explain Specht modules and related notions. See [6, Chapter 2] for details.

For a partition \( \lambda = (\lambda_1, \ldots, \lambda_l) \), we sometimes use “exponential notation”. For example, \((4, 3^2, 2, 1^3)\) means \((4, 3, 3, 2, 1, 1, 1)\). For convenience, a partition like \((4, 3)\) sometimes denoted by \((4, 3, 1^0)\). If \( \lambda = (\lambda_1, \ldots, \lambda_l) \), then \( \text{Tab}(\lambda) \) can be simply written as \( \text{Tab}(\lambda_1, \ldots, \lambda_l) \). Given any set \( A \), let \( S(A) \) be the set of all permutations of \( A \). If \( \lambda = (\lambda_1, \ldots, \lambda_l) \), then \( \text{Tab}(\lambda) \) can be simply written as \( \text{Tab}(\lambda_1, \ldots, \lambda_l) \).

Given any set \( A \), let \( S(A) \) be the set of all permutations of \( A \). If \( \lambda = (\lambda_1, \ldots, \lambda_l) \), then \( \text{Tab}(\lambda) \) can be simply written as \( \text{Tab}(\lambda_1, \ldots, \lambda_l) \).

The vector space \( V_\lambda := \sum_{T \in \text{Tab}(\lambda)} K e(T) \) becomes an \( \mathfrak{S}_n \)-module in the natural way, and it is called the Specht module of \( \lambda \). The Specht modules \( V_\lambda \) are irreducible, and \( \{ V_\lambda \mid \lambda \vdash n \} \) forms a complete list of the irreducible representations of \( \mathfrak{S}_n \) (recall that \( \text{char}(K) = 0 \) now).

In the previous section, we defined the Specht polynomial \( f_T \in R = K[x_1, \ldots, x_n] \). Since \( \mathfrak{S}_n \) acts on \( R \), the vector subspace

\[
\sum_{T \in \text{Tab}(\lambda)} K f_T
\]

is also an \( \mathfrak{S}_n \)-module. Moreover, the map

\[
(2.1) \quad V_\lambda \longrightarrow \sum_{T \in \text{Tab}(\lambda)} K f_T, \quad e(T) \longmapsto f_T.
\]

is well-defined, and gives an isomorphism as \( \mathfrak{S}_n \)-modules. The set \( \{ e(T) \mid T \in \text{Tab}(\lambda) \} \) is linearly dependent. For linear relations among them, a Garnir relation is fundamental. See [6, §2.6]. We say a tableau \( T \) is standard, if all columns (resp. rows) are increasing from top to bottom (resp. from

\[
\}
\]

\[
\}
\]
left to right). Let \( \text{SYT}(\lambda) \) be the set of standard Young tableaux of shape \( \lambda \). It is a classical result that \( \{ e(T) \mid T \in \text{SYT}(\lambda) \} \) is a basis of \( \mathcal{V}_\lambda \) (c.f. \[6\] Theorem 2.6.5).}

**Lemma 2.1.** We have that \( \beta_{i,j}(I_{n-d,d}^{Sp}) \neq 0 \) implies \( j = d + i, d + i + 1, \) and

\[
\beta_{i,d+i}(I_{n-d,d}^{Sp}) - \beta_{i-1,d+i}(I_{n-d,d}^{Sp}) = \begin{cases} \dim_K V_{(n-d-i,d,1^i)} & (i \leq n-2d), \\ 0 & (i = n-2d+1), \\ -\dim_K V_{(d-1,n-d-i+1,1^i)} & (i > n-2d+1), \end{cases}
\]

**Proof.** In \[1\] (see also \[7\]), the Hilbert series of \( R/I^{Sp}_{n-d,d} \) is given by

\[
H(R/I^{Sp}_{n-d,d}, t) = \frac{1 + h_1 t + h_2 t^2 + \cdots + h_d t^d}{(1-t)^d}
\]

with

\[
h_i = \begin{cases} \binom{n-d+i-1}{i} & \text{if } 1 \leq i \leq d-1, \\ \binom{n-1}{d-2} & \text{if } i = d. \end{cases}
\]

Since \( R/I^{Sp}_{n-d,d} \) is Cohen–Macaulay, the above Hilbert series states that the regularity of \( R/I^{Sp}_{n-d,d} \) is \( d \) (c.f., \[9\] Corollary B.4.1]), that is, the regularity of \( I^{Sp}_{n-d,d} \) is \( d+1 \). Since \( I^{Sp}_{n-d,d} \) is generated by degree \( d \) elements, we have the first assertion of the lemma.

By \[2\] Lemma 4.1.13], we have

\[
\sum_{i,j} (-1)^i \beta_{i,j}(I_{n-d,d}^{Sp}) t^j = \frac{1}{(1-t)^n} - H(R/I^{Sp}_{n-d,d}, t),
\]

and hence

\[
\sum_{i,j} (-1)^i \beta_{i,j}(I_{n-d,d}^{Sp}) t^j = 1 - (1-t)^{n-d} H(R/I^{Sp}_{n-d,d}, t).
\]

Comparing the \( (d+i) \)-degree parts of the both sides of the above equation, we see that

\[
(-1)^i (\beta_{i,d+i}(I_{n-d,d}^{Sp}) - \beta_{i-1,d+i}(I_{n-d,d}^{Sp})) = \\
\left( \sum_{k=0}^{d-1} (-1)^{d+i-k-1} \binom{n-d}{d+i-k} h_k \right) + (-1)^{i-1} \binom{n-d}{i} h_d
\]

\[
= \left( \sum_{k=0}^{d-1} (-1)^{d+i-k-1} \binom{n-d}{d+i-k} \binom{n-d+k-1}{k} \right) + (-1)^{i-1} \binom{n-d}{i} \binom{n-1}{d-2}
\]

\[
= (-1)^i \binom{n-1}{d+i} \binom{d+i-1}{i} + (-1)^{i-1} \binom{n-d}{i} \binom{n-1}{d-2}
\]

\[
= (-1)^i \frac{n!(n-2d-i+1)}{(n-d-i)!(d-1)!(n-d+1)(d+i)},
\]

where the third equality follows from the equation (5.5) in the proof of \[10\] Proposition 5.3.14].
By the hook formula ([6, Theorem 3.10.2]), we have
\[ \dim_K V_{(n-d-i,d,1^i)} = \frac{n!(n-2d-i+1)}{(n-d-i)!(d-1)!i!(n-d+1)(d+i)} \]
for \( i \leq n-2d \), and
\[ \dim_K V_{(d-1,n-d-i+1,1^i)} = \frac{n!(2d-n+i-1)}{(n-d-i)!(d-1)!i!(n-d+1)(d+i)} \]
for \( i > n-2d+1 \). Now the second assertion is clear. \( \square \)

**Remark 2.2.** The above computation of the Hilbert series is also treated in the authors’ previous paper [7]. While [7] gives extra results (e.g. the characteristic free-ness of the Hilbert series, and the “branching rule” for Specht ideals, which is a prototype of the argument in §4 of the present paper), the computation in [1] is much more direct and quicker than [7].

### 3. Construction of the free resolution

For the Specht ideal \( I_{Sp}^{(n-d,d)} \), we define the chain complex
\[
\mathcal{F}^{(n-d,d)}: 0 \longrightarrow F_{n-d-1} \xrightarrow{\partial_{n-d-1}} F_{n-d-2} \xrightarrow{\partial_{n-d-2}} \cdots \xrightarrow{\partial_2} F_1 \xrightarrow{\partial_1} F_0 \longrightarrow 0
\]
of graded free \( R \)-modules as follows (if there is no danger of confusion, we simply denote \( \mathcal{F}_i^{(n-d,d)} \) as \( F_i \)). Here
\[ F_i = V_{(n-d-i,d,1^i)} \otimes_K R(-d-i) \]
for \( 0 \leq i \leq n-2d \), and
\[ F_i = V_{(d-1,n-d-i+1,1^i+1)} \otimes_K R(-d-i-1) \]
for \( n-2d+1 \leq i \leq n-d-1 \).

**Remark 3.1.** The second assertion of Lemma 2.1 states that
\[
\beta_{i,d+i}(I_{Sp}^{(n-d,d)}) - \beta_{i-1,d+i}(I_{Sp}^{(n-d,d)}) = \begin{cases} \text{rank } \mathcal{F}_i^{(n-d,d)} & (i \leq n-2d), \\ 0 & (i = n-2d+1), \\ -\text{rank } \mathcal{F}_{i-1}^{(n-d,d)} & (i > n-2d+1), \end{cases}
\]
where \( \text{rank } F \) denotes the rank of a free module \( F \).
First, we define the differential map $\partial_i : F_i \to F_{i-1}$ for $1 \leq i \leq n - 2d$. For a tableau

$$
T :=
\begin{array}{cccccc}
  a_1 & b_2 & \cdots & b_d & \cdots & b_{n-d-i} \\
  a_2 & c_2 & \cdots & c_d \\
  a_3 \\
  \vdots \\
  a_{i+2}
\end{array}
\in \text{Tab}(n - d - i, d, 1^i)
$$

and an integer $j$ with $1 \leq j \leq i + 2$, set

$$
T^j :=
\begin{array}{cccccccc}
  a_1 & b_2 & \cdots & b_d & \cdots & b_{n-d-i} & a_j \\
  a_2 & c_2 & \cdots & c_d \\
  a_3 \\
  \vdots \\
  a_{j-1} \\
  a_{j+1} \\
  \vdots \\
  a_{i+2}
\end{array}
\in \text{Tab}(n - d - i + 1, d, 1^{i-1}).
$$

Then, for $1 \leq i \leq n - 2d$, we set

$$
\partial_i (e(T) \otimes 1) := \sum_{j=1}^{i+2} (-1)^{j-1} e(T^j) \otimes x_{a_j} \in V_{(n - d - i + 1, d, 1^{i-1})} \otimes_K R(-d - i + 1) = F_{i-1}.
$$

Recall that $e(\sigma T) = \text{sgn}(\sigma) e(T)$ for $\sigma \in C(T)$. It is easy to check that the maps $\partial_i$ defined above satisfies $\partial_i (e(\sigma T) \otimes 1) = \text{sgn}(\sigma) \partial_i (e(T) \otimes 1)$ for all $\sigma \in C(T)$. The same is true for $\partial_i$ for $i > n - 2d$ defined below. However, this is not enough. Since
\{e(T) \mid T \in \text{Tab}(\lambda)\} is linearly dependent, the well-definedness of \(\partial_i\) is non-trivial, and we will prove this Proposition 3.4 below.

To define \(\partial_{n-2d+1}\), we need further preparation. For a tableau

\begin{equation}
T := \begin{array}{cccc}
a_1 & b_2 & \cdots & b_{d-1} \\
a_2 & c_2 & \cdots & c_{d-1} \\
& & \vdots & \\
& & a_{n-2d+4}
\end{array} \in \text{Tab}((d-1)^2, 1^{n-2d+2})
\end{equation}

and integers \(j, k\) with \(1 \leq j < k \leq n - 2d + 4\), set

\begin{equation}
T_{j,k} := \begin{array}{cccc}
& b_2 & \cdots & b_{d-1} & a_j \\
& c_2 & \cdots & c_{d-1} & a_k \\
& & \vdots & \\
& & \vdots & 
\end{array} \in \text{Tab}(d^2, 1^{n-2d}),
\end{equation}

where the first column is the “transpose” of

\begin{equation}
\begin{array}{cccccccccccc}
a_1 & a_2 & \cdots & a_{j-1} & a_j & a_{j+1} & \cdots & a_{k-1} & a_k & a_{k+1} & \cdots & a_{n-2d+4}
\end{array}
\end{equation}

Then we set

\[\partial_{n-2d+1}(e(T) \otimes 1) := \sum_{1 \leq j < k \leq n-2d+4} (-1)^{j+k-1} e(T_{j,k}) \otimes x_{a_j}x_{a_k}\]

\[\in V(d^2, 1^{n-2d}) \otimes_K R(-n + d) = F_{n-2d}.\]
Finally, we define $\partial_i$ for $n - 2d + 2 \leq i \leq n - d - 1$, but this case is a bit more complicated. For a tableau

\[
T :=
\begin{array}{cccccc}
  a_1 & b_2 & \cdots & b_{n-d-i} & \cdots & b_{d-1} \\
  a_2 & c_2 & \cdots & c_{n-d-i} \\
  & a_3 \\
  & \vdots \\
  & a_{i+3}
\end{array}
\]

in $\text{Tab}(d-1, n-d-i, 1^{i+1})$ and an integer $j$ with $1 \leq j \leq i + 3$, set

\[
T_j :=
\begin{array}{cccccc}
  a_1 & b_2 & \cdots & b_{n-d-i} & b_{n-d-i+1} & \cdots & b_{d-1} \\
  a_2 & c_2 & \cdots & c_{n-d-i} & a_j \\
  & \vdots \\
  & a_{j-1} \\
  & a_{j+1} \\
  & \vdots \\
  & a_{i+3}
\end{array}
\]

in $\text{Tab}(d-1, n-d-i + 1, 1^i)$. Then we set

\begin{equation}
\partial_i(e(T) \otimes 1) := \sum_{j=1}^{i+3} \sum_{\sigma \in H} (-1)^{j-1} e(\sigma(T_j)) \otimes x_{a_j} \in V_{d-1, d-i+2, 1^{i-1}} \otimes K R(-d-i) = F_{i-1},
\end{equation}

where $H$ is the set of the transpositions $(b_{n-d-i+1} \ b_{n-d-i+k})$ for $k \geq 2$. 

Example 3.2. Recall that the “form” of $F_{\bullet}^{(4,3)}$ was given in Introduction. The differential maps are as follows.

$$
\partial_3 \left( e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
3 & 4 & 5 & 6 & 7 & 8 & 9
\end{array}) \otimes 1 \right) = e(\begin{array}{ccccccc}
3 & 2 & 1 & 4 & 5 & 6 & 7 \\
5 & 4 & 3 & 6 & 7 & 8 & 9
\end{array}) \otimes x_1 - e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
5 & 4 & 3 & 6 & 7 & 8 & 9
\end{array}) \otimes x_3 + e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
5 & 4 & 3 & 6 & 7 & 8 & 9
\end{array}) \otimes x_7 \\
-e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
4 & 6 & 7 & 8 & 9 & 10 & 11
\end{array}) \otimes x_5 + e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
5 & 4 & 3 & 6 & 7 & 8 & 9
\end{array}) \otimes x_6 - e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
4 & 6 & 7 & 8 & 9 & 10 & 11
\end{array}) \otimes x_7
$$

(in this case, $H = \{\varepsilon\}$),

$$
\partial_2 \left( e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
3 & 4 & 5 & 6 & 7 & 8 & 9
\end{array}) \otimes 1 \right) = e(\begin{array}{ccccccc}
5 & 2 & 1 & 6 & 4 & 3 & 7 \\
6 & 4 & 3 & 7 & 5 & 1 & 2
\end{array}) \otimes x_1 x_3 - e(\begin{array}{ccccccc}
3 & 2 & 1 & 4 & 5 & 6 & 7 \\
6 & 4 & 3 & 7 & 5 & 1 & 2
\end{array}) \otimes x_1 x_5 \\
- e(\begin{array}{ccccccc}
3 & 2 & 1 & 4 & 5 & 6 & 7 \\
3 & 4 & 7 & 6 & 5 & 1 & 2
\end{array}) \otimes x_5 x_7 + e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 6 & 5 & 7 \\
3 & 4 & 1 & 2 & 6 & 5 & 7
\end{array}) \otimes x_6 x_7,
$$

and

$$
\partial_1 \left( e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array}) \otimes 1 \right) = e(\begin{array}{ccccccc}
4 & 2 & 3 & 1 & 7 & 5 & 6 \\
7 & 5 & 6 & 1 & 2 & 3 & 4
\end{array}) \otimes x_1 - e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
7 & 5 & 6 & 1 & 2 & 3 & 4
\end{array}) \otimes x_4 + e(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
4 & 5 & 6 & 1 & 2 & 3 & 4
\end{array}) \otimes x_7.
$$

Remark 3.3. (1) The complex $F_{\bullet}^{(n-2,2)}$ has been constructed in [8], but the convention is not the same. The complex in [8] is a free resolution of the residue ring $R/I_{Sp}^{(n-2,2)}$, while the present version is a free resolution of the ideal $I_{Sp}^{(n-2,2)}$. Similarly, [8] gave a minimal free resolution $F_{\bullet}^{(d,d,1)}$ of the residue ring $R/I_{Sp}^{(d,d,1)}$. In the present paper, $F_{\bullet}^{(d,d,1)}$ means the corresponding resolution of $I_{Sp}^{(d,d,1)}$.

(2) Except the last step, the resolution $F_{\bullet}^{(n-2,2)}$ is 2-linear. In this sense, the differential maps $\partial_i$ of $F_{\bullet}^{(n-d,d)}$ for $1 \leq i \leq n-2d$ (i.e., the differential maps of the $d$-linear strand) have been studied in [8]. On the other hand, the resolution $F_{\bullet}^{(d,d,1)}$ is $(d+2)$-linear. However, the construction of $\partial_i$ of $F_{\bullet}^{(n-d,d)}$ for $i \geq n-2d+2$ (i.e., the differential maps of the $(d+1)$-linear strand) is same as that of $F_{\bullet}^{(d,d,1)}$. So, to the $(d+1)$-linear strand of our $F_{\bullet}^{(n-d,d)}$, we can apply arguments for $F_{\bullet}^{(d,d,1)}$. 

discussed in [8]. One of the essential problems of the present paper is $\partial_{n-2d+1}$, which connect two linear strands.

**Proposition 3.4.** The maps $\partial_i$ are well-defined for all $i$.

**Proof.** The well-definedness of $\partial_i$ for $i \leq n - 2d$ (resp. $i \geq n - 2d + 2$) can be shown by the same way as [8, Theorem 4.2] for $\mathcal{F}^{(n-2,2)}$ (resp. [8, Theorem 6.2] for $\mathcal{F}^{(d,d,1)}$). So only $\partial_{n-2d+1}$ remains. To prove this, we use the following linear maps

$$\varphi : V_{((d-1)^2,1^{n-2d+2})} \rightarrow V_{(d,d-1,1^{n-2d+1})} \otimes_K R_1$$

$$\psi : V_{(d,d-1,1^{n-2d+1})} \rightarrow V_{(d^2,1^{n-2d})} \otimes_K R_1$$

defined by

$$\varphi(e(T)) := \sum_{i \geq 1} (-1)^{i-1} e(T^i) \otimes x_{a_i} \in V_{(d,d-1,1^{n-2d+1})} \otimes_K R_1$$

for

$$T = \begin{array}{cccc}
a_1 & b_2 & \cdots & b_{d-1} \\
a_2 & c_2 & \cdots & c_{d-1} \\
a_3 & & & \\
\vdots & & & \\
\end{array} \in \text{Tab}((d-1)^2,1^{n-2d+2}),$$

and

$$\psi(e(T')) := \sum_{j \geq 1} (-1)^{j-1} e(T'_j) \otimes x_{a_j} \in V_{(d^2,1^{n-2d})} \otimes_K R_1$$

for

$$T' = \begin{array}{cccc}
a_1 & b_2 & \cdots & b_{d-1} & b_d \\
a_2 & c_2 & \cdots & c_{d-1} \\
a_3 & & & \\
\vdots & & & \\
\end{array} \in \text{Tab}(d,d-1,1^{n-2d+1}).$$

The well-definedness of $\varphi$ (resp. $\psi$) is the same thing as that of $\partial_i$ for $i \leq n - 2d$ (resp. $i \geq n - 2d + 2$). Finally, consider the linear map $\mu : R_1 \otimes_K R_1 \rightarrow R_2$ defined by

$$\mu(x_j \otimes x_i) = \frac{1}{2} x_i x_j.$$
Now we have shown that $[\partial_{n-2d+1}]_n-d+2$ is well-defined. Since $\partial_{n-2d+1}$ is determined by $[\partial_{n-2d+1}]_n-d+2$, it is also well-defined. \hfill \Box

**Proposition 3.5.** $\mathcal{F}^{(n-d,d)}$ is actually a chain complex.

**Proof.** It suffices to show that $\partial_i \partial_{i+1}(e(T) \otimes 1) = 0$ for all $i$ and $T$. The cases $i \neq n-2d, n-2d+1$ can be shown by direct computation. More precisely, for $i < n-2d$ (resp. $i > n-2d+1$), one can check it by the same way as $\mathcal{F}^{(n-2,2)}$ (resp. $\mathcal{F}^{(d,d,1)}$) discussed in [8]. Consider the case $i = n-2d+1$. Take $e(T) \otimes 1 \in F_{n-2d+2}$, where

$$T = \begin{array}{cccc}
a_1 & b_2 & \cdots & b_{d-2} & b_{d-1} \\
b_2 & c_2 & \cdots & c_{d-2} \\
a_3 & \ddots & \ddots & \ddots & \ddots \\
\vdots & & & & \\
\end{array} \in \text{Tab}(d-1, d-2, 1^{n-2d+3}).$$

Note that $\partial_{n-2d+1} \partial_{n-2d+2}(e(T) \otimes 1)$ can be decomposed as

$$\partial_{n-2d+1} \partial_{n-2d+2}(e(T) \otimes 1) = \sum_{i < j < k} \alpha_{i,j,k} \otimes x_i x_j x_k,$$

for $\alpha_{i,j,k} \in V_{(d-1,n-2d)}$, and

$$\alpha_{i,j,k} = (-1)^{i-1}(-1)^{(j-1)+(k-1)-1} e((T_i)_{j,k}) + (-1)^{j-1}(-1)^{(i+1)-(k-1)-1} e((T_j)_{i,k})$$

$$+(-1)^{k-1}(-1)^{i+j-1} e((T_k)_{i,j})$$

$$= (-1)^{i+j+k} e((T_i)_{j,k}) - e((T_j)_{i,k}) + e((T_k)_{i,j}).$$
The right most boxes of \((T_i)_{j,k}\), \((T_j)_{i,k}\) and \((T_k)_{i,j}\) are the following

\[
(T_i)_{j,k} = \begin{array}{ccc}
\cdots & b_{d-1} & a_j \\
& a_i & a_k \\
\cdots & a_i & a_k \\
\end{array}
\]

\[
(T_j)_{i,k} = \begin{array}{ccc}
\cdots & b_{d-1} & a_i \\
& a_j & a_k \\
\cdots & a_j & a_k \\
\end{array}
\]

\[
(T_k)_{i,j} = \begin{array}{ccc}
\cdots & b_{d-1} & a_i \\
& a_k & a_j \\
\cdots & a_k & a_j \\
\end{array}
\]

(these tableau are same in the remaining boxes). By a Garnir relation, we have

\[e((T_i)_{j,k}) - e((T_j)_{i,k}) + e((T_k)_{i,j}) = 0, \text{ and hence } \partial_{n-2d+1}\partial_{n-2d+2}(e(T) \otimes 1) = 0.\]

That \(\partial_{n-2d}\partial_{n-2d+1}(e(T) \otimes 1) = 0\) can be shown in a similar way (when \(d = 2\), it has been shown in [S]). \(\square\)

For the complex \(\mathcal{F}^{(n-d,d)}_\bullet\), the augmentation map \(\partial_0 : F_0 \to I^{Sp}_{(n-d,d)}\) is defined by

\[\partial_0 : F_0 = V_{(n-d,d)} \otimes_K R(\lambda(-d) \equiv e(T) \otimes 1 \longrightarrow f_T \in I^{Sp}_{(n-d,d)}\]

Clearly, \(\partial_0\) is surjective and well-defined (recall the map (2.1)).

**Lemma 3.6.** With the above notation, we have \(\partial_0 \partial_1 = 0\).

**Proof.** The case \(d = 2\) is shown in [S], and the proof there works for the general case. (Since \(\mathcal{F}^{(n-2,2)}\) in [S] is a resolution of \(R/I^{Sp}_{(n-2,2)}\), our \(\partial_0 \partial_1 = 0\) corresponds to \(\partial_1 \partial_2 = 0\) there.) \(\square\)

We define the \(S_n\)-action on \(\mathcal{F}^{(n-d,d)}_\bullet\). For \(F_i = V_\lambda \otimes_K R(-j)\) (here \(\lambda\) is a suitable partition of \(n\) and \(j\) is a suitable integer) and \(\sigma \in S_n\), set \(\sigma(v \otimes f) := \sigma v \otimes \sigma f\). It is easy to check that \(\partial_i\) is an \(S_n\)-homomorphism for all \(i\).

**Lemma 3.7.** With the above notation, the degree \(j\)-part \([\partial_i]_j : [F_i]_j \to [F_{i-1}]_j\) is injective for all \(i \geq 1\). Similarly, the degree \(d\)-part of the augmentation map \(\partial_0 : F_0 \to I^{Sp}_{(n-d,d)}\) is injective (actually, bijective).

The corresponding fact has been shown in [S], but we will explain it again.

**Proof.** Since \([F_i]_j \cong V_\lambda\) is irreducible as an \(S_n\)-module and \([\partial_i]_j\) is an \(S_n\)-homomorphism, it is either the zero map or an injection. However, it is clearly non-zero. \(\square\)

By Lemmas 3.6 and 3.7, we see that the former half \(F_{n-2d} \to \cdots \to F_1 \to F_0 \to 0\) of \(\mathcal{F}^{(n-d,d)}_\bullet\) is a subcomplex of a minimal free resolution \(P_\bullet\) of \(I^{Sp}_{(n-d,d)}\) such that each \(F_i\) is a direct summand of \(P_i\) for each \(0 \leq i \leq n - 2d\).

4. **The proof of the main theorem**

The following is the main result of the present paper, and this section is devoted to its proof.

**Theorem 4.1.** The complex \(\mathcal{F}^{(n-d,d)}_\bullet\) is a minimal free resolution of \(I^{Sp}_{(n-d,d)}\).

The theorem is easy when \(n = 2d\).

**Proposition 4.2.** If \(n = 2d\), Theorem 4.1 holds, that is, \(\mathcal{F}^{(d,d)}_\bullet\) is a minimal free resolution of \(I^{Sp}_{(d,d)}\).
Proof. By the equation (3.1), we have \( \beta_{1,d+1}(I_{(n,d)}^{\text{Sp}}) = \beta_{0,d+1}(I_{(n,d)}^{\text{Sp}}) = 0 \), and hence \( \beta_{i,d+1}(I_{(n,d)}^{\text{Sp}}) = 0 \) for all \( i \geq 1 \). So, by the first statement of Lemma 3.1, \( \beta_{i,j}(I_{(n,d)}^{\text{Sp}}) \neq 0 \) for \( i \geq 1 \) implies \( j = d + i + 1 \). By Lemmas 3.6 and 3.7, \( F_{(n,d)} \) is a subcomplex of a minimal free resolution \( P \) of \( I_{(n,d)}^{\text{Sp}} \) such that \( F_{i}^{(n,d)} \) is a direct summand of \( P_{i} \) for all \( i \), but (3.1) implies that \( P_{i} = F_{i}^{(n,d)} \) for all \( i \geq 0 \), and hence \( P_{i} = F_{i}^{(n,d)} \). \( \square \)

In the general case, the proof of Theorem 4.1 is much more complicated, and preparation is required. For \( n, d \in \mathbb{N} \) with \( n \geq 2d \), we construct the chain complex \( L_{n,d} \) of graded free \( R \)-modules as follows.

\[
0 \rightarrow L_{-2d}^{n,d} \rightarrow \cdots \rightarrow L_{1}^{n,d} \rightarrow L_{0}^{n,d} \rightarrow 0,
\]

and the differential maps are given by the same way as the former half of \( F_{(n,d)}^{(n,d)} \).

Clearly, \( L_{n,d} \) is a subcomplex of \( F_{(n,d)}^{(n,d)} \), and it is actually a chain complex.

If \( n = 2d \), then \( L_{n,d} = 0 \) for \( i \neq 0 \), and Theorem 4.1 has been proved in this case (Proposition 4.2). So we mainly treat the case \( n > 2d \). Since the case \( n = 2d + 1 \) is still somewhat special, we first assume that \( n > 2d + 1 \).

Proposition 4.3. For \( n, d \in \mathbb{N} \) with \( n > 2d + 1 \), the following are equivalent.

1. Theorem 4.1 holds in this case.
2. \( H_{i}(L_{n,d}) = 0 \) for \( 0 < i < n - 2d \).

Proof. (1) \( \Rightarrow \) (2): Clear.

(2) \( \Rightarrow \) (1): First, we prove that \( H_{1}(L_{n,d}) = 0 \) (or even \( H_{1}(L_{n,d})_{d+2} = 0 \)) implies \( H_{0}(L_{n,d}) \cong I_{(n,d)}^{\text{Sp}} \). Note that \( L_{n,d} \) is a subcomplex of a minimal free resolution \( P \) of \( I_{(n,d)}^{\text{Sp}} \) with \( L_{0}^{n,d} = P_{0} \). Hence if \( L_{1}^{n,d} = P_{1} \), then \( H_{0}(L_{n,d}) = H_{0}(P) \cong I_{(n,d)}^{\text{Sp}} \).

By (3.1), we see that

\[
\dim_{K}[L_{1}^{n,d}]_{d+1} = \text{rank} F_{1}^{(n,d)} = \beta_{1,d+1}(I_{(n,d)}^{\text{Sp}}) - \beta_{0,d+1}(I_{(n,d)}^{\text{Sp}}) = \beta_{1,d+1}(I_{(n,d)}^{\text{Sp}}) = \dim_{K}[P_{1}]_{d+1},
\]

and hence \( [L_{1}^{n,d}]_{d+1} = [P_{1}]_{d+1} \). By the first statement of Lemma 2.1, if \( L_{1}^{n,d} \neq P_{1} \) then \( P_{1} = L_{1}^{n,d} \oplus R(-d-2)^{m} \) for some \( m > 0 \). By (3.1), we have \( P_{2} = L_{2}^{n,d} \oplus R(-d-2)^{m} \oplus R(-d-3)^{l} \) (\( l \) can be 0). Consider the exact sequence

\[
0 \rightarrow L_{n,d}^{n,d} \rightarrow P_{n,d} \rightarrow P_{n,d}/L_{n,d}^{n,d} \rightarrow 0.
\]

Both \( P_{2}/L_{2}^{n,d} \) and \( P_{1}/L_{1}^{n,d} \) have the direct summand \( R(-d-2)^{m} \). Since \( P \) is minimal, we have \( \text{Im} \partial_{2}^{P} \subset \mathfrak{m} P_{1} \), and hence \( \partial_{2}^{P} \) induces the zero map between these two \( R(-d-2)^{m} \). Hence \( [H_{2}(P/L_{n,d}^{n,d})]_{d+2} \neq 0 \), but the above exact sequence induces \( [H_{1}(L_{n,d}^{n,d})]_{d+2} = [H_{2}(P/L_{n,d}^{n,d})]_{d+2} \neq 0 \). This is a contradiction, and we have \( m = 0 \). Hence \( H_{0}(L_{n,d}^{n,d}) \cong I_{(n,d)}^{\text{Sp}} \).

If (2) holds, \( L_{n,d}^{n,d} \) coincides with the first \( n-2d \) steps of \( P \) (since \( H_{n-2d-1}(L_{n,d}^{n,d}) = 0 \), the kernel of \( \partial : L_{n-2d-1}^{n,d} \rightarrow L_{n-2d-2}^{n,d} \) coincides with \( \partial(L_{n-2d}^{n,d}) \)). In particular, \( \beta_{n-2d,n-d+1}(I_{(n,d)}^{\text{Sp}}) = 0 \). By (3.1), we have \( \beta_{n-2d+1,n-d+1}(I_{(n,d)}^{\text{Sp}}) = 0 \), and hence
\( \beta_{i,d+1}(I_{(n-d,d)}^{\text{Sp}}) = 0 \) for all \( i > n - 2d \). Summing up, \( \beta_{i,j}(I_{(n-d,d)}^{\text{Sp}}) \neq 0 \) and \( i \leq n - 2d \) (resp. \( i > n - 2d \)) implies \( j = d + i \) (resp. \( j = d + i + 1 \)). By an argument similar to the last step of the proof Proposition 4.2, we have \( P^* = \mathcal{F}^{(n-d,d)}_i \).

The next lemma can be proved by a similar way to Proposition 4.3, and we leave the details to the reader.

**Proposition 4.4.** For \( n, d \in \mathbb{N} \) with \( n = 2d + 1 \), the following are equivalent.

1. Theorem 4.1 holds in this case.
2. \( [H_1(C_{n,d})]_{d+2} = 0 \).

We regard \( \mathfrak{S}_{n-1} \) as the symmetric group on \( \{1, \ldots, n - 1\} \). Regarding the \( \mathfrak{S}_n \)-module \( V_{(n-d-i,d,1^i)} \) as an \( \mathfrak{S}_{n-1} \)-module in the natural way, we get the restriction \( V_{(n-d-i,d,1^i)} \downarrow \mathfrak{S}_{n-1} \). By the branching rule (Theorem 2.8.3), we have

\[
V_{(n-d-i,d,1^i)} \downarrow \mathfrak{S}_{n-1} \cong V_{(n-d-i-1,d,1^i)} \oplus V_{(n-d-i,d-1,1^i)} \oplus V_{(n-d-i,d,1^{i-1})}.
\]

Here, if \( (n-d-i-1,d,1^i) \) is not a partition (i.e., if \( n-d-i-1 < d \)) we set \( V_{(n-d-i-1,d,1^i)} = 0 \). Similarly, if \( i = 0 \) then \( V_{(n-d-i,d,1^{i-1})} = 0 \).

Even in \([8]\), the complex \( \mathcal{F}^{(n-1,1)} \) is skipped, but this case is very simple. Note that \( I_{(n-1,1)}^{\text{Sp}} = (x_1 - x_i \mid 2 \leq i \leq n) \) is a linear complete intersection, and \( \beta_i(I_{(n-1,1)}^{\text{Sp}}) = \beta_{i,i+1}(I_{(n-1,1)}^{\text{Sp}}) = \binom{n-1}{i+1} \) for all \( 0 \leq i \leq n - 2 \). On the other hand, \( \mathcal{F}^{(n-1,1)} \) is 1-linear and rank \( \mathcal{F}^{(n-1,1)} = \binom{n-1}{i+1} \) for all \( 0 \leq i \leq n - 2 \). So, by an argument similar to the last step of the proof Proposition 4.2, we can show that \( \mathcal{F}^{(n-1,1)} \) is a minimal free resolution of \( I_{(n-1,1)}^{\text{Sp}} \). Moreover, [8 Theorem 3.2] states that \( \mathcal{F}^{(n-2,2)} \) is a minimal free resolution of \( I_{(n-2,2)}^{\text{Sp}} \). So we may assume that \( d \geq 3 \).

Recall that \( \{ e(T) \mid T \in \text{SYT}(n-d-i,d,1^i) \} \) forms a basis of \( V_{(n-d-i,d,1^i)} \). For \( T \in \text{SYT}(n-d-i,d,1^i) \), the box \( \square \) is located in one of the following positions

(i) the right end of the first row (if \( n-d-i > d \)),
(ii) the right end of the second row,
(iii) the bottom of the first column (if \( i \geq 1 \)).

We consider the following subspaces of \( V_i := V_{(n-d-i,d,1^i)} \).

\[
U_i := \langle e(T) \mid T \in \text{SYT}(n-d-i,d,1^i), \square \text{ is in the position (i)} \rangle,
\]

\[
W_i := \langle e(T) \mid T \in \text{SYT}(n-d-i,d,1^i), \square \text{ is in the positions (i) or (ii)} \rangle.
\]

Note that \( V_i/W_i \) has a basis

\[
(4.1) \quad \{ \tau(T) \mid T \in \text{SYT}(n-d-i,d,1^i), \square \text{ is in the position (iii)} \},
\]

where \( \tau(T) \) denotes the natural image of \( e(T) \). These vector spaces are closed under the \( \mathfrak{S}_{n-1} \)-action, and we have

\[
U_i \cong V_{(n-d-i-1,d,1^i)}, \quad W_i/U_i \cong V_{(n-d-i,d-1,1^i)} \quad \text{and} \quad V_i/W_i \cong V_{(n-d-i,d,1^{i-1})}
\]
as \( \mathfrak{S}_{n-1} \)-modules.
In the above notation, we have $\mathcal{L}_{i}^{n,d} = V_i \otimes_K R(-d-i)$. If $z \in U_i \otimes_K R(-d-i) \subset \mathcal{L}_i^{n,d}$, then it is easy to see that $\partial_i^{\mathcal{L}_{i}^{n,d}}(z) \in U_{i-1} \otimes_K R(-d-i+1) \subset \mathcal{L}_{i-1}^{n,d}$. Similarly, $z \in W_i \otimes_K R(-d-i)$ implies $\partial_i^{\mathcal{L}_{i}^{n,d}}(z) \in W_{i-1} \otimes_K R(-d-i+1)$. Hence, if we set $A_i := U_i \otimes_K R(-d-i)$ and $B_i := W_i \otimes_K R(-d-i)$ for $i \geq 0$, $A_\bullet$ and $B_\bullet$ are subcomplexes of $\mathcal{L}_\bullet^{n,d}$. Clearly, these are complexes of $\mathbb{S}_{n-1}$-modules.

Set $R' := K[x_1, \ldots, x_{n-1}]$. Then $\mathcal{L}_0^{n-1,d}$ and $\mathcal{L}_0^{n-1,d-1}$ are chain complexes of graded free $R'$-modules.

**Lemma 4.5.** With the above notation, we have the following.

1. $A_\bullet \cong \mathcal{L}_\bullet^{n-1,d} \otimes_{R'} R$
2. $B_\bullet/A_\bullet$ is isomorphic to a truncation of $\mathcal{L}_\bullet^{n-1,d-1}(-1) \otimes_{R'} R$, where $(-1)$ denotes the degree shift for graded modules. More precisely, if we remove the “last term” $\mathcal{L}_n^{n-1,d-1}(-1) \otimes_{R'} R$ from $\mathcal{L}_\bullet^{n-1,d-1}(-1) \otimes_{R'} R$, it is isomorphic to $B_\bullet/A_\bullet$.
3. $\mathcal{L}_0^{n,d}/B_0 \cong \mathcal{L}_{n-1}^{n-1,d}(-1) \otimes_{R'} R$.

**Proof.** (1) We have $A_i \cong V_{(n-d-i-1,d,1^i)} \otimes_K R(-d-i) \cong \mathcal{L}_i^{n-1,d} \otimes_{R'} R$ for $0 \leq i \leq n-2d-1$, and $A_i = \mathcal{L}_i^{n-1,d} \otimes_{R'} R = 0$ for $i \geq n-2d$. Under these isomorphisms, the differential maps clearly coincide.

(2) We have

$$\mathcal{L}_i^{n-1,d-1} \otimes_{R'} R \cong V_{(n-d-i,d-1,1^i)} \otimes_K R(-d-i+1)$$

for $0 \leq i \leq (n-1) - 2(d-1) = n-2d+1$. Similarly,

$$B_i/A_i \cong V_{(n-d-i,d-1,1^i)} \otimes_K R(-d-i)$$

for $0 \leq i \leq n-2d$ (note that $\mathcal{L}_i^{n,d} = 0$ for $i > n-2d$). The differential maps clearly coincide, and (2) holds.

(3) We have $\mathcal{L}_0^{n,d}/B_0 = 0$ and

$$\mathcal{L}_i^{n,d}/B_1 \cong (V_i/W_i) \otimes_K R(-d-i) \cong V_{(n-d-i,d,1^i-1)} \otimes_K R(-d-i),$$

for $1 \leq i \leq n-2d$. Similarly,

$$\mathcal{L}_{i-1}^{n-1,d} \otimes_{R'} R \cong V_{(n-d-i,d,1^i-1)} \otimes_K R(-d-i+1)$$

for $1 \leq i \leq n-2d$. Let $\overline{v}(T)$ be an element of the basis $\{1, 1\}$ of $V_i/W_i$. If the first column of $T$ has the entries $a_1, a_2, \ldots, a_{i+2} (= n)$ from top to bottom, we have

$$\partial_i^{\mathcal{L}_i^{n,d}}(e(T) \otimes 1) = \sum_{j=1}^{i+2} (-1)^{j-1}(e(T^j) \otimes x_{a_j}).$$

Since $e(T_{i+2}) \in W_{i-1}$ and $\overline{v}(T_{i+2}) = 0$, we have

$$\partial_i^{\mathcal{L}_i^{n,d}/B_\bullet}(\overline{v}(T) \otimes 1) = \sum_{j=1}^{i+1} (-1)^{j-1}(\overline{v}(T^j) \otimes x_{a_j}).$$

This clearly coincides with $\partial_i^{\mathcal{L}_{i-1}^{n-1,d} \otimes_{R'} R}$, and hence (3) holds. \qed
The proof of Theorem 4.7. We use induction on \( n \). Since the theorem has been shown for \( d \leq 2 \) in [8], the theorem holds for small \( n \)’s. We may also assume that \( n > 2d \) by Proposition 4.2.

Clearly, \( A_i = 0 \) for \( i \geq n - 2d \). By the induction hypothesis and Lemma 4.5, we have

\( \mathcal{F}_n^{(n-d-1,d)} \) (resp. \( \mathcal{F}_n^{(n,d,d-1)} \)) is a minimal free resolution of the Specht ideal \( I_{n-d-1,d}^{S_p} \) (resp. \( I_{n,d,d-1}^{S_p} \)) of \( R' \).

\( A_* \) is the first \( n - 2d - 1 \) steps of \( \mathcal{F}_n^{(n,d,d-1)} \) \( \otimes_{R'} R \). In particular, \( H_i(A_*) = 0 \) for \( 0 < i < n - 2d - 1 \).

\( B_*/A_* \) is the first \( n - 2d \) steps of \( \mathcal{F}_n^{(n,d,d-1)}(-1) \otimes_{R'} R \). In particular, \( H_i(B_*/A_*) = 0 \) for \( 0 < i < n - 2d \). (We have \( H_i(L_n^{(n,d-1)}) = 0 \) for \( 0 < i \leq n - 2d \), but we have to exclude the case \( i = n - 2d \) by the truncation).

First, we will study \( H_i(B_*) \) using the exact sequence

\[
0 \longrightarrow A_* \longrightarrow B_* \longrightarrow B_*/A_* \longrightarrow 0.
\]

Claim 1. If \( n > 2d + 1 \), then \( H_i(B_*) = 0 \) for \( 0 < i < n - 2d \).

The proof of Claim 1. By (4.2) and the above observation, we have \( H_i(B_*) = 0 \) for \( 0 < i < n - 2d - 1 \), and it remains to prove \( H_{n-2d-1}(B_*) = 0 \). Since \( A_{n-2d} = 0 \), we have the exact sequence

\[
0 \longrightarrow H_{n-2d}(B_*) \longrightarrow H_{n-2d}(B_*/A_*) \longrightarrow H_{n-2d-1}(A_*) \longrightarrow H_{n-2d-1}(B_*) \longrightarrow 0.
\]

By the above observation,

\[
H_{n-2d-1}(A_*) = \text{Ker}(\partial_{n-2d-1}^A) = \text{Ker}(\partial_{n-d-1}^\mathcal{F}) \otimes_{R'} R = \text{Im}(\partial_{n-d}^\mathcal{F}) \otimes_{R'} R.
\]

Since \( \mathcal{F}_{n-d} \otimes_{R'} R \cong V_{((d-1)^2,1,n-2d+1)} \otimes_R R(-n+d-1) \), \( H_{n-2d-1}(A_*) \) is generated by its degree \((n-d+1)\)-part

\[
[H_{n-2d-1}(A_*)]_{n-d+1} \cong V_{((d-1)^2,1,n-2d+1)}.
\]

On the other hand, since the “tail” of \( B_*/A_* \) is of the form

\[
0 \longrightarrow \mathcal{L}_n^{(n-d+1)}(-1) \otimes_{R'} R \longrightarrow \mathcal{L}_n^{(n-1,d-1)} \otimes_{R'} R
\]

by Lemma 4.5 (2) (while \( \mathcal{L}_n^{(n-1,d-1)} \not= 0 \) and \( H_{n-2d}(\mathcal{L}_n^{(n-1,d-1)}) = 0 \)), we have

\[
H_{n-2d}(B_*/A_*) \cong \text{Ker}(\partial_{n-2d}^\mathcal{L}) \otimes_{R'} R \cong \text{Im}(\partial_{n-2d}^\mathcal{L}) \otimes_{R'} R.
\]

Since \( \mathcal{L}_n^{(n-1,d-1)} \otimes_{R'} R \cong V_{((d-1)^2,1,n-2d+1)} \otimes_R R(-n+d) \), we have

\[
[H_{n-2d}(B_*/A_*)]_{n-d+1} \cong V_{((d-1)^2,1,n-2d+1)}.
\]

Since, in the sequence (4.3),

\[
[g]_{n-d+1} : [H_{n-2d}(B_*/A_*)]_{n-d+1} \longrightarrow [H_{n-2d-1}(A_*)]_{n-d+1}
\]

\[
\cong V_{((d-1)^2,1,n-2d+1)} \quad \cong V_{((d-1)^2,1,n-2d+1)}
\]
is an $\mathfrak{S}_{n-1}$-homomorphism, and $H_{n-2d-1}(A_\bullet)$ is generated by $[H_{n-2d-1}(A_\bullet)]_n$-d+1, we have
\[
[g]_{n-d+1} \neq 0 \implies [g]_{n-d+1} \text{ is bijective} \implies g \text{ is surjective} \\
\implies h \text{ is injective} \implies H_{n-2d-1}(B_\bullet) = 0.
\]
So it suffices to show that $[g]_{n-d+1} \neq 0$.
Since $A_{n-2d} = B_{n-2d+1} = 0$, we have
\[
H_{n-2d}(B_\bullet) = \text{Ker } \partial_{n-2d}^{B_\bullet} \quad \text{and} \quad H_{n-2d}(B_\bullet/A_\bullet) = (\partial_{n-2d}^{B_\bullet})^{-1}(A_{n-2d-1})
\]
(both are submodules of $B_{n-2d}$), and $f$ is the inclusion map.
As defined in the construction of the differential map of $T^{(n-d,d)}_\bullet$, for a tableau
\[
T = \begin{array}{cccc}
  a_1 & b_2 & \cdots & b_{d-1} \\
  a_2 & c_2 & \cdots & c_{d-1} \\
  a_3 & & & \\
  & & & \\
\end{array} \in \text{Tab}((d-1)^2, 1^{n-2d+1})
\]
we have the tableau $T^i \in \text{Tab}(d, d - 1, 1^{n-2d})$ for each $1 \leq i \leq n-2d+3$. Adding $\{1\}$ to the right end of the second row of $T^i$, we get $\tilde{T}^i \in \text{Tab}(d^2, 1^{n-2d})$. Set
\[
\alpha := \sum_{i \geq 1} (-1)^{i-1} e(\tilde{T}^i) \otimes x_{a_i} \in [W_{n-2d} \otimes R^{2n-2d}]_{n-d+1} = [B_{n-2d}]_{n-d+1}.
\]
We want to compute $\partial_{n-2d}^{B_\bullet}(\alpha)$. If $T', T'', T''' \in \text{Tab}(d+1, 1^{n-2d-1})$ are tableaux whose right most 3 entries are
\[
T' = \begin{array}{cc}
  \cdots & a_i \ a_j \\
  \cdots & n \\
\end{array}, \quad T'' = \begin{array}{cc}
  \cdots & a_j \ a_i \\
  \cdots & n \\
\end{array} \quad \text{and} \quad T''' = \begin{array}{cc}
  \cdots & a_i \ n \\
  \cdots & a_j \\
\end{array}
\]
and the rests are same, then $e(T') = e(T'') + e(T''')$ and $e(T'''') \in A_{n-2d-1}$. Hence it is easy to see that $\partial_{n-2d}^{B_\bullet}(\alpha) \in A_{n-2d-1}$ and $\alpha \in H_{n-2d}(B_\bullet/A_\bullet)$. Moreover, the term
\[
\partial_{n-2d}^{B_\bullet}(\alpha) = \text{survives in } \partial_{n-2d}^{B_\bullet}(\alpha).
\]
Hence $\partial_{n-2d}^{B_\bullet}(\alpha) \neq 0$, and it means that $\alpha \notin H_{n-2d}(B_\bullet) = \text{Im } f = \text{Ker } g$ and $g(\alpha) \neq 0$. We are done.

Claim 2. If $n = 2d + 1$, then $[H_1(B_\bullet)]_{d+2} = 0$.

The proof of Claim 2. By the same argument as in Claim 1, we have an injection $f : H_1(B_\bullet) \to H_1(B_\bullet/A_\bullet)$, and we see that $[H_1(B_\bullet/A_\bullet)]_{d+2} \cong V((d-1)^2, 1^2)$. Since

\[
\begin{array}{cccc}
  a_3 & b_2 & \cdots & b_{d-1} \\
  a_4 & c_2 & \cdots & c_{d-1} \\
  a_5 & & & \\
  & & & \\
\end{array} \otimes x_{a_1} x_{a_2}
\]
$V_{(d-1)^2,12}$ is a simple $\mathcal{S}_{n-1}$-module, and $f$ is an $\mathcal{S}_{n-1}$-homomorphism, the degree $(d + 2)$-part $[f]_{d+2}$ is either a bijection or the zero map (then $[H_1(B_\bullet)]_{d+2} = 0$). So it suffices to show that $[H_1(B_\bullet)]_{d+2} \neq [H_1(B_\bullet/A_\bullet)]_{d+2}$.

As in Claim 1, we have $H_1(B_\bullet) = \text{Ker } \partial_0^B$ and $H_1(B_\bullet/A_\bullet) = (\partial_0^B)^{-1}(A_0)$. So it suffices to show that there is some $\alpha \in [B_\bullet]_{d+2}$ with $0 \neq \partial_0^B(\alpha) \in A_0$. However, we can find such $\alpha$ in the same way as in Claim 1. \hfill\qed

Let us return to the main line of the proof. The proof is divided into two cases. In both cases, we use the exact sequence

\[(4.4) \quad 0 \longrightarrow B_\bullet \longrightarrow \mathcal{L}^{n,d}_\bullet \longrightarrow \mathcal{L}^{n,d}_\bullet / B_\bullet \longrightarrow 0.\]

**Case 1.** First, we consider the case $n > 2d+1$. It suffices to prove that $H_1(\mathcal{L}^{n,d}_\bullet) = 0$ for $0 < i < n - 2d$ by Proposition [4.3]. By Lemma [4.5] (3) and the induction hypothesis, we have $H_i(\mathcal{L}^{n,d}_\bullet / B_\bullet) = 0$ for $1 < i < n - 2d$. By (4.4), Claim 1 and the above observation, we have $H_i(\mathcal{L}^{n,d}_\bullet) = 0$ for $1 < i < n - 2d$, and it remains to show that $H_1(\mathcal{L}^{n,d}_\bullet) = 0$. By Lemma [4.5] (3) and the induction hypothesis, we have $H_1(\mathcal{L}^{n,d}_\bullet / B_\bullet) \cong H_0(\mathcal{L}^{n-1,d}_\bullet)(-1) \otimes_R^\text{L} R \cong (I^{Sp}_{(n-d-1,d)})(1) \otimes_R^\text{L} R \cong (I^{Sp}_{(n-d-1,d)}(R)(-1)$, where $I^{Sp}_{(n-d-1,d)}R$ is the extension of the ideal $I^{Sp}_{(n-d-1,d)} \subset R'$ to $R$. Hence we have the following exact sequence

\[
0 \longrightarrow H_1(\mathcal{L}^{n,d}_\bullet) \xrightarrow{\varphi} (I^{Sp}_{(n-d-1,d)}R)(-1) \xrightarrow{\psi} H_0(B_\bullet) \longrightarrow H_0(\mathcal{L}^{n,d}_\bullet) \longrightarrow 0.
\]

By Lemma [4.5] (1), (2) and the induction hypothesis, $H_0(A_\bullet) \cong I^{Sp}_{(n-d-1,d)}R$ and $H_0(B_\bullet/A_\bullet) \cong (I^{Sp}_{(n-d-1,d)}R)(-1)$. Since $H_1(B_\bullet/A_\bullet) = 0$ now, (4.2) yields

\[
0 \longrightarrow I^{Sp}_{(n-d-1,d)}R \longrightarrow H_0(B_\bullet) \longrightarrow (I^{Sp}_{(n-d-1,d)}R)(-1) \longrightarrow 0,
\]

and hence $\text{Ass}_R(H_0(B_\bullet)) = \{(0)\}$. Note that $\mathcal{S}_n$ acts on $H_1(\mathcal{L}^{n,d}_\bullet)$, but does not act on $I^{Sp}_{(n-d-1,d)}R$. So $\varphi$ cannot be an isomorphism. Since $I^{Sp}_{(n-d-1,d)}R \subset R$, $H_1(\mathcal{L}^{n,d}_\bullet) \neq 0$ implies that $\text{Im } \psi = \text{Coker } \varphi$ has an associated prime $p \neq (0)$. Since $\text{Im } \psi$ is a submodule of $H_0(B_\bullet)$, $p$ is also an associated prime of $H_0(B_\bullet)$, and this is a contradiction. Hence we have $H_1(\mathcal{L}^{n,d}_\bullet) = 0$, and we are done.

**Case 2.** Finally, we consider the case $n = 2d + 1$. It suffices to show that $[H_1(\mathcal{L}^{n,d}_\bullet)]_{d+2} = 0$ by Proposition [4.4]. By Claim 2, the exact sequence (4.4) yields $\varphi : H_1(\mathcal{L}^{n,d}_\bullet) \rightarrow H_1(\mathcal{L}^{n,d}_\bullet / B_\bullet)$ such that

\[
[\varphi]_{d+2} : [H_1(\mathcal{L}^{n,d}_\bullet)]_{d+2} \longrightarrow [H_1(\mathcal{L}^{n,d}_\bullet / B_\bullet)]_{d+2}
\]

is injective. Recall that $H_1(\mathcal{L}^{n,d}_\bullet / B_\bullet) \cong H_0(\mathcal{L}^{n-1,d}_\bullet)(-1) \otimes_R^\text{L} R$. Now $\mathcal{F}^{(n-d-1,d)} = (\mathcal{F}^{(d,d)}(\cdot))$ is a minimal free resolution of $I^{Sp}_{(d,d)} \subset R'$, $\mathcal{F}^{(d,d)}_0 \cong \mathcal{L}^{n-1,d}_\bullet$ and $\mathcal{L}^{n-1,d}_\bullet = 0$ for $i > 0$, hence we have

\[
H_1(\mathcal{L}^{n,d}_\bullet / B_\bullet) \cong H_0(\mathcal{L}^{n-1,d}_\bullet) \otimes_R^\text{L} R = \mathcal{L}^{n-1,d}_0 \otimes_R^\text{L} R = \mathcal{F}^{(d,d)}_0 \otimes_R^\text{L} R.
\]

Since there is a graded submodule $N$ of $\mathcal{F}^{(d,d)}_0$ such that $\mathcal{F}^{(d,d)}_0/N \cong I^{Sp}_{(d,d)}$ and $N$ is generated by $N_{d+2}$, there is a submodule $L \cong N(-1) \otimes_R^\text{L} R$ of $H_1(\mathcal{L}^{n,d}_\bullet / B_\bullet)$ such
that $L$ is generated by $L_{d+3}$ and

$$H_1(L_{n,d}^*/B) / L \cong I_{(d,d)}^{Sp}(-1) \otimes R' R \cong (I_{(d,d)}^{Sp} R)(-1).$$

If $[H_1(L_{n,d}^*)]_{d+2} \neq 0$, then we have a subideal $J \subset I_{(d,d)}^{Sp}$ with

$$J(-1) \cong \text{Im } \varphi/(L \cap \text{Im } \varphi)$$

and $J_{d+1} \neq 0$. Since $S_n$ acts on $J_{d+1} \cong [\text{Im } \varphi]_{d+2} \cong [H_1(L_{n,d}^*)]_{d+2}$, the ideal $J' := (J_{d+1})$ is a symmetric ideal. For a subsets $F \subset [n-1]$ (resp. $F \subset [n]$), set

$$P'_F := (x_i - x_j \mid i, j \in F) \subset R' \quad (\text{resp. } P_F := (x_i - x_j \mid i, j \in F) \subset R)$$

to be the prime ideal. Since

$$I_{(d,d)}^{Sp} = \bigcap_{F \subset [n-1], \#F = d+1} P'_F,$$

we have

$$I_{(d,d)}^{Sp} R = \bigcap_{F \subset [n-1], \#F = d+1} P_F.$$

Since $J' \subset I_{(d,d)}^{Sp} R$ is a symmetric ideal, we have

$$J' \subset \bigcap_{F \subset [n], \#F = d+1} P_F = I_{(d,d,1)}^{Sp}.$$

However, we have $J_{d+1} = J'_{d+1} \subset [I_{(d,d,1)}^{Sp}]_{d+1} = 0$. This is a contradiction.
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