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Abstract

We derive the variational formulation of an anisotropic gradient damage model with different behaviour at traction and compression and a state dependent dissipation potential by applying the energetic formulation of rate-independent processes. We will also show how such formulation provides the natural framework for setting up a consistent numerical scheme with the underlying variational structure and for the derivation of additional necessary conditions of global optimality in the form of a two-sided energetic inequality. These conditions will form our criteria for making a better choice of the starting guess in the application of the alternating minimization scheme to describe crack propagation as quasistatic evolution of global minimizers of the underlying incremental functional. We will apply the procedure for two- and three-dimensional benchmark problems and we will compare the results with the solution of the weak form of the Euler-Lagrange equations. We will observe that by including the two-sided energetic inequality in our solution method, we describe, for some of the benchmark problems, an equilibrium path when damage starts to manifest, which is different from the one obtained by solving simply the stationarity conditions of the underlying functional.
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1 Introduction

In computational fracture mechanics, the variational phase-field models of fracture have received a considerable and increased attention as approximation models of fracture since the seminal works [28, 15] where the classical concept of Griffith’s critical energy release rate [38] is replaced by a least energy principle, making it possible to capture otherwise characteristic features of the fracture process. These models of fracture can appear as regularization formulations of free-discontinuity problems in the context of the variational approach to fracture [28, 18, 29, 22, 36], or they can result from the modelling of gradient damage as application of material constitutive theories in terms of two potentials, the free energy density and the dissipation potential [30, 32, 46, 47, 5, 53, 54, 55]. Excellent reviews on the application of these two approaches to approximate quasi-brittle fracture according to the above sense can be found in [4, 12, 62, 69] whereas [25, 24, 72, 73] provide an extensive overview of also other phase-field models, not only the variational ones, that have been lately proposed for providing a more accurate description of the fracture process. In the variational formulations the cracks are represented by a continuum variable, namely a phase field variable, that
can be identified with the damage variable $\beta$ which describes the damaged and the undamaged phases, whereas their propagation is described by the quasistatic evolution of the critical points of an energetic functional which accounts for the stored elastic energy and the dissipation associated with the variation of $\beta$. The main advantages of these formulations, compared for instance to the discrete approaches to fracture \cite{58}, which relies on explicit modelling of the displacement field discontinuity jump produced by the crack, is that phase field formulations can handle the evolution of complex crack patterns, can account for crack initiation and propagation without initial defects and prescribed crack path, and can be implemented without any particular consideration of what the crack pattern will be. This is because one deals with the search for critical points of functionals defined over Sobolev spaces which can be easily discretized by standard finite elements spaces \cite{64} and crack initiation and propagation appear as a result of a competition between the different energetic terms \cite{67}.

The existence of a variational structure for the models which we consider in this paper is basically a consequence of the rate-independence and associativity of the evolution process, thus the need to work with standard damage models \cite{51, 60, 10}. In this case, the variational formulation can be derived quite naturally by a general theoretical framework of clear mechanical interpretation given by the energetic formulation proposed by Mielke and coworkers \cite{56, 57}. The use of the energetic formulation indirectly defines also the type of critical point which must be considered for the description of the evolution process. Since the existence of energetic solutions is proved by considering the evolution along global minimizers of discrete functionals, which are those that we use in the numerical simulation, the concept of global minimizer is therefore the appropriate critical point we will use in this paper. This modelling assumption, which represents a milestone of the variational approach of fracture advanced in \cite{28}, has been analysed theoretically, for instance, in \cite{22, 14, 27, 36, 53, 50}, whereas in \cite{28, 10} the relevance of an evolution along other type of critical points has also been investigated to the fraction of cost of adding further physical based conditions about the choice of the particular critical point or of a redefinition of the concept of evolution as in \cite{3}.

From the numerical standpoint, the computation of global minimizers of the discrete energetic functional, which is separately convex in the displacement field $u$ and in the phase field damage variable $\beta$, poses the problem to ensure the global optimality of the critical points that one computes. The application of brute-force global optimization algorithms, such as clustering like or stochastic methods does not represent, at the moment, a viable option. In practice, one considers the Euler-Lagrange equations of this minimizing principle, and then apply the finite element method to their weak formulations \cite{51, 55, 33, 34, 70, 73} or apply an alternating minimization method (referred to also as staggered scheme) to the finite element discrete energetic functional \cite{17, 26, 69}. However, this methodology contrasts with the underlying modelling assumption of global minimization. Since the functional is non-convex, the Euler-Lagrange equations represent only stationarity conditions, thus their satisfaction cannot guarantee the global optimality of the computed solution. Same conclusion holds by applying the staggered procedure given that the sequence of iterates, eventually up to a subsequence, converges to a critical point of the discrete energetic functional \cite{3, 13}. Notably exceptions to this approach are those methods where the search of a global minimizer is realized still by local optimization algorithms which are however augmented by conditions met by the global minimizers \cite{57, 13, 20, 52}. On the basis of these additional necessary conditions of global optimality, one basically tries to make a better choice of the starting guess so that it falls within the attraction basin of a global minimizer. This procedure has been applied successfully to the simulation of isotropic damage in \cite{13} and \cite{57} by the variational and energetic formulation, respectively; to the simulation of the energetic formulation of a delamination and adhesive contact model in \cite{66, 74} and to the simulation of hysteresis in magnetic shape memory composites by the
energetic formulation in [20].

In this paper, starting from the mechanical model of [5, 55], we illustrate the complete procedure for the derivation of the corresponding energetic formulation, of the additional optimality conditions of the discrete energetic solutions in the form of a two-sided energy inequality, and the ensuing energy-balance-based backtracking strategy for the numerical simulation of the phase field anisotropic damage model, characterized by a different behaviour between traction and compression and with a state dependent degradation function. The discrete energetic functional we obtain is the same as the regularized functional considered in [18] where it is shown to $\Gamma-$converge (in the appropriate topology) to the free-discontinuity functional of [28] with the additional non-interpenetration constraint of the crack faces under compression. To ensure that the discrete energetic solutions meet the additional conditions of globality, and to develop in this manner a computational strategy consistent with the modelling paradigm of evolution along global minimizers, we apply the strategy of backtracking in the context of an alternating minimization of the separately convex discrete energetic functional. By such algorithm adapted to rate-independent processes [8], we go back over the time steps, whenever the two-sided-energy inequality is violated at the current time, to restart the simulation with a different initial guess which is built on the basis of the computed states that violate the check test given by the energetic bounds. By comparing our simulations to those based on the solution of the weak form of the Euler-Lagrange equations, we observe that for some of our benchmark problems the energetic solutions describe an equilibrium path that deviates from the standard one when damages starts to manifest, though eventually the two paths coincide. Furthermore, by taking into account for the energetic bounds in our solution method, we are able to compute a ‘more physical’ solution. The two-sided energy inequality does not only represent a quick test of whether the candidate solution can be completed to a valid solution, but it has also a relevant physical meaning. This condition in fact represents a discrete equivalent of the conservation of energy [57, 56]. Compared to [57], the present work enlarges the field of applications to state dependent dissipation potentials and to anisotropic phase field models that account for the non-interpenetration condition when they are considered as fracture approximation models. It also proposes a numerical procedure which is consistent with the underlying globality assumption of the model by exploiting properties of the global minimizers.

After this brief introduction, in the next Section we derive the phase field model of fracture introduced in [5, 55] by applying the constitutive material theory based on the extended virtual power developed in [30]. We will introduce therefore the additive decomposition of the free energy $\psi_0$ into a ‘compressive’ and ‘tensile’, with only the tensile contribution degraded by damage development. We use such decomposition to enforce in the limit the non–interpenetration condition in view of the $\Gamma-$convergence result of [18], though the assumption of the decomposition of the free energy for the formulation of regularized variational formulations of fracture that accounts for the non–interpenetration constraint has been debated, for instance, in [44, 29]. At this stage, we do not go into the specific of such decomposition which is not relevant for the subsequent theoretical developments whereas we refer to the Appendix A for the actual decomposition, which is the one proposed in [55] and is important for the actual implementation of the model. The decomposition we consider can be equivalently converted to the one proposed originally in [5] as stated in [4]. The objective of Section 2 is to relate the mechanical model as is given in the literature to the energetic formulation which is the subject of Section 3. In this Section, we give first the continuous formulation which describes the evolution in time of the rate-independent system, and then we present the discrete energetic functional as approximation of the continuous energetic formulation. We will also mention therein the relation between this approach and the ones in the literature [62, 46, 48, 61, 49], and derive the important energetic bounds of the discrete energetic solution by exploiting the property of global optimality. Section 4 describes then the alternating minimization
algorithm. The corresponding finite element discrete equations and how the energetic based backtracking algorithm is used in the whole numerical strategy is explained in Section 6 whereas Section 7 gives applications of the full procedure to the numerical solution of 2d- and 3d- benchmark problems. The results are compared to the numerical solutions obtained without the activation of the backtracking algorithm, that is, the solution of the weak form of the Euler-Lagrange equations of the discrete energetic functional. Section 7 concludes the paper with some final remarks about the energetic formulation and the proposed procedure.

2 Mechanical derivation of the phase field model of fracture

In this section we derive the phase field model of fracture introduced in [5, 55] by applying the constitutive material theory developed in [30].

2.1 Notations, main assumptions and field equations

Let \( \Omega \subset \mathbb{R}^n \), \( n = 1, 2, 3 \), be a bounded open domain which we take as reference configuration of an homogeneous body made of brittle damaging material. We denote by \( \partial \Omega \) the boundary of the domain \( \Omega \), and assume that \( \partial \Omega \) is split into two parts: a Dirichlet boundary \( \partial \Omega_D \) and the remaining Neumann boundary \( \partial \Omega_N := \partial \Omega \setminus \partial \Omega_D \) where displacements \( w \) and surface tractions \( t \) are prescribed, respectively. The boundary \( \partial \Omega \) is such that the outward normal \( n \) can be defined almost everywhere (a.e.) on \( \partial \Omega \). We assume the displacement field \( u \) to be small and the system to undergo an isothermal quasi-static evolution over the time interval of interest \( [0, T] \), \( T > 0 \) and with uniform temperature in \( \Omega \). The state of the system is then characterized by the linearized strain \( \varepsilon(u) = \nabla_s u := (\nabla u + \nabla u^T)/2 \), where \( \nabla \) denotes the gradient operator, and additional variables which are introduced to capture the effects of microfractures at the material point on its macroscopic properties. As such additional variables we consider the damage variable field \( \beta \) and its gradient \( \nabla \beta \). The field variable \( \beta \) can take values in \([0, 1]\) with \( \beta = 0 \) when the material is undamaged and \( \beta = 1 \) for completed damaged material, i.e. when the material is not able to sustain any stress. Its gradient \( \nabla \beta \) is introduced to account for the influence of the damage at a point on damage of its neighborhood. Following the method of virtual power, we assume as in Frémond [30, 31] that damage is produced by microscopic motions which break bonds among particles and such motion is described on the macroscopic level by the rate quantities \( \dot{\beta} := d\beta/dt \) and \( \nabla \dot{\beta} := \nabla (d\beta/dt) \). The underlying assumption of the theory is that the power of these motions must be taken into account in the power of the internal forces.

To define the functional setting where to formulate our model, we introduce the standard Sobolev spaces \( W^{1,\infty}(\Omega; \mathbb{R}^n) \) and \( H^1(\Omega; \mathbb{R}^n) \) of functions defined a.e. in \( \Omega \) and with values in \( \mathbb{R}^n \), \( n = 1, 2, 3 \). We denote then by \( \mathcal{V} \subset H^1(\Omega; \mathbb{R}^n) \) the space of all displacement fields that generate compatible strain fields, by \( \mathcal{V}_D \subset \mathcal{V} \) the affine space of kinematically admissible fields, i.e. for any \( t \in [0, T] \), \( u(t) \in \mathcal{V} \) such that \( u = w \) on \( \partial \Omega_D \) in the sense of trace, and by \( \mathcal{V}_{D,0} \subset \mathcal{V} \) the linear space of the kinematically admissible virtual displacement fields, that is, the space of the displacement fields \( u_{D,0} \) meeting the homogeneous kinematic boundary conditions on \( \partial \Omega_D \), i.e. \( u_{D,0} = 0 \) on \( \partial \Omega_D \). We then introduce the linear space of the damage fields \( \mathcal{B} = \{ \gamma \in W^{1,\infty}(\Omega; \mathbb{R}) : \nabla \gamma \cdot n = 0 \text{ on } \partial \Omega \} \).

For any \( t \in [0, T] \), let \( u_{D,w}(\cdot, t) \in \mathcal{V}_D \) be a lifting of the Dirichlet boundary data \( w(\cdot, t) \) [64], that is, \( u_{D,w}(\cdot, t) \) is a given (fixed) extension of \( w(\cdot, t) \) onto \( \Omega \), the closure of \( \Omega \) with \( \Omega = \Omega \cup \partial \Omega_D \cup \partial \Omega_N \). Such extension can be obtained, for instance, by taking an interpolation of \( w \) onto \( \Omega \) by finite element shape functions and must be considered as a known function once \( w(x, t) \) is given. We use also the notation \( \varepsilon_{D,0} = \nabla_s u_{D,0} \) to refer to the linearized strain of virtual admissible displacement fields.
The internal virtual power is then defined by the linear form

\[ \mathcal{P}_i(\dot{u}_{D,0}, \dot{\beta}) = \int_\Omega \left( \sigma : \dot{\varepsilon}_D + V \dot{\beta} + H \cdot \nabla \dot{\beta} \right) \, dx \]

which defines the field variables \( \sigma, V \) and \( H \) dual of \( \dot{\varepsilon}, \dot{\beta} \) and \( \nabla \dot{\beta} \), respectively. In this paper only volume forces \( f \), surface tractions \( t \) on \( \partial \Omega_N \) and prescribed displacements \( w \) on \( \partial \Omega_D \) are accounted for producing damage, thus the external virtual power is represented by the linear form

\[ \mathcal{P}_e(\dot{u}_{D,0}) = \int_\Omega f \cdot \dot{u}_{D,0} \, dx + \int_{\partial \Omega_N} t \cdot \dot{u}_{D,0} \, dx. \]

The principle of the virtual power then states

\[ \mathcal{P}_e(\dot{u}_{D,0}) = \mathcal{P}_i(\dot{u}_{D,0}, \dot{\beta}) \]

which must hold for any admissible \( \dot{u}_{D,0} \in V_{D,0} \) and \( \dot{\beta} \in B \). By applying the Gauss-Green theorem and then the fundamental lemma of the calculus of variations, we obtain two field equations, one is the balance equations of linear momentum

\[
\begin{align*}
\text{div } \sigma + f &= 0 \quad \text{in } \Omega \\
\sigma n &= t \quad \text{on } \partial \Omega_N
\end{align*}
\]

(2.1)

with the corresponding Neumann boundary conditions, whereas the other is the microforce balance equations

\[
\begin{align*}
\text{div } H - V &= 0 \quad \text{in } \Omega \\
H \cdot n &= 0 \quad \text{on } \partial \Omega
\end{align*}
\]

(2.2)

with the corresponding boundary values.

### 2.2 The differential constitutive model

We consider the coupled elasto–damage model defined by the following potentials

\[
\psi(\varepsilon, \beta) = [g(\beta) + k]\psi^+_0(\varepsilon) + \psi^-_0(\varepsilon) + \frac{g_c \ell}{2} |\nabla \beta|^2 + I_{[0,1]}(\beta),
\]

(2.3a)

\[
\phi(\dot{\beta}; \beta) = \frac{g_c \ell}{\ell} \dot{\beta} \dot{\beta} + I_{R+}(\dot{\beta}),
\]

(2.3b)

where \( I_A \) is the indicator function of the set \( A \) and is defined by \( I_A(x) = 0 \) if \( x \in A \) and \( I_A(x) = +\infty \) if \( x \not\in A \). We use the notation \( \mathbb{R}^+ = \{ x \in \mathbb{R} : x \geq 0 \} \) and denote by \( g(\beta) \) the real valued degradation function which we assume to be decreasing with \( \beta \), convex and Lipschitz and such that \( g(0) = 1 \) and \( g(\beta) = 1 \). Furthermore, in (2.3a) \( k \) is a small positive parameter that precludes complete damage by ensuring an artificial residual stiffness of a totally broken phase \( \beta = 1 \). The symbol \( g_c \) is the fracture toughness whereas \( \ell > 0 \) has the dimension of a length and controls the width of the transition zone of \( \beta \). Such parameter identifies with the regularization parameter in the variational model of fracture. Finally \( \psi^+_0 \) and \( \psi^-_0 \) are the ‘tensile’ and ‘compressive’ parts of the elastic energy density and are defined in Appendix A [14]. By (2.3a), it is assumed that only the positive part of the energy is degraded by the occurrence of damage, whereas the negative part remains unafected by it.

We next show that this model is the same as, for instance, the one proposed by [55, 54] which
resembles the regularized formulation of fracture of [14] apart from the free energy term.

**Proposition 2.1.** The differential constitutive model defined by the potentials (2.3) is given by the state laws
\[ \sigma = \frac{\partial \psi}{\partial \varepsilon} \]  
and the following evolution laws
\[ \dot{\beta} \geq 0 \]
\[ -\frac{\partial \psi}{\partial \beta} - \frac{g_c}{\ell} (\beta - \ell^2 \Delta \beta) \leq 0 \]
\[ \dot{\beta} \left( -\frac{\partial \psi}{\partial \beta} - \frac{g_c}{\ell} (\beta - \ell^2 \Delta \beta) \right) = 0. \]  

**Proof.** We start from the Clausius-Duhem inequality for isothermal processes
\[ \sigma : \dot{\varepsilon} + H \cdot \nabla \dot{\beta} + V \dot{\beta} - \rho \dot{\psi} \geq 0, \]  
and make the following constitutive assumptions
\[ \sigma = \sigma^{nd} + \sigma^d, \quad V = V^{nd} + V^d \quad \text{and} \quad H = H^{nd} + H^d \]  
which distinguish the components that are responsible of the dissipative and reversible mechanisms. By replacing (2.7) into (2.6) and by defining
\[ \sigma^{nd} = \frac{\partial \psi}{\partial \varepsilon}, \quad V^{nd} = \frac{\partial \psi}{\partial \beta} \quad \text{and} \quad H^{nd} = \frac{\partial \psi}{\partial (\nabla \beta)} \]  
the Clausius-Duhem inequality reduces to the following expression
\[ \sigma^d: \dot{\varepsilon} + V^d \dot{\beta} + H^d \cdot \nabla \dot{\beta} \geq 0. \]  
For our model we assume
\[ \sigma^d = 0 \quad \text{and} \quad H^d = 0, \]  
thus (2.9) becomes
\[ V^d \dot{\beta} \geq 0. \]  
We can meet (2.11) by taking
\[ V^d \in \partial_\beta \phi(\dot{\beta}; \beta) \]  
given that the function (2.3b) is a dissipation potential. Now, by the constitutive assumptions (2.7) and (2.10), and given the expression (2.3a) of \( \psi \), we have that
\[ H = H^{nd} = g_c \ell \nabla \beta, \]  
which replaced in (2.2), yields
\[ V = \text{div} H = g_c \ell \Delta \beta. \]  
By accounting for the expression (2.8) of \( V^{nd} \), we have thus
\[ V^d = V - V^{nd} = g_c \ell \Delta \beta - \frac{\partial \psi}{\partial \beta}. \]
By computing $\partial_{\beta} \phi$ we obtain

$$\partial_{\beta} \phi(\dot{\beta}; \beta) = \frac{g_c}{\ell} \beta + \partial_{\beta} I_{\mathbb{R}^+}(\dot{\beta}),$$

(2.14)

thus (2.12) reads as

$$g_c \ell \beta - \frac{\partial \psi}{\partial \beta} - \frac{g_c}{\ell} \beta \in \partial_{\beta} I_{\mathbb{R}^+}(\dot{\beta}),$$

(2.15)

where we have accounted for (2.13) and (2.14). By the definition of subdifferential of the indicator function [30, Appendix A.1.3], we have that (2.15) means

$$- \frac{\partial \psi}{\partial \beta} - \frac{g_c}{\ell} (\beta - \ell^2 \Delta \beta) = 0 \quad \text{if } \dot{\beta} > 0,$$

$$- \frac{\partial \psi}{\partial \beta} - \frac{g_c}{\ell} (\beta - \ell^2 \Delta \beta) < 0 \quad \text{if } \dot{\beta} = 0,$$

$$\emptyset \quad \text{if } \dot{\beta} < 0,$$

(2.16)

which can then be expressed in the form given by (2.5).

\[\square\]

Remark 2.1. The model defined by (2.4) and (2.5) is a generalized standard material in the meaning of [60, page 37] and [10, page 69] given that it can be defined by the two potentials, the free energy potential $\psi(\varepsilon, \beta, \nabla \beta)$ and the dissipation potential $\phi(\dot{\beta}, \beta)$ using (2.7), (2.8), (2.10) and (2.12). Since for $\dot{\beta} \geq 0$, the dissipation potential $\phi$ is a gauge [39], the model is associative. The free energy and the dissipation potential are the only ingredients we need to set up the energetic formulation, henceforth to derive the incremental variational formulation. This will be shown in Section 3.3.

2.3 The incremental boundary value problem

Let $\mathcal{P} = \{0 = t_0 < t_1, \ldots, t_N = T\}, N \in \mathbb{N}$ be a discrete set of time instants that realize a partition of the time interval of interest $[0, T]$ and $\Delta t = \max_{n=0,1,\ldots,N-1} \{t_{n+1} - t_n\}$. Denote by $\mathbf{z}$ a kinematically admissible displacement field, that is, a displacement field that meets the Dirichlet boundary conditions at the current time $t$. Given $(\mathbf{z}_n, \beta_n)$ an approximation of the fields $\mathbf{z}$ and $\beta$ at the time instant $t_n$, we consider the incremental boundary value problem associated with the time step $[t_n, t_{n+1}]$ obtained by an Euler implicit time discretization of the constitutive equations (2.4) and (2.5), and of the momentum balance equations (2.1) and (2.2). This problem consists of
finding \((z_{n+1}, \beta_{n+1})\) such that the following relations are met

\[-\text{div} \sigma_{n+1} - f_{n+1} = 0 \quad \text{in } \Omega, \quad (2.17a)\]

\[
\varepsilon_{n+1} = \nabla_s z_{n+1}, \quad \sigma_{n+1} = \frac{\partial \psi}{\partial \varepsilon}(\varepsilon_{n+1}, \beta_{n+1}) \quad \text{in } \Omega, \quad (2.17b)\]

\[
z_{n+1} = u_{D,n+1} \text{ on } \partial \Omega_D, \quad \sigma_{n+1} n = t_{n+1} \text{ on } \partial \Omega_N, \quad (2.17c)\]

\[
0 \leq \beta_{n+1} \leq 1 \quad \text{in } \Omega, \quad (2.17d)\]

\[
\beta_{n+1} \geq \beta_n \quad \text{in } \Omega, \quad (2.17e)\]

\[
-\frac{\partial \psi}{\partial \beta}(\varepsilon_{n+1}, \beta_{n+1}) - \frac{g_c}{\ell} (\beta_{n+1} - \ell^2 \Delta \beta_{n+1}) \leq 0 \quad \text{in } \Omega, \quad (2.17f)\]

\[
(\beta_{n+1} - \beta_n) \left( -\frac{\partial \psi}{\partial \beta}(\varepsilon_{n+1}, \beta_{n+1}) - \frac{g_c}{\ell} (\beta_{n+1} - \ell^2 \Delta \beta_{n+1}) \right) = 0 \quad \text{in } \Omega, \quad (2.17g)\]

\[
\nabla \beta_{n+1} \cdot n = 0 \text{ on } \partial \Omega \quad \text{in } \Omega, \quad (2.17h)\]

where \(\psi\) is given by (2.3a) without the indicator function \(I_{[0,1]}(\beta)\) given that the constraint enforced by this function has been accounted explicitly by (2.17d). The condition (2.17e) is referred to as irreversibility condition and prevents material healing.

**Remark 2.2.** For any given \(\varepsilon_{n+1}\), the model defined by (2.17e), (2.17f) and (2.17g) is similar to the one that describes the deformation of a membrane over a linear elastic obstacle represented by \(\beta_n\) and loaded by \(\partial \psi/\partial \beta\). For instance, using the classical assumption for \(R(\beta)\) due to Kachanov [40], with \(R(\beta) = 1 - \beta\), we have \(\partial \psi/\partial \beta = -\psi^+_0(\varepsilon)\). For more general expressions of \(R(\beta)\), such as the ones in [48, 49], \(\partial \psi/\partial \beta\) has always a term that depends only on \(\varepsilon\) and another one that depends also on \(\beta\). The latter would then modify the bilinear form associated with \(g_c/\ell \beta - g_c/\ell^2 \Delta \beta\).

If we denote by \(C\) the convex set of admissible solutions for \(\beta\)

\[
C = \left\{ \beta \in B : \beta(x) \in [0, 1] \text{ a.e. in } \Omega \text{ and } \beta \geq \beta_n \text{ a.e. in } \Omega \right\}, \quad (2.18)\]

and take \(z\) and \(\beta\) as primary variables, we can consider the following weak formulation of (2.17):

Find \((z_{n+1}, \beta_{n+1}) \in V_D \times C:\)

\[
\int_\Omega \frac{\partial \psi}{\partial \varepsilon}(\varepsilon_{n+1}, \beta_{n+1}) : \varepsilon(v) \, dx = \int_\Omega f \cdot v \, dx + \int_{\partial \Omega_N} t \cdot v \, ds \quad \text{for all } v \in V_{D,0}, \quad (2.19a)\]

\[
\int_\Omega \frac{\partial \psi}{\partial \beta}(\varepsilon_{n+1}, \beta_{n+1})(\gamma - \beta_{n+1}) \, dx + \int_\Omega \frac{g_c}{\ell} \beta_{n+1}(\gamma - \beta_{n+1}) \, dx
+ \int_\Omega g_c/\ell \nabla \beta_{n+1} \nabla (\gamma - \beta_{n+1}) \, dx \geq 0 \quad \text{for all } \gamma \in C, \quad (2.19b)\]

where \(\varepsilon_{n+1} = \nabla_s z_{n+1}\).

**Remark 2.3.** Since \(\psi\) is not convex, problem (2.19) is not ensured to have a unique solution. We will discuss this below with reference to the minimization formulation associated with (2.19).
This observation justifies therefore the following notion.

**Definition 1.** We refer to any solution of \((2.19)\) as a local solution of the model \((2.3)\).

**Proposition 2.2.** If \((z_{n+1}, \beta_{n+1}) \in \mathcal{V}_D \times \mathbb{C}\) solves \((2.19)\), then the field equations of \((2.17)\) are met a.e. in \(\Omega\) and the boundary conditions are met a.e. on the corresponding part of \(\partial \Omega\).

**Proof.** Let \((z_{n+1}, \beta_{n+1}) \in \mathcal{V}_D \times \mathbb{C}\) be a solution of \((2.19)\) and denote by \(\mathcal{D}(\Omega)\) the space of the infinitely differentiable functions compactly supported in \(\Omega\) i.e., for \(\varphi \in \mathcal{D}(\Omega)\), let \(S = \{x \in \Omega : \varphi(x) \neq 0\}\), then the closure of \(S\) is bounded and contained in \(\Omega\). By standard arguments based on the Gauss Green theorem and the properties of the space \(\mathcal{D}(\Omega)\), from \((2.19a)\) we derive that \((z_{n+1}, \beta_{n+1})\) meets \((2.17a)\), \((2.17b)\) and \((2.17c)\). Conditions \((2.17d)\), \((2.17e)\) and \((2.17h)\) are also met given that they are enforced by the definition of \(C\).

Now for any \(\varphi \geq 0\) and \(0 \leq \beta_{n+1} + \varphi \leq 1\), \(\gamma = \varphi + \beta_{n+1} \in \mathbb{C}\). Thus, from \((2.19b)\) we obtain

\[
\int_{\Omega} \left( \frac{\partial \psi}{\partial \beta} + \frac{g_c}{\ell} \beta - g_c \ell \Delta \beta \right) \varphi \, dx \geq 0. \tag{2.20}
\]

Since \((2.20)\) holds for any \(\varphi \geq 0\) meeting the above conditions, then there must hold

\[
\frac{\partial \psi}{\partial \beta} + \frac{g_c}{\ell} \beta - g_c \ell \Delta \beta \geq 0 \quad \text{a.e. in } \Omega,
\]

which is \((2.17)\). To prove \((2.17g)\), for simplicity, we make the further assumption that \(\beta_{n+1}, \beta_n \in C^0(\Omega)\). In this case, then, if we let \(\Omega' = \{x \in \Omega : \beta_{n+1}(x) > \beta_n(x)\}\), \(\Omega'\) is Lebesgue measurable and has positive measure and, therefore, we can consider the space \(\mathcal{D}(\Omega')\). By the introduction of the set \(\Omega'\), condition \((2.17g)\) can also be stated as

\[-\frac{\partial \psi}{\partial \beta} - \frac{g_c}{\ell} \beta_{n+1} + g_c \ell \Delta \beta_{n+1} = 0 \quad \text{in } \Omega'
\]

whose weak form is given by

\[
\int_{\Omega} \left( \frac{\partial \psi}{\partial \beta} + \frac{g_c}{\ell} \beta_{n+1} \varphi + g_c \ell \nabla \beta_{n+1} \nabla \varphi \right) \, dx = 0 \quad \forall \varphi \in \mathcal{D}(\Omega'), \tag{2.21}
\]

where we have used the fact that for \(\varphi \in \mathcal{D}(\Omega')\), \(\varphi(x) = 0\) for \(x \in \Omega \setminus \Omega'\). Therefore, next we need to show that we can derive \((2.21)\) starting from \((2.19b)\). For any \(\varphi \in \mathcal{D}(\Omega')\), we can choose \(\epsilon > 0\) such that \(\gamma = \beta_{n+1} + \epsilon \varphi \in \mathbb{C}\). For instance, take \(\epsilon > 0\) such that \(\epsilon < m/M\) where \(m = \min_S(\beta_{n+1}(x) - \beta_n(x))\) with \(S\) the support of \(\varphi\), and \(M = \max |\varphi|\). In this case, then

\[-\epsilon \varphi(x) \leq \epsilon |\varphi(x)| \leq \epsilon M < m \leq (\beta_{n+1}(x) - \beta_n(x)),
\]

thus

\[
\gamma(x) = \beta_{n+1}(x) + \epsilon \varphi(x) > \beta_n(x).
\]

With such test function in \((2.19b)\), we obtain

\[
\int_{\Omega} \left( \frac{\partial \psi}{\partial \beta} + \frac{g_c}{\ell} \beta_{n+1} \varphi + g_c \ell \nabla \beta_{n+1} \nabla \varphi \right) \, dx \geq 0. \tag{2.22}
\]

Since \((2.22)\) holds for any \(\varphi \in \mathcal{D}(\Omega')\), then it must hold even if we take \(-\varphi\), which gives the opposite
By comparing (2.22) and (2.23), we finally conclude (2.21). \[\square\]

### 3 Energetic formulation

In this section we present the continuous and incremental energetic formulation associated with the differential model (2.17).

#### 3.1 Continuous formulation

The energetic theory developed by [56] applies to standard generalized models that are rate-independent. The state and evolution laws of such material models are defined in terms of only two potentials \(\psi\) and \(\phi\) [10, 45, 60] with \(\phi\) non-negative, convex and positively homogeneous with respect to the rate variables. According to this theory, the governing equations can be concordantly described in terms of the stored energy functional \(E\) and the dissipation distance \(D\).

The stored energy functional \(E: [0, T] \times V \rightarrow \mathbb{R} \cup \{\infty\}\) is defined by

\[
E(t, z, \beta) = \int_{\Omega} \psi(\varepsilon, \beta) \, dx - \langle \ell(t), z \rangle
\]

where \(\varepsilon = \nabla z\) and the pairing \(\langle \cdot, \cdot \rangle\) is the linear form modelling the work of the external time-dependent loading given by

\[
\langle \ell(t), z \rangle = \int_{\Omega} f(x, t) \cdot z(x, t) \, dx + \int_{\partial\Omega_N} \mathbf{t}(s, t) \cdot z(s, t) \, ds.
\]

The dissipation distance \(D: B \times B \rightarrow \mathbb{R}^+ \cup \{\infty\}\) is given by

\[
D(\beta_0, \beta_1) = \inf_{\beta \in B} \left\{ \int_0^1 R(\beta(s), \dot{\beta}(s)) \, ds : \beta(0) = \beta_0, \beta(1) = \beta_1 \right\},
\]

where \(R: B \times B \rightarrow \mathbb{R} \cup \{\infty\}\) is referred to as the dissipation functional and is related to the dissipation potential via

\[
R(\beta, \dot{\beta}) = \int_{\Omega} \phi(\beta, \dot{\beta}) \, dx.
\]

**Remark 3.1.** The functional \(R\) is non-negative because of the definition (2.3b) of \(\phi(\beta, \dot{\beta})\).

We refer to the triple \((V \times B, E, D)\) as Energetic Rate-Independent System [56] given that its specification defines completely the evolution of the model in terms of two global energetic conditions: an energetic balance condition \((E)\) and a stability condition \((S)\).

**Definition 2.** We say that for any \(t \in [0, T]\), \((z(\cdot, t), \beta(\cdot, t)) \in V \times B\) is an energetic solution of the system \((V \times B, E, D)\) if for all \(t \in [0, T]\), the following two conditions are met

\[
\mathcal{E}(t, z(\cdot, t), \beta(\cdot, t)) + D(\beta(\cdot, 0), \beta(\cdot, t)) = \mathcal{E}(0, z(\cdot, 0), \beta(\cdot, 0)) + \int_0^t \frac{\partial \mathcal{E}}{\partial \tau}(\tau, z(\cdot, \tau), \beta(\cdot, \tau)) \, d\tau, \quad (E)
\]

\[
\forall (\tilde{z}, \tilde{\beta}) \in V \times B, \quad \mathcal{E}(t, z(\cdot, t), \beta(\cdot, t)) \leq \mathcal{E}(t, \tilde{z}, \tilde{\beta}) + D(\tilde{\beta}, \beta(\cdot, t)) \quad (S)
\]
For $\beta \in \mathcal{B}$ such that $\dot{\beta} \geq 0$ a.e. in $\Omega$ and for a.a. $t \in [0, T]$, and $0 \leq \beta \leq 1$ a.e. in $\Omega$, the energetic formulation defined by the constitutive potentials (2.3) is therefore obtained by taking the following functionals

$$
\mathcal{E}(t, z, \beta) = \int_{\Omega} \left[ (g(\beta) + k)\psi^+_0(\varepsilon) + \psi^-_0(\varepsilon) + \frac{g_{c\ell}}{2} |\nabla \beta|^2 \right] \, dx - \langle \ell(t), z \rangle, \quad (3.5a)
$$

$$
\mathcal{R}(\beta, \dot{\beta}) = \int_{\Omega} \frac{d_{c\ell}}{\ell} \beta \dot{\beta} \, dx. \quad (3.5b)
$$

**Remark 3.2.** For the relation of the energetic theory with the continuum theories developed by [46, 30] for gradient damage models, we refer to [63, 61, 49].

In the following, for any given $t \in [0, T]$, we will express any admissible displacement field $z(x, t)$ of $\mathcal{V}_D$ as the sum of a fixed element of $\mathcal{V}_D$, for instance the lifting $u_D$ of $w$, and elements $u$ of $\mathcal{V}_{D,0}$, that is, we write

$$
z(x, t) = u_D(x, t) + u(x, t).$$

As a result, when we describe the stored energy functional $\mathcal{E}$ we will also use the notation $\mathcal{E}(t, u, \beta)$ with $u \in \mathcal{V}_{D,0}$ to mean that we are considering $\mathcal{E}(t, u + u_D, \beta)$ where $u_D$ is a fixed lifting of the Dirichlet boundary condition.

### 3.2 Incremental minimization problem

The time incremental minimization problems associated with the energetic rate independent system (3.1) and (3.3) are given by

**Problem 3.1.**

Let $\mathcal{P} = \{0 = t_0, \ldots, t_N = T\}, N \in \mathbb{N}$

For $n = 0, \ldots, N - 1$

Given External loading: $\ell(t_{n+1})$ Neumann b.c.

State of the system at $t_n$: $u_{D,n+1}(x) = w(x, t_{n+1})$ on $\partial \Omega_D$ Dirichlet b.c.

Find $(u_{n+1}, \beta_{n+1}) \in \mathcal{V}_{D,0} \times \mathcal{B}$ such that minimize

$$
\mathcal{J}(t_{n+1}, u, \beta; \beta_n) := \mathcal{E}(t_{n+1}, u, \beta) + \mathcal{D}(\beta_n, \beta) \quad (3.6)
$$

subject to

$$
0 \leq \beta_{n+1} \leq 1, \quad (3.7a)
$$

$$
\beta_{n+1} \geq \beta_n . \quad (3.7b)
$$
In the notation of (3.6) and taking into account for (2.3a), let $R(\beta) = g(\beta) + k$, we have the following expressions of the functionals $\mathcal{E}$ and $\mathcal{D}$,

$$\mathcal{E}(t, \mathbf{u}, \beta) = \int_{\Omega} R(\beta) \psi_0^+(\varepsilon(\mathbf{u} + \mathbf{u}_{D,t})) \, d\mathbf{x} + \int_{\Omega} \psi_0^-(\varepsilon(\mathbf{u} + \mathbf{u}_{D,t})) \, d\mathbf{x}$$

$$+ \int_{\Omega} \frac{gc}{2} \nabla \beta \cdot \nabla \beta \, d\mathbf{x} - \langle \ell(t), \mathbf{u} + \mathbf{u}_{D,t} \rangle \quad \text{for } t \in \mathcal{P}, \mathbf{u} \in V_{D,0},$$

(3.8)

where

$$\langle \ell(t), z \rangle = \int_{\Omega} f(x,t) \cdot z(x) \, d\mathbf{x} + \int_{\partial \Omega} t(s,t) \cdot z(s) \, ds \quad \text{for all } z \in V_D,$$

(3.9)

and

$$\mathcal{D} : (\beta_1, \beta_2) \in \mathcal{B} \times \mathcal{B} \to \mathcal{D}(\beta_1, \beta_2) = \int_{\Omega} \frac{gc}{2} (\beta_2^2 - \beta_1^2) \, d\mathbf{x} + \int_{\Omega} I_R(\beta_2 - \beta_1) \, d\mathbf{x}.$$ 

(3.10)

Remark 3.3. (i) If the functional $\mathcal{F}(t_{n+1}, \mathbf{u}, \beta)$ of Problem 3.1 is augmented by the term $-\mathcal{E}(t_n, \mathbf{u}_n, \beta_n)$, the functionals $\mathcal{F}(t_{n+1}, \mathbf{u}, \beta)$ and $\mathcal{F}(t_{n+1}, \mathbf{u}, \beta) - \mathcal{E}(t_n, \mathbf{u}_n, \beta_n)$ have clearly the same minimizers. These minimizers have therefore the property to minimize the sum of the variation of the free elastic energy and of the dissipation. We obtain in this manner the same variational formulation as [3, 53, 54, 55]. In those works, one starts from (2.17) and looks for the existence of a functional such that its Euler-Lagrange equations coincide with (2.17).

(ii) The derivation of Problem 3.1 from the energetic formulation relies basically on two theoretical considerations: One regards the solutions of Problem 3.1 as approximation of the energetic solutions as $\Delta t \to 0$ for given $\ell > 0$, and the other refers to the energetic formulation as approximation of the variational formulation of fracture as limit problem for $\ell \to 0$. The asymptotic behaviour of the functional (3.6) in the special case of the degradation function $g(\beta) = (1 - \beta)^2$ has been analyzed in [18] where it has been shown that as $\ell \to 0$ the family of functionals $\mathcal{F}_\ell(t_{n+1}, \mathbf{u}, \beta; \beta_n)$ $\Gamma$--converges to the functional given by the sum of the stored elastic energy in the bulk material and the Griffith surface energy. In this sense, therefore, we can state that this result justifies Problem 3.1 as a variational approximation of quasi-brittle fracture [28].

Remark 3.4. (i) The explicit dependence of $\mathcal{E}$ on $t$ is through the loading term $\ell(t)$ and the free energy term that depends on $\mathbf{u}_{D,t}$.

(ii) The expression (3.10) of $\mathcal{D}(\beta_1, \beta_2)$ has been obtained by applying Gauss-Green theorem and using the fact that $\beta \in \mathcal{B}$. Since in (3.10) the functional $\mathcal{D}$ is defined over the space $\mathcal{B} \times \mathcal{B}$, its expression contains also the integral term corresponding to the irreversibility condition. It is then easy to verify that $\mathcal{D}$ is an extended quasidistance [56], that is, it meets the following conditions

$$\forall \beta_1, \beta_2, \beta_3 \in \mathcal{B} : \quad \mathcal{D}(\beta_1, \beta_2) \geq 0$$

$$\mathcal{D}(\beta_1, \beta_2) = 0 \iff \beta_1 = \beta_2 \quad \text{a.e. in } \Omega;$$

$$\mathcal{D}(\beta_1, \beta_2) \leq \mathcal{D}(\beta_1, \beta_3) + \mathcal{D}(\beta_3, \beta_2).$$

The existence of minimizers of Problem 3.1 can be established by standard compactness arguments [21, 11, 42].

Proposition 3.1. Problem 3.1 admits at least a solution $(\mathbf{u}_{n+1}, \beta_{n+1}) \in V_{D,0} \times \mathbb{C}$. 


Proof. The set of solutions of Problem 3.1 coincides with the set of minimizers of $\mathcal{F}(u_{n+1}, \beta)$ over the sublevel set of $\mathcal{E}(t_{n+1}, u, \beta)$ with threshold $\mathcal{E}(t_{n+1}, u_n, \beta_n)$, that is,

$$
\Sigma = \left\{(u, \beta) \in \mathcal{V}_{D,0} \times \mathbb{C} : \mathcal{E}(t_{n+1}, u, \beta) \leq \mathcal{E}(t_{n+1}, u_n, \beta_n)\right\}
$$

which is not empty and sequentially compact [68 Proposition 3.4], that is, for any sequence $\{(u_\nu, \beta_\nu)\}_{\nu \in \mathbb{N}}$ of points of $\Sigma$, there exists a subsequence, which we keep on denoting by the same notation, which converges to $(\bar{u}, \bar{\beta})$ with respect to the weak topology of $\mathcal{V}_{D,0} \times \mathcal{B}$ and $(\bar{u}, \bar{\beta}) \in \Sigma$. Furthermore, by [68 Proposition 3.4], we have that $\mathcal{E}(t_{n+1}, u, \beta)$ is weakly sequentially lowersemi-continuous, and by [42 Lemma 4.3.1] so is also the functional $\beta \in \mathcal{B} \to \mathcal{D}(\beta_n, \beta)$, that is, for any sequence $\{(u_\nu, \beta_\nu)\}$ of points of $\mathcal{V}_{D,0} \times \mathbb{C}$ such that, up to a subsequence, weakly converges to a certain $(\bar{\beta}, \bar{\beta})$ in $\mathcal{V}_{D,0} \times \mathbb{C}$, there holds

$$
\liminf_{\nu \to \infty} \mathcal{E}(t_{n+1}, u_\nu, \beta_\nu) \geq \mathcal{E}(t_{n+1}, \bar{u}, \bar{\beta}) \quad \text{and} \quad \liminf_{\nu \to \infty} \mathcal{D}(\beta_n, \beta_\nu) \geq \mathcal{D}(\beta_n, \bar{\beta})
$$

where $\liminf$ denotes the lower limit. We have therefore that also $\mathcal{F}(t_{n+1}, u, \beta)$ is weakly sequentially lowersemicontinuous. Thus, the application of the Weierstrass Theorem [11, Theorem 1.1.2] with the set $\Sigma$ and the functional $\mathcal{F}(t_{n+1}, u, \beta)$ concludes the proof. $\square$

Remark 3.5.  
(i) Uniqueness of minimizers is not guaranteed given that the functional $\mathcal{F}(u_{n+1}, \beta)$ is not convex. Neither we can rule out the absence of local solutions in the sense of Definition 3.2. The precise relation between Problem 3.1 and (2.19) is given by the content of Proposition 3.2 below.

(ii) A similar argument to the proof of Proposition 3.1 can also be applied to establish the existence of minimizers for the minimization problems

$$
\forall \beta \in \mathbb{C}, \quad \min_{u \in \mathcal{V}_{D,0}} \mathcal{E}(t_{n+1}, u, \bar{\beta}) \quad \text{and} \quad \forall \bar{u} \in \mathcal{V}_{D,0}, \quad \min_{\beta \in \mathbb{C}} \mathcal{E}(t_{n+1}, \bar{u}, \beta) + \mathcal{D}(\beta_n, \beta), \quad (3.11)
$$

which will be examined in Section 4.

If we consider the Euler-Lagrange equations of the functional $\mathcal{F}(u_{n+1}, \beta)$, we obtain the weak form (2.19) of the incremental boundary value problem (2.17). This result justifies therefore Problem 3.1 as a minimization formulation of the equations (2.17). More precisely, we have the following result.

Proposition 3.2. If $(u_{n+1}, \beta_{n+1})$ solves Problem 3.1 then $(u_{n+1}, \beta_{n+1})$ is a local solution of the model (2.3), that is, $(u_{n+1}, \beta_{n+1})$ solves (2.19).

Proof. Let $(u_{n+1}, \beta_{n+1})$ be a solution of Problem 3.1. Then $(u_{n+1}, \beta_{n+1})$ is a solution of the following stationarity conditions

$$
D\mathcal{E}(t_{n+1}, u, \beta)[v] + D\mathcal{D}(\beta_n, \beta)[v] = 0 \quad \text{for all } v \in \mathcal{V}_{D,0} \quad (3.12a)
$$

$$
D\mathcal{E}(t_{n+1}, u, \beta)[\gamma - \beta] + D\mathcal{D}(\beta_n, \beta)[\gamma - \beta] \geq 0 \quad \text{for all } \gamma \in \mathbb{C} \quad , \quad (3.12b)
$$

where $D\mathcal{F}(t_{n+1}, u, \beta)[v]$ and $D\mathcal{F}(t_{n+1}, u, \beta)[\gamma]$ are the Gauteaux derivatives of the functional $\mathcal{F}(t_{n+1}, u, \beta)$ with respect to $u$ and $\beta$. Condition (3.12b) is the variational inequality corresponding to the stationarity condition of the functional $\mathcal{F}(t_{n+1}, u, \beta)$ in the variable $\beta$ defined over the convex set $\mathbb{C}$. The expressions of the Gauteaux derivatives of the functionals (3.8) and (3.10) with
respect to \(u\) and \(\beta\) are given as follows

\[
D\mathcal{E}(t_{n+1}, u, \beta)[v] = \frac{d}{dh} \bigg|_{h=0} \mathcal{E}(t_{n+1}, u + hv, \beta)
= \int_{\Omega} \left[ R(\beta) \sigma_0^+(\varepsilon(u)) + \sigma_0^-(\varepsilon(u)) \right] : \varepsilon(v) \, dx
+ \int_{\Omega} \left[ R(\beta) \sigma_0^+(\varepsilon(u_{D,t})) + \sigma_0^-(\varepsilon(u_{D,t})) \right] : \varepsilon(v) \, dx - \langle \ell(t), v \rangle
\]

\[
D\mathcal{E}(t_{n+1}, u, \beta)[\gamma] = \frac{d}{dh} \bigg|_{h=0} \mathcal{E}(t_{n+1}, u, \beta + h\gamma)
= \int_{\Omega} \frac{d\sigma_0^+(v_0^+(\varepsilon(u + u_{D,t})) \gamma \, dx + \int_{\Omega} g_c \ell' \gamma \cdot \nabla \gamma \, dx
D\mathcal{D}(\beta_n, \beta)[v] = 0
D\mathcal{D}(\beta_n, \beta)[\gamma] = \frac{d}{dh} \bigg|_{h=0} \mathcal{D}(\beta_n, \beta + h\gamma) = \int_{\Omega} g_c \ell \gamma \, dx,
\]

which, replaced into (3.12), give (2.19), that is the weak form of (2.17).

In our succeeding developments, we will consider only the case of applied Dirichlet boundary conditions, zero body force and zero traction forces.

### 3.3 Energetic bounds

The solutions of the incremental minimization problem enjoy additional properties which will be used to build the backtracking algorithm. In the proof of these additional properties, it is determinant to note the role played by \((u_{n+1}, \beta_{n+1})\) as global optimizers of Problem 3.1.

**Proposition 3.3.** Let \((u_{n+1}, \beta_{n+1}) \in V_{D,0} \times \mathbb{C}\) be solution of Problem 3.1 for \(n = 0, \ldots, N - 1\). Then the following estimates hold

(i) A stability condition met by \((u_{n+1}, \beta_{n+1})\) in the sense that

\[
\mathcal{E}(t_{n+1}, u_{n+1}, \beta_{n+1}) \leq \mathcal{E}(t_{n+1}, \bar{u}, \bar{\beta}) + \mathcal{D}(\beta_{n+1}, \bar{\beta}) \quad \text{for all} \quad (\bar{u}, \bar{\beta}) \in V_{D,0} \times \mathbb{C}.
\]

(ii) The upper bound to \(\mathcal{E}(t_{n+1}, u_{n+1}, \beta_{n+1}) - \mathcal{E}(t_n, u_n, \beta_n) + \mathcal{D}(\beta_n, \beta_{n+1})\) given by

\[
\mathcal{E}(t_{n+1}, u_{n+1}, \beta_{n+1}) - \mathcal{E}(t_n, u_n, \beta_n) + \mathcal{D}(\beta_n, \beta_{n+1})
\leq \mathcal{E}(t_{n+1}, u_n, \beta_n) - \mathcal{E}(t_n, u_n, \beta_n) := UB_{n\!,\!n+1}.
\]

(iii) The lower bound to \(\mathcal{E}(t_{n+1}, u_{n+1}, \beta_{n+1}) - \mathcal{E}(t_n, u_n, \beta_n) + \mathcal{D}(\beta_n, \beta_{n+1})\) given by

\[
\mathcal{E}(t_{n+1}, u_{n+1}, \beta_{n+1}) - \mathcal{E}(t_n, u_n, \beta_n) + \mathcal{D}(\beta_n, \beta_{n+1})
\geq \mathcal{E}(t_{n+1}, u_{n+1}, \beta_{n+1}) - \mathcal{E}(t_n, u_{n+1}, \beta_{n+1}) := LB_{n\!,\!n+1}.
\]
Proof. Part (i): Since $D(\beta_n, \beta_{n+1}) \geq 0$ and from the definition of $(u_{n+1}, \beta_{n+1}) \in V_{D,0} \times \mathbb{C}$ we have that
\begin{align*}
\varepsilon(t_{n+1}, u_{n+1}, \beta_{n+1}) & \leq \varepsilon(t_{n+1}, u_{n+1}, \beta_{n+1}) + D(\beta_n, \beta_{n+1}) \\
& \leq \varepsilon(t_{n+1}, \bar{u}, \bar{\beta}) + D(\beta_n, \bar{\beta}) \quad \text{for any } \bar{u} \in V_{D,0} \text{ and } \bar{\beta} \in \mathbb{C},
\end{align*} (3.17)
which is (3.14).

Part (ii): Using the definition of $(u_{n+1}, \beta_{n+1}) \in V_{D,0} \times \mathbb{C}$ with $\bar{u} = u_n$ and $\bar{\beta} = \beta_n$, then it is
\begin{align*}
\varepsilon(t_{n+1}, u_{n+1}, \beta_{n+1}) + D(\beta_n, \beta_{n+1}) & \leq \varepsilon(t_{n+1}, u_n, \beta_n).
\end{align*}
given that $D(\beta_n, \beta_n) = 0$, thus by adding $-\varepsilon(t_n, u_n, \beta_n)$ to both sides, we get (3.15).

Part (iii): We start from the quantity that we want to bound to which we add and subtract $\varepsilon(t_n, u_{n+1}, \beta_{n+1})$. This gives
\begin{align*}
\varepsilon(t_{n+1}, u_{n+1}, \beta_{n+1}) - \varepsilon(t_n, u_n, \beta_n) + D(\beta_n, \beta_{n+1}) & \leq \varepsilon(t_{n+1}, u_{n+1}, \beta_{n+1}) - \varepsilon(t_n, u_{n+1}, \beta_{n+1}) \\
& + \varepsilon(t_n, u_{n+1}, \beta_{n+1}) - \varepsilon(t_n, u_n, \beta_n) + D(\beta_n, \beta_{n+1}).
\end{align*} (3.18)

By the definition of $(u_n, \beta_n) \in V_{D,0} \times \mathbb{C},$
\begin{align*}
\varepsilon(t_n, u_n, \beta_n) + D(\beta_{n-1}, \beta_n) & \leq \varepsilon(t_n, \bar{u}, \bar{\beta}) + D(\beta_{n-1}, \bar{\beta}) \quad \text{for any } \bar{u} \in V_{D,0} \text{ and } \bar{\beta} \in \mathbb{C},
\end{align*} (3.19)
specialized for $\bar{u} = u_{n+1}$ and $\bar{\beta} = \beta_{n+1}$, gives
\begin{align*}
\varepsilon(t_n, u_n, \beta_n) + D(\beta_{n-1}, \beta_n) & \leq \varepsilon(t_n, u_{n+1}, \beta_{n+1}) + D(\beta_{n-1}, \beta_{n+1}).
\end{align*} (3.20)

From the expression (3.10) of $D(\beta_1, \beta_2)$, we find
\begin{align*}
D(\beta_{n-1}, \beta_{n+1}) - D(\beta_{n-1}, \beta_n) = \frac{g_c}{2\ell} \int_{\Omega} (\beta_{n+1}^2 - \beta_n^2) \, dx = D(\beta_n, \beta_{n+1}),
\end{align*} (3.21)
which used in (3.20) gives
\begin{align*}
\varepsilon(t_n, u_{n+1}, \beta_{n+1}) - \varepsilon(t_n, u_n, \beta_n) + D(\beta_n, \beta_{n+1}) & \geq 0.
\end{align*} (3.22)

By comparing (3.22) with (3.18) we get (3.16).

By taking into account for the expression (3.8), the terms that appear in (3.15) and (3.16) have
the following explicit expressions

\[ E(t_{n+1}, u_{n+1}, \beta_{n+1}) = \int_{\Omega} \left[ R(\beta_{n+1}) \psi_0^+ (\varepsilon(u_{n+1} + u_{D,n+1})) + \psi_0^- (\varepsilon(u_{n+1} + u_{D,n+1})) \right] dx + \frac{g_{\ell}}{2} \int_{\Omega} |\nabla \beta_{n+1}|^2 dx, \] 

\[ E(t_n, u_n, \beta_n) = \int_{\Omega} \left[ R(\beta_n) \psi_0^+ (\varepsilon(u_n + u_{D,n})) + \psi_0^- (\varepsilon(u_n + u_{D,n})) \right] dx + \frac{g_{\ell}}{2} \int_{\Omega} |\nabla \beta_n|^2 dx, \] 

\[ D(\beta_n, \beta_{n+1}) = \frac{g_{\ell}}{2} \int_{\Omega} (\beta_{n+1}^2 - \beta_n^2) dx, \]

whereas

\[ E(t_{n+1}, u, \beta) - E(t_n, u, \beta) = \int_{\Omega} R(\beta) \left[ \psi_0^+(\varepsilon(u + u_{D,n+1})) - \psi_0^-(\varepsilon(u + u_{D,n})) \right] dx + \int_{\Omega} \left[ \psi_0^-(\varepsilon(u + u_{D,n+1})) - \psi_0^-(\varepsilon(u + u_{D,n})) \right] dx, \]

which does not contain the term with \( \nabla \beta \) that cancels out.

**Remark 3.6.** In the expression of \( R \) and \( E \), we have not taken into account for the indicator functions \( I_{\mathbb{R}^+}(\dot{\beta}) \) and \( I_{[0,1]}(\beta) \), respectively, given that the corresponding conditions on \( \beta \) have been explicitly enforced as side conditions on the variable \( \beta \).

## 4 Alternate minimization

The alternating minimization method consists in solving separately and sequentially the minimization of the functional

\[ F(t_{n+1}, u, \beta_n) = E(t_{n+1}, u, \beta) + D(\beta_n, \beta) \]

with respect to the variables \( u \) and \( \beta \) over the set \( V_{D,0} \) and \( C \), respectively, where \( C \) is the convex set defined by (2.18). For each time step \([t_n, t_{n+1}]\), we produce, therefore, a sequence \((u_{n+1}^i, \beta_{n+1}^i)_{i \in \mathbb{N}}\) where each term of the sequence is obtained by solving the following minimization problems.

Set \( \beta_{n+1}^0 \in C, i = 0 \)

Find \( u_{n+1}^{i+1} \in V_{D,0} \) such that minimize \( F(t_{n+1}, u, \beta_{n+1}^i) \) \hspace{1cm} (4.1a)

Find \( \beta_{n+1}^{i+1} \in C \) such that minimize \( F(t_{n+1}, u_{n+1}^{i+1}, \beta; \beta_n) \) \hspace{1cm} (4.1b)

\( i \leftarrow i + 1 \)
The alternating minimization method has, for instance, been used also in [14, 15, 56, 57, 66, 74].

**Remark 4.1.** In (4.1), \( \beta_0 \) represents the initial guess for \( \beta \) to start the alternating minimization of \( \mathcal{F}(t_{n+1}, u, \beta) \) over \( \mathcal{V}_{D,0} \times \mathbb{C} \), whereas \( \beta_n \) enters in the definition (2.18) of the convex set \( \mathcal{C} \) of the admissible solutions. In the standard application of (4.1), we can take \( \beta_0 = \beta_n \) whereas in applying the backtracking method described below, we can also have \( \beta_0 \neq \beta_n \).

The realization of the scheme (4.1) for finding solutions of Problem 3.1 gives rise to the questions about the convergence of the scheme and the meaning of the corresponding limit in the case of convergence. In finite dimensional optimization, the scheme (4.1) is known as block-coordinate descent method [9], whose convergence cannot be given, in general, for granted, especially when dealing with nonsmooth optimization. A convergence analysis of (4.1) is reported in [3, 43] where it is shown that, up to a subsequence, as \( i \to \infty \), we obtain a critical point of \( \mathcal{F}(t_{n+1}, u, \beta; \beta_n) \).

In this paper, and consistently with the numerical scheme which we will use to enforce the non-interpenetration condition, we will analyse the convergence of a regularized formulation of the scheme (4.1) where the convex constrained optimization (4.1b) is solved by a penalization method with the introduction of a penalty function \( \varphi \) defined over \( \mathcal{B} \) which is convex and smooth and such that \( \varphi(\gamma) \geq 0 \) for any \( \gamma \in \mathcal{B} \) and with the property that \( \varphi(\gamma) = 0 \) if and only if \( \gamma \in \mathcal{C} \) [19, page 321]. More specifically, we will enforce through penalty only the irreversibility constraint whereas the simple bounds (3.7a) on the variable \( \beta \) are taking into account in the scheme itself. We therefore replace (4.1b) with the following unconstrained minimization problem.

Assume \( \epsilon > 0 \). Find \( \beta_{i+1}^n \in \mathcal{B} \) such that minimize \( \mathcal{F}(t_{n+1}, u, \beta; \beta_n) + \frac{1}{\epsilon} \varphi(\beta) \). (4.2)

As penalty function \( \varphi \) we take

\[
\varphi(\beta - \beta_n) = \int_\Omega [\beta - \beta_n]_-^2 \, dx,
\]

where for \( x \in \mathbb{R}, [x]_- = (x - |x|)/2 \). Indeed, we have

\[
\varphi(\beta - \beta_n) = \int_\Omega [\beta - \beta_n]_-^2 \, dx = 0 \iff [\beta - \beta_n]_- = 0 \iff [\beta - \beta_n] = 0 \iff \beta \geq \beta_n.
\]

The alternate minimization (4.1) is thus replaced by the following scheme

Set \( \beta_{0}^n \in \mathbb{C}, i = 0 \)

Find \( u_{i+1}^n \in \mathcal{V}_{D,0} \) such that minimize \( \mathcal{F}(t_{n+1}, u, \beta_{i+1}^n; \beta_n) \) (4.3a)

Find \( \beta_{i+1}^n \in \mathcal{B} \) such that minimize \( \mathcal{F}(t_{n+1}, u, \beta_{i+1}^n, \beta; \beta_n) + \frac{1}{\epsilon} \varphi(\beta) \) (4.3b)

\( i \leftarrow i + 1 \)

Since each of the minimizations (4.3) is an unconstrained convex smooth optimization problem, the corresponding optimality conditions, given by the Euler-Lagrange equations, are also minimality conditions and are given by the following variational formulation.
Let $\varepsilon > 0$. Set $\beta_0 \in \mathbb{C}$, $i = 0$

Find $u_{n+1}^{i+1} \in V_{D,0}$ such that

$$\int_{\Omega} \sigma(\varepsilon(u_{n+1}^{i+1}), \beta_{n+1}^i) : \varepsilon(v) \, dx = - \int_{\Omega} \sigma(\varepsilon(u_{D,n+1}, \beta_{n+1}^i)) : \varepsilon(v) \, dx \quad \text{for all} \ v \in V_{D,0}. \quad (4.4a)$$

Find $\beta_{n+1}^{i+1} \in \mathcal{B}$ such that

$$\int_{\Omega} \frac{dR}{d\beta} \bigg|_{\beta_{n+1}^{i+1}} \psi_0^+(\varepsilon(u_{n+1}^{i+1} + u_{D,n+1})) \gamma \, dx + \int_{\Omega} g_{c,\ell} \beta_{n+1}^{i+1} \gamma \, dx + \int_{\Omega} \psi_0^-(\varepsilon(u_{n+1}^{i+1} + u_{D,n+1})) \gamma \, dx \quad \text{for all} \ \gamma \in \mathcal{B}. \quad (4.4b)$$

$$i \leftarrow i + 1,$$

where $\sigma(\varepsilon, \beta) = R(\beta) \sigma_0^+ (\varepsilon) + \sigma_0^- (\varepsilon)$ with $\sigma_0^\pm$ given by (A.6). In order to discuss the convergence of (4.4), we require an additional notion.

**Definition 3.** We say that $(u, \beta) \in V_{D,0} \times \mathcal{B}$ is a critical point of the functional

$$\mathcal{F}(t_{n+1}, u, \beta; \beta_n) + \frac{1}{\varepsilon} \varphi(\beta) \quad (4.5)$$

if $(u, \beta)$ meets the following equations

$$\int_{\Omega} \sigma(\varepsilon(u), \beta) : \varepsilon(v) \, dx = - \int_{\Omega} \sigma(\varepsilon(u_{D}, \beta)) : \varepsilon(v) \, dx \quad \text{for all} \ v \in V_{D,0}. \quad (4.6a)$$

$$\int_{\Omega} \frac{dR}{d\beta} \bigg|_{\beta_n} \psi_0^+(\varepsilon(u + u_{D})) \gamma \, dx + \int_{\Omega} g_{c,\ell} \beta \gamma \, dx + \int_{\Omega} g_{c,\ell} \nabla \beta \cdot \nabla \gamma \, dx \quad \text{for all} \ \gamma \in \mathcal{B}. \quad (4.6b)$$

We can then state the following result.

**Proposition 4.1.** Let $(u_{n+1}^{i+1}, \beta_{n+1}^i)_{i \in \mathbb{N}}$ be a sequence generated by the scheme (4.4). Then, up to a subsequence, $(u_{n+1}^{i+1}, \beta_{n+1}^i)_{i \in \mathbb{N}}$ is convergent in $V_{D,0} \times \mathcal{B}$ and its limit $(u, \beta)$ is a critical point of the functional (4.5).

**Proof.** The proof can be obtained by an adaptation of the arguments given in [13, Theorem 1] or [3, Section 5.1] which we refer to for the full details, and consists of obtaining first an a-priori estimate of the solution of (4.4) and then in applying compactness arguments (see also [9, page 268] for an application of these arguments to the finite dimensional setting of (4.4)).

**Remark 4.2.** A stronger result than the one stated in Proposition 4.1 is reported in [17] where, by modifying the scheme (4.4) with the introduction of coercive terms of Uzawa’s like [37], it is proved the convergence of the sequence of the iterates itself to a critical point of the discrete energetic functional.
Remark 4.3. Since the uniqueness of the solution of Problem 3.1 is not guaranteed, by changing the initial value $\beta_{n+1}^0$ in (4.4), we will build in general a different sequence which, up to a subsequence, will converge to a different critical point, which is an approximation of a local solution of the model (2.3).

5 Fully discrete scheme

In this section we present first the fully discrete equations obtained by a FE interpolation of the displacement and the damage phase field. We then describe the numerical algorithm which we use to find an approximate solution to these equations.

5.1 Finite Element Discretization

The fully discrete equations are obtained by replacing the infinite dimensional affine spaces $V_{D,0} \times B$ of the trial functions $(u, \beta)$ and of the test functions $(v, \gamma)$ with finite dimensional affine subspaces which are taken here as finite element spaces. Let us denote by $V$, $\bar{V}$, and $\bar{\beta}$ the displacement and the damage phase field. We then describe the numerical algorithm which we have the following interpolations

$$u^h(x) + u_D^h(x) = N_u(x)(U + U_D) \quad \text{and} \quad \beta^h(x) = N_\beta(x)A.$$  \hspace{1cm} (5.1)

Consequently,

$$\varepsilon^h(x) = \nabla u^h + \nabla u_D^h = B_u(x)(U + U_D) \quad \text{and} \quad \nabla \beta^h(x) = B_\beta(x)A,$$  \hspace{1cm} (5.2)

where we have introduced the matrices $B_u$ and $B_\beta$ which are obtained by appropriately differentiating and combining rows of the matrices $N_u$ and $N_\beta$, respectively [7]. By using (5.1) and (5.2) into (4.4a) and (4.4b), we obtain the following discrete variational formulation

$$\delta U^T \int_{\Omega} B_u^T(x)^T \sigma(B_u(x)U, N_\beta(x)A) \, dx + \delta U^T \int_{\Omega} B_u^T(x)^T \sigma(B_u(x)U_D, N_\beta(x)A) \, dx = 0$$  \hspace{1cm} (5.3a)

$$\delta A^T \int_{\Omega} N_\beta^T(x) \frac{\partial \psi}{\partial \beta}(\varepsilon^h(x), \beta^h(x)) \, dx + \delta A^T \int_{\Omega} \frac{g_c}{\ell} N_\beta^T(x)N_\beta(x)A \, dx$$

$$+ \delta A^T \int_{\Omega} g_c \ell B_\beta^T(x)B_\beta(x)A \, dx + \frac{1}{\ell} \delta A^T \int_{\Omega} N_\beta^T(x)[N_\beta(x)(A - A_n)]_+ \, dx = 0$$  \hspace{1cm} (5.3b)

where

$$\frac{\partial \psi}{\partial \beta}(\varepsilon^h(x), \beta^h(x)) = \left. \frac{dg}{d\beta} \right|_{N_\beta A} \psi_0^+(B_u(U + U_D)),$$

whereas

$$^h \sigma(B_u U, N_\beta A) = R(N_\beta A)\sigma_0^+(B_u U) + \sigma_0^-(B_u U)$$

$$^h \sigma(B_u U_D, N_\beta A) = R(N_\beta A)\sigma_0^+(B_u U_D) + \sigma_0^-(B_u U_D),$$

with $\sigma_0^\pm$ given by (A.6).
Remark 5.1. The symbol \( h(\cdot) \) is here used to mean that, in the present formulation, the field \( (\cdot) \) is not interpolated but it is computed by solving an equation.

If we denote by \( \Omega^h_e \) a generic element of the triangulation \( \mathcal{T}^h \) and by \( x_{e,i} \) the \( i^{th} \) Gauss point of the element \( \Omega^h_e \) and \( ngp \) their number, the discrete variational formulations (5.3) are thus transformed into the following system of nonlinear algebraic equations

\[
R_u(t_{n+1}, U, A) := \sum_{\Omega^h_e \in \mathcal{T}^h} \sum_{i=1}^{ngp} w_{e,i,j_{e,i}} B^T_u(x_{e,i}) \left[ R(N_\beta(x_{e,i})A)\sigma^+_0(B_u(x_{e,i})U) 
+ \sigma^-_0(B_u(x_{e,i})U) + R(N_\beta(x_{e,i})A)\sigma^-_0(B_u(x_{e,i})U_D) + \sigma^-_0(B_u(x_{e,i})U_D) \right] = 0, \quad (5.4a)
\]

\[
R_\beta(U, A; A_n) := \sum_{\Omega^h_e \in \mathcal{T}^h} \sum_{i=1}^{ngp} w_{e,i,j_{e,i}} \left\{ N^T_\beta(x_{e,i}) \left[ \frac{dR}{d\beta} \bigg|_{N_\beta(x_{e,i})A} \psi^+_0(B_u(x_{e,i})(U + U_D)) + \frac{g_c}{\ell} N_\beta(x_{e,i})A + \frac{1}{\epsilon} [N_\beta(x_{e,i})(A - A_n)] \right] + g_c \ell B^T_\beta(x_{e,i})B_\beta(x_{e,i})A \right\} = 0, \quad (5.4b)
\]

with \( w_{e,i} \) and \( j_{e,i} \) the weight and the value of the Jacobian determinant at the Gauss point \( x_{e,i} \), respectively [7].

Consistently with (4.4), for each time step \([t_n, t_{n+1}]\), we consider the solution of (5.4) separately with respect to \( U \) and \( A \) as follows

Let \( \epsilon > 0 \). Set \( A^0 \in \mathbb{R}^{n_\beta}, i = 0 \)

Find \( U^{i+1} \in \mathbb{R}^{n_U} : R_u(t_{n+1}, U^{i+1}, A^i) = 0 \), \quad (5.5a)

Find \( A^{i+1} \in \mathbb{R}^{n_A} : R_\beta(U^{i+1}, A^{i+1}; A_n) = 0 \), \quad (5.5b)

\( i \leftarrow i + 1 \),

which represent the finite element equations of the stationarity conditions of the alternating minimization problems (4.3). We solve each of the equations (5.5) by applying a fully consistent
Newton's method. The resulting scheme is given by the Algorithm 1.

Algorithm 1: Alternate Minimization Algorithm with Newton's Method

Data: \((U_n, A_n), \varepsilon, tol_U, tol_A\)

Result: \((U_{n+1}, A_{n+1})\)

1. set \(i = 0\)
2. \(A^0 = A_n, U^0 = U_n\)
3. repeat
   4. \(U^{i,0} = U^i, k = 1\)
   5. repeat
      6. \(\Delta U = -\left(\frac{dR_u}{dU}(t_{n+1}, U^{i,k-1}, A^i)\right)^{-1} R_u(t_{n+1}, U^{i,k-1}, A^i)\)
      7. \(U^{i,k} = U^{i,k-1} + \Delta U\)
      8. \(k \leftarrow k + 1\)
   until \(\|\Delta U\|_\infty \leq tol_U\)
   9. \(U^{i+1} = U^{i,k}\)
   10. \(A^{i,0} = A^i, k = 1\)
   11. repeat
      12. \(\Delta A = -\left(\frac{dR_A}{dA}(U^{i+1}, A^{i,k-1}, A_n)\right)^{-1} R_A(U^{i+1}, A^{i,k-1}, A_n)\)
      13. \(A^{i,k} = A^{i,k-1} + \Delta A\)
      14. \(k \leftarrow k + 1\)
   until \(\|\Delta A\|_\infty \leq tol_A\)
   15. \(A^{i+1} = A^{i,k}\)
   16. \(i \leftarrow i + 1\)
until \(\|U^{i+1} - U^i\|_\infty \leq tol_U\) and \(\|A^{i+1} - A^i\|_\infty \leq tol_A\)

Remark 5.2. Correspondingly to what already noted in Remark 4.1 about the continuous formulation, we can make a similar observation for the discrete scheme (5.5). A more general initialization of Algorithm 1 defined on line 2 is given by taking \(A^0 = A^*, U^0 = U_n\), with \(A^* \in \mathbb{R}^{n_A}\). In this manner, we distinguish the role of \(A^0\), which is used to start the alternating minimization of the functional \(F(t_{n+1}, U, A)\), from the role of \(A_n\) that enters in to the definition of the admissible set of \(F\). In the standard application (without backtracking) of the Algorithm 1 we take \(A^* = A_n\), but we will see in the next section that when this scheme is combined with the backtracking, \(A^*\) might be different from \(A_n\).

5.2 A two-sided energy estimate based backtracking algorithm

In Section 4, we have observed that the solution of the alternate minimization (5.5) represents, in general, an approximation of a critical point of the functional \(F(t, \varepsilon, \beta) = \mathcal{E}(t, \varepsilon, \beta) + \mathcal{D}(\beta_n, \beta)\), which might not be a global minimizer of \(F\). The global minimization model given by Problem 3.1 is, indeed, a crucial assumption of the theory of material behaviour we are applying.

Given the particular structure of the problem at hand, the optimization landscape can change from one step increment to the other depending on whether damage occurs and, if so, on its extension. If damage does not occur or does not change much, the function landscape maintains its
shape without creation of other minima. To avoid to resort to global optimization methods applied to Problem (3.1), we propose here a numerical strategy where we still apply Newton’s method but we change starting point which falls in the attraction basin of a stationarity point with lower energy. To ensure that this happens, we will use the two-sided energy estimates (3.16) and (3.15) met by the solutions of Problem 3.1.

This will be realized by a backtracking strategy which is similar to the one used in [13, 15, 20, 57, 66] for related problems. The difference is that we now exploit our two-sided energy estimates (3.16) and (3.15) as necessary conditions of global optimality. Consider the finite element approximation of the estimates (3.16) and (3.15) which we write as follows

\[-\eta + LB(t_n, U_{n+1}, A_{n+1}) \leq \varepsilon(t_{n+1}, U_{n+1}, A_{n+1}) - \varepsilon(t_n, U_n, A_n) + D(A_n, A_{n+1}) \leq UB(t_{n+1}, U_{n+1}, A_{n+1}) + \eta.\]

In (5.6), \(\eta\) is an energy tolerance introduced to account for the approximated globality of the discrete solution, whereas the discrete expressions of the energetic terms and of the lower and upper bounds, \(LB(t_n, U_{n+1}, A_{n+1})\) and \(UB(t_{n+1}, U_n, A_n)\) respectively, which appear in (5.6), are obtained from (3.16) and (3.15) by taking into account for (5.1) and (5.2). Box 1 contains the steps needed for the implementation of (5.6) as postprocessing step.

When the estimates (5.6) are violated by the computed solution, we go back over the time steps and restart the alternate minimization (5.5) with a different initial value for \(A\) by taking one with a lower energy state. To illustrate how actually such strategy works, assume that \((U_n, A_n)\) is the computed solution corresponding to the time step \([t_{n-1}, t_n]\) and it is such that the pairs \((U_{n-1}, A_{n-1})\) and \((U_n, A_n)\) meet the two-sided inequality (5.6). By taking then the successive time step \([t_n, t_{n+1}]\), the solution \((U_{n+1}, A_{n+1})\) of (5.5) obtained with the initial value \(A^0 = A_n\) is such that the pairs \((U_n, A_n)\) and \((U_{n+1}, A_{n+1})\) do not meet (5.6), even though, by construction, it is \(J(t_{n+1}, U_{n+1}, A_{n+1}) \leq J(t_{n+1}, U_n, A_n)\). In this case then \((U_{n+1}, A_{n+1})\) must be discharged. This might occur because when we did solve (5.5), we have used a starting value which falls in the attraction basin of a stationary point with a higher energy level. The idea is therefore to provide a better estimate of a starting value which could likely fall in the attraction basin of a stationary point with lower energy. We therefore propose to go back one time step, that is, we solve again the time step \([t_{n-1}, t_n]\), even though the pairs \((U_{n-1}, A_{n-1})\) and \((U_n, A_n)\) were meeting (5.6), but this time we use the starting value \(A^0 = A_{n+1}\). The iteration over each previous step of the equilibrium path is repeated until the estimates (5.6) are met. The number of the backtracking steps will then clearly depend on the quality of the starting guess. Algorithm 2 presents a conceptual implementation of the proposed strategy, whereas Figure 1 visualizes such algorithm, with possible situations for backtracking. The input data to start the algorithm are the total number \(N\) of the time steps, the tolerance \(\eta\) that enters the bound limit (5.6), the total number \(K \geq 0\) of back steps by which we are willing to go back (by setting \(K = 0\) we do not apply the backtracking algorithm), and the initial state \((U_0, A_0)\) at \(t = 0\).
Figure 1 Visualization of the Backtracking Algorithm using the alternating minimization with $K = 2$. In each square/circle we show the starting guess and the solution of the incremental problem.
Box 1. Implementation of (5.6)

**Function ERG**
INPUT: \( U_1, U_2, A \)
COMPUTE:
\[
E = \sum_{\Omega_k^h \in \mathcal{H}} \sum_{i=1}^{n_{gp}} \omega_{e,i} \psi_{he}(\mathbf{e}_i) \left[ R(\mathbf{e}_i) A \right] \psi_{he}(\mathbf{e}_i) + \psi_{he}(\mathbf{e}_i) \left[ R(\mathbf{e}_i) A \right] \psi_{he}(\mathbf{e}_i)
\]

**Function GRAD**
INPUT: \( A \)
COMPUTE:
\[
G = \frac{g_{\varepsilon}}{2} \sum_{\Omega_k^h \in \mathcal{H}} \sum_{i=1}^{n_{gp}} \omega_{e,i} \psi_{he}(\mathbf{e}_i) \left[ B^T_{\beta}(\mathbf{e}_i) B_{\beta}(\mathbf{e}_i) A \right]
\]

**Function DIS**
INPUT: \( A \)
COMPUTE:
\[
D = \frac{g_{\varepsilon}}{2} \sum_{\Omega_k^h \in \mathcal{H}} \sum_{i=1}^{n_{gp}} \omega_{e,i} \psi_{he}(\mathbf{e}_i) \left[ N^T_{\beta}(\mathbf{e}_i) N_{\beta}(\mathbf{e}_i) A \right]
\]

To compute \( \delta(t_{n+1}, \mathbf{u}_{n+1}, \beta_{n+1}) - \delta(t_{n}, \mathbf{u}_{n}, \beta_{n}) + D(\beta_n, \beta_{n+1}) \), use:

1. **Function ERG** with INPUT: \( U_1 = U_{n+1}, U_2 = U_{D,n+1}, A = A_{n+1} \)
   OUTPUT: \( E_1 \)
2. **Function ERG** with INPUT: \( U_1 = U_{n}, U_2 = U_{D,n}, A = A_{n} \)
   OUTPUT: \( E_2 \)
3. **Function DIS** with INPUT: \( A = A_{n+1} \)
   OUTPUT: \( G_1 \)
4. **Function DIS** with INPUT: \( A = A_{n} \)
   OUTPUT: \( G_2 \)
5. **Function GRAD** with INPUT: \( A = A_{n+1} \)
   OUTPUT: \( D_1 \)
6. **Function GRAD** with INPUT: \( A = A_{n} \)
   OUTPUT: \( D_2 \)
7. **COMPUTE**: \( (E_1 + G_1 + D_1) - (E_2 + G_2 + D_2) \)

To compute Upper Bound \( UB \) (refer to Eq. (3.15) and Eq. (3.24)), use:

1. **Function ERG** with INPUT: \( U_1 = U_{n+1}, U_2 = U_{D,n+1}, A = A_{n+1} \)
   OUTPUT: \( E_1 \)
2. **Function ERG** with INPUT: \( U_1 = U_{n}, U_2 = U_{D,n}, A = A_{n} \)
   OUTPUT: \( E_2 \)
3. **COMPUTE**: \( UB = E_1 - E_2 \)

To compute Lower Bound \( LB \) (refer to Eq. (3.16) and Eq. (3.24)), use:

1. **Function ERG** with INPUT: \( U_1 = U_{n+1}, U_2 = U_{D,n+1}, A = A_{n+1} \)
   OUTPUT: \( E_1 \)
2. **Function ERG** with INPUT: \( U_1 = U_{D,n+1}, U_2 = U_{D,n}, A = A_{n+1} \)
   OUTPUT: \( E_2 \)
3. **COMPUTE**: \( LB = E_1 - E_2 \)
Algorithm 2: Backtracking Algorithm.

Data: \( N, K, \eta, (U_0, A_0) \)

Result: \((U_n, A_n)\) \( n = 1, \ldots, N \)

set
1. \( n = 0 \)
2. \( A^0 = A_0, U^0 = U_0 \)
3. repeat
4. solve
5. \[
  \text{input : } A^0, U^0, A_n \\
  \text{Algorithm 1} \quad (U_{n+1}, A_{n+1}) = \text{ARGMIN } \mathcal{F}(t_{n+1}, U, A; A_n)
\]
6. \[
  \text{output: } U_{n+1}, A_{n+1}
\]
7. set \( A^0 = A_{n+1}, U^0 = U_{n+1} \)
8. if \ inequality (5.6) is met then
9. \( n \leftarrow n + 1 \) (proceed to the next step)
else
10. \( b = 0 \) (back steps counter)
11. repeat
12. \( n \leftarrow n - 1 \) (go back by one step)
13. \( b = b + 1 \)
14. solve
15. \[
  \text{input : } A^0, U^0, A_n \\
  \text{Algorithm 1} \quad (U_{n+1}, A_{n+1}) = \text{ARGMIN } \mathcal{F}(t_{n+1}, U, A; A_n)
\]
16. \[
  \text{output: } U_{n+1}, A_{n+1}
\]
17. set \( A^0 = A_{n+1}, U^0 = U_{n+1} \)
18. until \ inequality (5.6) is met or \( b = K \)
19. \( n \leftarrow n + 1 \) (proceed to the next step)
20. until \( n = N \)

6 Numerical examples

In this section, we present representative numerical experiments to illustrate the performance of the energetic formulation and of the numerical procedure to obtain energetic solutions. We compare these solutions, which we will refer to as approximated energetic solutions, with those obtained by the standard procedure of simply solving the weak form of the Euler–Lagrange equations [55, 41, 69, 54, 4]. The problems that we consider are:

(i) Single edge notched tension test;
(ii) Single edge notched shear test;
(iii) 3d L–shaped panel test;
(iv) 3d Symmetric bending test.

The first two are classical 2d benchmark problems where the specimens are assumed in plane strain conditions, whereas the last two are 3d bending tests of a concrete panel and a cement paste beam
which we compare with experimental results. All the numerical simulations are carried out by applying monotonic displacement control. The penalization factor $\epsilon$ to enforce crack irreversibility is assumed equal to $10^{-4}$, the values of the tolerances $tol_U$ and $tol_A$ that control the convergence of Algorithm 1 and the two-sided energy inequality tolerance $\eta$ have been all set equal to $10^{-4}$ whereas $K$ that controls maximum the admissible number of backsteps is taken equal to 10.

6.1 Single edge notched tension test

The single edge notched tension (SENT) test is a classical benchmark problem which is used for a wide range of applications [6] and is well studied also in the numerical literature [55, 41, 69, 54, 4]. It consists of a square specimen with a single horizontal notch located at mid-height of the left edge with length equal to half the edge length, and is subject to constant tension on the top edge. In this paper, we consider the same mechanical model analysed in [55]. The geometric properties and boundary conditions of the specimen are shown in Figure 2(a), with $u = 0$ on the bottom edge; $u_y = 0$ and non–homogeneous Dirichlet condition $u_z = w$ on the top edge whereas all the other parts of the boundary including the slit are traction free. The elastic constants are chosen as $\lambda = 121.1538 \text{ kN/mm}^2$ and $\mu = 80.7692 \text{ kN/mm}^2$, the critical energy release rate as $g_c = 2.7 \text{ N/mm}$ and the internal length as $\ell = 0.0175 \text{ mm}$. Figure 2(b) displays the unstructured finite element mesh used for the simulations. We use linear finite elements for the approximation of the displacement field, and constant elements for the approximation of the phase field. The mesh is thus formed by 6062 triangular elements with 3088 nodes. In order to capture properly the crack pattern, since under constant tension the crack propagates straight, we refine the mesh in this zone with an effective element size $h \approx 0.005 \text{ mm} < \ell/2$ and for a bandwidth of about 2 mm.

![Figure 2](image)

Figure 2 Example 6.1. Single edge notched tension test. (a) Specimen geometry and boundary conditions. (b) Unstructured finite element mesh.

We analyse the behaviour of the model for a monotone applied displacement $w$ resulting from the application of the following displacement increments: $\Delta w = 10^{-4} \text{ mm}$, $\Delta w = 10^{-5} \text{ mm}$ and $\Delta w = 10^{-6} \text{ mm}$. We evaluate then the reaction force $F_z$ on the top edge $\Gamma_{\text{top}} \subseteq \partial \Omega$ given by

$$F_z = \left( \int_{\Gamma_{\text{top}}} \sigma n \, ds \right) \cdot n$$

where $n$ is the outward normal to this part of the boundary, and the energetic terms $\mathcal{E}(t_{n+1}, U_{n+1}, A_{n+1})$ and $\mathcal{D}(A_n, A_{n+1})$, $n = 0, 1, \ldots, N - 1$ with $N$ the total number of increments $\Delta w$. 
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Figure 3 Example 6.1 Single edge notched tension test. Load-displacement curves for different displacement increments $\Delta w$ and different schemes, using the backtracking algorithms describing the evolution of the approximate energetic solutions and without applying the backtracking algorithm.

The variation of $F_z$ with $w$ for the different displacement increments and the different algorithms are displayed in Figure 3. By applying the backtracking algorithm (Algorithm 2 with $K > 0$) the load displacement curves display a similar response independent of the displacement increment $\Delta w$. This is in contrast with the behaviour associated with the solutions of Algorithm 2 with $K = 0$, where the backtracking option is not active. In this case, for the range of values used for $\Delta w$, the behaviour is sensitive with respect to $\Delta w$, though for small values of $\Delta w$ the response converges towards a definite configuration. Both numerical strategies identify the sharp jump in the structural response, but the one described by the backtracking strategy occurs prior to that corresponding to the standard solution. Furthermore, for both type of solutions, the load-displacement curve displays a residual force $F_z$ of the fully damaged specimen which is related to the value of $\delta$, that defines the ‘residual’ energy after complete damage.
Figure 4  Example 6.1. Single edge notched tension test. Results for $\Delta w = 10^{-4} \text{mm}$. (a) Evolution of the total energy $E(t_{n+1}, U_{n+1}, A_{n+1}) + \sum_{i=0}^{n} D(A_i, A_{i+1})$ for $n = 0, 1, \ldots, N - 1$, without backtracking ($K = 0$) and with backtracking, ($K = 10$). Evolution of the total incremental energy $\delta_{n+1} - \delta_n + D_{n,n+1}$, the lower bound $LB_{n,n+1}$ and the upper bound $UB_{n,n+1}$ which enter the two-sided energy estimate (5.6), $n = 0, 1, \ldots, N - 1$, for the scheme (b) without backtracking and (c) with backtracking.
Figure 5  Example 6.1. Single edge notched tension test. Results for $\Delta w = 10^{-5}$ mm. (a) Evolution of the total energy $E(t_{n+1}, U_{n+1}, A_{n+1}) + \sum_{i=0}^{n} D(A_i, A_{i+1})$ for $n = 0, 1, \ldots, N - 1$, without backtracking ($K = 0$) and with backtracking, ($K = 10$). Evolution of the total incremental energy $\delta_{n+1} - \delta_n + D_{n,n+1}$, the lower bound $LB_{n,n+1}$ and the upper bound $UB_{n,n+1}$ which enter the two-sided energy estimate (5.6), $n = 0, 1, \ldots, N - 1$, for the scheme (b) without backtracking and (c) with backtracking.
Figure 6  Example 6.1. Single edge notched tension test. Results for $\Delta w = 10^{-6} \text{mm}$. (a) Evolution of the total energy $\varepsilon(t_{n+1}, U_{n+1}, A_{n+1}) + \sum_{i=0}^{n} D(A_{i}, A_{i+1})$ for $n = 0, 1, \ldots, N - 1$, without backtracking ($K = 0$) and with backtracking, ($K = 10$). Evolution of the total incremental energy $\varepsilon_{n+1} - \varepsilon_{n} + D_{n,n+1}$, the lower bound $LB_{n,n+1}$ and the upper bound $UB_{n,n+1}$ which enter the two-sided energy estimate (5.6), $n = 0, 1, \ldots, N - 1$, for the scheme (b) without backtracking and (c) with backtracking.

The energy variation associated with the solutions computed without the backtracking ($K = 0$) and with the backtracking option active ($K > 0$) are depicted in Figure 4 to Figure 6 for the three displacement driven conditions, $\Delta w = 10^{-4} \text{mm}$, $\Delta w = 10^{-5} \text{mm}$ and $\Delta w = 10^{-6} \text{mm}$, respectively. Figure 4(a), Figure 5(a) and Figure 6(a) show the evolution of the total energy $\varepsilon(t_{n+1}, U_{n+1}, A_{n+1}) + \sum_{i=0}^{n} D(A_{i}, A_{i+1})$, the current free energy $\varepsilon_{n+1}$ and the total dissipation $\sum_{i=0}^{n} D_{i,i+1}$, for $n = 0, 1, \ldots, N - 1$. The energy paths obtained without backtracking display a bubble shape when damage starts to propagate due to the gradual substantial reduction of the free energy because of the reduction of the elastic energy and of the increase of the dissipation energy. Such bubble is not present using the backtracking given that in this case the damage evolution is faster. For both the schemes, when the crack completes its propagation along half specimen, the total energy increases very little, due to the regularization parameter $\delta$, and is almost equal to the accumulated dissipated energy.

Figure 4(b), Figure 5(b) and Figure 6(b) display the total incremental energy $\varepsilon_{n+1} - \varepsilon_{n} + D_{n,n+1}$, the upper bound $UB_{n,n+1}$ and the lower bound $LB_{n,n+1}$, for $n = 0, \ldots, N - 1$ associated with the solutions computed without activating the backtracking scheme ($K = 0$), whereas Figure 4(c), Figure 5(c) and Figure 6(c) contain the same type of plots relative to the approximate energetic solutions. When damage starts to develop, the alternate minimization Algorithm 1 fails to provide an appropriate energetic solution to the problem. As a result, the sequence of discrete solutions evolves along a path of local minima, whose energy deviates substantially from the one associated with global minimization. The energetic bounds (5.6), and more specifically the lower bound, are
then violated by the computed solutions. The two-sided energy inequality \( (5.6) \) is met only during the initial stage when the specimen remains elastic and in the last stage of the cracking process showing that the algorithm jumps back into a state of significantly lower energy. By contrast, with the backtracking option active, we avoid the wrong forward path obtained by the standard scheme, for we restart with ‘better’ local minima and we are able to obtain a final path of the energy difference which lies between the two bounds.

(a) Without backtracking

\[
\begin{align*}
& w = 0.005 \text{ mm} \quad w = 0.0055 \text{ mm} \quad w = 0.006 \text{ mm} \quad w = 0.007 \text{ mm} \\
\end{align*}
\]

(b) With backtracking

\[
\begin{align*}
& w = 0.005 \text{ mm} \quad w = 0.00537 \text{ mm} \quad w = 0.0055 \text{ mm} \quad w = 0.007 \text{ mm} \\
\end{align*}
\]

**Figure 7** Example 6.1. Single edge notched tension test. Phase field distribution at different stages of the total displacement \( w \) applied on the specimen top edge. Results for \( \Delta w = 10^{-5} \text{ mm} \). In the damage maps, the dark brown corresponds to \( \beta = 1 - \delta \) with \( \delta = 10^{-6} \) given that we are considering a partially damage profile, whereas the blue corresponds to solid material for which \( \beta = 0 \).

**Figure 8** Example 6.1. Single edge notched tension test. Load–displacement curves associated with the intermediate energetic solutions obtained with the backtracking algorithm and for the different displacement increments. (a) \( \Delta w = 10^{-4} \text{ mm} \); (b) \( \Delta w = 10^{-5} \text{ mm} \) and (c) \( \Delta w = 10^{-6} \text{ mm} \).

To get some further insight on the structure of the energetic solutions, we recall that each loading step is solved by the alternating minimization method with the last converged approximate energetic solution as starting guess. The solution that we thus compute is in fact a local minimizer,
unless it verifies the energetic bounds (5.6). By the backtracking algorithm we are looking for a solution close to the starting guess which meets the energetic bounds, thus it is more likely to be a global minimizer. As a result, if the energetic bounds are not met, the algorithm move one step backward (as we have sketched in Figure 11) and solves again the previous step but with different starting, guess given by the last computed damage value, thus defining a lower energy state. If also such solution does not meet the energetic bounds, the algorithm moves a further step back and the process is repeated until the bounds are met or we reach the maximum number $K$ that we have set to go backward. Only then the algorithm proceeds one step forward. This feature can be better appreciated by inspecting Figure 7 which displays the distribution of the phase field $\beta$ at the different stages of the evolutive process as computed by the two numerical schemes. Consistently with the procedure described above, the damage profile displays with the backtracking option active a faster evolution and higher dissipation when compared with the basic variant. This behaviour is also confirmed by the numerical experiments of [57].

Given that with the backtracking option active, we go backward and forward, obtaining energetic solutions for the same displacement but with increasing damage and therefore lower resultant load, we save these solutions, for which the total energy remains between the two energetic bounds. Figure 8 displays the load-displacement curve associated with such intermediate configurations. For instance, for the step increment $\Delta w = 10^{-4}$ mm, the path zigzags down to the curve because with such size of the increment, the two sided energetic bounds are more distant from each other, leaving more room to move within the bounds. Such range between the bounds is reduced by reducing the displacement increment $\Delta w$ and so is the zigzagged path.

### 6.2 Single edge notched shear test

We now consider the same square plate with horizontal notch as in the previous example but this time subject to pure shear deformation. This problem has received a lot of attention in the literature on phase-field modelling of brittle fracture [14, 54, 55] for its simple setup and for displaying an asymmetric failure pattern. Due to a non-trivial combination of local tension-compression and loading-unloading processes, the crack propagates towards the lower right corner of the square plate. The geometric setup and boundary conditions are displayed in Figure 9(a).

![Figure 9](image)

**Figure 9** Example 6.2. Single edge notched shear test. (a) Geometry and boundary conditions. (b) Unstructured finite element mesh.

The vertical displacement component is constrained on all four sides of the domain. The bottom edge is also constrained along the horizontal direction whereas the top edge presents a prescribed
nonhomogeneous Dirichlet boundary condition $u_z = w$. The same material properties are used as for the previous example. The characteristic length is now set equal to $\ell = 0.001 \text{ mm}$. Figure 9(b) displays the unstructured finite element mesh with 7573 triangular elements and 3878 nodes which has been refined in the lower right part of the domain $\Omega$ where the crack is expected to propagate [14, 55]. The characteristic element size in this region is $h \approx 0.005 \text{ mm} < \ell/2$. The finite element approximations for the displacement and phase field is the same as in the previous example. We consider displacement-driven loading by the application of two constant displacement increments $\Delta w = 10^{-4} \text{ mm}$ and $\Delta w = 10^{-5} \text{ mm}$, and evaluate, for each case, the energetic terms that enter (5.6) and the reaction force $F_z$ on the top edge $\Gamma_{\text{top}} \subseteq \partial \Omega$ given by

$$F_z = \left( \int_{\Gamma_{\text{top}}} \sigma_n ds \right) \cdot t$$

where $t$ is the tangent to the top edge and $n$ is the outward normal to this part of the boundary.

**Figure 10** Example 6.2. Single edge notched shear test. Load–displacement curves for different displacement increments $\Delta w$ and different schemes, using the backtracking algorithms describing the evolution of the approximate energetic solutions and without applying the backtracking algorithm.

Figure 10 displays the load–displacement curves corresponding to the approximate energetic solutions and to the solutions obtained without using the backtracking algorithm, for the two different applications of $\Delta w$. Likewise the previous example, the structural response obtained by the approximate energetic solutions is almost the same for $\Delta w = 10^{-4} \text{ mm}$ and $\Delta w = 10^{-5} \text{ mm}$.
Figure 11 Example 6.2: Single edge notched shear test. Load–displacement curves associated with the intermediate energetic solutions obtained with the backtracking algorithm for the displacement increment (a) $\Delta w = 10^{-4} \text{mm}$ and (b) $\Delta w = 10^{-5} \text{mm}$.

The load displacement–curves corresponding also to the intermediate solutions are, by contrast, displayed in Figure 11. For the step increment $\Delta w = 10^{-4} \text{mm}$ the curve zigzags towards the softening part of the curve, whereas for the smaller increment $\Delta w = 10^{-5} \text{mm}$, the two bounds get closer and the curve results smoother with only two small jumps. The variations of the total energetics of the solutions computed with the two numerical schemes and for $\Delta w = 10^{-4} \text{mm}$ and $\Delta w = 10^{-5} \text{mm}$ are plotted in Figure 12 and Figure 13, respectively. Figure 12(a) and Figure 13(a) show, for the respective $\Delta w$, the evolution of the total energetic of the system, the total free energy and the accumulated dissipation. Figure 12(b) and Figure 13(b), and Figure 12(c) and Figure 13(c) display the total incremental energy $E_{n+1} - E_n + D_{n,n+1}$, the upper bound $UB_{n,n+1}$ and the lower bound $LB_{n,n+1}$, for $n = 0, \ldots, N - 1$. We thus verify that also for this problem, the activation of the backtracking algorithm is needed to select the ‘right’ forward path of the lowest energy content given by approximate energetic solutions. Figure 14 finally displays the phase field distribution at different stages of the displacement $w$ for the two numerical scheme showing that with the backtracking algorithm we obtain a faster evolution when compared with the basic scheme.
Figure 12 Example 6.2. Single edge notched shear test. Results for $\Delta w = 10^{-4} \text{mm}$. (a) Evolution of the total energy $E(t_{n+1}, U_{n+1}, A_{n+1}) + \sum_{i=0}^{n} D(A_{i}, A_{i+1})$ for $n = 0, 1, \ldots, N - 1$, without backtracking ($K = 0$) and with backtracking ($K = 10$). Evolution of the total incremental energy $E_{n+1} - E_{n} + D_{n,n+1}$, the lower bound $LB_{n,n+1}$ and the upper bound $UB_{n,n+1}$ which enter the two-sided energy estimate (5.6), $n = 0, 1, \ldots, N - 1$, for the scheme (b) without backtracking and (c) with backtracking.
Figure 13  Example 6.2. Single edge notched shear test. Results for $\Delta w = 10^{-5} \text{mm}$. (a) Evolution of the total energy
$E_{n+1}(t_{n+1}, U_{n+1}, A_{n+1}) + \sum_{i=0}^{n-1} D(A_i, A_{i+1})$ for $n = 0, 1, \ldots, N - 1$, without backtracking ($K = 0$) and with backtracking ($K = 10$). Evolution of the total incremental energy $\epsilon_{n+1} - \epsilon_n + D_{n,n+1}$, the lower bound $LB_{n,n+1}$ and the upper bound $UB_{n,n+1}$ which enter the two-sided energy estimate (5.6), $n = 0, 1, \ldots, N - 1$, for the scheme (b) without backtracking and (c) with backtracking.
(a) Without backtracking

\begin{align*}
\text{Figure 14: Example 6.2. Single edge notched shear test. Phase field distribution at different stages of the total displacement } w \text{ applied on the specimen top edge. Results for } \Delta w = 10^{-5} \text{ mm. In the damage maps, the dark brown corresponds to } \beta = 1 - \delta \text{ with } \delta = 10^{-6} \text{ given that we are considering a partially damage profile, whereas the blue corresponds to solid material for which } \beta = 0.\\
\end{align*}

(b) With backtracking

6.3 Three dimensional $L$–shaped panel test

We analyze now the 3d crack propagation in an $L$–shaped concrete panel as benchmark for crack initiation [4, 17, 34, 52] and, likewise Example 6.2, to demonstrate the ability of the phase field variational formulation to describe curved crack patterns. The geometry and boundary conditions are displayed in Figure 15(a), and correspond to the experimental setup given in [71]. All the points of the face of equation $y = 0$ are fully restrained whereas those belonging to the line of equation $x = 470 \text{ mm}, y = 250 \text{ mm}$ and $0 \text{ mm} \leq z \leq 100 \text{ mm}$ present prescribed values for $v$ and free the other degrees of freedom.
Figure 15  Example 6.3 3d L–shaped panel test. (a) Geometric setup. (b) Unstructured finite element mesh.

The concrete material properties chosen are the same as given in [71] with the Young modulus $E = 25.85 \text{kN/mm}^2$, the Poisson ratio $\nu = 0.18$, the critical energy release rate $g_c = 0.095 \text{N/mm}$ and the internal length $\ell = 20 \text{mm}$. The unstructured finite element mesh is shown in Figure 15(b) and consists of 44880 tetrahedral elements and 68470 nodes. No initial crack is prescribed. However, since we expect that this starts at the interior corner of the $L$–shape, we have refined therein the mesh with a characteristic finite element length equal to $h = 6.25 \text{mm} < \ell/2$ in order to resolve properly the crack pattern.

Figure 16  Example 6.3 3d L–shaped panel test. Load–displacement curves in the case the backtracking algorithm is activated and for the case without applying the backtracking algorithm.

The numerical simulations have been carried out by applying a monotone loading history for the nonhomogeneous Dirichlet boundary condition $v$ by means of the application of constant displacement increments $\Delta v = 10^{-3} \text{mm}$. Figure 16 displays the resulting load–displacement curves with $(K > 0)$ and without $(K = 0)$ the backtracking option active. We observe that the two curves are practically identical until the peak, but they then differentiate each other for a short range of the applied displacement $v$ in the post peak, where we verify only a minor occurrence of backtracking, for then to display again the same behaviour starting from around $v = 0.3 \text{mm}$. Our numerical results compare quite well with those obtained by [52, 17], but they all differentiate in a relevant manner from the experimental findings of [71] in the detection of the peak value and of the residual load. This behaviour was also noted in [52]. We ascribe the difference of results to the quasi–brittle
model we have used for the concrete which does not account for plastic deformations prior to the
damage and for cohesive forces on the crack surfaces. By applying a mixed-mode cohesive crack
model but with an energy–based crack criterion, on the other hand, [59] can obtain good agreement
with the experiments of [71].

Figure 17 Example 6.3 3d L–shaped panel test. Results for \( \Delta v = 10^{-3} \) mm. (a) Evolution
of the total energy \( E(t_{n+1}, U_{n+1}, A_{n+1}) + \sum_{i=0}^{n} D(A_i, A_{i+1}) \) for \( n = 0, 1, \ldots, N - 1 \), without
backtracking (\( K = 0 \)) and with backtracking (\( K = 10 \)). Evolution of the total incremental energy
given by \( E_{n+1} - E_n + D_{n,n+1} \) and of the lower \( LB_{n,n+1} \) and upper bound \( UB_{n,n+1} \) which enter the
two-sided energy estimate (5.6), \( n = 0, 1, \ldots, N - 1 \), for the scheme (b) without backtracking and
(c) with backtracking.

The confirmation of the aforementioned behaviour is obtained by analysing the evolution of the
total energetics of the computed solutions displayed in Figure 17. The discrete computed solutions
obtained by the alternate minimization method without backtracking fails to yield approximate
energetic solutions. Figure 17(b) shows that the two-sided energy inequality (5.6) is satisfied only
in the initial stage when the specimen stays mainly elastic and in the last stage when the specimen
experiences the same damage pattern, that is, when the algorithm fall back to lower energy states,
whereas it is violated for other values of \( v \). With the backtracking option active, by contrast, Figure
17(c) shows that the alternate minimization is capable of detecting a lower energy path during the
whole evolution which is defined by the approximate energetic solutions that meet the two–sided
energy inequality. Finally, Figure 18 displays the phase field distribution on the plane \( z = 50 \) mm
at different stages of the displacement \( v \) for the two numerical schemes verifying a faster evolution
of the damage with the backtracking algorithm when compared with the basic scheme.
Figure 18  Example 6.3  3d L–shaped panel test. Phase field distribution on the plane $z = 50 \, mm$ with 3d views of the phase field isolevel lines. In the damage maps, the dark brown corresponds to $\beta = 1 - \delta$ with $\delta = 10^{-6}$ given that we are considering a partially damage profile, whereas the blue corresponds to solid material for which $\beta = 0$. 
6.4 Three dimensional symmetric bending test

We conclude this section with the 3d numerical simulation of the three–point bending test of a mortar notched beam, normally used in applications to determine the fracture energy [65]. We compare our numerical results with the experimental findings of [35]. The geometric setup conforms with the specifications of [65] and is displayed in Figure 19(a). The height notch is equal to half the beam height and its width is not greater than 10 \text{mm}. The elastic constants are chosen as $E = 39.0 \text{kN/mm}^2$ and $\nu = 0.15$, the critical energy release rate as $g_c = 0.04 \text{N/mm}$ and the internal length as $\ell = 15 \text{mm}$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_6_4}
\caption{Example 6.4 3d-symmetric bending test. (a) Geometric setup. (b) Unstructured finite element mesh.}
\end{figure}

The finite element mesh is shown in Figure 19(b) and is formed by 33824 tetrahedral elements and 6601 nodes. In order to capture properly the crack pattern, the mesh has been refined in the region where the crack is expected to propagate with a characteristic finite element length equal to $h = 1 \text{mm} < \ell/2$. The tests are performed by applying a deformation controlled loading of the central point by constant displacement increments $\Delta w = 10^{-3} \text{mm}$. If we denote by $F$ the reaction force of the non-homogeneous Dirichlet boundary condition $w$, which is prescribed on the top edge, the load $F$–displacement $w$ curve without the backtracking option active is displayed in Figure 20 showing good agreement with the experimental findings of [35]. However, unlike the previous examples, the variation of the total energy of the computed solutions displayed in Figure 21 shows that, in this case, the standard scheme of the alternating minimization is capable of identifying the energetic solutions when damage starts to manifest without resorting to backtracking, given that the computed solutions meet the two-sided energetic inequality. This occurs because the bound limits are quite ample. Finally, Figure 22 shows the damage distribution on the cross section $y = 420 \text{mm}$ at several stages of the deformation which is consistent with the description of the experimental results by [35].
Figure 20 Example 6.4.3d-symmetric bending test. Load-displacement curve associated with the evolution of the approximate energetic solutions. For this case, standard application of the alternating minimization identifies the energetic solutions without resorting to the backtracking strategy.

Figure 21 Example 6.4.3d-symmetric bending test. Results for $\Delta w = 10^{-3}$ mm. Evolution of: (a) the total energy $\ell(t_{n+1}, U_{n+1}, A_{n+1}) + \sum_{i=0}^{n} D(A_i, A_{i+1})$ for $n = 0, 1, \ldots, N-1$ and (b) of the total incremental energy $\ell_{n+1} - \ell_n + D_{n,n+1}$, the lower bound $LB_{n,n+1}$ and the upper bound $UB_{n,n+1}$ which enter the two-sided energy estimate (5.6), $n = 0, 1, \ldots, N-1$. For this problem, standard application of the alternating minimization identifies the energetic solutions without resorting to the backtracking strategy.
\[ w = 0.171 \text{ mm} \]
\[ w = 0.291 \text{ mm} \]
\[ w = 0.591 \text{ mm} \]

**Figure 22** Example \[6A\]: 3d-symmetric bending test. Phase field distribution on the cross section \( y = 420 \text{ mm} \) with correspondent 3d views of the phase field isolevel lines. In the damage maps, the dark brown corresponds to \( \beta = 1 - \delta \) with \( \delta = 10^{-6} \) given that we are considering a partially damage profile, whereas the blue corresponds to solid material for which \( \beta = 0 \).

## 7 Conclusions

In this paper we have proposed an algorithm that computes the solutions of the energetic formulation of an anisotropic phase-field model of quasi-brittle fracture characterized by a different behaviour at traction and compression and by a state dependent dissipation potential. Through the simulation of 2d and 3d benchmark problems, our results show that the standard procedure of simply solving the weak form of the Euler-Lagrange equations detects generally solutions that violate the modelling assumption of evolution via global minima of the discrete functionals which underpins the variational formulation of fracture and its corresponding energetic formulation. We have verified this assumption by checking an additional optimality condition of the global minimizers. Such condition has the form of a two-sided energy estimate and consists in checking that within each time step \([t_n, t_{n+1}], n = 1, \ldots, N\), the sum of the variation of the stored energy and of the dissipation between the state of the system at the time instants \( t_n \) and \( t_{n+1} \) is bounded above and below. As an alternative and first approximation to the application of global optimization algorithms, which would not be viable in our case, given their high numerical complexity, we have designed a feasible numerical approach that automatically enforces the meeting of the two-sided energetic estimates and allows the computation of improved energetic solutions consistent with the basic assumptions.

The implementation of the energy estimates has been done within a backtracking strategy by which one goes back over past time steps when the estimates are violated, and restarts the simulation of the incremental problem with different initial condition for the phase-field variable. We noted, however, that there might be cases where the backtracking procedure is not activated, which occur especially in those situations where the lower energy bound is small and the two energy bounds are well apart from each other. This has occurred, for instance, in the 3d simulation of the symmetric bending beam whereas in the other cases, the check of the bounds has been determinant to find different energetic solutions which comply with the energetic bounds. In this case we cannot infer anything about the computed solution, though we believe, that, still within the field of application of methods of local optimization, a backtracking strategy based on sharper bounds would select more reliable energetic solutions. Finally, following the validation of the formulation to model crack in concrete, we believe that a better modelling of the cracking process upon different loading conditions can be
obtained by including plasticity and cohesive effects, thus elaborating, for instance, the formulation advanced in [1, 2] where we account of what we have developed in our present work. This is part of an ongoing research.
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A Appendix

We assume the free energy of the model to be given by the sum of two terms, which we refer to as the positive and negative part of the stored free energy function, with only the positive part that depends on the damage mechanisms by means of the degradation function $R(\beta) = g(\beta) + k$. We, therefore, write

$$\psi(\varepsilon) = R(\beta)\psi_0^+(\varepsilon) + \psi_0^-(\varepsilon) + \frac{g_0\ell}{2}|\nabla\beta|^2,$$  \hspace{1cm} (A.1)

where $\psi_0^+$ and $\psi_0^-$ are obtained from the isotropic free energy $\psi_0(\varepsilon)$

$$\psi_0(\varepsilon) = \frac{\lambda}{2}(\text{tr}\varepsilon)^2 + \mu\varepsilon : \varepsilon$$

using the spectral decomposition of $\varepsilon$ and with $\lambda$ and $\mu$ the elastic lamé constants and $A: B = \text{tr}(B^T A)$. The spectral decomposition of $\varepsilon$ consists in splitting the strain tensor $\varepsilon$ into a positive and a negative part, describing the tensile and compressive modes, respectively, as follows

$$\varepsilon = \varepsilon^+ + \varepsilon^-$$  \hspace{1cm} (A.2)

with

$$\varepsilon^+ = \sum_{a=1}^{3} \langle \varepsilon_a \rangle_+ n_a \otimes n_a$$

$$\varepsilon^- = \sum_{a=1}^{3} \langle \varepsilon_a \rangle_- n_a \otimes n_a,$$  \hspace{1cm} (A.3)

where $\varepsilon_a$, $n_a$, $a = 1, 2, 3$, are the principal strains and the principal strain directions, respectively, and for $x \in \mathbb{R}$, $\langle x \rangle_+ = (x + |x|)/2$ and $\langle x \rangle_- = (x - |x|)/2$. The negative and positive parts of the strain energy are therefore defined as

$$\psi_0^+(\varepsilon) = \frac{\lambda}{2}(\text{tr}\varepsilon)^2_+ + \mu\varepsilon^+_+ : \varepsilon^+$$

$$\psi_0^-(\varepsilon) = \frac{\lambda}{2}(\text{tr}\varepsilon)^2_- + \mu\varepsilon^-_- : \varepsilon^-.$$  \hspace{1cm} (A.4)

Given that $\partial\varepsilon/\partial n_a = n_a \otimes n_a$, we have that also the stress tensor can be decomposed into a positive and negative part

$$\sigma = \frac{\partial\psi}{\partial\varepsilon} = R(\beta)\sigma_0^+ + \sigma_0^-$$  \hspace{1cm} (A.5)

where

$$\sigma_0^\pm = \lambda(\text{tr}\varepsilon)_\pm 1 + 2\mu\varepsilon^\pm.$$  \hspace{1cm} (A.6)

It follows therefore that the fourth-order tensor $H = \partial\sigma/\partial\varepsilon$, which enters the evaluation of the stiffness matrix $\partial R(\varepsilon)/\partial U$ when we solve the finite element equations by the Newton method, can be
decomposed as
\( \mathbb{H} = \mathbb{H}^+ + \mathbb{H}^- \) \hspace{1cm} \text{(A.7)}

with
\[ \mathbb{H}^+ = R(\beta) \frac{\partial \sigma_0^+}{\partial \varepsilon} = R(\beta) \frac{\partial^2 \psi^+}{\partial \varepsilon^2} \quad \text{and} \quad \mathbb{H}^- = \frac{\partial \sigma_0^-}{\partial \varepsilon} = \frac{\partial^2 \psi^-}{\partial \varepsilon^2}. \] \hspace{1cm} \text{(A.8)}

Introducing \((A.4)\) in \((A.8)\), we obtain
\[ \frac{\partial^2 \psi^+}{\partial \varepsilon^2} = \lambda \frac{\partial \langle \text{tr} \varepsilon \rangle^+}{\partial \varepsilon} \otimes 1 + 2 \mu \frac{\partial \varepsilon^+}{\partial \varepsilon} = \lambda I_{tr} + 2 \mu P^+ \] \hspace{1cm} \text{(A.9)}

where
\[ \frac{\partial \langle \text{tr} \varepsilon \rangle^+}{\partial \varepsilon} = \frac{\partial (\varepsilon^T : 1)^+}{\partial \varepsilon} = I_{tr} + 1 \]

and
\[ I_{tr}^+(\varepsilon) = \begin{cases} 1 & \text{if } \langle \text{tr} \varepsilon \rangle^+ > 0, \\ 0 & \text{otherwise}. \end{cases} \]

For future developments, it is useful to introduce the positive and negative parts of the strain tensor
\[ \varepsilon^+ = P^+: \varepsilon \quad \varepsilon^- = P^+: \varepsilon \] \hspace{1cm} \text{(A.10)}

where \(P^+\) and \(P^-\) are projection tensors which, in \(\mathbb{R}^2\), are, for instance, given by
\[ P^+ = \frac{\partial \varepsilon^+}{\partial \varepsilon} = \beta \mathcal{G}^s + \sum_{a=1}^2 \gamma_a m_a \otimes m_a \quad P^- = I - P^+ \] \hspace{1cm} \text{(A.11)}

with \(m_a = n_a \otimes n_a, a = 1, 2, \) and
\[ \beta = \frac{\langle \varepsilon_1 \rangle^+ - \langle \varepsilon_2 \rangle^+}{\varepsilon_1 - \varepsilon_2} \quad \gamma = d_a - \beta \quad d_a = \frac{\partial \langle \varepsilon_a \rangle^+}{\partial \varepsilon_a} \] \hspace{1cm} \text{(A.12)}

If \(\varepsilon_1 = \varepsilon_2\) then \(\beta = d_1\) and \(\gamma = d_a - d_1\). Using the indicial notation the components of the fourth-order tensors \(\mathcal{G}^s\) and \(I\) are given by
\[ (\mathcal{G}^s)_{ijkl} = (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk})/2 \quad (I)_{ijkl} = \delta_{ij} \delta_{kl} \] \hspace{1cm} \text{(A.13)}

with \(i, j, k, l = 1, 2\). It follows therefore that \((A.8)\) can be expressed in terms of the projection tensors as
\[ \mathbb{H}^+ = R(\beta) [\lambda I_{tr} + 2 \mu P^+] \quad \mathbb{H}^- = \lambda I_{tr} - I + 2 \mu P^- \] \hspace{1cm} \text{(A.14)}

For isotropic elasticity the projection tensors reduce to \(P^\pm = \mathcal{G}^s\), and the fourth order tensor \(\mathbb{H}\) reduces to the expression
\[ \mathbb{H} = \frac{\partial^2 \psi}{\partial \varepsilon^2} = \lambda I + 2 \mu \mathcal{G}^s. \] \hspace{1cm} \text{(A.15)}
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