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Abstract

We propose a machine learning approach for semantic recognition and normalization of clinical term descriptions. Clinical terms considered here are noisy descriptions in Spanish language written by health care professionals in our electronic health record system. These description terms contain clinical findings, family history, suspected disease, among other categories of concepts. Descriptions are usually very short texts presenting high lexical variability containing synonymy, acronyms, abbreviations and typographical errors. Mapping description terms to normalized descriptions requires medical expertise which makes it difficult to develop a rule-based knowledge engineering approach. In order to build a training dataset we use those descriptions that have been previously matched by terminologists to the hospital thesaurus database. We generate a set of feature vectors based on pairs of descriptions involving their individual and joint characteristics. We propose an unsupervised learning approach to discover term equivalence classes including synonyms, abbreviations, acronyms and frequent typographical errors. We evaluate different combinations of features to train MaxEnt and XGBoost models. Our system achieves an $F_1$ score of 89% on the Hospital Italiano de Buenos Aires (HIBA) problem list.

1 Introduction

Some electronic health records (EHR) implementations allow users to introduce free text descriptions to capture clinical problems information enabling higher level of expressiveness and flexibility to physicians. Those descriptions must be encoded according to their meaning in order to allow the information to be consumed by other systems. Descriptions are grouped into concepts according to the meaning. The following descriptions correspond to the same concept¹:

1. neoplasia maligna de pulmón
neoplasia malign of lung
'Malignant tumor of lung'

2. cáncer pulmonar
cancer lung-of
'lung cancer'

3. ca pulmonar
cancer lung-of
'lung cancer'

4. cáncer de pulmón desde 2009
cancer of lung since 2009
'cancer of the lung since 2009'

Free text descriptions written by health care professionals contain typos as in cancer plum:noar: a variation of description (2). It should be noted also that description (4) does not represent a synonym in a strict terminological sense. However it represents the same concept because the string desde 2009 (since 2009) does not add relevant information from a problem list perspective (in the sense of EHR and terminology tradition (Van Vleck et al., 2008)).

Mapping strings to concepts has been a long standing problem in BioNLP, string similarity techniques as well as machine learning approaches have been applied. Automatic mapping of key concepts from text in clinical notes to a reference terminology is an important task to achieve, in order to extract clinical information present in notes and patient reports. One of the problems of bio-

¹In these examples the Spanish description is followed by the word-for-word English gloss and then the English translation.
medical data integration is variation of terms usage. Exact string matching often fails to associate a string with its bio-medical concept (represented by an ID or accession number in the database) due to differences of string occurrences. Soft string matching algorithms are able to find the relevant concept by considering the string similarity between candidate strings. However, the accuracy of soft matching highly depends on the similarity measure employed. String similarity techniques have been applied to a variety of problems in BioNLP, such as UMLS concepts normalization (Aronson and Lang, 2010; Wellner et al., 2005; Rudnyi et al., 2014). UMLS clinical terms (Kate, 2016), disease normalization (Leaman et al., 2013; Kang et al., 2013), gene and protein names (Kim and Park, 2004; Tsuruoka et al., 2007; Tsuruoka et al., 2008; Fang et al., 2006; Wermtner et al., 2009), to interface terminologies (Rosenbloom et al., 2006) and different databases (Sun, 2004).

String similarity can be used for named entity recognition (SNOMED-CT taggers) and reference resolution (Castano et al., 2002; Lin and Liang, 2004; C. et al., 2003) alias extraction (Yu and Agichtein, 2003), acronym-expansion extraction, e.g. (Pustejovsky et al., 2001).

On a similar view there are a number of works on automated clinical coding (Friedman et al., 2004; Pakhomov et al., 2006; Patrick et al., 2006; Suominen et al., 2008; Stanfill et al., 2010; Perotte et al., 2014).

This work explores traditional soft string matching methods along with n-gram character and word features in a machine learning approach using MaxEnt and XGBoost classifiers. An unsupervised learning approach to generate new features by detecting synonyms, abbreviations and typos is presented to improve classification performance. The models are compared to a baseline obtained by a vector space model configuration based on character n-grams and a TF-IDF weighting scheme, implemented in Apache Lucene.

The remainder of this paper is structured as follows: in Section 2, we describe the data set we used. In Section 3, we discuss the similarity metrics and similarity features for machine learning algorithms. In Section 4 we discuss the experimentation and results. Finally in Section 5 we report our conclusions and expected future work.

2 Description Terms Data-set

We build a data-set based on the problem list of Hospital Italiano de Buenos Aires (HIBA) interface terminology (Lopez Osornio et al., 2007; Gambarte et al., 2007) which includes adequate synonym coverage and it is linked to the HIBA thesaurus. This thesaurus is built upon the Spanish version of SNOMED-CT, while extending it with new concepts and additional synonym terms.

Following SNOMED-CT and other thesauri, terms in the thesaurus are grouped by concepts. The following terms are associated to the same concept.

\begin{itemize}
\item \textbf{(5) tabaquismo}
\item \textbf{(6) abuso de tabaco}
\end{itemize}

We selected those clinical concepts that had at least 10 terms and no more than 100 for a given concept.\footnote{Those concepts that had more than 100 terms were noisy, and were not considered relevant.} The set is composed of 151,513 terms and 5,222 concepts. The set of descriptions \((D)\) was split in a training set \((T)\) 70\%, and an evaluation test set \((E)\) 30\%.

Descriptions in \(T\) were used to build a new data-set \(T_1\) consisting of pairs of descriptions samples of the form \((d_1, d_2, value)\). Positive and negative samples were constructed in the following way:

\begin{itemize}
\item For each pair of descriptions \(d_i, d_j \in T\) with \(i \neq j\) such that \(d_i\) and \(d_j\) are associated to the same concept, we create a sample \((d_i, d_j, 1)\)
\item We split the set of descriptions \(T\) in corpus and query sets. We indexed with Apache Lucene the corpus set of descriptions using TF-IDF weights on n-gram characters. Using a description \(d\) as a query, a set of relevant and non-relevant results are retrieved. Relevant results are those descriptions \(d_i\) already stored as samples of pair of terms describing the same concept: \((d, d_i, 1)\). Non-relevant results are those results \(d_j\) for which there is not a sample \((d, d_j, 1)\) and therefore a sample \((d, d_j, 0)\) is created.
\end{itemize}

The training data-set \((T_1)\) has 1,173,617 instances with 777,585 negative and 396,032 positive samples.

The remainder of this paper is structured as follows: in Section 2, we describe the data set we used. In Section 3, we discuss the similarity metrics and similarity features for machine learning algorithms. In Section 4 we discuss the experimentation and results. Finally in Section 5 we report our conclusions and expected future work.
3 Methods for Computing Term Normalization

String similarity methods can be either character-based or token-based. Character-based approaches typically consist of variations of the edit-distance metric, like Levenshtein distance or longest common subsequence. Token-based approaches include the Jaccard similarity metric and the cosine similarity based on TF-IDF weighting schema. There are also hybrid token and character-based approaches. Soft-TFIDF (Cohen et al., 2003) includes not only exact matches but also close matches, using a threshold. Another approach uses n-grams of the target strings instead of the tokens (Cohen et al., 2003; Moreau et al., 2008; Köpcke and Rahm, 2010).

Many works have also focused on automatic methods for combining these string similarity measures using machine learning (Cohen and Richman, 2001; Belenko and Mooney, 2003; Wellner et al., 2005; Moreau et al., 2008).

In this section we explore a hybrid soft-TFIDF approach based on an n-gram character vector space model as well as other character-based and token-based similarity metrics. Next, we mention some limitations of combining the previous metrics due to information redundancy and lack of semantic information which produces false positive and false negative instances. We propose an supervised machine learning approach which allows to capture semantic information.

3.1 Information retrieval and TF-IDF

We use an information retrieval (IR) Soft-TFIDF approach (Cohen et al., 2003) to match a new description to those terms already existing in the hospital thesaurus database. First, the set of known terms in the thesaurus are indexed with Lucene, where the collection of terms is represented in a Vector Space Model (VSM) using TF-IDF weights based on character n-grams. A new description is used as a query and the set of ranked descriptions terms with the corresponding scores is retrieved, being the highest ranked description the candidate term to associate the query with. The cosine similarity measure is used to obtain similarity scores.

However this approach will outcome both false positive and false negative results such as:

(7) sospecha de laringitis alérgica (query) suspected (of) allergic laryngitis

Due to the high string similarity score between sospecha de laringitis alérgica and sospecha de faringitis alérgica if either of them is not indexed as a concept, then the returned result is considered a match and therefore a false positive instance is obtained.

(8) neoplasia maligna de pulmón (query) malignant tumor of lung

A low similarity score between neoplasia maligna de pulmón and cáncer pulmonar implies that the target string is not retrieved (i.e. it is not ranked above the threshold). Since the concept is just represented by cáncer pulmonar, the string neoplasia maligna de pulmón is a false negative instance.

Figure 1 shows overlapping distribution of scores. The positive match curve represents the score (cosine similarity) distribution of query and retrieved string pairs that represent the same concept. It shows higher average score than negative match. As threshold score increases, false negative cases increase and false positive cases decrease.

Given a query, it is not known whether relevant information exists or not in the indexed dataset, and the term with the highest score is not necessarily a desired result. The performance of matching the query with the highest ranked term can be measured using precision, recall and $F_1$ metrics.
In a Soft-TFIDF approach is possible to control precision/recall trade-off considering a threshold \( t \) as shown in Figure 2. The algorithm returns the highest ranked term if \( \text{score} \geq t \). Higher values of \( t \) increase precision but recall is decreased.

![Figure 2: Precision, recall and F1 measure](image)

Precision\((t)\), recall\((t)\) and \( F_1(t) \) show measures for the results returned by the IR system where \( \text{score} \geq t \) (when increasing \( t \), precision\((t)\) increases and recall\((t)\) decreases)

### 3.2 String similarity metrics

String similarity metrics have been used combined with IR TF-IDF approaches. Using traditional string similarity and distance metrics like Damerau-Levenshtein or Longest common subsequence allow to increase to some extent precision. It is possible to score results using a string metric or combine together with IR scores using some rules or formulas and thresholds. Using a set of scores it is possible to use machine learning models to classify relevant/non-relevant result.

Even though there are other string metric measures that can be combined, some of them are very much related. For example Damerau-Levenshtein \( (\text{DamLev}_{\text{dist}}) \) distance allows an additional edit operation respect to Levenshtein \( (\text{Lev}_{\text{dist}}) \) distance, then \( \text{DamLev}_{\text{dist}} \leq \text{Lev}_{\text{dist}} \). Also Jaccard and Sorensen-Dice similarity metrics present a high correlation. In Table 1 we show pairwise correlations between Damerau-Levenshtein ratio, Longest common sub-sequence, Sorensen-Dice, Jaro-Winkler and Jaccard coefficient metrics.

Due to high correlation between Jaccard and Sorensen-Dice, we can choose one of them, and in the same way with Damerau-Levenshtein and Longest common subsequence to fit a classification model using machine learning approach.

| Metric       | DamLev | LCS  | SorDic | JarWin | Jac  |
|--------------|--------|------|--------|--------|------|
| DamLev       | 1.00   | 0.96 | 0.78   | 0.73   | 0.77 |
| LCS          | 1.00   | 0.84 | 0.73   | 0.82   |      |
| SorDic       | 1.00   | 0.65 | 0.99   |        |      |
| JarWin       | 1.00   |      | 0.64   |        |      |
| Jac          |        |      |        | 1.00   |      |

Table 1: Correlation (Pearson) between string metrics

Damerau-Levenshtein ratio (DamLev), Longest common subsequence (LCS), Sorensen-Dice (SorDic), Jaro-Winkler (JarWin) and Jaccard (Jac). Damerau-Levenshtein ratio is a transformation of Damerau-Levenshtein distance \( d \) using the formula \( M \) is the maximum length of \( s_1 \) and \( s_2 \).

By computing the principal components, the eigenvalues show that using the first \( k \) components the cumulative variance explained is 76% \((k = 1)\), 93% \((k = 2)\), 98% \((k = 3)\), 99% \((k = 4)\). This means that \( k \) new variables (linear combination of original metrics) explain those proportions of the total variance and we can also reduce redundant information.

Limitations to this approach are present both in false positive and false negative cases. It is a quantitative improvement but cases like those presented in examples (7-10) above, require a more sophisticated approach. Such approach must consider which modifications in a clinical term changes its meaning.

### 3.3 A machine learning approach to string matching

As it has been already observed in many other works, abbreviations, acronyms, synonyms and typos are sources of variation that generate terms with the same meaning. Table shows some examples from the Spanish dataset:

We do not include the translations from now on because the relevant information is the string similarity.

1. **(11)** a. sospecha de faringitis alérgica
   b. sospecha de faringitis alérgica

2. **(12)** a. duelo por fallecimiento de madre
   b. duelo por fallecimiento de padre

3. **(13)** a. sospecha de hipotiroidismo
   b. sospecha de hipertiroidismo

4. **(14)** a. artritis de tobillo
   b. artritis de tobillo
We use a machine learning approach to learn whether a pair of descriptions is a match or not. We create a family of features to train classification algorithms. Hyper-parameters were adjusted using 5-fold cross-validation. Models are based on different combinations of feature sets explained in next subsection.

### 3.4 Features

Features are organized in sets $S_1, \ldots, S_{10}$ and then different set combinations are used to generate the corresponding models. In Table 3 $d_1$ and $d_2$ are the description strings that are compared, where $d_1$ vectors represent queries and $d_2$ a retrieved string. The training corpus was used to adjust the corresponding $d_2$ vectors, using both word unigrams and character bi-grams.

Feature set $S_1$ represents string metrics to obtain differences in string characteristics between a pair of description terms. Features in $S_2, S_3, S_4, S_5$ are traditional representations in vector space model of $d_1$ and $d_2$ based on unigram word and bi-gram character representation with TF-IDF, binary occurrence and term frequency weights. In $S_6$ and $S_7$ we consider differences in descriptions ($d_{12}$ and $d_{21}$), and $S_8, S_9$ considers context ($c$) also.

We define $w(d)$ as the set of words in $d$, and $d_{12}, d_{21}$ and $c$ as follows:

$$
\begin{align*}
    d_{12} &= w(d_1) \setminus w(d_2) \\
    d_{21} &= w(d_2) \setminus w(d_1) \\
    c &= w(d_1) \cap w(d_2)
\end{align*}
$$

$^4$Features $d_{12}$ and $d_{21}$ are explained below.

#### 3.5 Unsupervised Learning of Synonyms, Abbreviations and Typos

In this section we present an approach to detect word synonyms, abbreviations, acronyms and frequent typographical errors. We explain how the set of features $S_{10}$ was generated.

Unsupervised algorithms were studied widely in the literature to detect relationships between words in order to improve results of NLP tasks such as chunking or named entity recognition. Clustering to detect word equivalence classes from unlabeled corpus were studied in (Kneser and Ney, 1993) and (Turian et al., 2010).

We introduce a procedure to generate sets of semantically equivalent strings from term

---

Table 2: Examples of equivalent strings.

| Alternative forms | 'meaning' |
|-------------------|-----------|
| sd, sme, sind, sindr | syndrome |
| izq, izqdo, izq | izquierdo |
| mni | miembros inferiores |
| grado 2, 2do grado, 2 grado, gr II, G2, GII | segundo grado |
| hta | hipertensión arterial |
| ira | insuficiencia renal aguda |
| ona | oítis media aguda |
| AF, antec fliar, atc familiar | antecedente familiar |
| fratura | fractura |
| traumatiso | traumatiso |
| dematit | dermatitis |
| litisis | litisis |
| Reynaud/Raynaud | Raynaud |
| Hodgkin, Hodgking | Hodgkin |
| dolores de cabeza | dolor de cabeza |
| fallecimento, muerte | deceso |
| de hígado | hepático |
| biológico | natural |
| cáncer | neoplasia maligna |

| Table 3: Feature-sets. |
|-------------------------|
| $c = w(d_1) \cap w(d_2)$ |

For example:

- $d_1 = \text{fractura de rodilla izquierda}$,
- $d_2 = \text{fractura de rodilla izq}$

- $w(d_1) = \{\text{fractura, de, rodilla, izquierda}\}$,
- $w(d_2) = \{\text{fractura, de, rodilla, izq}\}$

- $d_{12} = \{\text{izquierda}\}$

- $d_{21} = \{\text{izq}\}$ and $c = \{\text{fractura, de, rodilla}\}$
descriptions using a graph algorithm.

Given a set of positive description pair matchings such as

(15) \( d_1: \) sospecha de infección urinaria
    \( d_2: \) probable infección urinaria

(16) \( d_1: \) urticaria en cara
    \( d_2: \) urticaria en rostro

(17) \( d_1: \) duelo por fallecimiento de padre
    \( d_2: \) duelo por muerte de padre

(18) \( d_1: \) duelo por deceso de padre
    \( d_2: \) duelo por muerte de padre

The following semantically equivalent pairs can be inferred using word differences between pairs of descriptions:

\{sospecha, probable\}, \{cara, rostro\}
\{fallecimiento, muerte\} and \{deceso, muerte\}

Therefore it is possible to replace, for example, the terms sospecha and probable by a concept representing this class with some label. Using the concept class label instead of a term as a feature in a vector space model we can deal with synonymy problems.

Since this approach only infers direct associations, we cannot detect the pair \{deceso, muerte\} using this approach.

Semantically equivalent pairs can be extended to larger sets (semantically equivalence classes), building an undirected weighted graph, considering terms as vertices and equivalent pairs as edges. Connected components in the graph can be detected and terms can be clustered in some cases.

An undirected weighted graph \( G = (V, E, W) \) is generated creating an edge \((d_{12}, d_{21}, w) \in E\) for each pair of descriptions \( d_1, d_2 \) such that \(| d_{12} | = | d_{21} | = 1\). For example, the pair of descriptions duelo por fallecimiento de padre and duelo por muerte de padre generates the fallecimiento and muerte connection. In the same way, deceso and muerte are connected. The weight associated with each edge is the frequency of the corresponding pair in \( T_1 \).

The graph constructed under this approach is composed of different connected components. Figure 3 shows some connected components in the final graph once all edges are generated using \( T_1 \) and considering only edges with minimum frequency of 20 (lower frequency thresholds are very sensible to noisy data while higher values results in loss of information). Vertices in the same connected component are potentially equivalent. The connected components of \( G \) can be computed in linear time using either depth-first search or breadth-first search approach.

Since some terms can be ambiguous, they can be connected to some non-equivalent terms, like \( od \) which can be connected to ojo derecho (right eye) and oido derecho (right ear). In those cases, the connected component containing an ambiguous term, includes more than one concept. In a vector space model, in some cases disambiguation can be obtained from the context. For example in otitis od the od term refers to oido, while in conjuntivitis od refers to ojo. It would still be desirable to partition the connected component breaking edges like ojo derecho and oido derecho.

We used the label propagation algorithm described in (Raghavan et al., 2007). It is a clustering algorithm intended to be applied in social communities detection in large-scale networks and biochemical networks among other domains. This

![Figure 3: Word graph connected components example](image-url)
clustering algorithm computes clusters based on the network structure and unlike other approaches like k-means or DBSCAN, there is no requirement to specify the number of clusters or the neighbourhood size as parameters. The algorithm initializes each node with a unique identifier, and iteratively assigns to each node the label that most of its neighbors currently have. We run this label propagation algorithm to obtain a clustering analysis on large connected components that contained different word meanings.

As a final example, combining different terms from the final set of equivalence classes, we obtain a unique representation of the following 72 possible ways to express *duelo por fallecimiento de padre biológico debido a cáncer renal*:

\[
\text{Duelo por}\{\text{fallecimiento, muerte, deceso}\}\text{ de padre}\{\text{biológico, natural}\}
\]

\[
\{\text{debido a, a causa de}\}\{\text{cáncer, ca, neoplasia maligna}\}\{\text{de riñón, renal}\}
\]

### 4 Experiments and Results

Our experiments were conducted by using scikit-learn machine learning library (Pedregosa et al., 2011) with liblinear (Fan et al., 2008) solver for MaxEnt, considering L2 regularization. Hyperparameter \(C\) was determined by 5-fold cross-validation considering F1 measure. We trained XGBoost model, with binary logistic objective and F1 score as evaluation metric, by using XGBoost library described in (Chen and He, 2015).

Connected components in graph and label propagation algorithm for graph clustering were conducted by using igraph library.

In order to generate word equivalence classes for S10 we found 278,555 concepts in the thesaurus with at least two associated descriptions which generate 5,956,368 potential pairs of descriptions connected to the same concept. Filtering pairs of descriptions such that both shares the same words except one, we obtain 505,447 word associations. By taking the connected components of \(G\) we get 505,447 edges and 805 groups. Finally, clustering connected components for which more than one meaning are represented, we obtain 4,711 words in 957 group of words.

We compare the ability to rank the retrieved results using the classification model probability as scoring by calculating P@1, R@1 and the mean reciprocal rank (MRR).

By using IR score with some fixed threshold we define a classifier algorithm with its respective precision and recall (as threshold increases, recall decreases and precision increase). Figure 4 shows IR score precision-recall curve against string metrics features based fitted models. Table 4 shows MaxEnt and XGBoost F1 score for string features based models.

![Figure 4: Precision-recall curves (String metrics features)](image)

| Featureset | Source | MaxEnt | XGBoost |
|------------|--------|--------|---------|
| String metrics (S1) | \(d_1, d_2\) | 0.67 | 0.70 |

Table 4: MaxEnt and XGBoost F1-score over string metrics.

By considering F1 measure on string metrics (S1) and vector space model representation of descriptions (S2, S3, S4, S5), XGBoost showed a considerable improvement on bi-gram character features based (see Table 5) either on frequency (S4) or TF-IDF (S5) weight schemas, outperforming MaxEnt.

| Source | Weight | MaxEnt | XGBoost |
|--------|--------|--------|---------|
| (S4) \(d_1, d_2\) | freq. | 0.57 | 0.76 |
| (S5) \(d_1, d_2\) | tf-idf | 0.56 | 0.74 |
| (S7) \(d_{12}, d_{21}\) | freq. | 0.58 | 0.76 |
| (S9) \(d_{12}, d_{21}, c\) | freq. | 0.72 | 0.77 |

Table 5: MaxEnt and XGBoost F1-score over bigram character features S4, S5, S7, S9.

Each XGBoost bi-gram character features based model (dashed lines with markers) outperforms...
the word features based models (solid lines). Precision values are given across all recall levels (Figure 5).

Figure 5: Precision-recall curves (XGBoost)

Markers are present on word and bi-gram features curves. IR curve has no markers. Word features are represented by solid lines while bi-gram character features are represented in dashed lines. Marker type indicates a specific source, for example S6 and S7 triangle correspond to d12, d21 source.

Figure 6: Precision-recall curves (MaxEnt)

Markers are present on word and bi-gram features curves. IR curve has no markers. Word features are represented by solid lines while bi-gram character features are represented in dashed lines. Marker type indicates a specific source, for example S6 and S7 triangle correspond to d12, d21 source.

We can see in Figure 6 that word features based models improve performance over bi-gram character feature based models using MaxEnt (each source is represented by a marker type, e.g. a triangle for the source d12, d21). S8 and S9 features outperform the others features on MaxEnt. Results on word features are detailed in Table 6.

With respect to the set of features considering word difference between pairs of descriptions (S6, S7), XGBoost also performs the task better when consider bi-gram character features (S7) as shown in Table 5, while MaxEnt works better on word features (S6) as shown in Table 6. When context vector is present along with word difference representation (S6 vs S8 and S7 vs S9), MaxEnt showed a considerable improvement in S8 respect to S6 (see Table 6) but XGBoost achieves a slightly improvement in S9 compared to S7 (see Table 5, S6 vs S8 and S7 vs S9). Word difference vector representation worked better in MaxEnt, than combining string metric and traditional word or n-gram based representation of descriptions, while XGBoost achieves similar performance when consider that combination.

When word equivalence classes features based models are considered (S10), MaxEnt and XGBoost achieves similar performance (see Table 7).

| Source | Weight | MaxEnt | XGBoost |
|--------|--------|--------|---------|
| (S2)   | d1, d2 | binary | 0.59    | 0.59    |
| (S3)   | d1, d2 | tf-idf | 0.59    | 0.58    |
| (S6)   | d12, d21| binary | 0.63    | 0.62    |
| (S8)   | d12, d21, c | binary | 0.76  | 0.62    |

Table 6: MaxEnt and XGBoost F1-score over unigram word features S2, S3, S4, S6, S8

By combining (S1, S8, S10) features MaxEnt achieves an F1 score of 0.87, while XGBoost achieves an F1 score of 0.86 by combining (S1, S9, S10) as showed in Table 8 and Figure 7 improving the previous models.

Table 7: MaxEnt and XGBoost F1-score over word equivalence class features

| Featureset | Source | MaxEnt | XGBoost |
|------------|--------|--------|---------|
| (S10)      | d1, d2 | 0.69   | 0.69    |

Table 8: MaxEnt and XGBoost F1-score over string features S1, S8, S10

We can see in Table 8 that MaxEnt works better on string features (S8) as shown in Table 7. When context vector is present along with word difference representation (S8 vs S10), MaxEnt showed a considerable improvement in S10 compared to S8 (see Table 7). When string vector representation worked better in MaxEnt, than combining string metric and traditional word or n-gram based representation of descriptions, while XGBoost achieves similar performance when consider that combination.

When word equivalence classes features based models are considered (S10), MaxEnt and XGBoost achieves similar performance (see Table 7).
Table 8: MaxEnt and XGBoost F1-score over feature sets combination

| Model             | Prec | Rec  | F1  |
|-------------------|------|------|-----|
| IR                | 0.73 | 0.76 | 0.74|
| MaxEnt (S1, S8, S10) | 0.80 | 0.95 | 0.87|
| XGBoost (S1, S9, S10) | 0.77 | 0.96 | 0.86|

Table 9: MaxEnt and XGBoost F1-score over feature sets combination

| Model             | P@1  | R@1  | F1   | MRR  |
|-------------------|------|------|------|------|
| IR                | 0.73 | 0.76 | 0.74 | 0.84 |
| MaxEnt (S1, S8, S10) | 0.87 | 0.91 | 0.89 | 0.94 |
| XGBoost (S1, S9, S10) | 0.87 | 0.91 | 0.89 | 0.94 |

5 Conclusions and future work

We presented a hybrid Soft-TFIDF and machine learning approach to bio-medical terms normalization. This technique can be used in different problems such as automatic coding of descriptions and reference resolution in general. Our approach neither requires any additional resource like acronyms/abbreviations, alias and synonyms lists nor a spell checker because that ability is acquired from examples by defining a scoring function learned from data. As a result, our approach shows very good F1 score and mean reciprocal rank results. Even though the data set was in Spanish, we did not use any specific resource for that language, therefore our approach can be replicated in any language.

Creation of new features based on differences between descriptions and its context, in addition to the more traditional features, allow machine learning models to improve detection of pairs of semantically equivalent descriptions with low syntactic similarity and discard non semantically equivalent ones with high syntactic similarity by learning semantic equivalence from pairs of descriptions examples. As result, the false negative and false positive rates were reduced.

By generating a clustering of words to find synonyms, specially from indirect associations between words from descriptions across different concepts from direct associations, the semantic feature space generated improved the performance of machine learning models increasing F1 measure.

Finally, MaxEnt and XGBoost models showed to be effective for the task with some minor differences in the set of features returning best results.

Our work was based on the performance of the text search engine results. Then, this approach can not consider results that were not retrieved by the search engine. To overcome this limitation it is possible to use a query expansion approach. Alternatively, words in the terms can be transformed to a canonical form, both at index and query time. We also plan to expand this work to other biomedical domains such as procedures or drugs.
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