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Abstract

We propose a novel means to isolate and quantify the effects of Berry force on molecular dynamics using two reasonably strong continuous wave (CW) laser fields with frequencies $\omega$ and $2\omega$. For molecules or materials with three frequency-matching bright transitions ($|0\rangle \rightarrow |1\rangle$, $|1\rangle \rightarrow |2\rangle$, $|0\rangle \rightarrow |2\rangle$) at frequencies ($\omega$, $\omega$, $2\omega$) respectively, the effects of Berry curvature can be isolated by varying the phase between the two laser fields ($\Delta \phi$) and monitoring the dynamics. Moreover, we find that the resulting chemical dynamics can depend critically on the sign of $\Delta \phi$; in other words, the effects of Berry curvature can be enormous. Thus, this manuscript represents an unusual step forward towards using light-matter interactions to affect chemical dynamics, suggesting that topological concepts usually invoked in adiabatic quantum optics and condensed matter can be directly applied to non-adiabatic chemical excited state dynamics.
INTRODUCTION

Within the realm of solid-state electronic structure theory, it is now well-appreciated that how Bloch orbitals change their phase as a function of crystal momentum (i.e. Berry phase) is fundamentally tied to the geometry and topology of a given material and has direct consequences as far as experimental observables, such as the anomalous Hall effect. Furthermore, in the world of electronic transport, it is well understood that when a current runs through a molecule or through a material, geometric magnetic forces (which follows from Berry phase) can emerge leading to current-induced spin-orbit torques or runaway vibrational motion. However, in the context of molecular systems far from a metal surface, the experimental consequences of Berry phase remain murkier. More precisely, as far as molecular electronic structure is concerned, one considers Berry phase only around a conical intersection (CI) where the integral of the phase change around the CI is non-zero (and a multiple of $\pi$) which is known as molecular Aharonov-Bohm physics; such interference effects have now been measured for some realistic molecules. And yet, for many systems, numerical investigations of non-adiabatic dynamics suggest that semiclassical simulations (e.g. Tully’s surface hopping method) can recover many observables after wavepackets approach a CI even though these methods do not include geometric phase. Moreover, recent analysis based on exact factorization has argued that the overall effect of a molecular Berry phase disappears under a gauge transformation, except in the limit of non-zero circular nuclear currents. In the end, for theoretical chemists who think about molecular motion (rather than condensed matter physicists who think about periodic electronic structure), the experimental importance or relevance of molecular Berry phase still remains unclear.

Now one key assumption is usually made in the context of molecular non-adiabatic dynamics: almost always we assume that the electronic Hamiltonian is real-valued. However, when the electronic Hamiltonian is complex-valued, it is known that a non-zero Berry phase yields a Lorentz-like magnetic force arising from the imaginary part of the derivative coupling vector. This so-called geometric magnetic force acts as the first order correction to the Born-Oppenheimer approximation and will affect nuclear motion whenever the electronic Hamiltonian is not real-valued, e.g. for molecular systems with complex spin-orbit coupling. Nevertheless, even though derivative couplings are often large (e.g. whenever the energy gap between levels becomes small), most chemists have always assumed that they can ignore such a magnetic
FIG. 1. Schematic diagram of a molecular system (e.g. bacteriochlorophyll) under illumination by laser fields at frequencies $\omega$ (red) and $2\omega$ with phase difference $+\Delta\phi$ (blue) and $-\Delta\phi$ (green). Any detected difference in the resulting molecular dynamics can be attributed to Berry magnetic force exclusively.

force even in the context of spin-dependent nuclear phenomena (e.g. spin-vibronic intersystem crossing)\cite{36, 37}. Traditional surface hopping does not account for a Berry magnetic force directly or indirectly\cite{17}.

In a future set of articles, we will suggest a set of complex-valued Hamiltonians and chemical reactions for illustrating how Berry magnetic force can lead to spin-dependent nuclear motion. For the present letter, however, our goal is to demonstrate that Berry magnetic force should also be experimentally observable for a spin-less system with a real-valued electronic Hamiltonian, provided that we have a strong laser source. In order to generate a necessarily complex-valued Hamiltonian from a real-valued Hamiltonian, we will assume that the spin-less molecular system is coupled to multiple laser fields that are periodic in time with frequencies $\omega$ and $2\omega$ (see Fig. 1); such a system should be easily realizable with frequency doubling. In such a case, using Floquet theory\cite{38}, one can expand the electronic wavefunction in a Floquet state basis (the electronic states dressed by $e^{i m \omega t}$ for an integer $m$) and recast the explicitly time-dependent real-valued Hamiltonian ($\hat{H}(t)$) into a time-independent complex-valued Floquet Hamiltonian ($\hat{H}_F$). Furthermore, the complex-valued nature of the Floquet Hamiltonian can be tuned by the phase difference between the two frequency components $\omega$ and $2\omega$ and, as we will show, this phase difference gives experimentalists the capacity to measure the dynamics of $\hat{H}_F$ and $\hat{H}_F^*$ independently. By comparing the dynamics of $\hat{H}_F$ and $\hat{H}_F^*$, one can definitively isolate the effect of Berry phase on a laser-driven molecular system.

Now using a laser-driven periodic potential (together with Floquet theory) to engineer materials to achieve a given band structure with desirable Berry phase is hardly new in the context of designing band structure\cite{39, 40}; moreover, observing the presence of a non-trivial Berry phase is considered a fingerprint of a light-induced conical intersection (LICI) in photodissociation dynamics\cite{41–45}. That being said, to our knowledge, the experimental ramifications of Berry force per se have
not been explored in the literature in the context of laser-driven nuclear dynamics. For the most part, heretofore semiclassical simulations of laser-driven dynamics have either centered around monochromatic periodic potentials (for which the Floquet Hamiltonian is real-valued and there is no Berry geometric force\cite{46–53}), or focused on electronic symmetry breaking of charge transport driven by an $\omega + 2\omega$ field (where Berry force is not a key factor in these calculations)\cite{54–56}. The goal of this letter is to establish a clear set of guidelines outlining (1) how to construct a Hamiltonian (or search for a molecular system) for which Berry force effects should be strong, and (2) how to experimentally observe Berry force using a continuous wave laser source.

**FLOQUET THEORY AND BERRY CURVATURE**

Let us briefly review Floquet theory as applied to solving periodically driven nuclear-electronic system. Consider a real-valued electronic Hamiltonian that is periodic in time i.e. $\hat{H}(t) = \hat{H}(t + T_0)$ in a diabatic electronic basis $|j\rangle$ for $j = 1, \cdots, N$. The corresponding time-independent Floquet Hamiltonian can be determined by taking the Fourier transform of $\hat{H}_F = \hat{H} - i\hbar \frac{\partial}{\partial t}$:

$$
\langle kn | \hat{H}_F | jm \rangle = \frac{1}{T_0} \int_0^{T_0} dt \langle k | \hat{H}(t) | j \rangle e^{-i(n-m)\omega t} + \delta_{jk}\delta_{mn}\hbar\omega
$$

(1)

Here $\omega = 2\pi/T_0$ and $|jm\rangle = |j\rangle e^{im\omega t}$ is an element of the diabatic Floquet state basis. Without loss of generality, we consider a time-periodic Hamiltonian written in a diabatic electronic basis of the form $H(t) = H_0 + 2\sum_{k=1}^{\infty} H_k \cos(k\omega t + \phi_k)$ where $H_k$ is a real-valued $N \times N$ block matrix. The corresponding Floquet Hamiltonian matrix takes the form of

$$
H_F = \begin{pmatrix}
\cdots & H_0 + \hbar\omega & H_1 e^{i\phi_1} & H_2 e^{i\phi_2} \\
H_1 e^{-i\phi_1} & H_0 & H_1 e^{i\phi_1} \\
H_2 e^{-i\phi_2} & H_1 e^{-i\phi_1} & H_0 - \hbar\omega & \cdots
\end{pmatrix}
$$

(2)

In the Floquet diabatic representation, the electronic wavefunction can be written as $|\Psi_F(t)\rangle = \sum_j \sum_{m=-\infty}^{\infty} C_{jm}(t) |jm\rangle$, and the Schrödinger equation becomes $i\hbar \frac{\partial}{\partial t} C = H_F C$ with a complex-valued Floquet Hamiltonian $H_F$. Note that here the Floquet expansion dresses the electronic diabatic states and does not affect the nuclear degrees of freedom.

Next, in order to account for nuclear motion, we let $\hat{H}_F = \hat{H}_F(\vec{R})$ depend on a nuclear coordinate $\vec{R}$. The Floquet Hamiltonian can be diagonalized by solving $\hat{H}_F(\vec{R}) |\Phi^j(\vec{R})\rangle = V^j(\vec{R}) |\Phi^j(\vec{R})\rangle$. 
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Here \( V_J^f(\vec{R}) \) denotes the Floquet quasi-energy surface and \( |\Phi_J(\vec{R})\rangle = \sum_j \sum_{m=-\infty}^{\infty} G_{jm}^J(\vec{R}) |jm\rangle \) are the Floquet adiabatic states. Then, within the Floquet adiabatic representation, we can propagate non-adiabatic nuclear dynamics where the potential energy surfaces are \( V_J^f(\vec{R}) \) and the derivative coupling between Floquet adiabatic states \( J \) and \( K \) is

\[
\vec{d}_{JK} = \sum_j \sum_{m=-\infty}^{\infty} G_{jm}^J \frac{\partial}{\partial \vec{R}} G_{jm}^K = \frac{\langle G^J | \nabla_{\vec{R}} H_F | G^K \rangle}{\varepsilon_K - \varepsilon_J} \tag{3}
\]

With the complex-valued Floquet Hamiltonian, it is well known that the Berry curvature near the derivative coupling region yields an effective ”magnetic” force on adiabatic surface \( J \)[57,59]

\[
\vec{F}_{J}^{mag} = \hbar \vec{P} \times \vec{B}_J \text{ where } \vec{P} \text{ is the nuclear momentum and } M \text{ is the nuclear mass. Here } \vec{B}_J \text{ is defined as the Berry curvature of Floquet adiabat } J
\]

\[
\vec{B}_J = -i \sum_{K \neq J} \vec{d}_{JK} \times \vec{d}_{KJ}. \tag{4}
\]

Note that \( \vec{d}_{JK} = -\vec{d}_{KJ}^* \) and the ”magnetic” force arise from the imaginary part of the derivative coupling; explicitly

\[
\vec{F}_{J}^{mag} = \hbar \vec{P} \times \vec{B}_J = 2\hbar \text{Im} \sum_{K \neq J} \vec{d}_{JK}(\frac{\vec{P}}{M} \cdot \vec{d}_{KJ}). \tag{5}
\]

**SUFFICIENT CONDITION FOR OBSERVING BERRY FORCE**

For a spectroscopist who wants to observe Berry curvature directly through nuclear dynamics, we will now establish a practical framework. To begin this analysis, note that the Berry curvature of the Floquet Hamiltonian remains unchanged under two transformations: (1) adding an arbitrary phase factor to a spatial electronic basis function: \( |j\rangle \to |j\rangle e^{i\theta_j} \) for \( \theta_j \in [0, 2\pi) \); (2) translating a Floquet diabatic basis function in time for arbitrary \( \eta \): \( e^{im\omega t} \to e^{im\omega (t + \eta/\omega)} \). If these operations are applied, a block of the Floquet Hamiltonian in (2) transforms as follows

\[
H_k \to \tilde{H}_k = U^\dagger H_k U e^{i\eta} \tag{6}
\]

Such a transformation (replacing \( H_k \) with \( \tilde{H}_k \)) has no effect on the Berry curvature in Eqs. 3 and 4, which will now allow us to isolate a set of sufficient conditions for isolating a Berry force.

**Case #1: Monochromatic Laser**

The simplest case to consider is the case of a monochromatic laser of the form \( H(t) = H_0 + H_1 \cos(\omega t + \phi_1) \)[60]. In such a case, the Floquet Hamiltonian will be block tridiagonal (i.e. \( H_1 \neq 0 \),
but $H_2 = H_3 = H_4 = \cdots = 0$ in (2)). If we now apply a transform of the form of (6), letting $\theta_j = 0$ for all $j$ and $\eta = -\phi_1$, and noting that $\cos(\omega t)$ yields real Fourier transform components ($\frac{1}{2}H_1$ and $\frac{1}{2}H_1$), we find that a complex-valued $H_F$ can always be transformed to a real-valued $\tilde{H}_F$. In other words, if a molecule and material is illuminated by a monochromatic laser, the Berry curvature is still strictly zero.

**Case #2: 2 Frequencies, 2 Electronic States**

Next, we focus on the case where the laser profile includes two periodic frequency components. Specifically, we consider two electronic states ($N = 2$) coupled through the laser excitations only (i.e. $H_0$ is diagonal). We find that $H_F$ cannot be transformed to a real-valued $\tilde{H}_F$ (except for a trivial case when $\phi_2 - 2\phi_1 = 0 \mod \pi$), suggesting that one should be able to observe non-zero Berry force effect in this case. However, if a system contains only two electronic states, there is only one energy difference that can be made resonant with one incoming frequency (and we have already discussed why Berry curvature is zero in the case of a monochromatic laser.) Thus, observing non-zero Berry curvature in the presence of only two electronic states would require higher order non-resonant light-matter interactions, for example, multiphoton absorption. Such effects are usually very weak and very likely will not yield robust experimental signals.

**Case #3: 2 Frequencies, 3 Electronic States**

To observe a significant Berry force effect, we find we require a minimal model of three electronic states ($|0\rangle, |1\rangle, |2\rangle$) with three bright transitions ($|0\rangle \rightarrow |1\rangle$, $|1\rangle \rightarrow |2\rangle$ and $|0\rangle \rightarrow |2\rangle$). In this case, the complex-valued Floquet Hamiltonian cannot be made real-valued (except for the trivial case when $\phi_2 - 2\phi_1 = 0 \mod \pi$), such that a non-zero Berry curvature is expected. Note that all three electronic transitions must be bright: if, for instance, the $|1\rangle \rightarrow |2\rangle$ transition is dark, (i.e. $(H_k)_{12} = 0$ in (2)), the Berry curvature will again likely be small as in case #2 above. After all, with only two bright transitions and two frequencies, one can make a reasonable rotating wave approximation (RWA) on resonance and reduce the Floquet Hamiltonian to be effectively real-valued. Thus, we are led to a Hamiltonian of the following mathematical form:

$$H(t) = H_0 + H_1 \cos \omega t + H_2 \cos(2\omega t + \Delta \phi).$$  \hspace{1cm} (7)

where $\Delta \phi \in [-\pi, \pi]$. 
For the spectroscopist, control over the phase difference $\Delta \phi$ will allow one to isolate Berry curvature. When $\Delta \phi = 0$ or $\pm \pi$, based on the above analysis, the Berry curvature is 0. However, if $\alpha$ is a constant not equal to 0 or $\pm \pi$, choosing $\Delta \phi = \alpha$ vs $\Delta \phi = -\alpha$ is equivalent to choosing $\hat{H}_F$ vs $\hat{H}_F^\dagger$. Most importantly, because two linear operators that are complex conjugate to each other, i.e. $\hat{H}_F$ vs $\hat{H}_F^\dagger$, will have identical eigenvalues, any difference in the resulting nuclear dynamics must reflect differences in the phases of the eigenvectors, i.e. Berry force. Thus, by comparing the dynamics of $\hat{H}_F$ and $\hat{H}_F^\dagger$, the effect of Berry phase on a laser-driven molecular system can be isolated.

**MODEL AND RESULTS**

For a numerical demonstration of a Berry force on nuclear dynamics using the Hamiltonian in (7), we consider the following model with three electronic diabatic states $|j = 0, 1, 2 \rangle$ coupled to two nuclear degrees of freedom $\vec{R} = (x, y)$. $H_0$ is taken to be diagonal and of the form (see (7))

\[
\langle 0 | H_0 (\vec{R}) | 0 \rangle = A \tanh(x), \\
\langle 1 | H_0 (\vec{R}) | 1 \rangle = \hbar \omega - A \tanh(x), \\
\langle 2 | H_0 (\vec{R}) | 2 \rangle = 0.2A + 2\hbar \omega
\]

with $A = 0.02$ and $\hbar \omega = 0.5$. We assume that the only coupling between the diabatic electronic states is caused by the coupling between the transition dipole moments and the external electric fields, which we take to be of the form

\[
\langle j | H_1 (\vec{R}) | k \rangle = \langle j | H_2 (\vec{R}) | k \rangle = De^{-(x^2+y^2)/2\sigma^2}.
\]

for all $j \neq k$ with $\sigma = 1.0$ and $D = 0.01$.

For convergence only, the eigenenergies of the Hamiltonian $H_0(\vec{R})$ have been chosen to mimic scattering potentials. Although all the theory above in Sec. is completely general, working with a scattering Hamiltonian (where the diabatic Floquet states $|jm\rangle$ have constant asymptotic energies) will allow for a very simple visualization of the Floquet dynamics below. Moreover, for this Hamiltonian, invoking the RWA (where we only keep the three diabatic states $|jm\rangle \in \{|02\rangle, |11\rangle, |20\rangle\}$) is a fairly good approximation. For a visualization of the relevant diabatic and adiabatic energies, see Fig. 2. Henceforward, the Floquet adiabatic energies will be labeled as $|\varepsilon^{F}_0\rangle$, $|\varepsilon^{F}_1\rangle$ and $|\varepsilon^{F}_2\rangle$. 7
FIG. 2. (a) The three diabatic Floquet states $|02\rangle$ (electronic state $|0\rangle$ dressed with 2 photons), $|11\rangle$ (electronic state $|1\rangle$ dressed with 1 photon) and $|20\rangle$ (electronic state $|2\rangle$ dressed with 0 photons) approach each other near $x = 0$. All other Floquet states have quasi-energies greater than 1.498 or smaller than 0.502 and are not dynamically relevant. (b) The energies of the three Floquet adiabatic states $|\varepsilon_0^F\rangle$, $|\varepsilon_1^F\rangle$ and $|\varepsilon_2^F\rangle$, clearly show a complicated avoided crossing. All energies are evaluated at $y = 0$.

To propagate the laser driven electron-nuclear system, we integrate the time-dependent Schrödinger equation (TDSE) with the total Hamiltonian $\hat{H}_{\text{tot}}(\vec{R},t) = -\frac{\hbar^2}{2M} \frac{\partial^2}{\partial \vec{R}^2} + \hat{H}(\vec{R},t)$ using a Trotter decomposition[61]. The nuclear mass is chosen to be $M = 1000$ a.u.. We assume the initial nuclear wavepacket is on diabat $|2\rangle$ and of the form $|\Psi(x,y,0)\rangle = N \exp[-\frac{(x-x_0)^2}{2\sigma^2_x} + ip_x^0(x-x_0) - \frac{(y-y_0)^2}{2\sigma^2_y} + ip_y^0(y-y_0)]|2\rangle$. Here, $x_0, y_0, p_x^0, p_y^0$ are the initial positions and momenta along the $x$ and $y$ directions respectively, and $\sigma_x = \sigma_y = 1$ represent the width of the Gaussian along $x$ and $y$ direction. Note that solving the TDSE with the total Hamiltonian is equivalent to the exact propagation of $i\hbar \frac{\partial}{\partial t} C = H_F C$ with a time-independent Floquet Hamiltonian.

**Floquet-based Berry curvature**

Before running dynamics, we analyze the Berry curvature (in the $z$ direction) of the Floquet Hamiltonian as calculated by [4]. For this 2D model, the Berry curvature is antisymmetric with respect to the $x$ axis, see Fig. 3(b) and (c). In agreement with the theory presented above, the computed Berry curvatures for phase differences $+\Delta \phi$ and $-\Delta \phi$ have the same magnitude but opposite sign. For a nuclear wavepacket moving in the $x - y$ plane, equal and opposite Berry curvatures are equivalent to equal and opposite effective magnetic fields, so that we expect the nuclear wavepackets will move in different directions for Hamiltonians specified by phase differences $\pm \Delta \phi$.

Note that the magnitude of the Berry curvature varies dramatically as a function of space. In
FIG. 3. (a) The maximal Berry curvature found in the $y < 0$ half-plane for Floquet adiabatic state $|\varepsilon F_0 \rangle$ as a function of $\Delta \phi$. Note that the Berry curvature becomes zero at $\Delta \phi = -\pi, 0, \pi$ and reaches the largest magnitude around $\Delta \phi \approx \pm 3\pi/8$. The map of the Berry curvature in the nuclear coordinate is plotted for phase differences (b) $\Delta \phi = -3\pi/8$ and (c) $\Delta \phi = +3\pi/8$. Note that for $\Delta \phi = \pm 3\pi/8$, the Berry curvatures are the same in magnitude, but opposite in sign, leading to opposite Berry magnetic forces. Note further that these Berry curvature plots have excluded the contribution from the trivial crossing at $x = 0$ and $x = \pm \text{atanh}(0.2)$, which are zero in principle (when evaluated exactly).

In order to best characterize how one phase difference $\Delta \phi$ determines the overall Berry curvature, in Fig. 3(a), we report the maximum (signed) Berry curvature sampled over the lower half-plane ($y < 0$) as a function of $\Delta \phi$. We find the largest difference in the Berry magnetic force when comparing $\Delta \phi \approx 3\pi/8$ vs $\Delta \phi \approx -3\pi/8$. As a sidenote, the Berry curvature is indeed zero when $\Delta \phi = -\pi, 0, \pi$—in agreement with the analytic theory discussed in Sec. .

**Distinct transmission and reflection probabilities as induced by opposite Berry forces**

To observe the consequence of a large Berry magnetic force, we compare the transmission and reflection probabilities of the wavepacket in the presence of the $\omega$ and $2\omega$ CW lasers with phase difference $\Delta \phi = -3\pi/8$ and $\Delta \phi = +3\pi/8$; see Fig 3(a). We initialize an incoming wavepacket centered at $(x_0, y_0) = (-2, -6)$ with the initial momentum $(p^x_0, p^y_0) = (6.7, 9)$. We choose the initial conditions so that both (i) the wavepacket will pass through the non-zero Berry curvature region (see Figs. 3(b) and (c)) and (ii) the wavepacket momentum will be slow enough so that the
\[ \Delta \phi = -3\pi/8 \quad \Delta \phi = +3\pi/8 \]

| \( \text{Prob}(0 \rightarrow 0) \) | 0.440 | 0.441 |
| \( \text{Prob}(0 \rightarrow 1) \) | 0.355 | 0.061 |
| \( \text{Prob}(0 \rightarrow 2) \) | 0.205 | 0.498 |

TABLE I. The transition probabilities for \( \Delta \phi = \pm 3\pi/8 \) as calculated in Fig. 4.

asymptotic wavepacket is not sensitive to the initial position of the wavepacket or the initial phase of the \( \omega \) and \( 2\omega \) CW waves (see discussion in Ref. 62).

Finally, let us analyze the nuclear dynamics. As shown in Fig. 4, after scattering, the asymptotic wavepackets for the two choices of \( \Delta \phi \) are significantly different both in their spatial distributions (Figs. 4(a,b)) and in their momentum distributions (Figs. 4(c,d)). First, we find that, after scattering, the wavepacket on state 1 (red) moves in different directions as a function of \( \Delta \phi \) (\( x < 0, p_x < 0 \) for \( \Delta \phi = -3\pi/8 \) and \( x > 0, p_x > 0 \) for \( \Delta \phi = +3\pi/8 \)), which is demonstrable proof that the Berry magnetic force have a strong influence on turning and guiding nuclear dynamics. Second, if we focus on the total transmission (\( x > 0 \)) and reflection (\( x < 0 \)) probabilities (after adding up the contributions from all three electronic states), we find that the bifurcation forward and backward in the x-direction is very different depending on \( \Delta \phi \). In particular, for \( \Delta \phi = -3\pi/8 \), we find that \( \text{Prob}(x < 0) = 0.44 \) and \( \text{Prob}(x > 0) = 0.56 \); vice versa, for \( \Delta \phi = +3\pi/8 \), we find \( \text{Prob}(x < 0) = 0.939 \), which implies almost complete reflection. And at the same time, the transition probabilities from state 0 to state 1 (red) and 2 (blue) are significantly different as well (see Table I and the color contours in Fig. 4). Altogether, these significant differences suggest that the Berry magnetic force effect should be able to promote or suppress a chemical reaction, which should indeed be easy to observe experimentally.

DISCUSSION

We have isolated one class of Hamiltonians whose dynamics clearly demonstrate large effects as caused by the presence of light-induced Berry forces. In order to realize such a Hamiltonian (or a similar Hamiltonian) within a realistic spectroscopic experiment, there are three major questions that we must now address. First, based on the theory in Sec. , the experiment must be carried out with molecules or materials that have three bright transitions, i.e. two absorption bands at
FIG. 4. Visualization of the transmitting wavepackets in (a)(b) real space and (c)(d) momentum space, corresponding to different diabatic electronic states $|0\rangle$ (Yellow), $|1\rangle$ (Red), and $|2\rangle$ (Blue). For all the panels, the dashed lines represent the trajectories for each states, the dotted black lines represent the $x = 0$ and $p_x = 0$ line respectively. For diabatic states $|0\rangle$, the transmitting wavepackets for $\Delta \phi = -3\pi/8$ and $\Delta \phi = +3\pi/8$ are approximately the same. However, on diabatic state 1 and 2, the transmitting wavepackets have significant differences for $\Delta \phi = -3\pi/8$ and $\Delta \phi = +3\pi/8$ in spatial distribution and momentum distribution. Moreover, as qualitatively shown by the transparency of the contour colors, the asymptotic probabilities for opposite phase differences are very different. When we combine the probabilities on all states for $x < 0$ (or equivalently $p_x < 0$) vs $x > 0$ ($p_x > 0$), we find that for $\Delta \phi = -3\pi/8$, $\text{Prob}(x < 0) = 0.440$ and $\text{Prob}(x > 0) = 0.560$; for $\Delta \phi = +3\pi/8$, $\text{Prob}(x < 0) = 0.939$ and $\text{Prob}(x > 0) = 0.061$. These differences can arise only due to the Berry magnetic force.

frequencies $\omega$ and $2\omega$ and one interband transition. What molecules or materials should we choose to satisfy such a requirement? Second, the intensity of the laser source must be strong enough such that the transition dipolar coupling of the system leads to transitions between diabatic dressed states; how much power must the laser produce in practice? Third, the experimental measurements must be sensitive to the nuclear dynamics in order to exhibit different signals induced by Berry magnetic force effects; what observables should be measured? We will now address these practical questions in detail.

**Molecules and Materials**

As far as target molecules and materials, we can envision several possible candidates for the experiment proposed above:

1. Hybrid metal nanostructures: Cyltrimethylammonium bromide (CTAB) is widely used as
a surfactant ligand in metallic nanoparticle (NP) synthesis and fortuitously has vibrational bands at 1500 cm$^{-1}$ and 3000 cm$^{-1}$\[63, 64\]. Moreover for gold nanoparticles capped with CTAB (CTAB@AuNPs), we can expect very strong absorption for all transitions due to the coupling to plasmons. As such, illuminating a CTAB-coated hybrid nanostructure with IR lasers is one possibility for realizing the experiment above.

2. Photosynthetic complexes: As another example of bright molecules with a fortuitous energy spacing, many light-absorbing components within a photosynthetic bacteria, such as bacteriochlorophyll (BChl) and bacteriophytochromes, have separate absorption bands around 400 nm (Soret band) and 800 nm (the $Q_y$ band)\[65, 66\]. In a heterogeneous environment, without symmetry, there is no reason to expect that the Soret band to $Q_y$ band should be forbidden.

3. Quantum dot(QD)–molecule complexes: Lastly, rather than relying on a fortuitous alignment of energies, another approach for generating bright transitions at frequencies $\omega$ and $2\omega$ is to match an adsorbate with a quantum dot of the optimal radius. After all, the electronic properties of a colloidal QD, especially the exciton energy and the transition dipole moment, can be tuned by changing the core size and capping ligands. As an example, oleate-capped colloidal PbSe QDs with a diameter of 6.5 nm have an exciton energy around 5500 – 6000 cm$^{-1}$ while the oleate ligand itself has a vibrational mode that absorbs strongly at 2900 cm$^{-1}$\[67\]. Thus, matching a ligand with a tunable QD is another attractive approach to generating three bright transitions: two at frequency $\omega$ and one at frequency $2\omega$.

**Laser Source Intensity**

We now turn our attention to the intensity of the laser source as required to observe a Berry force effect in the proposed experiment. As shown in Fig 4, when the initial diabatic state is 0, the dynamical difference of the nuclear wavepackets between the $\Delta \phi = \pm 3\pi/8$ cases is most significant on diabats 1 and 2. Therefore, in addition to having non-zero Berry curvature, another key requirement for observing Berry force is that the light-induced diabatic coupling (characterized by $D$ in (9)) must be strong enough to induce meaningful jumps between diabatic dressed states—for the model Hamiltonian above, we estimate that a lower bound $D > \sqrt{p^4_0A/2\pi M} \approx 10^{-3}$ a.u. $\approx 0.02$ eV will yield a reasonable diabatic transition probability according to the Landau–Zener formula (and
A smaller diabatic coupling (i.e. a lower electric field strength and laser power) would likely lead to a detectable Berry magnetic force, but the effect might not be strong.

More generally, given thermal motion at room temperature, a diabatic coupling on the order of 0.02 eV should be quite sufficient for ensuring transitions between diabatic states. For instance, within the Marcus model of electron transfer, the key Massey parameter that dictates the probability of a transition between diabats is $W \approx 2\pi H_{ab}^2/h\Omega\sqrt{E_Rk_BT}$ where $H_{ab}$ is the diabatic coupling, $\Omega$ is the nuclear frequency of the reaction coordinate, and $E_R$ is the reorganization energy\textsuperscript{[68, 69]}. At room temperature $k_BT = 0.025$ eV, a typical nuclear frequency might be $\hbar\Omega \approx 0.01$ eV and a typical reorganization energy is about $E_R \approx 1.0$ eV. Therefore, one might estimate $H_{ab} > \sqrt{0.01\sqrt{0.025}/2\pi} \approx 0.016$ eV should imply $W > 1$ and a large probability to switch between diabats.

Now, for most photoexcitation experiments, the light-induced diabatic coupling is given by $D = \mu E_L$, where $\mu$ is the transition dipole moment, $E_L$ is the peak electric field strength, and the average laser power is $P_L = \alpha_L\epsilon_0|D/\mu|^2$ where $\alpha_L$ is the focus area. Given that the transition dipole moment of the above candidates ranges from $\mu \approx 4.5$ Debye (Bchl molecules\textsuperscript{[70, 71]}) to $\mu \approx 1000$ Debye (colloidal QD\textsuperscript{[72]}) and assuming that the laser focus area is 0.003 mm$^2$ (with a beam waist radius of 30 $\mu$m), we can then estimate the necessary laser power that one would need to see a reasonable Berry force effect as somewhere between 1.0 and $10^4$ Watts (see Table II). Note that these requirements are somewhat different from the conditions which have historically been applied to create LICIs in gas phase photodissociation experiments; for those experiments, one usually applies a laser pulse having a duration around 10 – 100 fs and a peak intensity of the order of $10^{12}$ W/cm$^2$\textsuperscript{[43, 45, 73]}. By contrast, for the model proposed above with Floquet theory, the experiments will require a CW laser field (or perhaps a long plateau pulse on the order of ns) with much lower power. These requirements should be realizable given today’s laser sources.

| parameters | values |
|------------|--------|
| $\mu$ [Debye] | 4.5 – 1000 |
| $E_L$ [V/m] | $1.1 \times 10^8 - 5.1 \times 10^5$ |
| $P_L$ [W] | $5.1 \times 10^4 - 1.0 \times 10^0$ |

TABLE II. An estimate of the electric field strength and laser power necessary for observing a reasonably strong Berry force effect given a diabatic coupling between light-dressed Floquet states to be 0.02 eV.
Physical Observables

As far as experimental measurements are concerned, we must emphasize that any experimental difference between $H_F$ and $H_F^*$ must reflect a Berry force effect. Thus, one can imagine several different experimental approaches for isolating Berry phase in practice.

1. Velocity map imaging (VMI): For a gas phase photodissociation reaction, VMI is one technique for quantifying the kinetic energy distribution of the nuclear fragments that are generated\cite{73}. Thus, if a given photodissociation channel can be strongly activated by exposure to two frequencies $\omega$ and $2\omega$ within the lifetime of a molecular beam experiment, VMI should be able to directly quantify fragment momenta as a function of $\Delta \phi$ and in so doing isolate a Berry curvature effect.

2. Fluorescence emission spectrum: Next, steady-state fluorescence spectra do reflect some degree of excited state dynamics. After all, when exposed to continuous illumination, a molecule or material can go through several transformations before emitting a photon. In this regard, if a molecule or material relaxes differently depending on the Berry curvature, one should expect to measure different emission spectra. In particular, very often excited state dynamics can be probed by measuring the anisotropy of the emission spectra, and this represents another experimental measurement for probing Berry phase effects.

3. Photo-induced current measurement: When a QD is placed in a nanojunction in the presence of a light field, it is well known that the shape of the current-voltage (I-V) curve is sensitive to the illumination (usually using a single-frequency laser that leads to photo-assisted electron tunneling processes\cite{74, 75}). Although the experiments are very difficult, in principle, one can imagine that the photon-induced current can pass through a QD-ligand nanojunction with three bright transitions in the presence of two light fields of frequencies $\omega$ and $2\omega$. Does the Berry magnetic force lead to a strong modified I-V curve?

CONCLUSIONS

In conclusion, physical chemists today have the necessary laser power and non-linear optics such that they should be able to determine whether or not Berry force can have a meaningful effect on chemical dynamics. Here we have proposed the simplest set of experiments to make such
a determination. These experiments require a material with three bright transitions $|0\rangle \overset{\omega}{\rightarrow} |1\rangle$, $|1\rangle \overset{\omega}{\rightarrow} |2\rangle$, $|0\rangle \overset{2\omega}{\rightarrow} |2\rangle$ as well as two strong CW at frequencies $\omega$ and $2\omega$. In the presence of these two laser fields, the key control parameter is the difference in phase $\Delta \phi$. If identical experiments are carried out for $\Delta \phi$ vs $-\Delta \phi$, any detected difference can and must be attributed to Berry force alone. If chemical spectroscopists can indeed isolate such differences and connect to the Berry theory of geometric phase, such a connection will not only help merging chemical physics and quantum optics, it may also lead to a new understanding of quantum control and photo-chemical catalysis.
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