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Abstract: Major earthquakes can cause extensive damage to buildings and alter both the natural and built environments. Accurately estimating the financial impact from these events is complex, and the damage is not always visible to the naked eye. PACT, SLAT, and HAZUS are some of the computer-based tools designed to predict probable damage before an earthquake. However, there are no identifiable models built for post-earthquake use. This paper focuses on verifying the significance and usage of variables that specifically need to be considered for the post-earthquake cost estimation of earthquake damage repair work (CEEDRW). The research was conducted using a questionnaire survey involving 92 participants who have experience in cost estimating earthquake damage repair work in New Zealand. The Weighted Average, Relative Importance Index (RII), and Exploratory Factor Analysis were used to analyse the data. The research verified that eleven major variables that are significant to the CEEDRW and should be incorporated to cost estimation models. Verified variables can be used to develop a post-earthquake repair cost estimation tool and can be used to improve the pre-earthquake loss prediction tools.
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1. Introduction

Earthquakes are naturally occurring, unpredictable hazards that could cause a considerable amount of damage to communities and their economies. From 1980 to 2018, 115 catastrophic earthquake and tsunami events caused 806,134 fatalities, US $885 billion in overall losses, and US $119 billion in insured losses [1]. Japan, China, United States, and New Zealand have been some of the world’s latest most prominent victims at considerable cost [1]. For example, it is estimated that rehabilitation after the 2010–2011 Canterbury earthquake sequence (CEQS) in New Zealand required NZ $40 billion and NZ $21 billion in insured losses [2,3]. Some of the recovery work of CEQS continued even in 2019. Since a singular event can cause a considerable impact on a country and its insurance sector, an accurate estimation of the financial impact of repairing buildings after an earthquake is imperative.

The repair cost is one of the vital factors deciding if the property is repaired or rebuilt [4]. There were many previous studies conducted on earthquake disaster modelling. Performance-based earthquake engineering (PBEE) framework-based FEMA P-58 methodology and regional damage evaluation and estimation using GIS are some of the prominent methodologies used for earthquake damage predictions [4,5]. Based on this, PACT, SLAT, HAZUS and, SP3 tools were developed to estimate the; repair time, repair cost, casualties or injuries, and safety placarding [6–8]. These tools were developed to predict the probable damage from future earthquakes and reduce future damage to buildings by improving the performance of building elements [4,9,10]. Other research further improved these processes using methods like seismic community resilience modelling, 3D scan-based damage...
mapping, 3D element visualisation, and productivity sequencing [11–13]. However, these tools have limitations related to the cost estimation process like non-consideration of; the impact of time duration on cost estimations, price escalations due to demand surge, the current state of the building, and aftershocks [14]. The aforementioned limitations prevent these tools from producing more accurate repair cost estimates [5,15], which are required for post-earthquake cost estimation. Therefore, there is an opportunity to improve the cost estimation processes for these tools.

One main reason for discrepancies between construction cost estimates produced by computer modelling tools and the final building repair cost is that multiple variables impact the estimated construction cost. Non-consideration of such variables is one reason for cost overruns [16]. There has been much research into variables influencing cost variations in construction projects [16–20]. The impact of these variables differs based on the project type.

During the post-earthquake stage, there are exceptional variables that impact costs. Previous research has noted eleven such variables that specifically impact earthquake damage scenarios [21]. The existence and impact of some of these variables are further discussed in the next section.

Variables Considered in Current Cost Estimation Models

Previous research has suggested that most of the variables affecting earthquake damage repair work are considered in post-earthquake repair cost estimations. However, unforeseeable damage, occupancy during repair, and aftershocks’ impact are the only three variables considered by current cost estimation tools. However, the impact of occupancy during repair work was only used for time estimation and not for the cost estimation process [14]. The impact of aftershocks and earthquake-induced hazards is also partially included in the models. Nevertheless, compared with post-earthquake damage estimation, P-58 methodology-based models have the advantage as they include unforeseen probable damage based on past and experimental data. However, earthquake cost estimates produced from these models will never match the actual value and will likely never get to that point. However, a post-earthquake cost estimation model should consider the impact of these variables. Therefore, the following Table 1 synthesis the variables in detail with their impact on the project cost.

| Variable | Description | Impact |
|----------|-------------|--------|
| Consequential damage repair (F 01) | Elements in buildings are interconnected. Damage to one element might cause damage to other elements. Additional damage can also occur during repair work. The cost of professional services in construction is generally related to; design, architectural, and engineering fees (D/A/E). However, if the repair work is funded by insurance, legal fees can come into play. | For example, damaged hot water cylinders, brick chimneys, and brick parapet walls had caused damage to other elements like; roof structure, roof tiling, canopies, plumbing, electrical services, and other building elements during CEQS [22,23]. A study was carried out in Italy on repairs conducted for 5775 residential buildings after the L’Aquila earthquake identified that professional fees for D/A/E services could be as high as 16% to 17% of the total cost [24]. However, the professional fees did not include legal fees. A fixed-price contract will assign this risk to a contractor allowing no changes of price. On the other hand, cost-plus-profit contracts could assign the client’s risk, which pays all the contractor’s costs plus profit [25]. According to a New Zealand court case [26], the average profit margin on repairs CEQS was identified as 10 percent, which can vary according to the required specialised skills and changes risk [27]. |
| Cost of professional services (F 02) | | |
| Varying profit margins depending on the type of building contract (F 03) | Depending on the risk, the profit of the contractor will vary, thus changing the construction costs. | |
Table 1. Cont.

| Variable | Description | Impact |
|----------|-------------|--------|
| Restrictions during repair work (F 04) | Repair work of a building might be restricted due to it being occupied during construction [15]. Restrictions would result in additional work, increasing the cost and repair time. | Preventive measures are required to restrict access to the whole building and protect occupants from health and safety issues. For example, daily cleaning, covering of working areas, temporary pathways, and construction work restrictions are few measures. Additionally, Ward et al. [28] verified that repair time and cost would be higher in occupied buildings. Damage from post-earthquake liquefaction, aftershock [31], fire [32], and flooding [33] have also been identified after the CEQS. Damage from liquefaction is typically considered earthquake damage and considered in cost estimation models. However, the cause of damage from aftershocks, fire, and inundation requires additional evaluations to prove their direct causation from an earthquake [34]. Furthermore, building elements like: plasterboard, furniture, and electrical services can easily be damaged if the building interior is exposed to prolonged weather conditions. |
| Aftershocks, earthquake-induced hazards and weather conditions (F 05) | Outside of significant shaking, earthquakes create aftershocks, liquefaction, tsunamis, seiches, fire, inundation, and landslides [29]. These can create additional damage to buildings. Buildings that have had their external fabric compromised might be damaged further by normal weather conditions like rain, wind, and snow [30]. Earthquake damages create a sudden need to repair or rebuild based on the demand for construction-related goods and services. The sudden imbalance between supply and demand can increase the cost of construction. This dynamic price fluctuation occurring after an earthquake is defined as a demand surge [35]. Demand surge and annual price fluctuations will affect the price of construction-related goods. The start date will, therefore, determine applicable rates of construction. Therefore, it will be considered under price fluctuations. Repair time is inter-dependent on the cost of a project [42]. Repair time can be separated into duration and start date. Duration of repair work can be prolonged by variables like building occupancy during construction and resource availability [15]. | Evidence of price inflation after a disaster can be seen in New Zealand [36,37], the United States of America [38,39], and China [40]. The start date of repair work is affected by the time required to acquire; long-lead equipment, post-earthquake building inspections, finance, engineering input for repair work, building permits, and suitably qualified builder [41]. There has been much research on estimating demand surge [38,39]. However, there is no known reference for its usage in construction projects. |
| Price fluctuations after an earthquake (F 06) | Repair time (F 07) | Repair duration has a direct relationship to preliminary item cost that impact the overall project. Although duration estimation methods are available in P-58 based models [15], these are not linked to the cost estimation process. |
| Initially unforeseen damage (F 08) | Initially unforeseen damages are concealed earthquake damage. For example, structural columns, foundations, and services such as electrical and plumbing work are uncovered usually through destructive testing or during repair work [43,44]. In any construction work, the cost of construction will be related to the required final output. The final state of repairs may differ from pre-earthquake or as-built conditions during post-earthquake repair work. Changes can be instigated by building code or main stakeholders—building owners and insurance claim providers. | Uncovering additional damage can lead to changes in cost estimates which become apparent during rehabilitation work after CEQS [45]. P-58 methodology is capable of predicting damage from an earthquake [15]. Therefore, the P-58 methodology can be used as a method to determine the extent of earthquake damage. However, due to the probabilistic nature of this methodology, estimations can vary. |
| Changes to the final repair state (F 09) | | According to previous research, changes in the final required state or design changes may affect final repair costs [20,46–48]. Furthermore, different cost estimations are required for any changes in the final repair state. |
### Table 1. Cont.

| Variable | Description | Impact |
|----------|-------------|--------|
| Pre-earthquake state of the building (F 10) | Pre-earthquake conditions may not reflect as-built drawings. Such deviations can occur due to damage sustained before an earthquake (such as historical subsidence), inadequate construction work and substandard repair work. | These pre-earthquake damage is not covered by earthquake insurance-funded repair work [49]. However, pre-earthquake damage may also need to be repaired to meet statutory requirements if it is required. Therefore, additional inspections and separate cost estimations may be required as part of the scope to repair that will not be covered by insurance. Insurance claims-based repair work can have substantial impact. For example, the insurance loss reported by the CFQS was NZ $21 billion, which was more than 52% of the total loss [3]. Cretney [50], Price and Peters [51] agreed that substandard repair work was prominent after the CEQS. Substandard repair work creates additional problems, including hidden damage, repetitive work such as finishing work, demolition, secondary damage identification, and potentially further damage to the building due to comprised structural integrity. |
| Substandard repair work (F 11) | Large-scale repairs were conducted after each earthquake and can often be repaired below the required standard. | |

Even though a significant amount of evidence on variables impacting general construction cost, only one previous research was able to cumulate and identify the variables impacting CEEDRW through exploratory study [52]. However, the impacts of those variables post-earthquake CEEDRW were not verified. This research focuses on verifying the usage of variables in CEEDRW and identifying the significance of each on CEEDRW.

### 2. Materials and Methods

This research focuses on verifying the usage of aforementioned eleven variables (F01–F11) on CEEDRW and identifying the significance of each on CEEDRW, based on professional opinion (refer Table 2). A questionnaire survey was the data collection method used. The questionnaire survey was chosen as the most suitable method of data collection as it allowed acquiring a high number of respondents in a short period.

### Table 2. Variables considered in the research.

| Variable ID | Variable |
|-------------|----------|
| F 01        | Consequential damage repair |
| F 02.1a     | Cost of structural engineering services |
| F 02.1b     | Cost of geotechnical engineering services |
| F 02.1c     | Cost of land surveying services |
| F 02.2      | Cost of architectural services |
| F 02.3      | Cost of quantity surveying services |
| F 02.4a     | Cost of lawyers’/advocates’ legal services |
| F 02.4b     | Cost of dispute resolution facilitators’/dispute resolvers’ services |
| F 03        | Varying profit margins depending on the type of building contract |
| F 04        | Restrictions during repair (e.g., building being occupied during repair work) |
| F 05.1      | Damage from aftershocks |
| F 05.2a     | Damage from earthquake-induced hazards–flood |
| F 05.2b     | Damage from earthquake-induced hazards–fire |
| F 05.3      | Damage from weather conditions |
| F 06        | Price fluctuations due to change in demand for resources caused by an earthquake |
| F 07        | Duration of repairs |
| F 08        | Initially unforeseen damage |
| F 09.1      | Changes required to final repair state–to meet statutory compliance |
| F 09.2      | Changes required to final repair state–to meet stakeholder requirements |
| F 10        | Pre-earthquake state of the building |
| F 11        | Substandard initial repair work |
2.1. Questionnaire Design

The questionnaire survey contained three sections. The first section of the questionnaire was designed to acquire details of participants, specifically experience in CEEDRW. However, no names of the participants were collected to allow them to be anonymous. Only participants with experience in CEEDRW were considered for the study. The second section was used to verify if these variables were considered cost estimation during repair work related to the Canterbury earthquake and which should be used in future CEEDRW. The third section aims to identify the significance of the variables affecting CEEDRW using the five-point Likert scale (Five being very important and one being not important at all). Refer to Figures A1–A4 in Appendix A for a sample of the questionnaire design.

2.2. Sampling Method and Data Collection

The questionnaire survey targeted professionals with experience in CEEDRW in New Zealand who were hard to identify. Purposive sampling method can be used for highly relevant and specialised populations that are difficult to reach [53,54]. Therefore, the purposive sampling method was used for the questionnaire survey distribution. As the most likely professionals involved, the questionnaire was first distributed through the monthly newsletter to all NZIQS members (The New Zealand Institute of Quantity Surveyors), who were the main contributors to CEEDRW. The NZIQS newsletter only yielded four responses making the response rate less than 0.2%. Because of the low response rate, online directories and databases on cost estimators and builders were used to sending 310 emails engaged via email and telephone reminders. Later, the survey yielded 94 replies with a 30.3% response rate. Both methods yielded 98 responses. Based on the information provided in section one of the questionnaire, six respondents were excluded from the data set as they did not have experience in CEEDRW. From the remaining 92 participants (refer to Figure 1), almost half of the participants had more than five years of experience in CEEDRW.
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**Figure 1.** Years of experience in estimating the cost of earthquake damage repair work.

2.3. Validity and Reliability

The validity and reliability of the research method ensure the credibility and dependability of the research output. The validity of the research methods focuses on the proper design of the questionnaire that will accurately fulfill the objectives [55]. The validity of a questionnaire was evaluated in different areas such as construct validity, content validity, predictive validity, and face validity. However, the required validity methods depend on the aims of the research. Description of each validity and method of achieving is mentioned in Table 3. The data collection process was also approved by the Massey University Human Ethics Committee: Northern (Application 4000017232), which would also improve the validity of the research.
Table 3. Method of achieving the required validity of the research.

| Type of Validity       | Description                                                      | Method of Achievement                                                                 |
|------------------------|------------------------------------------------------------------|---------------------------------------------------------------------------------------|
| Content validity       | Does the questionnaire cover the required scope?                 | Questions were developed based on a literature review and reviews from costing professionals. Qualitative. The questions for the questionnaire were directly interpreted from the hypothesis. Furthermore, five cost estimation professionals validated the questionnaire and objective with experience in CEEDRW in the pilot survey. |
| Construct validity     | Do questions achieve the intended measurement?                   | Qualitative. The questions for the questionnaire were directly interpreted from the hypothesis. Furthermore, five cost estimation professionals validated the questionnaire and objective with experience in CEEDRW in the pilot survey. |
| Predictive validity    | Ability to make accurate predictions from the data collected?    | The research did not intend to achieve predictive validity. Not knowing the population and use non-random sampling prevents achieving. |
| Face validity          | Evaluation with non-experts to check the understanding?          | Achieved by giving the questionnaire to three non-experts in the pilot survey for comments. |

2.4. Research Bias

Even though many measures were used to improve validity and reliability, this research contains some research bias. These are selection bias, convenience bias, volunteer bias, non-response bias, response bias and wording bias. Details related to each type of bias are summarised in Table 4.

Table 4. Types of Bias related to the research.

| Type of Bias         | Description                                                      | Reason of Unavoidability                                                                 |
|----------------------|------------------------------------------------------------------|---------------------------------------------------------------------------------------|
| Selection bias       | Occurs when sample does not represent the population            | The population could not be clearly identified; thus random sampling could not be used. The types of respondents required for the study were specialised and hard to find. |
| Convinence bias      | Occurs when participants were selected based on convivence       | Therefore, purposing sampling was used. This method would lead to some forms of convivence-based respondent selection. |
| Volunteer bias       | Occurs when participants are people who volunteer                | Since the study cannot be forced, respondents had to be volunteers. Since the study was voluntary, there were potential respondents that did not respond to the request. Even if participants were reminded several times, there were instances where this could not be avoided. |
| Non-response bias    | Occurs when invited respondents did not respond                  | Participants were requested to be true, but each respondent has the ability to deviate from the truth. Furthermore, respondents tend to provide positive feedback rather than the truth. Inaccurate wording or leading questions were reduced through the pilot survey. However, there could be residual wording bias. |
| Response bias        | Participants change the responses because they want to change the outcome | | |
| Wording bias         | Occurs through inaccurate wording or leading questions           | | |

2.5. Data Analysis Method

Variables affecting CEEDRW were ranked according to the weighted average and relative important index (RII). Weights in the Likert scale were assigned to quantify the
inputs. Based on that, the variables were ranked. Finally, a principal component analysis was conducted to identify the relationship between the variables. RII was used to identify the significance of the variables. RII was calculated using the following Equation (1):

$$\text{RII} = \frac{\sum w}{AN},$$  

(1)

In which: $w$ is the specific weight suggested by the respondents, $A$ is the highest allocable weight, and $N$ is the total number of respondents [56].

Once the factors are ranked, the data set should be tested for factor analysis. Kaiser–Meyer–Olkin (KMO) and Bartlett’s test of sphericity is one of the tests that can be conducted to test whether a factor analysis is appropriate for a data set or not. A dataset should acquire a value above 0.5 and near 1.0 in the KMO test [57]. Data in Section 2 of the research acquired 0.768, which was considered adequate for the research.

The selected factors are further scrutinised to remove insignificant factors using a scree plot or parallel analysis method. The scree plot uses a graph of the Eigenvalues to find change natural bend in data. Further, random order Eigenvalues were generated and compared with actual Eigenvalues. The factors are accepted if the actual Eigenvalues are higher than the random order Eigenvalues [58,59]. However, Williams et al. [58] and Henson and Roberts [60] justified that the parallel analysis method is a more reliable and consistent method for selecting the factors than a scree plot method. Therefore, a parallel analysis was used to remove insignificant factors.

3. Results
3.1. Variables Considered in Past CEEDRW and to Be Considered in Future CEEDRW

According to the questionnaire survey, more than 50% of the participants considered F 09.1 (Changes required in reconstruction to meet statutory compliance) and F 01 (Consequential damage repair) were identified as the most commonly considered variables in damage estimates endorsed by more than 90% of respondents (refer to Figure 2). However, F 05.1 (damage from aftershocks), F 02.4a (Cost of lawyers'/advocates' legal services), and F 02.4b (Cost of dispute resolution facilitators'/dispute resolvers’ services) were considered by less than 50% in their CEEDRW. However, more than 60 percent of the participants agreed that these three variables should be considered in future CEEDRW.
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**Figure 2.** Comparison between variables that were considered in previous CEEDRW and variables that should be included CEEDRW.
In addition, three variables show decreased approval to be included in future CEE-DRW. These were F 08 (Initially unforeseen damage), F 10 (Pre-earthquake state of the building), and F 05.2a (Damage from earthquake-induced hazards—flood).

3.2. Significance of These Variables on Cost

According to the questionnaire survey, more than 50% of the participants considered these variables in their CEEDRW, except for F 05.1, F 02.4a and F 02.4b. However, these variables must be included in cost estimations based on the significance of their financial impact on CEEDRW.

Weighted averages and RII showed that F 09.1, F 02.1b, F 08 and F 01 had the highest significance with a weighted average above four and RII above 0.8, respectively (refer to Table 5). Alternatively, F 03, F 09.2, F 05.1, F 05.3, F 05.2a, F 05.2b, F 02.4a, and F 02.4b had the lowest weighted averages with a weighted average below three, respectively. It also can be seen that F 02.4b (Cost of dispute resolution facilitators'/dispute resolvers' services) gained the highest standard deviation and the lowest weighted average. However, three of the aforementioned lowest-rated variables, F 03, F 09.2, and F 05.1, had a slight negative skewness and weight average near three.

Table 5. Significance of the variables affecting CEEDRW according to the weighted average.

| Rank | Variables Affecting CEEDRW |
|------|-----------------------------|
| 1    | F 02.1a—Cost of structural engineering services |
| 2    | F 09.1—Changes required to final repair state—to meet statutory compliance |
| 3    | F 02.1b—Cost of geotechnical engineering services |
| 4    | F 08—Initially unforeseen damage |
| 5    | F 01—Consequential damage repair |
| 6    | F 07—Duration of repairs |
| 7    | F 06—Price fluctuations due to change in demand for resources caused by an earthquake |
| 8    | F 02.2—Cost of architectural services |
| 9    | F 02.1c—Cost of land surveying services |
| 10   | F 11—Substandard initial repair work |
| 11   | F 04—Restrictions during repair (e.g., Building being occupied during repair work) |
| 12   | F 10—Pre-earthquake state of the building |
| 13   | F 02.3—Cost of quantity surveying services |
| 14   | F 03—Varying profit margins depending on the type of building contract |
| 15   | F 09.2—Changes required to final repair state—to meet stakeholder requirements |
| 16   | F 05.1—Damage from aftershocks |
| 17   | F 05.3—Damage from weather conditions |
| 18   | F 05.2a—Damage from earthquake-induced hazards—flood |
| 19   | F 05.2b—Damage from earthquake-induced hazards—fire |
| 20   | F 02.4a—Cost of lawyers'/advocates' legal services |
| 21   | F 02.4b—Cost of dispute resolution facilitators'/dispute resolvers' services |

3.3. Exploratory Factor Analysis on the 21 Variables

Based on the verification of the KMO test, exploratory factor analysis was conducted to identify similarities between the above variables and simplify them into groups. Principal component analysis (PCA) is one of the most common methods used for exploratory factor analysis [58]. PCA with Varimax rotation was used to analyse the data [61]. In the PCA
method, underlying factors that account for most of the variance were identified. These factors can group the variables [60].

Kaiser [62] defined that factors with an Eigenvalue above one are the most impactful variables. Statistical analysis identified six main underlying factors impacting the 21 variables with Eigenvalue above one (Table 6). These six factors accounted for 66.875% of the total variance.

Table 6. Total variance.

| Total | % of Variance | Cumulative % | Total | % of Variance | Cumulative % | Total | % of Variance | Cumulative % |
|-------|---------------|--------------|-------|---------------|--------------|-------|---------------|--------------|
| 6.325 | 30.120        | 30.120       | 6.325 | 30.120        | 30.120       | 3.236 | 15.408        | 15.408       |
| 2.213 | 10.537        | 40.657       | 2.213 | 10.537        | 40.657       | 2.892 | 13.771        | 29.179       |
| 1.803 | 8.588         | 49.245       | 1.803 | 8.588         | 49.245       | 2.213 | 10.538        | 39.717       |
| 1.434 | 6.830         | 56.075       | 1.434 | 6.830         | 56.075       | 2.060 | 9.810         | 49.527       |
| 1.304 | 6.209         | 62.284       | 1.304 | 6.209         | 62.284       | 2.001 | 9.528         | 59.055       |
| 1.073 | 5.108         | 67.392       | 1.073 | 5.108         | 67.392       | 1.751 | 8.337         | 67.392       |
| 0.974 | 4.639         | 72.031       | 0.974 | 4.639         | 72.031       | 1.001 | 5.108         | 77.439       |
| 0.852 | 4.057         | 76.088       |       |               |              |       |               |              |

Table 7 summarises the parallel analysis done based on Eigenvalues to identify and remove the insignificant variables. According to Parallel Analysis, three of the six factors were acceptable. Based on the selected factors, a rotation component matrix was developed for the three factors identified. The rotation component matrix expresses the impact of three factors on the variables (refer to Table 8).

Table 7. Parallel analysis.

| Component (Factor) | Eigenvalues from Actual Data Using PCA (A) | Random Order Eigenvalues from Parallel Analysis (B) | (A–B) Decision on Factor |
|--------------------|---------------------------------------------|-----------------------------------------------------|--------------------------|
| 1                  | 6.33                                        | 2.15                                                | 4.17 Accepted             |
| 2                  | 2.21                                        | 1.88                                                | 0.33 Accepted             |
| 3                  | 1.80                                        | 1.75                                                | 0.05 Accepted             |
| 4                  | 1.43                                        | 1.62                                                | −0.18 Rejected            |
| 5                  | 1.30                                        | 1.50                                                | −0.19 Rejected            |
| 6                  | 1.07                                        | 1.41                                                | −0.33 Rejected            |

Table 8. Rotated component matrix.

| Variable                                                   | Component |
|------------------------------------------------------------|-----------|
| F 05.2b—Damage from earthquake-induced hazards—fire        | 0.902     |
| F 05.2a—Damage from earthquake-induced hazards—flood      | 0.879     |
| F 05.3—Damage from weather conditions                      | 0.847     |
| F 05.1—Damage from aftershocks                             | 0.682     |
| F 02.1a—Cost of structural engineering services           | 0.859     |
| F 02.1b—Cost of geotechnical engineering services         | 0.838     |
| F 02.2—Cost of architectural services                     | 0.689     | 0.463     |
| F 02.3—Cost of quantity surveying services                | 0.621     | 0.407     |
| F 02.1c—Cost of land surveying services                   | 0.606     | 0.424     |
| F 10—Pre-earthquake state of the building                 | 0.696     |
| F 11—Substandard initial repair work                      | 0.666     |
| F 09.1—Changes required to final repair state—to meet statutory compliance | 0.631     | 0.380     |
| F 08—Initially unforeseen damage                          | 0.526     |
Table 8. Cont.

| Variable                                                                 | Component |
|-------------------------------------------------------------------------|-----------|
| F 06—Price fluctuations due to change in demand for resources as a result of an earthquake | 0.417     | 0.382 |
| F 04—Restrictions during repair                                          | 0.690     |
| F 07—Duration of repairs                                                 | 0.685     | 0.405 |
| F 01—Consequential damage repair                                         | 0.428     | 0.567 |
| F 02.4a—Cost of lawyers'/advocates' legal services                       | 0.881     |
| F 02.4b—Cost of dispute resolution facilitators'/dispute resolvers' services | 0.806     |
| F 03—Varying profit margins depending on the type of building contract   | 0.772     |
| F 09.2—Changes required to final repair state—to meet stakeholder requirements | 0.694     |

4. Discussion

Current probability-based cost estimation models like PACT, SLAT, HAZUS and, SP3 only consider three of the eleven variables considered in this research. These are damage from aftershocks, floods and fires; restrictions during repair; and initially unforeseen damage [21]. Based on the results from Section 1, almost all of the variables were included in post-earthquake CEEDRW by more than 50% of the participants. In addition, all variables were suggested to include in future usage by more than 60% of the participants.

However, aftershocks (F 05.1), cost of lawyers'/advocates' legal services (F 02.4a), and cost of dispute resolution facilitators'/dispute resolvers' services (F 02.4b) had less than 50% approval rating in past usage. The main reason for not including the damage from aftershocks in the CEEDRW could be because of a court ruling. Wellington high court [34] ruled that subsequent natural disaster events like aftershocks should be considered as new events. A separate evaluation should be conducted for each. In addition, the CEEDRW process would only include them when required. However, these costs can have a substantial impact on CEEDRW [21]. Therefore, it can be justified that all variables were considered by a past CEEDRW when required. In addition, all three variables gained an approval rating above 60 percent for future usage.

In addition, three variables had a reduction in future usage. A significant reduction of 16 percent was for pre-earthquake damage (F 10). Most of the pre-earthquake damage is not typically considered by earthquake damage-related repair work, which was funded by insurance claims. This major portion of repair work is related to CEQS, as 52% of total loss can be attributed to insurance claims [3]. Therefore, most CEEDRW processed would exclude pre-earthquake damage.

Furthermore, initially unforeseen damage (F 08) and damage from earthquake-induced floods (F 05.1a) also had a decrease in future usage. These types of damage were considered variations in the New Zealand context, and traditional CEEDRW processes would exclude these costs until identified. Therefore, the reduction in future usage of the three variables mentioned above is logical. However, a tool built for post-earthquake CEEDRW should include the impact of these variables.

The significance of these variables on CEEDRW was identified in Section 2. Variable F 09.1 (Changes required in reconstruction to meet statutory compliance) was the most significant variable with a weighted average of 4.45. All repair work should comply with changes to the building code. After the CEQS, many changes to the building code were introduced, resulting in changes to the scope of repair. Changes in building code resulted in additional work beyond the scope and disagreements with regard to changes. Since these changes are unpredictable and can have an impact on all damaged buildings, results are justifiable.
Additionally, F 03, F 09.2, F 05.1, F 05.3, F 05.2a, F 05.2b, F 02.4a, and F 02.4b gained a weighted average below 3. Reasons for the low significance of these variables can be justified as follows. Most of the cost estimations have a defined scope. Any changes to the scope will update the cost estimate [63]. Therefore, changes required in reconstruction to meet stakeholder requirements (F 09.2) will be considered as variations when it occurs [25]. This is similar to the cost of legal and dispute resolution services. Therefore, the low significance by the respondents for the variable changes required in reconstruction to meet stakeholder requirements (F 09.2) is justifiable.

Damage from aftershocks (F 05.1), flood (F 05.2a), fire (F 05.2b), weather conditions (F 05.3) gained a low importance level. In New Zealand, the court ruling decided that these events were considered separate events caused by the earthquake and were considered variations [34]. Therefore, separate cost estimations were developed once these damages occur and were not included in initial cost estimations.

According to a New Zealand court case in Christchurch, the maximum profit margin (F 03) used in CEEDRW was identified as 10 percent [27]. Open-ended questions revealed that the earthquake commission (EQC) selected the builders using a schedule of rates. This method prevented extreme fluctuation, creating a low overall impact from changes in profit margin. Hence the significance of varying profit margins was low after CEQS. Based on the above justifications, the low importance of the F 03, F 09.2, F 05.1, F 05.3, F 05.2a, F 05.2b, F 02.4a, and F 02.4b is acceptable. However, these justifications were specific to New Zealand and can be different in earthquake events occurring in other regions.

Principal component analysis with Varimax rotation conducted on the variables yielded six underlying factors, which was reduced to three parallel analysis factors. These three underlying factors that impact most of the identified variables impacting CEEDRW can be defined as earthquake damage amplifiers, architectural and engineering service costs, and complexities and indirect earthquake influences.

4.1. Earthquake Damage Amplifiers

Earthquake damage amplifiers achieved 30.1% of the variances and contained four variables (F 05.1, F 05.2a, F 05.2b, and F 05.3). Fire, flood, and aftershocks are earthquake-induced hazards [29]. Earthquake-induced land level changes can cause inundations. Furthermore, sudden damage to building elements can also trigger fires. Weather damage to a building can also occur due to an earthquake’s external building fabric and foundations being compromised.

A high court case in New Zealand noted that these forms of damage could be considered separate earthquake events if they occur after the main earthquake but are caused by the earthquake [34]. Damage for these amplifiers is unique to other variables. However, a standard cost estimation method could be developed to estimate their cost impact.

4.2. Architectural and Engineering Service Costs

Architectural and engineering service costs achieved 10.5% of the variance and contained five variables (F 02.1a, F 02.1b, F 02.1c, F 02.2, F 02.3, F 02.4a, F 02.4b). The structural engineer, geotechnical engineer, architect, quantity surveyor, and land surveyor are all professional service costs categorised into one group based on the architectural and engineering service costs factor. These costs are all typically required for construction projects.

Professional fees for lawyers and dispute resolution facilitators have less significance in CEEDRW. These two professional services are required when a dispute or negotiation situation occurs. Since they are not needed for all projects, their cost was not included in this group.

Since most projects require architectural and engineering service, a standard cost inclusion method could be developed for architectural and engineering service cost calculations.
4.3. Complexities and Indirect Earthquake Influences

Complex and indirect earthquake influences specific to CEEDRW consist of 8.6% of the variance and contain six variables (F 01, F 06, F 08, F 09.1, F 10, and F11).

Consequential damages (F 01) are caused by interconnected elements and are typically identified during repair work. To determine the cost of these damages at an early stage, each repair work process must be simulated. The simulations require extensive details of; interconnected building elements, damage to elements, repair methods, and step-by-step repair processes. Within the limited time frame available for CEEDRW, it is difficult to identify the compounded impact of consequential damages using the aforementioned details.

Initially unforeseen damage (F 08) is also a complex variable to predict as the information required to identify damage is hidden. Therefore, more intrusive damage identification methods or complex damage prediction methods should be used to identify damage at the initial stages.

An imbalance between supply and demand creates price fluctuation induced by an earthquake (F 06). Stephenson [64] states that cost escalation can be attributed to the deviations in demand compared to the labour supply, buyers’ preparedness to pay higher costs and wages to obtain skilled labour from other regions. There is research on estimating price fluctuations caused by disasters [38,39,65]. However, due to its complex nature, there was no evidence of practical applications.

It is also difficult to predict changes required to the final repair state to meet statutory compliances (F 09.1) as there can be building code changes influenced by an earthquake. For example, the 2011 Canterbury earthquake and the 2016 Kaikoura earthquake triggered many building code changes in New Zealand [66].

Pre-earthquake damage (F 10) and substandard initial repair work (F 11) are related to earthquake damage repair work and are difficult to identify. Pre-earthquake damage is especially identified during CEEDRW as they are not considered as part of the earthquake damage repair funded by insurers [49]. Alternatively, substandard repair work was identified after the CEQS [50,51], which made the repair process difficult by covering earthquake damage and led to secondary repair work. These variables can hide earthquake damage, and specific damage identification processes might be required to identify earthquake damage increasing the complexity. Hence, these six variables can be categorised as complexities and indirect earthquake influences. The six variables related to this factor will be most difficult to predict during CEEDRW as they are both complex and specific to earthquake damage repair work.

Since the importance and significance of these eleven variables have been identified, the aforementioned variables can be used to develop an accurate post-earthquake cost estimation model. Alternatively, probability-based tools like HAZUS, PACT, SLAT and SP3 currently do not consider the impact of all aforementioned eleven variables in the cost estimation process. Therefore, further research can be conducted to identify methods that can be used to include the impact of these variables in these probability-based tools.

5. Conclusions

In conclusion, eleven significant variables (which consists of 21 subvariables) that impacted post-earthquake cost estimations for earthquake damage repair work were considered by this research. The research identified that all variables were considered past post-earthquake cost estimations and a higher number of participants are willing to consider these variables in future cost estimations. Based on the significance, the most critical variables are; changes required to the final repair state to meet statutory compliance, initially unforeseen damage and consequential damage repair.

Three main components contributed to the majority of the variances of these variables. These variables have been identified as earthquake damage amplifiers, architectural and engineering services costs, and complexities and indirect earthquake influences. A typical cost impact assessment method could be developed for the variables in each category. However, the practicality of such methods should be further researched. Furthermore,
these variables can be used to develop an accurate post-earthquake cost estimation model and improve current probability-based earthquake damage prediction tools.

The findings of this research are subject to some limitations. The participants in this research mainly had experience in New Zealand and specifically in one earthquake. Therefore, the variables discussed in this paper could vary in other parts of the world and different scenarios. Further research is also required to quantify the impact of these variables. Quantified implications of the variables can be used to develop post-earthquake cost estimation tools and improve the forecasting ability of pre-earthquake estimation tools.

Furthermore, there are potential sources of bias impacting this research. Participants of the study were voluntary, specialised and contacted based on their ability to find their contact details. Therefore, the research suffers from voluntary bias, selection bias and convivence bias. Wording bias caused by inaccurate wording or leading questions were reduced through the pilot survey. The research also suffers from response bias because the participants give inaccurate data. The response bias related to this research is acquiescent because participants tend to provide positive feedback and due to participants’ tendency to answer the question.
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Appendix A

Figure A1. Questionnaire design (sample 1).
3. Do you have experience in assessing the repair cost of earthquake damaged buildings? *

   *Mark only one oval.*

   ○ Yes
   ○ No

4. If yes, please state the years of experience in earthquake damage repair work estimation. *

Factors that affect the repair costs of earthquake damaged buildings

https://docs.google.com/forms/d/1YKwI0W70Z2ZjK_XrEeP7V6tXGqP9g62E/gview

Figure A2. Questionnaire design (sample 2).
5. Please select from the following list the factors you considered when assessing the repair cost of earthquake damaged buildings.*

*Mark only one oval per row.

| Factor                                                                 | Yes | No |
|-----------------------------------------------------------------------|-----|----|
| Price fluctuations due to change in demand for resources as a result of an earthquake (e.g. changes in Labour rates due to high demand) |     |    |
| Initially unforeseen damage (e.g. structural damage identified during construction) |     |    |
| Duration of repairs (e.g. preliminary and time related costs depend on repair duration) |     |    |
| Building being occupied during repair work (e.g. restriction on repair time and access) |     |    |
| Substandard initial repair work                                        |     |    |
| Damage from aftershocks (e.g. tremors that occur after the earthquake might increase building damage) |     |    |
| Damage from weather conditions (e.g. rain, wind and snow can increase the damage of buildings) |     |    |
| Changes required in reconstruction to meet statutory compliance        |     |    |
| Changes required in reconstruction to meet client requirements (e.g. improvements in the structure) |     |    |
| Pre-earthquake state of the building (e.g. damage that had occurred before the earthquake, ground subsidence) |     |    |
| Impact of a damaged building element on another adjoining building element (e.g. damage of a partition wall which is in contact with a ceiling and associated cornices) |     |    |
| Varying profit margins depending on the type of building contract (e.g. lump sum, cost plus margin etc.) |     |    |

Figure A3. Questionnaire design (sample 3).
8. Please indicate significance of the following factors on accuracy of the repair cost estimates of earthquake damaged buildings.

*Mark only one oval per row.*

| Factor                                                                 | Very Important | Important | Some importance | Slightly important | Not important at all |
|-----------------------------------------------------------------------|---------------|-----------|-----------------|--------------------|----------------------|
| Price fluctuations as a result of post-earthquake demand              |               |           |                 |                    |                      |
| Unforeseen damage                                                     |               |           |                 |                    |                      |
| Duration of works                                                     |               |           |                 |                    |                      |
| Building being occupied during repair work                            |               |           |                 |                    |                      |
| Varying profit margins depending on the type of building contract    |               |           |                 |                    |                      |
| Damage as a result of aftershocks                                     |               |           |                 |                    |                      |
| Damage as a result of flood                                           |               |           |                 |                    |                      |
| Damage as a result of fire                                            |               |           |                 |                    |                      |
| Damage as a result of rain, wind and snow                             |               |           |                 |                    |                      |
| Changes required in reconstruction to meet statutory compliance       |               |           |                 |                    |                      |
| Changes required in reconstruction to meet client requirements        |               |           |                 |                    |                      |
| Pre-earthquake state of the building                                 |               |           |                 |                    |                      |
| Impact of a damaged building element on another adjoining building element (e.g. damage of) |               |           |                 |                    |                      |

Figure A4. Questionnaire design (sample 4).
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