On Deligne’s functorial Riemann-Roch theorem in positive characteristic

Quan XU
Université Paul Sabatier
May 26, 2014

Abstract

In this note, we give a proof for a variant of the functorial Deligne-Riemann-Roch theorem in positive characteristic based on ideas appearing in Pink and Rössler’s proof of the Adams-Riemann-Roch theorem in positive characteristic (see [14]). The method of their proof appearing in [14], which is valid for any positive characteristic and which is completely different from the classical proof, will allow us to prove the functorial Deligne-Riemann-Roch theorem in a much easier and more direct way. Our proof is also partially compatible with Mumford’s isomorphism.

1 Introduction

In [14], Richard Pink and Damian Rössler proved the following version of the Adams-Riemann-Roch theorem:

Let \( f : X \rightarrow Y \) be projective and smooth of relative dimension \( r \), where \( Y \) is a quasi-compact scheme of characteristic \( p > 0 \) and carries an ample invertible sheaf. Then the following equality

\[
\psi^p(R^\bullet f_*(E)) = R^\bullet f_*(\theta^p(\Omega_f)^{-1} \otimes \psi^p(E)) \tag{*}
\]

holds in \( K_0(Y)[\frac{1}{p}] := K_0(Y) \otimes_{\mathbb{Z}} \mathbb{Z}[\frac{1}{p}] \).

The symbols in the previous equality are explained simply as follows:

(a) The symbol \( \psi^p \) is the \( p \)-th Adams operation and \( \theta^p \) is the \( p \)-th Bott class operation (see Sect. 3.2 and 3.3);
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(b) For a vector bundle $E$, $R^i f_*(E) = \sum_{i \geq 0} (-1)^i R^i f_*(E)$ where $R^i f_*$ is the higher direct image functor of the push-forward $f_*$ (see Sect. 2.1);

(c) For a quasi-compact scheme $Y$, $K_0(Y)$ is the Grothendieck group of locally free coherent sheaves of $\mathcal{O}_Y$-modules (see Sect. 2.1);

(d) The symbol $\Omega_f$ is the relative differentials of the morphism $f$. When $f$ is a smooth and projective morphism, $\Omega_f$ is locally free sheaf (see [1]).

For the general case, i.e., for a projective local complete intersection morphism $f$ (see [6], Pag. 86) with no restrictions on the characteristic, $p$ can be replaced by any positive integer $k \geq 2$ in the equality (*) and $\Omega_f$ is replaced by cotangent complex of the morphism $f$ (see [15]). Then the previous equality holds in $K_0(Y) \otimes \mathbb{Z}\left[\frac{1}{k}\right]$. The classical proof of the Adams-Riemann-Roch theorem for a projective local complete intersection morphism consists in verifying that the theorem holds for both closed immersions and projections and also for their composition. Moreover, a deformation to a normal cone is used (see [5] or [6]). However, in the case of characteristic $p$, the decomposition of the projective morphism and the deformation are completely avoidable in the course of the proof of the $p$-th Adams Riemann Roch theorem, i.e., the equality (*), when $f$ is a projective and smooth morphism. In this case, Pink and Rössler construct an explicit representative for the $p$-th Bott element $\theta^p(E) = \tau(E) := \text{Sym}(E)/J_E$ in $K_0(Z)$ for any locally free coherent sheaf $E$ over a quasi-compact scheme $Z$ of characteristic $p$ where Sym$(E)$ is the symmetric algebra of $E$ and $J_E$ is the graded sheaf of ideals of Sym$(E)$ that is locally generated by the sections $e^p$ of Sym$(E)$ for all the sections $e$ of $E$ (see Sect. 3.2). Furthermore, they proved an isomorphism of $\mathcal{O}_X$-modules

$$I/I^2 \cong \Omega_f,$$

and an isomorphism of graded $\mathcal{O}_X$-algebras:

$$\tau(I/I^2) \cong Gr(F^*F_*\mathcal{O}_X).$$

(The previous notations will be explained in Section 3.3). These isomorphisms play an essential role in their proof of the Adams-Riemann-Roch theorem in positive characteristic, which is also very important in our theorem.

When $f : C \to S$ is a smooth family of proper curves, Deligne proved the following functorial Riemann Roch theorem (see [3], Theorem 9.9): There exists a unique, up to sign, functorial isomorphism of line bundles

$$(\det Rf_*L)^{\otimes 18} \cong (\det Rf_*\mathcal{O})^{\otimes 18} \otimes (\det Rf_*(L^{\otimes 2} \otimes \omega^{-1}))^{\otimes 6} \otimes (\det Rf_*(L \otimes \omega^{-1}))^{\otimes (-6)}.$$ 

The statement above is not Deligne’s original statement, but the essence is the same. We will explain it in Thm. 4.6 and Rem. 4.7.

In this note, our strategy is to give a similar isomorphism in positive characteristic for a line bundle. More precisely, we will provide an isomorphism
between \((\det Rf_{\ast}L)^{\otimes p^4}\) and some tensor products of \((\det Rf_{\ast}(L^{\otimes l} \otimes \omega^{\otimes n}))^{\otimes m}\) for any line bundle \(L\) and some integers \(l, n, m\), in any characteristic \(p > 0\), by using only a property of the Deligne pairing in [3] as well as some ideas from the proof of the Adams-Riemann-Roch theorem in positive characteristic given in [14]. More importantly, the isomorphism is also stable under base change. These are our main results (see Theorem 4.8). A byproduct of our result is a partial compatibility with Mumford’s isomorphism. We will give a brief introduction to Mumford’s isomorphism and verify the compatibility (see Cor. 4.10).

Furthermore, we also make a comparison between Deligne’s functorial Riemann Roch theorem and our result. In the case of characteristic \(p = 2\), our result completely coincides with Deligne’s theorem. When the characteristic is an odd prime number, our theorem is just an analogue of Deligne’s. The possible reason is that our setting emphasizes a lot about the case of characteristic \(p\). However, Deligne’s work in [3] is independent of the characteristic.

2 Preliminaries

We always assume that \(X\) is a quasi-compact scheme whenever a scheme is mentioned in this note, unless we use a different statement for the scheme.

2.1 Grothendieck groups and the virtual category

Let \(X\) be a scheme. We denote by \(\mathcal{I}\) the category of coherent sheaves on \(X\) and by \(\mathcal{L}\) its fully subcategory of locally free sheaves. Furthermore, let \(\mathbb{Z}[\mathcal{I}]\) (respectively \(\mathbb{Z}[\mathcal{L}]\)) denote the free abelian group generated by the isomorphism classes \([\mathcal{F}]\) of \(\mathcal{F}\) in category \(\mathcal{I}\) (respectively \(\mathcal{L}\)).

For the exact sequence \(0 \to \mathcal{F}_1 \to \mathcal{F}_2 \to \mathcal{F}_3 \to 0\) of sheaves of \(\mathcal{I}\) (respectively \(\mathcal{L}\)), we form the element \(\mathcal{F}_2 - \mathcal{F}_1 - \mathcal{F}_3\) and consider the subgroup \(\mathcal{J}\) (respectively \(\mathcal{J}_1\)) generated by such elements in \(\mathbb{Z}[\mathcal{I}]\) (resp. \(\mathbb{Z}[\mathcal{L}]\)).

**Definition 2.1.** We define \(K_0(X) := \mathbb{Z}[\mathcal{I}]/\mathcal{J}_1\) and \(K'_0(X) := \mathbb{Z}[\mathcal{I}]/\mathcal{J}\). Usually, \(K_0(X)\) and \(K'_0(X)\) are called the Grothendieck groups of locally free sheaves and coherent sheaves on a scheme \(X\), respectively.

The following are basic facts about Grothendieck groups:

1. The tensor product of \(\mathcal{O}_X\)-modules makes the group \(K_0(X)\) into a commutative unitary ring and the inverse image of locally free sheaves under any morphism of schemes \(X' \to X\) induces a morphism of unitary rings \(K_0(X) \to K_0(X')\) (see [5], §1);

2. The obvious group morphism \(K_0(X) \to K'_0(X)\) is an isomorphism if \(X\) is regular and carries an ample invertible sheaf (see [5], Th. 1.9);

3. Let \(f : X \to Y\) be a projective local complete intersection morphism of schemes (A morphism \(f : X \to Y\) is called a local complete intersection
morphism if \( f \) is a composition of morphisms as \( X \to P \to Y \) where the first morphism is a regular embedding and the second is a smooth morphism. See [13] or [6]) and \( Y \) carries an ample invertible sheaf. There is a unique group morphism \( R^*f_* : K_0(X) \to K_0(Y) \) which sends the class of a locally free coherent sheaf \( E \) on \( X \) to the class of the class of the strictly perfect complex (The strictly perfect complex will be defined in Sect. 2.2) \( R^*f_*E \) in \( K_0(Y) \), where \( R^*f_*E \) is defined to be \( \sum_{i \geq 0} (-1)^i R^i f_*E \) and \( R^i f_*E \) is viewed as an element in \( K_0(Y) \) (see [11], IV, 2.12).

In [3], Deligne defined a categorical refinement of the Grothendieck groups. In order to define it, we need to review some material from the theory of exact categories. Above all, let us recall definitions of the additive category and the abelian category.

**Definition 2.2.** An additive category is a category \( \mathcal{A} \) in which \( \text{Hom}(A, B) \) is an abelian group for all objects \( A, B \), composition of arrows is bilinear, and \( \mathcal{A} \) has (finite) direct sums and a zero object. An abelian category is an additive category in which every arrow \( f \) has a kernel, co-kernel, image and co-image, and the canonical map \( \text{coim}(f) \to \text{im}(f) \) is an isomorphism.

Let \( \mathcal{A} \) be an additive category. A short sequence in \( \mathcal{A} \) is a pair of composable morphisms \( L \to M \to N \) such that \( L \to M \) is a kernel for \( M \to N \) and \( M \to N \) is a cokernel for \( L \to M \). Homomorphisms of short sequences are defined in the obvious way as commutative diagrams.

**Definition 2.3.** An exact category is an additive category \( \mathcal{A} \) together with a choice \( S \) of a class of short sequences, called short exact sequences, closed under isomorphisms and satisfying the axioms below. A short exact sequence is displayed as \( L \rightarrowtail M \\
\downarrow \\
N \), where \( L \rightarrowtail M \) is called an admissible monomorphism and \( M \twoheadrightarrow N \) is called an admissible epimorphism. The axioms are the following:

1. The identity morphism of the zero object is an admissible monomorphism and an admissible epimorphism.
2. The class of admissible monomorphisms is closed under composition and cobase changes by push-out along arbitrary morphisms, i.e., given any admissible monomorphism \( L \rightarrowtail M \) and any arbitrary \( L \to L' \), their push-out \( M' \) exists and the induced morphism \( L' \to M' \) is again an admissible monomorphism.

\[
\begin{array}{ccc}
L & \rightarrowtail & M \\
\downarrow & & \downarrow \\
L' & \rightarrow & M'
\end{array}
\]

3. Dually, the class of admissible epimorphisms is closed under composition and base changes by pull-backs along arbitrary morphisms, i.e., given...
any admissible epimorphism $M \rightarrow N$ and any arbitrary $N' \rightarrow N$, their pull-back $M'$ exists and the induced morphism $M' \rightarrow N'$ is again an admissible epimorphism.

\[ \begin{array}{c}
M' \ar[d] \ar[r] & M \ar[d] \\
N' \ar[r] & N
\end{array} \]

Example 2.4. Any abelian category is an exact category in an evident way. Any additive category can be made into an exact category in at least one way by taking $S$ be the family of split exact sequences.

In order to give the definition of the virtual category, we shall need the definition of a groupoid, especially of a specific groupoid called the Picard groupoid (see [3], §4).

Definition 2.5. A groupoid is a (small) category in which all morphisms are invertible.

This means there is a set $B$ of objects, usually called the base, and a set $G$ of morphisms, usually called the arrows. One says that $G$ is a groupoid over $B$ and writes $G \rightarrow B$ or just $G$ when the base is understood. We can be much more explicit about the structure of a groupoid. To begin with, each arrow has an associated source object and associated target object. This means that there are two maps

\[ s,t : G \rightarrow B \]

called the source and the target, respectively. Since a groupoid is a category, there is a multiplication of arrows

\[ m : G \times_B G \rightarrow G \]

where $G \times_B G$ fits into the pull-back square:

\[ \begin{array}{c}
G \times_B G \ar[d] \ar[r] & G \ar[d]^s \\
G \ar[r]^t & B
\end{array} \]

More explicitly,

\[ G \times_B G = \{(h, g) \in G \times G | s(h) = t(g)\} = (s \times t)^{-1}(\Delta_B). \]

This is just to say that we can only compose arrows when the target of the first and source of the second agree. This multiplication preserves sources and targets:

\[ s(hg) = s(g), t(hg) = t(h), \]
and is associative:
\[ k(hg) = (kh)g. \]

For each object \( x \in B \), there is an identity arrow, written \( 1_x \in G \) and this association defines an injection
\[ 1 : B \hookrightarrow G. \]

For each arrow \( g \in G \), there is an inverse arrow, written \( g^{-1} \in G \), and this defines a bijection
\[ \iota : G \to G. \]

These identities and inverse satisfy the usual properties. Namely, identities work as expected:
\[ 1_{t(g)}g = g = g1_{s(g)}, \]
and inversion swaps sources and targets:
\[ s(g^{-1}) = t(g), \quad t(g^{-1}) = s(g), \]
and inverses works as expected, with respect to the identities:
\[ g^{-1}g = 1_{s(g)}, \quad gg^{-1} = 1_{t(g)}. \]

Thus we have a set of maps between \( B \) and \( G \) as follows:
\[
\begin{array}{c}
B \xrightarrow{t} G \\
\xleftarrow{s} \end{array}
\]

**Example 2.6.** Any set \( X \) can be viewed as a groupoid over itself, where the only arrows are identities. This is the trivial groupoid, or the unit groupoid and is simply written as \( X \). The source and target maps are the identity map \( \text{id}_X \), multiplication is only defined between a point and itself:
\[ xx = x. \]

**Example 2.7.** Any set gives rise to the pair groupoid of \( X \). The base is \( X \), and the set of arrows is \( X \times X \rightrightarrows X \). The source and target maps are the first and second projection maps. Multiplication is defined as follows:
\[ (x, x')(x', x'') = (x, x''). \]

**Definition 2.8.** A Picard category is a groupoid \( P \) together with the following extra structure:
1. A functor $+: P \times P \to P$.
2. An isomorphism of functors: 
   \[
   \begin{array}{ccc}
   P \times P & \xrightarrow{\times \text{Id}} & P \\
   \text{Id} \times + & \xrightarrow{} & P \times P
   \end{array}
   \]
   \[
   \sigma_{x,y,z} : (x + y) + z \cong x + (y + z).
   \]
3. A natural transformation $\tau_{x,y} : x + y \cong y + x$ commuting with $+$.
4. For all $x \in P$, the functor $P \to P$ by $y \mapsto x + y$ is an equivalence.
5. Pentagon Axiom: The following diagram commutes
   \[
   \begin{array}{ccc}
   (x + y) + (z + w) & \xrightarrow{\sigma_{x,y,z} + w} & x + (y + (z + w)) \\
   \xleftarrow{\sigma_{y,z,w}} & & \xleftarrow{\sigma_{y,z,w}} x + ((y + z) + w) \\
   (x + y) + z + w & \xrightarrow{\sigma_{x,y,z,w}} & x + (y + z) + w
   \end{array}
   \]
6. $\tau_{x,x} = \text{id}$ for all $x \in P$
7. $\forall x, y \in P, \tau_{x,y} \tau_{y,x} = \text{id}$
8. Hexagon Axiom: The following diagram commutes:
   \[
   \begin{array}{ccc}
   x + (y + z) & \xrightarrow{\tau} & x + (z + y) \\
   \xleftarrow{\sigma} & & \xleftarrow{\sigma} x + (z) + y \\
   (x + y) + z & \xrightarrow{\tau} & (x + z) + y \\
   \xleftarrow{\sigma} & & \xleftarrow{\sigma} z + (x + y)
   \end{array}
   \]

**Example 2.9.** Let $X$ be a scheme. We denote by $\mathcal{P}_X$ the category of graded invertible $\mathcal{O}_X$-modules. An object of $\mathcal{P}_X$ is a pair $(L, \alpha)$ where $L$ is an invertible $\mathcal{O}_X$-module and $\alpha$ is a continuous function:

$\alpha : X \to \mathbb{Z}.$

A homomorphism $h : (L, \alpha) \to (M, \beta)$ is a homomorphism of $\mathcal{O}_X$-modules such that for each $x \in X$ we have:

$\alpha(x) \neq \beta(x) \Rightarrow h_x = 0.$
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We denote by $\mathcal{P}is_X$ the subcategory of $\mathcal{P}_X$ whose morphisms are all isomorphism. The tensor product of two objects in $\mathcal{P}_X$ is given by:

$$(L, \alpha) \otimes (M, \beta) = (L \otimes M, \alpha + \beta).$$

For each pair of objects $(L, \alpha), (M, \beta)$ in $\mathcal{P}_X$ we have an isomorphism:

$$\psi_{(L, \alpha), (M, \beta)} : (L, \alpha) \otimes (M, \beta) \longrightarrow (M, \beta) \otimes (L, \alpha)$$

defined as follows: If $l \in L_x$ and $m \in M_x$ then

$$\psi(l \otimes m) = (-1)^{\alpha(x)+\beta(y)} \cdot m \otimes l.$$

Clearly:

$$\psi_{(M, \beta), (L, \alpha)} \cdot \psi_{(L, \alpha), (M, \beta)} = 1_{(L, \alpha) \otimes (M, \beta)}$$

We denote by 1 the object $(O_X, 0)$. A right inverse of an object $(L, \alpha)$ in $\mathcal{P}_X$ will be an object $(L', \alpha')$ together with an isomorphism

$$\delta : (L, \alpha) \otimes (L', \alpha') \longrightarrow 1$$

Of course $\alpha' = -\alpha$. A right inverse will be considered as a left inverse via:

$$\delta : (L', \alpha') \otimes (L, \alpha) \overset{\psi}{\longrightarrow} (L, \alpha) \otimes (L', \alpha') \overset{\delta}{\longrightarrow} 1.$$

Given the definition, further verification implies that $\mathcal{P}is_X$ is a Picard category.

After defining the exact category, we can give the definition of Deligne’s virtual category. By an admissible filtration in an exact category we mean a finite sequence of admissible monomorphisms $0 = A_0 \rightarrow A_1 \rightarrow \cdots \rightarrow A_n = C$.

**Definition 2.10.** (see [3], Pag. 115) The virtual category $V(C)$ of an exact category $C$ is a Picard category, together with a functor $\{ \} : (C, iso) \rightarrow V(C)$ (Here, the first category is the subcategory of $C$ consisting of the same objects and the morphisms are the isomorphisms of $C$), with the following universal property:

Suppose we have a functor $[ \ ] : (C, iso) \rightarrow P$ where $P$ is a Picard category, satisfying

(a) Additivity on exact sequences, i.e., for an exact sequence $A \rightarrow B \rightarrow C$ ($A \rightarrow B$ is a admissible monomorphism and $B \rightarrow C$ is a admissible epimorphism), we have an isomorphism $[B] \cong [A] + [C]$, functorial with respect to isomorphisms of exact sequences.
(b) A zero-object of $C$ is isomorphically mapped to a zero-object in $P$ (According to (4) in the definition of the Picard category, it implies the existence of the unit object which is also called zero-object. See [3, §4.1].).

(c) The additivity on exact sequences is compatible with admissible filtrations, i.e., for an admissible filtration $C \supset B \supset A \supset 0$, the diagram of isomorphisms from (a)

\[
\begin{array}{ccc}
[C] & \longrightarrow & [A] + [C/A] \\
\downarrow & & \downarrow \\
[B] + [C/B] & \longrightarrow & [A] + [B/A] + [C/B]
\end{array}
\]

is commutative.

(d) If $f : A \to B$ is an isomorphism and $\sum$ is the exact sequence $0 \to A \to B$ (resp. $A \to B \to 0$), then $[f]$ (resp. $[f]^{-1}$) is the composition

\[
\begin{array}{ccc}
[A] & \xrightarrow{\sum} & [0] + [B] \\
\downarrow & \rotatebox{90}{$\cong$} & \downarrow \\
[B] & \xrightarrow{(b)} & [A]
\end{array}
\]

\[
\begin{array}{ccc}
[0] & \xrightarrow{\sum} & [A] + [0] \\
\downarrow & \rotatebox{90}{$\cong$} & \downarrow \\
[B] & \xrightarrow{(b)} & [A]
\end{array}
\]

where (b) in the diagram above means that the morphism is from (b). Then the conclusion is that the functor $[ ] : (\mathcal{C}, \text{iso}) \to P$ factors uniquely up to unique isomorphism through $(\mathcal{C}, \text{iso}) \to V(\mathcal{C})$.

Roughly speaking, for an exact category $\mathcal{C}$, $V(\mathcal{C})$ is a universal Picard category with a functor $[ ]$ satisfying some properties. In practice, the functor $[ ]$ usually can be chosen as the determinant functor we will define in the next subsection.

**Remark 2.11.** In [3], Deligne also provided a topological definition for the virtual category of a small exact category. The category of virtual objects of $\mathcal{C}$, $V(\mathcal{C})$ is the following: Objects are loops in $\mathcal{BQC}$ around a fixed zero-point, and morphisms are homotopy-classes of homotopies of loops. Here $\mathcal{BQC}$, is the geometrical realization of the Quillen $Q$-construction of $\mathcal{C}$. The addition is the usual addition of loops. This construction is the fundamental groupoid of the loop space $\Omega \mathcal{BQC}$ of $\mathcal{BQC}$. By the description above and Quillen’s definition of $K$-theory (see [19]), the group of isomorphism classes of objects of the virtual category is the usual Grothendieck group $K_0(X)$ of the category of vector bundles on $X$ (see [3], Pag. 114).

### 2.2 The determinant functor

In this subsection, we will consider the determinant functor and mainly consult [9]. In [9], the determinant functor can be defined in several backgrounds.
But the case we are most interested in is the determinant functor from some subcategory of derived category to the subcategory of the category $\mathcal{P}_X$ of graded line bundles.

In the following, we denote by $\mathcal{C}_X$ the category of finite locally free $\mathcal{O}_X$-modules for a scheme $X$.

**Definition 2.12.** If $E \in \text{ob}(\mathcal{C}_X)$, we define: $\det^*(F) = (\wedge^{\text{max}}F, \text{rank}F)$ (where $(\wedge^{\text{max}}F)_x = \wedge^{\text{rank}F_x}F_x$).

For every short exact sequence of objects in $\mathcal{C}_X$

$$0 \longrightarrow F' \overset{\alpha}{\longrightarrow} F \overset{\beta}{\longrightarrow} F'' \longrightarrow 0$$

we have an isomorphism,

$$i^*(\alpha, \beta): \det^* F' \otimes \det^* F'' \sim \det^* F,$$

such that locally,

$$i^*(\alpha, \beta)((e_1 \wedge \ldots \wedge e_l) \otimes (\beta f_1 \wedge \ldots \beta f_s)) = \alpha e_1 \wedge \ldots \alpha e_l \wedge f_1 \wedge \ldots f_s$$

for $e_i \in \Gamma(U, F')$ and $f_j \in \Gamma(U, F'')$.

**Definition 2.13.** If $F^i$ is an indexed object of $\mathcal{C}_X$ we define:

$$\det(F^i) = \begin{cases} 
\det^*(F^i) & \text{if } i \text{ even;} \\
\det^*(F^i)^{-1} & \text{if } i \text{ odd.}
\end{cases}$$

If

$$0 \longrightarrow F'^i \overset{\alpha^i}{\longrightarrow} F^i \overset{\beta^i}{\longrightarrow} F''^i \longrightarrow 0$$

is an indexed short exact sequence of objects in $\mathcal{C}_X$, we define

$$i(\alpha^i, \beta^i) = \begin{cases} 
i^*(\alpha^i, \beta^i) & \text{if } i \text{ even;} \\
i^*(\alpha^i, \beta^i)^{-1} & \text{if } i \text{ odd.}
\end{cases}$$

Usually, for a object $F$ in $\mathcal{C}_X$, we view the object as the indexed object by 0, i.e., $\det(F) = \det^*(F)$.

We also denote by $\mathcal{C}_X$ the category of the bounded complex of objects in $\mathcal{C}_X$ over a scheme $X$.

**Definition 2.14.** If $F^i$ is an object of $\mathcal{C}_X$, we define

$$\det(F^i) = \cdots \otimes \det(F^{i+1}) \otimes \det(F^i) \otimes \det(F^{i-1}) \otimes \cdots$$
Furthermore, if
\[ 0 \to F' \overset{\alpha}{\to} F \overset{\beta}{\to} F'' \overset{\gamma}{\to} 0 \]
is a short exact sequence of objects in \( \mathcal{C}_X \) we define
\[ i(\alpha, \beta) : \det(F') \otimes \det(F'') \xrightarrow{\sim} \det(F) \]
to be the composite:
\[
\det(F') \otimes \det(F'') = \cdots \otimes \det(F^i) \otimes \det(F^{i-1}) \otimes \cdots \\
\otimes \det(F^{i''}) \otimes \det(F^{i-1''}) \otimes \cdots \xrightarrow{\sim} \cdots \otimes \det(F^i) \otimes \det(F'') \\
\otimes \det(F^{i-1'}) \otimes \det(F^{i-1''}) \otimes \cdots \xrightarrow{i(\alpha', \beta')} \cdots \otimes \det(F^i) \\
\otimes \det(F^{i-1}) \otimes \cdots = \det(F).
\]

In [9], it is proved that there is one and, up to canonical isomorphism, only one determinant \((f, i)\) from \( \mathcal{C}is_X \) (resp. \( \mathcal{C}is_X \)) to \( \mathcal{P}is_X \), which we write \((\det, i)\), where \( \mathcal{C}is_X \) (resp. \( \mathcal{C}is_X \)) is the category with same objects from \( \mathcal{C}_X \) (resp. \( \mathcal{C}_X \)) and the morphisms being all isomorphisms (resp. quasi-isomorphisms). In case of repeating, we don’t give the definitions of the determinant functor from from \( \mathcal{C}is_X \) (resp. \( \mathcal{C}is_X \)) to \( \mathcal{P}is_X \), because the definitions are completely similar to the following definition of the extended functor. For the precise definitions and proofs, see [9], Pag. 21-30.

In order to extend the determinant functor to the derived category in [9], we need to recall the definitions about the perfect complex and the strictly perfect complex:

In [11], a perfect complex \( \mathcal{F} \) on a scheme \( X \) means a complex of \( \mathcal{O}_X \)-modules (not necessarily quasi-coherent) such that locally on \( X \) there exists a bounded complex \( \mathcal{G} \) of finite free \( \mathcal{O}_X \)-modules and a quasi-isomorphism:

\[ \mathcal{G} \to \mathcal{F} \mid_U \]

for any open subset \( U \) of a covering of \( X \). A strictly perfect complex \( \mathcal{F} \) on a scheme \( X \) is a bounded complex of locally free \( \mathcal{O}_X \)-modules of finite type. In other words, a perfect complex is locally quasi-isomorphic to a strictly perfect complex. We denote by \( \text{Parf}_X \) the full subcategory of \( \text{D}(\text{Mod}X) \) whose objects are perfect complexes and denote by \( \text{Parf-is}_X \) the subcategory of \( \text{D}(\text{Mod}X) \) whose objects are perfect complexes and morphisms are only quasi-isomorphisms.

**Definition 2.15.** (see [9], Pag. 40) An extended determinant functor \((f, i)\) from \( \text{Parf-is} \) to \( \mathcal{P}is \) consist of the following data:
I) For every scheme $X$, a functor
\[ f_X : \text{Parf-is}_X \to \mathcal{P}is_X \]
such that $f_X(0) = 1$.

II) For every short exact sequence of complexes
\[
0 \longrightarrow F \xrightarrow{\alpha} G \xrightarrow{\beta} H \longrightarrow 0
\]
in $\text{Parf-is}_X$, we have an isomorphism:
\[
i_X(\alpha, \beta) : f_X(F) \otimes f_X(H) \cong f_X(G)
\]
such that for the particular short exact sequences
\[
0 \longrightarrow H \longrightarrow H \longrightarrow 0 \longrightarrow 0
\]
and
\[
0 \longrightarrow 0 \longrightarrow H \longrightarrow H \longrightarrow 0
\]
we have: $i_X(1, 0) = i_X(0, 1) = f_X(H)$.

We require that:

i) Given an isomorphism of short exact sequences of complexes
\[
0 \longrightarrow F \xrightarrow{\alpha} G \xrightarrow{\beta} H \longrightarrow 0
\]
\[
\downarrow \quad \downarrow \quad \downarrow
\]
\[
0 \longrightarrow F' \xrightarrow{\alpha'} G' \xrightarrow{\beta'} H' \longrightarrow 0
\]
the diagram
\[
f_X(F) \otimes f_X(H) \xrightarrow{i_X(\alpha, \beta)} f(G)
\]
\[
\downarrow i \quad \downarrow i
\]
\[
f(F') \otimes f(H') \xrightarrow{i_X(\alpha', \beta')} f(G')
\]
commutes.

ii) Given a exact sequence of short exact sequences of complexes, i.e., a commutative diagram
\[
\begin{array}{c}
0 \\
F \xrightarrow{\alpha} G \xrightarrow{\beta} H \xrightarrow{\gamma} 0 \\
\downarrow \quad \downarrow \quad \downarrow \\
F' \xrightarrow{\alpha'} G' \xrightarrow{\beta'} H' \xrightarrow{\gamma'} 0 \\
\downarrow \quad \downarrow \quad \downarrow \\
F'' \xrightarrow{\alpha''} G'' \xrightarrow{\beta''} H'' \xrightarrow{\gamma''} 0 \\
\end{array}
\]
the diagram:

\[
\begin{array}{c}
\xymatrix{
X(F) \otimes X(H) \otimes X(F'') \otimes X(H'') 
\ar@{~}[r]^{i_X(\alpha, \beta) \otimes i_X(\alpha'', \beta'')} \ar@{~}[l]_{i_X(u, v) \otimes i_X(u'', v'')}
&
X(F') \otimes X(H') 
\ar@{~}[r]_{i_X(\alpha', \beta')} \ar@{~}[l]_{i_X(u', v')}
&
X(G')
}
\end{array}
\]

commutes.

iii) \( f \) and \( i \) commutes with base change. More precisely, this means:

For every morphism of schemes

\[ g : X \to Y \]

we have an isomorphism

\[ \eta(g) : f_X \cdot Lg^* \sim \to g^*f_X \]

such that for every short exact sequence of complexes

\[
\begin{array}{c}
0 \longrightarrow F^* \xrightarrow{u} G^* \xrightarrow{v} H^* \longrightarrow 0
\end{array}
\]

the diagram:

\[
\begin{array}{c}
\xymatrix{
X(Lg^*F^*) \otimes X(Lg^*H^*) 
\ar@{~}[r]^{i_X(Lg^*(u, v))} \ar@{~}[l]_{\eta \cdot \eta}
&
X(Lg^*G^*) 
\ar@{~}[r]_{\eta \cdot \eta} \ar@{~}[l]_{\eta}
&
X(g^*f_Y(F^*) \otimes g^*f_Y(H^*) 
\ar@{~}[r]^{i_X(g^*(u, v))} \ar@{~}[l]_{\eta}
&
g^*f_Y(F^*)
}
\end{array}
\]

commutes, where \( Lg^* \) is the left derived functor of the morphism \( g \) and exists for the category whose objects are short exact sequences of complexes of three objects in \( \text{Mod}(Y) \) and whose morphisms are triples such that the resulting diagram (like the diagram in i) but not isomorphism in general) commutes (see [9], Prop. 3). Moreover if

\[ X \xrightarrow{g} Y \xrightarrow{h} Z \]

are two consecutive morphisms, the diagram:

\[
\begin{array}{c}
\xymatrix{
X(Lg^*lh^*) 
\ar@{~}[r]^{\eta(g)} \ar@{~}[l]_{\eta(g)}
&
X(f_Y lh^*) \ar@{~}[r]^{g^*(\eta(h))} \ar@{~}[l]_{\eta(g)}
&
g^*h^*f_Z
\end{array}
\]

\[
\begin{array}{c}
\xymatrix{
X(L(h \cdot g)^*) 
\ar@{~}[r]^{\eta(h)} \ar@{~}[l]_{\eta(h)}
&
X(\theta) \ar@{~}[r] \ar@{~}[l]_{\eta(h)}
&
(h \cdot g)^*f_Z
\end{array}
\]

commutes where \( \theta \) is the canonical isomorphism

\[ \theta : Lg^*lh^* \sim \to L(h \cdot g)^* , \]

iv) On finite complexes of locally free \( \mathcal{O}_X \)-modules

\[ f = \det \quad \text{and} \quad i = i. \]
Theorem 2.16. There is one, and, up to canonical isomorphism, only one extended determinant functor \((f, i)\) which we will write \((\det, i)\).

Proof. See [9], Theorem 2, Pag. 42.

The theorem above implies that the functor \((\det, i)\) have same compatibility as ordinary \(\det^*\). In particular:

a) If each term \(F^n\) in the corresponding perfect complex \(F\) is itself perfect, i.e., has locally a finite free resolution, then

\[
\det(F) \cong \otimes_n \det^*(F^n)^{(-1)^n}.
\]

b) If the cohomology sheaves \(H^n(F)\) of the complex are perfect we denote the objects of subcategory by \(\text{Parf}^0 \subset \text{Parf}\), then

\[
\det(F) \cong \otimes_n \det^*(H^n(F))^{(-1)^n}.
\]

From the previous theorem and a) and b), we have the following corollary:

Corollary 2.17. Let

\[
\xymatrix{ F_1 \ar[r]^u & F_2 \ar[r]^v & F_3 \ar[r]^w & TF_1 }
\]

be a triangle in \(\text{Parf}_X\) such that \(F_i \in \text{Parf}_X^0\). We have a unique isomorphism,

\[
i_X(u, v, w) : \det(F_1) \otimes \det(F_3) \stackrel{\sim}{\longrightarrow} \det(F_2)
\]

which is functorial with respect to such triangles, i.e., the extended functor can be defined for triangles instead of short exact sequences of complexes.

Proof. See [9], Page 43.

Remark 2.18. From the previous corollary, it is to say that the extended determinant functor can be defined on triangle in \(\text{Parf}\) which satisfies similar properties of short exact sequences from i) to iv) if the objects in the triangles are in \(\text{Parf}^0\). For a vector bundle \(E\), if \(Rf_*E\) is a strictly perfect complex under some suitable morphism where \(Rf_*\) is viewed as the right derived functor of \(f_*\), then the properties of extended determinant functor is valid for the strictly perfect complex.

To conclude this section, we put the determinant functor, the virtual category, and the Picard category together to make the following definition.

Definition 2.19. For a scheme \(X\), we denote by \(\text{Vect}(X)\) the exact category of vector bundles over \(X\) and by \(V(X) := V(\text{Vect}(X))\) (resp. \(V(Y)\)) the virtual category of vector bundles on \(X\) (resp. \(Y\)). Let \(f : X \rightarrow Y\) be a smooth and projective morphism and \(Y\) carries an ample invertible sheaf. Then there is
an induced functor from $V(X)$ to the Picard category $\mathcal{P}is_Y$ (the definition of $\mathcal{P}is_Y$ is in the example 2.9) denoted by $\det Rf_*$, which is defined as follows:

In the Theorem 2.16 we have a unique functor $\det: \text{Perf-is}_Y \to \mathcal{P}is_Y$. For any vector bundle $E$ from the exact category $\text{Vect}(X)$, it can be viewed a perfect complex $E^\cdot$ with a term $E$ at degree 0 and 0 at other degree. For any perfect complex $E^\cdot$ of $\mathcal{O}_X$-modules and the morphism $f$ in the definition, $Rf_*E^\cdot$ is still a perfect complex of $\mathcal{O}_Y$-modules (see [11], IV, 2.12). Therefore, we have a functor $\det Rf_*: (\text{Vect}(X), \text{iso}) \to \text{Perf-is}_Y$ where $(\text{Vect}(X), \text{iso})$ is the category with the same objects from $\text{Vect}(X)$ and morphisms being only isomorphisms. By the definition of the extended determinant functor $\det$, it can be verified that $\det Rf_*$ satisfies the same conditions from a) to d) with [ ] in Def. 2.10. By the universality of the virtual category $V(X)$, the functor $\det Rf_*$ factors uniquely up to unique isomorphism through $(\text{Vect}(X), \text{iso}) \to V(X)$. More clearly, we have the following diagram:

$$
\begin{array}{ccc}
(Vect(X), iso) & \xrightarrow{Rf_*} & \text{Perf-is}_Y \\
\downarrow & & \downarrow \det \\
V(X) & \xrightarrow{\det Rf_*} & \mathcal{P}is_Y
\end{array}
$$

Meanwhile, there is a functor from $V(X) \to \mathcal{P}is_Y$ which is still denoted by $\det Rf_*$.

3 The Adams-Riemann-Roch Theorem

3.1 The Frobenius morphism

As in the introduction, for the $p$-th Adams-Riemann-Roch theorem in the case of characteristic $p > 0$, the Frobenius morphism for the schemes of characteristic $p$ plays a key role in the proof of [14]. For more information about Frobenius morphisms, see the electronic lectures of Professor Lars Kindler or Qing Liu's book [20]. We say that a scheme $X$ is of characteristic $p$, if we have $p\mathcal{O}_X = 0$.

(1) For every $\mathbb{F}_p$-algebra $A$, we have the classical Frobenius endomorphism

$$Frob_A: A \to A$$

$$a \mapsto a^p.$$ 

Hence, for every affine $\mathbb{F}_p$-scheme $X = \text{Spec } A$, we have an affine Frobenius morphism

$$F_X: X \to X.$$ 

We also see that $F_X$ is the identity morphism on the underlying topological space $\text{Sp}(X)$ because if $a^p \in \mathfrak{p}$ for any prime ideal $\mathfrak{p}$ of $A$, we have $a \in \mathfrak{p}$. 
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We denote the corresponding morphism over sheaves by $\text{Frob}_{\mathcal{O}_X}$ such that for every open set $U$ of $X$ we have $\text{Frob}_{\mathcal{O}_X}(U) = \mathcal{O}_X(U) \to \mathcal{O}_X(U)$. To be precise, the affine Frobenius morphism is the morphism $F_X := (\text{Id}_{\text{sp}(X)}, \text{Frob}_{\mathcal{O}_X})$.

For any $\mathbb{F}_p$-algebra homomorphism $f : A \to B$, the following diagram commutes

$$
\begin{array}{ccc}
A & \xrightarrow{\text{Frob}_A} & A \\
\downarrow{f} & & \downarrow{f} \\
B & \xrightarrow{\text{Frob}_B} & B
\end{array}
$$

Therefore, we can define the absolute Frobenius morphism in general case.

**Definition 3.1.** Let $X$ be a $\mathbb{F}_p$-scheme, the **absolute Frobenius** morphism on $X$, denoted by $F_X$, is a morphism

$$X \xrightarrow{F_X} X$$

such that for every open affine subset $U$ of $X$ we have $F_X|_U : U \to U$. Hence we have Frobenius morphism $F_X = (\text{Id}_{\text{sp}(X)}, \text{Frob}_{\mathcal{O}_X})$ for a general $\mathbb{F}_p$-scheme.

Let $S$ be an $\mathbb{F}_p$-scheme and $X$ an $S$-scheme. It is easy to verify that the following diagram commutes

$$
\begin{array}{ccc}
X & \xrightarrow{F_X} & X \\
\downarrow{f} & & \downarrow{f} \\
S & \xrightarrow{F_S} & S
\end{array}
$$

where $f$ is the structure morphism.

From the diagram above, we find that $F_X$ is not an $S$-morphism. But we can get an $S$-morphism by making use of the diagram above and introducing the relative Frobenius morphism.

**Definition 3.2.** For any morphism $f : X \to S$ of $\mathbb{F}_p$-schemes, the following diagram commutes

$$
\begin{array}{ccc}
X & \xrightarrow{F_X} & X \\
\downarrow{f} & & \downarrow{f} \\
X' & \xrightarrow{F_{X/S}} & S
\end{array}
$$

where $X'$ is the fiber product of the morphism $f : X \to S$ by base extension $F_S : S \to S$. The morphism $F_{X/S}$ is called the **relative Frobenius** morphism of the morphism $f$ which exists by the universal property of fiber product of schemes.
Example 3.3. Let $A$ be a $\mathbb{F}_p$-algebra, $S = \text{Spec } A$ an affine scheme, $f(x) = \sum_{k=0}^{n} f_k x^k$ a polynomial in $A[x]$ and $X = \text{Spec } A[x]/(f(x))$ an affine $S$-scheme. It is easy to verify that $X' \cong \text{Spec } A[x]/(f'(x))$, where $f'(x) = \sum_{k=0}^{n} f_p^k x^k$.

Therefore we have a corresponding commutative diagram

\[
\begin{array}{ccc}
A[x]/(f(x)) & \xrightarrow{\text{Frob}_{A[x]/(f(x))}} & \tilde{F}_{X/S} \\
\downarrow{\tilde{f}} & & \downarrow{\tilde{f}'} \\
A[x]/(f'(x)) & \xrightarrow{W_{X/S}} & A[x]/(f(x)) \\
\downarrow{f'} & & \downarrow{f} \\
A & \xleftarrow{\text{Frob}_A} & A \\
\end{array}
\]

where $\tilde{f}$ (resp. $\tilde{f}'$) send every $a \in A$ to its equivalence $\bar{a}$ in $A[x]/(f(x))$ (resp. $A[x]/(f'(x))$), $W_{X/S}$ sends the equivalence class of the monomial $ax$ to the equivalence class of the monomial $a^p x$ and $\tilde{F}_{X/S}$ sends the equivalence class of the monomial $ax$ to the equivalence class of $ax^p$ in $A[x]/(f(x))$.

In order to prove the next useful lemma, we state the \'{e}tale coordinates as follows:

(\'{e}tale coordinates) Let $f : X \to S$ be a smooth morphism and $q$ a point of $X$. Since $\Omega^1_{X/S}$ is locally free, there is an open affine neighborhood $U$ of the point $q$ and $x_1, ..., x_n \in \mathcal{O}(U)$ such that $x_i|_q = 0$ for all $i$ and such that $dx_1, ..., dx_n$ generate $\Omega^1_{X/S}|_U$ (use Nakayama lemma). These sections define an $S$-morphism $h : U \to \mathbb{A}^n_S$. This morphism is \'{e}tale by construction:

Because of smoothness we have the exact sequence of $\mathcal{O}(U)$—modules

\[0 \to h^*\Omega^1_{Z/S} \to \Omega^1_{U/S} \to \Omega^1_{U/Z} \to 0\]

where $Z := \mathbb{A}^n_S$ for brevity. By construction $\Omega^1_{U/Z} = 0$, so $h : U \to Z$ is smooth and unramified, hence \'{e}tale. The $x_1, ..., x_n$ are called \'{e}tale coordinates around $q$.

Definition 3.4. Let $X, S$ be schemes and $f : X \to S$ a morphism of schemes. The morphism $f$ is said to be universally homeomorphism if for every scheme $T$ and for every morphism of schemes $g : T \to S$, the corresponding base change of $f$ is a homeomorphism.

Example 3.5. It is not difficult to check that the relative Frobenius morphism and the absolute Frobenius morphism are both universally homeomorphisms since they are already homeomorphisms on topological spaces by verifying their definitions (Actually, they are identities on topological spaces).

Based on the notations in Definition 3.2 we can state and prove the following important lemma.
Lemma 3.6. Let $S$ be a scheme of positive characteristic (say $p$) and $f : X \to S$ a smooth morphism of pure relative dimension $n$. Then the relative Frobenius $F_{X/S}$ is finite and flat, and the $\mathcal{O}_{X'}$-algebra $(F_{X/S})_* \mathcal{O}_X$ is locally free of rank $p^n$. In particular, if $f$ is étale, then $F_{X/S}$ is an isomorphism.

**Proof.** We firstly show that $F_{X/S}$ is an isomorphism when $f$ is étale, i.e., smooth of relative dimension 0. In the diagram (1) (we still use the notation of Definition 3.2 in the entire proof), we find that $f'$ is étale and that $f = f' \circ F_{X/S}$ is étale, so $F_{X/S}$ is étale(by the properties of base change and composition of étale morphism). But in the diagram (1), actually $W_{X/S}, F_X$ induce identity on topological spaces and $F_X = W_{X/S} \circ F_{X/S}$, therefore the relative Frobenius morphism also induces an identity on topological spaces. In addition, $F_{X/S}$ is an open immersion (in [SGAI.5.1], it is proved that any morphism of finite type is open immersion if and only if the morphism is étale and radical. Radical means universally injective which is similar with universally closed morphism, i.e., injective itself and also injective for any base extension. But universally homeomorphism is equivalent to integral, surjective and universally injective, and Example 3.5 said that $F_{X/S}$ is a universal homeomorphism.). Putting homeomorphism and open immersion together, we have that $F_{X/S}$ is an isomorphism.

For $Z = \mathbb{A}^n_S$ and the projection $f : Z \to S$, we have a Cartesian diagram

as in Definition 3.2 and the topological space $\text{Sp}(Z) = \text{Sp}(Z')$. By the definition of $Z$, we have $\mathcal{O}_Z = \mathcal{O}_S[t_1, \ldots, t_n]$. So the sheaf morphism $F^x_{Z/S} : \mathcal{O}_{Z'} \to (F_{Z/S})_* \mathcal{O}_Z$ is the map

$$F^x_{Z/S} : \mathcal{O}_S[t_1, \ldots, t_n] \to \mathcal{O}_S[t_1, \ldots, t_n]$$

$$t_i \mapsto t_i^p.$$  

Hence the monomials $\prod_{i=1}^n t_i^{k_i}$, with $k_i$ integers such that $0 \leq k_i \leq p - 1$, form a basis of $(F_{Z/S})_* \mathcal{O}_Z$ over $\mathcal{O}_{Z'}$. Therefore $F_{Z/S}$ is indeed finite locally free of rank $p^n$, hence also flat.

For the general case, we can assume by the smoothness of $f$ that locally on $X$, we have the factorization $X \xrightarrow{h} Z \xrightarrow{g} S$, where $g$ is a projection.
$Z = \mathbb{A}^n_S \to S$ and $h$ is étale. We have the following diagram

$$
\begin{array}{cccccc}
X & \xrightarrow{F_{X/S}} & X' = X \times_{F_S} S & \xrightarrow{g} & X' = S \times_{F_S} Z & \xrightarrow{F_{Z/S}} & Z \\
\downarrow{h} & & \downarrow{\psi} & & \downarrow{h} & & \downarrow{g} \\
X \times_{F_S} Z & & & & & & S \times_{F_S} Z \\
\end{array}
$$

In the diagram (2), the right-most part ($X', Z'$, i.e., the fiber products of schemes) is Cartesian. Meanwhile, we have $F_{X/S} = \psi \circ F_{X/Z}$. By the first part, we know that $F_{X/Z}$ is isomorphism because $h$ is étale. $\psi$ is finite locally free of rank $p^n$ which is from the base change of $F_{Z/S}$ when $F_{Z/S}$ is finite locally free of rank $p^n$ for $Z = \mathbb{A}^n_S \to S$. Therefore, $F_{X/S}$ is finite locally free of rank of $p^n$, and flat also.

\[ \square \]

**Example 3.7.** Let $X, S$ be affine, denoted by $X = \text{Spec } B$, $S = \text{Spec } A$, where $A$ is of characteristic $p > 0$. Then $X' = B \otimes_{F_A} A$, i.e., $ab \otimes 1 = b \otimes a^p$, and the relative Frobenius $X \to X'$ is given by $a \otimes b \mapsto ab^p$.

If $B = A[t]$, then $A \otimes_{F_A} A[t] \cong A[t]$, $W_{X/S}$ is given by $at \to a^pt$ and $F_{X/S}$ by $at \to at^p$ for $a \in A$ ($W_{X/S}$ is the morphism from $X'$ to $X$ as in Definition 3.2). Hence the image of $F_{A[t]/A}$ is $A[t^p] \subseteq A[t]$ and $A[t]$ is freely generated by $t^i, i = 0, ..., p$ over $A[t^p]$.

### 3.2 The construction of the Bott element

**Definition 3.8.** For any integer $k \geq 2$, the symbol $\theta^k$ refers to an operation, which associates an element of $K_0(X)$ to any locally free coherent sheaf on a quasi-compact scheme $X$. It satisfies the following three properties:

1. For any invertible sheaf $L$ over $X$, we have
   $$ \theta^k(L) = 1 + L + \cdots + L^{\otimes k - 1}; $$

2. For any short exact sequence $0 \to E' \to E \to E'' \to 0$ of locally free coherent sheaves on $X$ we have
   $$ \theta^k(E) = \theta^k(E') \otimes \theta^k(E''); $$

3. For any morphism of schemes $g : X' \to X$ and any locally free coherent sheaf $E$ over $X$ we have
\[ g^* (\theta^k (E)) = \theta^k (g^* (E)) \].

If \( E \) is a locally free coherent sheaf on a quasi-compact scheme \( X \), then the element \( \theta^k (E) \) is often called the \( k \)-th Bott element.

**Proposition 3.9.** The operation \( \theta^k \) which satisfies three properties above can be defined uniquely.

*Proof.* See [5, Lemma 16.2, Subsection 16, or SGA, VII].

On a quasi-compact scheme of characteristic \( p \), Pink and Rössler constructed an explicit representative of the \( p \)-th Bott element (see [14, Sect. 2]).

We recall the construction:

Let \( p \) be a prime number and \( Z \) a scheme of characteristic \( p \). Let \( E \) be a locally free coherent sheaf \( Z \). For any integer \( k \geq 0 \) let \( \text{Sym}^k (E) \) denote the \( k \)-th symmetric power of \( E \). Then

\[ \text{Sym}(E) := \bigoplus_{k \geq 0} \text{Sym}^k (E) \]

is quasi-coherent graded \( \mathcal{O}_Z \)-algebra, called the symmetric algebra of \( E \). Let \( \mathcal{J}_E \) denote the graded sheaf of ideals of \( \text{Sym}(E) \) that is locally generated by the sections \( e^p \) of \( \text{Sym}^p (E) \) for all sections \( e \) of \( E \), and set

\[ \tau(E) := \text{Sym}(E)/\mathcal{J}_E. \]

Locally this construction means the following. Consider an open subset \( U \subset Z \) such that \( E|_U \) is free, and choose a basis \( e_1, \ldots, e_r \). Then \( \text{Sym}(E)|_U \) is the polynomial algebra over \( \mathcal{O}_Z \) in the variables \( e_1, \ldots, e_r \). Since \( Z \) has characteristic \( p \), for any open subset \( V \subset U \) and any sections \( a_1, \ldots, a_r \in \mathcal{O}_Z(V) \) we have

\[ (a_1 e_1 + \ldots + a_r e_r)^p = a_1^p e_1^p + \ldots + a_r^p e_r^p. \]

It follows that \( \mathcal{J}_E|_U \) is the sheaf of ideals of \( \text{Sym}(E)|_U \) that is generated by \( e_1^p, \ldots, e_r^p \). Clearly that description is independent of the choice of basis and compatible with localization; hence it can be used as an equivalent definition of \( \mathcal{J}_E \) and \( \tau(E) \). The local description also implies that \( \tau(E)|_U \) is free over \( \mathcal{O}_Z|_U \) with the basis the images of the monomials \( e_1^{i_1} \cdots e_r^{i_r} \) for all choices of exponents \( 0 \leq i_j < p \).

It can be showed that \( \tau(E) \) satisfies the defining properties of the \( p \)-th Bott element. In other words, we have the following proposition (see [14, Prop. 2.6]).

**Proposition 3.10.** For any locally free coherent sheaf \( E \) on a quasi-compact scheme \( Z \) of characteristic \( p > 0 \), we have \( \tau(E) = \theta^p (E) \) in \( K_0 (Z) \).
3.3 The Adams Riemann Roch Theorem in positive characteristic

In order to state the $p$-th Adams-Riemann-Roch theorem in positive characteristic in [14], we firstly give the conditions of the Adams-Riemann-Roch theorem. We assume that $f : X \rightarrow Y$ is a projective local complete intersection morphism and $Y$ is quasi-compact scheme and carries an ample invertible sheaf. Furthermore, we make the supplementary hypothesis that $f$ is smooth and that $Y$ is a scheme of characteristic $p > 0$. Let $\Omega_f$, the relative differentials of $f$, be rank $r$, which is a locally constant function.

Based on the condition above, we draw the diagram again, i.e., the commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{F_X} & X' \\
\downarrow{f} & & \downarrow{f} \\
Y & \xrightarrow{F_Y} & Y
\end{array}
\]

where $F_X$ and $F_Y$ are obvious absolute Frobenius morphisms respectively and the square is Cartesian. We also denote the relative Frobenius morphism of the morphism $f$ by $F := F_{X/Y}$ for simplicity. In the following propositions and proofs until the end of the note, we will use these notations.

Since the pull-back $F^*$ is adjoint to $F_*$ (see [1], Page 110), there is a natural morphism of $\mathcal{O}_X$-algebras $F^* F_* \mathcal{O}_X \rightarrow \mathcal{O}_X$. Let $I$ be the kernel of the natural morphism, which is a sheaf of the ideal of $F^* F_* \mathcal{O}_X$ by the definition. In [14], the following definition is made

\[
Gr(F^* F_* \mathcal{O}_X) := \bigoplus_{k \geq 0} I^k / I^{k+1}
\]

which denote the associated graded sheaf of $\mathcal{O}_X$-algebras. Let $\Omega_f$ be the sheaf of relative differentials of $f$. Also, they proved the following key proposition which can be used to prove the $p$-th Adams-Riemann-Roch theorem in positive characteristic (see [14], Prop. 3.2).

**Proposition 3.11.** There is a natural isomorphism of $\mathcal{O}_X$-modules

\[
I / I^2 \cong \Omega_f
\]

and a natural isomorphism of graded $\mathcal{O}_X$-algebras

\[
\tau(I / I^2) \cong Gr(F^* F_* \mathcal{O}_X)
\]

According to the proposition above, directly there are isomorphisms

\[
Gr(F^* F_* \mathcal{O}_X) \cong \tau(I / I^2) \cong \tau(\Omega_f).
\]
Moreover, Proposition 3.10 also implies \( \tau(\Omega_f) \cong \theta^p(\Omega_f) \). In the Grothendieck groups, we have \( Gr(F^*F_*\mathcal{O}_X) \cong F^*F_*\mathcal{O}_X \), then the equality \( F^*F_*\mathcal{O}_X \cong \theta^p(\Omega_f) \) holds by viewing them as elements of the Grothendieck groups.

In the case of characteristic \( p > 0 \), the Adams operation \( \psi^p \) can be described, especially. We will give the proposition after recalling the definition of the Adams operation.

**Definition 3.12.** Let \( X \) be a quasi-compact scheme. For any positive integer \( k \geq 2 \), the \( k \)-th Adams operation is the functorial endomorphism \( \psi^k \) of unitary ring \( K_0(X) \) which is uniquely determined by the following two conditions,

1. \( \psi^k f^* = f^* \psi^k \) for any morphism of Noetherian schemes \( f : X \to Y \).
2. For any invertible sheaf \( L \) over \( X \), \( \psi^k(L) = L^\otimes k \).

A more interesting proposition related to the Frobenius morphism and the Adams operation is the following:

**Proposition 3.13.** For a scheme \( Z \) of characteristic \( p > 0 \) and its absolute Frobenius morphism \( F_Z : Z \to Z \), we claim that the pullback \( F^*_Z : K_0(Z) \to K_0(Z) \) is just the \( p \)-th Adams operation \( \psi^p \).

**Proof.** This is a well-known fact (see [18], Pag. 64, Proposition 2.15), which is also a consequence of the splitting principle (see [5], Par. 5).

**Theorem 3.14.** The Adams-Riemann-Roch theorem is true under the assumption given in the beginning of this subsection, i.e., the following equality

\[
\psi^p(R^\bullet f_*(E)) = R^\bullet f_*(\theta^p(\Omega_f)^{-1} \otimes \psi^p(E))
\]

holds in \( K_0(Y)[\frac{1}{p}] := K_0(Y) \otimes_Z \mathbb{Z}[\frac{1}{p}] \).

**Proof.** See [14], page 1074.

**Remark 3.15.** Based on the condition we gave in the beginning of this subsection, the equality

\[
\psi^k(R^\bullet f_*(E)) = R^\bullet f_*(\theta^k(\Omega_f)^{-1} \otimes \psi^k(E))
\]

for any integer \( k \geq 2 \), also holds in \( K_0(Y) \otimes \mathbb{Z}[\frac{1}{k}] \) not only for \( k = p \) (see [6], V. Th. 7.6), but its proof is more complicated than [14].

## 4 A functorial Riemann-Roch theorem in positive characteristic

### 4.1 The Deligne pairing

Before stating the Deligne's functorial Riemann-Roch theorem, it is necessary to introduce the Deligne pairing, which appeared in [3] for the first time and
was extended to a more general situation by S. Zhang (see [8]). We shall only need the basic definition here.

Let \( g : S' \rightarrow S \) be a finite and flat morphism. Then \( g_*\mathcal{O}_{S'} \) is a locally free sheaf of constant rank (say \( d \)). We have a natural morphism of \( \mathcal{O}_S \)-modules

\[
g_*\mathcal{O}_{S'} \rightarrow \text{End}_{\mathcal{O}_S}(\mathcal{O}_{S'}).\]

Taking the composition with the determinant, we obtain a morphism

\[
N : g_*\mathcal{O}_{S'} \rightarrow \mathcal{O}_S
\]

Generally, we have the following definition (see [3], Sect. 7.):

**Definition 4.1.** Let \( g : S' \rightarrow S \) be finite and flat. For any invertible sheaf \( L \) over \( S' \), and the sub-sheaf \( L^* \) of invertible sections of \( L \), its norm \( N_{S'/S}(L) \) is defined to be an invertible sheaf \( N \) over \( S \) equipped with a morphism of \( \mathcal{O}_S \)-modules \( N_{S'/S}(L) \rightarrow \text{End}_{\mathcal{O}_S}(\mathcal{O}_S) \).

Taking the composition with the determinant, we obtain a morphism \( N : g_*\mathcal{O}_{S'} \rightarrow \mathcal{O}_S \).

In other words, the norm morphism induces a norm functor \( N_g \) from the category of line bundles over \( S' \) to the category of line bundles over \( S \) together with a collection of homomorphisms \( N^L_g : g_*L \rightarrow N_g(L) \) of sheaves of sets, for all line bundle \( L \) over \( S' \), functorial under isomorphisms of line bundles over \( S' \), sending local generating sections over \( S' \) to the local generating sections over \( S \) and such that the equality \( N^L_g(xl) = N(x)N^L_g(l) \) holds for all local sections \( x \) of \( g_*\mathcal{O}_{S'} \) and \( l \) of \( g_*L \).

Moreover, the functor \( N_g \) together with the collection of the \( N^L_g \) is unique up to unique isomorphism.

**Proposition 4.2.** The norm functor has the following properties:

1. The functor \( N_{S'/S} \) is compatible with any base change \( Y \rightarrow S \);
2. If \( L_1 \) and \( L_2 \) are two line bundles on \( S' \), there is a natural isomorphism

\[
N_{S'/S}(L_1 \otimes_{\mathcal{O}_{S'}} L_2) \cong N_{S'/S}(L_1) \otimes_{\mathcal{O}_S} N_{S'/S}(L_2);
\]
3. If \( S_1 \rightarrow S_2 \rightarrow S_3 \) are finite and flat morphisms, there is a natural isomorphism

\[
N_{S_1/S_3} \cong N_{S_2/S_3} \circ N_{S_1/S_2};
\]
4. There is a functorial isomorphism

\[
N_{S'/S}(L) \cong \text{Hom}_{\mathcal{O}_S}(\text{det}_{\mathcal{O}_S} g_*\mathcal{O}_{S'}, \text{det}_{\mathcal{O}_S} g_*L).
\]
Proof. See [12], exposé XVII, 6.3.26 for (1), (2), and (3). See [12], exposé XVIII, 1.3.17. for (4).

From the properties above, it is to say that the pair \((N, N_{S'/S})\) is unique in the sense of unique isomorphism up to a sign.

For any locally free coherent sheaves \(F_0\) and \(F_1\) with same rank over \(S'\) and the morphism \(g : S' \to S\) as in the definition of the norm, we have a canonical isomorphism

\[
det(g_*F_0 - g_*F_1) = N_{S'/S} \det(F_0 - F_1) \quad (a)
\]

i.e.,

\[
det g_*F_0 \otimes (det g_*F_1)^{-1} = N_{S'/S}(det F_0 \otimes (det F_1)^{-1})
\]

by viewing \(F_0\) and \(F_1\) as the virtual objects in Def. 2.19 which is compatible with localization over \(S\) and is characterized by the fact that the trivialization have a corresponding isomorphism for any isomorphism \(u : F_1 \to F_0\). Such an isomorphism \(u\) exist locally on \(S\) and it doesn’t depend on the choice of \(u\). The fact that the isomorphism (a) doesn’t depend on the choice of \(u\) is because for an automorphism \(v\) of \(F_1\), we have \(det(v,g_*F_1) = N_{S'/S} det(v,F_1)\).

For more links between the functor det and the norm functor, see [3], Pag. 146-147.

After giving the definition of the norm, we can define the Deligne pairing as follows:

**Definition 4.3.** (see [3], §6.1) Let \(f : X \to S\) be a proper, flat morphism and of purely relative dimension 1. Let \(L, M\) be two line bundles on \(X\). Then \(\langle L, M \rangle\) is defined to be the \(\mathcal{O}_S\)-module which is generated, locally for Zariski topology on \(S\), by the symbols \(\langle \ell, m \rangle\) for sections \(\ell, m\) of \(L, M\) respectively with the following relations

\[
\langle \ell, gm \rangle = g(\text{div}(\ell))\langle \ell, m \rangle
\]

\[
\langle g\ell, m \rangle = g(\text{div}(m))\langle \ell, m \rangle
\]

where \(g\) is a non-zero section of \(\mathcal{O}_X\) and \(g(\text{div}(\ell)), g(\text{div}(m))\) are interpreted as a norm: for a relative Cartier divisor \(D\) on \(X\), i.e., \(D \to S\) is finite and flat in our case (see [22], Chapt. 1, §1.2 about relative Cartier divisors), we put \(g(D) := N_{D/S}(g)\), then we have \(g(D_1 + D_2) = g(D_1) \cdot g(D_2)\). If \(\text{div}(\ell) = D_1 - D_2\), we put \(g(\text{div}(\ell)) = g(D_1) \cdot g(D_2)^{-1}\). One checks that this is independent of the choice \(D_1, D_2\). Moreover, the \(\mathcal{O}_S\)-module \(\langle L, M \rangle\) is also a line bundle on \(S\).

For \(L = \mathcal{O}(D)\), and the canonical section 1 of \(\mathcal{O}(D)\), we have \(\langle 1, fm \rangle = N_{D/S}(f) \cdot \langle 1, m \rangle\) for non-zero section \(f\) of \(\mathcal{O}_X\) and a section \(m\) of the line bundle \(M\) on \(X\).
Let \( g : X \to S \) be proper, flat and purely of relative dimension 1 and \( D \) be a relative Cartier divisor of \( g \). For any invertible sheaf \( M \) over \( X \), we have

\[
\langle \mathcal{O}(D), M \rangle \sim N_{D/S}(M) : (1, m) \mapsto N_{D/S}(m).
\]

In other words, for any invertible sheaf \( L \) over \( X \) and for any section \( \ell \) of \( L \), which is not a zero divisor in every fiber, we have

\[
\langle L, M \rangle \sim N_{\text{div}(\ell)/S}(M) : (\ell, m) \mapsto N_{\text{div}(\ell)/S}(m).
\]

From Definition 4.3, we have a bi-multiplicative isomorphism:

\[
\langle L_1 \otimes L_2, M \rangle \cong \langle L_1, M \rangle \otimes \langle L_2, M \rangle
\]

and symmetric isomorphism

\[
\langle L, M \rangle \cong \langle M, L \rangle.
\]

when \( L = M \) the symmetric isomorphism is obtained by multiplication by \((-1)^{\deg L}\) (see SGA4, XVIII 1.3.16.6).

4.2 A functorial Riemann-Roch theorem in positive characteristic

In this subsection, as in section 2, the Picard category of graded line bundles still will be denoted by \( \mathcal{P}is_X \) and the virtual category of the exact category of vector bundles will be denoted by \( V(X) \) for any scheme \( X \). For any vector bundle \( E \) from an exact category of vector bundles, which is viewed as a complex, \( Rf_*E \) is a complex again under some given morphism \( f \).

About the Deligne pairing, the most important proposition we will use is the following:

**Proposition 4.4.** Let \( f : X \to S \) be proper, flat and purely of relative dimension 1. Let \( E_0 \) and \( E_1 \) be locally free coherent sheaves with same rank everywhere over \( X \), \( F_0 \) and \( F_1 \) with the same property as \( E_0 \) and \( E_1 \). Then we have the following isomorphism

\[
\langle \det(E_0 - E_1), \det(F_0 - F_1) \rangle \cong \det Rf_*((E_0 - E_1) \otimes (F_0 - F_1)).
\]

**Proof.** The key point is to verify that the determinant functor under the Deligne pairing and \( \det Rf_* \) are compatible with additivity, respectively. Furthermore, their local trivialization are simultaneously identified with the corresponding norm functor. This is the construction 7.2 of [3]. The precise proof is in [3] (see [3], Pag. 147-149). \( \square \)
Corollary 4.5. In particular, we have a canonical isomorphism $\det Rf_*((H_0 - H_1)^{\otimes l} \otimes H) \cong \mathcal{O}_S$ if $l \geq 3$ and the ranks $rkH_0 = rkH_1$, for any vector bundles $H_0, H_1, H$ over $X$ and $f$ as in the theorem, which is stable under base change.

Proof. It suffices to prove the conclusion for $l = 3$ because it is automatic for $l > 3$ after proving the conclusion for $l = 3$ according to the following proof. We apply Proposition 4.4 to $E_0 = H_0 \otimes H_1$, $E_1 = H_1 \otimes H$, and $F_0 = H_0^{\otimes 2} + H_1^{\otimes 2}$, $F_1 = 2(H_0 \otimes H_1)$.

Then we have the following:

$$(E_0 - E_1) \otimes (F_0 - F_1) \cong H \otimes (H_0 - H_1) \otimes (H_0 - H_1)^{\otimes 2}$$

$$\cong (H_0 - H_1)^{\otimes 3} \otimes H.$$

Because of the ranks $rkH_0 = rkH_1$, we immediately have equalities of ranks $rkE_0 = rkE_1$, $rkF_0 = rkF_1$. Meanwhile, notice that

$$\det(F_0 - F_1) \cong (\det(H_0))^{\otimes 2} \otimes (\det(H_1))^{\otimes 2} \otimes (\det(H_0)^{\otimes -rk(H_0)} \otimes (\det(H_1))^{\otimes -rk(H_1)})^2$$

$$\cong \mathcal{O}_X.$$

According to the bi-multiplicativity of the Deligne pairing (see statements after Def. 4.3 or see [3], §6.6.2), by a trivial computation: $\langle \mathcal{O}_X, L \rangle \cong \langle \mathcal{O}_X \otimes \mathcal{O}_X, L \rangle \cong \langle \mathcal{O}_X, L \rangle \otimes \langle \mathcal{O}_X, L \rangle$, the obvious consequence is $\langle \mathcal{O}_X, L \rangle \cong \mathcal{O}_S$ for any line bundle $L$ over $X$. Now, we can obtain the corollary by

$$\det Rf_*((H_0 - H_1)^{\otimes 3} \otimes H) \cong \det Rf_*((E_0 - E_1) \otimes (F_0 - F_1))$$

$$\cong \langle (\det(F_0 - F_1), \det(E_0 - E_1) \rangle$$

$$\cong \langle \mathcal{O}_X, \det(E_0 - E_1) \rangle$$

$$\cong \mathcal{O}_S.$$

For any morphism $g : S' \to S$, we have the fiber product under base change:

$$\begin{array}{cccc}
X' & \rightarrow & X \\
\downarrow g' & & \downarrow f \\
S' & \rightarrow & S
\end{array}$$

Furthermore, the proper morphism and the flat morphism are stable under base change (see [20], Chapt. 3), i.e., the morphism $f'$ is flat of relative dimension 1 and proper. For any vector bundle $F$ over $X$, then we have the isomorphism:

$$g^*(\det S(Rf_*F)) \cong \det S'(Lg^*(Rf_*F)) \cong \det S'(Rf'_*(g^*F))$$

(we will prove the isomorphisms in (II) of Theorem 4.8).
Let $F$ be $(H_0 - H_1) \otimes H$, and the isomorphism above becomes
\[
\det_{S'}(Rf^*(g^*F)) \cong g^*(\det_S(Rf_*F)) \cong g^*(\mathcal{O}_S) \cong \mathcal{O}_{S'}.
\]
So it is done. \hfill \Box

Before proving our theorem, we state the Deligne’s functorial Riemann-Roch theorem so that we can make some comparison later. His theorem is true regardless of any characteristic.

**Theorem 4.6.** (Deligne) Suppose that a morphism $f : X \to S$ is proper and smooth of relative dimension 1, with geometrically connected fibers. For any line bundle $L$ in $V(X)$, then there exists a unique, up to sign, isomorphism of line bundles
\[
(\det Rf_*(L))^\otimes_{12} \cong \langle \omega, \omega \rangle \otimes \langle L, \omega^{-1} \otimes L \rangle
\]
where $\omega := \Omega_f$ is the relative differentials of the morphism $f$.

**Proof.** See [3], Pag. 170, Theorem. 9.8. \hfill \Box

**Remark 4.7.** According to the property of Deligne pairing (Prop. 4.4), if $u$ and $v$ are virtual vector bundles of rank 0 over $X$, then there is a canonical isomorphism:
\[
\langle \det u, \det v \rangle \cong \det Rf_*(u \otimes v).
\]
In particular, let $u$ be $L - \mathcal{O}$ and $v$ be $M - \mathcal{O}$. Then we have
\[
\langle L, M \rangle \cong \langle \det(L - \mathcal{O}), \det(M - \mathcal{O}) \rangle \\
\cong \det Rf_*((L - \mathcal{O}) \otimes (M - \mathcal{O})) \\
\cong \det Rf_*(L \otimes M) \cdot (\det Rf_*(L))^{-1} \cdot (\det Rf_*(M))^{-1} \cdot \det Rf_*(\mathcal{O})
\]
for line bundles $L, M$ and the trivial bundle $\mathcal{O}$ over $X$. Similarly, we have the isomorphism
\[
\langle L, \omega^{-1} \otimes L \rangle \\
\cong \det Rf_*(L^2 \otimes \omega^{-1}) \otimes (\det Rf_*(L))^{-1} \otimes (\det Rf_*(L) \otimes \omega^{-1})^{-1} \otimes \det Rf_*(\mathcal{O}).
\]
Moreover, by Mumford’s isomorphism (see [4], §5), i.e., $(\det Rf_*\mathcal{O})^{\otimes_{12}} \cong \langle \omega, \omega \rangle$, the equivalent expression of Deligne’s isomorphism is the following:
\[
(\det Rf_*\mathcal{O})^{\otimes_{18}} \cong (\det Rf_*\mathcal{O})^{\otimes_{18}} \otimes (\det Rf_*(L^2 \otimes \omega^{-1}))^{\otimes_6} \otimes (\det Rf_*(L \otimes \omega^{-1}))^{\otimes(-6)}.
\]
which is the statement appearing in the introduction.

After preparing well all we will need, our main result is as follows:
Theorem 4.8. Let \( f : X \to S \) be projective and smooth of relative dimension 1, where \( S \) is a quasi-compact scheme of characteristic \( p > 0 \) and carries an ample invertible sheaf. Let \( L \) be a line bundle over \( X \) and \( \omega := \Omega_f \) be the sheaf of relative differentials of \( f \), then we have

\[
(I) \quad (\det Rf_* L)^{\otimes p^4} \cong (\det Rf_* L^{\otimes p})^{\otimes 3p^2 - 3p + 1} \otimes_{k=1}^{p-1} (\det Rf_* (L^{\otimes p} \otimes \omega^k))^{\otimes k + 1 - 3p} \\
\otimes_{k=0}^{p-2} (\det Rf_* (L^{\otimes p} \otimes \omega^{p+k}))^{\otimes p - 1 - k}.
\]

In particular, for \( p = 2 \) we have

\[
(\det Rf_* L)^{\otimes 16} \cong (\det Rf_* (L^{\otimes 2}))^{\otimes 7} \otimes (\det Rf_* (\omega \otimes (L^{\otimes 2})))^{\otimes (-4)} \otimes \det Rf_* (\omega^{2} \otimes (L^{\otimes 2})).
\]

(II) The isomorphism in (I) is stable under base change, i.e., for any flat base extension \( g : S' \to S \) and the fiber product under base change:

\[
\begin{array}{ccc}
X' & \xrightarrow{g'} & X \\
\downarrow f' & & \downarrow f \\
S' & \xrightarrow{g} & S
\end{array}
\]

Then there are canonical isomorphisms over \( S' \):

\[
g^*((\det_S (Rf_* (L)))^{\otimes p^4}) \cong (\det_{S'} Rf'_* g^* L)^{\otimes p^4}
\]

\[
A =: (\det Rf'_* (g'^* L^{\otimes p})^{\otimes 3p^2 - 3p + 1} \otimes_{k=1}^{p-1} (\det Rf'_* (g'^* L^{\otimes p} \otimes \omega^k))^{\otimes k + 1 - 3p} \\
\otimes_{k=0}^{p-2} (\det Rf'_* (g'^* L^{\otimes p} \otimes \omega^{p+k}))^{\otimes p - 1 - k}
\]

\[
B =: g^*(((\det Rf_* L^{\otimes p})^{\otimes 3p^2 - 3p + 1} \otimes_{k=1}^{p-1} (\det Rf_* (L^{\otimes p} \otimes \omega^k))^{\otimes k + 1 - 3p} \\
\otimes_{k=0}^{p-2} (\det Rf_* (L^{\otimes p} \otimes \omega^{p+k}))^{\otimes p - 1 - k})
\]

where \( \omega' = \Omega_{f'} \) is the relative differentials of the morphism \( f' \). More precisely, the pull-back of the isomorphism in (I) for the morphism \( f : X \to S \) coincides with the isomorphism in (I) for the morphism \( f' : X' \to S' \).

According to Definition 2.19 we made, there is an induced functor from the virtual category \( V(X) \) to the Picard category \( \mathcal{P}iSS \). The isomorphisms in (I) and (II) can be viewed as isomorphisms of line bundles because we didn’t write out the degree of graded line bundles, but that is from the isomorphism
of graded line bundles in the category $\mathcal{P}iS$. Because for any two objects $(L, l)$ and $(M, m)$ in the category $\mathcal{P}iS$, they are isomorphic if and only if $L \cong M$ and $l = m$. We will apply ideas appearing in the proof of the $p$-th Adams-Riemann-Roch Theorem in the case of characteristic $p > 0$ to our proof. To some extent, our theorem can be viewed as a variant of Deligne’s functorial Riemann-Roch theorem. Both of us want to give the expression for $\text{proof.}$ To some extent, our theorem can be viewed as a variant of Deligne’s functorial Riemann-Roch theorem. Both of us want to give the expression for

$$\text{(det } Rf_*(L)^\otimes k \text{) by tensor product of det } Rf_* L^\otimes l, \text{ det } Rf_* \omega^m \text{ and det } Rf_* \mathcal{O} \text{ with some power for some } k, l, m.$$}

Proof. Firstly, for any prime number $p$, we have

$$\begin{align*}
& (\text{det } Rf_*(L)^\otimes p^4) \\
& \cong F^*_S(\text{det } (Rf_*(L))^\otimes p^3) \\
& \cong (\text{det } L F^*_S(\text{det } Rf_*(L))^\otimes p^3) \\
& \cong (\text{det } Rf'_*(J^*L))^\otimes p^3 \\
& \cong \text{det } Rf'_*(p^3 J^*L + (F_* \mathcal{O}_X - p)^\otimes 3 \otimes J^*L) \\
& \cong \text{det } Rf'_*(p^3 J^*L + ((F_* \mathcal{O}_X)^\otimes 3 - 3p(F_* \mathcal{O}_X)^\otimes 2 + 3p^2(F_* \mathcal{O}_X)) \otimes J^*L \\
& \quad - p^3 J^*L) \\
& \cong \text{det } Rf'_*((F_* \mathcal{O}_X) \otimes (p^2 + p(p - F_* \mathcal{O}_X)) + (p - F_* \mathcal{O}_X)^2) \otimes J^*L) \\
& \cong \text{det } Rf'_*(F^*(p^2 + p(p - F_* \mathcal{O}_X)) + (p - F_* \mathcal{O}_X)^2) \otimes F^*_X L) \\
& \cong \text{det } Rf'_*((p^2 + p(p - F^* F_* \mathcal{O}_X)^2 \otimes L^\otimes p) \\
& \cong (\text{det } Rf_*(L^\otimes p)^\otimes 3p^2 \otimes (\text{det } Rf_*((F^* F_* \mathcal{O}_X \otimes L^\otimes p)))^\otimes (-3p) \\
& \quad \otimes \text{det } Rf_*((F^* F_* \mathcal{O}_X)^\otimes 2 \otimes L^\otimes p) \\
& \cong (\text{det } Rf_*(L^\otimes p)^\otimes 3p^2 - 3p^1 \otimes p^0 - 1 \text{ (det } Rf_*((L^\otimes p \otimes \omega^k))^\otimes k + 1 - 3p \\
& \quad \otimes p^0 - 6 \text{ (det } Rf_*((L^\otimes p \otimes \omega^p))^\otimes p - 1 - k).}
\end{align*}$$

In fact, these isomorphisms are the consequences of properties of det and isomorphisms appearing in the $p$-th Adams-Riemann-Roch theorem in the case of characteristic $p > 0$. Here, we explain them one by one. We will use the following diagram and some notations again.

\[
\begin{array}{c}
\xymatrix{
X & \ar[ll]_{f} X' \ar[ll]_{f'} \ar[r]^{f} & X \\
S \ar[u]^{F_X/S} & \ar[r]_{F_S} & S
}\end{array}
\]

We will continue to use $F$ to denote the relative Frobenius instead of $F_X/S$ for simplicity. Firstly, by the definition of the extended determinant functor
and the property of the absolute Frobenius morphism $F^*_S$ (by Prop. 3.13),
$(\det(Rf_*L))^\otimes p^3$ is a line bundle and we have the isomorphism $(\det Rf_*L)^\otimes p^4 \cong F^*_S((\det Rf_*L))^\otimes p^3$.

Moreover, (1) follows from the fact that the pull-back commutes with the
determinant functor by the property iii) of the extended determinant functor,
where $LF^*_S$ is the left derived functor of the functor $F^*_S$.

We get (2) because cohomology commutes with flat base change, i.e.,
$LF^*_S \cdot Rf_* \cong Rf^*_S \cdot LJ^*_S$ (see [1], Chap. III, section 10). Because $L$ is a line bundle,
$LF^*_S$ is the same with $F^*_S$.

In (3), we introduce a new term $(F_*O_X - p)^\otimes 3 \otimes J^*L$. In Lemma 3.6 we
know that $F_*O_X$ is locally free of rank $p^r$ where $r$ is the relative dimension of the
morphism $f$. Because $f$ is relatively smooth of dimension 1 in our condition,
$F_*O_X - p$ is a virtual vector bundle of rank 0. According to Corollary 4.3
$\det Rf^*_S((F_*O_X - p)^\otimes 3 \otimes J^*L)$ is trivial.

After that, (4) is an expansion of (3) and (5) is a recombination of (4),
by taking the term $F_*O_X$ out and leaving $p - F_*O_X$ out.

(6) is direct from the projection formula (see [11], III, Pro. 3.7) and the
fact $F^*_X = F^*J^*$. We know that $F^*_X$ has the same property with the $\psi^p$ in
the case of characteristic $p > 0$ by Prop. 3.13, i.e., $F^*_X(L) = L^{\otimes p}$. By the functionality of the functor $\det$, we make combinations and go into (7).

In the $p$-th Adams-Riemann-Roch theorem in characteristic $p > 0$, we have the isomorphism $F^*F_*O_X \cong \theta^p(\omega)$ (see Prop. 3.11 and some statements before
Def. 3.12). As in the Grothendieck group, there are equalities $F^*F_*O_X = \tau(\omega) = 1 + \omega + \omega^2 + \cdots + \omega^{p-1}$ in the virtual category $V(X)$.

Replacing $F^*F_*O_X$ by the equality above in (7) and sorting out (7), we have

$$(\det Rf_*L)^\otimes p^4 \cong F^*_S((\det Rf_*L))^\otimes p^3 \cong (\det LF^*_S(Rf_*L))^\otimes p^3$$

$$(\det Rf_*L^\otimes p)^\otimes 3p^2 \otimes (\det Rf_*(F^*F_*O_X \otimes L^{\otimes p}))^{\otimes -3p}$$

$$(\otimes \det Rf_*(F^*F_*O_X)^\otimes 2 \otimes L^{\otimes p})$$

$$(\otimes p^2 - 3p + 1 \otimes k=1 \det Rf_*(L^{\otimes p} \otimes \omega^k))^{\otimes k+1-3p}$$

$$(\otimes k=0 \det Rf_*(L^{\otimes p} \otimes \omega^{p+k}))^{\otimes p-1-k}.$$}

These are isomorphisms (8) and (9), which finishes the proof of isomorphisms in (I). In particular, for $p = 2$ and by a direct computation we have

$$(\det Rf_*L)^\otimes 10 \cong (\det Rf_*(L^{\otimes 2}))^{\otimes 7} \otimes (\det Rf_*(\omega \otimes L^{\otimes 2}))^{\otimes (-4)}$$

$$(\otimes \det Rf_*(\omega^2 \otimes (L^{\otimes 2})).$$}

For (II), there are well-known facts about base change, i.e., the smooth
morphism is stable under base change (see [1], Chap. III, section 10) and the
Furthermore, for any line bundle $L$ projective morphism is also stable under flat base change (see [20], 6.3.2). It means that $f' : X' \to S'$ is projective and smooth of relative dimension 1. Furthermore, for any line bundle $L$ on $X$, $Rf_*(L)$ is a strictly perfect complex in $\text{Parf}^0$ (see (3) of the section 2.1 and Rem. 2.18). Then we have

$$g^*(\det_S(Rf_*(L))) \cong \det_{S'}(Lg^*(Rf_*(L))) \cong \det_{S'}(Rf'_*(g^*L)).$$

The first isomorphism is from iii) of the definition of the extended determinant functor. The second isomorphism is from the base-change formula (see [11], IV, Prop. 3.1.1), i.e., $Lg^*Rf_\ast \cong Rf'_\ast Lg'^\ast$. Because $L$ is a line bundle, $Lg'^\ast L$ is same with $g'^\ast L$, which proves the horizontal isomorphism of the diagram in (II).

For the left vertical isomorphism in the diagram, it is obvious, i.e., the pull-back for an isomorphism is the pull-backs for two sides of the isomorphism, respectively. The pull-back of the right hand side of the isomorphism is just $B$.

For the isomorphism $B \cong A$, it results from the further expression of $B$. The pull-back of the right hand side of the isomorphism in (I) is the pull-back for $\det Rf_* L \otimes^p$, $\det Rf_*(L \otimes^p \otimes \omega^k)$ and $\det Rf_*(L \otimes^p \otimes \omega^{p+k})$, respectively. As proof in the horizontal isomorphism, for any vector bundle $F$ on $X$ we have

$$g^*(\det_S(Rf_*(F))) \cong \det_{S'}(Rf'_*(g^*F)).$$

Furthermore, these pull-backs are

$$g^*(\det Rf_*(L \otimes^p)) \cong \det_{S'}(Rf'_*(f^*L) \otimes^p);$$

$$g^*(\det Rf_*(L \otimes^p \otimes \omega^k)) \cong \det_{S'}(Rf'_*(g^*(L \otimes^p \otimes \omega^k)))$$

$$\cong \det_{S'}(Rf'_*(g^*L \otimes^p \otimes \omega^k));$$

$$g^*(\det Rf_*(L \otimes^p \otimes \omega^{p+k})) \cong \det_{S'}(Rf'_*(g^*(L \otimes^p \otimes \omega^{p+k})))$$

$$\cong \det_{S'}(Rf'_*(g^*L \otimes^p \otimes \omega^{p+k})).$$

In the last two pull-backs, we use the fact that the differentials is stable under base change, i.e., $\omega' \cong g'^\ast(\omega)$. Putting these pull-backs together, this is just $A$.

Meanwhile, for the morphism $f' : X' \to S'$ which satisfies the condition as the morphism $f$, we have the isomorphism for $g'^\ast L$, i.e.,

$$(\det Rf'_*(g'^\ast L)) \otimes^p$$

$$\cong (\det Rf'_*(g'^\ast L) \otimes^p)^{3p^2-3p+1} \otimes_{k=1}^{p-1} (\det Rf'_*(g'^\ast L \otimes \omega'^k))^{k+1-3p}$$

$$\otimes_{k=0}^{p-2} (\det Rf'_*(g'^\ast L \otimes \omega'^{p+k}))^{p-1-k}.$$
Remark 4.9. Our theorem is not a consequence of the Adams Riemann Roch theorem in $K$-theory. It results from the virtual category and the Picard category, which allows that our theorem is functorial. Compared with the general setting where the property of the Deligne pairing can be applicable and similar results can be obtained, our proof is not so complicated. In [21], Eriksson defined the Adams operation and the Bott class on the virtual category and proved that the Adams Riemann Roch theorem was true in the localized Picard category. Before that, he needs to define what the localized virtual category and the localized Picard category are. These definitions and proofs are impossible to state clearly in several pages. In our theorem, the Adams operation and the Bott class defined on the virtual category is unnecessary. We emphasize more about the merits of the positive characteristic, which is one of our motivations.

In [4], Mumford gave an isomorphism which is called Mumford’s isomorphism now. We state it as follows: Let $f : C \to S$ be a flat local complete intersection generically smooth proper morphism with geometrically connected fibers of dimension 1, with $S$ any connected normal Noetherian locally factorial scheme. We denote $\lambda_n$ by $\det Rf_*\omega \otimes^n$ for $\omega = \omega_{C/S}$ being the relative dualizing sheaf which is canonically isomorphic to the relative differentials of the morphism $f$. Then Mumford’s isomorphism is $\det Rf_*(\omega^n) \cong (\det Rf_*(\omega))^{6n^2-6n+1}$, whose original version is stronger than the present expression.

By our theorem, we can get some results of a version of Mumford’s isomorphism. Under our condition, i.e., $f$ is a smooth and projective morphism of quasi-compact schemes with geometrically connected fibers of dimension 1, then the isomorphism is also $\det Rf_*(\omega^n) \cong (\det Rf_*(\omega))^{6n^2-6n+1}$ , i.e., $\lambda_n = \lambda_1^{6n^2-6n+1}$ by notations.

Corollary 4.10. Suppose $p = 2$ and let $f$ be as in theorem. Then we have Deligne’s Riemann-Roch theorem in [3] and Mumford’s isomorphism.

Proof. On the one hand, we have the isomorphism (I) in the previous theorem for any characteristic $p > 0$, we will view the isomorphism as an isomorphism of graded line bundles, even though we can’t write up the corresponding degree of the graded line bundles.

On the other hand, we have the Serre duality. For any vector bundle $F$ on $X$, by the Grothendieck-Serre duality, $R\text{Hom}(Rf_*F, \mathcal{O})[-1] \cong Rf_*\text{Hom}(F, \omega)$, where $\text{Hom}$ is the hom functor for complexes of sheaves, one gets the isomorphism of graded line bundles between $\det Rf_*F$ and $\det Rf_*\text{Hom}(F, \omega)$ (see [3], Pag. 150). When we denote $\det Rf_*\omega \otimes^n$ by $\lambda_n$, we also denote $\det Rf_\mathcal{O}$ by $\lambda_0$. Firstly, let $F$ be the trivial bundle in the isomorphism of line bundles above. This is $\det Rf_\mathcal{O} \cong \det Rf_*\omega$, i.e., $\lambda_0 \cong \lambda_1$. Furthermore, let $F$ be a
line bundle $L$ and we have
\[
\det R_f^*(L - \mathcal{O}) \otimes (\omega \otimes L^{-1} - \mathcal{O})
\]
\[
\cong \det R_f^*\omega \otimes (\det R_f^*L)^{-1} \otimes (\det R_f^*(\omega \otimes L^{-1}))^{-1} \otimes \det R_f^*\mathcal{O}
\]
\[
\cong (\det R_f^*(L - \mathcal{O}))^{\otimes (-2)}.
\]

By the property of the Deligne pairing (Prop. 4.4), then we have
\[
(\det R_f^*(L - \mathcal{O}))^{\otimes 2} \cong \det R_f^*(-(L - \mathcal{O}) \otimes (\omega \otimes L^{-1} - \mathcal{O}))
\]
\[
\cong \det R_f^*((L - \mathcal{O}) \otimes (\mathcal{O} - \omega \otimes L^{-1}))
\]
\[
\cong \langle L, \omega^{-1} \otimes L \rangle. \tag{10}
\]

By tensoring power 6 of two sides of (10), we have $(\det R_f^*(L - \mathcal{O}))^{\otimes 12} \cong \langle L, \omega^{-1} \otimes L \rangle^{\otimes 6}$. Meanwhile, we consider the Deligne pairing $(\omega, \omega)$. According to the property of the Deligne pairing (Prop. 4.4), this is the following isomorphism
\[
\langle \omega, \omega \rangle \cong \langle \det(\omega - \mathcal{O}), \det(\omega - \mathcal{O}) \rangle
\]
\[
\cong \det R_f^*((\omega - \mathcal{O}) \otimes (\omega - \mathcal{O}))
\]
\[
\cong \det R_f^*(\omega^2) \otimes (\det R_f^*\omega)^{\otimes (-2)} \otimes \det R_f^*\mathcal{O}.
\]

Taking $L$ for trivial bundle and $p = 2$ in our theorem, we have
\[
(\det R_f^*\mathcal{O})^{\otimes 24} \cong (\det R_f^*\mathcal{O})^{\otimes 3 \cdot 2^2 - 3 \cdot 2^1 + 1} \otimes (\det R_f^*\omega)^{\otimes 2^3 - 2^2}
\]
\[
\otimes \det R_f^*(\omega^2)
\]
i.e., $\lambda_0^{16} \cong \lambda_1^7 \otimes \lambda_1^{-4} \otimes \lambda_2$. By $\lambda_0 \cong 1_1$, that is $\lambda_2 \cong \lambda_1^{13}$ and therefore, hence
\[
\langle \omega, \omega \rangle \cong \lambda_2 \otimes \lambda_1^{-2} \otimes \lambda_0 \cong \lambda_0^{12}\.
\]

By the isomorphism $(\det R_f^*(L - \mathcal{O}))^{\otimes 12} \cong \langle L, \omega^{-1} \otimes L \rangle^{\otimes 6}$, then we have the standard statement
\[
(\det R_f^*L)^{\otimes 12} \cong (\det R_f^*\mathcal{O})^{\otimes 12} \otimes \langle L, \omega^{-1} \otimes L \rangle^{\otimes 6} \cong \langle \omega, \omega \rangle \otimes \langle L, \omega^{-1} \otimes L \rangle^{\otimes 6}.
\]

which completely coincides with Deligne’s statement in \[3\].

If we use the property of the Deligne pairing (Prop. 4.4) again as in Rem. 4.7, the right hand side of the isomorphism in (10) is
\[
\langle L, \omega^{-1} \otimes L \rangle
\]
\[
\cong \det R_f^*(L^2 \otimes \omega^{-1}) \otimes (\det R_f^*L)^{-1} \otimes (\det R_f^*L \otimes \omega^{-1})^{-1} \otimes \det R_f^*\mathcal{O}.
\]

Then the isomorphism (10) becomes
\[
(\det R_f^*L)^{\otimes 2} \otimes (\det R_f^*\mathcal{O})^{\otimes (-2)} \tag{11}
\]
\[
\cong \det R_f^*(L^2 \otimes \omega^{-1}) \otimes (\det R_f^*L)^{-1} \otimes (\det R_f^*L \otimes \omega^{-1})^{-1} \otimes \det R_f^*\mathcal{O}.
\]
Let $L$ be $n$-th power $\omega^n$ of the sheaf of differentials $\omega$ in (11). The isomorphism (11) is $\lambda^2_n \otimes \lambda^{(-2)}_0 \cong \lambda_{2n-1} \otimes \lambda^{(-1)}_n \otimes \lambda^{(-1)}_{n-1} \otimes \lambda_0$. In our proof of Deligne’s Riemann Roch theorem, we already have the isomorphism $\lambda_2 \cong \lambda^{13}_1$ which is just Mumford’s isomorphism for $n = 2$. For general $n$ in Mumford’s isomorphism, let $L$ be the bundle $\omega^n$ in our theorem. This is

$$\left(\det Rf_*(\omega^n)^{\otimes 16}\right) \cong (\det Rf_*(\omega^{2n})^\otimes 7 \otimes (\det Rf_*(\omega \otimes (\omega^{2n})))^\otimes (-4)$$

$$\otimes \det Rf_*(\omega^2 \otimes (\omega^{2n}))$$

i.e., $\lambda_{2n+2} \cong \lambda^{16}_n \otimes \lambda^{(-7)}_{2n} \otimes \lambda^3_{2n+1}$. Plus the isomorphism $\lambda^2_n \otimes \lambda^{(-2)}_0 \cong \lambda_{2n-1} \otimes \lambda^{(-1)}_n \otimes \lambda^{(-1)}_{n-1} \otimes \lambda_0$, by induction, that is just Mumford’s isomorphism $\lambda_n \cong \lambda^{(6n^2-6n+1)}_1$ for $p = 2$. \hfill \Box

**Remark 4.11.** The original proof of Mumford’s isomorphism (see [4], Pages 99-110) is a calculation by using Grothendieck-Riemann-Roch and the facts which is referred to the Picard-group of the moduli-functor of stable curves and so on. In our corollary, it is a special case of our theorem by taking the line bundle to be the trivial bundle and the Serre duality. For any prime number $p > 2$, we have an analogous expression to Mumford’s isomorphism. This is explained as follows: Let $L$ be the trivial bundle in our theorem. This is the isomorphism

$$\lambda^{p^4}_{p^4} \cong \lambda_0^{3p^2-3p+1} \otimes \lambda_1^{2-3p} \otimes \lambda_2^{3-3p} \otimes \ldots \otimes \lambda^{p-3p}_{p-1} \otimes \lambda^{p-1}_p \otimes \lambda^{p-2}_{p+1} \otimes \ldots \otimes \lambda^{2p-2}_{2p-2}.$$  

Given the isomorphism $\lambda_0 \cong \lambda_1$, then we have

$$\lambda_{2p-2} \cong \lambda_1^{p^4-3p^2+6p-3} \otimes \lambda_2^{3p-3} \otimes \ldots \otimes \lambda^{3p-p}_{p-1} \otimes \lambda^{1-p}_{p+1} \otimes \lambda^{2-p}_{p+1} \otimes \ldots \otimes \lambda^{(-2)}_{2p-2}.$$  

More generally, let $L$ be $\omega^n$ in our theorem. Then we have

$$\lambda^{p^4}_{n_p} \cong \lambda_{n_p}^{3p^2-3p+1} \otimes \lambda_{n_p+1}^{2-3p} \otimes \lambda_{n_p+2}^{3-3p} \otimes \ldots \otimes \lambda^{p-3p}_{n_p+p-1} \otimes \lambda^{p-1}_{n_p+p} \otimes \lambda^{p-2}_{n_p+p+1} \otimes \ldots \otimes \lambda_{n_p+2p-2}.$$  
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