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ABSTRACT
This research has a purpose to determine the influence of book value per share, net income, and dividends to market value per share on manufacture companies listed on the Indonesia Stock Exchange (IDX). The hypothesis proposed: There is an influence of the book value per share, net income, and dividends on market value per share either partially or simultaneously. This research is classified as a causal research. Population used in this research were manufacturing company listed on the Indonesia Stock Exchange (IDX) in 2008- 2011 where the total population used is 120 manufacture companies. The sampling technique used was purposive sampling technique in which the number of samples obtained in this research were 19 companies. Data used in this research is secondary data. This research hypothesis are tested using multiple regression analysis with classical assumption test and goodness of fit to test the hypothesis.

The results shows that either partially or simultaneously book value per share, net income, and dividends significantly influence the market value per share on manufacture companies listed on the Indonesia Stock Exchange (IDX). Adjusted R square value is 0.741 indicating that 74.1% change in stock market value can be explained by the independent variables used in this research. The remaining 25.9% is explained by other factors not included in the regression model.

Keywords: Book Vale Per Share; Net Income; Dividends; Market Value Per Share.

1. INTRODUCTION
Sources of company funding, can come from internal or external companies. The company's internal source of funding comes from the company's owner's capital, while the company's external source of funding comes from the sale of shares to investors. “Shares are an alternative source of long-term funds for a company. Companies that need long-term funds in the form of equity can obtain them through the issuance of shares either sold through private placements or through initial public offerings” (Sudana, 2011: 87).

Investors need a place that makes it easy to choose various investment alternatives that suit investors' wishes. On the other hand, the company also needs a place that allows it to obtain funds to finance the company's activities and development, the capital market is a meeting place for companies as parties that need funds and investors as parties who are willing to invest their funds.
into the company, expecting returns. Efficient distribution of funds from investors to companies is also one of the vital roles of the capital market.

The phenomenon of increasing public interest in buying shares in the capital market, reflects that shares are starting to become the people's choice in making investments. The stock market capitalization in the last three years has increased significantly from year to year. Based on data from the Indonesia Stock Exchange in 2009 the market capitalization of the shares listed on the Indonesia Stock Exchange was Rp. 2,019.4 trillion, in 2010 amounting to Rp. 3,243.8 trillion, in 2011 amounting to Rp. 3,537 trillion and until the end of February 2012 of Rp. 3,754 trillion. The number of companies listed on the Indonesia Stock Exchange has also increased, in 2006 there were 342 companies listed, 354 companies in 2007, 393 companies in 2008, 399 companies in 2009, 413 companies in 2010, 439 companies in 2011 were listed and 442 companies in 2012 were listed on the IDX. Thus, it can be concluded that both companies and investors or the public have trusted the capital market as a means of bringing together companies that need funds with investors who have excess funds.

Supply theory explains the relationship between supply and price, the higher the supply, the cheaper the price of the good. In buying and selling shares this also applies, the higher the number of shares offered, the market price of these shares will decrease. If investors feel that the risk they get is higher than the return they get, investors will immediately release their shares and this causes the offer of certain shares to increase by itself, the market price of these shares will decrease. Investors will release their shareholdings if the company's performance is considered to be declining, a declining net income will make investors lose confidence in the company's performance and will cause investors to give up their share ownership.

The stock price describes the value of the company, the higher the stock price, the higher the value of the company and the company's prospects. according to Halim (2005: 21-29) stock prices are influenced by internal factors and external factors. Internal factors that affect stock prices relate to the specific nature of the stock (company performance and the industry in which the company operates). In addition, external factors that are macro in nature include macroeconomic conditions or market technical conditions, social and political conditions, developing issues, as well as regulations that are less favorable to the company.

Research on the effect of the book value of shares, net income and dividends on the market value of shares has been carried out by several researchers, namely Brief and Zarowin (1999) stating that book value and dividends have an explanatory power that is almost the same as book value and earnings, Mender & Sprecher (in Natasyah 2000) states that the book value of shares, net working capital, EPS have a positive effect, while dividends have a negative effect on stock prices.

2. RESEARCH METHOD
This study uses a comparative causal research design. According to Kuncoro (2009: 16-17) comparative causal research is "research that shows the direction of the relationship between the independent variable and the dependent variable, in addition to measuring the strength of the relationship". This study analyzes the effect of the book value of shares, net income and dividends on the market value of the stock, where the book value of shares, net income and dividends are independent variables (independent variables), while stock market values are the dependent variable (dependent variable).

2.2 Data Analysis Methods and Techniques
a. Multiple Regression Analysis
Multiple regression analysis is an analysis to test the effect of two or more independent variables on the dependent variable with an interval or ratio measurement scale. This analysis was conducted to see the effect of the book value of shares, net income and dividends on the market value of shares (stock prices).

2.3 Classic assumption test
a. Normality Test
The normality test aims to “test whether in the regression model, the confounding or residual variables have a normal distribution. It is known that the t-test and F-test assume that the residual value follows a normal distribution. If this assumption is violated, the statistical test becomes invalid for a small sample size” (Ghozali, 2011: 160). To find out whether the residuals are normally distributed or not, that is by graphical analysis and statistical analysis. Normality can be detected by looking.

b. Multicollinearity Test
This test aims to “test whether the regression model found a correlation between independent variables” (Ghozali, 2011: 105). Correlation will not occur between independent variables if the regression model is good. If there is a correlation between the independent variables, the independent variable is not orthogonal. Orthogonal variables are independent variables whose correlation between independent variables is equal to zero. The presence or absence of multicollinearity can be detected by looking at the tolerance and variance inflation factor (VIF) values, as well as by analyzing the correlation matrix of the independent variables. The cut-off value that is commonly used to indicate the presence of multicollinearity is if the VIF value is not 10 and the tolerance value is not less than 0.1.

c. Autocorrelation Test
This test aims to “test whether in the linear regression model there is a correlation between the confounding error in the previous period (t-1). If there is a correlation, it is called an autocorrelation problem. Autocorrelation arises because successive observations over time are related to one another” (Ghozali, 2011: 110).

d. Heteroscedasticity Test
This test aims to test whether in the regression model there is an inequality of variance from the residual of one observation to another observation. If the variance is fixed, it is called homoscedasticity and if it is different it is called heteroscedasticity” (Ghozali, 2011: 139).

3. RESULTS AND DISCUSSIONS
3.1 Analysis of Research Results
a. Descriptive Statistics
Descriptive statistical analysis will provide an overview or description of a data seen from the minimum, maximum, average, and standard deviation values generated from the research variables. This study uses three independent variables, namely the book value of shares, net income, and dividends. The results of the analysis with descriptive statistics from a sample of manufacturing companies from 2008-2011 can be seen in the following table:

| Table 1. Descriptive Statistics |
|--------------------------------|
| **Descriptive Statistics**    |
| N     | Minimum | Maximum | mean   | Std. Deviation |
|------|---------|---------|--------|----------------|
| STOCK MARKET VALUE | 76 | 130.00 | 364000.00 | 27855.0263 | 59144.17550 |
| SHARE BOOK VALUE | 76 | 10.00 | 100000.00 | 474.2105 | 423.71142 |
| NET INCOME | 76 | 8.12E8 | 2.11E13 | 1.7938E12 | 3.52836E12 |
| DIVIDEND | 76 | 6.00 | 10000.00 | 1263.2895 | 2461.00828 |
| Valid N (listwise) | 76 | | | |

Source: SPSS Processing Results (2012)

Table 1 shows that the sample used in the study amounted to 76, which can be seen from the value of N. Based on the data from table 4.1, it can be described as follows:

i) The stock market value variable (NPS) has a minimum value of 130.00 and a maximum value of 364000.00 with an average value of 27855.0263 and a standard deviation of 59144.17550. So it can be concluded that the minimum stock market value (NPS) of manufacturing companies that became the research sample from 2008 to 2011 was 130.00 and the maximum value of stock market value (NPS) was 364000.00 with an average of 27855.0263 and standard deviation of 59144.17550.
2) The stock book value (NBS) variable has a minimum value of 10.00 and a maximum value of 1000.00 with an average value of 474.2105 and a standard deviation of 243, 71142. The research sample from 2008 to 2011 was 10.00 and a maximum of 1000.00 with an average NPS of manufacturing companies studied at 474.2105 and a standard deviation of 243, 71142. The variable net income (NI) has a minimum value of 8.112053000.00 and a maximum value of 2.1077000000000.00 with an average value of 1.793800000000000 and a standard deviation of 3.528360000000000. Which means that the minimum value of the net income (NI) of manufacturing companies that became the research sample from 2008 to 2011 was 8.112053000.00 and a maximum of 2.1077000000000.00 with an average NI of manufacturing companies studied at 1.793800000000000 and standard deviation of 3.528360000000000.

3) The dividend variable (DIV) has a minimum value of 6.00 and a maximum value of 10000.00 with an average value of 1263.2895 and a standard deviation of 2461.00828. Which means that the minimum value of dividends (DIV) of manufacturing companies that are the research sample from 2008 to 2011 is 6.00 with a maximum value of 10000.00. The average dividend (DIV) of the manufacturing companies studied was 1263.2895 and the standard deviation was 2461.00828.

3.2 Classical Assumption Test

a. Normality Test

The normality test is used to detect whether the residuals are normally distributed or not, namely by performing graphical analysis and statistical tests. In graph analysis, if the histogram graph shows a normal distribution pattern and the normal graph plot spreads regularly following a diagonal line, then the data is normally distributed. The results of the analysis with the normality test from a sample of manufacturing companies for the period 2008-2011 are presented in the following figure:

Figure 1. Histogram Graph

Figure 1 shows that the data is not normally distributed because the histogram graph does not show the distribution of the data following a diagonal line that does not skew to the left or right.

Figure 2. P-plot Normal Graph
Figure 2 shows the normal p-plot graph showing the points tend to be close together and away from the diagonal line so that it can be concluded that the data in the regression model is not normally distributed.

For statistical tests, it can be done by looking at the value of Kolmogorov Smirnov, if the significance value is > than 0.05 then the data is normally distributed. On the other hand, if the significance value is < 0.05, then the data is not normally distributed. The results of statistical tests are shown in table 2 below:

| Parameter                     | Value    |
|-------------------------------|----------|
| N                             | 76       |
| Normal Parameters, b          | .0000000 |
| Std. Deviation                | 3.6830081E4 |
| Most Extreme Differences     |          |
| Absolute                      | .334     |
| Positive                      | .334     |
| Negative                      | -.230    |
| Kolmogorov-Smirnov Z          | 2.913    |
| asymp. Sig. (2-tailed)        | .000     |

The results of the Kolmogorov Smirnov test, showed a significance value of 0.000. Less than 0.05 then the data is not normally distributed. As discussed in chapter three, to change the regression model to normal, several methods can be used, including by transforming data into other forms, transforming data into natural logarithmic form, square root or logarithm 10. Transforming data into natural logarithmic form is carried out by researchers to normalize the data. Because in general, natural logarithms are mostly done by previous researchers so that the data is normally distributed. After doing the natural logarithm, the histogram graph and normal p-plot graph looks like this:

Figure 3 shows that the data is normally distributed because the histogram shows the distribution of the data following a diagonal line that does not swerve to the left or to the right.
Figure 4 shows the normal p-plot graph showing the points spread around the diagonal line and the distribution is close to the diagonal line so it can be concluded that the data in the regression model is normally distributed.

**Table 3. Kolmogorov-Smirnov Test Results After LN**

| Unstandardized Residual |
|-------------------------|
| N          | 76     |
| Normal Parameters, b  | mean   | 0.000000 |
|             | Std. Deviation | 0.97218870 |
| Most Extreme Differences | Absolute | 0.066 |
|             | Positive  | 0.040 |
|             | negative  | -0.066 |
| Kolmogorov-Smirnov Z  | 0.575   |
| asymp. Sig. (2-tailed) | 0.896 |

Source: SPSS Processing Results (2012)

Kolmogorov Smirnov's value shows a significance value of 0.896, greater than 0.05, the data is normally distributed.

**b. Multicollinearity Test**

The multicollinearity test was used to test whether the regression model found a correlation between the independent variables. This can be seen by looking at the tolerance and VIF of the processed data. The results of the multicollinearity test can be seen in table 4.4 below:

**Table 4. Multicollinearity Test Coefficients**

| Model          | Unstandardized Coefficients | Standardized Coefficients | t     | Sig. | Collinearity Statistics |
|----------------|----------------------------|---------------------------|-------|------|-------------------------|
|                | B   | Std. Error | Beta |       | Tolerance | VIF                     |
| (Constant)     | -7.624 | 1.890     | -4.035 | .000 |               |                         |
| LN_NBS         | .508 | .107       | .352 | 4.735 | .000 | .624 | 1.603 |
| LN_NI          | .383 | .062       | .420 | 6.156 | .000 | .743 | 1.346 |
| LN_DIV         | .605 | .068       | .600 | 8.866 | .000 | .754 | 1.327 |

Dependent Variable: LN_NPS
Source: SPSS Processing Results (2012)

Each independent variable used in this study shows a tolerance value greater than 0.10, namely the stock book value variable has a tolerance value of 0.624, the net income variable has a tolerance value of 0.743, the dividend variable has a tolerance value of 0.754 when viewed from the VIF. In contrast, each independent variable shows a value less than 10, namely for VIF the book value of shares is 1.603, VIF net income is 1.346, VIF dividend is 1.327. Thus it can be concluded that there is no symptom of multicollinearity in the independent variables.

**Table 5. Correlation Coefficient Coefficient Correlations**

| Model          | LN_DIV | LN_NI | LN_NBS |
|----------------|--------|-------|--------|
| Correlations   | 1.000  | -0.310| -0.491 |
| LN_NBS         | -0.491 | 0.502 | 1.000  |
| Covariances    |        |       |        |
| LN_DIV         | 0.005  | -0.001| -0.004 |
| LN_NI          | -0.001 | 0.004 | 0.003  |
| LN_NBS         | 0.004  | 0.003 | 0.012  |

Dependent Variable: LN_NPS
Source: SPSS Processing (2012)

In table 5 it can be seen that the results of the correlation between the independent variables show that only the dividend variable has a fairly high correlation with the stock book value variable.
with a correlation level of -0.491 or around 49.1%. Because this correlation is still below 95%, it can be concluded that there is no multicollinearity, so the research can be continued.

c. **Heteroscedasticity Test**

The heteroscedasticity test aims to test whether in the regression model there is an inequality of variance from the residuals of one observation to another observation. To test the presence of heteroscedasticity, it can be done by observing the scatterplot graph which is presented as follows:

![Figure 5. Heteroscedasticity Test Plot Graph](image)

**d. Autocorrelation**

This test aims to see whether in the linear regression model there is a correlation between the confounding error in period t and the error period t-1 (previous). A good regression model is one that is free from autocorrelation. To determine the presence or absence of autocorrelation can be done through the Durbin-Watson (DW) test with the following criteria:

1) DW < -2 means there is autocorrelation
2) DW number between -2 to +2 means there is no autocorrelation
3) DW number > +2 means that there is a negative autocorrelation

### 3.3 Research Hypothesis Testing

a. **Coefficient of Determination (R2)**

The coefficient of determination (R2) is used to measure the model's ability to explain the variation of the independent variables. The following is the result of calculating the coefficient of determination of the hypothesis.

In the coefficient of determination of the regression model, the adjusted R square value is 0.741. This means that the magnitude of the effect given by the book value of shares, net income, and dividends on the stock market value is 74.1%. While the remaining 25.9% is influenced by other factors not examined in this study.

b. **Simultaneous Significance Test (F Test)**

The F test aims to test the independent variables used in the regression model whether they have a simultaneous effect on the variables studied (the dependent variable). The significance of the regression model was simultaneously tested by looking at the significance value (sig). Where if the sig value is below 0.05 then the independent variables jointly affect the dependent variable. The following are the results of the hypothesis for the F test:

H₀ : There is no influence between the book value of shares, net income, and dividends on the market value of shares.

Hₐ : There is an effect between the variable book value of shares, net income, and dividends on the market value of shares.

The F test is performed by comparing the P-value of F with . The conclusions that can be drawn from this F test are:

1) If P-value > from = 5% then H₀ is accepted and Hₐ is rejected. This means that the independent variables together have no significant effect on the dependent variable.
2) If the P-value < of = 5% then H₀ is rejected and Hₐ is accepted. This means that the independent variables together have a significant effect on the dependent variable.
The results of the F test are as follows:

| Model     | Sum of Squares | df | Mean Square | F     | Sig.  |
|-----------|----------------|----|-------------|-------|-------|
| Regression| 213.975        | 3  | 71.325      | 72.445| .000a |
| Residual  | 70.886         | 72 | .985        |       |       |
| Total     | 284.861        | 75 |             |       |       |

Source: SPSS Processing Results (2012)

Based on the results of the F test in table 6, it can be seen that the P-value or significance level is 0.000 which is smaller than $\alpha = 0.05$. Based on these results, it can be concluded that $H_0$ is accepted and $H_a$ is rejected. This shows that the book value of shares, net income, and dividends simultaneously (simultaneously) affect the stock market value.

c. **Partial Significance Test (t Test)**

The t-test was conducted to test the effect of the independent variables partially on the dependent variable. The results of the t test are as follows:

| Model     | Unstandardized Coefficients | Standardized Coefficients | T     | Sig.  |
|-----------|-----------------------------|---------------------------|-------|-------|
|           | B                           | Std. Error                | Beta  |       |
| 1 (Constant)| -7.624                      | 1.890                     |       |       |
| LN_NBS    | .508                        | .107                      | .352  | 4.735 | .000  |
| LN_NI     | .383                        | .062                      | .420  | 6.156 | .000  |
| LN_DIV    | .605                        | .068                      | .600  | 8.866 | .000  |

Source: SPSS Processing Results (2012)

Based on the results of the t-test in the table, it can be concluded that the book value of shares, net income, and dividends have a significant effect on the stock market value partially or individually, this is evidenced by the significance value of each independent variable which is below $0.05$. From the table, the multiple regression model can be obtained as follows: 

$$NPS = -7.624 + 0.508 \text{NBS} + 0.383 \text{NI} + 0.605 \text{DIV}$$

Information:

1) The constant coefficient based on the regression results is $-7.624$, meaning that the market value of the stock will be $-7.624$ if the book value of shares, net income, and dividends are each 0.

2) The regression coefficient of 0.508 NBS states that for every addition of one stock book value, the stock market value will increase by 0.508.

3) The regression coefficient of 0.383 NI states that each addition of one net income then the stock market value will increase by 0.383.

4) The regression coefficient of 0.605 DIV states that for every addition of one dividend, the market value of the stock will increase by 0.605.

4. **CONCLUSION**

Partially, the results show that the significance value of the t-test for book value of shares, net income, and dividends is 0.000, 0.000 and 0.000, respectively, where the t-count value is smaller than the t-table value. The significance number which is smaller than 0.05 indicates that each (partially) independent variable has a significant effect on the dependent variable.

Taken together (simultaneously), the results show that the book value of shares, net income, and dividends have a significant effect on the market value of the stock at the 95% confidence level. This is indicated by the significance number of the F-test results, which is 0.000. This probability (significance) number is less than 0.05, so the independent variables in the regression simultaneously have a significant effect on the dependent variable.
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