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Abstract—The coincidence of high levels of variable, non-dispatchable generation from renewable energy sources (RESs) and congested electricity networks imposes significant constraint payments (CP) on electricity system operators (ESOs) which ultimately is charged to the customers. This paper is inspired by this challenge and proposes an integrated electricity, gas, and transportation system taking advantage of power-to-gas (P2G) facilities and electricity/gas storage devices to enhance operational efficiency. It proposes mobile gas storage systems (MGSs) that can store and carry liquid hydrogen or liquefied natural gas (LNG) to the load points or remote locations without access to the gas network. So, the green energy of RESs in the form of gases can be injected, transported, and utilized in the natural gas network or stored in MGS facilities. Besides, the mobile electricity storage system (MES) can directly store the redundant electricity produced by RESs, and the railway transportation system carries both the MESs and MGSs to the load point of electrical and gas systems. The proposed model reflects CP to wind in the marketing phase and considers incentives for the hydrogen-burning generators. Also, a stochastic platform is employed to capture the inherent uncertainties in the predicted values of the load and RESs’ generation. The model is formulated as a mixed-integer second-order cone programming problem and tested on an IEEE 118-bus system integrated with a 14-node gas network and a railway system. The result shows that employing the multi-vector energy system (MVES) elements reduces the total operational cost by 47%, and the CP to wind is reduced by 99.8% by absorbing almost the whole green energy of wind farms while relieving congestion in the electrical grid.

Index Terms—Integrated electricity, gas, and transportation systems, multi-vector energy systems, power-to-gas, wind energy, constraint payment, stochastic unit commitment, SOCP, uncertainty.

NOMENCLATURE

Indices and sets

\( b, m, i/j \) Indices of electric buses, gas nodes, and railway.

\( k, \dot{k} \) Indices of MESs and MGSs.

\( t, t_s, s \) Indices of time, time span, and scenarios.

\( g, w, x \) Indices of generators, wind farms, and P2Gs.

\( y, c, p \) Indices of gas wells, compressors, and pipelines.

\( H_2, CH_4 \) Indices of label for hydrogen and methane.

\( EN, GN, Sup \) Indices of labels for electrical/gas network and gas wells.

\( Ch, Dis \) Indices of labels for charging and discharging.

\( \min, \max \) Indices of label for minimum/maximum.

\( \varrho, \dot{\varrho}, \chi, \dot{\chi} \) Indices of charging stations for \( CH_4/H_2 \).

\( \Phi, \dot{\Phi} \) Sets of P2Gs generating \( CH_4/H_2 \).

\( \beta, \dot{\beta} \) Sets of MGSs contain LNG and LH2.

\( F(p), R(p) \) Sets of gas-fired/conventional generators.

\( \kappa, \Upsilon, \psi, \phi \) Sets of inlet/outlet nodes of pipelines.

\( \mathcal{R} \) Sets of generation units, stations, and P2Gs connected to \( b \).

\( \sigma, \Theta, (\frac{1}{\lambda}), (\frac{\mathcal{W}}{m}) \) Set of pipelines with installed compressor units.

\( \mathcal{N}, \mathcal{B}_1, \mathcal{B}_2 \) Sets of wells, P2Gs, stations, and G2Ps connected to \( m \).

Parameters

\( Z_1^{CH_4/H_2}, Z_2 \) Energy conversion coefficients of P2Gs and G2P.

\( \eta_{P2G, H_2/CH_4} \) Efficiency of P2G units in production of \( H_2 \) and \( CH_4 \).

\( \eta_{k,k',Ch/Dis} \) Efficiency of MESs/MGSs in charging/discharging.

\( T_{on}, T_{off} \) Minimum up/down-time of generators, (h).

\( R_{Ug}, R_{Dg} \) Ramp rate limits of generators, (MW/h).

\( R_{SG}, R_{DG} \) Start-up/shut-down ramp limits of generators, (MW/h).

\( P_{max, w, t, s} \) Maximum available wind energy in scenario \( s \), (MW).
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A. Motivation and Aims

The aforementioned challenge of security of supply is particularly of importance when generation variability is accompanied by congestion of tie-lines in the power grid. This often results in a constraint on the output of renewable energy resources (RESs). Reference [3] studied the impact of domination of variable renewable energy generation in future power systems on the electricity price, while the power grid constraints are considered in a normal situation. In this regard, the need for constraint payments (CP) to be made to RES generations creates a significant cost for ESOs. For example, based on a report by the renewable energy foundation, over the period of 2010 to 2020, U.K. wind farms have received approximately £650 m as CP for curtailment of 8.7 TWh of electricity due to the network limits [4]. It is obvious that all of these additional costs will eventually be recovered from end-users. Maintaining the balance in the decarbonisation programs, security of supply, and affordability is a challenge that makes up the energy trilemma.

This paper aims to propose a whole energy systems approach to cope with this challenge and pave the way for the increasing wind power capacity. The proposed model will assess the value of mobile sector-coupling systems in an integrated electricity, gas, and transportation system and has a dual usage, as it can also be used by policy-makers in exploring the questions regarding energy systems integration.

B. Literature Survey

1) Low-Carbon Energy System: Due to the proliferation of greenhouse gas emissions produced by conventional generators, environmental aspects and decarbonisation attract much more attention in recent studies. A promising option for decarbonizing the energy system is presented by green hydrogen [5]. Transition steps to reach a zero-carbon energy system are described in [6], and [7] presented the challenges and drivers faced by communities in Europe and the USA toward this goal. The low-carbon micro integrated electrical, gas, and heat systems in
the presence of high penetration of RESs, power-to-gas (P2G) facilities, and combined heat and power (CHPs) are considered in [8]. In transition toward a zero-carbon energy society, a %100 renewable energy system is planned by the year 2050 [6]. However, the existing electrical power transmission capacity may limit the full utilization of RESs. Therefore, congestion of power lines will suppress the excess energy production of RES. The P2G system, which is a so-called permanent P2G storage facility [9], is a technology that converts electricity into hydrogen or methane. In this regard, references [10, 11] used P2Gs and natural gas networks to absorb excess RESs’ generation and to bypass the constrained electrical system. Also, [12] studied the application of novel security management for the injection of P2Gs’ generated green hydrogen into the existing natural gas system. That study captured the uncertainty of RESs using a robust optimization platform. References [13], [14] considered P2Gs and hydrogen storage devices, where the extra RES energy is stored in gas storage systems.

2) Financial Aspects: Due to the high utilization charges and investment, P2G facilities are not economically effective when operating individually [9]. Also, double energy conversion in P2G facilities makes it less efficient. Authors of [15] studied the environmental and economic advantages of power-to-methane and power-to-hydrogen variants of P2G facilities. References [16], [17] used P2Gs to convert and store inexpensive/wasted energy to natural gas for appropriate applications. Also, P2G technology provides an option to reduce the dependency on buying natural gas from gas wells for supplying gas loads [9]. The equilibrium constraints of a profit-driven bi-level optimization with power-to-hydrogen and methane technologies are described in [18] to support the high penetration of renewable energy resources. The evaluation of financial risks for the energy and regulation markets in the presence of P2Gs and RESs is conducted in [19]. A model for real-time operation of P2Gs for relieving the distribution grid’s congestion, thereby achieving additional revenues for P2Gs, is presented in [20]. The application of multi-energy carriers can increase flexibility and efficiency in a low-carbon energy system [14], [21]. The direct injection of hydrogen into the existing natural gas network can cause problems such as reduced delivery capacity and crack expansion of pipelines, and [22] suggested using hydrogen produced by P2Gs for specific users (e.g., combustion generators) that can accelerate the decarbonization. The deployment of operational reserves, regulation products, and other flexibility services provides new means to earn additional revenue and reduce the payback period of investments [23]. Reference [9] employed unlocked regulation services by P2G technologies to absorb the RESs’ fluctuations. In [24], P2Gs and redundant line-pack of the gas network are used as new flexibility metrics. The application of P2Gs to reduce wind power curtailments and CP is investigated in [25], in which the gas network is employed to bypass a heavily-constrained power grid.

3) Implementation: The formulation of gas networks in steady-state is nonlinear [26], and the consideration of the actual model will complicate the integrated multi-energy operational planning. In this way, studies prefer to use the convex or linearized representation of the model. Reference [27] considered a comprehensive linearized gas network based on piecewise formulation that includes pipelines, valves, and compressors. In [28], a linearized transient gas flow formulation reflects the dynamic behavior of the gas system. Reference [29] considered an alternating direction method of multipliers (ADMM) approach to address the complexity of the model and the limitation on exchanging private data, and iterative ADMM with second-order cone programming (SOCP) optimization is used in [30].

4) Transportation as Energy Carrier: The transportation system can affect power system operation due to the charging/discharging of electric and hybrid electric vehicles (EVs). Reference [5] considered power, heating, and transportation (scheduling of EVs) sectors to maximize the efficiency of the operation and the investment based on the carbon target of the GB 2050 energy system. Also, the usage of hydrogen fueling stations for the electrical and transportation sectors is investigated in [31]. However, the gas network is ignored, and local usage of hydrogen fueling stations can intensify electrical system congestion, especially at peak load hours. Recently, the usage of storage devices in swapping-charging using transportation systems is introduced as an energy carrier [32]–[38]. Reference [32] used the branch-and-bound and genetic algorithms to schedule the transportation of fully charged batteries and logistics at the distribution system level between cities. The optimal management of charging stations, depleted batteries, and well-charged batteries tries to maximize the revenue in [33]. A time-space model of the railway system is used in [34] to describe a robust-stochastic platform for scheduling the mobile electricity storage systems (MESs) in the presence of wind and load uncertainties. The impact of the battery swapping-charging system on ambient air quality and human health conditions is investigated by [35], employing a UC problem. The MESs are used in a restoration scheme for distribution systems and disaster areas in post-disaster in [36], [38]. The stochastic scheduling of integrated power and transportation systems considering emergency outages of electrical and railway systems’ components is analyzed in [37]. Reference [39] used battery-based MESs to relieve grid congestion for delivering RESs’ generations, including those located in remote locations (offshore).

C. Research Gap

A taxonomy of existing papers and the novel aspects of this paper compared to the previous studies are presented in Table I. Based on the published works in this area, the impact of multi-vector energy systems (MVES) is not evaluated as the provider of constraint management services in heavily constrained networks. Although some investigations have been conducted on the P2G application as a flexibility provider to address the stochastic behavior of RESs in the normal operating of the energy system in [17], [19], [25], [26], [29], no research proposes the idea of regional constraint management services by using a holistic approach with the following features. These features consist of green hydrogen utilization for a transition toward the zero-carbon energy system that considers the potential of integrated gas, electricity, and railway systems to cope with
uncertainties and the electricity network congestion to enhance the operational efficiency by decreasing the CP to the curtailed renewable production.

D. Contributions

In this paper, by the integration of electric power systems with natural gas and railway transportation infrastructures, a promising solution will be proposed to attain a balanced appearance in the energy trilemma, handling the variable RESs’ output, and enhancing the flexibility of the coupled energy systems by deploying the regional constraint management services. When there is a coincidence between increases in wind generation and congestion of the tie-lines, our proposal is to use the following holistic vector-bridging system solutions to cope with the energy trilemma:

- A holistic approach to energy by coupling and integration of renewable, electricity, gas, and transport sectors;
- To use the P2G technologies not only as a coupling element between the gas and electricity, but also a facilitator for integration of those vectors with renewable and transportation sectors that convert redundant wind generation in heavily congested areas into the methane/hydrogen and then injecting methane into the natural gas grid or using them for charging the liquid hydrogen (LH2) or liquefied natural gas (LNG) tanks for transportation by railway system;
- To incentivise the usage of green hydrogen and supply remote gas generators by LH2 or LNG tanks transported through the railway system;
- To evaluate the impact of uncertainties due to the variable output of wind farms and load forecasting errors on the proposed framework using a stochastic formulation and study various configurations of elements and sensitivity evaluations from different aspects.

E. Organization of This Paper

The rest of the paper is organized as follows. Section II presents the model of MVESSs, and the stochastic scheduling of the proposed MVESS coordinated with the constraint management is described in Section III. The simulation results are discussed in Section IV, and Section V concludes this paper.

II. MODEL OF MVESS

The concept and the formulation of MVESS are presented in this section. The formulation includes the swapping system and the elements of MVESSs and complementary energy carriers.

A. The MVESS Concept

This paper offers three options illustrated in Fig. 1(a), which take advantage of multi-type energy carriers for harvesting unserved generation of wind farms. The first option applies the gas network as a supplemental energy carrier. The P2G units enable the operators to absorb the unserved wind generation (due to the congestion in power lines or the variations in the output of wind farms), convert it into methane, inject it into the gas network, and transfer it to the areas with high demands. The produced gas can supply the non-electric gas demands or combustion generators to generate electricity. The second and third options employ the transportation system as a supplementary energy carrier. As the second option, the redundant energy of wind can be used to charge MESs and transported to the load point using the railway system. The MESs can deliver energy and play the role of energy carrier. As the third option, the green energy of wind is converted to gas, and mobile gas storage systems (MGSs) charge liquid hydrogen (LH2) or liquefied natural gas (LNG) tanks with hydrogen or methane generated by P2G units. The railway system carries LH2 and LNG tanks to the destination areas to supply the remote gas-fired generators, also called gas-to-power (G2P) elements, with no access to the gas network. The delivered amount of energy is used for supplying gas demands or inverted to the electricity by the methane-fired or hydrogen-burning generators.

B. The Swapping System of MVESS

A time-space network (TSN) technique is applied to simulate the swapping schedule of storage devices, including MESs and MGSs, through the railway transportation system. A schematic
A transportation system including multiple stations is presented in Fig. 1(b). The travel time between stations is specified on connecting arcs based on time spans, and each time span takes multiple hours. Also, the travel time between stations 2 and 3 takes two time spans; thereby, a virtual station 4 is considered between stations 2 and 3 to simplify the model. The arcs show the paths between stations, and the expansion of possible routes in time is presented in Fig. 1(c). The selection of travel paths for MESs and MGSs are formulated by (1) and (2). Constraint (1) implies that only one arc has to be selected between possible options in each time span. The traveling of MESs and MGSs is constrained by (2), in which the arc at time span \( t_s + 1 \) must be initiated from the ending node of the arc at time span \( t_s \).

The model of the swapping system for MESs and MGSs is considered based on the following assumptions. (i) Due to the nonanticipativity constraint, the traveling paths of the MESs and MGSs must be unique, and it is considered independent of scenarios; (ii) Different types of storage facilities can be swapped independently; However, the same travel paths within the same time frames can be realized simultaneously with the same train; (iii) The storage devices can start from a different location from the starting stations of trains; (iv) A delay time, defined as \( DS(i) \), is considered by (3) for the first travel according to the arrival time of trains from the starting station; (v) The limited number of containers of MESs and cargoes of LH2/LNG tanks are considered for the sake of simplicity, but each system may contain several storage devices.

\[
\sum_{i,j} A_{i,j} u_{i,j}(k/k),t_s = 1 \tag{1}
\]

\[
\sum_{j} A_{j,i} u_{j,i}(k/k),t_s = \sum_{j} A_{i,j} u_{i,j}(k/k),t_s+1 \tag{2}
\]

\[
u_{i}(k/k),t_s = 0 : \forall i \neq j, \; t_s < DS(i) + 1 \tag{3}
\]

### C. The MVES Elements

The description of MVES is presented in this subsection.

1) Model of P2G: This paper considers multiple outputs, including hydrogen and methane gases, for the P2G equipment. P2Gs convert the electrical power into hydrogen through water electrolysis \((2H_2O \rightarrow 2H_2 + O_2 \; [41])\) that can be used directly as an energy vector or further converted into methane through the methanation process \((CO_2 + AH_2 \leftrightarrow CH_4 + 2H_2O \; [42])\).

Here, methane and hydrogen gases are considered the products of P2G units, while the efficiency of methane production contains a double conversion process. Equations (4) and (5) calculate amounts of hydrogen and methane gases generated by P2G units. As reflected by (6), the power consumption of P2G equipment is limited by an upper bound, which implies that P2Gs can produce either hydrogen or methane according to the efficiencies and operational constraints.

\[
G_{x,t,s}^{P2G,H_2} = Z_1^{H_2} P_{x,t,s}^{P2G,H_2} u_{x,t,s}^{P2G,H_2} \tag{4}
\]

\[
G_{x,t,s}^{P2G,CH_4} = Z_1^{CH_4} P_{x,t,s}^{P2G,CH_4} u_{x,t,s}^{P2G,CH_4} \tag{5}
\]

\[
0 \leq \left( P_{x,t,s}^{P2G,H_2} + P_{x,t,s}^{P2G,CH_4} \right) \leq P_{x,t,s}^{P2G,max} \tag{6}
\]

2) Model of MES: The MES system stores and transfers the electrical energy to bypass electrical network constraints, and the model is described by (7)–(12).

\[
\begin{aligned}
P_{k,i,t,s}^{MES,Ch} & \leq P_{k,i,t,s}^{MES,max} - u_{k,i,t,s}^{MES,Ch} \tag{7} \\
P_{k,i,t,s}^{MES,Dis} & \leq P_{k,i,t,s}^{MES,max} - u_{k,i,t,s}^{MES,Dis} \tag{8} \\
\sum_{k} u_{k,i,t,s}^{MES,Ch} & + \sum_{k} u_{k,i,t,s}^{MES,Dis} \leq k,T(t) \tag{9} \\
e_{k,i,t,s}^{MES} & = e_{k,i,t,s-1} + \Delta t \sum_{i} \left( P_{k,i,t,s}^{MES,Ch} u_{k,i,t,s}^{MES,Ch} - P_{k,i,t,s}^{MES,Dis} u_{k,i,t,s}^{MES,Dis} \right) \tag{10} \\
E_{k}^{MES,min} & \leq e_{k,i,t,s}^{MES} \leq E_{k}^{MES,max} \tag{11} \\
e_{k,i,t,s}^{MES,Ch/Dis} & = e_{k,i,t,s}^{MES} \tag{12}
\end{aligned}
\]
of charging/discharging of MESs for the selected railway stations (defined as \( u_{i,t}^k, T(t) \)) at time span \( ts = T(t) \). Variables \( \tilde{p}_{k,i,t,s}^{MES,Ch/Dis} \) reflect charging and discharging of MESs at station \( i \) and scenario \( s \). The value of stored electrical energy at each time step \( t \) is obtained by (10) considering charging and discharging efficiencies, and (11) incorporates the limits of stored energy for MESs. The daily energy balance of MESs is reflected by (12).

3) Model of MGS: The MGSs for LH2/LNG tanks provide a considerable storage capacity, and the produced gases can be used for supplying remote G2Ps. The proposed model of MGSs is described by (13)–(19), which a similar model to MESs is used to reflect the model of trips for LH2/LNG tanks.

\[
G_{k,MGS,Ch}^{MGS,Ch} \leq G_{k,MGS,Dis}^{MGS,Ch} u_{k,i,t,s}^{MGS,Ch}
\]

(13)

\[
G_{k,MGS,Dis}^{MGS,Dis} \leq G_{k,MGS,Dis}^{MGS,Ch} u_{k,i,t,s}^{MGS,Dis}
\]

(14)

\[
\tilde{u}_{MGS,Ch} + \tilde{u}_{MGS,Dis} \leq u_{k,T(t)}
\]

(15)

\[
GE_{k,MGS}^{MGS,Ch} = GE_{k,MGS}^{MGS,Dis} + \Delta t \sum_{i} \left( G_{k,MGS,Ch}^{MGS,Ch} \tilde{u}_{MGS,Ch} - G_{k,MGS,Dis}^{MGS,Dis} \tilde{u}_{MGS,Dis} \right)
\]

(16)

The charging and discharging of MGSs at the station \( u_{k,i,t,s} \) and time span \( ts = T(t) \) are limited by (13) and (14), in which the variables \( \tilde{G}_{k,MGS,Ch/Dis} \) reflect the charging and discharging values within scenario \( s \). Constraint (15) indicates the charging/discharging modes for MGSs based on selected stations. Constraint (16) updates the hourly gas reservoir for each scenario based on charging and discharging and corresponding efficiencies, and (17) checks the reservoir boundaries for MGSs. Constraints (18) and (19) limit the value of charging LH2 and LNG tanks with methane and hydrogen for MGSs to the produced gas by the P2Gs located at the corresponding stations. Since gas storage can last longer than electricity storage, the daily energy balance is not considered for the MGSs.

III. MULTI-VARIABLE ENERGY OPERATIONAL PLANNING COORDINATED WITH CONSTRAINT MANAGEMENT

This paper uses multi-energy carriers as bridging components for the coordinated scheduling of gas and electricity networks in the presence of uncertainties to enhance the efficiency by reducing the CP to wind farms in constraint management and moving toward a zero-carbon energy supply. The proposed formulation, developed based on a stochastic mixed-integer second-order cone programming (MISOCP) model, is discussed in this section. It should be noted the method of scenario generation used in this paper is described in [43]. Besides, this study considers the base case scenario to ensure the calculation of a specific schedule for the system operation due to the nonanticipativity constraint. In this way, the index of \( s \) contains the base case scenario as \( s_0 \), and \( s \geq 1 \) is related to scenarios of uncertainties.

A. Model of Electrical Energy System

The operational cost of the electrical section, reflected by (20), calculates the production cost of regular generators (non-gas-fired power plants) and the cost of the startup, shutdown, and fixed cost of all generators at hour \( t \) and scenario \( s \). The production cost of gas-fired generators (G2P elements) is considered by the objective function of the gas network. Constraints of the electrical section are presented by (21)–(29).

\[
of_{I,t}^{EN} = \sum_{i \in B} \left( p_{g,t}^{I,I} \right) + \sum_{i \in B} \left( I_{g}^{t} \right) + \sum_{i \in B} \left( s_{g}^{2} \right) + \sum_{i \in B} \left( s_{g}^{4} \right)
\]

(20)

\[
st_{g}^{t} - sd_{g}^{s} = I_{g}^{t} - I_{g}^{t-1}
\]

(21)

\[
ss_{g}^{t} - sd_{g}^{s} = I_{g}^{t} - I_{g}^{t-1}
\]

(22)

\[
sp_{g}^{t} = p_{g}^{max} - p_{g}^{min}
\]

(23)

\[
p_{g}^{g,0} - p_{g}^{g,(t-1)} \leq R_{g}^{(t-1)} + R_{g}^{t} s_{g}^{t}
\]

(24)

\[
p_{g}^{g,0} - p_{g}^{g,(t-1)} \leq R_{g}^{(t-1)} + R_{g}^{t} s_{g}^{t}
\]

(25)

\[
sp_{g}^{t} = p_{g}^{max} - p_{g}^{min}
\]

(26)

\[
sp_{g}^{t} = p_{g}^{max} - p_{g}^{min}
\]

(27)

Constraints (21)–(23) consider the minimum online and offline duration for electrical power generators. The generation boundary limits of generators are reflected by (24), and ramp rate limits, including the starting and shutting-down situations, are considered for the base case scenario presented by (25) and (26). The wind power dispatch is limited to the maximum generation (contracted values) as reflected by (27). Also, the wind power curtailment (per scenario) is calculated by (27), accordingly.

This paper uses the DC power flow formulation for the transmission grid as presented by (28), in which the incidence matrix of \( B_{k}^{l} \) is 1 if bus \( l \) is sending bus of line \( l \) +1 if it is receiving bus of line \( l \). The balance of the active power is reflected by (29) for all electrical buses. As can be seen, the power consumption of P2Gs \( p_{P2G}^{P2G} \) is recognized as a load for the electrical grid. It should be noted that \( p_{g,t}^{I,I} \) contains the power generation of non-gas-fired generators, methane-fired generators, and hydrogen-burning turbines.

\[
- PF_{I,t}^{max} \leq p_{I,t}^{s} \leq S \sum_{b} \left( B_{b}^{l} s_{b,l}^{s} / X(l) \right) \leq PF_{I,t}^{max}
\]

(28)

\[
\sum_{g \in s} \left( p_{g,t}^{s} + p_{w,t}^{s} + \sum_{i \in w} \left( M_{ES,Dis}^{MGS,Dis} - M_{ES,Ch}^{MGS,Ch} \right) \right)
\]

(29)
wells, in which the cost of supplying fixed gas demands is subtracted from the objective function. The amounts of consumed gases by G2Ps are calculated by (31) and (32), in which $Z_g$ and $\eta_g C_{H_2} / H_2$ are the energy conversion coefficient from KCF to MW and the efficiency of G2Ps, respectively. The limits of the natural gas supply from gas wells are considered by (33).

$$a_{y,t,s}^{y,t,s} = \sum_{y} \rho_{y,t,s}^{G} C_{y,t,s}^{G} \sum_{m} \rho_{m,t,s}^{G} GD_{m,t}^{G}$$

$$\beta_{y,t,s}^{H_2} = Z_g C_{y,t,s}^{H_2} \forall y \in \beta$$

$$\beta_{y,t,s}^{CH_4} = Z_g C_{y,t,s}^{CH_4} \forall g \in \beta$$

$$G_{y,t,s}^{Sup} \leq G_{y,t,s}^{Sup,\max}$$

Unlike electricity, it takes time to deliver gas from production resources to the demand center. In this regard, the transient model can better reflect the behavior of the gas network. However, the high complexity of the transient model, this paper employs the steady-state model of the high-pressure natural gas network, and the gas flow of pipelines is calculated by (34). In this equation, $C_p$ is the pipeline constant obtained based on the gas composition and pipelines’ features, and $\pi_{m}^{t,s}$ is the gas pressure of node $m$ at time step $t$ and scenario $s$. The function of $Sgn$ describes the gas flow direction in pipelines and is defined by (35). The flow direction is calculated according to the values of $\pi_{F(p)}^{t,s}$ and $\pi_{R(p)}^{t,s}$ which are the gas pressure of inlet and outlet nodes. The gas flow rate is from the higher pressure to the lower pressure node.

$$GF_{p,t}^{s} = C_p Sgn(\pi_{F(p)}^{t,s}, \pi_{R(p)}^{t,s}) \sqrt{[(\pi_{F(p)}^{t,s})^2 - (\pi_{R(p)}^{t,s})^2]}$$

$$= \begin{cases} 1, & \pi_{F(p)}^{t,s} \geq \pi_{R(p)}^{t,s} \\ -1, & \pi_{F(p)}^{t,s} < \pi_{R(p)}^{t,s} \end{cases}$$

The gas pressure of inlet and outlet nodes is limited by (36) and (37). If the range of gas pressure in outlet nodes was higher than the inlet node, the gas flows in the opposite direction.

$$\pi_{\min}^{F(p)} \leq \pi_{F(p)}^{t,s} \leq \pi_{\max}^{F(p)}$$

$$\pi_{\min}^{R(p)} \leq \pi_{R(p)}^{t,s} \leq \pi_{\max}^{R(p)}$$

The constraint (34) is a nonlinear equation and make the model complex; hence, by squaring both sides the function of $Sgn$ is relaxed as follows:

$$(GF_{p,t}^{s})^2 = (C_p)^2 ([(\pi_{F(p)}^{t,s})^2 - (\pi_{R(p)}^{t,s})^2])$$

The $\Gamma_{1}^{t,s}$ and $\Gamma_{2}^{t,s}$ are defined as the square of nodal gas pressure such that the value of $\Gamma_{1}^{t,s}$ is always greater than $\Gamma_{2}^{t,s}$. So, the constraint (38) becomes:

$$(GF_{p,t}^{s})^2 = (C_p)^2 (\Gamma_{1}^{t,s} - \Gamma_{2}^{t,s})$$

By defining $\lambda_{s}^{p,t} = \Gamma_{2}^{t,s} - \pi_{F(p)}^{t,s}$ and $G_{p,t}^s > 0$ (auxiliary variable for calculating the $|GF_{p,t}^{s}|$), (39) is transformed into a second-order cone constraint as presented by (40). Constraint (41) checks the maximum and minimum flow limits for the pipelines based on the corresponding nodal gas pressures.

$$\lambda_{s}^{p,t} \geq (G_{p,t}^{s,C}/C_p)^2$$

$$G_{p}^{\min} \leq G_{p,t}^{s} \leq G_{p}^{\max}$$

As it is illustrated in [40], the transformation of (39) into (40) may lead to a relaxation gap, which two methods are suggested to remove it. The one based on the sequential process is not appropriate for the comprehensive model of this paper. This paper selects the second method (also applied by [44]), which considers a slight penalty for $\lambda_{s}^{p,t}$. The tightness of the proposed formulation will be examined in simulation results using a similar method to [40]. To ensure the square gas pressure of $\Gamma_{1}^{t,s}$ is always greater than $\Gamma_{2}^{t,s}$, the nodal gas pressure limits of (36) and (37) are transformed into two sets of constraints. Consrains (42) and (43) are defined for the $\pi_{F(p)}^{t,s}$ greater than $\pi_{R(p)}^{t,s}$. Also, (44) and (45) are considered for the $\pi_{R(p)}^{t,s}$ greater than $\pi_{F(p)}^{t,s}$; thereby, the natural gas flows in the opposite direction.

$$\pi_{\min}^{F(p)} \leq \pi_{F(p)}^{t,s} \leq \pi_{\max}^{F(p)}$$

$$\pi_{\min}^{R(p)} \leq \pi_{R(p)}^{t,s} \leq \pi_{\max}^{R(p)}$$

The constraint (46) and binary variables $h_{p,t,s}^{+}$ and $h_{p,t,s}^{-}$ ensure only one flow direction is possible in pipelines at each hour. The function of $Sgn$ is redefined using a linearized description presented by (47)–(53). Constraints (47) obtains the free variable of the gas flow using the calculated values either in positive or negative directions. Constraints (48)–(50) identify the positive and negative directions. Constraints (51)–(53) the negative direction of gas flow.

$$h_{p,t,s}^{+} + h_{p,t,s}^{-} \leq 1$$

$$GF_{p,t}^{s} = GF_{p,t,s}^{+} - GF_{p,t,s}^{-} \leq GF_{p,t,s}^{+}$$

$$GF_{p,t,s}^{+} \leq GF_{p,t,s}^{max}$$

$$GF_{p,t,s}^{-} \leq GF_{p,t,s}^{max}$$

$$GF_{p,t,s}^{+} \geq GF_{p,t,s}^{max} - (1 - h_{p,t,s}^{-}) M_2$$

$$GF_{p,t,s}^{-} \leq GF_{p,t,s}^{max} - (1 - h_{p,t,s}^{+}) M_2$$

In this study a simplified model of compressor stations (with fixed ratio similar to transformers [29]) is considered by (54) and (55). The relationship between pressures of inlet and outlet nodes of compressors ($0 < CR_{c}^{m,p} < 1$) are determined by (55).

$$GF_{p,t}^{s} \geq 0 ; \quad \forall p \in R(c)$$

$$\pi_{F(p)}^{t,s} \geq GF_{p,t}^{s} CR_{c}^{m,p} ; \quad \forall p \in R(c)$$

This paper does not consider the direct injection of hydrogen into the existing natural gas network due to the issues related to the safety and low compressibility of hydrogen. In contrast, the specific users of hydrogen gas are supplied by MGSs carrying
the LH2 tanks. Consequently, separate balance equations are considered for natural gas and hydrogen. The balance of natural gas generation and consumption is presented by (56), in which the injection and withdrawal of gas must be equal for all nodes, including the nodes connected to methane-fired generators and MGS stations. It should be noted, the lower speed of gas through pipelines and the possibility of changing nodal gas pressure over time make the gas balance of (56) a mandatory constraint. However, based on time steps in the day-ahead scheduling, it is assumed the gas balance constraint is established in the steady-state on an hourly basis. The gas flows of pipelines and compressors are reflected by $GF^s_{p,t}$. The balance of hydrogen generation and consumption is reflected by (57). In that equation, $\Lambda$ contains all railway stations connected to node $m$ except the stations of hydrogen-burning generators, and $\Lambda$ includes stations with P2Gs or hydrogen-burning connected to node $m$. Sets $\Xi$ and $\Phi$ represent methane-fired and hydrogen-burning generators connected to node $m$, respectively. Also, sets $\Phi$ and $\Phi$ indicate MGSs contain LNG and LH2, respectively. This paper assumes that the only source of hydrogen is P2Gs, which the generated gas can be transported and used by the remote hydrogen-burning generators.

$$
\sum_{y \in \sigma} G_{y,t,s}^{Sup} + \sum_{x \in \Theta} G_{x,t,s}^{P2GCH} + \sum_{i \in \Lambda} \sum_{k \in \Phi} (G_{k,t,s}^{MGS,Dis} - G_{k,t,s}^{MGS,Ch}) = \sum_{g \in \Xi} \sum_{p,t} Y^p_m GF^s_{p,t} \tag{56}
$$

$$
\sum_{x \in \Theta} G_{x,t,s}^{P2G,H2} + \sum_{i \in \Lambda} \sum_{k \in \Phi} (G_{k,t,s}^{MGS,Dis} - G_{k,t,s}^{MGS,Ch}) \geq \sum_{g \in \Xi} \sum_{p,t} G_{g,t,s}^{H2} \tag{57}
$$

C. Coordinated Gas and Electricity Scheduling

The objective of the proposed coordinated UC problem with a stochastic formulation is presented by (58). The objective function incorporates the expected value of operational costs of electrical and gas sections, payment to swapping system, the penalty paid for CP to wind farms, and the incentive of hydrogen-burning gas generators received for clean energy generation.

$$
\min_{I, s, w, \Delta s, t, i, j, k, l, m, n, o, p, q, r, s, t, u, v, w, x, y, z} \Omega^s \left( o_f^{EN} + o_f^{GN} \right) \tag{33}
$$

$$
+ \sum_{ts, k, l, m, n, o, p, q, r, s, t, u, v, w, x, y, z} \Omega^s C^{k/l, m, n} A_{k/l, m, n} u_{k/l, m, n} \tag{40}
$$

$$
\sum_{w, t, i, j} \Omega^s \left( p_c^{CP} w_{w, t} - \sum_{g \in \Xi, t, s \geq 1} \Omega^s \mu^{H2}_{g, t, s} H^s \right) \tag{57}
$$

$$
S.t. \ (1) - (33) \ and \ (40) - (57) \tag{58}
$$

IV. Simulation Results

The evaluation of the proposed model is conducted on a modified IEEE 118-bus test system connected to a 14-node gas system. The diagrams of the power, natural gas, and railway transportation sectors of the proposed test system are presented in Fig. 2. As can be seen, five wind farms are added to a geographically close area of the electrical system at buses 83, 85, 87, 89, and 92, which leads to transmission lines congestion for delivering energy to the load centers. The transmission lines connecting b82 to b83 and b92 to buses b03, b04, b100, and b102 are the congested tie-lines (specified by the red lines in Fig. 2(a)) that limit the delivering redundant renewable generation to other areas. Also, four P2Gs with the capacity of 500 MW power consumption and energy conversion efficiency of 75% for hydrogen and 55% for methane generation are added next to the wind farms at buses 83, 87, 89, and 92. The incorporation of every single unit of MESs or MGSs in the scheduling problem will complicate the model; hence, two containers of MESs and two cargoes of MGSs (one dedicated to LH2 and one to LNG tanks), each containing 20 units of storage facilities are considered as the elements of the MVES. It is assumed that the capacity of MESs is not enough to absorb the whole redundant wind energy. The starting station of trains is i19 (at bus 19), and the waiting time for arriving the first train is one time span for all other stations. The travel time between i12 and i92 is two time spans, and a virtual station of iV is considered between them to reach one time span travel time between any two stations. The penalty factor for removing the gap of second-order conic relaxation of gas flow is considered 0.0001 of gas price, which is multiplied by $\lambda_{p,t}$ and added to the objective function (58). The detailed information on the proposed test system (including the data of different energy sectors) is provided in [45]. The proposed model is solved using the Gurobi solver of GAMS and on a laptop with the configuration of Intel i7 CPU 2.4 GHz and 8 GB of RAM.

This paper applies the test cases presented in Table II to evaluate the proposed model for scheduling the integrated gas and electrical networks. The basic model of Case-1 is defined without considering P2Gs, MESs, and MGSs, in which the electrical transmission capacity is insufficient to carry out the whole generation of wind farms. In Case-2, P2Gs are added to the model to participate in power delivery as a vector coupling element. Case-3 considers only MESs to investigate their impact on improving operational efficiency, and Case-4 evaluates the simultaneous application of P2Gs and MESs. The proposed model of this paper, defined as Case-5, considers all of the elements used in previous cases and MGSs as a
multi-vector energy system. This paper studies the deterministic and stochastic implementations of the proposed model to reveal the impact of both network congestion and uncertainties. In Study-A, a deterministic execution using the forecasted values for the uncertain parameters is used for comparative evaluation and sensitivity analysis. In addition, Study-B evaluates the impact of uncertainties of the variation of wind and load forecasting errors on the system operational features. The rest of this section evaluates the performance of the proposed model and compares the results obtained for the defined test cases.

A. Study-A

The study conducted in this section considers a deterministic execution of the model to highlight the impact of the heavily constrained networks and the uncertainties on constraint management and the energy system performance.

1) Cost Evaluation: The operational costs associated with the different test cases for the deterministic implementation, including the breakdown of the cost in electrical and gas sections, are compared in Table III. The cost of the electrical system consists of the production cost of generators, the CP for constraint management of wind power generators, and the revenue received for clean energy production of hydrogen-burning generators. A considerable portion of cost increase in Case-1 imposed by CP to wind, and the rest is related to re-dispatches for electrical congestion management. Meanwhile, the generation cost and the CP to wind farms are reduced by using the elements of the MVES. The value of CP obtained for Case-1 is $1,095,208 which reduced over 99.8% into $2,512 in Case-5 by employing components of the MVES. Also, the revenue for using zero-carbon generation of hydrogen-burning generators is obtained $40,950 (2.8% of the total operational cost) for Case-5. Table III presents the cost of supplying by gas wells and the value of savings obtained by using P2Gs, separately. A large share of gas cost is reduced by using P2G units, where they use the free redundant energy of wind generation for supplying gas generators. In this regard, Case-5 obtain the highest worth of gas supply by P2Gs ($66,742). The comparison of test cases reveals the reduction of the cost is 23.8% by utilizing P2Gs (Case-2), 13.9% by employing MESs (Case-3), 36.3% by using both P2Gs and MESs (Case-4), and finally 47% in the presence of elements of the MVES (Case-5). It should be noted 39.6% of this cost reduction is achieved by removing CP to wind, and a 7.4% decrease in operational cost is related to the enhancement of system performance in the presence of the MVES components. So, the lowest system operating cost is calculated for Case-5 ($1,460,527) as the proposed model of this paper.

2) Evaluation of Railway System: Fig. 3(a) presents the hourly power of units in the electrical system for Case-5, in which non-gas generators and wind farms deploy a large amount of energy during the operation period. This figure shows that the large generation of wind farms coincides with the low-demand hours of the electrical system. So, MESs are charged during off-peak hours, and the stored energy is highly discharged during
electrical peak-demand hours. In addition, P2Gs absorb the redundant wind energy, convert it to gas, and carry it out through the gas network or store it in LH2 and LNG tanks. In this regard, the production of G2Ps increases during the last hours of the operation period, when LH2 and LNG tanks reach the location of supplying G2Ps.

The hourly balance of generation and consumption for the gas system is shown in Fig. 3(b). The non-electric gas demand is assumed to be a fixed amount of 14.175 MCF during the operation period, and the curve of gas demand is obtained considering the consumption of G2Ps. It can be seen that MSGs (LH2 and LNG tanks) store a large share of P2Gs during hours of 2 to 12, which coincides with the high penetration of wind power. Also, the harvesting gas from gas wells is calculated around the value of non-electric demands of the gas system, and P2Gs are the main source of gas supply for gas-fired generators. The LNG and LH2 tanks supply methane and hydrogen for remote gas-fired generators during the last hours of operation.

The performance of considered MESs is shown in Fig. 4(a), which presents the charging and discharging, the varying locations in the electrical system, and the trips using the railway system. As can be seen, the container of MES-1 starts at $b_{92}$ and MES-2 at $b_{83}$ (labels of the transportation system are $i_{92}$ and $i_{83}$). MES-1 is charged (absorb redundant wind energy) for two time spans and then travels to $b_{12}$ during the next two time spans. The travel between $b_{92}$ and $b_{12}$ takes two time spans and MES-1 passes through the virtual station $i_{v}$. MES-1 discharges the stored energy during the four last time spans (12 hours). MES-2 charges for five time spans at $b_{83}$; then, it travels during the sixth time span and reaches $b_{77}$. After that, MES-2 discharges the whole stored energy during two time spans. It should be noted both MESs are depleted at the end of the day, and the whole stored green energy of wind is used for supplying electrical demands.

Fig. 4(b) presents the obtained schedule for MSGs in charging, discharging, and traveling conditions. Both MSGs are initiated from stations that reside P2Gs and wind farms and absorb the redundant gas generation of P2Gs. The MGS-1 contains LNG tanks and absorbs methane generated by P2Gs located at $i_{92}$, while MGS-2 charges LH2 tanks with hydrogen generated by P2Gs at $i_{83}$. The MGS-1, after four time spans (nine hours) of charging, travels during the two next time spans and reaches $i_{12}$. Then, LNG tanks supply the remote G2P located at $i_{12}$ for two time spans. For MGS-2, the absorbed hydrogen by LH2 tanks is transferred to $i_{19}$ to supply a hydrogen-burning generator. The stored hydrogen gas will be sufficient to fuel the remote hydrogen-burning generator with no access to the gas network for the last three time spans. It should be noted that LNG tanks deplete the whole stored energy, but LH2 tanks reserve an amount of 392.6 KCF hydrogen gas for the next day. The reason is that the redundant wind energy will be curtailed if not absorbed by the MSGs, and it imposes a large CP to the ESOs.

3) Coupling Role of MVES: The electrical absorption of P2Gs in cases 2, 4, and 5 are compared in Fig. 5. As can be seen, the pattern of wind power wastage corresponds to the changes in uptaking wind energy by P2Gs in all cases. The superiority of Case-5 can be deduced from this figure, where LNG/LH2 tanks absorb a significant portion of curtailed wind power (due to the congestion of the gas network at the moment). MGSs carry the absorbed green energy to provide gas for remote G2Ps. The
remaining excess wind energy is absorbed by MESs and used to supply electric demands by crossing the congested power tie-lines.

Fig. 6 compares the average loading of electrical tie-lines, gas pipelines, and the average value of nodal gas pressure for different cases. The electrical tie-lines include l129, l144, l145, l154, and l161 that limit the delivery of green energy of wind. Fig. 6(a) shows that Case-5 (compared to the other cases) eliminates more congestion of the power tie-lines using all elements of MVES. Similarly, Fig. 6(b) compares the effect of MVES elements in reducing gas pipelines’ average loading, which is the best condition is evaluated for Case-5. Also, Fig. 6(c) shows the average value of nodal gas pressure is reduced in Case-5. These results are obtained for Case-5 due to the coordinated use of the gas network and transportation system as complementary energy carriers.

4) Evaluation of the Model Performance: The tightness of the relaxation method used for gas flow calculation is measured using the obtained values with the actual gas flow based on nodal gas pressure values. Fig. 6(d) reports the maximum hourly gap between all pipelines for different cases (the values for Case-1 is near zero). The result justifies the tightness of the proposed model. The solution time for different cases is reported in Table IV. As can be seen, the proposed MISOC model of this paper is converged in 1786 seconds, which is a reasonable computation time for the problem. In addition, the simulation time is 4799 seconds for the stochastic implementation of the model, which is obtained using a duality gap of 0.02%.

5) Sensitivity Evaluation: The sensitivity evaluation of the model from different perspectives is conducted in this section. First of all, a sensitivity evaluation is performed on the swapping model from different perspectives is conducted in this section. The tightness of the model, which is obtained using a duality gap of

is moved to the level with specifications of the proposed model. The sensitivity evaluation of the system’s total cost.

Fig. 7(a) represents the sensitivity of costs to the efficiency of MESs and MGSs. Fig. 7(a) reports the absolute deviation from costs calculated for the base model of Lv-6* (with specifications of the proposed model). Different levels of Lv-1 to Lv-6 are considered with uniformly increasing the round trip efficiency between [80% 87%] for MESs and [90% 97%] for MGSs (the efficiency of Lv-7 is 100%). As can be seen, the electricity and total costs are decreasing with increasing the efficiency of MESs and MGSs. The cost-saving related to hydrogen production is increasing due to the higher efficiency of MGSs, and the CP is decreased by increasing the efficiency of MESs and MGSs.

Fig. 7(b) performs a sensitivity of costs to the efficiency of P2Gs. Different levels (Lv-1 to Lv-11) of energy conversion efficiency are considered based on a uniform increase in the range [50% 60%] for power-to-methane and [70% 80%] for power-to-hydrogen. The absolute change in cost-saving related to P2Gs shows an increasing trend due to an increase in gas production of P2G equipment. Besides, the CP to wind increases with the enhancement of energy conversion efficiency due to a lower amount of wind power absorption. The changes in the cost of the swapping system and cost-saving related to using hydrogen are neglectable. The electricity cost increases up to the Lv-5, and then it decreases due to the greater involvement of P2Gs in gas supply. The system’s total cost is decreased with increasing the efficiency except in Lv-3 and Lv-4, which is the outcome of the involved factors. The system’s total cost is improved by $5,655 for a 10% enhancement of the energy conversion efficiency.

Table VI presents a sensitivity analysis of costs to the location of railway stations, taking into consideration the relocation of the connecting points. For the first case, i77 is moved to b89 (the area with redundant wind energy); consequently, systems’ expenditures are increased (including an additional $35,634 of CP) due to restricted choices for destinations at the load centers.

In the second case, i83 is moved to b103, which yields a $60,456 increase in CP and the system’s total cost due to lower absorption of redundant wind energy. The third case considers moving stations to locations with the same conditions, and this relocation leads to a slight increase in the system’s cost. In addition to the above analysis, the result shows that considering more cargoes reduces the system’s expenditures but significantly increases the computational efforts.
B. Study-B (Impact of Uncertainty)

The impact of uncertainties related to the prediction of wind farms’ output and the load forecasting errors on the performance of the proposed model is evaluated in this section.

1) Cost Evaluation: Table V presents the system’s operational costs of the stochastic implementation for different test cases. As can be seen, higher cost values are obtained by considering the uncertainties. The highest CP is calculated equal to $1,137,102 for Case-1, which shows a 3.8% increase compared to the deterministic implementation. The value of CP to wind is raised compared to the deterministic model and reaches $8,646 for Case-5. Besides, the reduction of CP is 99.2% for the stochastic model in Case-5. Also, the earned revenue by hydrogen-burning generators is increased by $3,750 and reaches $44,700 in Case-5 (3% of the system’s total cost). The gas supply of P2Gs is slightly increased in cases 2, 4, and 5, and the swapping costs in cases 3-5 are not changed compared to the results of the deterministic model. Moreover, the comparison of the total system’s cost of different test cases with Case-1 shows the reduction of the system’s total cost is 24.2% in Case-2, 11.8% in Case-3, 35.9% in Case-4, and 47.3% in Case-5. The operational cost in Case-5 is $1,483,082 as the proposed model of this paper. It should be mentioned that 40% of the cost reduction is related to removing CP to wind farms, while the enhancement of system performance achieves a 7.3% cost reduction. In addition, the increase in the system’s total operational cost compared to the deterministic implementations is 2.1% in Case-1, 1.5% in Case-2, 4.6% in Case-3, 2.6% in Case-4, and 1.5% in Case-5. So, despite containing the lowest system’s operational cost calculated in Case-5, the lowest increase due to the inclusion of uncertainties has been obtained for this case.

2) Performance of the MVES: The performance of the MVES’s components is presented in Fig. 8. Based on the results, a similar traveling pattern to the deterministic case is obtained for MESs and MGSs in the presence of uncertainties. It should be noted that, due to the nonanticipativity constraint, the traveling path of MESs and MGSs must be the same for all scenarios of uncertainties. However, different values of the charging or discharging of MESs and MGSs are obtained for different scenarios. As Fig. 8(a) shows, MESs charge during hours 1-15 and discharge the absorbed green energy during hours 13-24. The simultaneous MESs‘ charging and discharging during hours 13 to 15 is related to different containers of MESs. According to Fig. 8(b), both MGSs charge until hour 13 and discharge between hours 16 and 24. In addition, both MESs and MGSs participate in covering uncertainties, and the values of dispatches vary within scenarios. Fig. 8(c) shows the amount of electricity absorption of P2Gs within scenarios of uncertainties.

3) Energy Supply within Scenarios: Table VII reflects dispatches of the MES, MGS, and P2G technologies in the base case and within scenarios of uncertainties.
wind output and the hourly demand. Table VIII presents the obtained values for gas generation/consumption dispatches within scenarios of uncertainties at hour 10. As can be seen, different technologies participate in supplying gas demands, and the generation and consumption are balanced within scenarios. The results of Tables VII and VIII show that the proposed model successfully scheduled the electricity and gas for the base case and scenarios of uncertainties.

V. CONCLUSION

A framework for multi-vector energy scheduling was proposed to facilitate the transition toward a net-zero carbon energy system. The gas network and transportation system were used as complementary energy carriers to absorb the excess green energy of renewable energy sources and bypass the electrical system congestion. Also, the railway system was used for the transportation of mobile electricity storage systems (MES) and mobile gas storage systems (MGS). The notable findings from the execution of the model are summarized as follows:

- The conducted economic evaluation in the presence of uncertainties reveals the constraint payment to wind farms was significantly reduced (over 99.2%) by applying the proposed model. Also, the hydrogen-burning generators bring a revenue equal to 3% of the total operational cost. The breakdown of the cost evaluation shows the reduction of the objective function is 24.2% by the application of power-to-gas (P2G) equipment, 11.8% by using MESs, 35.9% by employing P2Gs plus MESs, and 47.3% in the presence of all components together. Besides, the removal of constraint payment to wind farms has resulted in a 40% cost reduction, while the remaining 7.3% has been achieved due to improved system performance;

- The evaluation of uncertainties reveals the presence of elements of the multi-vector energy system can effectively compensate for variations and lead to the lowest increase in costs between all cases compared to the deterministic execution. In addition, the result shows that the proposed model effectively calculates the dispatches of all components within scenarios to meet demands in both electrical and gas networks;

- The railway system was successfully applied as an energy carrier, and MESs alongside MGSs (which include liquid hydrogen or liquefied natural gas storage tanks) absorb the redundant green energy of wind and supply electricity and gas demands. The liquid hydrogen/liquefied natural gas storage tanks supplied remote methane/hydrogen-burning generators without access to the gas network. Moreover, the coordinated operation of the gas network and transportation system relieved the congestion of electrical tie-lines and reduced gas pipelines’ average loading;

- A series of sensitivity studies are performed on efficiencies and locations of railway stations. The result shows the increase of round trip efficiency of the swapping system constantly reduces the system’s costs, while the higher volume of produced gases can increase the constraint payment. The sensitivity of costs to the location of railway stations shows different positions in the same area had no significant impact on the system performance, and relocation between areas can increase the system’s costs.

Future research can include the capital investment costs and the constraint payment to wind as factors in the planning phase for optimization among the reinforcement of the electrical transmission network, installing more P2G equipment, or using larger LNG/LH2 tanks. Also, more accurate models representing the dynamic behavior of the gas network can be used and tested.
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