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Abstract—Neural recordings, returns from radars and sonars, images in astronomy and single-molecule microscopy can be modeled as a linear superposition of a small number of scaled and delayed copies of a band-limited or diffraction-limited point spread function, which is either determined by the nature or designed by the users; in other words, we observe the convolution between a point spread function and a sparse spike signal with unknown amplitudes and delays. While it is of great interest to accurately resolve the spike signal from as few samples as possible, however, when the point spread function is not known a priori, this problem is terribly ill-posed. This paper proposes a convex optimization framework to simultaneously estimate the point spread function as well as the spike signal, by mildly constraining the point spread function to lie in a known low-dimensional subspace. By applying the lifting trick, we obtain an underdetermined linear system of an ensemble of signals with joint spectral sparsity, to which atomic norm minimization is applied. Under mild randomness assumptions of the low-dimensional subspace as well as a separation condition of the spike signal, we prove the proposed algorithm, dubbed as AtomicLift, is guaranteed to recover the spike signal up to a scaling factor as soon as the number of samples is large enough. The extension of AtomicLift to handle noisy measurements is also discussed. Numerical examples are provided to validate the effectiveness of the proposed approaches.
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I. INTRODUCTION

In many applications, the goal is to estimate the set of delays and amplitudes of point sources contained in a sparse spike signal $x(t)$ from its convolution with a band-limited or diffraction-limited point spread function (PSF) $g(t)$, which is either determined by the nature or designed by the users. This describes the problem of estimating target locations in radar and sonar, firing times of neurons, direction-of-arrivals in array signal processing, etc.

When the PSF is assumed perfectly known, many algorithms have been developed to retrieve the spike signal, ranging from subspace methods such as MUSIC [1] and ESPRIT [2] to total variation minimization [3]. However, in many applications, the PSF is not known a priori, and must be estimated together with the spike model, referred to as blind spikes deconvolution. As an example, in neural spike train decoding, the characteristic function of the neurons is determined by the nature and needs to be calibrated [4]. As another example, in blind channel estimation for wireless communications, the transmitted signal is modulated by unknown data symbols, therefore the receiver has to perform joint channel estimation and symbol decoding. A related problem is blind calibration of uniform linear arrays [5], where it is desirable to calibrate the gains of the array antennas in a blind fashion.

Broadly speaking, blind deconvolution of two signals from their convolution falls into the category of bilinear inverse problems, which is in general ill-posed without further constraints. The identifiability, up to an unavoidable scaling ambiguity, of these problems has recently been investigated in [6]–[8] under the constraints that one or both signals are sparse or lie in some known subspace. Along the algorithmic line of research, conventional approaches for blind deconvolution are typically based on expectation maximization [5], [9], which often suffer from local minima and lack performance guarantees. Recently, Ahmed, Recht and Romberg developed a provably-correct algorithm for blind deconvolution by assuming both signals lie in some known low-dimensional subspaces [10] under certain conditions. The key in their approach is the so-called lifting trick that translates the problem into an under-determined linear system with respect to a lifted rank-one matrix, which can be exactly recovered using a nuclear norm minimization algorithm. Ling and Strohmer [11] further extended this framework by allowing one of the signal to be sparse in a known dictionary, and applied $\ell_1$-norm minimization to the lifted sparse matrix, for which sufficient conditions for exact recovery are also provided. Finally, Lee et al. proposed an alternating minimization framework [12] to the case when both signals are sparse in a known dictionary, and established convergence guarantees from a near-optimal number of samples under some conditions.

A. Our Contributions

In this paper, we study the problem of blind spikes deconvolution, where we want to jointly estimate the PSF and the spike signal composed of a small number of delayed and scaled Dirac functions. Since it is more convenient to work in the Fourier domain, we start by sampling the Fourier transform of the convolution, giving rise to a measurement vector $y = g \odot x + w \in \mathbb{C}^N$, where $\odot$ denotes point-wise product, $g \in \mathbb{C}^N$ is the sampled Fourier transform of the PSF, $x \in \mathbb{C}^N$ is the sampled Fourier transform of the spike signal, which is a sum of $K$ complex sinusoids with frequencies...
determined by the corresponding delays, $K$ is the number of spikes, and $w \in \mathbb{C}^N$ is an additive noise term. Our problem is to recover the set of spikes contained in $x$ from the possibly noisy observation $y$.

Motivated by [10], we assume that the PSF $g$ lies in a known low-dimensional subspace $B \in \mathbb{C}^{N \times L}$, i.e. $g = Bh$, $h \in \mathbb{C}^L$, where the orientation of $g$ in the subspace, given by $h$, still needs to be estimated. This assumption is quite flexible and holds, at least approximately, in a sizable number of applications [10]. Through a novel application of the lifting trick, we show now it is possible to translate the measurement vector into a set of linear measurements with respect to the matrix $Z^* = xh^T \in \mathbb{C}^{N \times L}$. While it is tempting to directly recover $Z^*$ from the obtained linear system of equations, it is under-determined since we have more unknowns, $NL$, than the number of observations, $N$. Fortunately, note that the columns of $Z^*$ can be regarded as an ensemble of spectrally-sparse signals with the same spectral support, it is therefore possible to motivate this structure in the solution using the recently proposed atomic norm for spectrally-sparse ensembles [13], [14]. Specifically, we seek the matrix with minimum atomic norm that satisfies the set of linear measurements exactly in the noiseless setting, and within the noise level in the noisy setting. The proposed algorithm is referred to as AtomicLift. AtomicLift can be efficiently implemented via semidefinite programming using off-the-shelf solvers. Moreover, the spikes can be localized by identifying the peaks of a dual polynomial constructed from the dual solution of AtomicLift. Numerical examples are provided to demonstrate the effectiveness of AtomicLift in both noiseless and noisy settings.

To establish rigorous performance guarantees of AtomicLift in the noiseless case, we assume that each row of $B$ is identically and independently drawn from a distribution that obeys a simple isotropy property and an incoherence property, which is motivated by Candès and Plan in their development of a RIPless theory of compressed sensing [15]. This implies the PSF to have certain “spectral-flatness” property, so that the PSF has on average the same energy at different frequencies. Moreover, this assumption is flexible to allow the entries in each row of $B$ to be correlated. On the other hand, we assume the minimum separation between spikes is at least $1/M$, where $N = 4M + 1$. This condition is the same as the requirement in [3], [16] even when the PSF is known perfectly. Under these conditions, we show that in the noiseless setting, with high probability, AtomicLift recovers the spike signal model up to a scaling factor as soon as $N$ is on the order of $O(K^2L^2)$ up to logarithmic factors. Importantly, our result does not make randomness assumptions on the spike signal $x$ nor the orientation of the PSF in the subspace $h$. Recall that when the PSF is known exactly, it is capable to resolve $K$ spikes as soon as $N$ is on the order of $O(KL)$. Therefore, when both $K$ and $L$ are not too large, AtomicLift is provably capable of blind spikes deconvolution at a price of more samples. The stability analysis of AtomicLift in the noisy setting is presented elsewhere [17] due to space limits.

Our proof is based on constructing a valid \textit{vector-valued} dual polynomial that certifies the optimality of the proposed convex optimization algorithm with high probability. The construction is inspired by [3], [16], where the squared Fejer’s kernel is an essential building block in the construction. Nonetheless, significant, and nontrivial, modifications are necessary since our dual polynomial is vector-valued rather than scalar-valued as in the existing works, and is additionally complicated by the special linear operator induced from lifting.

### B. Comparisons with Related Work

Our approach is inspired by the pioneering work of [10], [11], [18], which applied the lifting trick to quadratic and bilinear inverse problems such as phase retrieval and blind deconvolution. In [10], both the PSF $g$ and the signal $x$ are assumed lying in some known subspaces with dimension $L$ and $K$ respectively. It is established in [10] that a nuclear norm minimization algorithm achieves exact recovery from a near-optimal number of samples $N \gtrsim O(K + L)$ up to logarithmic factors, as long as the subspace of $g$ is deterministic and satisfies certain spectral-flatness condition, and the subspace of $x$ is composed of i.i.d. Gaussian entries. Unfortunately, this algorithm cannot be applied in our setting, as the signal $x$ does not lie in a known subspace, but rather an unknown subspace parameterized by the continuous-valued locations of the spikes.

In [11], Ling and Strohmer extended the framework in [10] to allow the signal $x$ to be a $K$-sparse vector in a random Gaussian or random partial DFT matrix. It is established in [11] that an $\ell_1$-minimization algorithm achieves exact recovery as soon as $N$ is on the order of $O(KL)$ up to logarithmic factors. If the locations of the spikes in $x$ lies on the grid of the DFT frame, $x$ becomes a sparse vector in the DFT frame, it is possible to apply the algorithm proposed in [11]. However, the performance guarantees in [11] cannot be applied. Moreover, since the locations of the spikes do not necessarily lie on any a priori defined grid, it will encounter the basis mismatch issue discussed extensively in [19] that potentially results in significant performance degeneration. The same holds true for the algorithm of Lee et. al. [12] which assumes $x$ is sparse in a pre-determined dictionary.

Finally, our work is related to recent advances in super-resolution [3], [16], [20]–[23] using total variation or atomic norm minimization, but significantly deviates from the existing literature since we focus on the more challenging case when the PSF is not known. To the best of the author’s knowledge, our work provides the first algorithm for blind super-resolution with provable performance guarantees.

### C. Paper Organization

The rest of the paper is organized as follows. Section II formulates the problem of blind spikes deconvolution, describes the proposed AtomicLift algorithm and its performance guarantees. Section III provides numerical examples to demonstrate the performance of AtomicLift. Section IV proves the main theorem in this paper. Finally, we conclude and outline a few future directions in Section V.

Throughout the paper, we use boldface capital letters to denote matrices $A$ and vectors $a$, $(\cdot)^T$ to denote the transpose, $(\cdot)^H$ to denote the conjugate transpose, and $(\cdot)^*$ to denote the
conjugate. $\|A\|_F$, $\|A\|$ denote the Frobenius norm and the spectral norm of a matrix $A$ respectively, and $\|a\|_2$ denotes the $\ell_2$ norm of a vector $a$.

II. AtomicLift for Blind Sparse Spikes Deconvolution

We will first describe the problem formulation and the AtomicLift algorithm in the noiseless case, and then extends to the noisy case.

A. Problem Formulation

Let $x(t)$ be a continuous-time spike signal given as

$$x(t) = \sum_{k=1}^{K} a_k \delta(t - \tau_k),$$

where $K$ is the number of spikes, $a_k \in \mathbb{C}$ and $\tau_k \in [0, T_{\text{max}}]$ are the complex amplitude and delay of the $k$th spike, $1 \leq k \leq K$, and $T_{\text{max}}$ is the maximum allowable delay of the spikes. Let $g(t)$ be the PSF with the bandwidth $[-B_{\text{max}}, B_{\text{max}}]$. The convolution of $g(t)$ and $x(t)$ is given as

$$y(t) = x(t) * g(t) = \sum_{k=1}^{K} a_k g(t - \tau_k),$$

where $*$ denotes convolution. Taking the Fourier transform of (1), we have

$$Y(f) = X(f)G(f) = \left( \sum_{k=1}^{K} a_k e^{-j2\pi f \tau_k} \right) \cdot G(f),$$

for $f \in [-B_{\text{max}}, B_{\text{max}}]$, where $X(f)$, $G(f)$, and $Y(f)$ are the Fourier transforms of $x(t)$, $g(t)$, and $y(t)$ respectively. In order to digitally process the output, we will uniformly sample $x(t)$ at $N = 4M + 1$ points $f_n = \frac{n}{2M} \cdot 2\pi$, $n = -2M, \ldots, 2M$, and denote $x_n \triangleq X(f_n)$, $g_n \triangleq G(f_n)$, and $y_n \triangleq Y(f_n)$. This yields

$$y_n = x_n \cdot g_n = \left( \sum_{k=1}^{K} a_k e^{-j2\pi n \tau_k} \cdot \frac{B_{\text{max}} T_{\text{max}}}{2\pi} \right) \cdot g_n,$$

where $\tau_k = \frac{\tau_k}{T_{\text{max}}} \in [0, 1)$ is the normalized delay. From (3), it is straightforward to see that the number of samples needs to satisfy $2M \geq B_{\text{max}} T_{\text{max}}$ so that the delays $\tau_k \in [0, 1)$ can be uniquely identified. Since we’re interested in algorithmic frameworks that allow identification of the spike signal using as small $M$ as possible, without loss of generality, we will assume $2M = B_{\text{max}} T_{\text{max}}$, and consider the normalized delays $\tau_k \in [0, 1)$ in this paper, and the sample complexity $2M$ becomes the bandwidth of $g(t)$.

We can now rewrite (3) as

$$y_n = g_n \cdot x_n = g_n \cdot \left( \sum_{k=1}^{K} a_k e^{-j2\pi n \tau_k} \right),$$

where $x_n = \sum_{k=1}^{K} a_k e^{-j2\pi n \tau_k}$, for $n = -2M, \ldots, 2M$. Denote the set of spike locations as $\mathcal{T} = \{\tau_k\}_{k=1}^{K}$. In the matrix form, we rewrite (4) as

$$y = \text{diag}(g)x,$$

where $y = [y_{-2M}, \ldots, y_{2M}]^T$, $x = [x_{-2M}, \ldots, x_{2M}]^T$, and $g = [g_{-2M}, \ldots, g_{2M}]^T$. Interestingly, (5) is also related to blind calibration for uniform linear arrays, where $g$ can be interpreted as the vector of array antenna gains.

Clearly, there is an unavoidable scaling ambiguity for the identification of $g$ and $x$ from $y$, since for any nonzero scalar $\beta$, $y = \beta(x)$, $y = \beta(g)$. Our goal is to recover both $g$ and $x$ in particular, the set of spikes $\mathcal{T}$ with their corresponding amplitudes up to a scaling factor.

B. AtomicLift

The problem of blind spikes deconvolution is extremely ill-posed without further constraints [6]. In this paper, inspired by [10], we make the assumption that $g$ lies in a known low-dimensional subspace, given as

$$g = Bh,$$

where $B \in \mathbb{C}^{N \times L}$ is known, $h \in \mathbb{C}^L$ is unknown, and $L \ll N$. Denote $B^T = [b_{-2M}, \ldots, b_{2M}]$, where $b_n \in \mathbb{C}^L$ is the $n$th column of the matrix $B^T$. We rewrite $y_n$ in (4) as

$$y_n = b_n^H x_n = b_n^H e_n^T x = e_n^T (xh^T) b_n,$$

where $e_n$ is the $n$th standard basis vector of $\mathbb{R}^N$. Let $Z^* = xh^T$; using the lifting trick [10], [11], [18], (6) can be rewritten as a linear measurement of $Z^*$,

$$y_n = e_n^T Z^* b_n = \langle Z^*, e_n b_n^H \rangle, ~ n = -2M, \ldots, 2M,$$

where $\langle Y, X \rangle = \text{Tr}(X^H Y)$. Therefore, $y$ can be regarded as a set of linear measurements of $Z^*$, i.e.

$$Y = \mathcal{X}(Z^*),$$

where $\mathcal{X} : \mathbb{C}^{N \times L} \mapsto \mathbb{C}^N$ denotes the operator that performs the linear mapping (6).

Since from $Z^*$, we can recover $x$ and $g$, up to a scaling factor, as the left and right singular vectors of $Z^*$ respectively, we now wish to recover the matrix $Z^*$ from $Y$. Though it appears the number of unknowns is much more than the number of measurements, a key observation is that $Z^*$ can be regarded as a signal ensemble where each column signal is composed of $K$ complex sinusoids with the same frequencies,

$$Z^* = xh^T = \sum_{k=1}^{K} a_k c(\tau_k) h^T \in \mathbb{C}^{N \times L},$$

where $a = \sqrt{\prod_{k=1}^{K} |a_1, \ldots, a_K|}$, and

$$c(\tau) = \frac{1}{\sqrt{N}} \left[ e^{-j2\pi(-2M)\tau}, \ldots, 1, e^{-j2\pi(2M)\tau} \right]^T$$

represents a complex sinusoid with the frequency $\tau \in [0, 1)$. Therefore, it is possible to motivate the joint spectral sparsity of the columns of $Z^*$ by minimizing the atomic norm [24] for joint spectrally-sparse ensembles proposed by the author in [13]. To proceed, define the set of atoms as

$$\mathcal{A} = \{ \mathcal{A}(\tau, u) = c(\tau) u^H \in \mathbb{C}^{N \times L} | \tau \in [0, 1), \|u\|_2 = 1 \}.$$

The atomic norm seeks the tightest convex relaxation of decomposing a matrix $Z \in \mathbb{C}^{N \times L}$ into the smallest number
of atoms in $\mathcal{A}$, and is defined as [13]
\[ \|Z\|_{\mathcal{A}} = \inf \{ t > 0 : Z \in t \, \text{conv}(\mathcal{A}) \} \]
\[ = \inf_{u_k \in \mathbb{C}^L : \|u_k\|_2 = 1} \left\{ \sum_k c_k Z = \sum_k c_k A(\tau_k, u_k), c_k \geq 0 \right\}, \]
where $\text{conv}(\mathcal{A})$ is the convex hull of $\mathcal{A}$. The corresponding decomposition of $Z$ that achieves the atomic norm is called the atomic decomposition. Moreover, $\|Z\|_{\mathcal{A}}$ admits an equivalent semidefinite programming (SDP) characterization [13] which can be computed efficiently using off-the-shelf solvers:
\[ \|Z\|_{\mathcal{A}} = \inf_{u \in \mathbb{C}^N, W \in \mathbb{C}^{\ell \times L}} \left\{ \frac{1}{2} \text{Tr}(\text{toep}(u)) + \frac{1}{2} \text{Tr}(W) \mid \left[ \begin{array}{cc} \text{toep}(u) & Z \\ Z^H & W \end{array} \right] \succeq 0 \right\}, \]
where $\text{toep}(u)$ is the Toeplitz matrix with $u$ as the first column. We then propose the following algorithm, denoted as AtomicLift, to motivate the joint spectral sparsity of $Z$ by seeking the matrix with the smallest atomic norm satisfying the measurements:
\[ \hat{Z} = \arg \min_{Z \in \mathbb{C}^{N \times L}} \|Z\|_{\mathcal{A}} \text{ s.t. } y = \mathcal{X}(Z). \]

C. Performance Guarantee of AtomicLift

The main result of this paper is that if we assume the rows of the subspace $B$ are i.i.d. drawn from some distribution that satisfies the isotropy property and the incoherence property, together with a mild separation condition for the spike signal, the proposed AtomicLift algorithm provably recovers the PSF as well as the spike signal, up to a scaling ambiguity, with high probability as long as $M$ is large enough.

Specifically, we assume each row of $B$ is independently and identically from a population $F$, i.e. $b_n \sim F$, $n = -2M, \ldots, 2M$. Furthermore, we require $F$ satisfies the following properties:

- **Isotropy property**: $F$ is said to satisfy the isotropy property if for $b \sim F$,
  \[ \mathbb{E} b b^H = I_L. \]
- **Incoherence property**: for $b = [b_1, \ldots, b_L]^T \sim F$, define the coherence parameter $\mu$ of $F$ as the smallest number that
  \[ \max_{1 \leq i \leq L} |b_i|^2 \leq \mu \]
  holds.

The above definitions are motivated by [15] in the development of a RIP-like theory of compressed sensing. In particular, the incoherence parameter $\mu$ is a deterministic bound on the maximum entry of $b$, which can be extended to a stochastic setting using the stochastic incoherence discussed in [15], so that $F$ is allowed to be composed of unbounded sub-Gaussian or sub-exponential distributions. It is possible to extend our results to the stochastic setting in [15], but for conciseness in this paper, we’ll limit ourselves to the deterministic setting.

We discuss the implications of the above properties for the PSF $g = Bh$ when $h$ is arbitrary. Following the isotropy property, we have $\mathbb{E}|g_n|^2 = |h|^2$ for all $n$, which means that on average, the PSF is “spectrally flat”, having the same energy across different frequencies. Also, $\mu \geq 1$ following the isotropy property, where the lower bound can be met, for example by selecting $b \sim F$ to be in the form of
\[ b = [1, e^{j2\pi f}, \ldots, e^{j2\pi(L-1)/M}], \]
where $f$ is chosen uniformly at random in $[0, 1]$.

Furthermore, define the minimum separation of the spike signal as
\[ \Delta = \min_{1 \leq i < j \leq K} |\tau_i - \tau_j|, \]
which is evaluated as the wrap-around distance on the unit circle. The performance guarantee of AtomicLift is presented in Theorem 1, which is proven in Section IV.

**Theorem 1.** Let $M \geq 64$. Assume $g$ lies in a random subspace $B$ whose rows are sampled i.i.d. from a population $F$ satisfying the isotropy property and the incoherence property, with the coherence parameter $\mu$. If $\Delta \geq 1/M$, then there exists a numerical constant $C$ such that
\[ M \geq C \mu K L^2 \log^2 \left( \frac{M}{\delta} \right) \]
is sufficient to guarantee that we can recover $Z^* = x h^T$ via the AtomicLift algorithm with probability at least $1 - \delta$.

Theorem 1 allows $g$ to have arbitrary orientation in the subspace $B$, and applies to any deterministic spike signal as long as it satisfies the separation condition $\Delta \geq 1/M$ regardless of the amplitudes. The separation is the same as required by Candès and Fernandez-Granda [3] for spikes deconvolution using total variation minimization even when the PSF is known perfectly. Therein they established that $N = O(K)$ measurements are sufficient to exactly recover the spike signal. In comparison, our performance guarantee is probabilistic that holds with high probability.

Theorem 1 suggests that as long as $M$ is on the order of $O(K^2 L^2)$ up to logarithmic factors, AtomicLift provably recovers the spike signal with high probability, as long as the conditions in Theorem 1 are satisfied. If $L$ is a small constant independent of $K$ and $M$, our bound simplifies to $M/\log^2 M \gtrsim O(K^2)$, which suggests blind spike deconvolution is possible at a cost of more measurements.

D. AtomicLift for noisy data

We consider a noisy version of (4), where the frequency-domain data samples are contaminated by additive noise:
\[ y_n = x_n \cdot g_n + w_n, \]
where $w = [w_{-2M}, \ldots, w_{2M}]^T$ is bounded by $\|w\|_2 \leq \epsilon$. Accordingly, the lifted measurement model becomes
\[ y = \mathcal{X}(Z^*) + w. \]
The AtomicLift algorithm can be modified with the measurement constraint that obeys the noise level, given as
\[ \hat{Z}_{\text{noisy}} = \arg \min_{Z \in \mathbb{C}^{N \times L}} \|Z\|_{\mathcal{A}} \text{ s.t. } \|y - \mathcal{X}(Z)\|_2 \leq \epsilon. \]
E. Spike Localization

Define $\langle Y, X \rangle \equiv \text{Re}(\langle Y, X \rangle)$. The dual norm of $\| \cdot \|_A$ can be defined as [13]

$$\|Y\|_A^* = \sup_{\tau \in [0,1]} \|Y^Hc(\tau)\|_2.$$  

The dual problem of (9) can thus be written as

$$\hat{p} = \arg\max_{p \in \mathbb{C}^N} \langle p, y \rangle \quad \text{s.t.} \quad \|X^*(p)\|_A \leq 1,$$  

and the dual problem of (13) can be written as

$$\hat{p} = \arg\max_{p \in \mathbb{C}^N} \langle p, y \rangle - \frac{\epsilon}{2}\|p\|_2, \quad \text{s.t.} \quad \|X^*(p)\|_A \leq 1,$$  

where $X^*(p) = \sum_{n=-2M}^{2M} p_ne_n b_n^H$. Write the vector-valued dual polynomial $Q(\tau) \in \mathbb{C}^L$ as

$$Q(\tau) = (X^*(\hat{p}))^Hc(\tau),$$

where $\hat{p}$ is the solution of the dual problems (14) and (15), then the spikes can be localized by the peaks of $\|Q(\tau)\|_2$:

$$\hat{T} = \{\tau \in [0,1) | \|Q(\tau)\|_2 = 1\}.$$  

We refer the readers to standard arguments in [16], [25], [14] for more details.

### III. Numerical Experiments

We perform a series of numerical experiments to validate the performance of AtomicLift implemented using MOSEK [26]. Without loss of generality, in all numerical experiments, we set the index $n \in \{0, \ldots, N - 1\}$, rather than $n \in \{-2M, \ldots, 2M\}$ as in the previous sections. Let $N = 64$. We first generate the spike locations uniformly at random, respecting the minimum separation $\Delta \geq 1/N$ (which is smaller than what the theory requires), whose coefficients are generated with a dynamic range of 10dB and uniform phase. We generate the subspace $B$ by selecting each row i.i.d. following (10) with $L = 3$, and choose the coefficient vector $h$ as an all-one vector. Fig. 1 (a) shows the PSF in the time domain, and the convolution with a spike signal with $K = 6$ spikes is shown in (b). If the PSF is known, one can deconvolve (b) with the PSF and obtain the calibrated time-domain signal in (c). Clearly Fig. 1 (c) is very different from Fig. 1 (b), therefore calibration must be performed if the PSF is unknown to avoid severe performance degeneration. Fig. 1 (d) demonstrates the exact localization of the spikes via computing the dual polynomial of AtomicLift.

We next examine phase transition of the AtomicLift algorithm. We randomly generate the low-dimensional subspace $B$ with i.i.d. standard Gaussian entries, and the coefficient vector $h$ with i.i.d. standard Gaussian entries. The spike signal is generated in the same fashion as above. For each simulation, we compute the normalized error $\|Z - Z^*\|_F/\|Z^*\|_F$, where $Z$ is the estimate of the lifted matrix $Z^* = xh^T$. First fix $N = 64$. For each pair of $(K, L)$, we run 20 Monte Carlo simulations of the AtomicLift algorithm, and claim the reconstruction of a simulation is successful if the normalized error is below $10^{-3}$. Fig. 2 (a) shows the average success rate with respect to the number of spikes $K$ and the subspace dimension $L$. For comparison, we also plot the hyperbola $KL = 20$ which roughly matches the phase transition boundary. Similarly, Fig. 2 (b) shows the average success rate with respect to $L$ and $N$ for a fixed $K = 4$, and Fig. 2 (c) shows the average success rate with respect to $K$ and $N$ for a fixed $L = 3$. The phase transition plots suggest that AtomicLift succeeds when $N \geq O(KL)$, which is better than the prediction of our theory. Fig. 2 (d) shows the average success rate with respect to $K$ and $N$ as in the same setting of Fig. 2 (b), except that the locations of the spikes are randomly generated without obeying the separation condition. It can be seen that the phase transition is not as sharp, which is in line with existing results in applying atomic norm minimization to spectrum estimation [16], [25], [14].

Finally, we examine the performance of AtomicLift in the noisy setting. Using similar setup as Fig. 2 when $N = 64$ and $L = 3$, we introduce additive white Gaussian noise as in (11), where each $w_n$ is i.i.d. generated with $\mathcal{CN}(0, \sigma^2)$. The signal-to-noise ratio (SNR) is defined as $10\log_{10}(\|X(Z^*)\|_F^2/(N\sigma^2))$dB. Using a standard tail bound $P(\|w\|_2 \leq \sigma \sqrt{N + \sqrt{2N\log 2N}}) \geq 1 - (2N)^{-1}$ [27], we set $\epsilon := \sigma \sqrt{N + \sqrt{2N\log 2N}}$ in (13). We use (16) to identify the spike locations. Fig. 3 shows the recovered source locations and their magnitudes. It is worth noting that the dual polynomial will overestimate the number of sources, and further model order estimation is still necessary for noisy data.

\footnote{The code can be downloaded from http://www2.ece.ohio-state.edu/~chi/papers/atomiclift.m.}
Fig. 2: The average success rate of AtomicLift (a) with respect to the number of spikes $K$ and the subspace dimension $L$ when the number of measurements $N = 64$; (b) with respect to $K$ and $N$ when $L = 3$; (c) with respect to $L$ and $N$ when $K = 4$ for spikes generated satisfying a separation condition $\Delta \geq 1/N$; (d) with respect to $L$ and $N$ when $K = 4$ for randomly generated spike locations.

Fig. 3: Source localization of AtomicLift in the noisy setting. (a) and (b): source locations identified using the dual polynomial and the recovered magnitudes, when $K = 6$, $N = 64$, $L = 3$ and SNR = 15dB.

IV. PROOF OF MAIN THEOREM

In this section we prove Theorem 1. First, we describe the desired form of a valid vector-valued dual polynomial and its properties that will guarantee the optimality of AtomicLift in Proposition 1. We next design the dual polynomial with the help of the squared Fejer’s kernel [3] in Section IV-A. The rest of the proof is then to carefully validate it satisfies all the required properties. Proposition 1 presents a sufficient condition for the optimality of AtomicLift in (9), whose proof is provided in Appendix A.

Proposition 1. The solution to (9) is unique if there exists a vector $\mathbf{q} \in \mathbb{C}^N$ such that the vector-valued dual polynomial

$$Q(\tau) = (\mathcal{X}^*(\mathbf{q}))^H (\mathbf{c}(\tau) = B^T \text{diag}(\mathbf{q}) \mathbf{c}(\tau)$$

$$= \frac{1}{\sqrt{N}} \sum_{n=-2M}^{2M} e^{-j2\pi \tau n} q_n^* \mathbf{b}_n \in \mathbb{C}^L$$ (17)

satisfies

$$Q(\tau_k) = \frac{1}{\|\mathbf{h}\|_2^2} \text{sign}(a_k^*) \mathbf{h}^* \quad \forall \tau_k \in \mathcal{T},$$

$$\|Q(\tau)\|_2 < 1, \quad \forall \tau \in [0,1] \setminus \mathcal{T},$$

where $\text{sign}(\cdot)$ is the complex sign function.

Proposition 1 suggests that the solution to AtomicLift in (9) is exact and equals to $Z^*$ if we can find a dual polynomial $Q(\tau)$ with the valid form that satisfies (18a) and (18b). Our objective is then to construct such a valid dual polynomial.

A. Construction of the dual polynomial

Without loss of generality, we assume $\|\mathbf{h}\|_2 = 1$ from now on. Consider the squared Fejer’s kernel and its derivative as

$$K(\tau) = \frac{1}{M} \sum_{n=-2M}^{2M} s_n e^{-j2\pi \tau n},$$

$$K'(\tau) = \frac{1}{M} \sum_{n=-2M}^{2M} s_n (-j2\pi n) e^{-j2\pi \tau n}.$$

where $s_n = \frac{1}{M} \sum_{i=\max(n-M, -M)}^{\min(n+M, M)} \left( 1 - \frac{|i|}{M} \right) \left( 1 - \frac{n-i}{M} \right)$ following the definition [3]. To proceed, we define randomized matrix-valued versions of $K(\tau)$ and $K'(\tau)$ as

$$K(\tau) = \frac{1}{M} \sum_{n=-2M}^{2M} s_n (\mathbf{b}_n \mathbf{b}_n^H) e^{-j2\pi \tau n} \in \mathbb{C}^{L \times L},$$

$$K'(\tau) = \frac{1}{M} \sum_{n=-2M}^{2M} s_n (-j2\pi n) (\mathbf{b}_n \mathbf{b}_n^H) e^{-j2\pi \tau n} \in \mathbb{C}^{L \times L},$$

where the derivatives are entry-wise. Clearly,

$$\mathbb{E}K(\tau) = \frac{1}{M} \sum_{n=-2M}^{2M} s_n \mathbb{E}(\mathbf{b}_n \mathbf{b}_n^H) e^{-j2\pi \tau n} = K(\tau) \mathbf{I}_L,$$

and $\mathbb{E}K'(\tau) = K'(\tau) \mathbf{I}_L$, where $\mathbf{I}_L$ is the $L \times L$ identity matrix following the isotropy property. We then construct the vector-valued dual polynomial $Q(\tau) \in \mathbb{C}^L$ as

$$Q(\tau) = \sum_{k=1}^{K} K(\tau - \tau_k) \alpha_k + \sum_{k=1}^{K} K'(\tau - \tau_k) \beta_k,$$ (19)

where $\alpha_k = [\alpha_{k,1}, \ldots, \alpha_{k,L}]^T \in \mathbb{C}^{L \times 1}$ and $\beta_k = [\beta_{k,1}, \ldots, \beta_{k,L}]^T \in \mathbb{C}^{L \times 1}$, $k = 1, \ldots, K$. It is straightforward to see that $Q(\tau)$ has the valid form defined in (17) of Proposition 1. We select the coefficient vectors as the solution to the linear equations given below

$$\begin{cases} Q(\tau_k) = \text{sign}(a_k^*) \mathbf{h}^*, \quad \tau_k \in \mathcal{T}, \\ Q(\tau_k) = 0, \quad \tau_k \in \mathcal{T}. \end{cases}$$ (20)
B. Invertibility of $\Gamma$

The expectation of $\Gamma$ can be given as $\mathbb{E}\Gamma = \tilde{\Gamma} = \Phi \otimes I_L$, where $\otimes$ is the Kronecker product, $\Phi \in \mathbb{C}^{2K \times 2K}$ is given in (22), where

$$\nu_n = \begin{bmatrix} e^{-j2\pi \tau_1 n} \\ \vdots \\ e^{-j2\pi \tau_K n} \\ \underbrace{(j2\pi \kappa_n)e^{-j2\pi \tau_1 n}}_1 \\ \vdots \\ \underbrace{(j2\pi \kappa_n)e^{-j2\pi \tau_K n}}_1 \end{bmatrix},$$

The following lemma is useful from [16] regarding $\Phi$.

**Lemma 1.** [16, Proposition IV.1] Let $\Delta \geq 1/M$. Then $\Phi$ is invertible and

$$\|I - \Phi\| \leq 0.3623, \|\Phi\| \leq 1.3623, \|\Phi^{-1}\| \leq 1.568.$$

Note that we can write $\Gamma$ as a sum of independent random matrices as

$$\Gamma = \frac{1}{M} \sum_{n=-M}^{M} s_n(\nu_n \otimes b_n)(\nu_n \otimes b_n)^H = \frac{1}{M} \sum_{n=-M}^{M} s_n(\nu_n \nu_n^H) \otimes (b_n b_n^H),$$

then $\Gamma - \tilde{\Gamma}$ can be written as

$$\Gamma - \tilde{\Gamma} = \sum_{n=-M}^{M} S_n,$$

where $S_n = \frac{1}{M} s_n(\nu_n \nu_n^H) \otimes (b_n b_n^H - I_L) \in \mathbb{C}^{2K_L \times 2K_L}$. The following lemma, whose proof is given in Appendix B, establishes the concentration of $\Gamma$ around $\tilde{\Gamma}$.

**Lemma 2.** Let $0 < \delta < 1$ and $\Delta \geq 1/M$. For any $\chi \in (0, 0.6376)$, as long as

$$M \geq \frac{80 \mu KL}{\chi^2 \log \left( \frac{4KL}{\delta} \right)},$$

we have $\|\Gamma - \tilde{\Gamma}\| \leq \chi$ holds with probability at least $1 - \delta$.

Denote the event $\mathcal{E}_{1,\chi} = \{\|\Gamma - \tilde{\Gamma}\| \leq \chi\}$, which holds with probability at least $1 - \delta$ as long as (24) holds. This implies that the matrix $\Gamma$ is invertible when $\mathcal{E}_{1,\chi}$ holds for some $0 < \chi < 0.6376$, since

$$\|I - \tilde{\Gamma}\| \leq \|I - \Gamma\| + \|\Gamma - \tilde{\Gamma}\| \leq 0.3623 + \chi < 1,$$

where $\|I - \tilde{\Gamma}\| = \|I - \Phi\| \leq 0.3623$ from Lemma 1. Under $\mathcal{E}_{1,\chi}$, let $\Gamma^{-1} = [L \ R]$, where $L \in \mathbb{C}^{2KL \times LK}$ and $R$ is $\mathbb{C}^{2KL \times LK}$, then we have

$$\begin{bmatrix} \alpha_1 \\ \vdots \\ \alpha_K \\ \kappa^{-1}\beta_1 \\ \kappa^{-1}\beta_K \end{bmatrix} = \Gamma^{-1} \begin{bmatrix} \text{sign}(a_1^*)h^* \\ \vdots \\ \text{sign}(a_K^*)h^* \\ 0 \\ 0 \end{bmatrix} = L[\text{sign}(a^*) \otimes h^*].$$

With the above parameterization, $Q(\tau)$ satisfies the first condition in (18a). Let $\Phi^{-1} = [L \ R]$, where $L \in \mathbb{C}^{2K \times K}$ and $R \in \mathbb{C}^{2K \times K}$. Then we have

$$\Gamma^{-1} = \Phi^{-1} \otimes I_L = [L \ R] \otimes I_L = [\tilde{L} \otimes I_L \ R \otimes I_L],$$

and $\|\Gamma^{-1}\| = \|\Phi^{-1}\| \leq 1.568$. Then using elementary linear algebra that is essentially the same as [16, Corollary IV.5], we have the following lemma.

**Lemma 3.** On the event $\mathcal{E}_{1,\chi}$ with $\chi \in (0, 1/4]$, we have

$$\|\Gamma^{-1} - \Gamma\| \leq 2\|\Gamma\| \chi, \quad \|\Gamma^{-1}\| \leq \frac{3}{2}. \quad \|\Gamma^{-1}\| \leq \frac{3}{2} \|\Gamma^{-1}\|.$$

C. Certifying (18b)

The rest of the proof is to guarantee $Q(\tau)$ satisfies (18b) with high probability. Let $K^{(m)}(\tau)$ be the $m$th order entry-wise derivative of $K(\tau)$, $m = 0, 1, 2, 3$. The $(\ell, s)$th entry of
\( K^{(m)}(\tau) \) can be written as
\[
K^{(m)}_{\ell, n}(\tau) = \frac{1}{M} \sum_{n=-2M}^{2M} s_n(-j 2\pi n)^m \langle b_n, b_{\ell, n}^* \rangle e^{-j 2\pi \tau n},
\]
where \( b_{\ell, n} \) is the \( \ell \)-th entry of \( b_n \). Further define \( \Xi^{(m)}(\tau) \in \mathbb{C}^{2LK \times L} \) as
\[
\Xi^{(m)}(\tau) = \kappa^m \begin{pmatrix} K^{(m)}(\tau - \tau_1)^* \\ \vdots \\ K^{(m)}(\tau - \tau_K)^* \\ \kappa K^{(m+1)}(\tau - \tau_1)^* \\ \vdots \\ \kappa K^{(m+1)}(\tau - \tau_K)^* \end{pmatrix} = \frac{1}{M} \sum_{n=-2M}^{2M} s_n(j 2\pi \kappa n)^m e^{j 2\pi \tau n} \left( \nu \otimes I_L \right)^n,
\]
whose expectation \( \Xi^{(m)}(\tau) = \mathbb{E}[\Xi^{(m)}(\tau)] \) can be written as
\[
\mathbb{E}[\Xi^{(m)}(\tau)] = \frac{1}{M} \sum_{n=-2M}^{2M} s_n(j 2\pi \kappa n)^m e^{j 2\pi \tau n} \left( \nu \otimes I_L \right)^n = \zeta^{(m)}(\tau) \otimes I_L,
\]
where
\[
\zeta^{(m)}(\tau) = \kappa^m \begin{pmatrix} K^{(m)}(\tau - \tau_1)^* \\ \vdots \\ K^{(m)}(\tau - \tau_K)^* \\ \kappa K^{(m+1)}(\tau - \tau_1)^* \\ \vdots \\ \kappa K^{(m+1)}(\tau - \tau_K)^* \end{pmatrix} = \frac{1}{M} \sum_{n=-2M}^{2M} s_n(j 2\pi \kappa n)^m e^{j 2\pi \tau n} \nu_n.
\]

Let \( Q^{(m)}(\tau) \) be the \( m \)-th order entry-wise derivative of \( Q(\tau) \), where the \( m \)-th order derivative of the \( \ell \)-th entry of \( Q(\tau) \) can be written as
\[
Q^{(m)}_{\ell, n}(\tau) = \sum_{k=1}^{K} \sum_{s=1}^{L} \left[ K^{(m)}_{\ell, s}(\tau - \tau_k) a_{k,s} + K^{(m+1)}_{\ell, s}(\tau - \tau_k) b_{k,s} \right].
\]
Then, \( Q^{(m)}(\tau) \) can be written as
\[
\kappa^m Q^{(m)}(\tau) = \left[ \Xi^{(m)}(\tau) \right] \tilde{L} [\text{sign}(a^*) \otimes h^*]
= \left[ \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) + \Xi^{(m)}(\tau) \right] \tilde{L} [\text{sign}(a^*) \otimes h^*]
= \left[ \Xi^{(m)}(\tau) \right] \tilde{L} [\text{sign}(a^*) \otimes h^*]
+ I_1^{(m)}(\tau) + I_2^{(m)}(\tau),
\]
where
\[
I_1^{(m)}(\tau) = \left[ \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) \right] \tilde{L} [\text{sign}(a^*) \otimes h^*]
\]
and
\[
I_2^{(m)}(\tau) = \left[ \Xi^{(m)}(\tau) \right]^H \left( L - \tilde{L} \otimes I_L \right) [\text{sign}(a^*) \otimes h^*].
\]
Furthermore, the first term in (27) can be written as
\[
\left[ \Xi^{(m)}(\tau) \right] \tilde{L} [\text{sign}(a^*) \otimes h^*]
= \left[ \zeta^{(m)}(\tau) \tilde{L} \text{sign}(a^*) \right] h^* = \left[ \zeta^{(m)}(\tau) \tilde{L} \text{sign}(a^*) \right] h^* := \kappa^m \tilde{Q}^{(m)}(\tau) h^*,
\]
where \( \tilde{Q}^{(m)}(\tau) = [\zeta^{(m)}(\tau) \tilde{L} \text{sign}(a^*)] h^* \) becomes the scalar-valued dual polynomial constructed in [3]. Now, \( \kappa^m Q^{(m)}(\tau) \) in (27) can be rewritten as
\[
\kappa^m Q^{(m)}(\tau) = \kappa^m \tilde{Q}^{(m)}(\tau) h^* + I_1^{(m)}(\tau) + I_2^{(m)}(\tau). \tag{28}
\]

The rest of the proof proceeds in the following steps. We first establish that \( \| \kappa^m Q^{(m)}(\tau) - \kappa^m \tilde{Q}^{(m)}(\tau) h^* \|_2 \) is uniformly bounded for points on a grid \( \mathcal{T}_{\text{grid}} \); next, we extend that \( \| \kappa^m Q^{(m)}(\tau) \|_2 \) is uniformly bounded for all \( \tau \in [0, 1] \); finally, we show that \( \| Q(\tau) \|_2 < 1 \), \( \forall \tau \in \{0, 1\} \setminus \mathcal{T} \).

To bound \( I_1^{(m)}(\tau), \) the central argument is to bound \( \| \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) \| \) for a fixed \( \tau \in [0, 1] \), which is based on a significantly modified argument of [16, Lemma IV.6] whose proof is provided in Appendix C.

**Lemma 4.** Let \( \Delta \geq 1/M \) and fix \( \tau \in [0, 1] \). Let
\[
\tilde{\sigma}_m^2 = 2^{4m+1} \frac{\mu L}{M} \max \left\{ 1, 2KL \sqrt{\frac{2\mu}{M}} \right\},
\]
and fix a positive number
\[
a \leq \left\{ \frac{\delta}{\mu L} \right\}^{1/4} \text{ if } 2KL \sqrt{\frac{2\mu}{M}} \geq 1,
\]
one otherwise.

then we have
\[
\| \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) \| \leq 4^{m} KL \sqrt{\frac{2\mu K}{M}} + a \tilde{\sigma}_m,
\]
holds for \( m = 0, 1, 2, 3 \) with probability at least \( 1 - 64 e^{-ca^2} \) for some \( c > 0 \).

We then establish that \( \| I_1^{(m)}(\tau) \|_2 \) is bounded on the grid \( \mathcal{T}_{\text{grid}} \in [0, 1] \) in the following lemma, proved in Appendix D.

**Lemma 5.** Let \( 0 < \delta < 1 \) and \( \Delta \geq 1/M \). Let \( \mathcal{T}_{\text{grid}} \) be a finite set defined on \( [0, 1] \). As long as
\[
M \geq C \mu \max \left\{ \frac{K^2 L^2}{c^2} \log \left( \frac{64 |\mathcal{T}_{\text{grid}}|}{\delta} \right), L \log^2 \left( \frac{64 |\mathcal{T}_{\text{grid}}|}{\delta} \right), KL \log \left( \frac{4KL}{\delta} \right) \right\}, \tag{29}
\]
for some constant \( C \), we have
\[
\mathbb{P} \left\{ \sup_{\tau \in \mathcal{T}_{\text{grid}}} \| I_1^{(m)}(\tau) \|_2 \leq \epsilon, m = 0, 1, 2, 3 \right\} \geq 1 - 16\delta.
\]

We next bound \( I_2(\tau) \), which is supplied in the following
Lemma 6. Let \( 0 < \delta < 1 \) and \( \Delta \geq 1/M \). As long as
\[
M \geq C\mu K^2 L \log \left( \frac{4KL}{\delta} \right),
\]
for some constant \( C \), we have
\[
\mathbb{P} \left\{ \left\| I^{(m)}_2(\tau) \right\|_2 \leq \epsilon, \; m = 0, 1, 2, 3 \right\} \geq 1 - 8\delta.
\]

The next task is to extend the above inequalities to the unit interval \([0, 1]\) by choosing the grid size properly. Define the event
\[
\mathcal{E}_3 = \left\{ \left\| \kappa^m Q^{(m)}(\tau) - \kappa^m \hat{Q}^{(m)}(\tau) h^* \right\|_2 \leq \frac{\epsilon}{3}, \; m = 0, 1, 2, 3 \right\}
\]
Combining Lemma 5 and Lemma 6, with redefining the constants, we have the following lemma, which is proved in Appendix F.

Lemma 7. The event \( \mathcal{E}_3 \) holds with probability at least \( 1 - \delta \), as long as
\[
M \geq C\mu \max \left\{ \frac{K^2 L^2}{\epsilon^2} \log \left( \frac{M}{\epsilon\delta} \right), \right.
\]
\[
L \log^2 \left( \frac{M}{\epsilon\delta} \right), KL \log \left( \frac{4KL}{\delta} \right) \}
\]
for some constant \( C \).

Finally, we’re ready to certify (18b). Define a small neighborhood of each spike location as \( T_i = \{ \tau : |\tau - \tau_i| \leq \rho_i/M \} \), where \( \rho_i = 0.08245 \). Let \( T_{\text{near}} = \bigcup_{i=1}^K T_i \) and \( T_{\text{far}} = [0, 1] \setminus T_{\text{near}} \). We will establish the boundedness by splitting the analysis for \( T_{\text{near}} \) and \( T_{\text{far}} \). In fact, we have a stronger result in the following lemma, proved in Appendix G.

Lemma 8. Let \( \Delta \geq 1/M \). We have
\[
\| Q(\tau) \|_2 < 1 - C_a, \quad \forall \tau \in T_{\text{far}}, \quad (32a)
\]
\[
\| Q(\tau) \|_2 \leq 1 - C_b M^2 (\tau - \tau_i)^2, \quad \forall \tau \in T_i, \quad (32b)
\]
for some constants \( C_a \) and \( C_b \), satisfying \( \rho_i^2 C_b \leq C_a \), holds with probability at least \( 1 - \delta \), as long as
\[
M \geq C\mu K^2 L^2 \log^2 \left( \frac{M}{\delta} \right)
\]
for some large enough constant \( C \).

Putting all these together, we have now proved Theorem 1 since \( Q(\tau) \) is verified to be a valid dual certificate.

V. CONCLUSIONS

This paper proposes a convex optimization framework for blind spikes deconvolution based on minimizing the atomic norm of a jointly spectrally-sparse ensemble after lifting the bilinear inverse problem into an under-determined linear inverse problem, by constraining the PSF to be in a known low-dimensional subspace. Under mild conditions, the proposed AtomicLift algorithm provably recovers the spike signal as well as the PSF up to a scaling ambiguity as long as the number of measurements is large enough.

Several interesting questions are left for future investigations. First, the phase transitions of AtomicLift suggests that it succeeds when the number of measurements is \( O(KL) \), which is better than what the theory guarantees, that is \( O(K^2 L^2) \) up to logarithmic factors. We believe it is possible to improve the performance guarantee of AtomicLift, for example by introducing further randomness assumptions on the spike signal \([16]\). Second, the number of required measurements by AtomicLift is much larger than the degrees of freedom, which is on the order of \( O(K + L) \). This may due to the fact that convex relaxations are not effective at exploiting joint structures in \( Z^* \) \([28]\). Indeed, the rank-one property of \( Z^* \) is not exploited in AtomicLift. A promising direction is to develop non-convex algorithms for blind spikes deconvolution, where recent work by Lee et. al. \([12]\) could shed some light.
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APPENDIX A

PROOF OF PROPOSITION 1

Proof: First, any \( q \) satisfying (18a) and (18b) is dual feasible. We have
\[
\| Z^* \|_{\mathcal{A}} \geq \| Z^* \|_{\mathcal{A}} \langle X^*(q), Z^* \rangle_{\mathbb{R}}
\]
\[
= \left\langle X^*(q), \sum_{k=1}^K a_k c(\tau_k) h^T_k \right\rangle_{\mathbb{R}}
\]
\[
= \sum_{k=1}^K \text{Re} \left( a_k^* \langle X^*(q), c(\tau_k) h^T_k \rangle \right)
\]
\[
= \sum_{k=1}^K \text{Re} \left( a_k^* (Q^H(\tau_k), h^T_k) \right)
\]
\[
= \sum_{k=1}^K \text{Re} \left( a_k^* \text{sign}(a_k) \right) = \sum_{k=1}^K |a_k| \geq \| Z^* \|_{\mathcal{A}}.
\]

Hence \( \langle X^*(q), Z^* \rangle_{\mathbb{R}} = \| Z^* \|_{\mathcal{A}} \). By strong duality we have \( Z^* \) is primal optimal and \( q \) is dual optimal.

For uniqueness, suppose \( \hat{Z} \) is another optimal solution. If \( \hat{Z} \) and \( Z^* \) have the same support set \( \mathcal{T} \), they must coincide since the set of atoms in \( \mathcal{T} \) is independent. Let \( \hat{Z} = \sum_k \hat{a}_k c(\hat{\tau}_k) \hat{h}_k^T \) be its atomic decomposition where \( \hat{a}_k > 0 \), with some support \( \hat{\tau}_k \notin \mathcal{T} \). We then have
\[
\langle X^*(q), \hat{Z} \rangle_{\mathbb{R}}
\]
\[
= \sum_{\hat{\tau}_k \in \mathcal{T}} \text{Re} \left( \hat{a}_k^* \langle Q^H(\hat{\tau}_k), \hat{h}_k^T \rangle \right) + \sum_{\hat{\tau}_k \notin \mathcal{T}} \text{Re} \left( \hat{a}_k^* \langle Q^H(\hat{\tau}_k), \hat{h}_k^T \rangle \right)
\]
\[
\leq \sum_{\hat{\tau}_k \in \mathcal{T}} \hat{a}_k \| Q(\hat{\tau}_k) \|_2 \| \hat{h}_k \|_2 + \sum_{\hat{\tau}_k \notin \mathcal{T}} \hat{a}_k \| Q(\hat{\tau}_k) \|_2 \| \hat{h}_k \|_2
\]
\[
< \sum_{\hat{\tau}_k \in \mathcal{T}} \hat{a}_k \| \hat{h}_k \|_2 + \sum_{\hat{\tau}_k \notin \mathcal{T}} \hat{a}_k \| \hat{h}_k \|_2 = \| \hat{Z} \|_{\mathcal{A}},
\]
which contradicts strong duality. Therefore the optimal solution of (9) is unique. 

**APPENDIX B**

**PROOF OF PROPOSITION 2**

*Proof:* We apply the non-commutative Bernstein’s inequality [29] to (23). We have \(\mathbb{E}S_n = 0\), and

\[
\|S_n\| = \frac{1}{M} |s_n| \cdot \|\nu_n\| \cdot \|b_n b_n^H - I_L\| \\
\leq \frac{1}{M} \max_n |s_n| \cdot \|\nu_n\|^2 \cdot \max \{\|b_n\|^2, \|I_L\|\} \\
\leq \frac{1}{M} \cdot (K + K (2\pi n)^2) \max \{\mu L, 1\} \\
\leq \frac{14K\mu L}{M} =: R.
\]

where in the first inequality we used that for two positive semidefinite matrices \(A\) and \(B\), \(\|A - B\| \leq \max \{\|A\|, \|B\|\}\), in the second inequality we used that \(\max_n |s_n| \leq 1\) and the incoherence property of \(F\), in the third inequality we used that \((1 + \max_{|n| \leq 2M} (2\pi n)^2) \leq 14\) for \(M \geq 4\) [3]. Moreover,

\[
\mathbb{E} \left\| \sum_{n=-2M}^{2M} \mathbb{E}_n s_n^H \right\| \\
= \frac{1}{M^2} \left\| \sum_{n=-2M}^{2M} \mathbb{E} \left\{ s_n^2 \left[ (\nu_n, \nu_n^H) \otimes (b_n b_n^H - I_L) \right] \\
\cdot \left[ (\nu_n, \nu_n^H) \otimes (b_n b_n^H - I_L) \right]^H \right\} \right\| \\
= \frac{1}{M^2} \left\| \sum_{n=-2M}^{2M} s_n^2 \|\nu_n\|^2 (\nu_n, \nu_n^H) \\
\otimes \mathbb{E} \left\{ (b_n b_n^H - I_L) (b_n b_n^H - I_L) \right\} \right\| \\
= \frac{1}{M^2} \left\| \sum_{n=-2M}^{2M} s_n^2 \|\nu_n\|^2 (\nu_n, \nu_n^H) \otimes \mathbb{E} (\|b_n\|^2 b_n b_n^H - I_L) \right\| \\
\leq \frac{14K\mu L}{M^2} \left\| \sum_{n=-2M}^{2M} s_n^2 (\nu_n, \nu_n^H) \otimes I_L \right\| \\
\leq \frac{14K\mu L}{M} \max_n |s_n| \left\| \frac{1}{M} \sum_{n=-2M}^{2M} s_n (\nu_n, \nu_n^H) \otimes I_L \right\| \\
\leq \frac{14K\mu L}{M} \|\Phi\| \leq \frac{20K\mu L}{M} := \sigma^2.
\]

where we used \(\|\nu_n\|^2 (\nu_n, \nu_n^H) \leq 14K\nu_n^2 \|b_n\|^2 (b_n b_n^H - I_L) \leq \mu L b_n b_n^H\), and \(\|\Phi\| \leq 1.3623\) from Lemma 1. The notation \(A \preceq B\) indicates \(B - A\) is a positive semidefinite matrix. Applying Bernstein’s inequality to (23) will then finish the proof.

**APPENDIX C**

**PROOF OF LEMMA 4**

*Proof:* We first write

\[
\Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) = \sum_{n=-2M}^{2M} W_n^{(m)}
\]

where \(W_n^{(m)} = \frac{1}{M} s_n (j2\pi Kn)^m e^{2\pi i n \nu_n} \otimes (b_n b_n^H - I_L) \in \mathbb{C}^{2LK \times L}\)'s are independent random matrices with zero mean. Define

\[
V_m = \left\| \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\| \\
= \sup_{\|u\|_2 = 1, \|v\|_2 = 1} \Re \left\langle u^H \left( \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) \right) v \right\rangle \\
= \sup_{\|u\|_2 = 1, \|v\|_2 = 1} \left\{ \sum_{n=-2M}^{2M} \Re \left\langle u^H W_n^{(m)} v \right\rangle \right\}
\]

We apply Talagrand’s concentration inequality in Lemma 9 to bound \(V_m\).

**Lemma 9.** [30, Talagrand’s concentration inequality] Let \(\{Y_j\}\) be a finite sequence of independent random variables taking values in a Banach space and \(V\) be defined as \(V = \sup_{h \in \mathcal{H}} \sum_j h(Y_j)\) for a countable family of real valued functions \(\mathcal{H}\). Assume that \(|h| \leq B\) and \(\mathbb{E}h(Y_j) = 0\) for all \(h \in \mathcal{H}\) and every \(j\). Then for all \(t > 0\),

\[
\mathbb{P}\{|V - \mathbb{E}V| > t\} \leq 16 \exp \left( - \frac{t}{KB} \log \left( 1 + \frac{Bt}{\sigma^2 + KB\mathbb{E}V} \right) \right)
\]

where \(\sigma^2 = \sup_{h \in \mathcal{H}} \sum_j \mathbb{E}h^2(Y_j)\), \(V = \sup_{h \in \mathcal{H}} \left| \sum_j h(Y_j) \right|\), and \(K\) is a numerical constant.

Let \(h(W_n^{(m)}) = \Re \left\langle u^H W_n^{(m)} v \right\rangle\), then \(\mathbb{E}h(W_n^{(m)}) = 0\). We compute the following bounds:

\[
|h(W_n^{(m)})| \\
= \left| \Re \left\langle u^H \left( \frac{s_n}{M} (j2\pi Kn)^m e^{2\pi i n \nu_n} \otimes (b_n b_n^H - I_L) \right) v \right\rangle \right| \\
\leq 4^{m+1} \sqrt{K\mu L} =: B_m,
\]

where we have used \(\max_n |s_n| \leq 1\), \(|j2\pi Kn| \leq 4\), and \(\|\nu_n\|^2 \leq 14K\mu L\) for \(M \geq 4\) [3], and \(\|b_n\|^2 \leq \mu L\). Since

\[
\mathbb{E} \left\| \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\|^2 \leq \mathbb{E} \left\| \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\|^2_F \\
= \mathbb{E} \left\| \sum_{n=-2M}^{2M} W_n^{(m)} \right\|^2_F \\
= \mathbb{E} \left\| \sum_{n=-2M}^{2M} W_n^{(m)} \right\|^2_F \\
= \frac{1}{M^2} \sum_{n=-2M}^{2M} |s_n|^2 (2\pi Kn)^2 e^{2\pi i n \nu_n} \cdot \mathbb{E} \left\| \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\|^2 \\
\leq \frac{4^{m+2} \mathbb{E} \left\| \sum_{n=-2M}^{2M} \Xi^{(m)}(\tau) \right\|^2_F}{M^2} \\
\leq \frac{4^{m+2} \mathbb{E} \left\| \sum_{n=-2M}^{2M} \Xi^{(m)}(\tau) \right\|^2_F}{M^2}
\]

where in the first inequality we used \(\|A\| \leq \|A\|_F\), followed by exchanging the order of taking expectation and the trace and using the independence of \(W_n^{(m)}\). In the second inequality,
we again used max_{n}|s_n| \leq 1, |2\pi \kappa n| \leq 4, and \|\nu_n\|_2 \leq \sqrt{1/K} for M \geq 4 \text{ [3], and } \|b_n\|_2^2 \leq \mu L. The last inequality follows from \text{Tr}(\Phi) = 2K. This yields

$$E\bar{V}_m = E\bar{V}_m \leq (E\bar{V}_m)^{1/2} \leq 4^m L^{\frac{2\mu K}{M}}.$$ 

Next, we have

$$Eh^2(W_n^{(m)}) \leq E \left\| u^H \tilde{W}_n^{(m)} v \right\|^2_2 \leq \frac{1}{M^2} \|s_n\|^2 (2\pi \kappa n)^2 \|u^H \tilde{W}_n^{(m)} v \|^2_2 \cdot \left\| \nu_n \nu_n^H \otimes E((b_n b_n^H - \bar{I}_L) v v^H (b_n b_n^H - \bar{I}_L)) \right\| u \leq \frac{1}{M^2} \|s_n\|^2 (2\pi \kappa n)^2 \|u^H \nu_n \nu_n^H \otimes \mu L I_L \| u \leq \frac{\mu L}{M^2} 4^m \|u^H \nu_n \nu_n^H \otimes I_L \| u$$

where in the first inequality we used

$$E((b_n b_n^H - \bar{I}_L) v v^H (b_n b_n^H - \bar{I}_L)) = E(b_n v^H b_n b_n^H - \bar{I}_L) v v^H (b_n b_n^H - \bar{I}_L) \leq \|b_n\|^2 \|I_L - v v^H \| \leq \mu L I_L.$$

Therefore,

$$\sigma_m^2 = \sum_{n=-2M}^{2M} E h^2(W_n^{(m)}) = \frac{\mu L}{M^2} 4^m \|I_L \| \leq \frac{\mu L}{M} 4^{m+1},$$

where in the last inequality we used \|I_L\| \leq 2. Applying Lemma 9 we have

$$\mathbb{P}\left\{ \left\| \tilde{E}^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\| - \mathbb{E} \left\| \tilde{E}^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\| > t \right\} \leq 16 \exp \left( -t \frac{CB_m \log \left( 1 + \frac{B_m t}{\sigma_m^2 + B_m \mathbb{E} V_m} \right) }{M^2} \right)$$

for some constant C. Suppose

$$\sigma_m^2 = \max(\sigma_m^2, B_m \mathbb{E} V_m) = 2^{m+1} \mu L \max \left\{ 1, 2 KL \sqrt{\frac{2\mu}{M}} \right\},$$

and fix \alpha obeying \alpha \leq \sigma_m^2 / B_m, we have

$$\mathbb{P}\left\{ \left\| \tilde{E}^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\| \geq 2^m L \sqrt{\frac{2\mu K}{M}} + a \sigma_m \right\} \leq 16 e^{-ca^2}$$

for some constant \(c > 0\), which finishes the proof.

\textbf{Appendix D}

\textbf{Proof of Lemma 5}

\textbf{Proof:} Define the event

$$\mathcal{E}_2 = \bigcap_{\tau \in \mathcal{T}_{grid}} \left\{ \left\| \tilde{E}^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\| \leq 2^m L \sqrt{\frac{2\mu K}{M}} + a \sigma_m := \lambda_m \right\}.$$ 

Conditioned on \(\mathcal{E}_1 \cap \mathcal{E}_2\), we have

$$\left\| I_1^{(m)}(\tau) \right\| \leq \left\| \Xi^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\| \cdot \left\| L \right\| \cdot \left\| \text{sign}(a^*) \otimes h^* \right\| \leq 4\sqrt{K} \lambda_m,$$

where we used \(\|L\| \leq \|L\| \leq 2 \|\bar{I}^{-1}\| \leq 4\) from Lemma 3. Set \(\lambda_m \leq \epsilon/(4\sqrt{K})\). Applying the union bound and getting rid of the conditional probability we have

$$\mathbb{P} \left( \sup_{\tau \in \mathcal{T}_{grid}} \left\| I_1^{(m)}(\tau) \right\| > \epsilon \right) \leq 64 \|\mathcal{T}_{grid}\| e^{-\epsilon^2} + \mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2),$$

where the second term \(\mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2) \leq \delta\) when \(M \geq 80 \mu KL \log \left( \frac{4K L}{\epsilon} \right)\). Set \(a^2 = e^{-1} \log \left( \frac{64 \|\mathcal{T}_{grid}\|}{\delta} \right) \) so the first term in (33) is also bounded by \(\delta\).

If \(2 KL \sqrt{\frac{2\mu}{M}} \geq 1\), from Lemma 4 we have \(a \leq \left( \frac{M}{8\mu KL} \right)^{1/4}\) which gives \(M \geq \frac{64}{\epsilon^2} \mu L \log \left( \frac{64 \|\mathcal{T}_{grid}\|}{\delta} \right)\). Moreover, since \(\sigma_m^2 < 2^m L \sqrt{\frac{2\mu K}{M}}\), we have \(\frac{\lambda_m}{\sigma_m^2} > \frac{1}{2^{m+1} \sqrt{\frac{M}{2\mu K}}} \). Then (33) holds as long as \(\frac{1}{8\mu KL} \geq K \frac{\sqrt{\frac{M}{2\mu K}}}{2 \sqrt{\frac{\mu}{K}}}, \) which gives \(M \geq 4^{m+1} \frac{\mu K^2 L^2}{\epsilon^2} \). If \(2 KL \sqrt{\frac{2\mu}{M}} < 1\), from Lemma 4 we have \(a \leq \sqrt{\frac{M}{8\mu KL}}\) which gives \(M \geq \frac{8}{\epsilon^2} \mu KL \log \left( \frac{64 \|\mathcal{T}_{grid}\|}{\delta} \right)\). The rest follows similarly as in the previous case. Set \(\chi = 1/4\), the proof is complete by combining all lower bounds on \(M\) and absorbing the constants.

\textbf{Appendix E}

\textbf{Proof of Lemma 6}

\textbf{Proof:} To bound \(I_1^{(m)}(\tau)\), we recall from [16] that

$$\left\| E^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\|_2 \leq C_1 \text{ for some universal constant } C_1, \text{ hence } \left\| E^{(m)}(\tau) - \Xi^{(m)}(\tau) \right\|_2 \leq C_1. \text{ Moreover, conditioned on } \mathcal{E}_1 \text{ with } \chi \in [0, 1/4],$$

$$\left\| I_2^{(m)}(\tau) \right\|_2 \leq \left\| E^{(m)}(\tau) \right\| \cdot \left\| \bar{L} - \bar{L} \otimes I_L \right\| \cdot \left\| \text{sign}(a^*) \otimes I_L \right\|_2 \leq C' \sqrt{K} \chi,$$

To bound this by \(\epsilon\), set \(\chi = \frac{\epsilon}{C' \sqrt{K}}\). Plug this into (24), we require \(M \geq C \mu K^2 L \log \left( \frac{4 K L}{\epsilon} \right)\) for some large enough constant \(C\).

\textbf{Appendix F}

\textbf{Proof of Lemma 7}

\textbf{Proof:} First of all, we have

$$K^{m} \left| Q_0^{(m)}(\tau) \right| \leq C \sqrt{K L} \left\| L \right\| \left\| \text{sign}(a^*) \otimes I_L \right\| \leq C \sqrt{K L} \sqrt{K} = \sqrt{K},$$

then for any fixed \(\tau_1, \tau_2\), by the Bernstein’s polynomial inequality, we have

$$\left| \kappa^{m} Q_0^{(m)}(\tau_1) - \kappa^{m} Q_0^{(m)}(\tau_2) \right| \leq e^{-j2\pi \tau_1 - e^{-j2\pi \tau_2}} \sup_{z = e^{-j2\pi \tau}} \left| \frac{d \kappa^{m} Q_0^{(m)}(z)}{dz} \right| \leq 4\pi |\tau_1 - \tau_2| \sup_{\tau} \left| \kappa^{m} Q_0^{(m)}(\tau) \right|$$

for some constant \(c > 0\), which finishes the proof.
exists a point we can select the grid size such that for any \( \tau \in [0, 1] \), there exists a point \( \tau_d \in \mathcal{Y}_{\text{grid}} \) satisfying \( |\tau - \tau_d| \leq \frac{\pi}{\sqrt{CR}} \). The grid size can be \( 3CM^4/\epsilon \). With this selection, we have

\[
\left\| k^m Q^{(m)}(\tau) - k^m Q^{(m)}(\tau) \right\|_2 \leq \epsilon, \quad \forall \tau \in [0, 1],
\]

as long as \( M \) satisfies the requirement in (31).

**Appendix G**

**Proof of Lemma 8**

We first record some useful properties of \( \bar{Q}(\tau) \) below, where most of them are borrowed from [16, Proposition IV.2].

**Lemma 10.** Assume \( \Delta > 1/M \). Then, for \( \tau \in T_{\text{far}} \), \( |\bar{Q}(\tau)| < 0.99992 \), and for \( \tau \in T_{\text{near}} \),

\[
\kappa^2 \left( \bar{Q}_R(\tau) \bar{Q}''_R(\tau) + |\bar{Q}(\tau)|^2 + |\bar{Q}_I(\tau)||\bar{Q}'_I(\tau)| \right) \leq -0.07865, \\
\kappa^2 \bar{Q}'(\tau) |\bar{Q}(\tau)| \leq 1.7068, \quad \text{and} \quad \kappa |\bar{Q}(\tau)| < 0.4346. 
\]

Note that the bound \( \kappa^2 |\bar{Q}'(\tau)| < 1.7068 \) in Lemma 10 is new, which follows directly from rewriting [3, equation (2.27)] to bound \( \kappa^2 |\bar{Q}_R(\tau)| \), hence we omit the details.

**Proof: First assume \( \tau \in T_{\text{far}} \). Using Lemma 7 we have**

\[
\|Q(\tau)\|_2 = \|h^* \bar{Q}(\tau)\|_2 + \|Q(\tau) - h^* \bar{Q}(\tau)\|_2 \\
\leq \|h^* \bar{Q}(\tau)\|_2 + \epsilon < 0.99992 + \epsilon < 1,
\]

as long as \( \epsilon < 10^{-5} \).

Next assume \( \tau \in T_{\text{near}} \). Since our choice of the coefficients implies that

\[
\frac{d\|Q(\tau)\|^2}{d\tau} \bigg|_{\tau = \tau_0} = \text{Re} \left( 2Q(\tau) H \frac{dQ(\tau)}{d\tau} \right) \bigg|_{\tau = \tau_0} \\
= 2Q_R(\tau) Q''_R(\tau) + 2Q_I(\tau) Q'_I(\tau) = 0,
\]

it is sufficient to establish \( \frac{d\|Q(\tau)\|^2}{d\tau^2} < 0 \) for \( \tau \in T_{\text{near}} \). First of all,

\[
\frac{d^2\|Q(\tau)\|^2}{d\tau^2} = Q_R^T(\tau) Q_R''(\tau) + \|Q_R''(\tau)\|^2_2 \\
+ Q_I(\tau)^T Q_I''(\tau) + \|Q_I''(\tau)\|^2_2 \\
= \text{Re} \left( (Q''(\tau))^H Q(\tau) \right) + \|Q(\tau)\|^2_2.
\]

Since

\[
\|Q'(\tau)\|^2 = \|\kappa Q'(\tau) - \kappa h^* Q'(\tau) + \kappa h^* Q'(\tau)\|^2 \\
\leq \epsilon^2 + \kappa^2 |Q'(\tau)|^2 + 0.8692 \epsilon
\]

and

\[
\kappa^2 \text{Re} \left( \left( Q''(\tau) \right)^H Q(\tau) \right) \\
= \kappa^2 \text{Re} \left( \left( Q''(\tau) \right)^* Q(\tau) \right) + \kappa^2 \text{Re} \left( \left( Q''(\tau) - h^* Q''(\tau) \right)^H Q(\tau) \right)
\]

therefore,

\[
\kappa^2 \frac{d^2\|Q(\tau)\|^2}{d\tau^2} \leq \kappa^2 \text{Re} \left( \left( Q''(\tau) \right)^* Q(\tau) \right) + \epsilon(1 + \epsilon) + 1.7068 \epsilon \\
+ 1.7068 \epsilon^2 + \epsilon^2 + \kappa^2 |Q'(\tau)|^2 + 0.8692 \epsilon \\
\leq \kappa^2 (Q_R(\tau) R''(\tau) + |Q(\tau)|^2) \\
+ |Q_I(\tau)||Q''(\tau)|^2 + 2\epsilon^2 + 3.576 \epsilon \\
\leq -7.865 \times 10^{-2} + 2\epsilon^2 + 3.576 \epsilon < 0
\]

for a small enough numerical constant \( \epsilon \). Plug the choice of \( \epsilon \) into the sample complexity requirement of Lemma 7, the proof is accomplished by keeping only the dominating terms. 
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