EPIC: Annotated epileptic EEG independent components for artifact reduction
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Scalp electroencephalogram is a non-invasive multi-channel biosignal that records the brain’s electrical activity. It is highly susceptible to noise that might overshadow important data. Independent component analysis is one of the most used artifact removal methods. Independent component analysis separates data into different components, although it can not automatically reject the noisy ones. Therefore, experts are needed to decide which components must be removed before reconstructing the data. To automate this method, researchers have developed classifiers to identify noisy components. However, to build these classifiers, they need annotated data. Manually classifying independent components is a time-consuming task. Furthermore, few labelled data are publicly available. This paper presents a source of annotated electroencephalogram independent components acquired from patients with epilepsy (EPIC Dataset). This dataset contains 77,426 independent components obtained from approximately 613 hours of electroencephalogram, visually inspected by two experts, which was already successfully utilised to develop independent component classifiers.

Background & Summary
Scalp electroencephalogram (EEG) records electrical activity generated in the brain. It is a multi-channel biosignal obtained using non-invasive acquisition systems1,2. Being a non-invasive biosignal, EEG is usually contaminated with artifacts such as eye blinks, eye saccades, and muscle activity3–5. These artifacts are characterized by a spectrum which may overlap frequencies of interest. Therefore, researchers have used different algorithms to attenuate the impact of these artifacts6–14. One of the most used algorithms is independent component analysis (ICA)4,15.

ICA is a linear blind source separation (BSS) technique that decomposes multi-channel signals into independent components (ICs)15. Researchers usually use ICA to obtain ICs and to generate cleaner EEG signals. However, ICA is unable to automatically reject noisy ICs. Therefore, they must be inspected by experts aiming to remove the ones related to artifacts and thus, reconstructing the EEG data with the remaining, assumed to contain brain information. Although this process usually performs well in removing noise from EEG signals, it requires visual inspection of data, making it difficult when experts are not available. Consequently, several researchers have developed classifiers to automatically perform this task12,16–27.

Developing classifiers to automatically label ICs requires annotated datasets. To the best of our knowledge, only Winkler et al.17 and Pion-Tonachini et al.12 made their datasets publicly available. Winkler et al. provided a training set with 690 ICs collected from a set of 23 recordings with 10 minutes of EEG and a test set with 1080 ICs collected from 36 EEG recordings. Data were collected from 12 subjects who had to perform provided tasks, during approximately 5 hours, avoiding producing artifacts. Both sets were classified by experts. However, they only released sets with the best six features: current density norm, range within pattern, mean local skewness of 15-second intervals, and two parameters obtained from comparing the IC spectrum with a prototypical 1/f frequency curve. Pion-Tonachini et al. provided dataset containing ICs collected from 5-second EEG recordings acquired from several studies over the past 15 years. These studies were performed in controlled environments with the subjects performed provided tasks. The dataset is divided in training and test sets. Training set comprises 5,937 ICs classified by several collaborators through a crown labelling task. Test set includes 130
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We developed an algorithm to identify and remove data corrupted by experimental errors. Figure 1 provides a diagram explaining it. The methods used in the algorithm are ordered by the simplest to the most complex one. Therefore, it consists in frequency filtering, identification and removal of flatlines and constant saturated portions in all channels, identification and removal of abnormal peaks, EEG segmentation; removal of noisy EEG segments; removal of electrode pops; and interpolation of noisy EEG channels and preparation for ICA.

**Methods**

Long-term electroencephalogram (EEG) data were retrieved from the EPILEPSIAE database. These data were obtained from 25 patients with epilepsy (13 males and 12 females, aged 39.6 ± 16.8 years) during presurgical monitoring over several days at Universitätsklinikum Freiburg. Data were acquired using a sampling rate of 256 Hz and 19 electrodes organised according to the 10–20 international system. Information about the access of the EPILEPSIAE database can be found on: http://epilepsy-database.eu/. Details about the process of licensing and financial contribution to maintain the database can be requested via the e-mail address provided on the website.

Data were curat ed in the context of epileptic seizure prediction. To develop our seizure prediction models, we considered data ranging from 4.5 hours before the beginning of the leading seizure until its onset. This selection was performed considering that EEG data within this interval contain both normal and pre-seizure brain states. Data were collected over several days (accounting for 684 hours of EEG signal). Typical activities were captured in the signals such as conversation, eating, drinking, washing, and sleeping. Therefore, it may contain several experimental errors such as poor electrode connection and adhesion issues, which must be minimised before performing independent component analysis (ICA). In the next section, we present the algorithm used to remove experimental errors. Subsequently, in section Independent Components Classification, we describe how the manual labelling of the independent components (ICs) was performed. It should be noted that both steps were also conducted, in a previous study, to prepare EEG data in order to train deep convolutional neural networks to automatically remove artifacts from EEG data.
segmentation, removal of noisy EEG segments, removal of electrode pops, and interpolation of noisy EEG channels, preparation for ICA, and ICA processing.

**Frequency filtering.** The algorithm filtered the data using a 0.5–100 Hz bandpass 4th-order Butterworth filter and a 50 Hz 2nd-order notch filter with the purpose of removing the DC component, high-frequency noise, and the powerline interference.

**Identification and removal of flatlines and constant saturated portions in all channels.** Since the data were collected over several days including day-to-day activities, these contained several experimental errors. Our algorithm identified and removed every portion of the signal which contained isoelectric flatlines (see Fig. 2) or constant saturated segments (see Fig. 3) as well as the 10 seconds of data before and after these errors. These errors were removed for all channels simultaneously.

**Identification and removal of abnormal peaks.** After the removal of flat and constant segments, the algorithm identified portions of the signal below $-5 \text{ mV}$ and above $5 \text{ mV}$, which we named abnormal peaks for easier comprehension (see Fig. 4). Then, the algorithm verified whether the peaks happened in the channels Fp1, Fp2, O1, O2, T5, T6, and Cz, at the same time. These electrodes were selected according to their geometrical positions, which means that if an abrupt movement affected the system, all of them should capture it. If abnormal peaks appeared in all the aforementioned electrodes, every sample, from 10 seconds before the beginning of the peak...
until 10 seconds after the peak, was removed. It is worth noting that, in order to keep the temporal coherence of the signals, we did not concatenated the data after removing artifacts (see Fig. 5).

**EEG segmentation.** The algorithm divided the remaining data in 10-minute segments (see Fig. 6). The segmentation in 10-minute portions was performed to prepare the data for the ICA\(^{22,24}\). As the signals were not concatenated after removing errors, there might be segments lasting less than 10 minutes. Despite lasting less than 10 minutes, these segments were kept to obtain the largest possible dataset. The algorithm removed every segment lasting less than 10 seconds as these did not comprise enough data to be properly processed by ICA.

**Removal of noisy eeg segments.** After the EEG segmentation, the algorithm still could identify abnormal peaks which remained in the EEG channels. If more than 20% of the EEG channel would be removed as a consequence of having abnormal peaks, then the channel was marked to be interpolated. The segment is rejected if more than two EEG channels were marked for interpolation (>10% of all EEG channels).

**Removal of electrode pops.** At this point, the algorithm divided the segments into 5-second windows with a 50% overlap. After that, the algorithm filtered the windows using a 5 Hz low-pass filter. It is worth noting that to not alter the values of the windows when filtering, we saved the original values before performing the analysis. Finally, the algorithm identified filtered windows with an amplitude higher than 0.5 mV in order to find electrode pops that were not previously removed (see Fig. 7). In case at most 10% of channels (two channels)
contained electrode pops, the original window was interpolated. Otherwise, it was maintained. It is worth noting that this method was not considered at the beginning of our preprocessing methodology. However, after analysing some ICs, we noticed that some segments contained one IC only for the electrode pops. Therefore, we added this step to reduce those outputs.

Interpolation of noisy EEG channels, preparation for ICA, and ICA processing. Finally, the channels selected to be interpolated in the phase Removal of Noisy EEG Segments were interpolated using the spherical interpolation method, available in EEGLAB toolbox. Finally, all segments were re-referenced to the average reference and decomposed by extended infomax ICA algorithm.

From the original 648 hours of signal, 35.32 hours were removed by the algorithm due to experimental errors. Therefore, the dataset is based on 612.68 hours of EEG data.

Independent components classification. The 612.68 hours of EEG data comprise 77,426 ICs. These data were randomly split into training and test sets. The training set contains 61,092 (78.86%) ICs, from 20 patients, whereas the test set contains 16,334 (21.14%) ICs, from the remaining 5 patients. Two experts visually inspected these segments. This analysis was performed following a semi-supervised approach using the ICLabel toolbox available in the EEGLAB. The ICs were first automatically classified by the ICLabel classifier, as brain component or artifact, and then corrected by the experts, when needed. To make the corrections, they verified the IC time-series, power spectrum density (PSD), and topographic map of each IC. If they did not agree with the
ICLabel classification, they would change it according to their analysis. Figure 8 presents some examples of analysed ICs. ICs presented in Fig. 8a–c predominantly present artifacts. Figure 8d shows an IC with brain information manifesting (i) on the dipole showing in the topoplot and (ii) on the alpha-band peak showing in the PSD spectrum. Figure 8e,f present ICs containing both brain and noisy data. Despite the existence of noise, experts classified both components as brain in order to maintain neural information that could still be useful in further analysis.

Training and test sets were differently analysed. Each IC of the training set was only inspected by one expert, i.e. if one expert already analysed one IC it was not examined by the other expert. This analysis method was performed to have a dataset classified following different opinions, especially on the doubtful ICs. Training set contains 43,038 (70.44%) brain ICs and 18,054 (29.56%) artifact ICs. Concerning the test set, it was firstly reviewed by both experts independently and, finally, the ICs with different classifications were discussed by them to assign a final classification. This approach was made to have a test set validated by both experts with the minimum possible subjectivity. Test set contains 11,437 (70.02%) brain ICs and 4,897 (29.98%) artifact ICs.

After all the processing methods, we extracted the time-series, PSDs and topographic maps of all ICs. IC time-series were obtained from the multiplication of the ICA weights with the EEG data. Depending on how long they are, these may contain from 2,560 to 153,600 samples. The IC PSDs were obtained using the spectopo function available in the EEGLAB toolbox. These were restricted to frequencies between 1 and 90 Hz in order to reject the effects of the used 0.5–100 Hz band-pass filter. The IC topographic maps were obtained using the topoplot function available in the EEGLAB toolbox. These comprise 67 × 67 pixels. Both PSD and topographic maps were obtained using the EEGLAB toolbox.
Fig. 9 | Example of text files containing ICA weights, IC time-series, PSD, and topographic map. The values of the ICA weights are stored using the number of ICs as rows and the number of EEG channels as columns. The values of the time-series are stored chronologically. The values of the PSI begin at 1 Hz and finish at 90 Hz. The values of the topographic map are stored as a square being the upper-left corner the left-nasion, the upper-right corner the right-nasion, the lower-left corner the left-inion and the lower-right corner the right-inion.

maps were normalised using the maximum and minimum values. The IC time-series were not normalised because experts reported that the amplitude of the data was used to decide if the IC should be removed in doubtful cases.

Data Records
The dataset comprises two main directories containing the training and test sets. Inside each directory, three subdirectories contain artifact samples, not-artifact samples, and independent component analysis (ICA) weights. Data is stored in text files. Artifact and not-artifact subdirectories include the IC time series, the power spectrum density (PSD), and the topographic map. The files comprising the IC time series and the PSD contain one-dimensional arrays, whereas those comprising topographic maps contain two-dimensional arrays. ICA weights subdirectory contains the weights used to convert the electroencephalogram (EEG) segments into ICs. These comprise two-dimensional matrices with the number of rows equal to the number of ICs and the number of columns equal to the number of EEG channels. Figure 9 presents how the data is stored in the files. The dataset is available at https://doi.org/10.5281/zenodo.6620655.

Technical Validation
The data was verified by F.L. with the purpose of finding whether there were corrupted samples. This dataset was used in Lopes et al. Authors reported 92.84% of sensitivity and 93.82% of specificity for the proposed model. No errors were found in the data during the study. This paper concluded that these data could be used for training new independent component classifiers. However, the authors encourage future users to report errors that they may find while producing their studies. These reports should be sent to the corresponding author in order to update the dataset.

Code availability
The custom code used to create this dataset is available on https://doi.org/10.5281/zenodo.6620655.

Received: 12 April 2022; Accepted: 28 June 2022;
Published online: 20 August 2022

References
1. Nunez, P. L., et al. The physics - EEG interface. In Electric fields of the brain: the neurophysics of EEG, 3–55 (Oxford University Press, USA, 2006).
2. Sanie, S. & Chambers, J. A. Introduction to EEG. In EEG Signal Processing, chap. 1, 1–34 (John Wiley & Sons Inc, 2007).
3. Urigüen, J. A. & Garcia-Zapirain, B. EEG artifact removal—state-of-the-art and guidelines. Journal of neural engineering 12, 031001 (2015).
4. Islam, M. K., Rastegarnia, A. & Yang, Z. Methods for artifact detection and removal from scalp EEG: A review. Neurophysiologie Clinique/Clinical Neurophysiology 46, 287–305 (2016).
5. Jiang, X., Bian, G.-B. & Tian, Z. Removal of artifacts from EEG signals: a review. Sensors 19, 987 (2019).
6. Meier, T. et al. Quantification and rejection of ocular artifacts in auditory evoked fields in schizophrenics. Electroencephalography and Clinical Neurophysiology/Evoked Potentials Section 108, 526–535 (1998).
7. Peyrodie, L. et al. Evaluation of the AFOP/DAFOP method for automatic filtering of EEGs of patients with epilepsy. Journal of Clinical Neurophysiology 31, 152–161 (2014).
8. Somers, B., Francart, T. & Bertrand, A. A generic EEG artifact removal algorithm based on the multi-channel Wiener filter. Journal of neural engineering 15, 036007 (2018).
9. Morbidi, F., Garulli, A., Prattichizzo, D., Rizzo, C. & Rossi, S. Application of Kalman filter to remove TMS-induced artifacts from EEG recordings. IEEE Transactions on Control Systems Technology 16, 1360–1366 (2008).
10. Chavez, M., Grosselin, F., Bussalb, A., Fallani, F. D. V. & Navarro-Sune, X. Surrogate-based artifact removal from single-channel EEG. IEEE transactions on neural systems and rehabilitation engineering 26, 540–550 (2018).
11. Guarascio, M. & Puthusserypady, S. Automatic minimization of ocular artifacts from electroencephalogram: A novel approach by combining complete EEMD with adaptive noise and Renyi’s entropy. Biomedical Signal Processing and Control 36, 63–73 (2017).
12. Pion-Tonachini, L., Kreutz-Delgado, K. & Makeig, S. IClabe: An automated electroencephalographic independent component classifier, dataset, and website. Neuroimage 198, 181–197 (2019).
13. Sun, W., Su, Y., Wu, X. & Wu, X. A novel end-to-end 1D-ResCNN model to remove artifact from EEG signals. Neurocomputing 404, 108–121 (2020).
14. Lopes, F. et al. Automatic electroencephalogram artifact removal using deep convolutional neural networks. *IEEE Access* 9, 149955–149970 (2021).
15. Delorme, A., Palmer, J., Onton, J., Oostenveld, R., & Makeig, S. Independent EEG sources are dipolar. *PloS one* 7 (2012).
16. Nolan, H., Whelan, R. & Reilly, R. B. FASTER: fully automated statistical thresholding for EEG artifact rejection. *Journal of neuroscience methods* 230, 47–63 (2015).
17. Radüntz, T., Scouten, J., Hochmuth, O. & Meffert, B. EEG artifact elimination by extraction of ICA component features using image processing algorithms. *Journal of neuroscience methods* 243, 84–93 (2015).
18. Mognon, A., Jovicich, J., Bruzzone, L. & Buatti, M. ADJUST: An automatic EEG artifact detector based on the joint use of spatial and temporal features. *Psychophysiology* 48, 229–240 (2011).
19. Chaumon, M., Bishop, D. V. & Busch, N. A. A practical guide to the selection of independent components of the electroencephalogram for artifact correction. *Journal of neuroscience methods* 250, 47–63 (2015).
20. Radüntz, T., Scouten, J., Hochmuth, O. & Meffert, B. Automated EEG artifact elimination by applying machine learning algorithms to ICA-based features. *Journal of neural engineering* 14, 046004 (2017).
21. Tamburro, G., Fiedler, P., Stone, D., Haueisen, J. & Comani, S. A new ICA-based fingerprint method for the automatic removal of physiological artifacts from EEG recordings. *Perf* 6, e4380 (2018).
22. Croce, P. et al. Deep convolutional neural networks for feature-less automatic classification of independent components in multi-channel electrophysiological brain recordings. *IEEE Transactions on Biomedical Engineering* 66, 2372–2380 (2018).
23. Lee, S. S., Lee, K. & Kang, G. EEG artifact removal by Bayesian deep learning & ICA. In 2020 42nd Annual International Conference of the IEEE Engineering in Medicine & Biology Society (EMBC), 932–935 (IEEE, 2020).
24. Placidi, G., Cinque, L. & Poliselli, M. A fast and scalable framework for automated artifact recognition from EEG signals represented in scalp topographies of independent components. *Computers in Biology and Medicine* 132, 104347 (2021).
25. Lopes, F. et al. Ensemble deep neural network for automatic classification of EEG independent components. *IEEE Transactions on Neural Systems and Rehabilitation Engineering* 30, 559–568 (2022).
26. Klatt, J. et al. The epilepsiae database: An extensive electroencephalography database of epilepsy patients. *Epilepsia* 53, 1669–1676 (2012).
27. Jurcak, V., Tszuki, D. & Dan, I. 10/20, 10/10, and 10/5 systems revisited: their validity as relative head-surface-based positioning systems. *Neuroimage* 34, 1600–1611 (2007).
28. Delorme, A. et al. A multi-feature and multi-channel univariate selection process for seizure prediction. *Clinical neurophysiology* 116, 506–516 (2005).
29. Teixeira, C. et al. Epileptic seizure predictors based on computational intelligence techniques: A comparative study with 278 patients. *Computer methods and programs in biomedicine* 114, 324–336 (2014).
30. Pinto, M. F. et al. A personalized and evolutionary algorithm for interpretable EEG epilepsy seizure prediction. *Scientific reports* 11, 1–12 (2021).
31. Perrin, F., Pernier, J., Bertrand, O. & Echallier, J. Spherical splines for scalp potential and current density mapping. *Electroencephalography and clinical neurophysiology* 72, 184–187 (1989).
32. Delorme, A. & Makeig, S. EEGLAB: an open source toolbox for analysis of single-trial EEG dynamics including independent component analysis. *Journal of neuroscience methods* 134, 9–21 (2004).
33. Lee, T.-W., Girolami, M. & Sejnowski, T. J. Independent component analysis using an extended infomax algorithm for mixed subgaussian and supergaussian sources. *Neural computation* 11, 417–441 (1999).
34. Lopes, F. EPIC: Annotated epileptic EEG independent components for artifact reduction, Zenodo, https://doi.org/10.5281/zenodo.6620655 (2022).

**Acknowledgements**

This research is funded by FCT - Foundation for Science and Technology, I.P./MCTES through national funds (PIDDAC), within the scope of: CISUC R&D Unit - UIDB/00326/2020-UIDP/00326/2020 with funds from the European Social Fund, through the Regional Operational Program Centro 2020; and project RECoD - PTDC/EEN/EEE/5788/2020 financed with national funds (PIDDAC) via the Portuguese State Budget. Fábio Lopes gratefully acknowledges the Portuguese funding institution FCT (Foundation for Science and Technology), the Human Capital Operational Program (POCH) and the European Union (EU) for supporting this research work under Ph.D. grant 2020.04537.BD.

**Author contributions**

F.L. developed code and wrote the manuscript. F.L., A.L. and J.M. validated the EPIC dataset. M.F.P. obtained data from EPILEPSIAE database and reviewed substantially the manuscript. F.L., A.D., M.D. and C.T. designed the experiment. All authors reviewed the manuscript.

**Competing interests**

The authors declare no competing interests.

**Additional information**

**Correspondence** and requests for materials should be addressed to F.L.

**Reprints and permissions information** is available at www.nature.com/reprints.

**Publisher’s note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2022