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Abstract

As users migrate information to cloud storage, many distributed cloud-based services use multiple loosely consistent replicas of user information to avoid the high overhead of more tightly coupled synchronization. Periodically, the information must be synchronized, or reconciled. One can place this problem in the theoretical framework of set reconciliation: two parties $A_1$ and $A_2$ each hold a set of keys, named $S_1$ and $S_2$ respectively, and the goal is for both parties to obtain $S_1 \cup S_2$. Typically, set reconciliation is interesting algorithmically when sets are large but the set difference $|S_1 - S_2| + |S_2 - S_1|$ is small. In this setting the focus is on accomplishing reconciliation efficiently in terms of communication; ideally, the communication should depend on the size of the set difference, and not on the size of the sets.

In this paper, we extend recent approaches using Invertible Bloom Lookup Tables (IBLTs) for set reconciliation to the multi-party setting. In this setting there are three or more parties $A_1, A_2, \ldots, A_n$ holding sets of keys $S_1, S_2, \ldots, S_n$ respectively, and the goal is for all parties to obtain $\cup S_i$. This could of course be done by pairwise reconciliations, but we seek more effective methods.

Our methodology uses network coding techniques in conjunction with IBLTs, allowing efficiency in network utilization along with efficiency obtained by passing messages of size $O(\mid \cup S_i - \cap S_i \mid)$. Further, our approach can function even if the number of parties is not exactly known in advance, and in many cases can be used to determine which parties contain keys not in the joint union. By connecting reconciliation with network coding, we can allow for substantially more efficient reconciliation methods that apply to a number of natural distributed computing problems.
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1 Introduction

As users migrate information to cloud storage such as Amazon [8] and Azure [4] use multiple loosely consistent replicas of user information because of the high overhead of keeping replicas synchronized at all times. Further, users often retain copies of their information on laptops, tablets, phones and PDAs; these devices are often disconnected from cloud storage and thus can diverge from the corresponding copies in the cloud. The situation naturally grows even more complicated when multiple users have access to information, because the number of replicas can increase with the number of users. Periodically, however copies of information objects must be synchronized or reconciled. One can also view the need for reconciliation at a higher level, such as for loosely consistent replicas of large databases that may be used for availability by information providers.

Our goal in this paper focuses on the basic problem of set reconciliation. In the 2-party setting, two parties $A_1$ and $A_2$ respectively have (usually very similar) sets $S_1$ and $S_2$, and want to reconcile so both have $S_1 \cup S_2$. Our major contribution is to extend the recent approach to set reconciliation for two parties using Invertible Bloom Lookup Tables (IBLTs) to the multi-party setting, where there are three or more parties holding sets $S_1, S_2, S_3, \ldots, S_n$, and the goal is for all parties to obtain $\cup_i S_i$. This could of course be done by pairwise reconciliations, but we seek more efficient methods. We first extend the IBLT approach, showing that in the multi-part setting we can reconcile using messages of size $O(|\cup_i S_i| - |\cap_i S_i|)$. This generalizes results from the two-party setting, where the information theoretic goal has been to send information close to the size of the set difference, rather than send information proportional to the size of the sets, as generally the set difference is very small compared to the set sizes. Our approach has other advantages, including that one does not need to know the number of parties in advance. Our main approach here, related to network coding, is to think of the information stored in the IBLT as corresponding to vectors over a suitable finite field instead of in binary as previous work has done.

We further show that our methodology allows using further network coding techniques in conjunction with IBLTs, providing additional efficiency in terms of network utilization. By connecting reconciliation with network coding, we can provide more efficient reconciliation methods that apply to a number of natural distributed computing problems. For example, using recent results from gossip algorithms, we show that multi-party set reconciliation over a network with $n$ nodes can be done in $O(\phi^{-1} \log n)$ rounds of communication with IBLTs, where $\phi$ is the conductance of the network.

While our work can be seen as a specific example of a linear sketch that has a natural affinity to the network coding approach, we believe it suggests that other linear sketch-based data structures may also find expanded use by combining them with ideas from network coding.

1.1 Background

We briefly summarize known results for the historically common setting of two parties with direct communication. Consider two parties $A_1$ and $A_2$ with sets $S_1$ and $S_2$ of keys from a universe $U$. A key value is the size of the set difference between $S_1$ and $S_2$, denoted by $d = |S_1 - S_2| + |S_2 - S_1| = |\cup_i S_i - \cap_i S_i|$. In this setting there are communication-efficient algorithms when $d$, or a good approximate upper bound for $d$, is known. Hence, in some algorithms for set reconciliation, there are two phases: in a first phase a bound on $d$ is obtained, which then drives the second phase of the algorithm, where reconciliation occurs. See [19] for further discussion on this point.

One previous approach to set reconciliation uses characteristic polynomials, in a manner reminiscent of Reed-Solomon codes [19]. Treating keys as values, $A_1$ considers the characteristic polynomial

$$
\chi_{S_1}(Z) = \prod_{x_i \in S_1} (Z - x_i),
$$

where $x_i$ are the keys in set $S_1$. The characteristic polynomial of $S_1$, $\chi_{S_1}(Z)$, is a polynomial that encodes information about the set $S_1$. It can be used to compute the set difference $S_1 - S_2$ in a communication-efficient manner.

As discussed in the paper, the characteristic polynomial approach has limitations, and the authors propose using Invertible Bloom Lookup Tables (IBLTs) for a more efficient reconciliation method. IBLTs are a data structure that can be used to store and retrieve keys from a universe $U$ in a randomized manner, with guarantees on the number of entries in the table and the number of collisions. The authors extend the IBLT approach to handle multiple parties, allowing for more efficient reconciliation of large sets.
and similarly $A_2$ considers $\chi_{S_2}(Z)$. Observe that in the rational function
\[
\frac{\chi_{S_1}(Z)}{\chi_{S_2}(Z)},
\]
common terms cancel out, leaving a rational function in $Z$ where the sums of the degrees of the numerator and denominator is at most $d$. The rational function can be determined through interpolation by evaluating the function at $d + 1$ points over a suitably large field; hence, if $A_1$ sends the value of $\chi_{S_1}(Z)$ at $d + 1$ points and $A_2$ sends the value of $\chi_{S_2}(Z)$ at the same (pre-chosen) $d + 1$ points, then the two parties can reconcile their set difference. Note that this takes $O(d^3)$ operations using standard Gaussian elimination techniques. Similar ideas underlie similar results by Juels and Sudan [16]; these ideas can be extended to use other codes, such as BCH codes, with various computational tradeoffs [10].

Recent methods for set reconciliation have centered on using randomized data structures, such as the Invertible Bloom Filter or the related but somewhat more general Invertible Bloom Lookup Table (IBLT) [11, 12, 14]. For our purposes, the Invertible Bloom Lookup Table is a randomized data structure storing a set of key-value pairs that supports insertion and deletion operations, as well as a listing operation that lists the key-value pairs in the structure. We review the use of IBLTs for 2-party set reconciliation in Section 2. The main effect of using IBLTs is that one can give up a small constant factor in the data transmitted to obtain speed and simplicity that is desirable for many implementations. 2-party reconciliation using IBLTs can generally be done in linear time, using primarily hashing and XOR operations. As we show in this paper, the use of IBLTs can also be extended to multi-party reconciliation.

While set reconciliation among two parties has been widely studied, there appears to be no substantial prior work (that we are aware of) specifically examining multi-party reconciliation schemes, although the question of how to implement them was raised in [20]. Special cases, such as rumor spreading (see, e.g., [5, 7, 9, 13, 15, 24]), where one (or more) parties have a single key to share with everyone, have been studied, however.

## 2 Review: The 2-Party Setting

We review 2-party set reconciliation, using the framework of the Invertible Bloom Filter/Invertible Bloom Lookup Table (IBLT) [11, 12, 14]. More concretely, we first describe an IBLT and its use for set reconciliation. IBLTs store keys, which here we will think of as fixed-length bit strings. An IBLT is designed with respect to a threshold number of keys, $t$, so that listing will be successful with high probability if the actual number of keys in the structure at the time of a listing operation is less than or equal to $t$. An IBLT $B$ is initialized as a lookup table $T$ of $m$ cells with a fields set to 0, where $m$ is $O(t)$, and the constant factor in the order notation is generally small (between 1 and 2) depending on the parameters chosen. Like a standard Bloom filter, an IBLT uses a set of $k$ random hash functions, $h_1, h_2, \ldots, h_k$, to determine where key-value pairs are stored. For simplicity, we assume random hash functions here, and for technical reasons we assume that the hashes of each key yield distinct locations. (This could be accomplished, for instance, by splitting the table into $k$ subtables and having the $i$th hash function choose a location in the $i$th subtable, which would not asymptotically change the thresholds.)

The IBLT uses a hash function $H$ that maps keys to hash values in a large range of size $q$ (where $q$ will be chosen later to bound the probability of error). For the purpose of this paper we assume that $H$ is a fully random hash function. Keys are placed into cells $T[h_1(x)], T[h_2(x)], \ldots, T[h_k(x)]$ as follows. Each

---

1. To obtain structures where $m/t$ is very close to 1, one must use irregular IBLTs, where different keys utilize a different number of hash functions. We simplify our description here and use regular IBLTs, where the same number of hash functions are used for each key. See [13, 22] for more discussion.

2. We note that it is possible to show that $H(x) = (a^x \mod p) \mod q$, where $a < p$ is a random positive integer and $p > q^2$, has the needed properties when all keys are smaller than $q$. 

---
cell contains a `keySum` field, which is the XOR of all the keys that have been mapped to this cell, and a `keyhashSum` field, which is the XOR of all the hash values $H(x)$ that have been mapped to this cell. (If there are values associated with keys, an additional `valueSum` field is introduced, and values are XORed together similarly, but we focus our description on the case where just keys need to be reconciled.) Note that insertion and deletion is the same operation, as a deletion operation reverses an insertion. Hence it can be suitable to delete a key-value pair without it first being inserted.

**Set reconciliation using IBLTs.** The above yields a set reconciliation algorithm. Consider two parties Angel and Buffy (or $A_1$ and $A_2$). Angel places his keys into an IBLT, as does Buffy; they are assumed to share the hash functions $h_i$ and $H$. They transfer their corresponding IBLTs, and each then deletes their own keys from the transferred IBLTs. Each IBLT then contains the set difference, and the set difference is recovered using the listing process. Alternatively, since deleting and inserting both correspond to XOR operations, we can say that the parties take the sum of the IBLTs, by which we simply mean that for each field in each cell, the corresponding values are summed via the bitwise XOR operation. As long as the set difference size $d$ is less than the threshold $t$, recovery will occur with high probability (in $t$).

As it will help us subsequently, we describe how the listing process functions. Listing the contents of IBLTs uses a “peeling process”. Peeling here corresponds to finding a cell with exactly one key contained in it, after the insertion/deletion steps by Angel and Buffy have effectively removed keys that appear in both sets. To find a cell with one key, we check the `keySum` field using `keyhashSum`. That is, if the `keySum` field contains a value $z$, we check whether `keyhashSum` contains the value $H(z)$. If $z$ is the actual key contained in the cell, then $H(z)$ will indeed appear in the `keyhashSum` field. If the `keySum` field contains the XOR of several keys, then (under our assumption of random hash values for $H$) there will be a false positive with probability only $1/q$ where $q$ is the size of the range of hash values for $H$. Let us temporarily assume that there are no false positives.

Once we have a cell with a single recoverable key $z$, we can remove $z$ from the structure by computing $h_i(z)$ for all $i$ and deleting $z$ from the corresponding cells using exclusive-or operations to update the `keySum` and `keyhashSum` fields. Removing a key from the structure may yield new keys that can be recovered. This peeling process has been used in a variety of contexts, such as in erasure-corrected codes [18]. The peeling process may also fail simply because at some point there may not be any available cell with only a single recoverable key. It can be shown that recovery occurs with high probability, assuming a suitably-sized IBLT is used [14, 18, 21]. Specifically, the process of peeling corresponds to finding what is known as the 2-core – the maximal subgraph where all vertices are adjacent to at least two hyperedges – on a hypergraph where cells correspond to vertices and each key $x$ corresponds to the hyperedge $\{h_1(x), \ldots, h_k(x)\}$. When $k$ is a constant, the peeling process yields an empty $k$-core with high probability whenever $m > (c_k + \epsilon)t$ for a constant threshold $c_k$ and constant $\epsilon > 0$. As noted in [14], the thresholds, given in Table 1, are close to 1. (Again, they can be made closer to 1 if desired using irregular hypergraph constructions [14, 22].)

| $k$ | 3    | 4    | 5    | 6    | 7    |
|-----|------|------|------|------|------|
| $c_k$ | 1.222 | 1.295 | 1.425 | 1.570 | 1.721 |

Table 1: Thresholds for the 2-core rounded to four decimal places.

The following theorem, paraphrased from [14], provides the probabilistic bounds on the failure probability of the peeling process.

**Theorem 1:** As long as $m$ is chosen so that $m > (c_k + \epsilon)t$ for some $\epsilon > 0$, the listing operation (not counting the separate probability of false positives from `keyhashSum`) fails with probability $O(t^{-k+2})$. 


We now bound the running time for peeling and error probability from false positives from the key-hashSum field. Given an IBLT to peel, we can start by taking a pass over the \(O(t)\) cells of the IBLT to find cells where the keySum field contains a value \(z\) and the keyhashSum contains the value \(H(z)\). We keep a list of such cells and start the peeling with these cells. As we peel a cell we update the keySum and keyhashSum fields of other cells. As we proceed through the list, we might encounter cells that have already been peeled — these are simply ignored. Also, while peeling we test cells that we delete keys from to see if now the keySum and keyhashSum fields match, in which case the cell can be added to the list of cells to peel. Overall this process clearly takes \(O(t)\) time (constant time per peeling operation), and there are \(O(t)\) times that we compare keySum and keyhashSum fields within a cell, each of which can yield a false positive with probability \(1/q\). Under a worst-case assumption that any such error would cause a listing failure, this gives a total error probability of at most \(O(t/q)\) caused by a false positive in the keyhashSum field. We can choose \(q\) according to our desired error bound.

Adapting to the set difference size. If we have an upper bound on \(d\), we can use this upper bound as the value \(t\) for the IBLT, and apply Theorem 1. We henceforth assume that an upper bound within a (small) constant factor of \(d\) is available throughout this work, as finding an upper bound is essentially an orthogonal problem. Without an upper bound on \(d\), some additional work may need to be done, as explored in for \([12, 19]\); we summarize these results and offer other alternatives as they apply here. Both of \([12, 19]\) suggest approaches that correspond to repeated doubling; if the IBLT size is not sufficient, so that decoding is unsuccessful, then start over with larger IBLTs. Another option is double the IBLT size by adding one additional lower-order bit to each hash value. Then it suffices to send every odd-numbered cell of the IBLT arrays, since the even-numbered cells can be found by subtraction from the old IBLT. In this way, the total number of cells transmitted is the same as if the final IBLT had been transmitted initially. If the set difference is small but still a constant fraction of the union of the set sizes, then using min-wise independence or related techniques \([2, 6]\) to approximate the set difference may be suitable. Finally, one might incrementally improve the IBLT. If each hash function is assigned its own subarea of cells (as is often how Bloom filters are implemented to allow parallel lookups into the structure \([3]\), and as noted in \([14]\) is advantageous for IBLTs), then the parties can incrementally add another hash function by sending additional information corresponding to the subarea for the additional hash function.

Keeping count. Finally, the IBLT can also contain an optional count field, which gives a count for the number of keys in a cell. We can increase the count by 1 on insertion, and decrease it by 1 on deletion. With a count field, a cell can contain a recoverable key only if the count is 1 or \(-1\). (From Angel’s point of view, after deleting his keys from Buffy’s IBLT, when the count is \(-1\), it could correspond to a cell containing a key of his that Buffy does not have.) Note, however, a count of 1 or \(-1\) does not necessarily correspond to a cell with a recoverable key. For example, if Angel has two keys Buffy does not hold that hash to the same cell, and Buffy has one key that Angel does not have that hashes to the same cell, then after taking the difference of the IBLTs the count will be 1 but there will be as sum of three keys in the cell. The count field can be useful for implementation and assists by acting like the sum of another trivial “hash” value for the key (all keys hash to 1), but it does not replace the keyhashSum field.

3 The 3-Party Setting

We now describe the extension of IBLTs to provide set reconciliation for three parties. Starting with the 3-party setting allows us to demonstrate the key ideas behind this approach and explore its capabilities; we then examine how these extensions can be used beyond three parties.
To start our three parties – Angel, Buffy, and Cordelia (or $A_1$, $A_2$, and $A_3$) – each inserts keys and hashes of keys into the IBLT. (For now, we will not use a count field.) However, in this setting both the keys and the hashes of keys are mapped injectively to values in $(\mathbb{F}_3)^b$ for an appropriate $b$. The particular way of mapping to $(\mathbb{F}_3)^b$ does not matter — we could interpret the key and hash values as number base 3 (at the cost of converting to base 3), or (at the cost of some space) we could use the interpret the vector of bits of the key or hash value as a vector in $(\mathbb{F}_3)^b$. Now, instead of using XOR in our insertion operation — which is equivalent to treating keys as $b$-bit elements of $(\mathbb{F}_2)^b$ — we move to $(\mathbb{F}_3)^b$ (treating keys as sequences of $b$ trits; similarly, hash values are sequences of trits, perhaps of a different length). The three IBLT data structures are combined by summing each of the $\text{keySum}$ fields for each cell, as well as summing the $\text{keyhashSum}$ fields for each cell, where the sums are sums of elements in $(\mathbb{F}_3)^b$. To begin, let us ignore the issues of the underlying network and assume that all parties obtain all 3 IBLTs.

Any key that appears in all three sets is canceled out of $\text{keySum}$ by the summation, and similarly the summation of the three hashes of the key is canceled out of $\text{keyhashSum}$. Hence the number of keys existing in the IBLT after this cancellation is $|\bigcup_i S_i - \bigcap_i S_i|$. If a key $x$ is found in the $\text{keySum}$ field and a matching $H(x)$ is in the $\text{keyhashSum}$ field, the key is recovered and removed by subtracting $x$ and $H(x)$ (or equivalently, adding in $2x$ and $2H(x)$ in the appropriate fields). However, some of these keys may appear duplicated in the IBLT; for example, if Angel and Buffy have a key $x$ but Cordelia does not, then the sum of the 3 IBLTs may have a cell containing the value $2x$ in the $\text{keySum}$ field and $2H(x)$ in the $\text{keyhashSum}$ field. We therefore must further modify our method of recovery. If we see a value $z$ in the $\text{keySum}$ field, we must check whether the value $H(z)$ appears in the $\text{keyhashSum}$ field, but we must also check whether $2H(z/2)$ appears in the $\text{keyhashSum}$ field, in which case we treat it is a verification of $z/2$ as the key. This increases our error rate due to false positives from $\text{keyhashSum}$ by at most a factor of two, which is still $O(t/q)$. We note that we could reduce this error rate by instead keeping a count field, which would tell us whether there were one or two copies of a single key hashed to a cell. Also, we note that when removing this key from the IBLT, each cell it is hashed to would then have to remove two copies of the key.

We emphasize that despite this difference, the IBLT listing process works in the same manner, and in particular has the same threshold size for successful listing. This is because a key is recovered exactly when a key is the only key hashed to a cell; the multiplicity of that key within the cell does not affect the listing process. As the IBLT recovery works in the same manner as in the 2-party case, we have the following theorem, based on Theorem[1].

**Theorem 2:** Consider a 3-party reconciliation using IBLTs with $k$ hash functions and a range of $q$ values in the $\text{keyhashSum}$ field. As long as $m$ is chosen so that $m > (c_k + \epsilon) t$ for some $\epsilon > 0$, and $t \geq |\bigcup_i S_i - \bigcap_i S_i|$, the 3-way reconciliation protocol fails with probability $O(t^{-k+2} + t/q)$.

The 3-party protocol uses $m$ cells, which contain the key and a hash. As long as the keys are sufficiently large so that the hash is relatively small compared to the keys, the constant factor from overhead will be small. For 64-bit keys and 32-bit hashes, for example, the total overhead should be less than a factor of 2 for $k = 3, 4$, and less than a factor of 3 for $k$ up to 7. In many settings, keys or associated stored values can be significantly longer than 64 bits and the overhead will be much smaller.

### 3.1 Useful Extensions

Note that from this process each party can determine the number of other parties (1 or 2) that hold a key they do not possess. It is not hard to add some additional information so that each party can determine which other party holds the key. For example, we could add a 3-bit $\text{IDs}$ field to each cell; each time $A_i$ adds (or removes) a key from the IBLT it would toggle the $i$th bit. Hence the $i$th bit of the $\text{IDs}$ field would record the parity of the number of keys that $A_i$ has added to the cell. Recall that when we recover a key from the cell, it should be the only key in that cell; hence, the bits set to 1 in the $\text{IDs}$ field correspond to the parties
that hold that key. (We note that, in fact, having a modulo 3 counter, and having $A_i$ add $i$ to that counter when adding a key, would in fact suffice in this case; the details are left to the reader. Our description here generalizes more readily.)

Another reasonable question one might ask is if one party drops out of the protocol, can the remaining two parties still reconcile their sets. The answer is yes. Suppose Cordelia does not participate, so that only Angel and Buffy swap IBLTs. In this case, when combining IBLTs, Angel adds his own IBLT twice (or simply multiples every entry in his IBLT by 2 initially), and similarly for Buffy. That is, each participating party can simply act as though they were two parties with the same set. This guarantees that any key shared by both parties appears 3 times in the IBLT and is canceled; the IBLT listing can be done as above.

3.2 Combining with Network Coding

We have thus far assumed that all participating parties get all IBLTs, and hence it may not be clear that this approach is significantly advantageous when compared to simply performing pairwise reconciliations. However, significant advantages become clearer when we consider the transmission of IBLTs over a network. Because IBLTs are linear sketches, based solely on addition, linear network coding methods can be applied.

Specifically, suppose $A_1$, $A_2$, and $A_3$ are communicating over a network via a relay $R$. In Figure 1 we let $I(A_i)$ represent the IBLT for $A_i$, and similarly let $I(A_i, A_j)$ be the sum of the IBLTs for $A_i$ and $A_j$, and so on. If we sent $I(A_1)$ to $A_2$ and $A_3$, even if the relay duplicates the IBLT it will have to cross 3 links, and similarly for the other two IBLTs. Hence, the total transmission cost will be 9 IBLTs worth of data. However, suppose as shown in Figure 1 that all the Bloom filters $I(A_1)$, $I(A_2)$, and $I(A_3)$ are sent to the relay $R$, and $R$ then takes sums to send $I(A_2, A_3)$ to $A_1$, and similarly for the other parties. Now only 6 IBLTs worth of data need to be sent, saving 1/3 of the transmission cost. This savings is entirely similar to standard network coding techniques.

Indeed, in the wireless setting, we could instead have the relay $R$ broadcast the joint IBLT $I(A_1, A_2, A_3)$ of all parties to all the parties, reducing the number of messages down to four. This approach is similar to the now well-known approach of using simple XOR-based network coding in wireless networks [17].

4 Generalizing to $n$ Parties

We now consider the generalization to $n$ parties. We use a field of characteristic $p$, where $p \geq n$, and we assume keys are mapped injectively (in an arbitrary way) into $(\mathbb{F}_p)^b$, for some $b$. That is, keys are mapped to
vectors of integers smaller than \( p \), and sums are computed modulo \( p \). (And similarly for hash values, for a possibly different \( b \)). For simplicity, the reader might think about \( b = 1 \), so keys and hash values are mapped injectively to integers modulo \( p \). For convenience we will assume multiplication and division modulo \( p \) can be done in constant time; those who object to this assumption may add an appropriate factor to the time bounds. Let \( v_i \) denote the representation of \( I(A_i) \) as a vector as above.

For efficiency and to reduce the probability of a false positive when using the \( \text{keyhashSum} \) to verify the key value in the cell, we keep a counter modulo \( p \) in the \( \text{count} \) field to track the count of the number of (copies of) keys hashed to a cell by all parties (For small \( n \) one might choose not to use a \( \text{count} \) field; one could test all values of \( a \) from 1 to \( p - 1 \). Or one can be slightly smarter, determining if \( A_i \) contains a single \( x \in S_i \) that hashes to that cell; using this information, \( A_i \) need only test values of \( a \) from 1 to \( n \).)

We first state a general result that may not appear directly relevant at first blush. However, this form is useful in that it can be applied to more specific situations, including not only the straightforward generalization to \( n \) parties, where we consider a sum of \( n \) IBLTs, but also situations (motivated by randomized network coding) in which we are given two different linear combinations of IBLTs, and need to do set reconciliation. The condition under which set reconciliation succeeds is somewhat technical, and it is possible that some set \( X \) of keys cannot be recovered. But as we will see, for the linear combinations of interest (such as random linear combinations) the probability that \( X = \emptyset \) can be made small or even zero.

**Theorem 3:** Consider an \( n \)-party reconciliation using IBLTs with \( k \) hash functions and a range of \( q \) values in the \( \text{keyhashSum} \) field. Suppose we know two linear combinations (over \( (\mathbb{F}_p)^k \)) \( L_1 = \sum_{i=1}^{n} \alpha_i v_i \) and \( L_2 = \sum_{i=1}^{n} \beta_i v_i \), as well as the sums of coefficients \( \alpha = \sum_i \alpha_i \mod p \) and \( \beta = \sum_i \beta_i \mod p \), where \( \alpha_i \neq 0 \mod p \) for all \( i \), and \( \beta \neq 0 \mod p \). Let \( X = \{ x \in \cup_i S_i \mid \sum_i (\alpha_i + \gamma \beta_i) 1_{x \in S_i} \mod p = 0 \} \), where \( \gamma = -\alpha \beta^{-1} \mod p \), and \( 1_E \) is an indicator random variable for the event \( E \). As long as \( m \) is chosen so that \( m > (c_k + \epsilon) t \) for some \( \epsilon > 0 \), and \( t \geq |\cup_i S_i - \cap_i S_i| \), then from \( L_1 \) and \( L_2 \) we can determine all keys from \( (\cup_i S_i - \cap_i S_i) - X \), with probability \( 1 - O(t^{-k+2} + t/q) \).

**Proof:** If a key is present in all sets \( S_i \) then in \( L_1 \) it appears with multiplicity \( \alpha \) in \( L_1 \), and similarly it will appear with multiplicity \( \beta \) in \( L_2 \). From these we can form the combination of \( L_1 + \gamma L_2 \), where as stated \( \gamma = -\alpha \beta^{-1} \mod p \). The multiplicity of a key that is present in all sets \( S_i \) is then 0 modulo \( p \) and therefore the key is not present in the IBLT \( L_1 + \gamma L_2 \). Unfortunately, the same is true for any key that appears exactly in \( S_j \) for \( j \in T \) when \( T \) has the property that \( \sum_{i \in T} (\alpha_i + \gamma \beta_i) \equiv 0 \mod p \). All other keys can be found with the given probability using the IBLT recovery process. Note we assume the use of a \( \text{count} \) field that tracks the weighted multiplicity of the number of keys hashed to a cell modulo \( p \), so that only a single possible key value must be tested in a cell at any time.

We also remark that in the case where \( \alpha = 0 \), the theorem also holds, but in fact there is no need for the second linear combination \( L_2 \) (as \( \gamma = 0 \)). In this case, a key present in all sets has a multiplicity that is 0 mod \( p \), and \( X \) corresponds those keys \( x \) that appear exactly in sets \( S_j \) for \( j \in T \) where \( T \) has the property that \( \sum_{i \in T} \alpha_i \equiv 0 \mod p \).

To see how Theorem 3 can be used, we first consider the basic case, where each party simply wants to find \( \cup_i S_i - \cap_i S_i \). We first provide the argument without using the theorem, and then see how the theorem immediately implies the result. Let us assume that each party \( A_i \) obtains the sum of all IBLTs \( Z = \sum_i v_i \), and of course each party \( A_i \) also has \( S_i \) and hence \( v_i \). If \( p > n \), then after \( A_i \) obtains the sum \( Z \) of all IBLTs, it computes the sum \( Z + (p - n) v_i \), essentially acting as \( p - n + 1 \) parties with the same set. As before, this means that the contributions of keys appearing in all sets will cancel out. Each key not appearing in all sets will have an associated multiplicity of less than \( n \) in \( Z \) and hence less than \( p \) in \( Z + (p - n) v_i \) (regardless of whether the key is in \( S_i \) or not). The algorithm can then for each cell examine the \( \text{count} \) a, the \( \text{keySum} \) \( y \), and the \( \text{keyhashSum} \) \( z \) to determine if \( H(a^{-1} y) = a^{-1} z \mod p \), which is true when the
count $a$ corresponds to a single key. Hence, as before, each key not in all sets can be recovered using the IBLT recovery process with probability $1 - O(t^{-k+2} + t/q)$.

Alternatively, we see that this matches the setting of Theorem 3, with $L_1 = Z$, $L_2 = v_i$, and $\gamma = -n$. Computing $Z - nw_i = Z + (p - n)v_i \mod p$ we see that the set $X$ must be empty, because as we argued above any key not in all sets has a count that is non-zero modulo $p$ in $Z + (p - n)v_i$. The result follows.

4.1 Extensions

Our extensions hold under this framework as well. With an $n$-bit IDs field one can track the parity of the number of keys in a cell for each of the $n$ parties, and thereby determine the parties that hold a recovered key. Also, if some parties do not participate, each participating party can simply add in additional copies of its own IBLT to arrange for cancellation if all participating parties hold a key. All that needs to be known for recovery is the number of participating parties.

In the case of $n$ parties connected through a relay node, we find that by passing IBLTs through the relay, we can arrange for $n$-party set reconciliation using $2n$ messages on a wired network and $n + 1$ messages on a wireless network, where the relay broadcasts the sum of the IBLTs to all parties. This improves over the simplistic natural approach of using $n(n - 1)$ point-to-point messages to compute all pairwise differences (although, it should be noted, the pairwise difference messages may in fact be smaller in size).

5 Further Network Coding Applications with IBLTs

At a high level, our work thus far suggests that, by working over a suitable finite field, IBLTs can be naturally plugged in to linear network coding schemes to provide efficient set reconciliation mechanisms, where the message size corresponds (up to constant factors) to the generalized set difference. We believe this correspondence is indeed quite general, and while the broad nature of use and applications of network coding make it difficult to turn this statement into a theorem, we provide some sample applications.

5.1 Set Reconciliation on Trees

We first consider set reconciliation among $n$ parties, connected by a communication network that is a rooted tree with $E$ edges, known in advance. The parties are at the leaves of the tree. At each time step, each node in the tree can send a message to each of its neighbors. Let $P$ be the length of the longest path from a leaf to a root of the tree. We assume in what follows that keys are sufficiently large so that other overhead (e.g., the keyhashSum field) at most affects the total size by a constant factor, and that an upper bound on $|\cup_i S_i - \cap_i S_i|$ within a constant factor is known. We claim the following.

Theorem 4: Set reconciliation among $n$ parties on a rooted tree can be performed in $2P$ time steps with $2E$ total messages of size $O(|\cup_i S_i - \cap_i S_i|)$ with probability $1 - O(t^{-k+2} + nt/q)$. Each non-leaf node in the network requires only $O(|\cup_i S_i - \cap_i S_i|)$ storage.

Proof: Each party constructs their IBLT, and sends it up the communication network to the root. Non-leaf nodes excluding the root combine all the IBLTs from leaves in their subtree, and pass them up to the root. The root gathers all the IBLTs and sends the union of them back down the communication tree. (See Figure 2) Messages are of size $O(|\cup_i S_i - \cap_i S_i|)$, and each edge of the tree carries a single message in each direction. The IBLTs allow each party to recover all keys with probability $1 - O(t^{-k+2} + t/q)$. This follows immediately from Theorem 3 as again we are in the setting where $L_1 = \sum_i v_i$ and $L_2 = v_i$. All of the IBLTs will be peeling the same set of keys, so the $O(t^{-k+2})$ term in the failure probability is common to all $n$ parties. The $n$ parties may have different counts associated with different cells, however, from each adding in their own term $(p - n)v_i$, so we take a union bound over the $O(t/q)$ failure probability associated
with a false match from the keyhashSum field over the $n$ parties. (We note that if $n = p$, all $n$ parties can use the same IBLT, and this union bound is avoided.) Because of the way IBLTs are combined only $O(|\cup S_i - \cap S_i|)$ space is required at non-leaf nodes.

5.2 Set Reconciliation via Gossip on General Networks

In this subsection we show how gossip spreading techniques (also referred to generally as rumor spreading) allow multi-party set reconciliation over a network in $O(\phi^{-1} \log n)$ rounds of communication, where $\phi$ is the conductance of the network, using our IBLT framework.

In gossip spreading, there are generally two different models [24]. In the single-message model there is one message at a vertex in a graph with $n$ vertices and the goal is for every vertex to obtain that message. In the multi-message model, the standard setting is that some subset of the vertices each have a unique message, and all vertices have to obtain all of the messages. With a PUSH strategy, in each round every node that has a message contacts a random neighbor, and forwards a single message. The PULL strategy is similar, but each node without a message contacts a random neighbor and obtains a message from them. A PUSH-PULL strategy combines both of these operations in every round. (See, for example, [5, 13].) In these models, a vertex can transfer a single message to another vertex in each round. In the multi-message model, one can use network coding by having a vertex send a (usually random) linear combination of the messages it holds at this time, so that messages take (essentially) the same space, but can offer potentially more useful information. (See, for example, [7, 15].)

Our setting does not exactly match any of these situations. For reconciliation, we have multiple vertices each with their own message (the IBLT), and we can combine messages, so we appear to be similar to the multi-message model with network coding. However, in the network coding setting, the eventual goal is to solve a collection of linear equations (corresponding to the combinations of messages received), and in that setting, each new message only provides one more “degree of freedom”, or one more needed equation, regardless of the component messages it contains. For set reconciliation, we need not solve such a system (although that would be one way to solve the problem); we merely need some appropriate linear combination of all of the IBLTs, as demonstrated in Theorem 3. Also, as we are working in the reconciliation setting, we follow the standard notation for gossip problems and use $n$ for the number of vertices.
we do not require that all vertices obtain the reconciled sets, but only those vertices that begin with a set initially.

Because of this, we may more naturally think of the problem as a collection of single-message problems running in parallel, as we now describe. Our approach is as follows. We have \( a \leq n \) parties \( A_1, \ldots, A_a \) with sets \( S_1, \ldots, S_a \) and corresponding IBLTs \( I(S_1), \ldots, I(S_a) \). For convenience, without loss of generality we provide the argument where \( a = n \), as fewer parties with messages only makes things easier. (Or we may think of parties without a message as having a null message.) Parties can use whatever single-message gossiping algorithm is available. Messages in this setting correspond to random mixtures of IBLTs. That is, here we again think of the IBLT as a vector of entries in \((\mathbb{F}_p)^b\) for a suitably large prime \( p \). (Here \( p \) will need to be larger than previously to obtain a low failure probability, as we see below.) A message will consist of a linear combination of such vectors

\[
\sum_{i \in [n]} \alpha_i v_i,
\]

where \( v_i \) is the IBLT vector for the \( i \)th party and \( \alpha_i \) is a coefficient (modulo \( p \)). Let the vector of the \( j \)th party after \( \ell \) rounds of communication be given by \( \alpha_{ij\ell}, i = 1, \ldots, n \). Our goal is for each party \( j \) to obtain a vector \( \sum_{i \in [n]} \alpha_{ij\ell} v_j \) at round \( L \) where \( \alpha_{ij\ell} \neq 0 \) for all \( i \). At that point, as a special case of Theorem 3, the \( j \)th party can reconcile using the combined IBLT by adding \((p - \sum_{i \in [n]} \alpha_{ij\ell}) v_j \) to this vector, thereby “canceling out” any key in the intersection of the sets. To bound the probability that the set \( X \) of non-recovered keys is nonempty, we first need to describe how the coefficients come about.

The protocol runs as follows. Each vertex stores one linear combination of IBLTs at any time; after round number \( \ell \) party \( j \) stores

\[
\sum_{i \in [n]} \alpha_{ij\ell} v_i
\]

as well as the coefficient sum \( \alpha_{j\ell} = \sum_{i \in [n]} \alpha_{ij\ell} \). To send a message, a party \( j \) chooses a random \( \kappa_{j\ell} \neq 0 \) modulo \( p \) and sends

\[
\kappa_{j\ell} \sum_{i \in [n]} \alpha_{ij\ell} v_i,
\]

together with the corresponding coefficient sum \( \kappa_{j\ell} \alpha_{j\ell} \mod p \). Each party receiving a message simply adds it to its current message. The probability of ever “zeroing out” a coefficient using this approach is negligible for suitably large \( p \). To see this, notice that each coefficient \( \alpha_{ij\ell} \) is a multilinear polynomial of degree at most \( \ell \) of the random multipliers \( \kappa_{j\ell} \) applied to each message. This implies that the probability that \( \alpha_{ij\ell} = 0 \) is \( O(\ell/p) \), by the Schwartz-Zippel lemma \([23, 25]\). Similarly, the probability for each set \( T \) that \( \sum_{i \in T} \alpha_{ij\ell} \) assumes a given value is \( O(\ell/p) \), implying that \( X \) is empty with probability \( 1 - O(\ell \ell/p) \) for each party.

Now we examine the protocol from the point of view of a single message. For a single message, the protocol behaves exactly as the single-message protocol; the fact that other IBLTs may be piggy-backing along in a shared message does not make any difference. Hence, we can treat this as multiple single-message problems running in parallel, and apply a union bound on the failure probability. Generally, standard results for single-message problems come with an exponentially decreasing tail bound for the probability of not finishing after a given number of rounds. Assuming this, an additive \( O(\log n) \) steps over a standard single-message result are sufficient to guarantee, via union bound, that the \( n \) parallel problems all complete.

As a specific example, we can consider the best current results on the standard PUSH-PULL protocol for gossip spreading \([13]\). Let \( \phi \) be the conductance of a communications graph \( G \) with \( n \) vertices, where \( a \) of the \( n \) vertices wish to reconcile their sets. We can prove the following theorem.

**Theorem 5:** Set reconciliation on a graph of \( n \) vertices with \( a = O(n) \) parties having sets to reconcile can be accomplished in time \( O(\phi^{-1} \log n) \) using the standard randomized PUSH-PULL protocol with messages.
of size \(O(|\cup_i S_i - \cap_i S_i|)\), with success probability \(1 - O(t^{-k+2} + nt/q + ntL/p + n^2L/p + n^{-\beta})\) for any constant \(\beta > 0\).

**Proof:** As mentioned without loss of generality we take the case where \(a = n\). We choose a suitable stopping time \(L = O(\phi^{-1}\log n)\) based on the choice of the constant \(\beta\) that would be suitable for \(n\) parallel versions of the single-message PUSH-PULL gossip protocol to successfully complete with high probability, as guaranteed by Theorem 1.1 of [13].

We now apply Theorem 3. From our discussion above, we have that after \(L\) rounds the \(i\)th party will store \(L_1\) that is a linear combination \(\sum_{i \in [n]} \alpha_{ij}Lv_i\), as well as \(L_2 = v_i\). Here the \(\alpha_{ij}L\) are all non-zero with high probability because of the use of random coefficients as discussed above; this probability it at most \(O(n^2L/p)\) by the union bound as there are \(n^2\) coefficients and each is 0 with probability at most \(O(L/p)\).

We further claim the set \(X\) is empty for all parties with high probability, also because of the use of random coefficients. To see this, consider any key \(x\) in \(\cup_i S_i - \cap_i S_i\). For \(x\) to not be recoverable by the IBLT by the \(i\)th party, it would require that \(\sum_{j \in T} \alpha_{ij}L = 0 \mod p\), where \(T\) is again the set of parties that have \(x\) as a key. This happens with probability at most \(O(tL/p)\) as discussed above. Hence, by a union bound over parties, the probability that this happens over all parties is at most \(O(ntL/p)\).

We therefore obtain full recovery for all parties using randomized PUSH-PULL, with high probability. Note that again we must take into account that each party has different coefficients in their IBLT, and hence one must apply a union bound to cover the possibility of false positives from the keySum and keyhashSum fields over all IBLTs. However, the recovery process will be the same for all IBLTs, since they all involve the same keys. Our final probability bound includes this accounting.

\[\square\]

### 6 Conclusion

Previous solutions for set reconciliation, based primarily on Reed-Solomon codes, have not (as far as we are aware) been generalized to the multi-party setting, and it is not immediately clear how to do so. We have shown here that methods based on Invertible Bloom Lookup Tables, which require additional space but only linear time, generalize naturally, and further they do so in a way that allows the application of network-coding based techniques. Hence, by utilizing network coding methods, we can obtain high efficiency in terms of the number of network messages required, as well as small messages because IBLTs and combinations of IBLTs have length proportional to the generalized set difference. While we expect our approach might be improved further, providing better space utilization or smaller probability of error either by theoretical improvements or by careful implementation, we believe this work represents an important step in establishing more practical solutions to the multi-party set reconciliation problem than approaches based on pairwise interactions.

There are, of course, quite a number of linear sketches in the literature beyond IBLTs, and combining such sketches is a fairly common technique. Our work emphasizes how IBLTs can naturally lead to reconciliation algorithms that take advantage of methods based on network coding. It would be very interesting if a general statement formalizing this connection more concretely could be developed, or, alternatively, if we can find other cases where the utility of linear sketches can be increased by applying network coding techniques to expand their capabilities or efficiency.
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