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Abstract. The basic principles and methods of reinforcement learning are reviewed. The problems and approaches for applying a model based on reinforcement learning in the framework of attack prevention are described. The model is built and the hyperparameters of machine learning for the task of classifying network traffic are selected, and its performance on the test data set is evaluated by such quality metrics as accuracy and completeness. The dataset used to implement an agent for selecting the optimal defense strategy for a particular attack has been finalized. Developed an algorithm for using a reinforcement learning neural network for the traffic classification task. A table of rules and rewards for the problem is generated. An agent has been developed and trained to interact with the system. We describe the application of reinforcement learning to the traffic classification task.

1. Introduction

Modern machine learning models that solve the problem of classifying network traffic [21] use a set of marked data representing a set of features (system state) and a target function for training [13]:
- the presence/absence of an attack within a binary classification;
- a type of attack within the multiclass classification.

This approach has some problematic factors: a strong exposure to the training sample (the model in most cases can only recognize attacks that were specified in the training sample), rather poor recognition of new types of attacks. However, the choice of defense strategy is often determined by humans. The main goal of this research is to use an add-on to an existing machine learning model to automatically select the most optimal strategy based on the type of threats.

Article I. Reinforced learning

1.1. General principles of reinforcement learning

Learning with reinforcement is an algorithm that initially has no information about the system and its state [2]. Its general principle can be described cyclically as follows (fig. 1):
1. The model gets the S1 state from the environment.
2. Based on this state, some actions take place in the system (A1)
3. The system switches to a new state (S1)
4. The model receives some reward (R1) from the system based on the action performed.
The main task of the model is to maximize the value of the reward [3]. Thus, the model will perform actions until it reaches the threshold label for the reward. The entire learning process can be represented as a time series, at each stage of which the reward value changes.

Using a formula, the reinforcement learning process can be written as [5]:

\[ G(t) = \sum_{k=0}^{M} R_{t+k+1} \]  

where \( R \) is the reward,  
\( t \) - time interval,  
\( k \) is the number of iteration.

### 1.2. Monte Carlo and Time Difference Methods

Initially, two types of tasks can be distinguished within reinforcement learning [25]:

- Episodic, where there is a beginning and an end point. This creates an episode: a list of states, actions, rewards, and future states [6].
- A constant task whose actions go on forever [6]. In this case, the system must learn to choose optimal actions and simultaneously interact with the environment.

Based on the selected type, reinforcement learning methods such as the Monte Carlo method and the time-difference method are applied [8].

1. The basic principle of the Monte Carlo method (fig. 2) is to evaluate the model performance after the end of the episode [9] using the reward value (it is accumulated over the whole training interval and must be maximal). After that the episode starts all over again, but with new knowledge.

\[
V(S_t) \leftarrow V(S_t) + \alpha \left[ G_t - V(S_t) \right]
\]  

**Figure 1.** Learning algorithm with reinforcement.

**Figure 2.** The Monte Carlo method.
2. The temporal method is used in a continuous learning task [13]. It updates the reward value after each time interval (fig. 3).

\[
V(S_t) \leftarrow V(S_t) + \alpha [G_t - V(S_t)]
\]

\[
V(S_t) \leftarrow V(S_t) + \alpha [R_{t+1} + \gamma V(S_{t+1}) - V(S_t)]
\]

**Figure 3.** Temporal method.

At time t+1 all values are updated, namely the reward value changes to Rt+1 and the current score to V(St+1) [14].

It is worth noting that since for the task of traffic classification [24] it is important to be able to detect attacks as early as possible and given the constant change in the state of the system over time, the use of the temporal method is optimal [22].

A separate task for the study is to determine the right strategy between searching for additional information about the system (this can be various characteristics of the system, statistics of its loads, ports used, protocols, vulnerabilities already found) and using what is already known to maximize the value of the reward.

Another problem of reinforcement learning is choosing the optimal strategy (π) [15]. There are approaches related to the trying of all possible variants of actions, but their number can be infinitely large and resource-consuming. It is more reasonable to choose the strategy with the highest expected payoff. In addition, it is possible to superstructure the algorithm by adding a regression model and try to predict the obtained value of the gain from the chosen action of the system.

The utility function approach uses multiple estimates of the expected payoff for only one strategy (neither current or optimal) [16]. In this case we try to estimate either the expected payoff, starting from the state Si, when further following the strategy (formula 2), or the expected payoff, when making a decision Ai in the state Si and further following the strategy (formula 3):

\[
V(S) = \mathbb{E}[R|S, \pi] \quad (2)
\]

\[
Q(A,S) = \mathbb{E}[R|S, \pi, A]Q(S,A) \quad (3)
\]

### 1.3. Reinforcement learning approaches

As a basis for the network traffic classification problem [23], a reinforcement learning model is chosen based on the optimization of the utility function V(S), namely the optimization of the expected reward when a particular state occurs. The model will use this value to determine which state is worth choosing [17] at a particular time interval, where the value of each state shows the accumulated reward value from the next step (fig. 4).

\[
u_\pi(s) = \mathbb{E}_\pi [R_{t+1} + \gamma R_{t+2} + \gamma^2 R_{t+3} + \ldots | S_t = s]
\]

**Figure 4.** Utility estimation formula.

The detection and protection mechanism based on the Fuzzy Q-learning (FQL) algorithm can adapt to choose the best attack detection strategy from performing response actions. Regardless of the regularity of attacks, the IDS can adjust its learning parameters using Fuzzy Q-learning to identify future attacks [18]. Fig. 5 shows the proposed FQL architecture.
Article II. Experimental data

The main goal of the research is to make an add-on to an existing machine learning model for traffic classification, so that depending on the state of the system, we can propose one or another protection strategy. To build the model, we used a dataset from the Kaggle website, "UNSW_NB15 by the IXIA PerfectStorm tool. Australian Centre for Cyber Security (ACCS)." Unprocessed network packets from the UNSW-NB 15 dataset were created using the IXIA PerfectStorm tool in the Cyber Range Lab of the Australian Centre for Cyber Security (ACCS) to create a hybrid of real contemporary normal activity and synthetic contemporary attack behavior. The training sample size is 82332 records (fig. 6).

The target function represented different types of attacks. Additionally, system modules were artificially generated on which these types of attacks interacted.

The Random Forest model was chosen as the machine learning model for classification, which is an ensemble of decision tree classifiers for different subsamples of the dataset and uses averaging to improve prediction accuracy and control over fitting. It was decided to use a large enough number of trees, but with a shallow depth to reduce the likelihood of overfitting, as there could be a risk of the model adjusting heavily to the training data.

The figure below (fig. 7) shows a comparative table of the results of the Random Forest model for different finetuning parameters and data preprocessing.
Figure 7. Comparative table of model parameters and its quality.

In order to implement different scenarios (policies), the dataset has been supplemented with a countermeasure for each type of attack, depending on the module under attack.

Article III. General work algorithm

The initial idea is to remember when the model predicts the correct strategy (reward) and ignore/zero the weights when the model is wrong. Then convert the predicted values into the target function and train the neural network on the marked-up data using back propagation of error if neural network is used, or standard machine learning methods.

It is worth noting that with this approach the neural network was never able to learn because the rewards received (which symbolize that the model is moving in the right direction) were quite rare and the model was mostly wrong. Because of the unbalanced sample, the neural network was unable to remember the rather rare instances of guessing the strategy and, as a consequence, to detect the relationship.

Based on the above, it is proposed to use a set of policies within the superstructure to classify network traffic [17]. Work algorithm:

1. There is a matrix of states and their probability of occurrence.
2. N sessions are sampled.
3. The best choice takes place.
4. For the best ones, the likelihood of state-action increases.
5. Update and go back to step 1.

Updating the policy in the case of a finite number of actions and a finite number of states is a probability table, where for each state there is a vector of dimensionality of the number of actions, in each cell of which there is some probability. One should thus try to maximize the probability of good actions.

Since for each state there is its distribution over all actions [18],

\[ \pi(S) = A_{S,A} \]  

All actions are equal when the session is passed at initial initialization. Sampling. Finish the session and look at the top 5% of the best state-action pairs.

\[ \text{Elite} = [(S_0, A_0), (S_1, A_1), ..., (S_n, A_n)] \]  

If such pairs were found, we can say that they carried useful information. Thus, for these pairs we can increase the probability value in order to increase the number of repetitions of these actions.

\[ \pi(A|S) = \frac{\sum_{S,A\in \text{Elite}}[S_t = S][A_t = S]}{\sum_{S,A\in \text{Elite}}[S_t = S]} \]
We end up with a ready teaching sample: good condition - good action. You can use training with a teacher. And by state from this base learn to predict action by state.

The figure shows the implementation of the basic structure of agents, which is the basis of learning agents (fig. 8):

- New $Q(S,A)$ is the new value that will be defined for the current state and action.
- $\alpha$ - the variable responsible for the learning rate;
- $R(S,A)$ is a function of the reward for an action performed;
- $Q(S,A)$ function of current values
- $\gamma$ - a coefficient that determines how much agents care about reward in the near future compared to what is in the distant future.
- $\text{Max } Q(S',A')$ represents the maximum expected reward for the current step and the number of possible actions for the new state [19].

![Figure 8. Function determining Q-tables weights updates.](image)

![Figure 9. Environment-agent interaction.](image)

Fig. 9 shows the interaction of the environment with the learning agent. The input to the environment is a set of attributes, on the basis of which the environment responds to the actions of the agent [20]. The agent, in turn, receives a reward from the environment for the corresponding actions, trying to maximize it.

The agent then receives a state from the environment, on the basis of which it can perform further action. The agent's actions directly affect the state of the environment, which is why the agent needs to know the actual state of the environment.

The figure below shows the graph of the loss function during training (the red line is the training data, and the green line is the test data). We can clearly see that after the 80th epoch the error stopped decreasing and the error function does not increase on the test data set. This indicates a low probability of model retraining.
Figure 10. The graph of the loss function.

Figure 11 shows a graph of the model quality metric (the red line is the training data, and the green line is the test data). The accuracy value on the validation dataset was 87%, which indicates successful training of the model.

Figure 11. The graph of quality metric change with increasing epochs.

In this paper, the basic principles and methods of reinforcement learning were discussed in detail. A machine learning model for network traffic classification tasks was built and its performance on a test dataset was evaluated using quality metrics such as accuracy and completeness. The dataset used to implement an agent for selecting the optimal defense strategy for a particular attack has been finalized. A reinforcement learning model was built and trained to solve the problem. It is worth noting that the developed model, although it allows you to identify the optimal protection strategy, but in the real problem should be the final decision to leave the information security specialist.
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