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Abstract

For a family of second-order parabolic systems with bounded measurable, rapidly oscillating and time-dependent periodic coefficients, we investigate the sharp convergence rates of weak solutions in $L^2$. Both initial-Dirichlet and initial-Neumann problems are studied.

1 Introduction

The primary purpose of this paper is to investigate the sharp convergence rates in $L^2$ for a family of second-order parabolic operators $\partial_t + \mathcal{L}_\varepsilon$ with bounded measurable, rapidly oscillating and time-dependent periodic coefficients. Both the initial-Dirichlet and initial-Neumann boundary value problems are studied. Specifically, we consider

$$\mathcal{L}_\varepsilon = -\text{div} \left( A(x/\varepsilon, t/\varepsilon^2) \nabla \right), \quad (1.1)$$

where $\varepsilon > 0$ and $\mathcal{A}(y, s) = (a_{ij}^{\alpha\beta}(y, s))$ with $1 \leq i, j \leq d$ and $1 \leq \alpha, \beta \leq m$. Throughout this paper we will assume that the coefficient matrix $\mathcal{A}(y, s)$ is real, bounded measurable, and satisfies the ellipticity condition,

$$\mu |\xi|^2 \leq a_{ij}^{\alpha\beta}(y, s)\xi_i^\alpha \xi_j^\beta \leq \frac{1}{\mu} |\xi|^2 \quad \text{for any } \xi = (\xi_i^\alpha) \in \mathbb{R}^{m \times d} \text{ and a.e. } (y, s) \in \mathbb{R}^{d+1}, \quad (1.2)$$

where $\mu > 0$, and the periodicity condition,

$$\mathcal{A}(y + z, s + t) = \mathcal{A}(y, s) \quad \text{for } (z, t) \in \mathbb{Z}^{d+1} \text{ and a.e. } (y, s) \in \mathbb{R}^{d+1}. \quad (1.3)$$

No additional smoothness condition will be imposed on $\mathcal{A}$.

Let $\Omega \subset \mathbb{R}^d$ be a bounded domain and $0 < T < \infty$. We are interested in the initial-Dirichlet problem,

$$\begin{cases}
(\partial_t + \mathcal{L}_\varepsilon)u_\varepsilon = F & \text{in } \Omega \times (0, T), \\
u_\varepsilon = g & \text{on } \partial \Omega \times (0, T), \\
u_\varepsilon = h & \text{on } \Omega \times \{t = 0\},
\end{cases} \quad (1.4)$$
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and the initial-Neumann problem,

\begin{equation}
\left\{ \begin{array}{ll}
(\partial_t + \mathcal{L}_\varepsilon) u_\varepsilon = F & \text{in } \Omega \times (0, T), \\
\frac{\partial u_\varepsilon}{\partial \nu_\varepsilon} = g & \text{on } \partial \Omega \times (0, T), \\
u_\varepsilon = h & \text{on } \Omega \times \{t = 0\},
\end{array} \right.
\end{equation}

where \((\frac{\partial u_\varepsilon}{\partial \nu_\varepsilon})^\alpha = n_i a^{ij}_\varepsilon(x/\varepsilon, t/\varepsilon^2) \frac{\partial u_\varepsilon^j}{\partial x_j}\) denotes the conormal derivative of \(u_\varepsilon\) associated with \(\mathcal{L}_\varepsilon\) and \(n = (n_1, \ldots, n_d)\) is the outward normal to \(\partial \Omega\). Under suitable conditions on \(F, g, h\) and \(\Omega\), it is known that the weak solution \(u_\varepsilon\) of (1.4) converges weakly in \(L^2(\Omega_T)\) and strongly in \(L^2(\Omega)\) to \(u_0\), where \(\Omega_T = \Omega \times (0, T)\). Furthermore, the function \(u_0\) is the weak solution of the (homogenized) initial-Dirichlet problem,

\begin{equation}
\left\{ \begin{array}{ll}
(\partial_t + \mathcal{L}_0) u_0 = F & \text{in } \Omega \times (0, T), \\
u_0 = g & \text{on } \partial \Omega \times (0, T), \\
u_0 = h & \text{on } \Omega \times \{t = 0\},
\end{array} \right.
\end{equation}

Similarly, the weak solution \(u_\varepsilon\) of (1.5) converges weakly in \(L^2(0, T; H^1(\Omega))\) and strongly in \(L^2(\Omega_T)\) to the weak solution of the (homogenized) initial-Neumann problem,

\begin{equation}
\left\{ \begin{array}{ll}
(\partial_t + \mathcal{L}_0) u_0 = F & \text{in } \Omega \times (0, T), \\
u_0 = g & \text{on } \partial \Omega \times (0, T), \\
u_0 = h & \text{on } \Omega \times \{t = 0\}.
\end{array} \right.
\end{equation}

The operator \(\mathcal{L}_0\) in (1.6) and (1.7), called the homogenized operator, is a second-order elliptic operator with constant coefficients [4].

The following are the main results of the paper, which establish the sharp \(O(\varepsilon)\) convergence rates in \(L^2(\Omega_T)\) for both the initial-Dirichlet and the initial-Neumann problems.

**Theorem 1.1.** Suppose that the coefficient matrix \(A\) satisfies (1.2) and (1.3). Let \(\Omega\) be a bounded \(C^{1,1}\) domain in \(\mathbb{R}^d\). Let \(u_\varepsilon, u_0 \in L^2(0, T; H^1(\Omega))\) be weak solutions of (1.4) and (1.6), respectively, for some \(F \in L^2(\Omega_T)\). Assume that \(u_0 \in L^2(0, T; H^2(\Omega))\). Then

\[
\|u_\varepsilon - u_0\|_{L^2(\Omega_T)} \leq C \varepsilon \left\{ \|u_0\|_{L^2(0, T; H^2(\Omega))} + \|F\|_{L^2(\Omega_T)} + \sup_{\varepsilon^2 < t < T} \left( \frac{1}{\varepsilon^2} \int_{t-\varepsilon^2}^t \int_{\Omega} |\nabla u_0|^2 \right)^{1/2} \right\},
\]

where \(C\) depends at most on \(d, m, \mu, T\) and \(\Omega\).

**Theorem 1.2.** Let \(u_\varepsilon \in L^2(0, T; H^1(\Omega))\) be a weak solution of (1.7) for some \(F \in L^2(\Omega_T)\) and \(u_0 \in L^2(0, T; H^1(\Omega))\) the weak solution of the homogenized problem (1.7). Under the same assumptions as in Theorem 1.1, the estimate (1.8) holds.
Remark 1.3. In Theorems 1.1 and 1.2 we do not specify the conditions directly on $g$ and $h$, but rather require $u_0 \in L^2(0, T; H^2(\Omega))$. In the case that either $u_\varepsilon = u_0 = 0$ or \( \frac{\partial u_\varepsilon}{\partial \nu_\varepsilon} = \frac{\partial u_0}{\partial \nu_0} = 0 \) on $\partial \Omega \times (0, T)$, i.e. $g = 0$, the third term in the r.h.s. of (1.8) may be bounded by

$$ C \left\{ \| \partial_t u_0 \|_{L^2(\Omega_T)} + \| F \|_{L^2(\Omega_T)} + \| h \|_{L^2(\Omega)} \right\}. $$

See (3.19). As a result, we obtain

$$ \| u_\varepsilon - u_0 \|_{L^2(\Omega_T)} \leq C \varepsilon \left\{ \| u_0 \|_{L^2(0, T; H^2(\Omega))} + \| F \|_{L^2(\Omega_T)} + \| h \|_{L^2(\Omega)} \right\}, $$

(1.9)

where $C$ depends at most on $d, m, \mu, T$ and $\Omega$. In particular, if $g = 0$ and $h = 0$, then

$$ \| u_0 \|_{L^2(0, T; H^2(\Omega))} \leq C \| F \|_{L^2(\Omega_T)} $$

(see (3.22)). It follows that

$$ \| u_\varepsilon - u_0 \|_{L^2(\Omega_T)} \leq C \varepsilon \| F \|_{L^2(\Omega_T)}, $$

(1.10)

Also, in the case that $g = 0$ on $\partial \Omega \times (0, T)$ and $h \in H^1(\Omega)$, it is known that if $\mathcal{L}_\varepsilon = \mathcal{L}_0$, then

$$ \| u_0 \|_{L^2(0, T; H^2(\Omega))} \leq C \left\{ \| F \|_{L^2(\Omega_T)} + \| h \|_{H^1(\Omega)} \right\} $$

[13]. This gives

$$ \| u_\varepsilon - u_0 \|_{L^2(\Omega_T)} \leq C \varepsilon \left\{ \| F \|_{L^2(\Omega_T)} + \| h \|_{H^1(\Omega)} \right\}, $$

(1.11)

where $C$ depends at most on $d, m, \mu, T$ and $\Omega$.

The sharp convergence rate is one of the central issues in quantitative homogenization and has been studied extensively in the various settings. For elliptic equations and systems in divergence form with periodic coefficients, related results may be found in the recent work [18, 19, 10, 12, 11, 15, 8, 16] (also see [4, 9, 6, 7, 14] for references on earlier work). In particular, the order sharp estimate

$$ \| u_\varepsilon - u_0 \|_{L^2(\Omega_T)} \leq C \varepsilon \| F \|_{L^2(\Omega)}, $$

(1.12)

holds, if $\mathcal{L}_\varepsilon(u_\varepsilon) = \mathcal{L}_0(u_0) = F$ in $\Omega$ and $u_\varepsilon = u_0 = 0$ or $\frac{\partial u_\varepsilon}{\partial \nu_\varepsilon} = \frac{\partial u_0}{\partial \nu_0} = 0$ on $\partial \Omega$ (see [18, 19, 8, 16] for $C^{1,1}$ domains and [10, 11, 15] for Lipschitz domains). For parabolic equations and systems various results are known in the case where the coefficients are time-independent [9, 17, 21, 20], We note that in this case, using the partial Fourier transform in the $t$ variable, it is possible to represent the solution of the parabolic system as an integral of the resolvent of the elliptic operator $\mathcal{L}_\varepsilon$ and apply the elliptic estimates.

Very few results are known if the coefficients are time-dependent. In fact, to the authors’ best knowledge, the only known estimate in this case is

$$ \| u_\varepsilon - u_0 \|_{L^\infty(\Omega_T)} \leq C \varepsilon, $$

(1.13)
obtained by the use of the maximum principle, where $C$ depends on $u_0$ and coefficients are assumed to be smooth [4]. Our order sharp estimates (1.9)-(1.11), which extend (1.12) to the parabolic setting, seem to be the first work in this area beyond the rough estimate (1.13).

We now describe some of key ideas in the proof of Theorems 1.1 and 1.2. Although it is not clear how to reduce parabolic systems with time-dependent coefficients to elliptic systems by some simple transformations, our general approach to the estimate (1.8) is inspired by the work on elliptic systems mentioned above. We consider the function

$$w_{\varepsilon} = u_{\varepsilon}(x, t) - u_0(x, t) - \varepsilon \chi(x/\varepsilon, t/\varepsilon^2) K_{\varepsilon}(\nabla u_0) - \varepsilon^2 \phi(x/\varepsilon, t/\varepsilon^2) \nabla K_{\varepsilon}(\nabla u_0),$$  

(1.14)

where $\chi(y, s)$ and $\phi(y, s)$ are correctors and dual correctors for the family of operators $\partial_t + L_{\varepsilon}$, $\varepsilon > 0$ (see Section 2 for their definitions). In (1.14) the operator $K_{\varepsilon} : L^2(\Omega_T) \to C_0^\infty(\Omega_T)$ is a parabolic smoothing operator at scale $\varepsilon$. We note that in the elliptic case [18, 19, 15, 16], only the first three terms in the r.h.s. of (1.14) are used. By computing $\langle \partial_t + L_{\varepsilon} \rangle w_{\varepsilon}$, we are able to show that

$$\left| \int_0^T \langle \partial_t w_{\varepsilon}, \psi \rangle + \int_{\Omega_T} A^t \nabla w_{\varepsilon} \cdot \nabla \psi \right| \leq C \left\{ \|u_0\|_{L^2(0,T;H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \varepsilon^{-1/2} \|\nabla u_0\|_{L^2(\Omega_T,\varepsilon)} \right\}$$

(1.15)

for any $\psi \in L^2(0,T;H^1_0(\Omega))$ in the case of Dirichlet condition (1.4), and for any $\psi \in L^2(0,T;H^1(\Omega))$ in the case of the Neumann condition (1.3), where $\Omega_{T,\varepsilon}$ denotes the set of points in $\Omega_T$ whose (parabolic) distances to the boundary of $\Omega_T$ are less than $\varepsilon$ (see Section 3 for details). By taking $\psi = w_{\varepsilon}$ in (1.15) we obtain an $O(\sqrt{\varepsilon})$ error estimate in $L^2(0,T;H^1(\Omega))$,

$$\|\nabla w_{\varepsilon}\|_{L^2(\Omega_T)} \leq C \sqrt{\varepsilon} \left\{ \|u_0\|_{L^2(0,T;H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \varepsilon^{-1/2} \|\nabla u_0\|_{L^2(\Omega_T,\varepsilon)} \right\},$$  

(1.16)

which is more or less sharp, for both the initial-Dirichlet and the initial-Neumann problems. Finally, with (1.15) at our disposal, we give the proof of Theorems 1.1 and 1.2 in Section 4. This is done by a dual argument, inspired by [18, 19].

We point out that results on convergence rates are useful in the study of regularity estimates that are uniform in $\varepsilon > 0$ [2, 11, 15]. For solutions of $\langle \partial_t + L_{\varepsilon} \rangle u_{\varepsilon} = F$, the uniform boundary Hölder and interior Lipschitz estimates were proved in [5] by a compactness method, introduced to the study of homogenization problems in [3]. The results obtained in this paper should allow us to establish the boundary Lipschitz estimates as well as Rellich estimates at large scale for parabolic systems in a manner similar to that in [15] for elliptic systems of linear elasticity. We plan to carry this out in a separate study.

We end this section with some notations that will be used throughout the paper. A function $h = h(y, s)$ in $\mathbb{R}^{d+1}$ is said to be 1-periodic if $h$ is periodic with respect to $\mathbb{Z}^{d+1}$. We will use the notation

$$h^\varepsilon(x, t) = h(x/\varepsilon, t/\varepsilon^2)$$

for $\varepsilon > 0$, and the summation convention that the repeated indices are summed. Finally, we use $C$ to denote constants that depend at most on $d$, $m$, $\mu$, $T$ and $\Omega$, but never on $\varepsilon$. 

4
2 Correctors and dual correctors

Let \( \mathcal{L}_\varepsilon = -\operatorname{div}(A^\varepsilon(x,t)\nabla) \), where \( A^\varepsilon(x,t) = A(x/\varepsilon,t/\varepsilon^2) \) and \( A(y,s) \) is 1-periodic and satisfies the ellipticity condition (1.4). For \( 1 \leq j \leq d \) and \( 1 \leq \beta \leq m \), the corrector \( \chi_j^{\beta} = \chi_j^{\beta}(y,s) = (\chi_j^{\alpha\beta}(y,s)) \) is defined as the weak solution of the following cell problem:

\[
\begin{aligned}
(\partial_s + \mathcal{L}_1)(\chi_j^{\beta}) &= -\mathcal{L}_1(P_j^{\beta}) \quad \text{in } Y, \\
\chi_j^{\beta} &= \chi_j^{\beta}(y,s) \quad \text{is 1-periodic in } (y,s), \\
\int_Y \chi_j^{\beta} &= 0,
\end{aligned}
\]

(2.1)

where \( Y = [0,1)^{d+1}, P_j^{\beta}(y) = y_j e^\beta, \) and \( e^\beta = (0,\ldots,1,\ldots,0) \) with 1 in the \( \beta \)th position. Note that

\[
(\partial_s + \mathcal{L}_1)(\chi_j^{\beta} + P_j^{\beta}) = 0 \quad \text{in } \mathbb{R}^{d+1}.
\]

(2.2)

By the rescaling property of \( \partial_t + \mathcal{L}_\varepsilon \), one obtains that

\[
(\partial_t + \mathcal{L}_\varepsilon) \left\{ \varepsilon \chi_j^{\beta}(x/\varepsilon,t/\varepsilon^2) + P_j^{\beta}(x) \right\} = 0 \quad \text{in } \mathbb{R}^{d+1}.
\]

(2.3)

Let \( \hat{A} = (\hat{a}_{ij}^{\alpha\beta}) \), where \( 1 \leq i,j \leq d, 1 \leq \alpha, \beta \leq m \), and

\[
\hat{a}_{ij}^{\alpha\beta} = \int_Y \left[ a_{ij}^{\alpha\beta} + a_{ik}^{\alpha\gamma} \frac{\partial}{\partial y_k} \chi_j^{\gamma \beta} \right];
\]

(2.4)

that is

\[
\hat{A} = \int_Y \left\{ A + A\nabla \chi \right\}.
\]

It is known that the constant matrix \( \hat{A} \) satisfies the ellipticity condition,

\[
\mu |\xi|^2 \leq \hat{a}_{ij}^{\alpha\beta} \xi_i \xi_j^{\beta} \leq \mu_1 |\xi|^2 \quad \text{for any } \xi = (\xi_j^{\beta}) \in \mathbb{R}^{m \times d},
\]

where \( \mu_1 > 0 \) depends only on \( d, m \) and \( \mu \). Denote \( \mathcal{L}_0 = -\operatorname{div}(\hat{A}\nabla) \). Then \( \partial_t + \mathcal{L}_0 \) is the homogenized operator for the family of parabolic operators \( \partial_t + \mathcal{L}_\varepsilon, \varepsilon > 0 \).

To introduce the dual correctors, we consider the 1-periodic matrix-valued function

\[
B = A + A\nabla \chi - \hat{A}.
\]

(2.5)

More precisely, \( B = B(y,s) = (b_{ij}^{\alpha\beta}) \), where \( 1 \leq i,j \leq d, 1 \leq \alpha, \beta \leq m \), and

\[
b_{ij}^{\alpha\beta} = a_{ij}^{\alpha\beta} + a_{ik}^{\alpha\gamma} \frac{\partial}{\partial y_k} \chi_j^{\gamma \beta} - \hat{a}_{ij}^{\alpha\beta}.
\]

(2.6)

Lemma 2.1. Let \( 1 \leq j \leq d \) and \( 1 \leq \alpha, \beta \leq m \). Then there exist 1-periodic functions

\[
\phi_{ij}^{\alpha\beta}(y,s) \quad \text{in } \mathbb{R}^{d+1}
\]

such that \( \phi_{ij}^{\alpha\beta} \in H^1(Y) \),

\[
b_{ij}^{\alpha\beta} = \frac{\partial}{\partial y_k} (\phi_{ij}^{\alpha\beta}) \quad \text{and} \quad \phi_{ik}^{\alpha\beta} = -\phi_{ij}^{\alpha\beta},
\]

(2.7)

where \( 1 \leq k,i \leq d+1 \), \( b_{ij}^{\alpha\beta} \) is defined by (2.6) for \( 1 \leq i \leq d \), \( b_{(d+1)j}^{\alpha\beta} = -\chi_j^{\alpha\beta} \), and we have used the notation \( y_{d+1} = s \).
Proof. Observe that by (2.1) and \( (2.4) \), \( b_{ij}^{\alpha \beta} \in L^2(Y) \) and

\[
\int_Y b_{ij}^{\alpha \beta} = 0 \tag{2.8}
\]

for \( 1 \leq i \leq d + 1 \). It follows that there exist \( f_{ij}^{\alpha \beta} \in H^2(Y) \) such that

\[
\begin{align*}
\Delta_{d+1} f_{ij}^{\alpha \beta} &= b_{ij}^{\alpha \beta} \quad \text{in } \mathbb{R}^{d+1}, \\
f_{ij}^{\alpha \beta} &= 0 \quad \text{is 1-periodic} \quad \text{in } \mathbb{R}^{d+1},
\end{align*}
\tag{2.9}
\]

where \( \Delta_{d+1} \) denotes the Laplacian in \( \mathbb{R}^{d+1} \). Write

\[
b_{ij}^{\alpha \beta} = \frac{\partial}{\partial y_k} \left\{ \frac{\partial}{\partial y_k} f_{ij}^{\alpha \beta} - \frac{\partial}{\partial y_i} f_{kj}^{\alpha \beta} \right\} + \frac{\partial}{\partial y_i} \left\{ \frac{\partial}{\partial y_k} f_{kj}^{\alpha \beta} \right\},
\tag{2.10}
\]

where the index \( k \) is summed from 1 to \( d + 1 \). Note that by (2.1),

\[
\sum_{i=1}^{d+1} \frac{\partial}{\partial y_i} b_{ij}^{\alpha \beta} = \sum_{i=1}^{d} \frac{\partial}{\partial y_i} f_{ij}^{\alpha \beta} - \frac{\partial}{\partial y_i} f_{ij}^{\alpha \beta} - \frac{\partial}{\partial s} \chi_{ij}^{\alpha \beta} = 0.
\tag{2.11}
\]

In view of (2.9) this implies that

\[
\sum_{i=1}^{d+1} \frac{\partial}{\partial y_i} f_{ij}^{\alpha \beta}
\]

is harmonic in \( \mathbb{R}^{d+1} \). Since it is 1-periodic, it must be constant. Consequently, by (2.10), we obtain

\[
b_{ij}^{\alpha \beta} = \frac{\partial}{\partial y_k} (\phi_{kij}^{\alpha \beta}),
\tag{2.12}
\]

where

\[
\phi_{kij}^{\alpha \beta} = \frac{\partial}{\partial y_k} f_{ij}^{\alpha \beta} - \frac{\partial}{\partial y_i} f_{kj}^{\alpha \beta}
\tag{2.13}
\]

is 1-periodic and belongs to \( H^1(Y) \). It is easy to see that \( \phi_{kij}^{\alpha \beta} = -\phi_{ikj}^{\alpha \beta} \). This completes the proof.

The 1-periodic functions \( (\phi_{kij}^{\alpha \beta}) \) given by Lemma 2.1 are called dual correctors for the family of parabolic operators \( \partial_t + L_\varepsilon, \varepsilon > 0 \). As in the elliptic case [9, 10], they play an important role in the study of the problem of convergence rates. Indeed, to establish the main results of this paper, we shall consider the function \( w_\varepsilon = (w_\varepsilon^\alpha) \), where

\[
w_\varepsilon^\alpha(x,t) = u_\varepsilon^\alpha(x,t) - u_0^\alpha(x,t) - \varepsilon \chi_j^{\alpha \beta} (x/\varepsilon, t/\varepsilon^2) K_\varepsilon \left( \frac{\partial u_0^\beta}{\partial x_j} \right)
\]

\[
- \varepsilon^2 \phi_{(d+1)ij}^{\alpha \beta} (x/\varepsilon, t/\varepsilon^2) \frac{\partial}{\partial x_i} K_\varepsilon \left( \frac{\partial u_0^\beta}{\partial x_j} \right),
\tag{2.14}
\]

and \( K_\varepsilon : L^2(\Omega_T) \to C_0^\infty(\Omega_T) \) is a linear operator to be chosen later. The repeated indices \( i, j \) in (2.14) are summed from 1 to \( d \).
Theorem 2.2. Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^d$ and $0 < T < \infty$. Let $u_\varepsilon \in L^2(0,T;H^1(\Omega))$ and $u_0 \in L^2(0,T;H^2(\Omega))$ be solutions of the initial-Dirichlet problems (1.4) and (1.6), respectively. Let $w_\varepsilon$ be defined by (2.14). Then for any $\psi \in L^2(0,T;H^1_0(\Omega))$,

$$
\int_0^T \langle \partial_t w_\varepsilon, \psi \rangle_{H^{-1}(\Omega) \times H^1_0(\Omega)} + \iint_{\Omega_T} A^\varepsilon \nabla w_\varepsilon \cdot \nabla \psi
$$

$$
= \iint_{\Omega_T} \left( \tilde{a}_{ij} - a_{ij}^\varepsilon \right) \left( \frac{\partial u_0}{\partial x_j} - K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right) \frac{\partial \psi}{\partial x_i}
$$

$$- \varepsilon \iint_{\Omega_T} a_{ij}^\varepsilon \cdot \chi_k^\varepsilon \cdot \frac{\partial}{\partial x_j} K_\varepsilon \left( \frac{\partial u_0}{\partial x_k} \right) \cdot \frac{\partial \psi}{\partial x_i}
$$

$$- \varepsilon \iint_{\Omega_T} \phi_{kij}^\varepsilon \cdot \frac{\partial}{\partial x_i} K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \cdot \frac{\partial \psi}{\partial x_k}
$$

$$+ \varepsilon \iint_{\Omega_T} a_{ij}^\varepsilon \cdot \left( \frac{\partial (\phi_{(d+1)k})}{\partial x_j} \right)^\varepsilon \cdot \frac{\partial}{\partial x_\ell} K_\varepsilon \left( \frac{\partial u_0}{\partial x_\ell} \right) \cdot \frac{\partial \psi}{\partial x_i}
$$

$$+ \varepsilon^2 \iint_{\Omega_T} a_{ij}^\varepsilon \cdot \phi_{(d+1)k}^\varepsilon \cdot \frac{\partial^2}{\partial x_j \partial x_\ell} K_\varepsilon \left( \frac{\partial u_0}{\partial x_k} \right) \cdot \frac{\partial \psi}{\partial x_i},
$$

(2.15)

where we have suppressed superscripts $\alpha, \beta$ for the simplicity of presentation. The repeated indices $i, j, k, \ell$ are summed from 1 to $d$.

Proof. Using (1.4) and (1.6), we see that

$$
(\partial_t + L_\varepsilon) w_\varepsilon = (L_0 - L_\varepsilon) u_0 - (\partial_t + L_\varepsilon) \left\{ \varepsilon \chi_j^\varepsilon K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right\}
$$

$$- (\partial_t + L_\varepsilon) \left\{ \varepsilon^2 \phi_{(d+1)ij}^\varepsilon \frac{\partial}{\partial x_i} K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right\}
$$

$$- \frac{\partial}{\partial x_i} \left\{ (\tilde{a}_{ij} - a_{ij}^\varepsilon) \left( \frac{\partial u_0}{\partial x_j} - K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right) \right\}
$$

$$- \frac{\partial}{\partial x_i} \left\{ (\tilde{a}_{ij} - a_{ij}^\varepsilon) K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right\} - (\partial_t + L_\varepsilon) \left\{ \varepsilon \chi_j^\varepsilon K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right\}
$$

$$- (\partial_t + L_\varepsilon) \left\{ \varepsilon^2 \phi_{(d+1)ij}^\varepsilon \frac{\partial}{\partial x_i} K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right\}.
$$

By computing the third term in the r.h.s. of the equalities above and using (2.6), we obtain

$$
(\partial_t + L_\varepsilon) w_\varepsilon = - \frac{\partial}{\partial x_i} \left\{ (\tilde{a}_{ij} - a_{ij}^\varepsilon) \left( \frac{\partial u_0}{\partial x_j} - K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right) \right\}
$$

$$+ \frac{\partial}{\partial x_i} \left\{ b_{ij}^\varepsilon K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right\} + \varepsilon \frac{\partial}{\partial x_i} \left\{ a_{ij}^\varepsilon \cdot \chi_k^\varepsilon \cdot \frac{\partial}{\partial x_j} K_\varepsilon \left( \frac{\partial u_0}{\partial x_k} \right) \right\}
$$

$$- \varepsilon \partial_t \left\{ \chi_j^\varepsilon K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right\} - (\partial_t + L_\varepsilon) \left\{ \varepsilon^2 \phi_{(d+1)ij}^\varepsilon \frac{\partial}{\partial x_i} K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right\}.
$$
In view of (2.11) this gives
\[
(\partial_t + \mathcal{L}_\varepsilon)w_\varepsilon = -\frac{\partial}{\partial x_i}\left\{ (a_{ij} - \alpha_{ij}^{\varepsilon}) \left( \frac{\partial u_0}{\partial x_j} - K_\varepsilon \left( \frac{\partial u_0}{\partial x_j} \right) \right) \right\} \\
+ \varepsilon \frac{\partial}{\partial x_i} \left\{ a_{ij}^{\varepsilon} \cdot \chi_{\varepsilon} \cdot \frac{\partial}{\partial x_j} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) \right\} + b_{ij}^{\varepsilon} \cdot \frac{\partial}{\partial x_i} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) \\
- \varepsilon \chi_{\varepsilon} \partial_t K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) - (\partial_t + \mathcal{L}_\varepsilon) \left\{ \varepsilon^2 \phi_{(d+1)ij}^{\varepsilon} \frac{\partial}{\partial x_i} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) \right\}.
\] (2.16)

Next, by Lemma 2.1 we may write
\[
b_{ij}^{\varepsilon} \cdot \frac{\partial}{\partial x_i} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) - \varepsilon \chi_{\varepsilon} \partial_t K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) \\
= \varepsilon \frac{\partial}{\partial x_k} \left( \phi_{kij}^{\varepsilon} \right) \cdot \frac{\partial}{\partial x_i} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) + \varepsilon^2 \partial_t \left( \phi_{(d+1)ij}^{\varepsilon} \right) \cdot \frac{\partial}{\partial x_i} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) \\
+ \varepsilon^2 \frac{\partial}{\partial x_k} \left( \phi_{k(d+1)j}^{\varepsilon} \right) \cdot \partial_t K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right),
\]
where we have also used the fact \( \phi_{(d+1)(d+1)}^{\varepsilon} = 0 \). Furthermore, by the skew-symmetry in (2.7), we see that
\[
b_{ij}^{\varepsilon} \cdot \frac{\partial}{\partial x_i} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) - \varepsilon \chi_{\varepsilon} \partial_t K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) \\
= \varepsilon \frac{\partial}{\partial x_k} \left( \phi_{kij}^{\varepsilon} \right) \cdot \frac{\partial}{\partial x_i} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) + \varepsilon^2 \partial_t \left( \phi_{(d+1)ij}^{\varepsilon} \right) \cdot \frac{\partial}{\partial x_i} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) \\
+ \varepsilon^2 \frac{\partial}{\partial x_k} \left( \phi_{k(d+1)j}^{\varepsilon} \right) \cdot \partial_t K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right).
\]
This, combined with (2.16), gives the desired equation (2.15).

The next theorem is concerned with the initial-Neumann problem.

**Theorem 2.3.** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^d \) and \( 0 < T < \infty \). Let \( u_\varepsilon \in L^2(0, T; H^1(\Omega)) \) and \( u_0 \in L^2(0, T; H^2(\Omega)) \) be solutions of the initial-Neumann problems (1.5) and (1.7), respectively. Let \( w_\varepsilon \) be defined by (2.14). Then the equation (2.13) holds for any \( \psi \in L^2(0, T; H^1(\Omega)) \), if \( \langle \cdot, \cdot \rangle \) in its l.h.s. denotes the pairing between \( H^1(\Omega) \) and its dual.

**Proof.** It follows from (1.5) and (1.7) that
\[
\int_0^T \langle \partial_t u_\varepsilon, \psi \rangle + \int_\Omega A^\varepsilon \nabla u_\varepsilon \cdot \nabla \psi = \int_0^T \langle \partial_t u_0, \psi \rangle + \int_\Omega \hat{A} \nabla u_0 \cdot \nabla \psi
\]
for any \( \psi \in L^2(0, T; H^1(\Omega)) \). This gives
\[
\int_0^T \langle \partial_t w_\varepsilon, \psi \rangle + \int_\Omega A^\varepsilon \nabla w_\varepsilon \cdot \nabla \psi \\
= \int_\Omega (\hat{A} - A^\varepsilon) \nabla u_0 \cdot \nabla \psi - \int_0^T \left( \langle \partial_t + \mathcal{L}_\varepsilon \rangle \left\{ \varepsilon \chi_{\varepsilon} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) \right\}, \psi \right) \\
- \int_0^T \left( \langle \partial_t + \mathcal{L}_\varepsilon \rangle \left\{ \varepsilon^2 \phi_{(d+1)ij}^{\varepsilon} \frac{\partial}{\partial x_i} K_{\varepsilon} \left( \frac{\partial u_0}{\partial x_j} \right) \right\}, \psi \right).
\]
where we have used the fact $K_{\varepsilon}(\nabla u_0) \in C_0^\infty(\Omega_T)$. The rest of the proof is similar to that of Theorem 2.2. We omit the details. □

3 Error estimates in $L^2(0, T; H^1(\Omega))$

We begin by introducing a parabolic smoothing operator. Fix a nonnegative function $\theta = \theta(y, s) \in C_0^\infty(B(0, 1))$ such that $\int_{\mathbb{R}^{d+1}} \theta = 1$. Define

$$S_\varepsilon(f)(x, t) = \frac{1}{\varepsilon^{d+2}} \int_{\mathbb{R}^{d+1}} f(x - y, t - s) \theta(y/\varepsilon, s/\varepsilon^2) \, dy \, ds$$

$$= \int_{\mathbb{R}^{d+1}} f(x - \varepsilon y, t - \varepsilon^2 s) \theta(y, s) \, dy \, ds. \quad (3.1)$$

**Lemma 3.1.** Let $S_\varepsilon$ be defined as in (3.1). Then

$$\|S_\varepsilon(f)\|_{L^2(\mathbb{R}^{d+1})} \leq \|f\|_{L^2(\mathbb{R}^{d+1})}, \quad (3.2)$$

$$\varepsilon \|\nabla S_\varepsilon(f)\|_{L^2(\mathbb{R}^{d+1})} + \varepsilon^2 \|\nabla^2 S_\varepsilon(f)\|_{L^2(\mathbb{R}^{d+1})} \leq C \|f\|_{L^2(\mathbb{R}^{d+1})}, \quad (3.3)$$

$$\varepsilon^2 \|\partial_t S_\varepsilon(f)\|_{L^2(\mathbb{R}^{d+1})} \leq C \|f\|_{L^2(\mathbb{R}^{d+1})}, \quad (3.4)$$

where $C$ depends only on $d$.

**Proof.** This follows easily from the Plancherel Theorem. □

**Lemma 3.2.** Let $S_\varepsilon$ be defined as in (3.1). Then

$$\|\nabla S_\varepsilon(f) - \nabla f\|_{L^2(\mathbb{R}^{d+1})} \leq C\varepsilon \left\{ \|\nabla^2 f\|_{L^2(\mathbb{R}^{d+1})} + \|\partial_t f\|_{L^2(\mathbb{R}^{d+1})} \right\}, \quad (3.5)$$

where $C$ depends only on $d$.

**Proof.** By the Plancherel Theorem it suffices to show that

$$|\xi_i \widehat{\theta}(\varepsilon \xi', \varepsilon^2 \xi_{d+1}) - \xi_i \widehat{\theta}(0, 0)| \leq C\varepsilon \left( |\xi'|^2 + |\xi_{d+1}| \right),$$

where $1 \leq i \leq d$ and $\xi' = (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d$. Furthermore, by a change of variables, one may assume that $\varepsilon = 1$. In this case, if $|\xi'| \geq 1$, then

$$|\xi_i \widehat{\theta}(\xi', \xi_{d+1}) - \xi_i \widehat{\theta}(0, 0)| \leq C|\xi'| \leq C(|\xi'|^2 + |\xi_{d+1}|).$$

If $|\xi'| \leq 1$, we have

$$|\xi_i \widehat{\theta}(\xi', \xi_{d+1}) - \xi_i \widehat{\theta}(0, 0)| \leq C|\xi'|(|\xi'| + |\xi_{d+1}|) \leq C(|\xi'|^2 + |\xi_{d+1}|).$$

This completes the proof. □
Lemma 3.3. Let \( g = g(y, s) \) be a 1-periodic function in \((y, s)\). Then
\[
\|g^\theta S_\varepsilon(f)\|_{L^p(\mathbb{R}^{d+1})} \leq C \|g\|_{L^p(Y)} \|f\|_{L^p(\mathbb{R}^{d+1})}
\] (3.6)
for any \(1 \leq p < \infty\), where \(g^\theta(x, t) = g(x/\varepsilon, t/\varepsilon^2)\) and \(C\) depends only on \(d\) and \(p\).

Proof. Note that \(S_\varepsilon(f)(x, t) = S_1(f_\varepsilon)(\varepsilon^{-1}x, \varepsilon^{-2}t)\), where \(f_\varepsilon(x, t) = f(\varepsilon x, \varepsilon^2 t)\). As a result, by a change of variables, it suffices to consider the case \(\varepsilon = 1\). In this case we first use \(\int_{\mathbb{R}^{d+1}} \theta = 1\) and Hörder’s inequality to obtain
\[
|S_1(f)(x, t)|^p \leq \int_{\mathbb{R}^{d+1}} |f(y, s)|^p \theta(x - y, t - s) \, dyds.
\]
It follows by Fubini’s Theorem that
\[
\int_{\mathbb{R}^{d+1}} |g(x, t)|^p |S_1(f)(x, t)|^p \, dx \, dt \leq \sup_{(y, s) \in \mathbb{R}^{d+1}} \int_{B((y, s), 1)} |g(x, t)|^p \, dx \, dt \int_{\mathbb{R}^{d+1}} |f(y, s)|^p \, dy \, ds
\]
\[
\leq C \|g\|_{L^p(Y)} \|f\|_{L^p(\mathbb{R}^{d+1})},
\]
where \(C\) depends only on \(d\). This gives (3.6) for the case \(\varepsilon = 1\). \(\blacksquare\)

Remark 3.4. The same argument as in the proof of Lemma 3.3 also shows that
\[
\|g^\theta \nabla S_\varepsilon(f)\|_{L^p(\mathbb{R}^{d+1})} \leq C \varepsilon^{-1} \|g\|_{L^p(Y)} \|f\|_{L^p(\mathbb{R}^{d+1})},
\]
\[
\|g^\theta \partial_\nu S_\varepsilon(f)\|_{L^p(\mathbb{R}^{d+1})} \leq C \varepsilon^{-2} \|g\|_{L^p(Y)} \|f\|_{L^p(\mathbb{R}^{d+1})}
\] (3.7)
for \(1 \leq p < \infty\), where \(C\) depends only on \(d\) and \(p\).

Let \(\delta \in (2\varepsilon, 20\varepsilon)\). Choose \(\eta_1 \in C^\infty(\Omega)\) such that \(0 \leq \eta_1 \leq 1\), \(\eta_1(x) = 1\) if \(\text{dist}(x, \partial \Omega) \geq 2\delta\), \(\eta_1(x) = 0\) if \(\text{dist}(x, \partial \Omega) \leq \delta\), and \(\nabla x \eta_1 \leq C\delta^{-1}\). Similarly, we choose \(\eta_2 \in C^\infty(0, T)\) such that \(0 \leq \eta_2 \leq 1\), \(\eta_2(t) = 1\) if \(2\delta^2 \leq t \leq T - 2\delta^2\), \(\eta_2(t) = 0\) if \(t \leq \delta^2\) or \(t \geq T - \delta^2\), and \(\eta_2'(t)| \leq C\delta^{-2}\). We define the operator \(K_\varepsilon = K_{\varepsilon, \delta} : L^2(\Omega_T) \to C^\infty(\Omega_T)\) by
\[
K_\varepsilon(f)(x, t) = S_\varepsilon(\eta_1 \eta_2 f)(x, t).
\] (3.8)

Lemma 3.5. Let \(\Omega\) be a bounded Lipschitz domain in \(\mathbb{R}^d\) and \(0 < T < \infty\). Let \(u_\varepsilon, u_0 \in L^2(0, T; H^1(\Omega))\) be weak solutions of (1.4) and (1.6), respectively, for some \(F \in L^2(\Omega_T)\). We further assume that \(u_0 \in L^2(0, T; H^2(\Omega))\) and \(\partial_t u_0 \in L^2(\Omega_T)\). Let \(w_\varepsilon\) be defined by (2.14), where the operator \(K_\varepsilon\) is given by (3.8). Then for any \(\psi \in L^2(0, T; H^1_0(\Omega))\),
\[
\left| \int_0^T \langle (\partial_t + L_\varepsilon) w_\varepsilon, \psi \rangle_{H^{-1}(\Omega) \times H^1_0(\Omega)} \, dt \right|
\]
\[
\leq C \left\{ \|u_0\|_{L^2(0, T; H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \varepsilon^{-1/2} \|\nabla u_0\|_{L^2(\Omega_T, \delta^6)} \right\} \epsilon^{1/2} \|\nabla \psi\|_{L^2(\Omega_T, \delta^6)}
\] (3.9)
where
\[
\Omega_{T, \delta} = \left\{ x \in \Omega : \text{dist}(x, \partial \Omega) \leq \delta \right\} \times (0, T) \cup (\Omega \times (0, \delta^2)) \cup (\Omega \times (T - \delta^2, T))
\] (3.10)
and \(C > 0\) depends at most on \(d\), \(m\), \(\mu\), \(T\) and \(\Omega\).
Proof. Using Theorem 2.2, it is not hard to see that the l.h.s. of (3.9) is bounded by

\[
C \int_{\Omega_T} |\nabla u_0 - K_\varepsilon(\nabla u_0)| |\nabla \psi|
\]

\[
+ C \varepsilon \int_{\Omega_T} \left\{ |\chi^\varepsilon| + |\phi^\varepsilon| + |(\nabla \phi)^\varepsilon| \right\} \left| \nabla K_\varepsilon(\nabla u_0) \right| |\nabla \psi|
\]

\[
+ C \varepsilon^2 \int_{\Omega_T} |\phi^\varepsilon| \left\{ |\partial_t K_\varepsilon(\nabla u_0)| + |\nabla^2 K_\varepsilon(\nabla u_0)| \right\} |\nabla \psi|
\]

= I_1 + I_2 + I_3,

where \( C \) depends only on \( d, m \) and \( \mu \). To estimate \( I_2 \), we note that

\[
\nabla K_\varepsilon(\nabla u_0) = \nabla S_\varepsilon(\eta_1 \eta_2(\nabla u_0)) = S_\varepsilon(\nabla(\eta_1 \eta_2)(\nabla u_0)) + S_\varepsilon(\eta_1 \eta_2(\nabla^2 u_0)).
\]

It follows by the Cauchy inequality and Lemma 3.3 that

\[
I_2 \leq C \varepsilon \left( \int_{\Omega_T} \left| \left\{ |\chi^\varepsilon| + |\phi^\varepsilon| + |(\nabla \phi)^\varepsilon| \right\} S_\varepsilon(\nabla(\eta_1 \eta_2)(\nabla u_0))^2 \right|^{1/2} \left( \int_{\Omega_T, 3\delta} |\nabla \psi|^2 \right)^{1/2}
\]

\[
+ C \varepsilon \left( \int_{\Omega_T} \left| \left\{ |\chi^\varepsilon| + |\phi^\varepsilon| + |(\nabla \phi)^\varepsilon| \right\} S_\varepsilon(\eta_1 \eta_2(\nabla^2 u_0))^2 \right|^{1/2} \left( \int_{\Omega_T} |\nabla \psi|^2 \right)^{1/2}
\]

\[
\leq C \left( \int_{\Omega_T, 3\delta} |\nabla u_0|^2 \right)^{1/2} \left( \int_{\Omega_T, 3\delta} |\nabla \psi|^2 \right)^{1/2}
\]

\[
+ C \varepsilon \left( \int_{\Omega_T} |\nabla^2 u_0|^2 \right)^{1/2} \left( \int_{\Omega_T} |\nabla \psi|^2 \right)^{1/2},
\]

where we also have used the observation that \( S_\varepsilon(\nabla(\eta_1 \eta_2)(\nabla u_0)) \) is supported in \( \Omega_{T, 3\delta} \). This shows that \( I_2 \) is bounded by the r.h.s. of (3.9).

Next, to handle the term \( I_3 \), we note that

\[
\partial_t K_\varepsilon(\nabla u_0) = \partial_t S_\varepsilon(\eta_1 \eta_2(\nabla u_0)) = S_\varepsilon(\partial_t(\eta_1 \eta_2)\nabla u_0) + S_\varepsilon(\eta_1 \eta_2(\nabla \partial_t u_0))
\]

\[
= S_\varepsilon(\partial_t(\eta_1 \eta_2)\nabla u_0) + \nabla S_\varepsilon(\eta_1 \eta_2(\nabla^2 u_0)) + \nabla S_\varepsilon(\eta_1 \eta_2(\partial_t u_0)),
\]

and

\[
\nabla^2 K_\varepsilon(\nabla u_0) = \nabla S_\varepsilon(\nabla(\eta_1 \eta_2)(\nabla u_0)) + \nabla S_\varepsilon(\eta_1 \eta_2(\nabla^2 u_0)).
\]

As in the case of \( I_2 \), by the Cauchy inequality and Remark 3.4, this gives

\[
I_3 \leq C \left( \int_{\Omega_{T, 3\delta}} |\nabla u_0|^2 \right)^{1/2} \left( \int_{\Omega_{T, 3\delta}} |\nabla \psi|^2 \right)^{1/2}
\]

\[
+ C \varepsilon \left( \int_{\Omega_T} |\partial_t u_0|^2 \right)^{1/2} \left( \int_{\Omega_T} |\nabla \psi|^2 \right)^{1/2}
\]

\[
+ C \varepsilon \left( \int_{\Omega_T} |\nabla^2 u_0|^2 \right)^{1/2} \left( \int_{\Omega_T} |\nabla \psi|^2 \right)^{1/2},
\]
which is bounded by the r.h.s. of (3.9).

Finally, to estimate $I_1$, we observe that

$$ I_1 \leq C \int_{\Omega_{T,2\delta}} \left\{ |\nabla u_0| + S_\varepsilon(\eta_1 \eta_2 |\nabla u_0|) \right\} |\nabla \psi| + C \int_{\Omega_T \setminus \Omega_{T,2\delta}} |(\nabla u_0 - S_\varepsilon(\nabla u_0))| |\nabla \psi| $$

$$ \leq C \left( \int_{\Omega_{T,3\delta}} |\nabla u_0|^2 \right)^{1/2} \left( \int_{\Omega_{T,3\delta}} |\nabla \psi|^2 \right)^{1/2} $$

$$ + C \left( \int_{\Omega \setminus \Omega_{T,2\delta}} |\nabla u_0 - S_\varepsilon(\nabla u_0)|^2 \right)^{1/2} \left( \int_{\Omega_T} |\nabla \psi|^2 \right)^{1/2}. $$

(3.13)

To treat the second term in the r.h.s. of (3.13), we extend $u_0$ to a function $\tilde{u}_0$ in $\mathbb{R}^{d+1}$ such that

$$ \left( \int_{\mathbb{R}^{d+1}} |\nabla^2 \tilde{u}_0|^2 \right)^{1/2} + \left( \int_{\mathbb{R}^{d+1}} |\partial_t \tilde{u}_0|^2 \right)^{1/2} \leq C \left\{ \|u_0\|_{L^2(0,T; H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega T)} \right\}, $$

using the Calderón’s extension theorem. It follows that

$$ \left( \int_{\Omega \setminus \Omega_{T,2\delta}} |\nabla u_0 - S_\varepsilon(\nabla u_0)|^2 \right)^{1/2} \leq \left( \int_{\mathbb{R}^{d+1}} |\nabla \tilde{u}_0 - S_\varepsilon(\nabla \tilde{u}_0)|^2 \right)^{1/2} $$

$$ \leq C \varepsilon \left\{ \|\nabla^2 \tilde{u}_0\|_{L^2(\mathbb{R}^{d+1})} + \|\partial_t \tilde{u}_0\|_{L^2(\mathbb{R}^{d+1})} \right\} $$

$$ \leq C \varepsilon \left\{ \|u_0\|_{L^2(0,T; H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega T)} \right\}, $$

where we have used Lemma 3.2 for the second inequality. As a result, we see that $I_1$ is also bounded by the r.h.s. of (3.9). This completes the proof.

**Remark 3.6.** Let $\Omega^\delta = \{ x \in \Omega : \text{dist}(x, \partial\Omega) < \delta \}$. Then

$$ \int_{\Omega^\delta} |\nabla u_0|^2 \leq C \delta \|u_0\|^2_{H^1(\Omega)} $$

(3.14)

(see e.g. [10] for a proof). It follows that

$$ \|\nabla u_0\|_{L^2(\Omega_{T,3\delta})} \leq \left( \int_0^T \int_{\Omega_{3\delta}} |\nabla u_0|^2 \right)^{1/2} + \left( \int_0^{T-\varepsilon^2} \int_{\Omega} |\nabla u_0|^2 \right)^{1/2} + \left( \int_{T-\varepsilon^2}^T \int_{\Omega} |\nabla u_0|^2 \right)^{1/2} $$

$$ \leq C \varepsilon^{1/2} \left\{ \|u_0\|_{L^2(0,T; H^2(\Omega))} + \sup_{\varepsilon^2 < t < T} \left( \frac{1}{\varepsilon} \int_t^{t+\varepsilon^2} \int_{\Omega} |\nabla u_0|^2 \right)^{1/2} \right\}. $$

The next theorem provides an $O(\sqrt{\varepsilon})$ error estimate in $L^2(0,T; H^0_0(\Omega))$ for the initial-Dirichlet problem (1.4).
Theorem 3.7. Let $w_\varepsilon$ be defined by (2.14). Under the same assumptions as in Lemma 3.5, we have
\[
\|\nabla w_\varepsilon\|_{L^2(\Omega_T)} \\
\leq C \sqrt{\varepsilon} \left\{ \left| \langle u_0 \rangle_{L^2(0,T;H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \sup_{\varepsilon^2 < t < T} \left( \frac{1}{\varepsilon} \int_{t-\varepsilon^2}^t \int_\Omega |\nabla u_0|^2 \right)^{1/2} \right\} ,
\] (3.15)
where $C$ depends at most on $d$, $m$, $\mu$, $T$ and $\Omega$.

Proof. Note that $w_\varepsilon \in L^2(0,T;H_0^1(\Omega))$ and $w_\varepsilon = 0$ on $\Omega \times \{t = 0\}$. It follows that
\[
\mu \int_{\Omega_T} |\nabla w_\varepsilon|^2 \leq \int_0^T \langle (\partial_t + L_\varepsilon)w_\varepsilon , w_\varepsilon \rangle_{H^{-1}(\Omega) \times H_0^1(\Omega)} \\
\leq C \sqrt{\varepsilon} \|\nabla w_\varepsilon\|_{L^2(\Omega_T)} \left\{ \left| \langle u_0 \rangle_{L^2(0,T;H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \varepsilon^{-1/2}\|\nabla u_0\|_{L^2(\Omega,T,\mu)} \right\} ,
\]
where we have used Lemma 3.5 for the last step. This, together with Remark 3.6 gives (3.15).

Next we consider the initial-Neumann problem (1.5).

Lemma 3.8. Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^d$ and $0 < T < \infty$. Let $u_\varepsilon, u_0 \in L^2(0,T;H^1(\Omega))$ be weak solutions of the initial-Neumann problems (1.3) and (1.4), respectively, for some $F \in L^2(\Omega_T)$. We further assume that $u_0 \in L^2(0,T;H^2(\Omega))$ and that $\partial_t u_0 \in L^2(\Omega_T)$. Let $w_\varepsilon$ be defined by (2.14), where the operator $K_\varepsilon$ is given by (2.8). Then for any $\psi \in L^2(0,T;H^1(\Omega))$,
\[
\left| \int_0^T \langle \partial_t w_\varepsilon , \psi \rangle + \int_{\Omega_T} A^\varepsilon \nabla w_\varepsilon \cdot \nabla \psi \right| \\
\leq C \left\{ \|u_0\|_{L^2(0,T;H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \varepsilon^{-1/2}\|\nabla u_0\|_{L^2(\Omega,T,\mu)} \right\} \\
\cdot \left\{ \varepsilon\|\nabla \psi\|_{L^2(\Omega_T)} + \varepsilon^{1/2}\|\nabla \psi\|_{L^2(\Omega,T,\mu)} \right\} ,
\] (3.16)
where $\langle , \rangle$ denotes the pairing between $H^1(\Omega)$ and its dual. The constant $C > 0$ depends at most on $d$, $m$, $\mu$, $T$ and $\Omega$.

Proof. This follows from Theorem 2.3 by the same argument as in the proof of Lemma 3.5.

Theorem 3.9. Let $w_\varepsilon$ be defined by (2.14). Under the same assumptions as in Lemma 3.8, we have
\[
\|\nabla w_\varepsilon\|_{L^2(\Omega_T)} \\
\leq C \sqrt{\varepsilon} \left\{ \left| \langle u_0 \rangle_{L^2(0,T;H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \sup_{\varepsilon^2 < t < T} \left( \frac{1}{\varepsilon} \int_{t-\varepsilon^2}^t \int_\Omega |\nabla u_0|^2 \right)^{1/2} \right\} ,
\] (3.17)
where $C$ depends at most on $d$, $m$, $\mu$, $T$ and $\Omega$.
Proof. As in the proof of Theorem 3.7, this follows from Lemma 3.8 by letting $\psi = w_\varepsilon$. \qed

**Remark 3.10.** In the case of $u_\varepsilon = u_0 = 0$ or $\partial u_\varepsilon / \partial n = \partial u_0 / \partial n = 0$ on $\partial \Omega \times (0, T)$, we may bound the third term in the r.h.s. of (3.17) as follows. Note that

$$
\int_\Omega \hat{A} \nabla u_0 \cdot \nabla u_0 = - \int_\Omega \partial_t u_0 \cdot u_0 + \int_\Omega F \cdot u_0.
$$

(3.18)

It follows that

$$
\mu \int_{t-\varepsilon^2}^t \int_\Omega |\nabla u_0|^2 \leq \int_{t-\varepsilon^2}^t \int_\Omega |\partial_t u_0||u_0| + \int_{t-\varepsilon^2}^t \int_\Omega |F||u_0|
$$

$$
\leq \left\{ \|\partial_t u_0\|_{L^2(\Omega_T)} + \|F\|_{L^2(\Omega_T)} \right\} \left( \int_{t-\varepsilon^2}^t \int_\Omega |u_0|^2 \right)^{1/2}
$$

$$
\leq \varepsilon \left\{ \|\partial_t u_0\|_{L^2(\Omega_T)} + \|F\|_{L^2(\Omega_T)} \right\} \sup_{0 < t < T} \|u_0(\cdot, t)\|_{L^2(\Omega)}.
$$

This, together with the standard energy estimates, gives

$$
\sup_{\varepsilon^2 < t < T} \left( \frac{1}{\varepsilon} \int_{t-\varepsilon^2}^t \int_\Omega |\nabla u_0|^2 \right)^{1/2} \leq C \left\{ \|\partial_t u_0\|_{L^2(\Omega_T)} + \|F\|_{L^2(\Omega_T)} + \|h\|_{L^2(\Omega)} \right\},
$$

(3.19)

where $C$ depends only on $d$, $m$, $\mu$ and $\Omega$. As a result, for both the initial-Dirichlet problem (1.4) and the initial-Neumann problem (1.5), if $g = 0$ on $\partial \Omega \times (0, T)$, then

$$
\|\nabla w_\varepsilon\|_{L^2(\Omega_T)} \leq C\sqrt{\varepsilon} \left\{ \|u_0\|_{L^2(0,T;H^2(\Omega))} + \|F\|_{L^2(\Omega_T)} + \|h\|_{L^2(\Omega)} \right\},
$$

(3.20)

where we have used the fact

$$
\|\partial_t u_0\|_{L^2(\Omega_T)} \leq C \left\{ \|\nabla^2 u_0\|_{L^2(\Omega_T)} + \|F\|_{L^2(\Omega_T)} \right\}.
$$

In particular, if $\Omega$ is $C^{1,1}$, $g = 0$ on $\partial \Omega \times (0, T)$ and $h = 0$ on $\Omega$, then

$$
\|\nabla w_\varepsilon\|_{L^2(\Omega_T)} \leq C\sqrt{\varepsilon} \|F\|_{L^2(\Omega_T)}.
$$

(3.21)

To see this, we use the well-known estimate

$$
\|u_0\|_{L^2(0,T;H^2(\Omega))} \leq C \|F\|_{L^2(\Omega_T)},
$$

(3.22)

which may be proved by using the partial Fourier transform in the $t$ variable and reducing the problem to the $H^2$ estimate for the elliptic operator $\mathcal{L}_0$ in $C^{1,1}$ domains. We also note that in the case that $g = 0$ on $\partial \Omega \times (0, T)$ and $h \in H^1(\Omega; \mathbb{R}^m)$, if $\mathcal{L}_0 = \mathcal{L}_0$ and $\Omega$ is $C^{1,1}$, then

$$
\|u_0\|_{L^2(0,T;H^2(\Omega))} \leq C \left\{ \|F\|_{L^2(\Omega_T)} + \|h\|_{H^1(\Omega)} \right\}.
$$

(3.23)

This may be proved by using integration by parts as well as $H^2$ estimates for $\mathcal{L}_0$. [13]
4 Proof of Theorems 1.1 and 1.2

In this section we study the convergence rates in $L^2(\Omega_T)$ and give the proof of Theorems 1.1 and 1.2. Throughout the section we will assume that $\Omega$ is a bounded $C^{1,1}$ domain in $\mathbb{R}^d$.

We first consider the initial-Dirichlet problem. Let $A^*$ denote the adjoint of $A$; i.e., $A^* = (a_{ij}^{*\alpha\beta})$ with $a_{ij}^{*\alpha\beta}(y, s) = a_{ji}^{\beta\alpha}(y, s).$ For $G \in L^2(\Omega_T)$, let $v_\varepsilon$ be the weak solution to

$$
\begin{cases}
(-\partial_t + \mathcal{L}_\varepsilon^*) v_\varepsilon = G & \text{in } \Omega \times (0, T), \\
v_\varepsilon = 0 & \text{on } \partial\Omega \times (0, T), \\
v_\varepsilon = 0 & \text{on } \Omega \times \{ t = T \},
\end{cases}
$$

where $\mathcal{L}_\varepsilon^* = -\text{div}(A^{*\varepsilon}(x, t) \nabla)$ denotes the adjoint of $\mathcal{L}_\varepsilon$, and $v_0$ the weak solution to

$$
\begin{cases}
(-\partial_t + \mathcal{L}_0^*) v_0 = G & \text{in } \Omega \times (0, T), \\
v_0 = 0 & \text{on } \partial\Omega \times (0, T), \\
v_0 = 0 & \text{on } \Omega \times \{ t = T \},
\end{cases}
$$

where $\mathcal{L}_0^* = -\text{div}(A^* \nabla)$. Observe that $v_\varepsilon(x, T - t)$ and $v_0(x, T - t)$ are solutions of the initial-Dirichlet problems of (1.4) and (1.6), respectively, with coefficient matrix $A(x/\varepsilon, t/\varepsilon^2)$ replaced by $A^*(x/\varepsilon, (T - t)/\varepsilon^2)$, and with $g = 0$ and $h = 0$. Also note that $A^*(y, T - s)$ satisfies the same ellipticity and periodicity conditions as $A(y, s)$.

Lemma 4.1. Let $v_0$ be the weak solution to (4.2). Then

$$
\| \nabla v_0 \|_{L^2(\Omega_T)} + \delta^{-1/2} \| \nabla v_0 \|_{L^2(\Omega_T, \delta)} \leq C \| G \|_{L^2(\Omega_T)},
$$

(4.3)

where $\delta \in (2\varepsilon, 20\varepsilon)$ and $C$ depends at most on $d$, $m$, $\mu$, $T$ and $\Omega$.

Proof. The estimate for $\| \nabla v_0 \|_{L^2(\Omega_T)}$ follows directly from the energy estimate, while the estimate for $\delta^{-1/2} \| \nabla v_0 \|_{L^2(\Omega_T, \delta)}$ is proved in Remarks 3.6 and 3.10. $\square$

Let

$$
z_\varepsilon(x, t) = v_\varepsilon(x, T - t) - v_0(x, T - t) - \varepsilon \chi_T^{*\varepsilon} S_\varepsilon \left( \tilde{\eta}(x, t) \frac{\partial v_0}{\partial x_j}(x, T - t) \right) - \varepsilon^2 \phi_T^{*\varepsilon} \frac{\partial}{\partial x_i} S_\varepsilon \left( \tilde{\eta}(x, t) \frac{\partial v_0}{\partial x_j}(x, T - t) \right),
$$

(4.4)

where $\chi_T^*$ and $\phi_T^*$ denote the correctors and dual correctors, respectively, for the family of parabolic operators $\partial_t + \text{div}(A^*(x/\varepsilon, (T - t)/\varepsilon^2) \nabla)$, $\varepsilon > 0$. The cut-off function $\tilde{\eta}$ in (4.4) is chosen so that $\tilde{\eta}(x, t) = 0$ if $(x, t) \in \Omega_{T, 10\varepsilon}$, $\eta(x, t) = 1$ if $(x, t) \in \Omega_T \setminus \Omega_{T, 15\varepsilon}$, $|\nabla \tilde{\eta}| \leq C\varepsilon^{-1}$ and $|\partial_t \tilde{\eta}| \leq C\varepsilon^{-2}$.

Lemma 4.2. Let $z_\varepsilon$ be defined by (4.4). Then

$$
\| \nabla z_\varepsilon \|_{L^2(\Omega_T)} \leq C \sqrt{\varepsilon} \| G \|_{L^2(\Omega_T)},
$$

(4.5)

where $C$ depends at most on $d$, $m$, $\mu$, $T$ and $\Omega$.  
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Proof. Since $A^*(y, T - s)$ satisfies the same ellipticity and periodicity conditions as $A(y, s)$ and $\Omega$ is $C^{1,1}$, this follows from the estimate (3.21). □

We are in a position to give the proof of Theorem 1.1

**Proof of Theorem 1.1.** Let $u_\varepsilon \in L^2(0, T; H^1(\Omega))$ and $u_0 \in L^2(0, T; H^2(\Omega))$ be solutions of (1.4) and (1.6), respectively. Let $G \in L^2(\Omega_T)$. By duality it suffices to show that

$$
\left| \iint_{\Omega_T} (u_\varepsilon - u_0) \cdot G \right| 
\leq C\varepsilon \|G\|_{L^2(\Omega_T)} \left\{ \|u_0\|_{L^2(0, T; H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \sup_{\varepsilon^2 < t < T} \left( \frac{1}{\varepsilon} \int_0^t \int_{\Omega} |\nabla u_0|^2 \right)^{1/2} \right\} (4.6)
$$

Let $w_\varepsilon$ be defined by (2.14), with $\delta = 2\varepsilon$. Since

$$
\|\chi \delta K_\varepsilon (\nabla u_0)\|_{L^2(\Omega_T)} + \|\phi \delta \nabla K_\varepsilon (\nabla u_0)\|_{L^2(\Omega_T)} \leq C \|\nabla u_0\|_{L^2(\Omega_T)},
$$

we only need to prove that $|\iint_{\Omega_T} w_\varepsilon \cdot G|$ is bounded by the r.h.s. of (4.6).

To this end we write

$$
\iint_{\Omega_T} w_\varepsilon \cdot G = \int_0^T \int_{\Omega_T} (\partial_t w_\varepsilon, v_\varepsilon) + \int_{\Omega_T} A^\varepsilon \nabla w_\varepsilon \cdot \nabla v_\varepsilon
$$

$$
= \left\{ \int_0^T \int_{\Omega_T} (\partial_t w_\varepsilon, z_\varepsilon(\cdot, T-t)) + \int_{\Omega_T} A^\varepsilon \nabla w_\varepsilon \cdot \nabla z_\varepsilon(x, t) \right\}
$$

$$
+ \left\{ \int_0^T \int_{\Omega_T} (\partial_t w_\varepsilon, v_0) + \int_{\Omega_T} A^\varepsilon \nabla w_\varepsilon \cdot \nabla v_0 \right\}
$$

$$
+ \left\{ \int_0^T \int_{\Omega_T} (\partial_t w_\varepsilon, v_\varepsilon - v_0 - z_\varepsilon(\cdot, T-t)) + \int_{\Omega_T} A^\varepsilon \nabla w_\varepsilon \cdot \{v_\varepsilon - v_0 - z_\varepsilon(\cdot, T-t)\} \right\}
$$

$$
= J_1 + J_2 + J_3,
$$

where $(\cdot, \cdot)$ denotes the pairing between $H_0^1(\Omega)$ and its dual $H^{-1}(\Omega)$. We shall use Lemma 3.5 to bound $J_1$, $J_2$ and $J_3$.

For the term $J_1$, it follows by Lemma 3.5 that

$$
|J_1| \leq C\sqrt{\varepsilon} \left\{ \|u_0\|_{L^2(0, T; H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \varepsilon^{-1/2}\|\nabla u_0\|_{L^2(\Omega_T, \delta t)} \right\} \|\nabla z_\varepsilon\|_{L^2(\Omega_T)}
$$

$$
\leq C\varepsilon \left\{ \|u_0\|_{L^2(0, T; H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \varepsilon^{-1/2}\|\nabla u_0\|_{L^2(\Omega_T, \delta t)} \right\} \|G\|_{L^2(\Omega_T)},
$$

where we have used Lemma 4.2 for the last step.

Next, for $J_2$, we obtain

$$
|J_2| \leq C \left\{ \|u_0\|_{L^2(0, T; H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \varepsilon^{-1/2}\|\nabla u_0\|_{L^2(\Omega_T, \delta t)} \right\}
$$

$$
\cdot \left\{ \varepsilon\|\nabla v_0\|_{L^2(\Omega)} + \varepsilon^{1/2}\|\nabla v_0\|_{L^2(\Omega_T, \delta t)} \right\}
$$

$$
\leq C\varepsilon \left\{ \|u_0\|_{L^2(0, T; H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} + \varepsilon^{-1/2}\|\nabla u_0\|_{L^2(\Omega_T, \delta t)} \right\} \|G\|_{L^2(\Omega_T)},
$$
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where we have used Lemma 4.1 for the last inequality.

To estimate $J_3$, we note that $v_\varepsilon - v_0 - z_\varepsilon(x, T-t)$ is supported in $\Omega_T \setminus \Omega_{T,10\varepsilon}$ and in view of (4.10) and Lemmas 3.1 and 3.3,

\[ \| \nabla (v_\varepsilon - v_0 - z_\varepsilon(x, T-t)) \|_{L^2(\Omega_T)} \leq C \| \nabla v_0 \|_{L^2(\Omega_T)} \leq C \| G \|_{L^2(\Omega_T)}. \]

It follows by Lemma 3.5 that

\[ |J_3| \leq C\varepsilon \left\{ \| u_0 \|_{L^2(0,T;H^2(\Omega))} + \| \partial_t u_0 \|_{L^2(\Omega_T)} + \varepsilon^{-1/2} \| \nabla u_0 \|_{L^2(\Omega_{T,6\varepsilon})} \right\} \| G \|_{L^2(\Omega_T)}. \]

This, together with (4.8) and (4.9), shows that

\[ \left| \iint_{\Omega_T} w_\varepsilon \cdot G \right| \leq C\varepsilon \left\{ \| u_0 \|_{L^2(0,T;H^2(\Omega))} + \| \partial_t u_0 \|_{L^2(\Omega_T)} + \varepsilon^{-1/2} \| \nabla u_0 \|_{L^2(\Omega_{T,6\varepsilon})} \right\} \| G \|_{L^2(\Omega_T)} \]

which completes the proof.

Finally, we give the proof of Theorem 1.2.

**Proof of Theorem 1.2.** The proof of Theorem 1.2 is similar to that of Theorem 1.1. Indeed, let $u_\varepsilon \in L^2(0,T;H^1(\Omega))$ and $u_0 \in L^2(0,T;H^2(\Omega))$ be solutions of (1.5) and (1.7), respectively. Let $w_\varepsilon$ be defined as in (2.14), with $\delta = 2\varepsilon$. To estimate $\| u_\varepsilon - u_0 \|_{L^2(\Omega_T)}$, we consider $\iint_{\Omega_T} w_\varepsilon \cdot G$, where $G \in L^2(\Omega_T)$. Let $v_\varepsilon$ be the weak solution to

\[
\begin{cases}
(-\partial_t + \mathcal{L}_\varepsilon^*) v_\varepsilon = G & \text{in } \Omega \times (0,T), \\
\frac{\partial v_\varepsilon}{\partial t} = 0 & \text{on } \partial \Omega \times (0,T), \\
v_\varepsilon = 0 & \text{on } \Omega \times \{t = T\},
\end{cases}
\]

and $v_0$ the weak solution to

\[
\begin{cases}
(-\partial_t + \mathcal{L}_0^*) v_0 = G & \text{in } \Omega \times (0,T), \\
\frac{\partial v_0}{\partial t} = 0 & \text{on } \partial \Omega \times (0,T), \\
v_0 = 0 & \text{on } \Omega \times \{t = T\},
\end{cases}
\]

where $\frac{\partial v_\varepsilon}{\partial t}$ and $\frac{\partial v_0}{\partial t}$ denote the conormal derivatives associated with the operators $\mathcal{L}_\varepsilon^*$ and $\mathcal{L}_0^*$, respectively. Let $z_\varepsilon$ be defined as before. Note that estimates in Lemmas 4.1 and 4.2 continue to hold. Moreover, by (4.10), we have

\[ \iint_{\Omega_T} w_\varepsilon \cdot G = \int_0^T \langle \partial_t w_\varepsilon, v_\varepsilon \rangle + \iint_{\Omega_T} A^\varepsilon \nabla w_\varepsilon \cdot \nabla v_\varepsilon, \]

where $\langle , \rangle$ denotes the pairing between $H^1(\Omega)$ and its dual. With Lemma 3.8 at our disposal, the rest of the proof is exactly the same as that of Theorem 1.1. We omit the details.
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