MULTIDIMENSIONAL ANALOGUES OF REFINED BOHR’S INEQUALITY

MING-SHENG LIU AND SAMINATHAN PONNUSAMY

ABSTRACT. In this paper, we first establish a version of multidimensional analogues of the refined Bohr’s inequality. Then we establish two versions of multidimensional analogues of improved Bohr’s inequality with initial coefficient being zero. Finally, we establish two versions of multidimensional analogues of improved Bohr’s inequality with the initial coefficient being replaced by absolute value of the function, and to prove that most of the results are sharp.

1. Preliminaries and some basic questions

The classical theorem of Bohr [15], examined a century ago, generates intensive research activities on Bohr’s phenomena and it was revived by many with great interest in the nineties due to the extensions to holomorphic functions of several complex variables and to more abstract settings. For example in 1997, Boas and Khavinson [14] defined n-dimensional Bohr radius for the family of holomorphic functions bounded by 1 on the unit polydisk (see Section 1.3 for details). This paper stimulated interests on Bohr type questions in different settings. For example, Aizenberg [1, 2, 3], Aizenberg et al. [4, 5, 6, 7], Defant and Frerick [17], and Djakov and Ramanujan [19] have established further results on Bohr’s phenomena for multidimensional power series. Several other aspects and generalizations of Bohr’s inequality may be obtained from [8, 10, 18, 21, 27, 32, 33, 34, 35], the monograph of Kresin and Maz’ya [28], and the references therein. In particular, [28, Section 6.4] on Bohr’s type theorems contains rich opportunities to extend several inequalities to holomorphic functions of several complex variables and more importantly to solutions of partial differential equations.

In particular, after the appearance of some recent articles [9, 23, 24, 25], several new problems on Bohr’s inequality in the plane case are investigated (cf. [12, 13, 25, 30, 31, 36, 37]).

Our primary interest in this paper is to establish several multidimensional analogues of improved Bohr’s inequality for the analytic case and to prove that most of the results are sharp.

1.1. Classical Inequality of H. Bohr. Let us fix some notations. Throughout the discussion, let $H_\infty$ denote the class of all bounded analytic functions $f$ on the unit disk.
\( \mathbb{D} \) with the supremum norm \( \|f\|_\infty := \sup_{z \in \mathbb{D}} |f(z)| \),

\[ B = \{ f \in H_\infty : \|f\|_\infty \leq 1 \} \quad \text{and} \quad B_0 = \{ \omega \in B : \omega(0) = 0 \}. \]

Then the classical inequality examined by Bohr in 1914 \cite{Bohr1914} states that 1/3 is the largest value of \( r \in [0, 1) \) for which the following inequality holds:

\[
(1.1) \quad B(f, r) := \sum_{k=0}^{\infty} |a_k| r^k \leq 1
\]

for every analytic function \( f \in B \) with the Taylor series expansion \( f(z) = \sum_{k=0}^{\infty} a_k z^k \).

Bohr actually obtained that \( (1.1) \) is true when \( r \leq 1/6 \). Later M. Riesz, I. Schur and F. Wiener, independently established the Bohr inequality \( (1.1) \) for \( r \leq 1/3 \) and that 1/3 is the best possible constant. It is quite natural that the constant 1/3 is called the Bohr radius for the space \( B \). Moreover, for

\[ \varphi_a(z) = \frac{a - z}{1 - az}, \quad a \in [0, 1), \]

it follows easily that \( B(\varphi_a, r) > 1 \) if and only if \( r > 1/(1 + 2a) \), which for \( a \to 1 \) shows that 1/3 is optimal. It is worth pointing out that there is no extremal function in \( B \) such that the Bohr radius is precisely 1/3 (cf. \cite{Zygmund1955} Corollary 8.26).

Later it was shown by Paulsen et al. \cite{Paulsen1992} Corollary 2.7] that if the constant term \( |a_0| \) in \( (1.1) \) is replaced by \( |a_0|^2 \), then the Bohr radius 1/3 could be replaced by 1/2 which is also optimal. Later in 1962, Bombieri \cite{Bombieri1962} (see also \cite{Paulsen1992}) found that the Bohr radius for the family \( B_0 \) is 1/\( \sqrt{2} \) which is again optimal as the function \( z\varphi_a(z) \) demonstrates, where \( \varphi_a(z) \) is defined as above. See \cite{Zygmund1955} \cite{Zygmund1955b} \cite{Zygmund1955c} for new proofs of it in a general form.

In \cite{Beneeteau2009}, Bénétou et al. proved that there is no Bohr phenomenon in Hardy spaces \( H_p \) \((0 < p < \infty)\) with the usual norm. On the other hand, \( p \)-Bohr phenomenon for series of the type \( \sum_{k=0}^{\infty} |a_k|^p r^k \) \((1 \leq p)\), for \( f(z) = \sum_{k=0}^{\infty} a_k z^k \in H_\infty \) was investigated first by Djakov and Ramanujan \cite{Djakov1995} and in \cite{Beneeteau2009}. More recently, this was discussed again by Kayumov and Ponnusamy \cite{Kayumov2013}, and the corresponding conjecture about Bohr radius was settled. In \cite{Djakov1995}, the authors extended the notion of \( p \)-Bohr radius to the case of holomorphic functions of several variables. In \cite{Beneeteau2009}, the authors considered Bohr type inequality in fairly general normed spaces of analytic functions and extended certain results to the case of several variables.

1.2. The refined versions of classical Bohr’s inequality. For \( f(z) = \sum_{n=0}^{\infty} a_n z^n \in \mathcal{B} \), we let for convenience \( f_0(z) := f(z) - f(0) \),

\[ \|f_0\|_r^2 := \sum_{n=1}^{\infty} |a_n|^2 r^{2n} \quad \text{and} \quad B_N(f, r) := \sum_{n=N}^{\infty} |a_n|r^n \quad \text{for} \quad N \geq 0, \]

so that \( B_0(f, r) = |a_0| + B_1(f, r) \).

Recently, Kayumov and Ponnusamy \cite{Kayumov2013} \cite{Kayumov2014}, and Ponnusamy et al. \cite{Ponnusamy2015} \cite{Ponnusamy2016} established several refined versions and improved versions of Bohr’s inequality in the case of bounded analytic functions. We now recall a couple of them.

**Theorem A.** Suppose that \( f \in \mathcal{B} \) has the expansion \( f(z) = \sum_{n=0}^{\infty} a_n z^n \), \( f_0(z) = f(z) - f(0) \), and \( p > 0 \). Then we have the following:
Multidimensional analogues of refined Bohr’s inequality

(a) \( B_1(f, r) + \left( \frac{1}{1 + |a_0|} + \frac{r}{1 - r} \right) \|f_0\|_r^2 \leq \frac{r}{1 - r} (1 - |a_0|^2) \)

(b) \( |a_0|^p + B_1(f, r) + \left( \frac{1}{1 + |a_0|} + \frac{r}{1 - r} \right) \|f_0\|_r^2 \leq 1 \) for \( r \leq r_p(|a_0|) \), where

\[
 r_p(|a_0|) = \frac{1 - |a_0|^p}{2 - |a_0|^2 - |a_0|^p}.
\]

The numbers \( r_p(|a_0|) \) and \( \frac{1}{2 + |a_0|} \) cannot be improved. In particular, \( r_1(|a_0|) = \frac{1}{2 + |a_0|} \) and \( r_2(|a_0|) = 1/2 \). Moreover,

\[
 \inf_{|a_0| < 1} r_p(|a_0|) = \frac{p}{2 + p} \quad \text{for} \quad 0 < p \leq 2.
\]

(c) If \( f(0) = 0 \), then \( B_1(f, r) \leq 1 \) for \( r \leq \frac{1}{\sqrt{2}} \), and the number \( \frac{1}{\sqrt{2}} \) is sharp.

Proof. The proof of the first part (a) is obtained from [37] while the proof of the second part (b) is remarked in [36, Remark 1]. The proof of the third part (c) is due to Bombieri [16]. See [23, 24] where one can find a more general result for \( p \)-symmetric bounded functions. Further related results on this topic may be found from [19] and [33, Corollary 2.9]. □

Theorem B. (22) Suppose that \( f \in B \) and \( f(z) = \sum_{n=0}^{\infty} a_n z^n \). Then for \( p = 1, 2 \),

\[
 |f(z)|^p + B_N(f, r) \leq 1 \quad \text{for} \quad r \leq R_{N,p},
\]

where \( R_{N,p} \) is the positive root of the equation \( 2(1 + r) r^N - p(1 - r)^2 = 0 \). The radius \( R_{N,p} \) is the best possible.

In fact in Section 3 we shall show that the sharp inequality (1.2) actually continues to hold for all \( p \in (0, 2] \).

Theorem C. (29) Suppose that \( f \in B \) and \( f(z) = \sum_{n=0}^{\infty} a_n z^n \). Then for \( p = 1, 2 \),

\[
 |f(z)|^p + B_1(f, r) + \left( \frac{1}{1 + |a_0|} + \frac{r}{1 - r} \right) \|f_0\|_r^2 \leq 1 \quad \text{for} \quad |z| = r \leq r_{a,p},
\]

where \( r_{a,p} \) is the minimum positive root in \( (0, 1) \) of the equation \( A_{a,p}(r) = 0 \), where \( a = |a_0| \), and

\[
 A_{a,p}(r) = [1 - (2 - a^2) r](1 + ar)^p - (1 - r)(r + a)^p.
\]

The radius \( r_{a,1,p} \) is best possible.

In fact in Section 3 we shall show that the sharp inequality (1.3) actually continues to hold for all \( p > 0 \).
1.3. Multidimensional analogues of Bohr’s inequality. Let $\mathbb{D}^n = \{ z \in \mathbb{C}^n : z = (z_1, \ldots, z_n), |z_j| < 1, j = 1, \ldots, n \}$ be the open unit polydisk. Denote by $\mathbb{N}_0^n$ the set of all $n$-tuple of non-negative integers. Also, denote by $K_n$ the largest non-negative number such that if the $n$-variable power series

$$ (1.5) \quad \sum_{\alpha} c_{\alpha} z^\alpha $$

converges in $\mathbb{D}^n$ and its sum $f$ has modulus less than 1 so that $c_{\alpha} = \partial^\alpha f(0)/\alpha!$, then

$$ (1.6) \quad \sum_{\alpha} |c_{\alpha}| |z^\alpha| < 1 \quad \text{for all } z \in K_n \cdot \mathbb{D}^n. $$

Here $z = (z_1, \ldots, z_n) \in \mathbb{C}^n$ is an $n$-tuple of complex numbers, $|\alpha| = |\alpha_1| + \cdots + |\alpha_n|$, $\alpha! = \alpha_1! \cdots \alpha_n!$ and $z^\alpha = z_1^{\alpha_1} \cdots z_n^{\alpha_n}$.

In 1997, Boas, Khavinson [13] obtained the following result as a multidimensional generalization of Bohr’s inequality.

**Theorem D.** ([13]) It is true for $n > 1$ that

$$ (1.7) \quad \frac{1}{3\sqrt{n}} < K_n < \frac{2\sqrt{\log n}}{\sqrt{n}}. $$

Clearly, Theorem D shows that the Bohr radius $K_n$ for the case of polydisk depends on the dimension $n$, and $K_n$ tend to zero as the dimension $n$ of the domain increases to $+\infty$. For the unit hypercone $D^o = \{ z = (z_1, \ldots, z_n) \in \mathbb{C}^n : \sum_{j=1}^n |z_j| < 1 \}$, Aizenberg [1] obtained estimates that do not depend on $n$. In [4], one can also find results for Reinhardt domain and complete bounded circular domain. In [4], existence of Bohr’s phenomenon under very general conditions is established.

**Definition 1.** A domain $\Omega \subset \mathbb{C}^n$ is called a Reinhardt domain centered at 0 if for any $z = (z_1, \ldots, z_n) \in \Omega$, and for each $\theta_k \in [0, 2\pi], k = 1, \ldots, n$, we have that $(z_1 e^{i\theta_1}, \ldots, z_n e^{i\theta_n}) \in \Omega$. Furthermore, if for each $z = (z_1, \ldots, z_n) \in \Omega$, and for each $|\xi_k| \leq 1, k = 1, \ldots, n$, we have that $(z_1 \xi_1, \cdots, z_n \xi_n) \in \Omega$, then $\Omega$ is called a complete Reinhardt domain.

A domain $Q \subset \mathbb{C}^n$ is a circular domain centered at 0 if for any $z = (z_1, \ldots, z_n) \in Q$, and for each $\theta \in [0, 2\pi]$, we have that $e^{i\theta} z = (z_1 e^{i\theta}, \ldots, z_n e^{i\theta}) \in Q$. A domain $Q \subset \mathbb{C}^n$ is called a complete circular domain centered at 0 if for any $z \in Q$, and for each $\xi \in \mathbb{S}^n$, we have that $\xi \cdot z = (z_1 \xi_1, \cdots, z_n \xi_n) \in Q$. For example, the balls and polydiscs in $\mathbb{C}^n$ are complete Reinhardt domains and complete circular domains.

If $Q$ is a complete circular domain centered at 0 $\in Q \subset \mathbb{C}^n$, then every holomorphic function $f$ in $Q$ can be expanded into homogeneous polynomials given by

$$ (1.8) \quad f(z) = \sum_{k=0}^\infty P_k(z) \quad \text{for } z \in Q, $$

where $P_k(z)$ is a homogeneous polynomial of degree $k$, and $P_0(z) = f(0)$. 


Multidimensional analogues of refined Bohr’s inequality

In 2000, Aizenberg [1] obtained the following multidimensional analogues of Bohr’s inequality.

**Theorem E. (1)** If the series (1.8) converges in the domain \( Q \) and the estimate \( |f(z)| < 1 \) holds in it, then

\[
\sum_{k=0}^{\infty} |P_k(z)| < 1
\]

in the homothetic domain \((1/3)Q\). Moreover, if \( Q \) is convex, then \( 1/3 \) is the best possible constant.

It is natural to raise the following.

**Problem 1.** Can we establish an improved version of Theorem E in the setting of Theorem A?

**Problem 2.** Can we establish the multidimensional versions of Theorems A(c), B or C?

The paper is organized as follows. In Section 2, we present the main results of this paper. In Theorem 1, we present an affirmative answer to Problem 1. In Section 4, we state and prove five related theorems which extend three recent results of Ponnusamy et al. [22, 24, 36] from the case of analytic functions to the case of holomorphic functions of several complex variables. In particular, Theorems 2 - 5 provide an affirmative answer to Problem 2.

2. Main Results

We first state the multidimensional version of Theorem A(b).

**Theorem 1.** If the series (1.8) converges in the domain \( Q, p \in (0, 2], a = |f(0)| < 1 \), and the estimate \( |f(z)| < 1 \) holds in \( Q \), then

\[
|f(0)|^p + \sum_{k=1}^{\infty} |P_k(z)| + \left( \frac{1}{1 + a} + \frac{r}{1 - r} \right) \sum_{n=1}^{\infty} |P_k(z)|^2 \leq 1
\]

for \( z \) in the homothetic domain \( r_p(a)Q \) and \( r \leq r_p(a) \), where

\[
r_p(a) = \frac{1 - a^p}{2 - a^2 - a^p}.
\]

Moreover, if \( Q \) is convex, then the numbers \( r_p(a) \) and the factor \( \frac{1}{1 + a} \) in (2.1) cannot be improved.

**Remark 1.** Note that \( r_1(a) = 1/(2 + |f(0)|), r_2(a) = 1/2 \) and \( \inf_{|a_0|<1} r_p(|a_0|) = p/(2 + p) \) for \( 0 < p \leq 2 \). In particular, Theorem 1 for the cases \( p = 1 \) and \( p = 2 \) provide a multidimensional version of Theorem A in an improved formulation of Theorem E and multidimensional version of Theorem A(b), respectively.

Next, we state a generalization of Theorem A(c).
Theorem 2. Suppose that $Q$ is a complete circular domain centered at $0 \in Q \subset \mathbb{C}^n$. If the series (1.8) converges in $Q$ such that $f(0) = 0$ and $|f(z)| < 1$ for all $z \in Q$, then

\[
\sum_{k=1}^{\infty} |P_k(z)| \leq 1
\]

in the homothetic domain $\frac{1}{\sqrt{2}} Q$. Moreover, if $Q$ is convex, then the number $\frac{1}{\sqrt{2}}$ cannot be improved.

Note that the unit polydisk $D^n$ is a convex complete circular domain centered at $0 \in Q \subset \mathbb{C}^n$ and thus, Theorem 2 gives the following.

Corollary 1. If the series (1.5) converges in the polydisk $D^n$ such that $f(0) = 0$ and $|f(z)| < 1$ for all $z \in D^n$ then

\[
\sum_{k=1}^{\infty} \left| \sum_{|\alpha|=k} c_\alpha z^\alpha \right| \leq 1
\]

in the polydisk $\frac{1}{\sqrt{2}} D^n$. Moreover, the number $\frac{1}{\sqrt{2}}$ is sharp.

Let $K^0_n$ denote the largest number such that if the holomorphic function $f(z) = \sum \limits_\alpha c_\alpha z^\alpha$ satisfies $f(0) = 0$, and $|f(z)| < 1$ in the unit polydisk $D^n$, then

\[
\sum_{k=1}^{\infty} \sum_{|\alpha|=k} |c_\alpha z^\alpha| \leq 1
\]

holds in $K^0_n \cdot D^n$.

Theorem 3. It is true for $n > 1$ that $K^0_n \geq 1/\sqrt{2n}$ and

\[
K^0_n \leq \begin{cases} 
\frac{1}{\sqrt{2}} & \text{for } n = 2, \\
\frac{2 \sqrt{\log n}}{\sqrt{n}} & \text{for } n > 2.
\end{cases}
\]

Now we state a couple of generalizations of Theorem B.

Theorem 4. Assume that the series (1.8) converges in the domain $Q$ and $|f(z)| < 1$ for all $z \in Q$. Then for $p \in (0, 2]$, we have

\[
|f(z)|^p + \sum_{k=N}^{\infty} |P_k(z)| \leq 1
\]

in the homothetic domain $(R_{N,p}) Q$, where $R_{N,p}$ is the positive root of the equation

\[
2(1 + r)r^N - p(1 - r)^2 = 0.
\]

Moreover, if $Q$ is convex, then the radius $R_{N,p}$ is best possible. In particular, 

\[
R_p := R_{1,p} = \frac{p}{\sqrt{4p + 1} + p + 1}.
\]

Finally, we state the multidimensional version of Theorem C in a more general setting.
Theorem 5. Suppose that the series \((1.8)\) converges in the domain \(Q\) and \(|f(z)| < 1\) for all \(z \in Q\). Also, let \(a = |f(0)| < 1\) and \(p > 0\). Then

\[
|f(z)|^p + \sum_{k=1}^{\infty} |P_k(z)| + \left( \frac{1}{1+a} + \frac{r}{1-r} \right) \sum_{n=1}^{\infty} |P_k(z)|^2 \leq 1
\]

for \(z\) in the homothetic domain \(r_{a,p} \cdot Q\) and \(r \leq r_{a,p}\), where \(r_{a,p}\) is the minimum positive root in \((0, 1)\) of the equation \((1.4)\). Moreover, if \(Q\) is convex, then the number \(r_{a,p}\) cannot be improved.

In the case of \(0 < p \leq 2\) of Theorem 5, one can obtain the radius independent of the initial coefficient \(a_0\) in a precise form. Because of its independent interest, we may state it here explicitly.

Corollary 2. Suppose that the series \((1.8)\) converges in the domain \(Q\) and \(|f(z)| < 1\) for all \(z \in Q\). Also, let \(a = |f(0)| < 1\) and \(p \in (0, 2]\). Then \((2.8)\) holds in the homothetic domain \(R_p \cdot Q\), where \(R_p\) is given by \((2.7)\). Moreover, if \(Q\) is convex, then the number \(R_p\) cannot be improved.

The cases \(p = 1\) and \(p = 2\) in Theorem 5 give multidimensional versions of \((1.3)\) in Theorem C, respectively. More precisely, we derive the following.

Remark 2. (1) For \(p = 1\), it is a simple exercise to see from Theorem 5 that

\[
r_{a,1} = \frac{2}{3 + a + \sqrt{5}(1 + a)} \quad \text{and} \quad \inf_{a \in [0, 1)} r_{a,1} = \sqrt{5} - 2.
\]

(2) For \(p = 2\), we observe from Theorem 5 that \(r_{a,2} = r_a\), where \(r_a\) is the unique positive root of the equation

\[
(1 - a^3)r^3 - (1 + 2a)r^2 - 2r + 1 = 0.
\]

Also, we see that \(1/3 < r_a < 1/(2 + a)\), and \(\inf_{a \in [0, 1)} r_{a,2} = 1/3\).

3. Key lemmas and their proofs

In order to establish our main results, we need the following lemmas. Our first lemma is a generalization of Theorem B.

Lemma 1. Suppose that \(f \in B\) and \(f(z) = \sum_{n=0}^{\infty} a_n z^n\). Then for \(p \in (0, 2]\) and \(N \in \mathbb{N}\), we have the sharp inequality:

\[
|f(z)|^p + B_N(f, r) \leq 1 \quad \text{for} \quad r \leq R_{N,p},
\]

where \(R_{N,p}\) is the positive root of the equation \((2.6)\). The radius \(R_{N,p}\) is the best possible.

Proof. For functions \(f \in B\), the classical Schwarz-Pick lemma gives that

\[
|f(z)| \leq \frac{r + a}{1 + ra}, \quad |z| \leq r, \quad a = |f(0)| \in [0, 1).
\]

Moreover, as \(f \in B\), we have \(|a_n| \leq 1 - |a|^2\) for all \(n \geq 1\) and thus it follows that

\[
|f(z)|^p + B_N(f, r) \leq \left( \frac{r + a}{1 + ra} \right)^p + (1 - a^2) \frac{r^N}{1 - r} = 1 - \Psi_{N,p}(a)
\]
where
\[
\Psi_{N,p}(a) = \frac{1 - r - (1 - a^2)r^N}{1 - r} - \left(\frac{r + a}{1 + ra}\right)^p, \quad a \in [0, 1].
\]

Now, we wish to determine conditions such that \(\Psi_{N,p}(a) \geq 0\) for all \(a \in [0, 1]\). Note that \(\Psi_{N,p}(1) = 0\). We claim that \(\Psi_{N,p}\) is a decreasing function of \(a\), under the conditions of the theorem. A direct computation shows that
\[
\Psi'_{N,p}(a) = \frac{2ar^N}{1 - r} - p(1 - r^2)\frac{(r + a)^{p-1}}{(1 + ra)^{p+1}}
\]
and
\[
\Psi''_{N,p}(a) = \frac{2r^N}{1 - r} - p(1 - r^2)\frac{(r + a)^{p-2}}{(1 + ra)^{p+2}}[p - 1 + 2ar - (p + 1)r^2].
\]

Evidently, \(\Psi''_{N,p}(a) \geq 0\) for all \(a \in [0, 1]\), whenever \(0 < p \leq 1\). Hence for \(r \leq R_{N,p}\),
\[
\Psi'_{N,p}(a) \leq \Psi'_{N,p}(1) = \frac{2r^N}{1 - r} - p\left(\frac{1 - r}{1 + r}\right) \leq 0,
\]
by the assumption that (2.6) holds. Thus for each \(r \leq R_{N,p}\) and \(0 < p \leq 1\), \(\Psi_{N,p}\) is a decreasing function of \(a \in [0, 1]\), which implies that \(\Psi_{N,p}(a) \geq \Psi_{N,p}(1) = 0\) for all \(a \in [0, 1]\) and the desired inequality (3.1) follows from (3.2).

Next, we show that condition \(\Psi'_{N,p}(1) \leq 0\) is also sufficient for the function \(\Psi_{N,p}(a)\) to be decreasing on \([0, 1]\) in the case when \(1 < p \leq 2\). To do this we introduce an auxiliary function
\[
\Phi(r) = (1 + r)^2\frac{(r + a)^{p-1}}{(1 + ra)^{p+1}}, \quad r \in [0, 1),
\]
and show that \(\Phi\) is an increasing function of \(r\) in \([0, 1)\). An elementary computation leads to
\[
\Phi'(r) = (1 + r)^{p-2}\frac{(r + a)^{p-2}}{(1 + ra)^{p+2}}A(r), \quad r \in [0, 1),
\]
where
\[
A(r) = 2(1 + ra)(r + a) + (1 + r)(p - 1)(1 + ra) - a(p + 1)(1 + r)(r + a)
\]
\[
= (1 - a)[r(1 - a + p(1 + a)) + a(p + 1) + p - 1].
\]
Thus, for \(p > 1\) and \(a \in [0, 1]\), it follows that \(A(r) \geq 0\) for all \(r \in [0, 1)\), and therefore we deduce that \(\Phi'(r) \geq 0\) for all \(r \in [0, 1)\). Hence,
\[
\Phi(r) \geq \Phi(0) = a^{p-1} \quad \text{for all } r \in [0, 1) \text{ and for } a \in [0, 1).
\]
This observation helps to derive that for \(r \leq R_{N,p}\),
\[
\Psi'_{N,p}(a) = \frac{2ar^N}{1 - r} - p\left(\frac{1 - r}{1 + r}\right) \Phi(r)
\]
\[
\leq a^{p-1}\left[\frac{2a^2p r^N}{1 - r} - p\left(\frac{1 - r}{1 + r}\right)\right]
\]
\[
\leq a^{p-1}\left[\frac{2r^N}{1 - r} - p\left(\frac{1 - r}{1 + r}\right)\right] = a^{p-1}\Psi_{N,p}(1) \leq 0,
\]
since $0 \leq a^{2-p} \leq 1$ for $1 < p \leq 2$. Again, $\Psi_{N,p}(a)$ is a decreasing function of $a \in [0,1]$, whenever $1 < p \leq 2$ which implies that $\Psi_{N,p}(a) \geq \Psi_{N,p}(1) = 0$ for all $a \in [0,1]$ and thus, the desired inequality (4.1) holds.

To prove that the radius is sharp, we consider the function $\varphi_a \in \mathcal{B}$ given by

$$\varphi_a(z) = \frac{a - z}{1 - az} = a - (1 - a^2) \sum_{k=1}^{\infty} a^{k-1} z^k, \quad a \in [0,1).$$

For this function, with $a_0 = a$ and $a_k = (a^2 - 1)a^{k-1}$ for $k \in \mathbb{N}$, direct computation yields

$$|\varphi_a(-r)|^p + B_N(\varphi_a, r) = \left( \frac{r + a}{1 + ra} \right)^p + (1 - a^2) \frac{a^{N-1} r^N}{1 - ar}$$

(3.4)

$$= 1 + \frac{(1-a)Q_{N,p}(a,r)}{(1+ar)^p(1-ar)}$$

where

$$Q_{N,p}(a,r) = (1-ar)(1+ar)^p \left[ \frac{1+a}{1-ar} \right] a^{N-1} r^N - \frac{1}{1-a} \left( 1 - \left( \frac{r + a}{1 + ra} \right)^p \right),$$

and it is easy to see that the last expression on the right of (3.4) is bigger than or equal to 1 if and only if $Q_{N,p}(a,r) \geq 0$. In fact, for $r > R_{N,p}$ and $a$ close to 1, we see that

$$\lim_{a \to 1^-} Q_{N,p}(a,r) = (1-r)(1+r)^p \left[ \frac{2r^N}{1-r} - p \left( \frac{1-r}{1+r} \right) \right] > 0,$$

showing that the number $R_{N,p}$ in (3.1) is best possible. The proof of Lemma 3 is done. \qed

**Remark 3.** Lemma 1 for $p = 1,2$ was obtained in [22], see Theorem B. Moreover, $R_{1,1} = \sqrt{5} - 2$ and $R_{1,2} = 1/3$.

In the case of $N = 1$ of Lemma 1, the following refined formulation holds in sharp form.

**Lemma 2.** Suppose that $f \in \mathcal{B}$ and $f(z) = \sum_{n=0}^{\infty} a_n z^n$ with $a = |f(0)|$ and $f_0(z) = f(z) - f(0)$. Then for $p \in (0,2]$, we have the sharp inequality:

$$|f(z)|^p + B_1(f,r) + \left( \frac{1}{1+a} + \frac{r}{1-r} \right) \|f_0\|_{r}^2 \leq 1 \quad \text{for} \quad r \leq R_p = \frac{p}{\sqrt{4p+1}+p+1}.$$

The radius $R_p$ is the best possible.

**Proof.** From the classical Schwarz-Pick lemma and Theorem A(a), it follows that

$$|f(z)|^p + B_1(f,r) + \frac{1}{1+a} \left( \frac{1+ar}{1-r} \right) \|f_0\|_{r}^2 \leq \left( \frac{r + a}{1 + ra} \right)^p + (1 - a^2) \frac{r}{1-r} = 1 - \Psi_p(a),$$

where $\Psi_p(a) = \Psi_{1,p}(a)$, and $\Psi_{1,p}(a)$ is obtained from (3.3) by setting $N = 1$ so that

$$\Psi_p(a) = \frac{1 - (2 - a^2)r}{1-r} - \left( \frac{r + a}{1 + ra} \right)^p, \quad a \in [0,1].$$

The rest of the proof follows from the proof of Lemma 1 \qed

For our purpose, it is natural to ask about Lemma 2 for $p > 2$. Finding the radius $R_p$, independent of the constant term $a_0 = f(0)$, seems to be tedious. However, it is possible to state it in the following form, which is a generalization of Theorem C.
Proof. Proceeding exactly as in the proof of Lemma 1, we find that

\[(3.6) |f(z)|^p + B_1(f, r) + \left( \frac{1}{1+a} + \frac{r}{1-r} \right) \|f_0\|^p \leq 1\]

for \(|z| = r \leq r_{a,p}\), where \(r_{a,p}\) is the minimum positive root in \((0, 1)\) of the equation \(A_{a,p}(r) = 0\). Here \(A_{a,p}(r)\) is given by \((1.4)\) and the radius \(r_{a,p}\) is best possible.

Lemma 3. Suppose that \(f \in \mathcal{B}\) has the expansion \(f(z) = \sum_{n=0}^{\infty} a_n z^n\), \(a = |a_0|\), and \(p > 0\). Then

\[(3.5) \quad |f(z)|^p + B_1(f, r) + \left( \frac{1}{1+a} + \frac{r}{1-r} \right) \|f_0\|^p \leq 1\]

Comparison of this expression with the right hand side of the expression in the formula \((3.6)\) delivers the asserted sharpness. The proof of Lemma 3 is complete. \(\square\)

4. Proofs of the main results

First we recall the following lemma due to Djakov and Ramanujan \([19]\) Lemma 1.

Lemma F. \((19)\) For each holomorphic function \(f : \mathbb{D}^n \to \mathbb{D}\) with \(f(z) = \sum_{\alpha} c_{\alpha} z^\alpha\), we have

(a) \(b_k := \left( \sum_{|\alpha|=k} |c_{\alpha}|^2 \right)^{1/2} \leq 1 - |c_0|^2\) for \(k = 1, 2, \ldots\);

(b) \(\sum_{k=1}^{\infty} (b_k)^q \leq (1 - |c_0|^2)^{q-1}\) for \(q \geq 2\).
4.1. Proof of Theorem 1. In each section of the domain \( Q \) by the complex line

\[
\Lambda = \{ z = (z_1, \ldots, z_n) : z_j = a_j t, \ j = 1, \ldots, n, \ t \in \mathbb{C} \},
\]

the series turns into the power series in the complex variable \( t \):

\[
f(at) = \sum_{k=0}^{\infty} P_k(a) t^k = f(0) + \sum_{k=1}^{\infty} P_k(a) t^k.
\]

Since \( |f(at)| < 1 \) for all \( t \in D \), by Theorem A(b), we have

\[
|f(0)|^p + \sum_{k=1}^{\infty} |P_k(a) t^k| + \left( \frac{1}{1 + |f(0)|} + \frac{r}{1 - r} \right) \sum_{n=1}^{\infty} |P_n(a) t^n|^2 \leq 1
\]

for \( z \) in the section \( \Lambda \cap \left( \frac{1-a^p}{2-a^2-a^p} \cdot Q \right) \) and \( r \leq \frac{1-a^p}{2-a^2-a^p} \), where \( a = |f(0)| \). The last inequality is just (2.1), since \( \Lambda \) is an arbitrary complex line passing through the origin.

Moreover, if \( Q \) is convex, then \( Q \) is an intersection of half-spaces

\[
Q = \bigcap_{a \in J} \{ z = (z_1, \ldots, z_n) : \text{Re}(a_1 z_1 + \cdots + a_n z_n) < 1 \}
\]

with some \( J \). Because \( Q \) is circular, we have

\[
Q = \bigcap_{a \in J} \{ z = (z_1, \ldots, z_n) : |a_1 z_1 + \cdots + a_n z_n| < 1 \}.
\]

Now it is sufficient to show that the constant \( r_p(a) = \frac{1-a^p}{2-a^2-a^p} \) cannot be improved for each domain \( P_a = \{ z = (z_1, \ldots, z_n) : |a_1 z_1 + \cdots + a_n z_n| < 1 \} \).

In fact, for \( a \in [0, 1) \), there exists a function

\[
\varphi_a(z_1) = \frac{a - z_1}{1 - a z_1} = \sum_{n=0}^{\infty} a_n z_1^n \ (z_1 \in D, \ a_0 = a, \ a_n = (a^2 - 1)a^{n-1}, \ n = 1, 2, \ldots)
\]

such that \( |\varphi_a(z_1)| < 1 \) in the unit disk \( D \), but for any \( |z_1| = r > r_p(a) \),

\[
a^p + B_1(\varphi, r) + \left( \frac{1}{1+a} + \frac{r}{1-r} \right) \| \varphi_0 \|_r^2 = a^p + (1 - a^2) \frac{r}{1-r} > 1,
\]

so that the inequality in (b) in Theorem A fails in the disk \( D_r \). Thus we may finish the proof by using the function \( f(z) = \varphi_a(a_1 z_1 + \cdots + a_n z_n) \). \( \square \)

4.2. Proof of Theorem 2. By means of Theorem A(c) and the analogous proof of Theorem 1, we may easily verify that \( \sum_{k=1}^{\infty} |P_k(z)| \leq 1 \) in the homothetic domain \( (1/\sqrt{2})Q \).

Now we prove that if \( Q \) is convex, then the number \( 1/\sqrt{2} \) cannot be improved. In fact, using the analogous proof of Theorem 1, it is sufficient to show that the constant \( 1/\sqrt{2} \) cannot be improved for each domain \( P_a = \{ z = (z_1, \ldots, z_n) : |a_1 z_1 + \cdots + a_n z_n| < 1 \} \).

Indeed, for \( a = 1/\sqrt{2} \), there exists a function

\[
\psi(z_1) = z_1 \frac{a - z_1}{1 - a z_1} = \sum_{n=1}^{\infty} a_n z_1^n \ (z_1 \in D, \ a_1 = a, \ a_n = (a^2 - 1)a^{n-2}, \ n = 2, 3, \ldots)
\]
such that \(|\psi(z_1)| < 1\) in the unit disk \(\mathbb{D}\) and \(\psi(0) = 0\), but for any \(|z_1| = r > 1/\sqrt{2}\),
\[
\sum_{n=1}^{\infty} |a_n| r^n = ar + (1 - a^2) \frac{r^2}{1-ar} \bigg|_{a=1/\sqrt{2}} = \frac{r/\sqrt{2}}{1-(r/\sqrt{2})} > 1
\]
which implies that conclusion in Theorem A(c) fails in the disk \(\mathbb{D}_r\). Thus we may finish the proof of Theorem 2 by using the function \(f(z) = \psi(a_1 z_1 + \cdots + a_n z_n)\).

4.3. Proof of Theorem 3. If \(z \in r \cdot \mathbb{D}^n\), for each holomorphic function \(f(z) = \sum c_\alpha z^\alpha\) satisfying \(f(0) = 0\) and \(|f(z)| < 1\) in \(\mathbb{D}^n\), it follows from Lemma F and \(c_0 = f(0) = 0\) that
\[
\sum_{k=1}^{\infty} \sum_{|\alpha| = k} |c_\alpha|^2 \leq 1 - |c_0|^2 = 1.
\]
Therefore, using Cauchy-Schwarz inequality and above inequality, we obtain that
\[
\sum_{k=1}^{\infty} \sum_{|\alpha| = k} |c_\alpha z^\alpha| \leq \left( \sum_{k=1}^{\infty} \sum_{|\alpha| = k} |c_\alpha|^2 \right)^{1/2} \left( \sum_{k=1}^{\infty} \sum_{|\alpha| = k} |z^\alpha|^2 \right)^{1/2} \leq \sqrt{\sum_{k=1}^{\infty} (nr^2)^k} = \sqrt{\frac{nr^2}{1-nr^2}}.
\]
We see that \([2.4]\) holds if the last quantity is less than or equal to 1. This gives the condition \(r \leq \frac{1}{\sqrt{2n}}\). Hence \(K_n^0 \geq \frac{1}{\sqrt{2n}}\).

Now we prove \(K_n^0 \leq \frac{1}{\sqrt{2}}\) for \(n = 2\). In fact, we consider the function
\[
f_0(z) = z_1 \frac{a - z_2}{1 - a z_2} = az_1 - (1 - a^2) \sum_{k=1}^{\infty} a^{k-1} z_1 z_2^k,
\]
where \(a = 1/\sqrt{2}\). Then for \(z = (z_1, z_2) \notin \frac{1}{\sqrt{2}} \cdot \mathbb{D}^2\) with \(|z_1| + |z_2| > \sqrt{2}\), we have
\[
\sum_{k=1}^{\infty} \sum_{|\alpha| = k} |c_\alpha z^\alpha| = a |z_1| + \sum_{k=2}^{\infty} (1 - a^2) a^{k-2} |z_1| |z_2|^k = a |z_1| + (1 - a^2) |z_1| \frac{|z_2|}{1 - a |z_2|} = \frac{|z_1|}{\sqrt{2} - |z_2|} > 1.
\]
This implies \(K_2^0 \leq \frac{1}{\sqrt{2}}\). Thus the proof of the theorem follows from Theorem D.

4.4. Proof of Theorem 4. By means of \([3.1]\) of Lemma 1 using the analogous proof of Theorem 1, we may verify that
\[
|f(z)|^p + \sum_{k=N}^{\infty} |P_k(z)| \leq 1
\]
in the homothetic domain \((R_{N,p})Q\), where \(R_{N,p}\) is the positive root of the equation \([2.6]\).

Now we prove that if \(Q\) is convex, then the number \(R_{N,p}\) cannot be improved.
In fact, using the analogous proof of Theorem \[1\] it is sufficient to show that the constant $R_{N,p}$ cannot be improved for each domain $D_a = \{ z = (z_1, \ldots, z_n) : |a_1z_1 + \cdots + a_nz_n| < 1 \}$.

Indeed, from Lemma \[1\] it follows that for each $r > R_{N,p}$, there exists a function $f_1(z) = \sum_{n=0}^{\infty} a_n z^n$ such that $|f_1(z)| < 1$ in $\mathbb{D}$, but \[1\] fails in the disk $\mathbb{D}_r$. Thus we may finish the proof of Theorem \[4\] by using the function $f(z) = f_1(a_1z_1 + \cdots + a_nz_n)$.

Finally, for $N = 1$, \[2\] reduces to $(2 - p)r^2 + 2(1 + p)r - p = 0$. Solving this gives the root $R_p$ given by \[2.7\] and the proof is complete. □

4.5. **Proof of Theorem \[5\]**. By means of Lemma \[3\] using the analogous proof of Theorem \[1\] we may verify that

$$|f(z)|^p + \sum_{k=1}^{\infty} |P_k(z)| + \left(\frac{1}{1 + a} + \frac{r}{1 - r}\right) \sum_{n=1}^{\infty} |P_k(z)|^2 \leq 1$$

for $z$ in the homothetic domain $r_{a,p} \cdot Q$ and $r \leq r_{a,p}$, where $r_{a,p}$ is the minimum positive root in $(0, 1)$ of the equation \[1.4\]. Now we prove that if $Q$ is convex, then the number $r_{a,p}$ cannot be improved. The reasoning as in the proof of Theorem \[4\] concludes the proof of Theorem \[5\] □
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