Adverse drug reaction or innocent bystander? A systematic comparison of statistical discovery methods for spontaneous reporting systems
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Abstract
Purpose: Spontaneous reporting systems (SRSs) are used to discover previously unknown relationships between drugs and adverse drug reactions (ADRs). A plethora of statistical methods have been proposed over the years to identify these drug-ADR pairs. The objective of this study is to compare a wide variety of methods in their ability to detect these signals, especially when their detection is complicated by the presence of innocent bystanders (drugs that are mistaken to be associated with the ADR, since they are prescribed together with the drug that is the ADR’s actual cause).

Methods: Twelve methods, 24 measures in total, ranging from simple disproportionality measures (eg, the reporting odds ratio), hypothesis tests (eg, test of the Poisson mean), Bayesian shrinkage estimates (eg, the Bayesian confidence propagation neural network, BCPNN) to sparse regression (LASSO), are compared in their ability to detect drug-ADR pairs in a large number of simulated SRSs with varying numbers of innocent bystanders and effect sizes. The area under the precision-recall curve is used to assess the measures’ performance.

Results: Hypothesis tests (especially the test of the Poisson mean) perform best when the associations are weak and there is little to no confounding by other drugs. When the level of confounding increases and/or the effect sizes become larger, Bayesian shrinkage methods should be preferred. The LASSO proves to be the most robust against the innocent bystander effect.

Conclusions: There is no absolute “winner”. Which method to use for a particular SRS depends on the effect sizes and the level of confounding present in the data.
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1 INTRODUCTION

Despite great efforts in testing drugs for possible side effects, some, in particular rare and/or late-onset, adverse drug reactions (ADRs)
remains undetected until after the launch of the respective drugs.\textsuperscript{1-3} Spontaneous reporting systems (SRSs) have been established over the years\textsuperscript{4-7} in order to detect these unknown ADRs. Medical professionals and patients can send in a report when a drug is suspected to have triggered an adverse event (AE). These reports are collected, stored, and subsequently analyzed by medical experts.

A plethora of statistical methods have been proposed to aid in the detection of drug-ADR pairs. All of these methods involve two steps:

1. For each drug-AE pair, a score is computed that reflects their "association strength";
2. These scores are used to compile a shortlist of drug-AE pairs; any pair with a score that exceeds a predefined threshold is forwarded to the experts for further investigation.

All methods except the LASSO\textsuperscript{8,9} base their scores on the 2 \times 2 contingency tables for each of the drug-AE pairs (see Table 1). The count $a$ denotes the number of reports that contain both the drug and AE of interest, $b$ is the number of reports that mention the drug but not the AE, and so on. Some measures that rely on these tables are, for example, the reporting odds ratio\textsuperscript{10} (ROR = $(ad)/(bc)$) and the proportional relative risk\textsuperscript{11} (PRR = $[a/(a+b)]/[c/(c+d)]$).

A potential downside of these disproportionality measures\textsuperscript{7,12} is that they are vulnerable to the innocent bystander effect.\textsuperscript{2,7,8} This effect refers to a form of confounding where a drug is thought to be associated with a certain ADR, because it is prescribed together with the drug that causes the reaction.

Several studies in the past compared the performance of some of these statistical methods. Van Puijenbroek et al\textsuperscript{10} compared five methods to the output of the Bayesian Confidence Propagation Neural Network (BCPNN).\textsuperscript{1,13} Such a comparison study relies on the quality of the chosen "reference method"; if it performs poorly in certain cases, it is impossible to see whether the other methods might do better. Other comparison studies relied on a reference set; a list of drug-ADR pairs that are thought to be associated and pairs that are not.\textsuperscript{14-17} These true positives and negatives are used to test whether the method is indeed able to pick up on those associations. The Pharmacoepidemiological Research on Outcomes of Therapeutics by a European Consortium (PROTECT) performed the most extensive study based on a reference set.\textsuperscript{15} Fifteen measures with varying thresholds were applied to seven databases. It showed that no measure performed uniformly better than the others.

Other studies rely on simulated data,\textsuperscript{18,19} which has the advantage that (a) the associations are truly known and (b) the methods' performance can be explored in a variety of parameter settings, for example, for varying odds ratios between drugs and ADRs. A disadvantage of simulation studies is that it is unclear to what extent the simulated data reflects reality. The simulated data sets that were used, however, assume independence between drugs,\textsuperscript{18,19} which is unrealistic. It is, therefore, unclear to what extent the measures' performance is affected by the presence of innocent bystanders. Many of the studies used predefined thresholds,\textsuperscript{20,21} except the work by Candore et al.\textsuperscript{15} Using predefined thresholds might skew the results, since the choice of thresholds could be unfavorable for a particular method.

In this paper we perform a simulation-based study with 24 measures, ranging from simple disproportionality measures, hypothesis tests, Bayesian shrinkage estimates, to sparse regression (see Section 2). The simulations are unique in the sense that they contain innocent bystanders (for a description see Section 3). Instead of using thresholds, we use a threshold-free measure, the area under the precision-recall curve for assessing the performance of the presented measures. Our results are presented in Section 4 and critically appraised in the discussion.

## 2 | Statistical Methods for Postmarketing Surveillance

Table 2 lists the 24 measures considered in this article. The column "Category" contains a categorization of the various measures. The column "Measure" contains the notation for each measure, where we try to stick to the notation commonly used in the literature. The year and the publication in which the measure is mentioned and/or used for the first time can be found in the columns "Year" and "Reference(s)."

For some measures, it is common to use the lower endpoint of the confidence/credible interval. This is denoted here by the subscripts "025" and "05." In case of "025," the 95% confidence/credible interval is used; in case of "05" the 90% interval. The "Number of Reports" measure, equal to $a$ in Table 1, is the number of times the drug and AE are reported together. This measure was suggested by Norén et al\textsuperscript{22} as a "placebo" measure; each measure should at least be able to outperform this basic count. There are two versions of the BCPNN, which we denote here with the superscripts "original" and "alternative." The former refers to the version as it was first proposed by Bate et al.\textsuperscript{15} The latter uses a different prior.\textsuperscript{1} Yule's Q is not
considered here, since it is a rescaling of the ROR\textsuperscript{10} and, therefore, performs equally well. All measures are implemented and publicly available as the R package pvm at www.github.com/bips-hb/pvm.

### Table 1: 2 × 2 contingency table for a drug-AE pair

|            | AE of interest | All other AEs | Total |
|------------|----------------|---------------|-------|
| Drug of interest | $a$            | $b$           | $a + b$ |
| All other drugs | $c$            | $d$           | $c + d$ |
| **Total**   | $a + c$        | $b + d$       | $N$   |

### 3 | METHODS

We first introduce the simulation setup, before we describe how the measures’ performance will be assessed. An extensive description of the simulation can be found in Appendix A. Each report to an SRS contains two lists:

1. The AEs the patient experienced, and
2. The drugs suspected to have caused the AEs.

All the reported drugs in the SRS are represented by binary variables, $X_1, X_2, \ldots, X_m$. Similarly, all AEs are represented by $Y_1, Y_2, \ldots, Y_n$. A report can then be represented by the binary vector:

$$\text{Report} = (X_1, X_2, \ldots, X_m, Y_1, Y_2, \ldots, Y_n).$$

where $X_i$ is 1 if the report contains drug $i$, and 0 otherwise. Similarly, $Y_j$ is 1 when the report lists AE $j$, and 0 otherwise. An SRS is a collection of reports:

$$\text{SRS} = (\text{report}_1, \text{report}_2, \ldots, \text{report}_n).$$

where $N$ is the number of reports. In the simulations, there are 500 drugs, 500 AEs, and 50,000 reports.

Some drugs are prescribed more frequently when another drug is prescribed, for example, to suppress side effects. There are two types of drugs, that is, the probability of the drug being listed depends on (a) no other drugs or (b) one other drug. In the first case, the probability of a drug, $X_k$, to be reported is $P(X_k = 1) = \pi_k$. In case a drug, $X_k$, is influenced by drug $X_h$, we specify two conditional probabilities: (a) when drug $X_h$ is not on the report and (b) when drug $X_h$ is on the report, that is,

$$P(X_j = 1 \mid X_h = 0) = \pi_j \text{ and } P(X_j = 1 \mid X_h = 1) = \gamma_j.$$  

Note that $\gamma$ is the same for all $j$. The probabilities, $\pi_i$, are drawn from a beta distribution, which is a common choice in the field, with rate and shape parameters 1 and 20, respectively, to ensure that drugs tend to be listed infrequently. In the simulations, $\gamma$ is .5, .75, or .9.

### Table 2: An overview of all 24 measures considered. The column “Category” provides a rough categorization. The notation for each measure used in this paper can be found in “Measure.” “Year” and “Reference(s)” refer to the first appearance of the respective measure in the field of pharmacovigilance

| Category                                      | Measure   | Year | Reference(s) |
|-----------------------------------------------|-----------|------|---------------|
| Number of reports                             | # reports | 2014 | 22            |
| Reporting odds ratios                         | ROR       | 2002 | 23            |
| Proportional relative risk                    | PRR       | 2001 | 10, 11        |
| Chi squared                                   | $\chi^2$ YaT | 2002 | 10            |
| Binomial likelihood ratio test                | $\alpha_{\text{binomial}}$ | 2013 | 26            |
| Test of the Poisson mean                      | $\Pi_{\text{poisson}}$ | 1991 | 24            |
| BCPNN (original)                              | $\Pi_{\text{original},05}$ | 1998 | 13            |
| BCPNN (alternative)                           | $\Pi_{\text{alternative},05}$ | 2006 | 1             |
| Gamma Poisson shrinker (GPS)                  | EBGM      | 1999 | 24            |
| Penalized regression                          | LASSO     | 2008 | 8             |

There are $500 \times 500 = 250,000$ drug-AE pairs. The relationship between a drug $X_i$ and an AE $Y_j$ is expressed using a logistic model:

$$\logit(P(Y_j = 1 \mid X_i = x_i)) = \beta_i + \log(OR_j) x_i,$$

where $\logit(x) = \log[x / (1 - x)]$, $\beta_i$ is the intercept and $OR_j$ is the odds ratio between the $i$-th drug and the $j$-th AE. In the case that the drug causes the event (ie, an ADR), the $OR_j \in [1, \infty)$ is drawn from a truncated normal distribution with mean 1.5, 3, or 5. When the drug does not cause the AE, $OR_j = 1$. The intercept, $\beta_i$, is chosen such that the probability of the AE appearing on the report is small (see Appendix A.2).

Modeling an innocent bystander requires to specify the relationships between two drugs and one ADR. Let $X_i$ be the drug that causes the ADR $Y_j$ and $X_h$ be the innocent bystander, that is, $OR_h > 1$ and $OR_h = 1$.

The dependence between the innocent bystander, $X_h$, and drug $X_i$ is defined according to Equation (3): $P(X_i = 1 \mid X_h = 0) = \pi_{x_i}$ and $P(X_i = 1 \mid X_h = 1) = \gamma$. Only drug $X_h$ causes the ADR $Y_j$. The innocent bystander, $X_h$, is often reported alongside $X_i$ and can, therefore, be mistaken as the cause of $Y_j$. 

---

**Note:** The text above is a concise summary of the content from the provided document. For a detailed understanding, please refer to the original document.
ADR pairs. In our simulation, drug The goal of the statistical discovery methods is to identify these drug-

TABLE 3

| Description | Equation | Notation | Values |
|-------------|----------|----------|--------|
| Number of drugs | (1) | m | 500 |
| Number of AEs | (1) | n | 500 |
| Number of reports | (2) | N | 50 000 |
| Number of repetitions | – | – | 50 |
| Number of drug-AE pairs | – | m × n | 250 000 |
| Number of drug-ADR pairs | – | – | 250 |
| Number of innocent bystanders | – | – | 0, 125, or 250 |
| Conditional probability bystander | (3) | γ | .5, .75, or .9 |
| Mean OR of drug-ADR pair | (4) | OR | 1.5, 3, or 5 |

Of the 250 000 drug-AE pairs, 250 have a causal relationship. The goal of the statistical discovery methods is to identify these drug-

The prescription of the first 250 drugs, X1 to X250, is not influenced by the prescription of any other drug. The last 250 drugs, X251 to X500, can be innocent bystanders, for example, X251 can be the innocent bystander for the drug-ADR pair (X1, Y1). In that case, X251 is prescribed more regularly when X1 is prescribed than when not; the parameter γ in Equation (3) is set to .5, .75, or .9. The parameter γ is the same for all innocent bystanders. We consider three cases:

1. No innocent bystanders. All drugs X1, X2, ..., X500 are independent.
2. One hundred twenty-five innocent bystanders, that is, drug X251 is the innocent bystander for drug-ADR pair (X1, Y1). X252 is the innocent bystander for (X2, Y2), etc., up to X375 and (X125, Y125).
3. Two hundred fifty innocent bystanders, that is, drug X251 is the innocent bystander for drug-ADR pair (X1, Y1). X252 is the innocent bystander for (X2, Y2), etc., up to X500 and (X250, Y250).

Table 3 shows an overview of the parameter settings. There are 21 settings in total: three if there are no innocent bystanders, and 9 each if there are 125 and 250 bystanders. For each setting, 50 SRSs with N = 50 000 reports are generated, resulting in 1050 SRSs. Some descriptive statistics of the simulated data sets can be found in Appendix A.6. An implementation of this algorithm together with an example dataset is publicly available at www.github.com/bips-hb/srsim. See Appendix B for a description how the 2 × 2 tables are constructed on the basis of the simulated SRSs.

All 24 measures are applied to all 1050 simulated SRSs. Due to the sparse nature of SR data, it may happen that a measure is not defined for a particular drug-AE pair. These pairs are considered least likely to be associated. Drug-AE pairs that were reported less than four times are excluded. See Appendix D for the results without this restriction.

For each measure and each data set, we construct the precision-recall curve (PRC)27 that shows the changes in precision and recall when the threshold is varied from most stringent to most relaxed. See Appendix C for various PRC plots. The area under the curve (AUC) reflects the measures' overall capability to distinguish between associated and not-associated pairs. Although the receiver-operating curve (ROC) is more commonly used than the PRC, it is known to perform rather poorly when the data are imbalanced.27

4 | RESULTS

Figure 1 shows the boxplots of the resulting AUC scores for four parameter settings. The left column shows the results when the observed ORs of the drug-ADR pairs are relatively small (OR ≈ 1.5), and the right column when the ORs are high (OR ≈ 5). The top row shows the results in case there are no innocent bystanders, and the bottom row if there are 250 innocent bystanders and the conditional probabilities, see Equation (3), are set to γ = .9. The measures are ordered by their average AUC. In contrast to a ROC for which the baseline performance of a random classifier is .5, the baseline performance for a PRC is .001 in this particular case.27

The results show a clear difference in performance when the effect sizes are large (the AUC gets close to 90%) compared with relatively small effect sizes (just over 40%). The hypothesis tests (pPoisson, the χ² and the Fisher’s exact tests, and pBinomial) outperform the Bayesian measures when there is no confounding and the effect sizes are small. The measures based on the BCPNN (eg, IC05 alternative) catch up, however, when the effect size increases.

When the innocent bystander effect is introduced (see the lower boxplots in Figure 1) the ranking changes drastically. The BCPNN-based measures and the LASSO perform better than their competitors based on hypothesis tests. This difference becomes even more apparent when the effect sizes increase. Measures that do not account for sample size (the ROR, PRR, RRR, and the number of reports) perform poorly overall.

The variance of the observed AUCs for the measures based on the GPS (EBGM, EB025, and EB05) is larger than for the other measures. Perhaps this is because the hyperparameters of the prior are fitted to the data that allow for more variability.24

Figure 2 shows boxplots of the AUC scores of the pPoisson, IC05alternative and the LASSO when the ORs are high (OR ≈ 5) for all parameter settings. One can see similar patterns for lower average ORs (although less pronounced).

The test of the Poisson mean, pPoisson, is strongly influenced by the introduction of innocent bystanders. The performance drops from an average AUC of .94 (95% CI = ±2.6 × 10⁻²) when there is no confounding to .53 (95% CI = ±2.3 × 10⁻²) when there are 250 innocent bystanders with γ = .9. A similar stark decrease in performance is also seen for other measures that fall into the hypothesis test category.

Although the innocent bystander effect affects the performance of the IC05alternative, it does not influence it as strongly as for the test of the Poisson mean. In case there are no innocent bystanders, the average AUC is .94 (95% CI = ±2.5 × 10⁻²) against .81 (95%
CI = ± 4.7 × 10⁻²) when the innocent bystander effect is strongest. The same holds for the other Bayesian measures, which explains the change in ranking in Figure 1.

Even though the LASSO does not excel in any setting, its performance is striking since it is not affected by the appearance of innocent bystanders. By employing the data on all drugs simultaneously, it...
The boxplots of the areas under the precision-recall curves when the ORs of the drug-ADR pairs are strong (OR ≈ 5) for the test of the Poisson mean, $p_{\text{Poisson}}$, the BCPNN-based $IC_{05}$ alternative and the LASSO. The left-most column depicts the AUC distribution when there is no confounding by other drugs. The middle three show the results when there are 125 innocent bystanders with varying conditional probabilities, $\gamma$ (see Equation (3)). The last three show the results with 250 innocent bystanders.
successfully manages to distinguish between the drug-ADR pairs and the innocent bystanders.

The figures for the other parameter settings can be found online at https://srs.bips.eu.

5 | DISCUSSION AND CONCLUSIONS

In this article, we compared 24 statistical measures regarding their ability to discover drug-ADR pairs on the basis of spontaneous reporting data. These measures range from simple disproportionality measures, hypothesis tests, Bayesian shrinkage estimates, to sparse regression. This comparison differs from previous work not only in scope but also in that it is the first to explore to what extent confounding by other drugs, that is, the innocent bystander effect, affects the measures’ performance. In addition, by using the area under the precision-recall curve, the results do not depend on individual thresholds for each measure that could potentially skew the outcome.

Figure 1 makes it clear that we cannot point out an absolute winner. The simulation results suggest that hypothesis tests (especially the test of the Poisson mean) are to be preferred when the effect sizes are small and there is no or little confounding. The moment when the level of confounding increases and/or the effect sizes become larger, the measures based on the BCPNN perform best. Which measure to use for a particular SRS, thus, depends on the effect sizes and the level of confounding present in the data. Since it is less likely to discover drug-ADR pairs with an odds ratio around 3 or 5 that eluded detection before, it seems reasonable to take special note of the results for the lower effect sizes (OR ≈ 1.5). Due to their poor performance in this simulation study, the use of ROR, PRR, and RRR is discouraged. The only method that is robust against confounding by other drugs is the LASSO. Although it cannot boast the best overall performance, it is not confounded by the presence of innocent bystanders. It achieves this by considering all drugs simultaneously. It would be very interesting to see how other sparse regression approaches, for example, the elastic net, would perform.

All Bayesian methods such as the GPS and the BCPNN use the relative report rate as their basis. Figure 1 shows, however, that the RRR is consistently outperformed by the reporting odds ratio. It might be fruitful to explore the possibility of applying Bayesian shrinkage to the ROR rather than the RRR. By using a threshold-free performance measure, we avoided the problem of choosing an appropriate threshold for the various measures. For some, it might be easier to choose an appropriate threshold than for others. It is, for example, unclear how to set the thresholds for ROR, PRR, and RRR. For the measures based on hypothesis tests, one could employ a multiple testing correction procedure. In case of the Bayesian methods, there are similar procedures to control the false-discovery rate, for example, the study by Ahmed et al.

A point of caution is that the simulation setup is a simplification and might differ from the SRSs used in daily practice. Real data sets can contain more noise. The results shown here should, thus, be seen as a best-case scenario. In addition, one should not rely solely on statistical analysis. Clinical and pharmacological knowledge is essential when identifying drug-ADR pairs.

The implementation of the measures, the SR simulator, and the code for this comparison study are publicly available as R packages at www.github.com/bips-hb/pvm, www.github.com/bips-hb/srsim and www.github.com/bips-hb/pvcomparison.
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