Modified Training Algorithm for Spiking Neural Network and its Application in Wireless Sensor Network
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Abstract: In this paper, controlling of data traffic of the Wireless Sensor Network (WSN) is implemented to improve the Quality of Service (QoS) in WSN with mobile sink node. The quality of service is measured in terms of throughput ratio, Packet Loss Ratio (PLR) and Network Energy Consumption (NEC). Spiking neural network is applied to implement the controller that is most suitable with changeable traffic data. The controller is implemented based on python simulation. Simulation results showed that the proposed controller provides better quality of service in comparison with wireless sensor network without controller by about 57%.
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I. INTRODUCTION

The spread of sensor technology in many regions has gained greater attention to the WSN of the research community and the actual user [1]. WSN is a collection of hundreds or thousands of inexpensive and microscopic sensors, which work together for sensing occurred inside a sensitive area. Each sensor node has the ability to sense as well as the ability to connect and calculate with battery limitations [2]. Each sensor consists of a processor, memory, transceiver, one or more sensors and a battery. WSN is used to monitor events in an area where humans cannot monitor the event [2]. WSN data traffic has distinct characteristics that distinguish it from other traditional networks. The main traffic has a multi-to-one pattern. Most data moves up from the sensor nodes to the base station [3]. Congestion is a common problem in packet transferring networks. Congestion occurs when data sources send data at rates greater than the network’s capacity in one or more intermediate methods, which pass through WSN over one or more nodes [4]. New research trends and dissatisfaction solutions have been studied to solve congestion problem in wireless sensor networks. The fundamental truth to be emphasized in most sources is that TCP congestion detection and congestion prevention technology is not suitable for wireless sensor networks because it consumes a lot of resources and is highly aggressive from the point of view of restricted devices and an unstable environment. Therefore, intelligent techniques are needed in wireless sensor networks. Intelligent technology and information technology were discussed from several perspectives. Information resources and access are in an environment necessary for both people and robots. Therefore, the surrounding environment must have sensors organized to collect, store, transform and provide information. Such an environment is called an informational space [5,6]. The rest of this paper is organized as follows. Section 2 explains congestion in WSN. And, Section 3 explains a spiking neural networks. Section 4 the proposed congestion control. Section 5 shows the network design of the proposed method. Finally 6 shows simulation results and conclusion.

II. CONGESTION IN WSN

Wireless Sensors Network consists of diverse sensor nodes arrayed in a specific area. These sensor nodes have the ability to get sensitized by the nearby environment and send data which is sensed to the destination sink. Congestion control is a major challenge in WSN [7]. The congestion can occur at any time interval when the total sum of requests on the source is greater than its available capacity. In this case, it is said that there was a congestion in this period of time which is mathematically expressed by Eq. (1)

\[ \Sigma \text{Demand} > \text{Available Resource} \]

Controlling congestion in WSN is a very important critical area of wireless sensors network, where the relatively simple increase in the transmission of data from each node. Since the large number of sensor nodes in the network leads to congestion, the throughput of the network will be reduced [8]. Congestion leads to many drawbacks like increases...
energy waste rates of sensor nodes. A lot of packet loss, leads to reduce the network throughput and prevents dependable data transmission and fair event detections[9]. Large queue delays occur when the packet arrival rate is greater than the link capacity lead to retransmission to recover the dropped packets due to overflow of buffer [9,10].

III SPIKING NEURAL NETWORKS [11,12,13,14,15]

Spiking Neural Networks (SNNs) have the same structure of ANN, but the only two differences between them are the number of synaptic terminals between each layer of neurons and the other difference is the synaptic delay. The feed forward network is used by spike prop in addition to using multiple delayed synaptic terminals. Every neuron can at least create one spike through the stimulation time and can be fired when the membrane potential reaches the threshold value (θ). After all of those events, the neuron will be reset. The network consists of different layers that are named as; H, I, and J as they shown in Fig. (1). Every single connection among those three layers is composed of group of the same number of synaptic terminals as they symbolized by D letter. Everyone of sub-connection is related with different weight and delay as it is cleared in Fig. (1).

![Feed forward Spiking Neural Network](image)

The difference between the time of postsynaptic potential and firing time of presynaptic neurons (i) is defined as the delay of synaptic terminals. The time of postsynaptic potential begins to rise as it cleared in Fig. (2), and there is a synapse sequence in the connection.

![Single synaptic terminal](image)

Where \( w_{ij}^k \) represent as weight for each sub connection, which remains constant during a simulation, but is updated by Spike Prop afterwards.
IV CONGESTION CONTROL IN WSN

Congestion control in wireless sensors network generally consists of three important components: Congestion Detection Unit (CDU), Congestion Notification Unit (CNU) and Congestion Control Unit (CCU) [16].

4.1 Congestion Detection Unit (CDU)

The congestion detection accurately and efficiently plays a key role in the congestion control in the wireless sensors network, which means identify the possible events that the probability of congestion occurrence is very high [16].

4.2 Congestion Notification Unit (CNU)

The transmission of information about congestion occurrence enhances analysis and decision-making as it is essential in effective mechanism of congestion control. There are two types of congestion warning that notify other nodes: explicitly and implicitly [17]. In explicitly type, the nodes which detect congestion, broadcast a control packets to inform some or all member nodes of the network. And implicit notification; does not need additional control messages for propagate congestion information. Piggybacked the congestion information on the normal data packets [16,17].

4.3 Congestion Control Unit (CCU)

Congestion control is concerned on obtaining measures from the network in order to (a) avoiding congestion (congestion avoidance approaches) and (b) mitigating congestion (congestion mitigation approaches) and operate with acceptable performance level of the network, when the demand is near to or exceeds the capacity of network resources[17][18][19]. The control of congestion is concerned with efficient using when any load on the network is occurred[20].

V THE PROPOSED CONGESTION CONTROLLER

Using Spiking Neural Network (SNN) to estimate unknown traffic data value that periodically differs with time, depends on the number of active sensors in the network. The variance (Err) between desired and actual buffer occupancy is used to update weights of the SNN using Back Propagation (BP) training algorithm. The online training is used to control the unknown traffic, thus the SNN must learn the behavior of the network and it controls the network. The structure of SNN consists of one input node, the number of hidden layer, number of their neurons in each layer and number of synapses (sub-connections) that are typically chosen empirically. A lot of hidden layers decrease the speed of the training process, and increase network complexity. The structure’s sketch of SNN is shown in Fig (3), the activation function of the neurons in hidden layer is tanh. The number of neurons in each of the three layers input, hidden, output layer is 1,7 and 1 respectively. Input neuron of the SNN is assigned to network Traffic (TR) accumulation rate TR(t); the number of packet arriving to the sink.

![Figure 3: Structure of SNN.](image-url)
The number of sub-connection or synapses k in the relationship between input and hidden layer, and between hidden and output layer, is five delayed sub-connection as shown in Fig. (4). The trial and error method is used to choose the number of synapses k.

As it is clear from Fig. (4), the weight of each synapse \( w_{ij}^k \) affects on the spike-response function \( \varepsilon \); represents the activation function of the neuron.

The TR(t) firstly encoding, in encoding process; the real information TR(t) is encoded information \( t_{\text{act}} \) calculated based on the Eq. (2)

\[
 t_{\text{act}} = t_{\text{max}} - \text{round} \left( t_{\text{min}} + \frac{(\text{TR}(t) - \text{TR}_{\text{min}})(t_{\text{max}} - t_{\text{min}})}{(\text{TR}_{\text{max}} - \text{TR}_{\text{min}})} \right) \quad \ldots \quad (2)
\]

\( \text{TR}_{\text{max}} \) and \( \text{TR}_{\text{min}} \) that are represent the maximum and minimum values of the real input information. The \( t_{\text{max}} \) and \( t_{\text{min}} \) represent the largest and minimum interval T.

The decoding equation derived from Eq. (2) by Eq. (3)

\[
 \text{TR}(t) = \frac{(t_{\text{max}} - t_{\text{min}})(\text{TR}_{\text{max}} - \text{TR}_{\text{min}})}{(t_{\text{max}} - t_{\text{min}})} + \text{TR}_{\text{min}} \quad \ldots \quad (3)
\]

There are two modes for the SNN algorithm. The first is called feed-forward mode where each neuron spikes at each time interval T only once at most times and that happens when the value \( \theta \) is exceeded by the membrane potential \( m \). In the feed-forward mode always begins from hidden layer I and examine neuron \( i \) continuously to check if it is spiked or not. The algorithm uses the next neuron \( i+1 \) when the neuron \( i \) is spiked. The membrane potential \( m_i(t) \) is calculated by the SNN algorithm according to Eq. (4) based on input spikes \( t^H_h \) of neuron \( h \) at input layer H.

\[
 m_i(t) = \sum_{h=1}^{\text{NH}} \sum_{k=1}^{D} w_{hi}^k (t - t^H_h - d^k) \quad \ldots \quad (4)
\]

Where NH: Number of neurons in input layer and D: Number of delayed-synapses per connection

The neuron i is not allowed to spike anymore through the remaining period of time interval T, when the threshold is exceeded at a particular instant t. The neuron i will be reset in next instant \( t+1 \). The same process will be repeated in the output layer J by the algorithm when the second layer’s neurons finished, then the back-propagation phase begins.
The synapses weights of connection is updated when the feed-forward mode has finished. Opposed to feed-forward, the back-propagation begins from output layer and return back to the hidden layer. The synapses of hidden layer will be updated according to Eq. (5).

\[ w_{ik}(t + 1) = w_{ik}(R) - \Delta w_{ik}(R) \quad \ldots \ldots \quad (5) \]

Eq. (6) and Eq. (7) show how the updating of synapses input layer.

\[ \Delta w_{hi}(R) = \eta \cdot \delta_i \cdot y_h^k \quad \ldots \ldots \quad (6) \]

Where \( \eta \): Learning rate, \( \delta_i \): Delta function.

\[ w_{hi}(t + 1) = w_{hi}(R) - \Delta w_{hi}(R) \quad \ldots \ldots \quad (7) \]

If the Root Mean Square Error (RMSE) is more than the allowed value of error, the two phases will be repeated.

The output of the SNN is assigned to estimate the network traffic in next time.

The block diagram of the congestion control unit is cleared in Fig. (5).

![Block Diagram of CCU](image)

**Figure 5:** The block diagram of CCU

Fig. (5) shows that the error which can be used to adjust the weights in SNN can be described in Eq.(3.14) and estimation rate is described by Eq. (8).

\[ Err(t) = TR(t) - B_D \quad \ldots \ldots \quad (8) \]

Where \( B_D \): desired buffer of sink capacity.

The Estimated Traffic Rate \( TR_{estimate} \) is found out from Buffer Occupancy Control (BOC) and SNN is then divided among the active Cluster Heads (CHs) proportionally to rate in previous time to make fairness among clusters. The function of the Rate Adjustment Control (RAC) can be explained in Eq. (9).
\[ TR_{new}(CH_i(t + 1)) = \frac{TR_{estimate}}{\text{number of active } CH} \]  \quad (9)

Where the \( TR_{new}(CH_i(t + 1)) \) is the new TR for each CH, which depends on it, CH determines the number of active sensors in the cluster to avoid congestion in next time.

The new traffic rate is sent to CNU which is taking charge of informing all active clusters of the new TR. Fig. (3) shows the flowchart of the proposed congestion controller in WSN.

Figure 6: Flow Chart diagram of the proposed congestion controller
VI. THE NETWORK DESIGN

The simulation is run with the simulation parameters declared in Table (1). To evaluate the performance under high energy consumption scenario, 100 stationary sensor nodes are randomly placed in (100 meter X 100 meter) with one mobile sink node in the initial location in center of coverage area. Fig.(7) illustrates the model of the 100-nodes in the simulation network. The numbers of active sensors in every cluster are vary depending on the distinct protocol that uses and generates various traffic according to the number of active clusters and active sensors.

| Parameter                  | Measurement          |
|----------------------------|----------------------|
| Ground’s dimensions        | 100 * 100 (m*m)      |
| Number of nodes            | 100                  |
| Number of cluster          | 4                    |
| Node’s inner energy        | 2 Joule              |
| Packet size                | 800 byte             |
| Sink’s buffer size         | 250 packets          |
| Initial location of the Base Station | 50,50 |

VI SIMULATION RESULTS

The Spiking Neural Network Congestion Controller (SNNCC), Artificial Neural Network Congestion Controller (ANNCC) are designed in the mobile sink node, the performance metrics are measured, such as the throughput ratio, PLR, network energy consumption and the Network Life Time (NLT), and compared with network Without Congestion Controller (WCC).

Fig. (8) displays throughput ratio of the network, this figure shows that maximize throughput ratio of the network is achieved using congestion controller in comparison with WCC, this feature is more benefit and it is achieved by decreasing traffic via makes coordination between active sensor and maximum capacity of buffer in sink node to send suitable amount of packets from sensors to the available buffer of the network that lead to reduce packets drop causing
by over load on limited buffer’s sink node. It is also obvious that ANNCC performs well but it hasn’t accuracy like SNNCC. The performance SNNSRCC is very good.

![Comparison throughput ratio of network when two proposed congestion controller are used and without](image1)

Figure 8: Comparison throughput ratio of network when two proposed congestion controller are used and without

PLR was reduced in congestion controller, therefore the buffer overflow will be reduced in buffer of sink node by sending suitable amount of packets from sensors to the available buffer via making sensor nodes that is out of buffer of sink capacity change to inactive mode (sleep), that is clearly noticed in Fig. 9. Clearly, SNNCC and ANNCC perform well but the accuracy is less when it is compared with SNNCC, which has a high performance.

![Comparison PLR of network when two proposed congestion controller are used and without](image2)

Figure 9: Comparison PLR of network when two proposed congestion controller are used and without
The increasing of throughput ratio and the decreasing PLR, will decrease the energy consumption because the dissipated energy for sending packets over the buffer capacity which is reduced. It is clear from Fig. 10 which show that EC, the SNNCC save power and prolong life time to about 1100 round time as represented in Fig. 11.

Figure 10: Comparison Energy Consumption of network when two proposed congestion controller are used and without

Figure 11: Comparison NLT when two proposed congestion controller are used and without
This paper presented the approach to enhance the QoS in WSN by controlling traffic data to avoid congestion in buffer of mobile sink node based on artificial neural network. The QoS in terms of throughput, Packet Loss Ratio (PLR), Network Energy Consumption (NEC) and network life time. The simulation results and discussion show that the throughput is more increased in WSN that using SNNCC that is estimated new traffic based on SNN; that proved it the most accurate than traditional ANN to estimate a new traffic, and PLR is more reduced than the PLR when using ANNCC and without using congestion controller, reducing the PLR means minimize dissipated energy, which in turn saving network energy and prolong network life time when using SNNCC.
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