Structural involvement in the melting of the charge density wave in 1T-TiSe₂
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I. INTRODUCTION

The interplay of electronic and structural order creates a rich playground for the manipulation of properties of condensed matter systems. Indeed, many electronic material properties, such as the macroscopic spin state [1–3] and condensed matter systems. Indeed, many electronic material properties, such as the macroscopic spin state [1–3] and conductivity [4–6], have a strong, often nonlinear dependence on the structural order, represented by local displacements of the ions. This dependence is often ascribed to strong electron-phonon coupling [7,8], where tiny changes in atomic positions significantly alter the electronic landscape and vice versa [9–11]. Disentangling the intrinsic electronic from the structurally induced contributions is hence a complex task. It requires specificity to both orders at a time and energy scale where charge- and phonon-driven processes occur: the (ultrafast) femtosecond regime [1–3,5,7–9,12].

A prominent yet controversial system in which the interplay of electronic and structural order is of particular interest is the transition-metal dichalcogenide, titanium diselenide (1T-TiSe₂). Apart from exhibiting doping [13] and pressure [14] induced superconductivity, it shows a commensurate charge-density wave (CDW) at \( T_c \approx 200 \text{K} \) [15–17]. In its room-temperature (RT) phase, 1T-TiSe₂ has its electron bands at these Fermi pockets present a small (negative) band gap [19,21], causing charge-carrier accumulation [22] and hence an overall semimetal-like material character [19,23,24] [Figs. 1(a) and 1(b)]. Upon cooling below \( T_c \), the initial lattice (\( P_{3m1} \) space group) undergoes a periodic lattice distortion...
(PLD) [25,26] leading to a doubling of the unit cell [Fig. 1(c)] into the $(2 \times 2 \times 2)$ superlattice CDW phase ($P_{1c1}$ space group) [16,25,27]. This structural doubling folds the Fermi pockets on top of each other, leading to a partial opening of the $(p-d)$ gap at $L/\Gamma^*$ [Figs. 1(a) and 1(b)] [28–30] and local distortion of the hybridized orbitals [31]. In short, the phase transition in 1T-TiSe$_2$ hence occurs on (i) the electronic, orbital order connected to the CDW and (ii) the structural order relating to the PLD.

While the general picture of the CDW phase transition may be understood qualitatively, the magnitude of electronic and structural contributions remains controversial. One proposed mechanism involves thermally allowed condensation of free carriers (holes and electrons) to bound “excitonic correlated states” that destabilize the room-temperature crystal structure, in turn inducing the PLD [20,27,32,33]. Indeed, charge screening of excitons by photoinjected carriers has been shown to melt the CDW phase and the associated band folding [28,34], indicating the necessity of excitonic correlations in stabilizing the CDW. However, this proposed Bose-Einstein condensation of excitons [35] into a CDW phase with potentially chiral [36], electronic order [37] is highly controversial and is not fully coherent with other experimental observations [38–41]. An alternative origin is suggested by recent calculations, indicating that the PLD is sufficient to energetically stabilize the CDW state [42] and indispensable to reproduce the electronic band structure [31]. Moreover, the observed mixing of phonon and plasmon excitations at $T_c$ is a strong evidence for electron-phonon-coupling [9,35], pointing towards a prominent role of structural contributions [43–45].

An ideal technique to investigate systems with coupled electronic and structural order, such as 1T-TiSe$_2$, is resonant x-ray diffraction: by tuning the x-ray energy to a core-to-valence electron transition, the polarization dependent scattering cross section is highly sensitive to occupation, geometry, and overall spin of the corresponding valence orbital [46–50]. This becomes especially useful when paired with the ultrashort pulses produced by x-ray free-electron lasers, where an optical laser pump modifies the electronic landscape and a subsequent x-ray pulse probes the change in either orbital [51–53] or structural order [51,54–56], depending on the energy (resonant/nonresonant) or the type of reflection (e.g., charge-symmetry forbidden but orbital allowed). In this work, we use transient resonant/nonresonant x-ray diffraction after near-infrared photoexcitation to disentangle the contributions of structural and orbital order on the melting of the CDW in 1T-TiSe$_2$. We find an excitation fluence regime in which the PLD is destabilized while excitonic correlations persist. Further, the suppression of both structural and orbital order occur significantly faster than expected for a pure charge screening induced suppression of excitonic correlations. Our results suggest that at low excitation fluences, the PLD vanishes faster than the buildup of Coulomb screening causing electronic CDW melting, revealing that the relative roles of structural and electronic contributions in ultrafast CDW melting depend on the optical excitation fluence.

II. EXPERIMENTAL METHODS

The resonant/nonresonant x-ray diffraction experiment was carried out at the EH2 end station of the BL3 beamline at the SACLA x-ray free electron laser [57]. An illustration of the experimental setup is shown in Fig. 2(a). The sample, an ultrathin TiSe$_2$ single crystal [$c$ axis out of plane, 61.9 $\pm$ 0.5 nm thickness—see Figs. 5(a) and 5(c) as well as Appendix A for static sample characterization] in the CDW phase was mounted on a goniometer with a N$_2$ cryostream to stabilize the temperature at approximately 100 K. A slightly focused (300 $\times$ 300 $\mu$m) 35-fs optical pulse with wavelength 800 nm excited the sample with a repetition rate of 15 Hz. The horizontal polarized x-ray beam operating at 30 Hz was focused to a spot size of $10 \times 10 \mu$m$^2$. During the experiment, the angle between the x-ray- and laser beams was kept fixed. To ensure identical excitation conditions, the diffraction geometries for structural and orbital reflection were kept as...
the scattering intensity. The x-ray beam energy was tuned in order to observe a shift of the peak maximum but only a decrease in the scattering peak on the detector, corrected for the fluorescence background. This work come from two-dimensional (2D) integration of the fluctuations in x-ray pulse intensity. The transients shown in this work was measured shot by shot using a transmission-grating based timing tool, which has an accuracy \(<10\) fs [full width at half maximum (FWHM)] [58]. The temporal fingerprint of each shot was then used to rebin all data into 30-fs time segments [59]. In summary, the effective time resolution of the experiment $\Delta t_{\text{eff}}$ has to take into account (i) the optical laser pulse width $t_L = 35$ fs, (ii) the x-ray laser pulse width $t_{\text{x-ray}} = 15$ fs, (iii) the time resolution of the timing tool $\Delta t_{\text{TT}} = 10$ fs, and (iv) the size of data bins $\Delta t_{\text{bin}} = 30$ fs, leading to $\Delta t_{\text{eff}} = \sqrt{t_L^2 + t_{\text{x-ray}}^2 + \Delta t_{\text{TT}}^2 + \Delta t_{\text{bin}}^2} \approx 50$ fs.

In the experiment, the optical (800 nm) laser pulse drives an electronic interband transition in the TiSe$_2$ sample that is in the CDW phase. The excitation injects valence band (Se-VB) electrons from the folded Se 4p orbital as hot carriers into the Ti 3d conduction band (Ti CB). This hot-carrier injection occurs during the pump-pulse duration [28] (here $<35$ fs FWHM). Shifts in plasmon resonance frequency [60], bulk-lattice vibrations [54,60,61], or renormalization of the Ti-CB [34] are observed at slower (50–500 fs) and experimentally observable time scales but depend on the incident laser pump fluence. Indeed, and as we have shown in previous work [60], pump fluences above $0.3 \text{ mJ/cm}^2$ lead to a complete melting of both excitonic and structural order, driven by Coulomb screening-induced exciton breakup. For lower fluences ($<0.3 \text{ mJ/cm}^2$), the excited electron plasma is strongly out of equilibrium while a fingerprint of PLD-induced backfolded acoustic-phonon branches appears unaffected [60]. This fluence regime in which electronic and structural order deviate sets the ideal conditions to disentangle the relationship between CDW and PLD.

### III. RESULTS

We capture the electronic response following excitation by selecting a (0 $k$/2 $l$/2)-type reflection at the Se K-edge resonance [12.652 keV; Fig. 5(b) of Appendix A]. These reflections are space-group forbidden in the RT and CDW phase for Thomson scattering. They are hence sensitive to the Se 4p orbital order, as shown by (i) the resonance behavior at the Se K-edge energy [Fig. 5(b) of Appendix A], (ii) the presence of scattering intensity only in the rotated polarization channel [Fig. 5(c) of Appendix A], and (iii) the absence of scattering above $T_c$ [41]. More precisely, the x-ray resonant process at the K edge represents an excitation of a core-state electron to the intermediate $p$-state and back. This process is only nonzero if the wave functions of the two states overlap. Correspondingly, the probed state of interest in this experiment is a projection onto the 1s Se core state, which will be dominated by the Se 4p orbital character, irrespective of its hybridization, as only the $p$-character projection on the Se position will be probed. Further, the phase of the scattering amplitudes from all spherical/symmetric Se 4p orbital
contributions cancels out, while all noncongruent, aspheric contributions (here at the $P_{34}$ Se1 site at Wyckoff position 12g [62]) remain present, giving rise to the diffraction signal (more details can be found in Ref. [41]). As this Se 4p orbital asphericity is caused by site-specific hole condensation [31], this type of resonant reflection directly measures the CDW-related correlation of bound charges.

Figure 2(b) shows the transient x-ray diffraction (tr-XRD) intensities of the (0 1/2 7/2) orbital reflection. Following the impulsive laser excitation, the diffraction intensity decreases rapidly within <200 fs, reaching almost a complete suppression for an absorbed fluence of 45 $\mu$J/cm$^2$ [see last trace in Fig. 2(b)] [63]. For fluences below 16 $\mu$J/cm$^2$, a recovery on the time scale of approximately >1 ps follows the rapid intensity decrease. For stronger excitations the intensity remains suppressed over the experimental time window—a phenomenon characteristic for phase transitions [64,65]. To quantify these experimental observations, we perform a global fit of the time-dependent order-parameter model [52,64], where the order parameter $\eta$ relates to aspheric contributions of the Se 4p orbital geometry (for details see Appendix B). This orbital asphericity parameter $\eta$ reduces to zero if the absorbed local energy density per volume $n(t)$ exceeds a critical threshold $n_c$orb, such that the orbital symmetry for $n(t)/n_c$orb $> 1$ is the same as found in the RT phase where no excitonic correlations exist. For energy density depth profiles corresponding to selected traces see the right panel of Fig. 2(b).

The experimental data and the model are in excellent agreement [Fig. 2(b)], yielding three significant model parameters. We find an effective optical-absorption length of 34.7 $\pm$ 1.3 nm compared to the literature value of 17 nm [66] (see Fig. 7 in Appendix B for a model refined using the literature value). The discrepancy here is likely due to rapid ballistic transport of hot carriers [34] or possibly nonlinear absorption of the 35 fs (FWHM) pump pulse. The model further yields an exponential recovery constant of $\tau_{rel}$ = 1.08 $\pm$ 0.03 ps, which is in good agreement with electronic thermalization processes [61]. Third, we find complete suppression of the orbital order in the top-most layer for fluences above 12.3 $\pm$ 0.5 $\mu$J/cm$^2$ (Fcorb), which corresponds to a local energy threshold to melt the excitonic order of 1.35 $\pm$ 0.05 meV per Ti atom. Assuming an exponential absorption profile of the laser excitation, this implies that fluences $> 33 \mu$J/cm$^2$ are required to suppress the orbital order of more than 50% of the sample volume. This compares well with the previously (not depth resolved) determined threshold of approximately 40 $\mu$J/cm$^2$ for switching to normal-state conductivity caused by breakup of excitonic correlations [60,61]. This indicates that the observed melting of the Se 4p orbital order is linked to the reduction of the correlated nature of bound holes as breakup of excitonic correlations suppresses hole-induced orbital distortion and hence reduces the aspheric scattering contribution [67].

In order to directly compare melting of the orbital order to dynamics of the PLD, we further acquired nonresonant (12.620 keV) transient tr-XRD traces for a CDW space-group allowed [(h/2 k/2 l/2) type] reflection. This reflection is sensitive to contributions of both A1 $g^*$ and $E_g^*$ modes that soften at the $L$ point during the RT- to CDW-phase transition [68–70], such that the diffraction intensity is zero if the PLD is suppressed.

Figure 3(a) shows the tr-XRD intensities of the (5/2 1/2 3/2) structural peak after excitation. Similar to the orbital reflection shown in Fig. 2(b), the scattering signal decreases rapidly within <200 fs, reaching near complete suppression for fluences at 45 $\mu$J/cm$^2$ [bottom trace in Fig. 3(a)]. Also here, the scattering intensity partially recovers for fluences below 10–16 $\mu$J/cm$^2$, while a slight oscillatory component appears in the 0–400-fs time window for fluences $> 25 \mu$J/cm$^2$. With a further increase in excitation energy above 100 $\mu$J/cm$^2$ [Fig. 3(b)] the oscillatory contribution both increases and becomes more coherent, while shifting in frequency from 2.5 $\pm$ 0.2 to 3.3 $\pm$ 0.2 THz for 107 and 227 $\mu$J/cm$^2$, respectively. On a first glance, these frequencies appear to be in good agreement with the $E_g^*$ (2.2 THz) and A1 $g^*$ (3.4 THz) phonon modes [54,61,68], which are the in-phase and out-of-phase amplitude modes of the CDW phase [71]. This modulation is well represented by a dispersive “phonon” excitation. Yet, both amplitude modes show a significant mode-softening throughout the CDW- to RT-phase transition [69] such that the observed hardening with increasing fluence appears counterintuitive.
The comparison of results obtained from the on- and off-resonance transient data suggests two distinct pathways for melting of structural and orbital order, as evidenced by the different critical thresholds of 0.52 and 1.35 meV/Ti atom, respectively. This difference is found not only in the quantitative model parameters, but also becomes directly apparent in the experimental data, particularly in the 1–1.2-ps time window [gray regions in Figs. 2(b) and 3(a)]. In this time regime (i) oscillatory contributions in the structural response have vanished and (ii) the orbital response is mainly sensitive to the sample fraction with energy densities above $F_{c,orb}$. As the potential walls become steeper with increasing fluence, this $L_2$-mode-related oscillation effectively hardens—a transient analog to the thermal behavior when temperature increases above $T_c$.

IV. DISCUSSION

The comparison of results obtained from the on- and off-resonance transient data suggests two distinct pathways for melting of structural and orbital order, as evidenced by the different critical thresholds of 0.52 and 1.35 meV/Ti atom, respectively. This difference is found not only in the quantitative model parameters, but also becomes directly apparent in the experimental data, particularly in the 1–1.2-ps time window [gray regions in Figs. 2(b) and 3(a)]. In this time regime (i) oscillatory contributions in the structural response have vanished and (ii) the orbital response is mainly sensitive to the sample fraction with energy densities above $F_{c,orb}$. As the potential walls become steeper with increasing fluence, this $L_2$-mode-related oscillation effectively hardens—a transient analog to the thermal behavior when temperature increases above $T_c$.

These results point toward a structurally assisted melting of carrier correlations. Hot-carrier and hole injection distorts the
local energetic landscape [9], causing a structural rearrangement along the $A_{1g}$ trajectory towards the RT phase. Note that this structural rearrangement also occurs for fluences below the orbital threshold $F_{c, Orb}$, in a state where carrier correlations are not yet molten by the pump. As the CDW phase is not stable in the absence of a PLD, the structural movement towards the RT phase lowers the activation barrier for exciton breakup towards the observed threshold through altering the electronic band structure [31]. Surpassing this activation barrier, the melting of carrier correlations initiates a self-amplifying cascade of band-edge renormalization and self-injection through hot-carrier relaxation [34], as evidenced by the nonlinear fluence dependence of the orbital order [Fig. 4(a)].

Indeed, this scenario, in which the absence of the PLD destabilizes excitonic correlations, is plausible only if the transient structural motion is sufficiently fast compared to the competing channel of Coulomb screening [9,28,34]. A comparison of the exponential diffraction intensity drop time $\tau$ of our data with the time constants for the transients of the folded Se $4p$ occupation determined by angle-resolved photoemission spectroscopy (ARPES) [28,34] is shown in Fig. 4(b) (for corresponding fits with the double-exponential model taken from literature [28,34] see Fig. 6(a) of Appendix B and Fig. 10 of Appendix C). Obviously, the orbital and structural responses in the low-fluence regime are significantly faster than the CDW melting processes due to Coulomb screening induced exciton breakup [see that the gray dotted line in Fig. 4(b) for the Fröhlich-law prediction [28,34] lies above our experimental data]. All transients we observe are slower than 75 fs, which corresponds to a quarter oscillation of the $A_{1g}$ soft mode (that is argued to be the bottleneck to switch the lattice from the CDW to the RT phase [61]). These two findings strongly suggest that structural destabilization of the PLD is the dominant, rate-limiting process in the low-fluence regime. For fluences above approximately 20 meV/Ti atom, charge screening is sufficiently fast to outpace the phononic response [28,34], such that the corresponding THz fingerprint remains present despite the absence of excitonic correlations [60]. Indeed, for the highest fluences tested, the coherent oscillations of the structural order with the CDW-associated soft mode implies that the periodicity associated with the PLD remains existing in an oscillatory state before the mode is damped out and the corresponding scattering intensity finally approaches zero. This may explain the observation of persistent buck-folded acoustic-phonon branches in the high excitation regime [60] despite the presence of a structural single-well potential. For fluences below approximately 20 meV/Ti atom, the structural response outpaces the buildup of charge screening, such that removal of the PLD destabilizes excitonic correlations [43,44] and leads to structurally assisted melting of the CDW phase. Finally, and as further affirmation, the here observed melting thresholds of 0.52 and 1.35 meV/Ti atom are close to the predicted energy differences between the structural CDW and RT phases of a few meV/Ti atom [75,76] (particularly when taking the sample temperature of 100 K into account).

On a final note, we point out two crucial aspects to frame the context of our findings. For one, the structural and orbital melting thresholds of 0.52 and 1.35 meV/Ti atom correspond to excitation densities of $1.3 \times 10^{19}$ and $0.5 \times 10^{19}$ photons/cm$^3$ (for comparison: the density of electrons and holes in the CDW pair state is $4.2 \times 10^{19}$ cm$^{-3}$ [77]). This means that at the structural and orbital melting thresholds, a single photon is absorbed in a volume of approximately 350–150 CDW-phase unit cells. For the other, tr-XRD as well as tr-ARPES (as, e.g., used in Refs. [28,34,72]) both measure only long-range ordered phenomena—e.g., a change in the electronic potential or structure of a single unit cell within the absorption volume of 350–150 CDW-phase unit cells would not be detectable. Both of these aspects show that our observations must be seen in a macroscopic context and are hence not directly comparable to microscopic predictions. While, e.g., it has recently been predicted that electronic excitation may destabilize CDW and PLD on the microscopic single unit cell scale [9], we find that the macroscopic phase transition of the bulk sample can either be structurally (low fluence) or electronically (high fluence) dominated. Indeed, this is directly in line with the seminal work by Rohwer et al. [28] on charge-screening induced CDW melting, as buildup of the electron-hole plasma is a macroscopic multibody effect [78].

**V. CONCLUSION**

Our work provides experimental evidence that the PLD is a crucial ingredient in (de)stabilizing the CDW phase in 1T-TiSe$_2$. It is further evident that the kinetics of competing processes seem to determine whether Coulomb screening from injected hot carriers or structural destabilization of the PLD triggers the overall melting of the macroscopic CDW phase. Yet regardless of this initial trigger, our results show that both electronic and structural order melt quasimultaneously, confirming the presence of strong electron-phonon coupling in the 1T-TiSe$_2$ system [9]. Interestingly, the laser excitation appears not to be sufficiently strong to directly drive a macroscopic electronic transition (i.e., Coulomb screening). Yet it may still distort the local electronic potential that stabilizes the PLD, thereby initiating an expanding cascade of electron-phonon-coupling mediated transitions as a macroscopic effect. We anticipate similar, potentially even more drastic, effects within the wide range of compounds that present strong coupling between different orders, such as, e.g., cuprates [4,10,79], other dichalcogenides [6,72,80], (complex) oxides [1,3,81], as well as superlattice [82,83] and spin-ice [84,85] systems.

For the specific system of 1T-TiSe$_2$, our findings open a range of new questions that require further experimental efforts. For one, a detailed fluence dependence over the structurally assisted and the Coulomb screening energy regime would rule out experimental deviations that one may encounter when comparing literature data. Here, particular importance has to be paid to the initial temperature before the excitation, as a change in thermal condition may add an energetic offset and directly affect the correlated carrier concentration [77], which will both likely affect the optical melting threshold. For the other, we note that the structural reflection used in this work is mainly sensitive to in-plane contributions of the $A_{1g}$ mode. Including a reflection with sensitivity to out-of-plane displacements [58] might allow us
to reconstruct the precise PLD trajectory upon destabilization, which would give further insight on electron-phonon-coupling anisotropy [9] and the related phonon-mode overdamping [61].

Experimental and model data are accessible from the Materials Cloud Archive [86].
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APPENDIX A: SAMPLE CHARACTERIZATION

Multiple TiSe2 nanoflake samples were produced by repetitive exfoliation from a bulk single crystal grown by iodine vapor transport. The final sample used for time resolved experiments [size: 400 × 500 μm; thickness = 62 nm; see Fig. 5(a)] was van der Waals bonded to an MgF2 substrate that possesses comparable thermal expansion coefficients and minimizes thermally induced strain on the flake. Static x-ray diffraction to determine the TiSe2 nanoflake thickness was carried out at the X04SA (MS) beamline of the Swiss Light Source (SLS); see Fig. 5(a). Static resonant x-ray diffraction to screen and select appropriate reflections for transient measurements was performed at the I16 beamline of the Diamond Light Source as well as at the P09 beamline at PETRAIII at DESY using samples of up to 5 μm thickness; see Fig. 5(c).

APPENDIX B: FITTING OF ORBITAL ORDER TRANSIENTS

We describe the dynamics of the orbital order using a simplified single time-dependent order-parameter model, which has initially been developed to quantitatively describe arbitrary phase transitions upon excitation [64]. For a detailed model description, we refer the reader to Beaud et al. [64]—the following gives a brief outline necessary to understand the parameters derived in this work. A summary of all model parameters can be found in Table I.

Here, the asphericity parameter η is a direct measure of the Se 4p orbital order in the CDW phase. In the unexcited CDW phase, where the presence of excitonic correlations induces a Se 4p orbital distortion [31], the order parameter is normalized to η = 1. Upon (i) heating the sample above Tc (at approximately 200 K) or (ii) sufficiently strong optical excitation, excitonic correlations, and hence the Se 4p orbital distortion vanish, such that the order parameter η reduces to zero. In quantitative terms, we correlate the order parameter η with the laser-induced energy per volume n: if the deposited energy is above a critical threshold energy n_c,θ, the phase transition from the orbital-ordered (η = 1) to the non-orbital-ordered (η = 0) phase occurs. Following the literature [52,64,65], we formulate this phenomenological correlation according to

\[ η = \left(1 - \frac{\min(n, n_{c,\text{Orb}})}{n_{c,\text{Orb}}}\right)^\frac{α}{β}, \] (B1)
where the exponent $\varepsilon$ determines the scaling relation between the scattering intensity $I$ and the order parameter (note that $I \propto \eta^2$, so $\varepsilon = 0.5$ for a linear dependency). To account for (a) the optical excitation profile and (b) partial recovery of the orbital order within the experimental time window [Fig. 2(b)], we generalize the relation in Eq. (B1) to account for (a) spatial inhomogeneity and (b) time-dependent energy dissipation according to

$$I(t) = \frac{I_0}{\Delta t} \sum_{i=0}^{N} \left( 1 - \frac{\min\left(n_0(t, z_i), n_{c, Orb}\right)}{n_{c, Orb}} \right)^{\varepsilon} = \frac{1}{\Delta t} \sum_{i=0}^{N} \frac{\left( 1 - \frac{\min\left(n_0(t, z_i), n_{c, Orb}\right)}{n_{c, Orb}} \right)^{\varepsilon}}{n_{c, Orb}}.$$

Finally, we correct for the time resolution given by the length of the x-ray probe pulse (15 fs, FWHM) by convolution of each time trace $I(t)/I_0$ with the corresponding Gaussian function.

The results of the orbital order melting dynamics $\tau_{m, Orb}$ for each diffraction transient are shown in Fig. 6(b). Note that the values extracted for $\tau_{m, Orb}$ correspond to the FWHM of the signal drop and are hence not directly comparable to other literature results [28,34] (which are based on a double-exponential model fit where $\tau_{m, Orb}$ denotes a $1/e$ intensity decrease/increase). In order to compare our data to literature, we refitted all data with such a double exponential fit, as shown in Fig. 6(a): a correlation analysis of the FWHM and $1/e$ signal drop times shown in Fig. 6(c) shows a clear linear relation scaling by 0.66 ± 0.10, closely matching the ideal FWHM to $1/e$ conversion factor of 0.67.

Notably, the more complex time dependent order-parameter model from Ref. [56] includes an additional term to describe the time-independent sample response to excitation at infinite time and assuming no heat dissipation [64,65]. Here, this time-independent contribution was always found to be less than 1%, which is why we excluded this contribution from the model as presented above.

It should further be noted that the fitted optical-absorption length $z_a$ of 34.7 ± 1.3 nm is approximately twice as large as suggested in literature (17 nm) [66]. We therefore initially tried to model the experimental data by keeping this parameter fixed to the reported value during the refinement process. While we were able to describe single traces at a time, a global fit of all traces simultaneously never converged to agreement with the full data set. An example of such a local minimum of the fit to the data is shown in Fig. 7.
FIG. 6. Double-exponential model fit of the orbital order XRD transients. (a) Normalized XRD transients of the orbital (0 1/2 7/2) reflection at 12.652 keV (see colored markers for increasing fluence—curves are offset for fluences below 45 μJ/cm² for better visibility) together with the fits (black curves) of the double-exponential model according to literature [28,34]. (b) The parameter of the orbital order melting dynamics $\tau_{m,\text{Orb}}$ as extracted from the single order-parameter model as shown in Fig. 2(b) for different fluences. (c) Correlation analysis of the $\tau_{m,\text{Orb}}$ extracted from the single order-parameter model (vertical axis) and the double-exponential model (horizontal axis). The dashed black line is a linear fit to the data points—the slope corresponds to 0.66 ± 0.10, closely matching the ideal FWHM to $1/e$ conversion factor of 0.67.

FIG. 7. Countermodel fit using literature absorption coefficient of the orbital order XRD transients. Attempt to fit the XRD transients of the orbital reflection with a fixed optical-absorption length according to literature of $z_0 = 17$ nm [66]. While single traces may be relatively well described, an adequate description of the fluence dependence is not possible.

APPENDIX C: MODELING OF STRUCTURAL ORDER TRANSIENTS

We describe the dynamics of the structural order using a phenomenological fluence-dependent double-well potential model [51,73]. For a detailed model description, we refer the reader to Huber et al. [51]—the following gives a brief outline necessary to understand the modeling and the derived parameters in this work. A summary of all model parameters can be found in Table II.

We define a ground-state double-well potential as

$$V(x) = \frac{1}{2}[1 - \eta_{\text{exc}}(t)]x^2 + \frac{1}{4}x^4,$$

(C1)

where the excitation parameter $\eta_{\text{exc}}(t)$ relates to the laser induced suppression of the electronic potential that stabilizes the PLD. In the unexcited (ground) state, the system is separated by a Peierls barrier (at $x = 0$) with potential minima at

| Variable | Unit | Description | Equation |
|----------|------|-------------|----------|
| $n_{c,\text{Str}}$ | meV/Ti atom | critical threshold energy density of the structural order | (C6) |
| $n$ | meV/Ti atom | laser-induced energy density | (C5) |
| $\eta_{\text{exc}}(t)$ | | excitation parameter | (C6) |
| $\tau_{\text{rel},\text{Str}}$ | ps | relaxation-time constant of the orbital order | (C5) |
| $z_0$ | nm | optical-absorption length of the 800-nm pump | (C3) |
| $\tau_L$ | fs | pulse length of the optical laser (35 fs) | (C3) |
| $F$ | J/cm² | absorbed laser fluence | (C3) |
| $\omega$ | THz | ground-state frequency of amplitude mode (3.4 THz) | (C2) |
| $\zeta$ | | phonon mode damping constant | (C2), (C7) |

TABLE II. Overview of all model parameters used to fit the structural order transient dynamics.
x = ±1, corresponding to the equilibrium PLD of the CDW phase. Upon laser-induced hot-carrier injection, we assume a local change in the electronic potential landscape that effectively destabilizes the PLD by reducing (or even inverting) the quadratic contribution in Eq. (C1). The resulting structural motion to re-equilibrate the system towards the new, transient potential minimum along the related coordinate x can then be determined by solving the corresponding equation of motion:

$$0 = \frac{1}{\omega^2} \frac{\partial^2}{\partial t^2} x(t) - \left[1 - \eta_{\text{exc}}(t)\right] x(t) + x(t)^3 + \frac{2 \xi(t)}{\omega} \frac{\partial}{\partial t} x(t).$$

(C2)

Here, \(\omega\) denotes the angular frequency of the motion at the ground-state minima of the double-well potential (for Al\(\omega\): \(\omega = 2\pi f\) with \(f = 3.4\) THz [69,71]) and \(\zeta(t)\) denotes the (fluence and time) dependent damping ratio [61,69,70] [note that for phonons \(\zeta = \gamma(t)/f\), where \(\gamma\) is the phonon damping constant (linewidth) and \(f\) is the mode frequency]. For comparison to experimental data, the change in scattering intensity resulting from this formalism relates to \(I(t)/I_0 \propto |x(t)|^2\), where \(x(t)\) is obtained by solving the differential Eq. (C2) using an ordinary differential-equation (ODE) solver.

Depending on the magnitude of the excitation, one can expect three characteristic phenomena. First, for weak excitation \(\eta_{\text{exc}} < 1\), the potential minima are slightly increased to more positive values, leading to weak amplitude structural oscillations around the ground-state equilibrium position (with angular frequency \(\omega\)). Second, for moderate excitation \(\eta_{\text{exc}} \approx 1\), the potential barrier vanishes such that the ground-state structure is destabilized. Third, for strong excitations \(\eta_{\text{exc}} > 1\), the potential at the ground-state minima overshoots to the opposite side [leading to a \(V(x) > 0\) for all \(x\)] and the potential walls steepen, causing higher oscillation magnitudes and an increase in oscillation frequency (phonon hardening).

Analogous to the case of modeling the orbital order transients, we correct for (a) spatial inhomogeneity and (b) finite temporal duration of the laser excitation by taking into account (a) the optical-absorption length \(z_0 = 35\) nm and (b) the laser pulse length \(t_0 = 35\) fs. Using the absorbed laser fluence \(F\), the initial energy density \(n_0\) at position \(z_i\) is then written as

\[n_0(t, z_i) dz = F \left(1 - e^{-dz/z_0}\right) e^{-z_0/z_0} \times \frac{1}{2} \left[1 + \text{erf}\left(\frac{t \sqrt{\ln 2}}{t_0}\right)\right].\]

(C3)

Based on this temporal and spatial excitation profile, we solve the differential equation of motion in Eq. (C3) for each slice along \(z\) (also here, the 60-nm-thick flake is divided into \(N = 100\) slices of thickness \(dz = 0.6\) nm), yielding the mean displacement \(x_i(t)\) in the \(i\)th layer. We then obtain the change in scattering intensity corrected for spatial excitation inhomogeneity for each fluence as follows:

\[\frac{I(t)}{I_0} = \frac{1}{N} \sum_{i=0}^{N} |x_i(t)|^2.\]

(C4)

Finally, we correct for the time resolution given by the length of the x-ray probe pulse (15 fs, FWHM) by convolution of each time trace \(\frac{I(t)}{I_0}\) with a corresponding Gaussian function.

FIG. 8. Illustration of double-well potential model parameters. (a) Relation between the pump-induced energy density (horizontal axis) and the excitation parameter \(n_{\text{exc}}\), according to the formalism in Eq. (C6). (b) Relation between the pump-induced energy density (horizontal axis) and the damping constant \(\zeta\), according to the formalism in Eq. (C7).

In order to phenomenologically describe the experimental diffraction data, we relate two parameters to the local energy density \(n(t)\): (a) the excitation parameter \(n_{\text{exc}}\) and (b) the damping ratio, which clearly cannot be constant as for low excitation densities the mode is overdamped, whereas the mode is clearly visible at higher densities (see Fig. 3). Therefore, we make both parameters depend on the local, time-dependent energy density \(n_0\) [see Eq. (C5)] via

\[n(t) = n_0(t, z_i) e^{-t/\tau_{\text{rel,Str}}},\]

(C5)

where \(\tau_{\text{rel,Str}}\) denotes the time constant for relaxation back to the initial double-well potential ground state. Regarding (a), we define the mathematical relation describing the excitation parameter \(n_{\text{exc}}\) according to

\[n_{\text{exc}} = \begin{cases} \frac{n(t)}{n_{\text{exc}}(t) - n_{\text{exc}}} & \text{for } n(t) \leq n_{\text{exc,Str}}, \\ 1 & \text{for } n(t) > n_{\text{exc,Str}}. \end{cases}\]

(C6)

A graphical representation of this formalism is shown in Fig. 8(a). In short, the excitation parameter \(n_{\text{exc}}\) scales linearly until the critical energy density \(n_{\text{exc,Str}}\), at which the energy barrier separating the double-well potential has vanished (\(n_{\text{exc}} = 1\)). For higher energy densities, so when the Peierls barriers stabilizing the PLD is suppressed, the excitation parameter \(n_{\text{exc}}\) saturates: it still scales linearly, but with shallower slope [see variable \(\alpha\) in Eq. (C6)].

Regarding (b), the damping ratio \(\zeta(t)\) is described by an exponentially decaying fluence according to

\[\zeta(t) = \zeta_0 + \zeta_1 e^{-n_0(t)}.\]

(C7)

A graphical representation of this formalism is shown in Fig. 8(b). In short, this damping term contains two fluence regimes: (i) a low-fluence overdamped regime (\(\zeta = \zeta_0 + \zeta_1 > 1\)) and (ii) a high-fluence low-damped regime (\(\zeta = \zeta_0 < 1\)), where \(\zeta\) denotes the damping ratio. It should be noted that this mathematical formalism was chosen as simple as possible yet still yielding a best possible phenomenological description of the experimental data.

Given the above relations, we manually optimize model parameters by comparison of model data with all traces as function of laser fluence simultaneously. The resulting time
FIG. 9. Simplified double-well-potential model fit of the structural order XRD transients. Normalized XRD transients of the structural (5/2 1/2 3/2) reflection at 12.620 keV (see colored markers for increasing fluence—curves are offset for fluences below 45 μJ/cm² for better visibility) together with the fits (black curves) of the simplified double-well-potential model. This simplified model uses the same values for \( n_{c,\text{Str}}, \alpha \) and \( \tau_{\text{el,Str}} \) as in Fig. 3, but a constant damping ratio \( \zeta(t) \). While this simpler model reproduces well the low-fluence regime associated with melting of the PLD (a), it does not reproduce the coherent oscillations in the high-fluence regime (b).

Traces together with experimental data are shown in Figs. 3(a) and 3(b). We find best agreement of model and experimental data using a ground-state destabilization energy \( n_{c,\text{Str}} = 0.52 \text{ meV per Ti atom} \) as well as \( \alpha = 25 \) [see Eq. (C6)], \( \tau_{\text{el,Str}} = 1.6 \text{ ps}, \zeta_0 = 0.07, \) and \( \zeta_1 = 1.9 \) [see Eq. (C7)]. Note that the obtained value ground-state destabilization energy \( n_{c,\text{Str}} \) refers to the scenario at which the potential wells have vanished and the PLD is destabilized. For comparison to the literature time-resolved ARPES data [28,34,61] (which probes only the first atomic monolayers), the critical energy is reached in the top-most surface layer at excitation fluences of 4.8 μJ/cm² (0.52 meV per Ti atom).

We emphasize that the presented model was chosen for the best possible description of the experimental data while keeping the model formalisms simple. In this regard, we have to discuss the influence of the phenomenological chosen damping ratio \( \zeta(t) \) [see Eq. (C7)]. To confirm that the critical energy density \( n_{c,\text{Str}} \) associated with suppression of the double-well potential is quantitatively not affected by the choice of this damping term, we simulate the same model [using the same values for \( n_{c,\text{Str}}, \alpha \) and \( \tau_{\text{el,Str}} \) as above] but assuming a constant damping ratio of \( \zeta(t) = 1 \). As seen in Fig. 9, the model still describes well the low-fluence (1 < \( F \) < 20 μJ/cm²) tr-XRD intensities, in which the transition from the PLD stabilizing double-well potential to a parabolic destabilized state occurs. However, it is apparent that this simple model does not reproduce the oscillatory component of the high-fluence (\( F > 30 \mu J/cm^2 \)) tr-XRD intensities [Fig. 9(b)]. In contrast, our more sophisticated formalism [see Eq. (C7)] yields good agreement of the complete data set, including the observed hardening of the A1g* mode with increasing fluence (see Fig. 3), yet the quantitative result related to the critical melting threshold of the PLD \( n_{c,\text{Str}} \) remains consistent (see Fig. 10).
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