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Introduction

Symmetries play a decisive role throughout all areas of physics as they can be exploited to reduce the number of necessary variables and thus simplify the problem at hand. On the mathematical side, this ‘grand theme’ of classical mechanics is implemented by the rich interaction of Lie group theory with symplectic geometry. This fruitful symbiosis finally culminates in the modern formulation of Noether’s theorem and the powerful technique of symplectic reduction.

The aim of this thesis is to carry over these concepts and methods to classical field theory in a mathematically sound framework. In this context, configuration spaces as well as symmetry groups are infinite-dimensional and hence one has to cope with functional analytic caveats. Usually one finds refuge in the well-documented recipe of Sobolev techniques. The spaces under consideration are completed with respect to Sobolev norms and thereby yield Banach spaces, where the classical theory is then applied to construct a weak solution. Given enough regularity one can infer on the smooth case. Not only is the physical significance of weak solutions hardly verifiable but also the Sobolev method presents its own particular challenges. For example, the completion of the diffeomorphism group is no Lie group since the left composition fails to be smooth due to a ‘loss of derivatives’. In conclusion, the finite-dimensional theory generalises relatively straightforward to the Banach setting but often is not directly applicable to concrete problems.
The situation is reversed when smoothness is incorporated right from the beginning. Then the group of diffeomorphism is a genuine Fréchet Lie group, but the general theory faces serious difficulties: The inverse function theorem is not applicable and, closely related, differential equations may have no or infinitely many solutions. Nevertheless, the theorem of Nash and Moser provides remedy for a large subcategory of Fréchet spaces. Based on this celebrated result, the present thesis investigates how the ordinary theory of Lie groups and their actions transfer to the Fréchet setting. The main, original contribution to the long-term aim of a symplectic reduction theory for Fréchet Lie group actions consists in the following general slice theorem:

**Theorem 1.0.1** (Slice theorem)

Let $G$ be a tame Fréchet Lie group and $M$ a tame Fréchet manifold. A tame smooth proper $G$-action $\Upsilon$ has a slice at some point $m \in M$ if the following conditions are fulfilled:

(i) The stabilizer $G_m$ is a tame Fréchet Lie subgroup of $G$ such that the natural projection $G \rightarrow G/G_m$ is a principal $G_m$-bundle.

(ii) The image of $(\Upsilon_m)'_e$ is topologically complemented in $T_m M$.

(iii) Locally, for $g \in G$ near $e$, the derivative $(\Upsilon_m)'_g$ is invertible.

(iv) $M$ carries a $G$-invariant Riemannian metric $g$ such that the exponential map exists and the restriction to the normal bundle, $\exp: NO \rightarrow M$, is a local diffeomorphism at every point of the zero section.

Please note that the theorem in the stated form is not entirely correct since the assumptions partly lack the required mathematical precision, see Theorem 4.4.2 for a rigorous formulation. Nevertheless, the presented theorem visualizes the conditions which are additionally necessary to transfer the finite-dimensional result of Palais to the Fréchet setting.

The thesis is organised as follows. The first two chapters lay the foundations of this work by presenting the differential geometric calculus for locally convex spaces and manifolds. It is here where the reader finds the discussion of the Nash-Moser theorem. Subsequently, the exposition works towards the above mentioned slice theorem and finally culminates in its proof. To illustrate how the general statement is applied to
concrete problems, the case of gauge theory is exemplarily investigated in Chapter 6. Thereby, the existence of slices for the action of the gauge transformation group on the space of connections is established.

Interposed in this Lie group-focused material, the second pillar of symplectic reduction is studied, namely symplectic geometry and the notion of the momentum map. Usually, the symplectic formulation of field theory is approached using the instantaneous formalism, where covariance is manifestly broken by decomposing spacetime $M = T \times \Sigma$ in temporal and spatial directions. Instead, Chapter 5 presents a novel covariant ansatz, which is based on the following fundamental concept: the field degrees of freedom $\mathcal{F}$ and spacetime $M$ are incorporated into the space $\mathcal{F} \times M$ and all objects under considerations live directly on this product. In particular, the introduced formalism places all spacetime symmetries on an equal footing regardless whether they are spatial or not.
Locally convex spaces

This chapter develops the fundamental concepts needed for the study of differential geometric aspects in infinite dimensions. First, the notion of a locally convex space is introduced and its topological properties are investigated. The emphasis here lies on similarities and differences to the well-known category of Banach spaces. Then the focus shifts to differential and integral calculus, where one realizes that many known facts can be transferred to this new setting with only slight adaptations. Finally, the failure of the inverse function theorem and its replacement by the seminal theorem of Nash and Moser in the category of tame Fréchet spaces is discussed.

2.1. Topological preliminaries

This section is not meant to aggregate all known facts about locally convex spaces but instead is supposed to give a rather broad overview and to lay a conceptual and notational basis. Details and further information are covered in [MV92; Jar81; Rud73].

The core of functional analysis is formed by the study of function spaces and the maps between them. A reasonable topology on $C^\infty(M)$ should reflect the fact that two functions are ‘near’ to each other if not only their image is comparable but also the
higher derivatives show a similar behaviour. Thus \( C^\infty(M) \) is topologized by infinitely many norms and not by a single one. After recognizing that these norms are actually not positive definite, one is led to the following generalization.

**Definition 2.1.1**
Let \( X \) be a vector space over \( \mathbb{R} \). A non-negative function \( \| \cdot \| : X \rightarrow \mathbb{R} \) is called a **seminorm** if the following conditions hold:

(i) absolute homogeneity: \( \| \lambda x \| = |\lambda| \| x \| \), for \( \lambda \in \mathbb{R}, x \in X \)

(ii) triangle inequality: \( \| x + y \| \leq \| x \| + \| y \| \), for \( x, y \in X \)

In the following, all Greek indices are understood to be elements of some fixed, but not necessarily countable ‘index set’. A family of seminorms \( \| \cdot \|_\alpha \) is a **directed fundamental system** if every two seminorms can be estimated by a third one, that is, for all \( \alpha \) and \( \beta \) there exist \( \gamma \) and some constant \( C \in \mathbb{R} \) such that \( \| \cdot \|_\alpha + \| \cdot \|_\beta \leq C \| \cdot \|_\gamma \). Moreover, an **increasing fundamental system** is a countable family fulfilling \( \| \cdot \|_n \leq \| \cdot \|_{n+1} \).

Note that, for a seminorm, \( \| x \| = 0 \) does not necessarily imply \( x = 0 \), but when this condition holds a seminorm is a norm. A directed fundamental system \( \| \cdot \|_\alpha \) of seminorms defines a topology on \( X \) by declaring the tubes\(^\dagger\)

\[
U_{\alpha,\epsilon} := \{ x \in X : \| x \|_\alpha < \epsilon \}
\]

to form a 0-neighbourhood base. Equivalently, \( X \) carries the natural initial topology with respect to the family of seminorms.

**Example 2.1.2** (Smooth functions)
Let \( U \subseteq \mathbb{R} \) be an open subset. On the space \( C^\infty(U) \) of smooth real-valued functions a convenient topology is induced by seminorms

\[
\| \phi \|_{K,k} := \sup_{x \in K} \left| \frac{d^i \phi}{dx^i}(x) \right| \quad \text{for} \ \phi \in C^\infty(U), k \in \mathbb{N}, K \subseteq U \text{ compact}.
\]

This example will be extended in Section 3.7 to sections of fibre bundles.\(^\diamond\)

\(^\dagger\)As \( \| \cdot \|_\alpha \) is not necessarily positive definite, the usual \( \epsilon \)-ball is merely a tube extending to infinity in the direction of the kernel.

---

*Topological preliminaries*
A real\textsuperscript{1} vector space together with a Hausdorff topology generated by seminorms is a topological vector space and is called a \textbf{locally convex space}. The name arises from the convexity property of $U_{\alpha,\varepsilon}$, which is a direct consequence of the triangle inequality.

The following proposition collects additional properties of $U_{\alpha,\varepsilon}$ and gives a more geometrically characterization of locally convex spaces by their 0-neighbourhoods.

\begin{proposition}
Let $(X, \| \cdot \|_\alpha)$ be a locally convex space. There exists a 0-neighbourhood base $U$ such that its members $U \in U$ possess the following properties:

(i) Convex: The straight line connecting every two points in $U$ lies completely in $U$.

(ii) Absorbing: For every $x \in X$ there exists $\lambda > 0$ with $\lambda \cdot x \in U$.

(iii) Balanced: $\eta \cdot U \subseteq U$ for every $|\eta| \leq 1$.

Conversely, for every subset $V \subseteq X$, $0 \in V$, with these properties the Minkowski functional

$$
\|x\|_V = \inf \{ \kappa \in \mathbb{R} : x \in \kappa \cdot V \}
$$

is a seminorm. Thus a topological vector space with a 0-neighbourhood base $V$ consisting of convex, absorbing and balanced subsets $V$ is a locally convex space $(X, \| \cdot \|_V)$. The seminorms $\| \cdot \|_V$ induce a topology, which is equivalent to the original one. \hfill \Box

\textbf{Proof:}

The above constructed $\varepsilon$-tubes $U_{\alpha,\varepsilon}$ are clearly absorbing and balanced due to the absolute homogeneity of seminorms. Convexity was already noted. Conversely, for an absorbing $V$ containing 0 the Minkowski functional is well-defined and finite. As $\| \cdot \|_V$ is homogeneous for positive scalars it is enough to show $\| -x \|_V = \| x \|_V$. But this obviously holds because $V$ is balanced. In order to prove the triangle inequality fix $x, y \in X$ and let $\varepsilon > 0$ be arbitrary. There exists $\lambda, \eta > 0$ with $x/\lambda, y/\eta \in V$ and $\lambda < \| x \|_V + \varepsilon$, $\eta < \| y \|_V + \varepsilon$. Since $V$ is convex

$$
\frac{x + y}{\lambda + \eta} = \frac{\lambda}{\lambda + \eta} \frac{x}{\lambda} + \frac{\eta}{\lambda + \eta} \frac{y}{\eta} \in V
$$

\footnote{In the following only vector spaces over the real numbers are considered, though almost all results extend also to the complex case.}

\textsuperscript{1}In the following only vector spaces over the real numbers are considered, though almost all results extend also to the complex case.
and thus $\|x + y\|_V \leq \lambda + \eta < \|x\|_V + \|y\|_V + 2\varepsilon$. Now the triangle inequality follows by arbitrariness of $\varepsilon$. By

$$\{ x \in X : \|x\|_V < 1 \} = \hat{V} \subseteq V \subseteq \bar{V} = \{ x \in X : \|x\|_V \leq 1 \}$$

the topology generated by the seminorms is equivalent to the original one. $\Box$

Despite this one-to-one relation, seminorms are often easier to work with because many well-known topological concepts can be conveniently expressed in terms of them.

**Proposition 2.1.4**

Let $(X, \|\cdot\|_\alpha)$ and $(Y, \|\cdot\|_\beta)$ be locally convex spaces. The following holds:

(i) Another directed fundamental system $\|\cdot\|_\gamma$ of seminorms on $X$ generates an equivalent topology if and only if

for every $\alpha$ there exist some $\gamma$ and $C > 0$ such that $\|\cdot\|_\alpha \leq C\|\cdot\|_\gamma$ and

for every $\gamma$ there exist some $\alpha$ and $D > 0$ such that $\|\cdot\|_\gamma \leq D\|\cdot\|_\alpha$.

(ii) $X$ is a Hausdorff space if and only if $\|x\|_\alpha = 0$ for all $\alpha$ implies $x = 0$.

(iii) A net $(x_\iota)$ in $X$ converges to $x \in X$ if and only if $\|x_\iota - x\|_\alpha \xrightarrow{\iota} 0$ for all $\alpha$.

(iv) A net $(x_\iota)$ in $X$ is a Cauchy net if and only if it is Cauchy in each seminorm. That is, for every $\varepsilon > 0$ and each $\alpha$ there exists an index $\iota_0$ such that for $\mu, \nu > \iota_0$:

$$\|x_\mu - x_\nu\|_\alpha < \varepsilon.$$

(v) A linear map $T : X \rightarrow Y$ is continuous if and only if for every $\beta$ there exist $\alpha$ and $C > 0$ such that $\|Tx\|_\beta \leq C\|x\|_\alpha$ for all $x \in X$. $\Diamond$

The proof is immediate from the definitions. The proposition uses the notion of nets instead of the more handy concept of sequences since countability of the index set of sequences is too weak to characterize topological properties in spaces which are not first-countable. The following theorem expands on this remark.
Theorem 2.1.5
For every locally convex space $X$ the following are equivalent:

(i) $X$ has a countable 0-neighbourhood, equivalently, it is first-countable.

(ii) The topology on $X$ can be generated by a countable family of seminorms.

(iii) $X$ is metrizable. The metric $d: X \times X \to \mathbb{R}$ can be chosen to fulfil:

- $d$ is invariant under translations: $d(x + z, y + z) = d(x, y)$.
- $d$ has the same Cauchy-sequences as the original topology, thus completeness as a topological vector space coincides with completeness as a metric space.

Proof:
The equivalence of (i) and (ii) follows from the above discussed bijective correspondence between seminorms and convex, absorbing, balanced 0-neighbourhoods through the Minkowski functional (see Proposition 2.1.3).

For countably many seminorms it is easily observed that the metric

$$d(x, y) := \sum_{n=1}^{\infty} 2^{-n} \frac{\|x - y\|_\alpha}{1 + \|x - y\|_\alpha}$$

has all the claimed properties. Conversely, the balls $B_n := \{ x \in X : d(0, x) < 1/n \}$ form a 0-neighbourhood base indexed by the natural numbers.

Definition 2.1.6
A complete, metrizable, locally convex space is called a Fréchet space. Furthermore, a graded Fréchet space is a Fréchet space together with a fixed increasing fundamental system of seminorms.

Example 2.1.7 (Smooth functions)
The space of smooth functions $C^\infty(U)$ on an open subset $U \subseteq \mathbb{R}$ is the prime example of a Fréchet space. Recall from Example 2.1.2 that the seminorms

$$\|\phi\|_{K,k} := \sup_{x \in K \atop i \leq k} \left| \frac{d^i \phi}{dx^i}(x) \right|$$

for $\phi \in C^\infty(U), k \in \mathbb{N},$ compact $K \subseteq U$. 
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define a locally convex topology on $C^\infty(U)$. All defining Fréchet properties are easily seen, except metrizability which needs a few explanatory words. The decisive technical ingredient is delivered by a countable exhaustion of $U$ with compact sets. This is a countable family $(K_n)$ of compact subsets $K_n \subseteq U$ such that every $K_n$ lies in the interior of its successor $K_{n+1}$ and the union of all $K_n$ yields $U$. Such a system always exists (for finite-dimensional manifolds) and has the property that every other compact subset $K \subseteq U$ is contained in some $K_n$. Thus the collection $\|\cdot\|_{K_n,k}$ is a countable collection of seminorms equivalent to the original one (since every $\|\cdot\|_{K,k}$ is dominated by some $\|\cdot\|_{K_n,k}$).

The fact that the topology on a Fréchet space, or more generally a locally convex space, is defined by a family of seminorms suggests to think of such spaces as a collection of semi-normed spaces. In fact, one can mathematically substantiate this intuition by considering limits of topological spaces.

**Definition 2.1.8**

Let $X_\alpha$ be a family of topological vector spaces indexed by some directed set. For $\alpha < \beta$ let $\Psi_{\alpha\beta} : X_\beta \to X_\alpha$ be continuous linear maps, which will be named bonding maps. If the diagram on the right commutes for every $\alpha < \beta < \gamma$, then the tuple $(X_\alpha, \Psi_{\alpha\beta})$ is called an **inverse directed system**.

The inverse limit of an inverse system is defined to be the set

$$\varprojlim X_\alpha := \left\{ (x_\alpha) \in \prod X_\alpha : \Psi_{\alpha\beta}(x_\beta) = x_\alpha \text{ for } \alpha < \beta \right\}$$

equipped with the initial topology with respect to the natural projections $\Psi_{\alpha} : \varprojlim X_\alpha \hookrightarrow \prod X_\alpha \xrightarrow{pr_\alpha} X_\alpha$. 

$\diamondsuit$
Corollary 2.1.9 (Universal property)

Let $Y$ be a topological space and $f_{\alpha}: Y \to X_{\alpha}$ continuous maps which are compatible with a given inverse system $(X_{\alpha}, \Psi_{\alpha\beta})$, that is, $f_{\alpha} = \Psi_{\alpha\beta} \circ f_{\beta}$ for all $\alpha < \beta$. There exists a unique continuous map $f: Y \to \lim\limits_{\alpha < \beta} X_{\alpha}$ making the diagram on the right commutative for all $\alpha < \beta$. Moreover, the resulting map $f$ inherits a possible linearity from the defining maps.

Proof:

The universal property of the product $\prod X_{\alpha}$ directly translates to the inverse limit due to the compatibility condition on $f_{\alpha}$.

If all spaces $X_{\alpha}$ in an inverse system are Hausdorff, so is their product and hence the inverse limit is a closed subspace of $\prod X_{\alpha}$. This directly implies that the inverse limit of complete Hausdorff spaces is again complete. Furthermore, in the category of locally convex spaces the limit space carries compatible seminorms explicitly given by composing seminorms on the building blocks with the corresponding projections. In particular, the limit of countably many metrizable spaces is metrizable as well.

Theorem 2.1.10 (Locally convex spaces as inverse limits)

The following holds:

- Every locally convex space is topologically isomorphic to a dense subset of an inverse limit of Banach spaces.
- Every metrizable locally convex space is topologically isomorphic to a dense subset of an inverse limit of countably many Banach spaces.
- Every complete locally convex space is topologically isomorphic to an inverse limit of Banach spaces.
- Every Fréchet space is topologically isomorphic to an inverse limit of countably many Banach spaces.

The building blocks of these inverse systems are often called local Banach spaces.
Proof:
Let \((X, \|\cdot\|_\alpha)\) be a locally convex space. Due to the absolute homogeneity and the triangle inequality the kernel \(\text{Ker}_\alpha\) of \(\|\cdot\|_\alpha\) is a linear subspace of \(X\) and \(p_\alpha([x]_\alpha) \equiv p_\alpha(x + \text{Ker}_\alpha) := \|x\|_\alpha\) is a well-defined norm on \(X/\text{Ker}_\alpha\). Hence the completion \(X_\alpha\) of this quotient space is a Banach space. The projection \(X \to X/\text{Ker}_\alpha\) induces a linear, continuous map \(\Psi_\alpha: X \to X_\alpha\). To complete the construction of the inverse system, define the partial order \(\alpha \leq \beta\) if and only if \(\|\cdot\|_\alpha \leq \|\cdot\|_\beta\). Then \(\text{Ker}_\alpha \supseteq \text{Ker}_\beta\), so that the assignment \([x]_\beta \mapsto [x]_\alpha\) defines a linear, continuous map \(\Psi_{\alpha\beta}: X_\beta \to X_\alpha\). Now it is easy to see that \((X_\alpha, \Psi_{\alpha\beta})\) is indeed an inverse system, which is countable for metrizable spaces \(X\).

By construction the family \(\Psi_\alpha\) is compatible with the inverse system and thus by Corollary 2.1.9 defines a linear, continuous map \(\Psi: X \to \varprojlim X_\alpha\). Moreover, \(\Psi\) is injective because \(X\) is a Hausdorff space and so the only point lying in the kernel of all defining seminorms is 0 (see Proposition 2.1.4 (ii)). Thus it is left to show that \(\Psi(X)\) is dense in \(\varprojlim X_\alpha\). But this follows from the fact that for every 0-neighbourhood \(U \subseteq \varprojlim X_\alpha\) there exists a 0-neighbourhood \(V \subseteq X_\alpha\) (for some \(\alpha\)) such that \(\Psi^{-1}_\alpha(V) \subseteq U\) and since \(\Psi_\alpha(X) = X/\text{Ker}_\alpha\) is dense in \(X_\alpha\) (by the definition of completion).

Example 2.1.11 (Smooth functions)
Consider the space of smooth functions on an open subset \(U \subseteq \mathbb{R}\) equipped with the Fréchet topology discussed in Example 2.1.2. The previous theorem renders \(C^\infty(U)\) as an inverse limit of the spaces \(C^k(U)\) with their usual \(C^k\)-norms. Due to the Sobolev inequalities an equivalent topology is induced by the usual Sobolev seminorms (see Section 3.7 for an explicit formula). This observation results in the Sobolev chain \(C^\infty(U) = \lim H^k(U)\).

The representation of Fréchet spaces as an inverse limit of countably many Banach spaces is a valuable tool for transferring well-known theorems to this new context (the prime example being the Nash-Moser-Theorem discussed in Section 2.3). In a related approach one first studies the problem at hand on suitable Banach spaces and then tries to glue them together. For example, regularisation of a Sobolev-solution of a partial differential equation equates roughly speaking to proving compatibility with the inverse system \(H^k(U)\).
Unfortunately, the category of Fréchet spaces has the big drawback of not being closed under dualizing (this observation is probably due to Grothendieck [Gro54]). Therefore dual spaces, and more generally spaces of linear maps, will be avoided in the development of differential calculus.

**Theorem 2.1.12 ([Köt69, Proposition 29.1.7])**

The strong\footnote{The strong topology on the dual space $F'$ is the topology $b^*$ of uniform convergence on bounded subsets generated by the seminorms $p_M(\xi) := \sup_{x \in M} |\xi(x)|$. Here, $M \subseteq F$ runs through the bounded subset, that is, each generating seminorm is bounded on $M$.} dual $(F', b^*)$ of a Fréchet space $F$ is metrizable if and only if $F$ is normable. In particular, duals of non-Banach Fréchet spaces are not Fréchet. \hfill \Diamond

**Proof:**

The idea is to prove that the strong double dual $(F'', b^{**})$ is normable. From this the claim follows, since $F \subseteq F''$ and the subspace topology induced from $b^{**}$ coincides with the original topology on $F$ [MV92, Theorem 23.23].

Let $\|\cdot\|_k$ be a countable directed fundamental system of seminorms with associated unit tubes $U_k$. The polars $\hat{U}_k := \{ \xi \in F' : |\xi(x)| \leq 1 \text{ for } x \in U_k \}$ constitute a family of bounded subsets of $F'$ absorbing all other bounded subsets, i.e. for every bounded subset $\hat{B} \subseteq F'$ there exist a $k$ and $\eta > 0$ with $\hat{B} \subseteq \eta \cdot \hat{U}_k$. This fact is proven in [MV92, Lemma 25.5] by appealing to the Banach-Mackey theorem.

Assume that $F'$ is metrizable, then there exist a countable 0-neighbourhood basis of convex and absorbing subsets $V_k$. For each $k$, choose $\lambda_k > 0$ such that $\lambda_k \cdot \hat{U}_k \subseteq V_k$, which is possible because the polars are bounded. Now the set $B := \bigcup_k \lambda_k \cdot \hat{U}_k$ is a bounded set absorbing all $\hat{U}_k$ and thus all other bounded subsets. This has the consequence that the seminorms $\|y\|_k := \sup_{\xi \in \hat{U}_k} |y(\xi)|$ defining the strong topology $b^{**}$ on the double dual $F''$ degenerate to a single norm. This completes the proof. \hfill \Box

An intuitively appealing way to make the previous theorem plausible resorts to the inverse limit representation of Fréchet spaces. Taking the dual of the inverse system of local Banach spaces results in a direct system (roughly speaking, an inverse system with reversed arrows). Thus a complete, metrizable dual is a countable inverse and direct limit at the same time, which is only possible if both families are finite and hence Banach spaces. However this argument is only completely valid for a subclass of Fréchet spaces. It implicitly requires that the topology induced from the direct system
Integral and differential calculus

equals the strong topology, which only holds for so called distinguished Fréchet spaces (see [MV92, Remark 25.13]).

2.2. Integral and differential calculus

Closely following the spirit of variational calculus, this section develops the integral and differential calculus for mappings between arbitrary locally convex spaces. An extensive discussion was given by Hamilton [Ham82] in the case of Fréchet spaces and later generalized to sequentially complete locally convex spaces [Mil84]. Recently, Glöckner [Glö01] observed that the same argumentation holds without any completeness condition. The following presentation is based on the just mentioned references.

The fundamental theorem of calculus is the pillar on which the remaining theory rests and thus the theory of integration in locally convex spaces is developed first. The weak integral generalizes the idea to integrate vector-valued functions component-wise, just that now linear, continuous functionals play the role of components.

Definition 2.2.1

Let \( \gamma: \mathbb{R} \supseteq [a, b] \to X \) be a continuous curve in a locally convex space \( X \). If there exists an element of \( X \), denoted by \( \int_a^b \gamma(t) \, dt \), such that

\[
\left\langle \xi, \int_a^b \gamma(t) \, dt \right\rangle = \int_a^b \left\langle \xi, \gamma(t) \right\rangle \, dt \quad \text{for all } \xi \in X',
\]

then it is called the Gelfand-Pettis or weak integral of \( \gamma \). In this case, \( \gamma \) is called weakly integrable. Here, \( \left\langle \cdot, \cdot \right\rangle \) denotes the dual pairing.

If the integral exists, then it is uniquely defined since the linear continuous functionals separate points in \( X \) by the Hahn-Banach theorem [MV92, Theorem 22.12]. Existence is ensured for sequentially complete spaces, since in that case every weak integral can be obtained as the limit of Riemann partial sums (see [Glö05, Proposition 1.1.12]).
Definition 2.2.2
A continuous curve $\gamma: \mathbb{R} \supseteq I \to X$ defined on a (non-empty) open subset $I$ is called **continuously differentiable** or $C^1$ if the limit

$$\gamma'(t) := \lim_{h \to 0} \frac{\gamma(t + h) - \gamma(t)}{h}$$

exists for all $t \in I$ and the assignment $\gamma': t \mapsto \gamma'(t)$ is continuous on $I$. ♦

Theorem 2.2.3 (Fundamental theorem of calculus)
Let $X$ be a locally convex space. The following holds:

(i) For every continuously differentiable curve $\gamma: I \to X$ with $[a,b] \subseteq I$:

$$\gamma(b) - \gamma(a) = \int_a^b \gamma'(t) \, dt.$$  

In particular, the weak integral $\int_a^b \gamma'(t) \, dt$ exists.

(ii) Let $\gamma: [a,b] \to X$ be a continuous curve. If the weak integral $\Gamma(t) := \int_a^t \gamma(s) \, ds$ exists for every $t \in [a,b]$, then $\Gamma$ is a continuously differentiable curve and fulfills $\Gamma'(t) = \gamma(t)$. ♦

Proof:

(i) Let $\xi \in X'$ be arbitrary. Then a simple calculation using linearity and continuity of $\xi$ shows that $\xi \circ \gamma$ is a $C^1$-curve in $\mathbb{R}$,

$$\langle \xi \circ \gamma', \xi \rangle = \lim_{h \to 0} \frac{\langle \xi, \gamma(t + h) \rangle - \langle \xi, \gamma(t) \rangle}{h} = \langle \xi, \lim_{h \to 0} \frac{\gamma(t + h) - \gamma(t)}{h} \rangle = \xi \circ \gamma'.$$

By resorting back to the ‘ordinary’ fundamental theorem of calculus one has

$$\langle \xi, \gamma(b) - \gamma(a) \rangle = \langle \xi \circ \gamma, (b) \rangle - \langle \xi \circ \gamma, (a) \rangle = \int_a^b \langle \xi \circ \gamma', t \rangle \, dt = \int_a^b \langle \xi, \gamma'(t) \rangle \, dt.$$  

Hence $\gamma(b) - \gamma(a)$ fulfills the defining relation of the Pettis integral $\int_a^b \gamma'(t) \, dt$. 
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(ii) As this result is not needed in the following, but its proof requires additional preparation, the reader is referred to [Glö05, Proposition 1.1.9].

Before proceeding to differential calculus, a few properties of integration are collected for later use.

**Proposition 2.2.4**

Let $X$ be a locally convex space. Suppose the continuous curves $\gamma$ and $\eta$ in $X$ are weakly integrable on $[a, b]$ with $b > a$. Then,

(i) **(Linearity)**

$\gamma + c \cdot \eta$ is weakly integrable for all $c \in \mathbb{R}$ and

\[
\int_a^b (\gamma(t) + c \cdot \eta(t)) \, dt = \int_a^b \gamma(t) \, dt + c \int_a^b \eta(t) \, dt.
\]

(ii) **(Mean value theorem)**

\[
\frac{1}{b - a} \int_a^b \gamma(t) \, dt \in \overline{\text{co}}(\text{Im} \gamma).
\]

The closed convex hull $\overline{\text{co}} A$ of a subset $A \subseteq X$ is the smallest closed convex subset of $X$ containing $A$.

(iii) for every continuous seminorm $\| \cdot \|$ on $X$,

\[
\left\| \int_a^b \gamma(t) \, dt \right\| \leq (b - a) \cdot \max_{t \in [a, b]} \| \gamma(t) \|. \tag{2.2.1}
\]

**Proof:**

(i) Follows directly from the definition, since $\xi$ and the one-dimensional Riemann integration are linear.
(ii) The proof is by contradiction, so assume \( \int_a^b \gamma(t) \, dt \notin \overline{\text{co}}(\text{Im} \gamma) \). Then by the Hahn-Banach separation theorem [Glö05, Theorem B.5.8] there exist \( \xi \in X' \) and \( \varepsilon > 0 \) such that
\[
\langle \xi, \overline{\text{co}}(\text{Im} \gamma) \rangle + \varepsilon \leq \langle \xi, \int_a^b \gamma(t) \, dt \rangle.
\]
In particular, the image of \( \gamma \) can be separated from the integral in an analogous way. Using this inequality, integration yields
\[
\int_a^b \langle \xi, \gamma(t) \rangle \, dt = \int_a^b \langle \xi, \gamma(t) \rangle \, dt \leq \langle \xi, \int_a^b \gamma(t) \, dt \rangle - (b - a) \cdot \varepsilon
\]
and thus the desired contradiction by recalling \( b > a \).

(iii) Note that \( \{ x \in X : \| x \| \leq \max_{t \in [a,b]} \| \gamma(t) \| \} \) is a closed convex set containing \( \text{Im} \gamma \). The claim is now a consequence of the above mean value theorem. \( \square \)

**Proposition 2.2.5** (Continuity of parameter-dependent integrals)

Let \( X \) be a locally convex space and \( \gamma : I \times [a,b] \to X \) a continuous map, which describes a family of curves \( \gamma(s,\cdot) \) parametrized by an interval \( I \subseteq \mathbb{R} \). Furthermore, suppose that \( \gamma(s,\cdot) \) is weakly integrable for all \( s \in I \). Then the map
\[
I \ni s \mapsto \int_a^b \gamma(s,t) \, dt \in X
\]
is continuous. \( \diamond \)

**Proof:**

Let \( \| \cdot \| \) be a defining seminorm on \( X \) and \( \varepsilon > 0 \). By the above inequality (2.2.1) one estimates
\[
\left\| \int_a^b \gamma(s,t) \, dt - \int_a^b \gamma(s_0,t) \, dt \right\| \leq (b - a) \max_{t \in [a,b]} \| \gamma(s,t) - \gamma(s_0,t) \|
\]
Hence it is enough to find an upper bound for the second term to conclude continuity of the parametrized integral at \( s_0 \in I \). Denote by \( t_0 \in [a,b] \) the point where the maximum is attained. Since \( \gamma(\cdot, t_0) \) is continuous at \( s_0 \), there exists for every \( \tilde{\varepsilon} > 0 \) a \( \delta > 0 \) such that 
\[
\| \gamma(s,t_0) - \gamma(s_0,t_0) \| < \tilde{\varepsilon}
\]
holds for \( |s - s_0| < \delta \). Now the choice \( \tilde{\varepsilon} = \varepsilon / (b - a) \) completes the proof. \( \square \)
As already indicated, the definition of the derivative is roughly along the lines of variational calculus.

**Definition 2.2.6**
Let $X$ and $Y$ be locally convex spaces and $U \subseteq X$ a open subset. For a continuous map $f: U \to Y$ the Gâteaux derivative at $x \in U$ in the direction $h \in X$ is defined to be

$$(df)_x(h) := \lim_{t \to 0} \frac{f(x + th) - f(x)}{t} \in Y.$$ 

If the limit exists for all $h \in X$, the function $f$ is differentiable at $x \in U$. A function differentiable at every point of $U$ is simply called differentiable.

A continuously differentiable or $C^1$ function $f$ is by definition differentiable in $U$ and the derivative as a map $df: U \times X \to Y$ is continuous. The higher derivatives are obtained recursively

$$(d^nf)_x(h_1, \ldots, h_n) := \lim_{t \to 0} \frac{(d^{n-1}f)_x(h_1, \ldots, h_n-1) - (d^{n-1}f)_x(h_1, \ldots, h_{n-1})}{t} \in Y.$$ 

and $f$ is called of class $C^n$, if all limits exists and $df: U \times X \to Y$ is a $C^{n-1}$ map. A map is smooth if it is of class $C^n$ for all $n \in \mathbb{N}$. $\diamond$

**Remarks 2.2.7**

(i) In the above definition the function is required to be continuous, which in contrast to the Banach case does not immediately follow from the existence of the differential quotient. This is seen by noticing the existence of discontinuous linear maps and on the other hand that all linear maps are differentiable.

Nevertheless, continuity of the derivative $df: U \times X \to Y$ is strong enough to ensure continuity of $f$, see [Nee06, Lemma II.2.3 (iii)].

(ii) In the context of Banach spaces this notion of continuous differentiability is strictly weaker than the standard $C^1_{\text{Banach}}$ property, where the map $U \ni x \mapsto (df)_x \in (L(X,Y), \| \cdot \|_{\text{op}})$ is required to be continuous. See Neeb [Nee06, Example I.6] for a $C^1$ function violating the latter condition. However, $C^2$ implies $C^1_{\text{Banach}}$ and thus the notion of smoothness coincides in both approaches [Nee06, Remark I.2.2].
(iii) Once one leaves the secure realm of Banach spaces, the number of admissible and in some sense natural definitions of continuous differentiability are increased by many orders of magnitude. Keller [Kel74] reviews 9 different variations of $C^1$-maps which at least collapse to three inequivalent notions of smoothness in Fréchet spaces (6 for arbitrary locally convex spaces). Let alone the 25 different formulations of the first derivative discussed in [AS68].

In particular, the ‘convenient setting’ developed in [KM97] is to be pointed out, since it has the advantage to form a cartesian closed category. But the technical avail comes at the cost that convenient smooth maps are not necessarily continuous. Thus, for example, insights from topological group theory are not available in this context.

The approach to differential calculus given in this work was first established by Michal [Mic38] and Bastiani [Bas64] and has since then proven itself reliable for global analytic problems. It is also the calculus used by Hamilton [Ham82], Milnor [Mil84], and Neeb [Nee06].

\[\diamond\]

**Proposition 2.2.8** (Properties of the derivative)

Let $f: X \supseteq U \to Y$ be a continuously differentiable map defined on an open subset $U$.

(i) $(df)_x: X \to Y$ is linear and continuous for every $x \in U$.

(ii) (Fundamental theorem of calculus)

If the straight path from $x$ to $x + h$ lies in $U$, then

\[
f(x + h) - f(x) = \int_0^1 (df)_{x + th}(h) \, dt.
\]

(iii) (Chain rule)

Let $V \subseteq Y$ be an open subset containing the image of $f$ and $g: Y \supseteq V \to Z$ a $C^1$-map. Then $g \circ f: X \supseteq U \to Z$ is continuously differentiable and

\[
d(g \circ f)_x = (dg)_{f(x)} \circ (df)_x.
\]
(iv) (Taylor series)

If \( f \) is of class \( C^n \) and the straight path from \( x \) to \( x + h \) lies in \( U \), then

\[
f(x + h) = f(x) + (df)_x(h) + \cdots + \frac{1}{(n-1)!} (d^n f)_x(h, \ldots, h)
+ \frac{1}{(n-1)!} \int_0^1 (1 - t)^{n-1} (d^n f)_{x+th}(h, \ldots, h) \, dt
\]

holds.

\[\Box\]

Proof:

Note that the proof is in a slightly different order then the statements above.

(ii) Consider the map \([0, 1] \ni t \mapsto f(x + th) \in X\), which is a \( C^1 \)-path because its derivative is given by

\[
\frac{d}{dt} \bigg|_t f(x + th) = \lim_{s \to 0} \frac{f(x + (t + s)h) - f(x + th)}{s} = (df)_{x+th}(h).
\]

Due to this expression for the derivative, application of the fundamental theorem for paths (Theorem 2.2.3) now yields

\[
\int_0^1 (df)_{x+th}(h) \, dt = \int_0^1 \frac{d}{dt} \bigg|_t f(x + th) \, dt = f(x + h) - f(x).
\]

(i) Scalar homogeneity \((df)_x(\lambda h) = \lambda (df)_x(h)\) follows immediately from the definition. To prove additivity the fundamental theorem is applied

\[
\frac{f(x + t(h_1 + h_2)) - f(x)}{t} = \frac{f(x + th_1 + h_2) - f(x + th_1)}{t} + \frac{f(x + th_1) - f(x)}{t}
= \int_0^1 (df)_{x+th_1+sth_2}(h_2) \, ds + \int_0^1 (df)_{x+sth_1}(h_1) \, ds.
\]

Continuity of parametrized integrals, Proposition 2.2.5, allows one to take the limit \( t \to 0 \) under the integral sign to conclude \((df)_x(h_1 + h_2) = (df)_x(h_1) + (df)_x(h_2)\). Finally, \((df)_x\) is continuous because \( df \) is.
(iii) For the proof of the chain rule the following characterisation of $C^1$-maps is useful. It follows directly from the fundamental theorem, Proposition 2.2.8 (ii).

**Lemma 2.2.9**

A function $f: U \to Y$ defined on an open subset $U \subseteq X$ is continuously differentiable if and only if there exists a continuous function $f^{[1]}: U^{[1]} \to Y$ defined on the open set $U^{[1]} := \{ (x, h, t) \in U \times X \times \mathbb{R} : x + th \in U \}$ and fulfilling $f^{[1]}(x, h, t) := \frac{1}{t}(f(x + th) - f(x))$ for $t \neq 0$. In this case, $(df)_x(h) = f^{[1]}(x, h, 0)$.  

Equipped with this result, the chain rule is obtained by purely algebraic rearrangements

\[
\frac{(g \circ f)(x + th) - (g \circ f)(x)}{t} = \frac{g(f(x) + tf^{[1]}(x, h, t)) - g(f(x))}{t} = g^{[1]}(f(x), f^{[1]}(x, h, t), t).
\]

Since this expression is continuous on $U^{[1]}$, the previous lemma shows that $g \circ f$ is of class $C^1$. Moreover, evaluation at $t = 0$ yields the desired formula.

(iv) Taylor’s theorem can be directly obtained by iterating the results from the first two points and integrating by parts [Ham82, Theorem 3.5.2 and 3.5.6]. □

**Proposition 2.2.10** (Partial derivatives)

Let $X_1$ and $X_2$ be locally convex spaces and $f: X_1 \times X_2 \supset U \to Y$ a continuous map defined on an open subset $U$ of the product space $X_1 \times X_2$. The map $f$ is $C^1$ if and only if the **partial derivatives**

\[
(d_1 f)_{x_1, x_2}(h) := \lim_{t \to 0} \frac{f(x_1 + th, x_2) - f(x_1, x_2)}{t} \in Y
\]

\[
(d_2 f)_{x_1, x_2}(h) := \lim_{t \to 0} \frac{f(x_1, x_2 + th) - f(x_1, x_2)}{t} \in Y
\]

exists for all $(x_1, x_2) \in U$ and the resulting map $d_1 f: U \times X_1 \to Y$ as well as $d_2 f: U \times X_2 \to Y$ is continuous. In this case the total derivative of $f$ is the sum of the partial derivatives:

\[
(d f)_{x_1, x_2}(h_1, h_2) = (d_1 f)_{x_1, x_2}(h_1) + (d_2 f)_{x_1, x_2}(h_2).
\]

□
Proof:
It is obvious that the partial derivatives exists and are continuous if \( f \) is a \( C^1 \)-map. Conversely, continuity of \( d_j f: U \times X_j \to Y \) allows one to establish the identity

\[
\frac{f(x_1 + th_1, x_2 + th_2) - f(x_1, x_2)}{t} = \frac{f(x_1 + th_1, x_2 + th_2) - f(x_1 + th_1, x_2)}{t} + \frac{f(x_1 + th_1, x_2) - f(x_1, x_2)}{t} \\
= \int_0^1 (d_2 f)_{x_1 + th_1, x_2 + sh_2} (h_2) \, ds + \int_0^1 (d_1 f)_{x_1 + th_1, x_2} (h_1) \, ds
\]

for sufficiently small \( t \) (compare with the proof of Proposition 2.2.8 (i)). By continuity of the partial derivatives \( d_j \), Proposition 2.2.5 about parameter-dependent integrals is applicable. Hence the limit \( t \to 0 \) yields \((d f)_{x_1, x_2} (h_1, h_2) = (d_1 f)_{x_1, x_2} (h_1) + (d_2 f)_{x_1, x_2} (h_2)\). In particular, \( f \) is \( C^1 \).

2.3. Nash-Moser inverse function theorem

Many problems and complications in the study of locally convex spaces originate from the absence of a general inverse function theorem in categories more general than the Banach setting. Hence the search for an adequate replacement becomes all the more important. The theorem of Nash and Moser [Nas56; Mos66] provides such a suitable extension of the classical result to a subcategory of Fréchet spaces, but it requires stronger assumptions. This section discusses the relevant notion of the so-called tame Fréchet spaces and points out why stronger assumptions are needed for inverse-function-like results. An extensive presentation of these ideas can be found in [Ham82], on which the discussion in this section is based.

The basic idea underlying the Nash-Moser theorem is to exploit the representation of a Fréchet space as a projective limit of local Banach spaces. Using the inverse function theorem on each building block separately, one gets a family of inverse functions, which then need to be glued together in a reasonable way. This requires an approximation of the behaviour of the function in one local Banach space by the knowledge of its
properties in another one. Recall that a graded Fréchet space has a distinguished increasing fundamental system of seminorms \( \| \cdot \|_k \). If \( f: X \to Y \) is a map between graded spaces, then in general one has no knowledge about the series \( \| f(x) \|_k \) except that it is increasing in \( k \). The concept of tame maps allows one to control the behaviour more explicitly while still leaving enough scope for applications.

**Definition 2.3.1**
A continuous map \( f: X \supseteq U \to Y \) between graded Fréchet spaces defined on an open subset \( U \subseteq X \) is called \( r \)-tame of base \( b \) if every point \( x \in U \) has a neighbourhood \( V \subseteq U \) such that the following tame estimate holds:

For all \( n \geq b \) there exists \( C_{n,V} \in \mathbb{R} \) such that

\[
\| f(x') \|_n \leq C_{n,V}(1 + \| x' \|_{n+r}) \quad \text{for} \quad x' \in V.
\]

(2.3.1)

Furthermore, a smooth map \( f \) is called \( r \)-tame smooth of base \( b \) if it is tame and all derivatives \( d^n f: U \times X^n \to Y \) are also tame\(^\dagger\) with the same degree \( r \) and base \( b \). ♦

To simplify the notation, the degree and the base are often not explicitly named. One easily checks that the composition of tame maps is tame again. Furthermore, if the domain space \( X \) is finite-dimensional or the target \( Y \) is a Banach space, then any continuous map \( f: X \supseteq U \to Y \) is automatically tame [Ham82, Example 2.1.4]. In the case of linear maps, tameness is equivalent to an apparently stronger condition as the next lemma demonstrates.

**Lemma 2.3.2**
A linear map \( T: X \to Y \) between graded Fréchet spaces is \( r \)-tame if and only if for all \( x \in X \) holds:

For all \( n \geq b \) there exists \( C_n \in \mathbb{R} \) such that

\[
\| T(x) \|_n \leq C_n \| x \|_{n+r}.
\]

(2.3.2)

The starting index \( b \) in this inequality can be greater then the base of the tame map. ♦

**Proof:**
Sufficiency of (2.3.2) for the tame estimate is clear and, moreover, implies continuity by Proposition 2.1.4 (v).

\(^\dagger\)The product \( X \times Y \) of graded products carries the natural product grading \( \|(x,y)\|_k = \|x\|_n + \|y\|_n \).
Conversely, tameness of $T$ ensures the existence of a neighbourhood $V \subseteq X$ of 0 such that $\|T(y)\|_n \leq C_n(1 + \|y\|_{n+r})$ holds on it for $n \geq b$. Since the $\varepsilon$-tubes of the family of seminorms form a 0-neighbourhood base, the particular form $V = \{ y \in X : \|y\|_k \leq \varepsilon \}$ for some $k \geq 0$ and $\varepsilon > 0$ can be assumed. The original tame estimate (2.3.1) is amplified to the linear approximation (2.3.2) by exploiting the homogeneity symmetry of the left side of the inequality. That is, replacing $y$ by $cy$ for some positive constant $c$ yields $\|T(y)\|_n \leq C_n(\|y\|_k + 1\|y\|_{n+r})$.

Every non-zero $x \in X$ is rescaled to $V$ by setting $y := \varepsilon/\|x\|_k x$ and so one obtains the inequality $\|T(x)\|_n \leq C_n(\|x\|_k + \|x\|_{n+r})$. Define the new base $\tilde{b}$ in such a way to fulfil $\tilde{b} + r \geq k$ and $\tilde{b} \geq b$. Now the monotony of the family of seminorms implies the claimed inequality $\|T(x)\|_n \leq C_n(1/\varepsilon + 1)\|x\|_{n+r}$ for $n \geq \tilde{b}$.

If one thinks of $T: X \to Y$ as a linear differential operator between function spaces, then $r$-tameness of $T$ implies a ‘loss of maximally $r$ derivatives’.

Besides estimates on maps, the Nash-Moser theorem also requires the space under consideration to be ‘sweet-tempered’ in the sense that it provides a sufficiently Banach-like environment. In some respects (which will be made exact in the following), the prototype is the space $\Sigma(B)$ of exponentially strong falling sequences in a Banach space $(B, \|\cdot\|_B)$. The grading and thus the Fréchet topology on $\Sigma(B)$ is given by seminorms

$$\|(x_i)\|_k := \sum_{i=0}^{\infty} e^{k-i} \|x_i\|_B.$$ 

A sequence $(x_i)$ in $B$ is an element of $\Sigma(B)$ if and only if $\|(x_i)\|_k < \infty$ for all $k$.

**Definition 2.3.3**

A graded Fréchet space $X$ is called **tame** if there exists a Banach space $B$ such that $X$ is a tame direct summand in $\Sigma(B)$, that is, there exist tame linear maps $X \xrightarrow{\pi} \Sigma(B) \xrightarrow{\pi} X$ with $\pi \circ \iota = \text{id}_X$.

**Remark 2.3.4**

The intuitive idea behind tame Fréchet spaces is that the growth of the sequence $k \mapsto \|\cdot\|_k$ is controlled by the exponential map. For concreteness, consider the space...
$C^\infty(\mathbb{R})$ of smooth functions with seminorms as in Example 2.1.2, that is

$$
\|\phi\|_{n,k} := \sup_{x \in [-n,n]} \left| \frac{d^i \phi}{dx^i}(x) \right| \quad \text{for } n, k \in \mathbb{N}.
$$

Tameness would imply the existence of constants $C_{n,k}$ such that $C_{n,k} \cdot \|\phi\|_{n,k}$ is rapidly decreasing. There obviously exist functions with exponential growth which thereby serve as counterexamples for such a tame estimate. Hence, $C^\infty(\mathbb{R})$ is not a tame Fréchet space. Nonetheless, the space of smooth functions on a compact manifold is tame (see Section 3.7).

**Theorem 2.3.5** (Nash-Moser inverse function theorem)

Let $X$ and $Y$ be tame Fréchet spaces and $f: X \supseteq U \to Y$ a tame smooth map defined on an open subset $U \subseteq X$. Assume that the derivative $df$ has a tame smooth family $\Psi^f$ of inverses, that is, $\Psi^f: U \times Y \to X$ is a tame smooth map and the family $\Psi^f_x: Y \to X$ is inverse to $(df)_x$ for all $x \in U$. Then the map $f$ is locally bijective and the inverse is a tame smooth map.

The proof can be found in [Ham82, section III.1] or [KM97, pp. 562-574]. A detailed repetition of the arguments goes beyond the scope of this thesis. Instead the discussion focuses on the differences between the Nash-Moser theorem and the classical inverse function theorem. In this way the reader is familiarized with this invaluable tool and aware of its specialities.

**Remarks 2.3.6**

(i) As in the Banach setting, the Nash-Moser theorem is proved with the help of the Newton fixed point iteration procedure. But in Fréchet spaces, due to the loss of derivatives, the iteration step from $x_n$ in some local Banach space $B_k$ results in $x_{n+1}$ in some ‘lower’ building block $B_{k-r}$. The tameness of the involved maps allows one to estimate how big this jump is. Moreover, the technical prerequisite of tameness of the Fréchet spaces ensures the existence of so called smoothing operators. These permit to compensate the loss of derivatives and to approximate $x_{n+1}$ by an element in the original Banach space $B_k$, which then is used for the next iteration step.
Based on the seminal work of Nash, Moser and Hamilton, further refinements of the inverse function theorem can be found in the literature. Mostly they aim at extending the realm of applicability to a larger class of Fréchet spaces, see for example [Pop96]. Recently, Ekeland [Eke12] followed a completely different proof strategy, namely he relies on his variational principle instead of the Newton iteration procedure. The resulting theorem encompasses the Nash-Moser theorem as a special case but requires weaker assumptions on the involved Fréchet spaces. However, the current version only yields local surjectivity.

Furthermore, [Glö06] is a feasible resource for implicit function theorems for maps from arbitrary locally convex spaces to Banach spaces.

The existence of a tame smooth family of inverses basically requires the differential to be invertible in a whole neighbourhood, and not only in a single point as for Banach spaces. This condition can be traced back to the fact that invertible operators are no longer open in the space of all linear operators, see Example 4.1.5. Nonetheless, the presence of finite-dimensional spaces simplifies the situation:

**Proposition 2.3.7** ([Sub84, pp. 47ff])

Let \( A \) and \( X \) be tame Fréchet spaces, \( Y \subseteq X \) a closed subspace and \( E \) a finite dimensional vector space. Moreover, let \( \Phi: A \times (E \times Y) \to X \) be a tame smooth family of linear maps which decomposes into

\[
\Phi_a(e, y) = \varphi_a(e) + y,
\]

where \( \varphi: A \times E \to X \) is a tame smooth family of injective, linear maps. If \( \varphi_{a_0}: E \times Y \to X \) yields a linear and topological isomorphism \( X = \text{Im} \varphi_{a_0} \oplus Y \) for some \( a_0 \in A \), then there exists an open neighbourhood \( U \subseteq A \) of \( a_0 \) such that \( \Phi_a \) is bijective for all \( a \in U \) and its inverses form a tame smooth map \( U \times X \to E \times Y \).

The proof follows roughly the presentation in [Sub84, pp. 47ff] and is carried out in several lemmas.
Lemma 2.3.8
Let $X$ be a Fréchet space and $E \subseteq X$ a finite-dimensional subspace. There exists a continuous, linear map $\epsilon: X \to E$ which splits the inclusion,

$$0 \longrightarrow E \overset{i}{\longrightarrow} X.$$ 

In particular, $E$ is topologically complemented by $\ker \epsilon$. Conversely, every direct sum decomposition $X = E \oplus Y$ defines a natural projection

$$X = E \oplus Y \to E, \quad e + y \mapsto e,$$

which possesses all the just described properties. 

\begin{proof}
Let $\{e^i\}$ be a basis in $E$ and let $\epsilon_i: E \to \mathbb{R}$ denote the dual basis. By the Hahn-Banach theorem [Rud73, Theorem 3.6], one can perceive $\epsilon_i$ as continuous functionals on the whole space. Now,

$$\epsilon: X \to E, \quad x \mapsto \epsilon_i(x)e^i$$

is the desired projection.
\end{proof}

Lemma 2.3.9
Let $A$ and $X$ be Fréchet spaces, $Y \subseteq X$ a closed subspace and $E$ a finite-dimensional vector space. Let $\phi: A \times E \to X$ be a jointly continuous family of injective, linear maps. If $X = \text{Im} \phi_{a_0} \oplus Y$ for some $a_0 \in A$, then there exists an open neighbourhood $U \subseteq A$ of $a_0$ such that $X = \text{Im} \phi_a \oplus Y$ for every $a \in U$. 

\begin{proof}

\end{proof}
Proof:

As a corollary to Lemma 2.3.8, the space $X$ splits into $\text{Im } \varphi_{a_0} \oplus Y$ as well as into $\text{Im } \varphi_a \oplus Y$ if and only if the projections $P_{a_0}$ and $P_a$ defined by

$$P_a := \varphi_a^{-1} \circ \epsilon_a$$

have the same kernels, $\text{Ker } P_{a_0} = Y = \text{Ker } P_a$. Equivalently, the transition function

$$\tau_{a_0,a}: E \xrightarrow{\varphi_{a_0}} \text{Im } \varphi_{a_0} \xrightarrow{\epsilon_{a_0}} X \xrightarrow{P_a} E$$

is invertible. Since $GL(E)$ is open in $L(E,E)$ for the finite-dimensional space $E$ and the initial value at $a_0$ is the identity, $\tau_{a_0,a} = \text{id}_E$, there exists an open subset around $a_0$ such that $\tau_{a_0,a}$ is bijective.

The previous lemma obviously implies that $\Phi(e,y) = \varphi(e) + y$ is a homeomorphism. Hence, one is left with showing tame smoothness of the inverse in order to complete the proof of Proposition 2.3.7. By [Ham82, Theorem 3.1.1], it actually suffices that the inverse is a tame map. But this directly follows by the remarks after Definition 2.3.1, since $X \to E \oplus Y$ is the projection on a finite-dimensional space composed with maps between finite-dimensional spaces (in the $E$-factor).

---

1Note that $P_a$ is well-defined and continuous since $\varphi_a$ is a homeomorphism onto its image by the open mapping theorem.
Locally convex differential geometry

This chapter explores to which degree the classical differential geometric methods extend to the infinite-dimensional realm. The presentation proceeds in the following order. After introducing manifolds and fibre bundles as locally trivial objects, the various possibilities of defining tangent vectors are analysed. The kinematic viewpoint turns out to be preferred, because every equivalence class of curves induces a derivation on the space of smooth functions but the inverse implication does not hold true in general. Vector fields are defined as smooth sections of the tangent bundle. However, the notion of a differential form does not generalize straightforwardly. As it will be shown, the cotangent bundle does not carry a natural smooth structure. Therefore, smoothness of differential forms is not automatically inherited from a smooth bundle structure and is introduced more directly. In later chapters product manifolds will play a major role and hence they are extensively discussed. Some basic facts of infinite-dimensional product manifolds can be found in [KM97] and, for matters beyond that, the finite-dimensional treatise [GHV72] served as a guideline.

Armed with these basic notions, more advanced topics are addressed. In particular, the Nash-Moser theorem is carried over to manifolds and then applied in the study of submanifolds. The various concepts of submanifolds become even more elaborate in infinite dimensions, since the conditions on submanifold charts decouple from the notion of an immersion and embedding in the absence of a general inverse function
theorem. At least, the category of tame Fréchet spaces provides some remedy. Subsequent, some ideas and methods of Riemannian geometry are studied. The main aim of this investigation consists in proving that every Riemannian manifold is topologically metrizable. Finally, the important example of function spaces serves as an illustration of the preceding concepts.

The reader is assumed to be familiar with the theory of finite-dimensional manifolds. Therefore, the emphasis of the presentation does not lie in the motivation of the differential-geometric constructions. Instead, it will be analysed in which way and under which additional assumptions they can be lifted to this new setting.

3.1. Manifolds and fibre bundles

The notion of manifolds and fibre bundles as locally trivial objects directly carries over from the finite-dimensional context, since the definition essentially relies only on the chain rule. Nevertheless, for the sake of completeness and to fix the notation, the statements are explicitly spelled out.

Definition 3.1.1

A smooth (locally convex) manifold $M$ is a topological Hausdorff space that is locally homeomorphic to a locally convex space $E$. In more detail, every point $m \in M$ is contained in a homeomorphic chart $\kappa: M \supseteq U \rightarrow \kappa(U) \subseteq E$ from an open subset $U \subseteq M$ to an open subset $\kappa(U) \subseteq E$. Furthermore, all chart transitions $\kappa^{-1} \circ \tilde{\kappa}$ are required to be smooth as maps between open subsets of locally convex spaces. The collection of charts compatible in this sense constitutes an atlas on $M$.

A map $f: M \rightarrow N$ between manifolds is said to be smooth if in charts $\rho$ and $\kappa$ the local representation $\rho \circ f \circ \kappa^{-1}$ is smooth.

The constructions are independent from the particular chart due to the chain rule. In contrast to the finite-dimensional case, locally convex manifolds are not obliged to satisfy the second axiom of countability since this rigid requirement would confine the class of admissible manifolds too much. In particular, paracompactness and differentiable partitions of unity subordinate to a given open covering are not available in general. Thus attention has to be paid in using localisation arguments.
Remark 3.1.2 (A word about notation)
In the following all chart representations are denoted simply by the same letter as the original object and without explicitly mentioning of the involved charts. For example, a map $f: M \to N$ between manifolds is locally a map $f: E \supseteq U \to F$ between locally convex spaces. The same remark later also applies to vector fields and differential forms.

Example 3.1.3 (Product manifolds)
Let $M$ and $N$ be manifolds with atlases $(U_\alpha, \kappa_\alpha: U_\alpha \to E)$ and $(V_\beta, \rho_\beta: V_\beta \to F)$, respectively. The direct product $M \times N$ is endowed with the product topology and the charts $\kappa_\alpha \times \rho_\beta$ model it on the product $E \times F$. It is easily seen that the chart transitions are indeed smooth. The manifold so constructed is called the product manifold of $M$ and $N$. The natural projections $\text{pr}_M: M \times N \to M$ and $\text{pr}_N: M \times N \to N$ are smooth by construction.

Definition 3.1.4
Let $P$ and $M$ be smooth manifolds, $\pi: P \to M$ a smooth submersion\footnote{A smooth submersion is a smooth map with surjective derivative at every point.} and $F$ a topological space. The tuple $(P, M, \pi, F)$ is called a smooth (locally convex) fibre bundle with total space $P$, base $M$, projection $\pi$ and typical fibre $F$ if it is locally trivial. The latter condition means that for every point $p \in P$ there exists an open neighbourhood $U \subseteq M$ of the base point $\pi(p)$ such that $\pi^{-1}(U)$ is diffeomorphic to the product $U \times F$ in such a way that $\pi$ is identified with the projection on the first factor. Consequently, the following diagram is commutative.

\[
\begin{array}{ccc}
\pi^{-1}(U) & \xrightarrow{\tau} & U \times F \\
\pi \downarrow & & \text{pr}_1 \downarrow \\
U & \xrightarrow{\tau} & U \times F
\end{array}
\]

A smooth section of $\pi: P \to M$ is a smooth map $\phi: M \to P$ fulfilling $\pi \circ \phi = \text{id}_M$.

A smooth map $\Psi: P_1 \to P_2$ between bundles $P_1 \to M$ and $P_2 \to M$ over the same base is called a vertical fibre bundle morphism if it maps fibres onto themselves, or equivalently, induces the identity map on the base.

A (locally convex) vector bundle is a fibre bundle where a locally convex space
Vector fields

constitutes the typical fibre and the local trivialisation respects the linear structure, that is, the induced map \( \pi^{-1}(m) \to F \) is a vector space isomorphism for every base point \( m \in M \). Morphisms in the category of vector bundles over a fixed base manifold are the vertical fibre bundle morphisms that induce linear maps between the fibres.

\[ \diamond \]

3.2. Vector fields

In finite dimensions a tangent vector at a point can be thought of in three equivalent ways. Kinematically, a tangent vector is understood as an equivalence class of curves. Upon representation in charts it yields an object that transforms in a special way under chart transitions. This transformation property can be used as an equivalent definition. Finally, an equivalence class \([\gamma]\) of curves maps to a derivation on smooth functions,

\[
X^{\gamma}: C^\infty(M) \to \mathbb{R}, \quad f \mapsto \frac{d}{dt}{\bigg|}_{t=0} (f \circ \gamma). \tag{3.2.1}
\]

Conversely, every derivation can be represented in such a way.

The equivalence between the kinematic viewpoint and the definition by its behaviour under chart transitions only needs the existence of charts and thus carries over to the infinite-dimensional context. Equation (3.2.1) above still makes sense and results in a derivation, but the converse direction requires, among other things, the reflexivity of the model space\(^\dagger\) and hence does not hold in general. Kriegl and Michor \([KM97]\) extensively discuss the usual constructions (exterior derivative, Lie derivative and so on) for differential forms in the context of kinematic tangent vectors as well as algebraic ones and come to the conclusion that only the former concept admits a full-fledged theory. Since the kinematic approach is also natural from a physicist’s point of view, it is adopted for the subsequent discussion.

\(^\dagger\)Every element \( Y \) of the bidual \( E'' \) yields a derivation at \( m \in M \) which maps \( f \in C^\infty(M) \) to \( \langle Y, (df)_m \rangle \). But \( E \subseteq E'' \), with equality only in the case of a reflexive space.
Definition 3.2.1
A tangent vector $X_m$ at a point $m \in M$ is an equivalence class of curves $X_m \equiv [\gamma]_m$, where the two curves $\gamma$ and $\eta$ are called equivalent if $\gamma(0) = m = \eta(0)$ and

$$\frac{d}{dt} \big|_{t=0} (\kappa \circ \gamma)(t) = \frac{d}{dt} \big|_{t=0} (\kappa \circ \eta)(t)$$

(3.2.2)

holds in every chart $\kappa$ around $m$. The tangent space at $m$, denoted by $T_m M$, is defined as the set of all tangent vectors at $m$ with its natural vector space structure.

Independence of (3.2.2) from the chosen chart again traces back to the chain rule.

The union $TM := \bigsqcup_{m \in M} T_m M$ is now endowed with a vector bundle structure. Let $\pi_{TM} : TM \to M$ denote the canonical projection. $TM$ trivializes over an open chart domain $(U \subset M, \kappa)$ to $\kappa(U) \times E$ via the map

$$\tau_U : TM|_U \to \kappa(U) \times E, \quad [\gamma]_m \mapsto (\kappa(m), \frac{d}{dt} \big|_{t=0} (\kappa \circ \gamma)(t)),$$

where $E$ is the model space of $M$. Changing the chart on $M$ to $(V, \rho)$ induces the transition map

$$\tau_V \circ (\tau_U)^{-1}(x,X) = (\rho \circ \kappa^{-1}(x), (\rho \circ \kappa^{-1})_x(X)),$$

(3.2.3)

which is smooth. Hence the maps $\tau_U$ can be used to define a differentiable structure on $TM$. Furthermore, the local representative of $\pi_{TM}$ with respect to these bundle charts corresponds to the projection on the first factor and hence $\pi_{TM}$ is a smooth submersion. The transition maps (3.2.3) are linear in the second component and therefore $TM$ is a vector bundle.

Definition 3.2.2
The smooth vector bundle $TM$ is called the tangent bundle of $M$. Its smooth sections are called vector fields. The set of smooth vector fields is denoted by $\mathfrak{X}(M)$.

Let $f : M \to N$ be a smooth map. The derivative $f' : TM \to TN$ of $f$ is defined pointwise by

$$f'_m([\gamma]_m) := [f \circ \gamma]_{f(m)} \in T_{f(m)}N,$$

for $[\gamma] \in T_m M$.  
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For a given vector field $X$ on $M$, the projection of the trivialisation on the $E$-factor yields a smooth map $\kappa(U) \to E$, which is called the local chart representation of $X$. Therefore, a vector field $X$ is locally identified with a smooth map $X: U \to E$. Note that in the absence of a solution theory for differential equations in locally convex spaces vector fields do not need to possess a (unique) local flow.

The next short-term objective is to equip the set of all vector fields with a Lie algebra structure. First, note that $\mathfrak{X}(M)$ becomes a real vector space with the natural, point-wise defined addition and scalar multiplication. Moreover, every vector field $X \in \mathfrak{X}(M)$ defines a derivation $C^\infty(M) \to C^\infty(M)$, which sends a smooth function $f: M \to \mathbb{R}$ to the composition $f' \circ X$. In fact, $\mathbb{R}$-linearity is inherited from the derivative operator $f \mapsto f'$ and the Leibniz rule is easily verified in a local chart. Since not every derivation can be seen as a tangent vector, the commutator of two vector fields defined in the usual way needs the additional proof to be a vector field again. This is accomplished by the following lemma.

**Lemma 3.2.3** (Lie algebra structure of $\mathfrak{X}(M)$)

The commutator of two derivations $X$ and $Y$ defined by

$$[X, Y](f) = X(Y(f)) - Y(X(f)) \quad \text{for } f \in C^\infty(M),$$

leaves the space of vector fields invariant and thus descends to a map $[\cdot, \cdot]: \mathfrak{X}(M) \times \mathfrak{X}(M) \to \mathfrak{X}(M)$. The defined bracket is bilinear, anti-symmetric and fulfils the Jacobi identity, thus $(\mathfrak{X}(M), [\cdot, \cdot])$ is a Lie algebra.

**Proof:**

Once it is proven that the space of vector fields is closed under the above commutator, the claimed Lie algebra property follows from a straightforward calculation analogous to the finite-dimensional case. Since closedness under $[\cdot, \cdot]$ is a local problem, it is enough to consider the chart representation $X, Y: U \to E$ of the two vector fields $X$ and $Y$, respectively. Setting

$$Z(x) := (dY)_x(X(x)) - (dX)_x(Y(x)) \quad \text{for } x \in U$$
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defines the local representative of a vector field \( Z \) on \( M \). Now due to the identity
\[
X_x(f) = (d f)_x X(x)
\]
the evaluation
\[
X(Y(f))_x = d(Y(f))_x X(x) = (d^2 f)_x (Y(x), X(x)) + (d f)_x ((dY)_x X(x))
\]
holds. This identity together with the symmetry of the higher derivatives [Glö05, Proposition 1.3.16] shows that \( Z \) fulfils the defining equation of the commutator.

**Example 3.2.4** (Vector fields on product manifolds)

Let \( M \) and \( N \) be manifolds. Recall from Example 3.1.3 that the product \( M \times N \) carries a natural manifold structure such that the projections \( \text{pr}_M \) and \( \text{pr}_N \) are smooth. The tangent bundle \( T(M \times N) \) is identified with \( T M \oplus T N \) by means of the vertical bundle isomorphism \( \text{pr}'_M \times \text{pr}'_N \). The inverse is given pointwise by

\[
T_m M \oplus T_n N \to T_{m,n}(M \times N), \quad (X_m, Y_n) \mapsto \iota'_{M,n} X_m + \iota'_{N,m} Y_n
\]

where the smooth injection \( \iota_{M,n} : M \to M \times N \) is defined by \( m \mapsto (m, n) \) and analogously \( \iota_{N,m} \). In the following, these inclusions are suppressed in the notation so that \( T_m M \) is viewed as a subspace of \( T_{m,n}(M \times N) \) under the above identification. Likewise, the canonical Lie algebra homomorphisms \( \iota'_M : \mathfrak{X}(M) \to \mathfrak{X}(M \times N) \) and \( \iota'_N : \mathfrak{X}(N) \to \mathfrak{X}(M \times N) \) are implicitly understood when viewing vector fields on one factor as vector fields on the product manifold. Observe that vector fields on \( M \) commute with vector fields on \( N \). Conversely, every vector field \( Z \) on \( M \times N \) decomposes in the sum of vector fields \( Z^M \) and \( Z^N \) such that \( Z^M_{m,n} \in T_m M \) and \( Z^N_{m,n} \in T_n N \). While \( X \in \mathfrak{X}(M) \), viewed as a vector field on \( M \times N \), has the chart representation \( X : M \supset U \to E \times \{0\} \), the local expression for \( Z^M \) is a map \( Z^M : M \times N \supset U \times V \to E \times \{0\} \). Here \( E \) denotes the modelling vector space of \( M \).

The commutator of vector fields can be modified in order to reflect the present product structure by defining for \( Z_1, Z_2 \in \mathfrak{X}(M \times N) \) the brackets
\[
^M \{Z_1, Z_2\} = [Z_1^M, Z_2] + [Z_1, Z_2^M] - [Z_1, Z_2]^M
\]
\[
^N \{Z_1, Z_2\} = [Z_1^N, Z_2] + [Z_1, Z_2^N] - [Z_1, Z_2]^N.
\]

They will be useful later for defining ‘partial’ exterior derivatives. The following prop-
Properties are readily observed (only the $M$-version is stated, but also apply to $N$):

\[ M\{\cdot,\cdot\} \text{ is } \mathbb{R}\text{-linear and antisymmetric} \]

\[ M\{fZ_1, Z_2\} = f \cdot M\{Z_1, Z_2\} - Z_2^M(f)Z_1 \quad \text{for } f \in C^\infty(M \times N) \]

\[ M\{Z_1^M, Z_2^M\} = [Z_1^M, Z_2^M] \]

\[ M\{Z_1^N, Z_2^N\} = 0 \]

\[ M\{Z_1^N, Z_2\} = [Z_1^N, Z_2^M]^N \]

\[ M\{Y, Z_2\} = 0 \quad \text{for } Y \in \mathfrak{X}(N) \]

\[ [Z_1, Z_2] = M\{Z_1, Z_2\} + N\{Z_1, Z_2\} \]

In particular, they show that $M\{\cdot,\cdot\}$ does not only have a $M$-component. Consequently, $M\{\cdot,\cdot\}$ should not be mistaken for $[\cdot,\cdot]^M$.

\[ \diamond \]

### 3.3. Differential forms

In the previous section, vector fields were defined as smooth sections of the tangent bundle and therefore it is only natural to try to construct differential forms in an analogous way, namely as smooth sections of the dual bundle. Unfortunately, the cotangent bundle cannot be equipped with a suitable smooth structure. Hence, one has to switch to a more direct definition of differential forms. Nevertheless, all known features such as the wedge product, the exterior derivative and the contraction with vector fields can be carried over to the infinite-dimensional context. The construction is guided by the general principle to use algebraic relationships (for example Cartan’s formula) in lieu of local descriptions or dynamical properties which rely on the flow of vector fields.

The cotangent bundle $T^*M$ of a manifold $M$ is by definition the fibrewise dual to the tangent bundle and hence it should carry an atlas dual to the one of the tangent bundle. Let $(U, \kappa)$ be a chart on $M$ with model space $E$ and define $T^*U := \bigsqcup_{m \in M} (TM)^t_m$. For the time being $(TM)^t_m$ does not carry a topology. The associated chart $\kappa^* : T^*U \to \kappa(U) \times E'$ is given in the second factor by $\alpha_m \mapsto (\kappa^{-1})^* \alpha_m := \alpha_m \circ (\kappa')^{-1}_{\kappa(m)}$. A diffeomorphism $\psi : E \supseteq U \to V \subseteq E$ induces a chart transition $E' \ni \alpha \mapsto (\psi^* \alpha)_x = \alpha'_x$. Conclusion: $\psi^* \alpha = \alpha'_x$. Conclusion: $\psi^* \alpha = \alpha'_x$.
Differential forms

\( \alpha \circ \psi_x' \in E' \) in the second component. The following example shows that in general the map \( U \times E' \to E', (x, \alpha) \mapsto \alpha \circ \psi_x' \) is not smooth. In particular, there exists no vector space topology on \( E' \) such that \( E' \) could serve as the model space of the cotangent bundle. Certainly, Banach spaces represent the borderline case since in this setting the above map is smooth for the norm topology.

**Counterexample 3.3.1** (No smooth structure on the cotangent bundle, [Nee06, Remark 1.3.9])

Let \( E \) be a locally convex space which is not normable. Consider the translation \( \psi: E \to E, x \mapsto x + \beta(x)x \) by a non-zero \( \beta \in E' \). Since its derivative is given by \( \psi_x'(h) = h + \beta(x)h + \beta(h)x \) (and analogously for higher derivatives), \( \psi \) is smooth. Furthermore, the inverse map

\[
\psi^{-1}(y) := \frac{y}{\sqrt{1/2 + \sqrt{\beta(y) + 1/4}}}
\]

is defined on \( \{ y \in E : \beta(y) > -1/4 \} \), implying that the restriction of \( \psi \) to some open neighbourhood of 0 is a diffeomorphism. On the other hand, the map \( U \times E' \to E', (x, \alpha) \mapsto \alpha \circ \psi_x' \) evaluates to

\[
\alpha \circ \psi_x' = (1 + \beta(x))\alpha + \alpha(x)\beta.
\]

This expression cannot be continuous since the evaluation map \( E' \times E \to \mathbb{R} \) is discontinuous in 0 for every vector space topology on \( E' \) for non-normable \( E \), see [Mai63].

Summarizing, the cotangent bundle is only a set-theoretic vector bundle without a differentiable structure. Hence, smoothness of differential forms has to be specified explicitly.

**Definition 3.3.2**

Let \( M \) be a manifold and \( V \) a locally convex space. Denote by \( \Lambda^k(M, V) := \bigsqcup_{m \in M} \Lambda^k((T_mM)', V) \) the set-theoretic bundle of \( V \)-valued exterior \( k \)-forms, where \( \Lambda^k(E', V) \) is the space of \( k \)-linear, antisymmetric, \( V \)-valued maps on the locally convex space \( E \). A set-theoretic

\[\text{This inconvenience was one of the motivating ideas for the ‘convenient differential calculus’ of [KM97]. There the map } U \times E' \to E', (x, \alpha) \mapsto \alpha \circ \psi_x' \text{ is still discontinuous, but now smooth. Thus the standard construction of differential forms as sections of the cotangent bundle runs through without modifications.}\]
section $\alpha$ of $\Lambda^k(M,V)$ is called a **V-valued differential form** if for every chart $\kappa: M \supseteq U \ni x \subseteq E$ the induced chart representation

$$\alpha: U \times E^k \to V, \quad (x, X^{(1)}, \ldots, X^{(k)}) \mapsto (k^{-1})'X^{(1)}, \ldots, (k^{-1})'X^{(k)}$$

is a smooth map. The set of all $V$-valued $k$-forms on $M$ is denoted by $\Omega^k(M,V)$. ◊

The rest of this section is concerned with the question of how the well-known operations on differential forms carry over to the infinite-dimensional setting. First of all a word of warning is in order:

**Remark 3.3.3**

Let $\alpha$ be a $k$-form and $X^{(1)}, \ldots, X^{(k)}$ vector fields. The composition $\alpha \circ (X^{(1)}, \ldots, X^{(k)})$ is a smooth function $M \to \mathbb{R}$. Thereby, every differential form can be seen as an alternating, $C^\infty(M)$-multilinear map $\alpha: \mathfrak{X}(M) \times \cdots \times \mathfrak{X}(M) \to C^\infty(M)$. In finite dimensions this property characterizes differential forms completely and is useful for defining operations on them. However, the proof of the converse direction needs a smooth partition of unity subordinate to a given open cover in order to extend tangent vectors to smooth vector fields on the entire manifold and hence is not applicable in the present case. Summarizing, new differential forms cannot be constructed purely from their action on vector fields. ◊

In the following $\alpha$ and $\beta$ are differential forms and all occurring $X^{(i)}_m$ and $Y^{(j)}_n$ are tangent vectors at $m \in M$ and $n \in N$, respectively.

(i) The wedge product of $\alpha \in \Omega^k(M,V_1)$ and $\beta \in \Omega^r(M,V_2)$ with respect to a jointly continuous, bilinear map $B: V_1 \times V_2 \to V_3$ is the $k+r$-form $\alpha \wedge \beta \in \Omega^{k+r}(M,V_3)$ defined pointwise by

$$\left(\alpha \wedge \beta\right)_m(X^{(1)}_m, \ldots, X^{(k+r)}_m) := \frac{1}{k!r!} \sum_{\sigma \in \text{perm}} \text{sgn}(\sigma) \cdot B\left(\alpha_m(X^{\sigma(1)}_m, \ldots, X^{\sigma(k)}_m), \beta_m(X^{\sigma(k+1)}_m, \ldots, X^{\sigma(k+r)}_m)\right).$$

†Due to the absence of smooth partitions of unity, a tangent vector at $m \in M$ can only be extended to a smooth vector field on some open set around $m$.  
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Differential forms

(ii) Let $X$ be a vector field on $M$ and $\alpha$ a $k$-form. The equation

$$(X \lrcorner \alpha)_m(X_m^{(1)}, \ldots, X_m^{(k-1)}) := \alpha_m(X_m, X_m^{(1)}, \ldots, X_m^{(k-1)})$$

defines a $k - 1$-form $X \lrcorner \alpha$, which is called the interior product.

(iii) The pullback $\phi^* \alpha \in \Omega^k(N, V)$ of the differential form $\alpha \in \Omega^k(M, V)$ to the manifold $N$ by the smooth map $\phi: N \to M$ is given pointwise by

$$(\phi^* \alpha)_n(Y_n^{(1)}, \ldots, Y_n^{(k)}) := \alpha_{\phi(n)}(\phi'_n Y_n^{(1)}, \ldots, \phi'_n Y_n^{(k)})$$

(iv) Normally, the exterior derivative is defined by its local behaviour but these arguments do not carry over to non-paracompact manifolds. Thus, a more algebraic definition is given. Let $\alpha \in \Omega^k(M, V)$ be a $k$-form and $X_m^{(0)}, \ldots, X_m^{(k)}$ be tangent vectors at $m \in M$ which are extended locally to smooth vector fields $X^{(0)}, \ldots, X^{(k)}$ around $m$. The exterior derivative $d\alpha$ of $\alpha$ is the $k + 1$-form determined by

$$(d\alpha)_m(X_m^{(0)}, \ldots, X_m^{(k)}) := \sum_{i=0}^{k} (-1)^i X_m^{(i)} \left( \alpha(X_m^{(0)}, \ldots, \widehat{(i)}, \ldots, X_m^{(k)}) \right)$$

$$+ \sum_{i<j} (-1)^{i+j} \alpha_m([X,X_m^{(i)}], X_m^{(0)}, \ldots, \widehat{(i)}, \ldots, \widehat{(j)}, \ldots, X_m^{(k)})$$

where the hat stands for omission of the corresponding entry. Lemma 3.3.4 below verifies that this equation indeed defines a $k + 1$-form which does not depend on the choice of the extensions of the tangent vectors to vector fields.

(v) Let $\alpha \in \Omega^k(M, V)$ be a $k$-form and $X_m^{(1)}, \ldots, X_m^{(k)}$ be tangent vectors extended locally as above. The Lie derivative $\mathcal{L}_X \alpha \in \Omega^k(M, V)$ with respect to $X \in \mathfrak{X}(M)$ is given by

$$(\mathcal{L}_X \alpha)_m(X_m^{(1)}, \ldots, X_m^{(k)}) := X_m \left( \alpha(X^{(1)}, \ldots X^{(k)}) \right)$$

$$+ \sum_{i=1}^{k} (-1)^i \alpha_m([X, X^{(i)}], X^{(1)}, \ldots, \widehat{(i)}, \ldots, X^{(k)}).$$
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Well-definedness is easily verified once Cartan’s formula is established, see (3.3.2). If the local flow of the vector field $X$ exists, then this definition is clearly equivalent to the usual one, $\text{Lie}_X \alpha = \frac{d}{dt}\bigg|_{t=0}(\text{FL}_t X)^* \alpha$. The standard rules for calculations carry over with in parts lengthy but straightforward verifications, which are left to the reader.

$$\phi^*(\alpha \wedge \beta) = \phi^* \alpha \wedge \phi^* \beta \quad (3.3.2a)$$
$$d^2 \alpha = 0 \quad (3.3.2b)$$
$$d(\phi^* \alpha) = \phi^* (d \alpha) \quad (3.3.2c)$$
$$\text{Lie}_X \alpha = d(X \lrcorner \alpha) + X \lrcorner d \alpha \quad (3.3.2d)$$

Finally, well-definedness of the exterior derivative is demonstrated.

**Lemma 3.3.4**
Let $\alpha \in \Omega^k(M, V)$ be a $k$-form and $X^{(0)}_m, \ldots, X^{(k)}_m$ be tangent vectors at $m \in M$ that are extended locally to smooth vector fields $X^{(0)}, \ldots, X^{(k)}$. The exterior derivative $d \alpha$ defined by equation (3.3.1) is a $k + 1$-form. The construction is independent from the specific choice of the extension of the tangent vectors to local vector fields. ♦

**Proof:**
The proof consists in demonstrating the following local representation for the exterior derivative

$$(d \alpha)_m(X^{(0)}_m, \ldots, X^{(k)}_m) = \sum_{i=0}^k (-1)^i (d_1 \alpha)_m(X^{(i)}_m, X^{(0)}_m, \ldots, \widehat{(i)}, \ldots, X^{(k)}_m). \quad (3.3.3)$$

This expression immediately implies anti-symmetry, smoothness and independence from the choice of the extension. A note about notation: The differential form $\alpha$ is locally represented as a function $U \times E^k \to \mathbb{R}$ and thus $d_1 \alpha: (U \times E^k) \times E \to \mathbb{R}$. Hence, in equation (3.3.3) the last $k$ tangent vectors should actually be written as subscripts since they represent the ‘point’ where the partial derivative is evaluated. To establish the identity (3.3.3) consider first the term $X^{(i)}_m \left( \alpha(X^{(0)}, \ldots, \widehat{(i)}, \ldots, X^{(k)}) \right)$, which by
The preceding remarks generalize straightforwardly to higher order differential forms. Let \( \Omega^{(p,q)}(M \times N) \) denote the subspace of \((p+q)\)-forms that vanishes whenever not evaluated on \(p\) tangent vectors of \(M\) and \(q\) ones on \(N\). Then \(k\)-forms decompose into the bigrading

\[
\Omega^k(M \times N) = \bigoplus_{p+q=k} \Omega^{p,q}(M \times N).
\]

The \((p,q)\)-component of a form \(\alpha \in \Omega^k(M \times N)\) will be denoted by \(\alpha^{p,q}\). Note that the
(p, q)-forms are sections of the bundle $\Lambda^p(M) \otimes \Lambda^q(N)$ in finite dimensions. As topological considerations of the space $\Lambda^k(M \times N)$ were avoided so far and, moreover, the tensor product of infinite-dimensional topological vector spaces is an involved theory in its own, this approach is not further investigated. However, it should generalize at least on the level of vector spaces without topology.

In analogy to vector fields, differential forms on $M$ are identified with their image under the pullback map $\pi^*: \Omega^p(M) \to \Omega^{p,0}(M \times N)$. In fact, these are exactly those $(p, 0)$-forms that do not depend on the base point $n \in N$. Conversely, if $\mu$ is a $(p, q)$-form on $M \times N$ and $X^{(1)}, \ldots, X^{(p)}$ are vector fields on $M$, then the contraction $\mu(X^{(1)}, \ldots, X^{(p)})$ is a family of $q$-forms on $N$, parameterized by the points on $M$. Similar statements hold if the roles of $M$ and $N$ are interchanged.

The concept of partial derivatives is generalized to the case of product manifolds by defining the following partial exterior derivative

$$
(d^M\mu)_{m,n}(Z^{(0)}_{m,n}, \ldots, Z^{(p+q)}_{m,n}) := \sum_{i=0}^{p+q} (-1)^i Z^{(i)}_{m,n} \left( \mu(Z^{(0)}, \ldots, (\hat{i}), \ldots, Z^{(p+q)}) \right)
+ \sum_{i<j} (-1)^{i+j} \mu_{m,n} \left( M \{ Z^{(i)}, Z^{(j)} \}, Z^{(0)}, \ldots, (\hat{i}), \ldots, (\hat{j}), \ldots, Z^{(p+q)} \right),
$$

for $\mu \in \Omega^{p,q}(M \times N)$ and tangent vectors $Z^{(0)}_{m,n}, \ldots, Z^{(p+q)}_{m,n}$ locally extended to vector fields on $M \times N$. An analogous equation holds for $d^N$.

Let $D$ denote the total exterior derivative on $M \times N$. The following properties are easily verified (except for the cochain property $(d^M)^2 = 0$ which follows from a tedious but straightforward calculation).

**Lemma 3.3.6**

(i) $d^M: \Omega^{p,q}(M \times N) \to \Omega^{p+1,q}(M \times N)$

$\quad d^N: \Omega^{p,q}(M \times N) \to \Omega^{p,q+1}(M \times N)$

(ii) $D = d^M + d^N$.

(iii) $(d^M)^2 = 0 = (d^N)^2$ and so $d^M d^N + d^N d^M = 0$.
(iv) Let $X^{(1)}, \ldots, X^{(p)}$ and $Y^{(0)}, \ldots, Y^{(q)}$ be vector fields on $M$ and $N$, respectively. The partial derivative $d^N$ corresponds to the usual de Rham differential $d$ on $N$ in the following sense:

\[
(d^N \mu)(X^{(1)}, \ldots, X^{(p)}, Y^{(0)}, \ldots, Y^{(q)})
= \sum_{v=0}^{q} (-1)^{p+v} Y^{(v)} \left( \mu(X^{(1)}, \ldots, X^{(p)}, Y^{(0)}, \ldots, Y^{(q)}) \right)
+ \sum_{v<w} (-1)^{p+v+w} \mu(X^{(1)}, \ldots, X^{(p)}, [Y^{(v)}, Y^{(w)}], \ldots, \hat{v}, \ldots, \hat{w}, \ldots, Y^{(q)})
= (-1)^{p} d \left( \mu(X^{(1)}, \ldots, X^{(p)}) \right),
\]

where $\mu(X^{(1)}, \ldots, X^{(p)})$ is viewed as a parameterized form on $N$ as described above. ◊

In the same way the partial Lie derivatives are defined by

\[(\text{Lie}_M^M \mu)_{m,n}(Z^{(1)}_{m,n}, \ldots, Z^{(p+q)}_{m,n}) := Z^M_{m,n} \left( \mu(Z^{(1)}, \ldots, Z^{(p+q)}) \right)
+ \sum_{i=1}^{p+q} (-1)^i \mu_{m,n} \left( M \{Z, Z^{(i)}\}, Z^{(1)}, \ldots, \hat{i}, \ldots, Z^{(p+q)} \right)\]

and analogously for $\text{Lie}_N^N$. The following properties are immediate from the definition and the properties of the adapted commutator $^M\{\cdot, \cdot\}$:

(i) $\text{Lie}_Z^M \mu = d^M(Z \cdot \mu) + Z \cdot d^M \mu$

(ii) $\text{Lie}_Z \mu = \text{Lie}_Z^M \mu + \text{Lie}_Z^N \mu$

(iii) $\text{Lie}_Z^N \mu(Z^{(1)}, \ldots, Z^{(p+q)}) = \sum_{i=1}^{p+q} (-1)^i \mu([Z^{N}, Z^{(i)}], Z^{(1)}, \ldots, \hat{i}, \ldots, Z^{(p+q)})$

In particular, $\text{Lie}_Z^N \mu$ has bigrading $(p+1, q-1)$ and in general vanishes only if evaluated for a vector field $Z = Y$ on $N$.

(iv) The total Lie derivative decomposes into

\[\text{Lie}_Z \mu = \text{Lie}_Z^M \mu + (\text{Lie}_Z^M \mu + \text{Lie}_Z^N \mu) + \text{Lie}_Z^N \mu,\]
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where the summands have bigrading $(p - 1, q + 1)$, $(p, q)$ and $(p + 1, q - 1)$, respectively.

3.4. Nash-Moser inverse function theorem revisited

The Nash-Moser theorem discussed in Section 2.3 generalizes to the global context once one restricts to an appropriate subcategory of Fréchet manifolds.

Definition 3.4.1
A Fréchet manifold is called tame if the modelling space is a tame Fréchet space and the chart transitions are tame maps. A map between tame Fréchet manifolds is said to be tame smooth if its chart representation is a tame smooth map.

Theorem 3.4.2 (Nash-Moser inverse function theorem)
Let $f : M \supseteq U \to N$ be a tame smooth map between tame Fréchet manifolds defined on an open subset $U \subseteq M$. Assume that the derivative $f'_m : T_m M \to T_{f(m)} N$ is bijective for all points $m \in U$ and that the map $\Psi^f : f^* T N \to TM$ defined by the inverses is tame smooth. Then, the map $f$ is locally bijective and the inverse is a tame smooth map, that is, $f$ is a tame local diffeomorphism.

Proof:
The assertion is of local nature and thus follows from the inverse function theorem 2.3.5 applied to the chart representation of $f$.

3.5. Submanifolds

A submanifold is a subset of a manifold that carries itself a suitable differentiable structure. In finite dimensions there exist mainly two ways to define submanifolds: First, one can specify how the submanifold-charts are inherited from the ambient manifold. Second, the inclusion map and the variety of different properties one can demand on it are brought into the focus of consideration. Both characterisations are intimately linked due to the inverse function theorem (or, more precisely, the constant
rank theorem). The situation becomes more diverse when one moves to the infinite-dimensional setting, because formerly equivalent definitions now separate into distinct ones.

This section primarily focuses on what is often denoted as ‘embedded’ submanifolds. These are subsets mapped under charts to a closed subspace of the modelling vector space. Since in finite dimensions every closed subspace is complemented, one equivalently gets an embedded submanifold by setting some chart-coordinates to zero. Clearly, this equivalence does not carry over.

**Definition 3.5.1**

A **submanifold** is a subset $S \subseteq M$ of a manifold $M$ such that there exist a covering of $S$ by charts $\kappa_\alpha: U_\alpha \to E$ of $M$ and a closed subspace $G \subseteq E$ fulfilling

$$\kappa_\alpha(U_\alpha \cap S) = \kappa_\alpha(U_\alpha) \cap G. \quad (3.5.1)$$

Hence the restrictions of the $\kappa_\alpha$’s to $U_\alpha \cap S$, shortly denoted by $\kappa_\alpha|_S$, constitute an atlas of $S$ endowing it with a manifold structure†. Charts of this type are called **submanifold charts**. If in addition $G$ is topologically complemented‡, then one speaks of a **splitting submanifold**. In this case

$$\kappa_\alpha(U_\alpha \cap S) = \kappa_\alpha(U_\alpha) \cap (G \times \{0\}).$$

Let $\pi: P \to M$ be a vector bundle. A (splitting) submanifold $Z \subseteq P$ is called a (splitting) **subbundle** of $P$ if there exist a vector bundle $\rho: Q \to N$ and an injective morphism $\phi: Q \to P$ with image $\phi(Q) = Z$.

As remarked above, the split condition is superfluous in finite dimensions (as well as for Hilbert manifolds). It is easy to see that the vector bundle $\rho: Q \to N$ in the definition of a subbundle is uniquely determined up to a vector bundle isomorphism.

†To see that the collection $\kappa_\alpha|_S$ indeed defines a manifold structure, endow the subset $S \subseteq M$ with the relative topology. Thus it is a Hausdorff topological space and $U_\alpha \cap S$ are open sets by definition. Moreover, as restrictions of homeomorphisms, the maps $\kappa_\alpha|_S$ are homeomorphisms themselves and by (3.5.1) their image is open. The chart transitions, being restrictions of smooth maps, are smooth themselves.

‡A topological complement of a closed subspace $G$ in a topological vector space $E$ is a closed subspace $F$ such that $E = G \oplus F$. The existence of algebraic complements is always assured, but the natural isomorphism $G \oplus F \ni (x,y) \mapsto x + y \in E$ need not be a homeomorphism.
For a submanifold \( S \subseteq M \) the natural inclusion map \( \iota: S \to M \) is smooth as one verifies by inspection in charts. In fact, let \( \kappa: U \to E \) be an arbitrary chart of \( M \) and as above denote by \( \kappa|_S \) the induced chart on \( S \). The chart representation \( \kappa \circ \iota \circ \kappa^{-1}: \kappa(U) \cap G \to \kappa(U) \) is smooth since it is the restriction of the linear, continuous inclusion \( G \to E \) to an open subset. This argument also implies that the tangent map \( \iota'_s \) is an injective, (closed) topological embedding for every point \( s \in S \) (with complemented image if \( S \) is a splitting submanifold). Furthermore, \( \iota \) itself is an embedding since \( S \) carries the subspace topology.

In the finite-dimensional context, the converse is also well-known, that is: the image of an injective immersion \( \iota \) is an embedded submanifold if \( \iota \) is also a topological embedding. Since the proof of this fact relies on the constant rank theorem one cannot hope to generalize it to arbitrary locally convex manifolds. Nonetheless, the Nash-Moser theorem provides the right stage for a similar proposition. The following definition captures the required notation.

**Definition 3.5.2**

Let \( S \) and \( M \) be tame Fréchet manifolds. A tame smooth map \( \iota: S \to M \) is called a tame immersion if

(i) the tangent map \( \iota'_s: T_sS \to T_{\iota(s)}M \) is injective for all \( s \in S \) and the image \( T\iota := \bigsqcup_{s \in S} \text{Im}(\iota'_s) \) is a subbundle of \( \iota^*TM \),

(ii) the bundle map of inverses \( \Psi: T\iota \to TS \) of \( \iota' \) is tame smooth.

If additionally \( T\iota \) splits as a subbundle of \( \iota^*TM \), then it is called a splitting tame immersion.

**Remark 3.5.3**

The requirement of \( T\iota \) being a subbundle seems to be redundant at first glance since in finite dimensions the injectivity of a vector bundle morphism already ensures the existence of a subbundle structure. This statement though relies on the extension of a linearly independent local frame to a local basis frame, which in turn goes back to the openness of the subset of invertible operators in the space of arbitrary linear operators. The latter result does not hold beyond the finite-dimensional regime, see Example 4.1.5.
The following proposition expands a theorem of [ACM89, p. 542] slightly, where it is stated additionally without an explicit proof.

**Proposition 3.5.4**

Let $S$ and $M$ be tame Fréchet manifolds. If $\iota: S \to M$ is a splitting tame, injective immersion, then for every $s \in S$ there exist an open neighbourhood $V \subseteq S$ of $s$, a chart $\kappa: U \to E$ of $M$ and a topological decomposition $E = G \oplus F$ such that:

(i) The image $\iota(V)$ is contained in $U$.

(ii) $\kappa(\iota(V))$ is open in $G$.

(iii) The induced chart $\kappa \circ \iota|_V: V \to G$ is compatible with the atlas of $S$.

Thus $\iota|_V$ is a tame diffeomorphism onto a splitting submanifold of $M$. If $\iota$ is in addition a topological embedding, then the image $\iota(S)$ is a splitting submanifold of $M$. ♦

**Proof:**

Fix a point $s \in S$. Since $T\iota$ is a splitting subbundle of $\iota^*TM$, there exist charts $\rho: S \supseteq V \to G$ around $s$ and $\kappa: M \supseteq U \to E$ containing $\iota(V)$ such that, relative to these charts, $\iota'$ is pointwise the inclusion of $G$ into $E$ (up to some neglected isomorphism). Moreover, $G$ is topologically complemented in $E$, say $E = G \oplus F$. Hence the chart representation of $\iota$ maps the open subset $W \equiv \rho(V) \subseteq G$ to the product $G \times F$. Denote by $g: W \to G$ and $f: W \to F$ the composition with the projection on the first and second factor, respectively. Furthermore, define the linear extension $I: W \times F \to G \times F$ of $\iota$ by $(x, y) \mapsto (g(x), y + f(x))$. Its derivative then clearly evaluates to

$$
(dI)_{x,y} = \begin{pmatrix}
(dg)_x & 0 \\
(df)_x & \text{id}_F
\end{pmatrix}.
$$

The bundle map of inverses $\Psi^i: T\iota \to TS$ translates in the local setting to a tame family $\Psi^g: W \times G \to G$ inverse to $dg$. As can be easily verified, the linear operators

$$
\Psi^I_{x,y} := \begin{pmatrix}
\Psi^g_x & 0 \\
-(df)_x \circ \Psi^g_x & \text{id}_F
\end{pmatrix}
$$

give rise to a tame family $\Psi^I: (W \times F) \times (G \times F) \to G \times F$ of inverses of $(dI)$. By the inverse function theorem, $I$ is a local diffeomorphism around $(\rho(s), 0)$. Hence there
exist open subsets $O_G \subseteq G$, $O_F \subseteq F$, $O_E \subseteq E$ such that $O_G \times O_F$ is diffeomorphic to $O_E$ (by $I$) and the following diagram commutes.

$$
\begin{array}{ccc}
O_G & \xrightarrow{\iota} & \iota(O_G) \subseteq O_E \\
\downarrow{I} & & \downarrow{I} \\
O_G \times \{0\} \subseteq O_G \times O_F
\end{array}
$$

After shrinking $V$ in an appropriate way this argumentation shows that $\iota(V)$ is splitting submanifold of $M$, and thus the first claim of the proposition is proven.

Now assume that $\iota$ is also a topological embedding. Choose an open covering $V_\alpha$ of $S$ and, for every $\alpha$, a chart $\kappa_\alpha: U_\alpha \to E$ of $M$ with properties (i) - (iii) as ensured by the previous considerations. For every $\alpha$, there exists an open subset $O_\alpha \subseteq M$ with $\iota(V_\alpha) = O_\alpha \cap \iota(S)$ since $\iota(S) \subseteq M$ carries the relative topology. Now $\kappa_\alpha$ restricted to $U_\alpha \cap O_\alpha$ provides the desired submanifold chart.

Note that the above proof relies on the topological sum decomposition of the model space and hence a similar result cannot be expected for non-splitting tame immersions.

Submanifolds permit the following feasible statement about smoothness of maps.

**Proposition 3.5.5** (Submanifolds are initial)

Let $S \subseteq M$ be a submanifold and let $\iota$ denote the inclusion $S \hookrightarrow M$. For every smooth map $f: N \to M$ with $f(N) \subseteq S$ the restriction in range $\iota^{-1} \circ f: N \to S$ is smooth.

The proof proceeds as in finite dimensions [Glö05, Lemma 2.3.23]. This chapter is summarized in the following hierarchy, which starts with the most specific concept and ends at the most general level:

splitting submanifold $\leq$ submanifold $\leq$ initial submanifold $\leq$ injective immersion.

### 3.6. Riemannian geometry

This section discusses how the concepts of finite-dimensional Riemannian geometry carry over to Fréchet manifolds. Since the results are only essential for the slice theorem 4.4.2, the reader might prefer to skip this chapter upon first reading and come
back to it by the time Riemannian metrics are needed. The work of Subramaniam [Sub84, pp. 51ff] serves as the primary source, but the current presentation goes slightly beyond it by also discussing the exponential map.

In the Banach space setting, the theory of Riemannian geometry splits into two branches. Strong Riemannian metrics induce a topology on the tangent spaces equivalent to the original one, while for weak Riemannian metrics the induced topology is coarser. The well-consolidated building of finite-dimensional Riemannian geometry remains largely unchanged for strong metrics but is confronted with serious problems if weak metrics are considered. The reason for this unsatisfactory state lies in the impossibility of defining Christoffel symbols by the Koszul formula in the case of a weak metric. Therefore, one often takes refuge in the strong case. However, Fréchet manifolds cannot be strong Riemannian in the classical sense as the discussion about dual spaces shows (cf. Theorem 2.1.12). The idea is now to circumvent some of these problems by using not only one metric but a whole collection of them which are ‘strong’ in the sense that they together induce an equivalent topology on the tangent space.

Definition 3.6.1
Let $M$ be a Fréchet manifold. A graded Riemannian metric is a family of functions $g^k_m : T_m M \times T_m M \to \mathbb{R}$ with the following properties (for all $m \in M$):

(i) The functions $g^k_m : T_m M \times T_m M \to \mathbb{R}$ are semi-inner products, that is symmetric, bilinear and positive semi-definite functions\(^1\).

(ii) The induced seminorms $\| \cdot \|_m^k = \sqrt{g^k_m(\cdot, \cdot)}$ constitute a directed fundamental system generating a topology on $T_m M$ equivalent to the original one\(^2\).

(iii) $g^k$ varies smoothly with $m$ in the sense that for every chart $\kappa : M \supseteq U \to E$ of $M$ the induced chart representation $g^k : \kappa(U) \times E \times E \to \mathbb{R}$ is a smooth map (where the usual identifications in charts are implied).

The definition demands only a weak relationship of the collection $g^k$ at two nearby points. To see this, consider the local representation $g^k : U \times E \times E \to \mathbb{R}$. For all

---

1Hence, a semi-inner product resembles an inner product except for $g^k_m(X, X)$ can be zero even for non-zero $X$.

2In the following, no powers of seminorms are required and thus the notation $\| \cdot \|_m^k$ should not lead to confusions.
x, y ∈ U, the families of semi-inner products \( g^k_x \) and \( g^k_y \) induce an equivalent topology on \( E \). Hence for a given \( k \) and \( K > 1 \) there exists \( n \) such that \( \| \cdot \|_y^n \leq K \| \cdot \|_x^k \) (cf. Proposition 2.1.4 (i)). Note that the index \( n \) might depend on \( k \) as well as on the chosen points. Often more control is necessary.

**Definition 3.6.2**

A graded Riemannian metric is called **locally equivalent** if for every \( m \in M \) and \( K > 1 \) there exists a chart \( \kappa: U \rightarrow E \) around \( m \) such that locally

\[
\frac{1}{K} \| \cdot \|_y^k \leq \| \cdot \|_x^k \leq K \| \cdot \|_y^k
\]

holds for all \( k \) and every \( x, y \in U \). If there exists a chart around every point in which all \( g^k \) are constant, then the metric is called **locally flat**. 

In the usual approach to the theory of Riemannian geometry one now proves existence and uniqueness of the Levi-Civita connection by using the Koszul formula. The whole arsenal of techniques that comes along with a connection allows one to speak of geodesics and finally to define the exponential map. Equipped with these tools it is straightforward to prove that the path-length metric induces an equivalent topology on the manifold. Considering the lack of an inverse function theorem and solution theory for differential equations the ordinary route does not lead to the desired result in Fréchet spaces. Instead the last statement is directly investigated.

Analogous to the finite-dimensional case, one defines the **length of a smooth curve** \( \gamma: \mathbb{R} \ni [a, b] \rightarrow M \) with respect to the \( k \)-th component as

\[
l_k(\gamma) := \int_a^b \| \dot{\gamma}(t) \|_{\gamma(t)}^k \, dt.
\]

If two points \( p \) and \( q \) lie in the same connected component of \( M \), then their distance \( d^k(p, q) \) results from taking the infimum of \( l_k \) over all \( C^1 \)-curves connecting \( p \) and \( q \). Finally, define the length metric as

\[
d(p, q) := \sum_{k=1}^{\infty} 2^{-k} \frac{d^k(p, q)}{1 + d^k(p, q)}.
\]

This is indeed a metric as the following proposition demonstrates.
Proposition 3.6.3 ([Sub84, p. 52])

Let $M$ be a Fréchet manifold and $g^k$ a locally equivalent, graded Riemannian metric. The map $d(p,q)$ is a metric on each connected component of $M$ which is compatible with the original manifold topology.

Proof:
All properties of a metric are evident, except positivity. Fix some point $p \in M$ and consider an open subset $U$ around it. One can reduce the problem to the case where the other endpoint $q$ and the connecting curve $\gamma$ completely lie in $U$. To see this, assume $\text{Im}(\gamma) \nsubseteq U$. By continuity of $\gamma$, there exists $c \in [a,b]$ such that for times up to $c$ the curve takes values in $U$ and $\gamma(c) \neq \gamma(a)$. But $t^k(\gamma) \geq t^k(\gamma|_{[a,c]})$ implies that it is enough to show positivity for $\gamma|_{[a,c]}$.

Thus, in particular, one can consider a chart $\kappa: M \supseteq U \leftrightarrow U \subseteq E$ around $p$. Under the usual identifications, $\gamma$ is a curve $\gamma: [a,b] \to U \subseteq E$ connecting $p$ with some different point $q$, and $g^k: U \times E \times E \to \mathbb{R}$. Due to the local equivalence property one can assume that

$$\frac{1}{K} \|x\|_p^k \leq \|x\|_x^k \leq K \|x\|_p^k$$

holds for all $x \in U$. The length of $\gamma$ can be estimated from below by

$$t^k(\gamma) = \int_a^b \|\dot{\gamma}(t)\|_{\gamma(t)}^k dt \geq \frac{1}{K} \int_a^b \|\dot{\gamma}(t)\|_p^k dt$$

$$\geq \frac{1}{K} \left\| \int_a^b \dot{\gamma}(t) dt \right\|_p^k = \frac{1}{K} \|\gamma(b) - \gamma(a)\|_p^k.$$

(3.6.1)

Since fundamental systems of seminorms split points, there exists a $k$ such that $\|\gamma(b) - \gamma(a)\|_p^k$ is non-zero and thus the corresponding $t^k$ does not vanish. Therefore $d(p,q) > 0$ whenever $p \neq q$ and $d$ is a metric.

Finally, it is left to show that the topology of $d$ coincides with the manifold topology. Charts on $M$ are homeomorphisms and hence test the topology of $M$. In particular, $q_n \to p$ in $M$ if and only if $q_n \to p$ in some chart, if and only if $\|q_n - p\|_p^k \to 0$ for all $k$. The later equivalence holds as $\|\cdot\|_p^k$ is a compatible fundamental system of seminorms. On the other hand, $q_n$ converges to $p$ with respect to $d$ if and only if it
converges relative to all $d^k$. Thus equivalence of both topologies can be checked for each $k$ separately.

- Assume $d^k(p, q_n) \to 0$. Then for some $\varepsilon > 0$ and sufficiently large $n$ one has $d^k(p, q_n) < \varepsilon$. The points $q_n$ eventually lie in some chart $U$ around $p$, since otherwise all connecting curves between $p$ and $q_n$ have lengths greater or equal to $\varepsilon$ (compare to the argumentation at the beginning of the proof). Equation (3.6.1) implies $\|q_n - p\|_p^k \leq Kd^k(p, q_n)$, which converges to 0.

- Conversely, assume $q_n \to p$ in $M$. It implies $\|q_n - p\|_p^k \to 0$ in some chart. The path-length can be estimated by considering the linear curve $\sigma(t) = p + t(q_n - p)$. Then by the local equivalence of seminorms

$$d^k(p, q_n) \leq l^k(\sigma) = \int_0^1 \|\dot{\sigma}(t)\|_{\sigma(t)}^k \, dt = \int_0^1 \|q_n - p\|_{\sigma(t)}^k \, dt \leq K\|q_n - p\|_p^k.$$  

\[ \square \]

**Definition 3.6.4**

An **r-exponential map** for a graded Riemannian metric $g^k$ is a smooth map $\exp: TM \subseteq U \to M$ defined on an open subset $U$ of the zero section in $TM$ such that for every $X \in T_m M$ the associated curve $[0, 1] \ni t \mapsto \lambda_X(t) = \exp(tX)$ fulfills $\frac{d}{dt}\big|_{t=0} \lambda_X(t) = X$ and is the $r$-shortest conjunction between its endpoints, that is

$$l^r(\lambda_X) = d^r(m, \exp(X)).$$  

\[ \diamond \]

Since differential equations in Fréchet spaces do not necessarily have a unique solution, there could exist none or many exponential maps conforming to the above definition. Furthermore, $\exp$ is in general not a local diffeomorphism and thus, in particular, the image of $\exp_m$ fails to be an open neighbourhood of $m$. It is subject to further investigations how the exponential maps corresponding to different values of $r$ are related to each other. Examples suggest that the existence of an 0-exponential map is an indicator for the existence of all higher exponential maps. This phenomenon is closely related to the ‘regularity of geodesics’ [EM70], that is, geodesics relative to
one Riemannian metric $g^r$ transform under suitable extra conditions to geodesics with respect to another $g^{r'}$.

### 3.7. Example: Spaces of mappings

From a mathematical point of view, function spaces are of particular interest, since they often provide (counter-) examples for deep, global analytic questions. Therefore, progress in the general theory is closely interwoven with concrete problems in function spaces. Moreover, maps between finite-dimensional manifolds constitute by definition the objects of interest in classical field theory.

This section is devoted to the manifold structure of the section space of a finite-dimensional fibre bundle. Mostly, the presentation is limited to compact base manifolds, but the general case will also be commented on. The manifold structure on the section space provides the basis to investigate important maps and their derivatives, for example the evaluation map or the pushforward. The work of Neeb [Nee05, Example II.1.4], Hamilton [Ham82, Example 1.1.4 and 1.1.5], Wang [Wan12, section 2.3], and Brunetti, Fredenhagen, and Ribeiro [BFR12, section 2.2] constitute the literature underlying this section.

As a motivating example, first consider the space $C^\infty(U, \mathbb{R}^l)$ of smooth maps from an open subset $U \subseteq \mathbb{R}^r$ to $\mathbb{R}^l$. Slightly generalizing Examples 2.1.2 and 2.1.7 the seminorms

$$\|\phi\|_{K,k} := \sup_{x \in K, |I| \leq k} \left\| \frac{d^I \phi}{dx^I}(x) \right\|_{\mathbb{R}^l}$$

for $\phi \in C^\infty(U, \mathbb{R}^l)$, $k \in \mathbb{N}$, $K \subseteq U$ compact (3.7.1)

define a Fréchet structure on $C^\infty(U, \mathbb{R}^l)$. The resulting topology is called $C^\infty$ compact-open topology.

Now let $\pi: E \to M$ be a finite-dimensional vector bundle over a compact manifold $M$. The section space of $E$, denoted by $\mathcal{E}$, carries a natural linear structure defined by fibrewise addition and scalar multiplication. To endow it with a Fréchet topology one proceeds in a similar way as in the above example but replaces the derivative in
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(3.7.1) with an appropriate generalization. In particular, the following alternatives all achieve this and provide the same topology:

- Chart representation,
- Covariant derivative,
- Jet techniques.

Going back to the chart representation is straightforward since the local model was already discussed above. In fact, the topology on $\mathcal{E}$ is the initial topology with respect to the maps

$$\mathcal{E} \rightarrow \prod_j C^\infty(U_j, \mathbb{R})$$

which send a section to its local representative. Here $i$ indexes a countable and trivializing atlas $(U_j, \kappa_j)$ of $M$. Explicitly seminorms on $\mathcal{E}$ are given by the same formula as in (3.7.1) if all objects are replaced by their local expressions. A more geometric approach uses higher covariant derivatives. Let $\nabla^E \colon \Gamma^\infty(E) \rightarrow \Gamma^\infty(T^*M \otimes E)$ and $\nabla^M \colon \Gamma^\infty(TM) \rightarrow \Gamma^\infty(T^*M \otimes TM)$ be torsion-free connections on $E$ and $TM$, respectively. They combine via the Leibniz identity to a torsion-free connection $\nabla \colon \Gamma^\infty(\otimes_k T^*M \otimes E) \rightarrow \Gamma^\infty(\otimes_{k+1} T^*M \otimes E)$. Exemplary for $k = 1$, one has

$$\nabla_X (\alpha \otimes \phi) = \nabla^M_\alpha \alpha \otimes \phi + \alpha \otimes \nabla^E_\phi,$$

where $\nabla^M_\alpha$ denotes the dual connection to $\nabla^M$. Now recursively define the higher covariant derivatives:

$$\nabla^0 \phi = \phi$$
$$\nabla^1_X \phi = \nabla^E_X \phi$$
$$\nabla^2_{X,Y} \phi = \nabla_X (\nabla^1_Y \phi) = \nabla^1_X (\nabla^1_Y \phi) - \nabla^2_{X,Y} \phi$$
$$\vdots$$
$$\nabla^i_{X_1,\ldots,X_i} \phi = \nabla_X (\nabla^{i-1}_{X_{i-1},\ldots,X_1} \phi) - \sum_{r=2}^i \nabla^{i-1}_{X_2,\ldots,X_1,X_r,\ldots,X_i} \phi.$$

A Riemannian metric on $M$ and a fibre metric on $E$ are the last, necessary ingredients.
Abbreviate
\[ \| \nabla^i \phi(m) \| := \sup_{X_t \in T_m M, \|X_t\| \leq 1} \| \nabla_{X_1, \ldots, X_i} \phi(m) \| \]
and define seminorms
\[ \| \phi \|_{K,k} := \sup_{m \in K, i \leq k} \| \nabla^i \phi(m) \| \]
for \( \phi \in \mathcal{E} \), some compact subset \( K \subseteq M \) and \( k \in \mathbb{N} \). This endows \( \mathcal{E} \) with a Fréchet topology which is independent from the previously used connections and metrics.

Finally, the just described topology is identified with the initial topology with respect to the infinite jet extension
\[ j^\infty : \mathcal{E} \ni \phi \mapsto j^\infty \phi \in C(M, J^\infty E), \]
where the space of continuous maps \( C(M, J^\infty E) \) carries the compact-open topology\(^\dagger\) and the family \( J^k E \) endows \( J^\infty E \) with the inverse limit topology.

**Remarks 3.7.1**

(i) The topology discussed above is tame. For a proof of this fact, the reader is referred to the literature [Ham82, Corollary 1.3.9].

(ii) The Sobolev inequalities show that \( \| \phi \|_{K,k} \) could equivalently be replaced by the local Sobolev seminorms
\[ \| \phi \|_{K,k}^S := \sup_{i \leq k} \int_K \| \nabla^i \phi(m) \| \, d\mu(m), \]
where \( K \) ranges over compact subsets with non-empty interior and \( d\mu \) denotes the volume element induced from a Riemannian metric on \( M \).

(iii) Often a direct description of an open set around a given \( \phi \in \mathcal{E} \) is convenient. For the \( C^0 \) compact-open topology, a sub-basis for the neighbourhood around \( \phi \) consists of sets of the form
\[ U_K := \{ \psi \in \mathcal{E} : \psi(K) \subseteq U \} \]
\(^\dagger\)The sets \( U_K = \{ g : M \to J^\infty E : g(K) \subseteq U \} \) for compact \( K \subseteq M \) and open \( U \subseteq J^\infty E \) constitute a sub-basis for the \( C^0 \)-compact-open topology on \( C(M, J^\infty E) \).
for compact $K \subseteq M$ and open subsets $U \subseteq E$, which contain the image of $\phi$. Since the $C^\infty$ topology is finer, $U_K$ remains open. Because sets of this type occur often, the calligraphic notation also applies to other, arbitrary subsets of $E$. If no compact subset is given in the subscript, then the whole manifold $M$ is implied. That is, $O \equiv \{ \psi \in \mathcal{E} : \psi(M) \subseteq O \}$ for some subset $O \subseteq E$.

(iv) The results easily extend to arbitrary fibre bundles $E$ (over compact $M$) by reducing the problem to a fibre-preserving tubular neighbourhood. This will render the section space of a fibre bundle an infinite-dimensional tame Fréchet manifold which locally resembles the section space of a vector bundle.

First, fix a section $\phi \in \mathcal{E}$ and construct a tubular neighbourhood, that is, a diffeomorphism $\exp_\phi : V_\phi \to U_\phi$ from an open neighbourhood $V_\phi$ of the zero section in $\phi^*VE$ to an open neighbourhood $U_\phi$ of the image of $\phi$ in $E$. Now define

$$U_\phi := \{ \psi \in \mathcal{E} : \psi(M) \subseteq U_\phi \}$$
$$V_\phi := \{ \varphi \in \Gamma^\infty(\phi^*VE) : \varphi(M) \subseteq V_\phi \}$$

and notice that $V_\phi$ is an open subset of the tame Fréchet space $\Gamma^\infty(\phi^*VE)$. The topology as well as the manifold structure results from the charts

$$U_\phi \to V_\phi, \quad \psi \mapsto \exp^{-1} \circ \psi.$$  

Since exp can be chosen to preserve fibres [Wan12, Lemma 3.2.1] the chart transitions originate from fibre-preserving maps and thus are tame smooth by Proposition 3.7.4 below.

(v) The generalisation to non-compact base manifolds $M$ is not straightforward. The problems prominently arise if the topology is derived from the jet extension $\mathcal{E} \to C(M, J^\infty E)$. If $M$ is not compact, then the class of suitable and in some sense natural topologies of $C(M, J^\infty E)$ widens to a whole list and each of them comes with its own advantages and perils.

The following sets will constitute the prototypes of neighbourhoods for the most important topologies on $C(M, N)$. Let $d$ be a metric on $M$, $S \subseteq M$ a subset and
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\( \epsilon \) a positive-valued, continuous function on \( M \). For \( f \in C(M, N) \) define the set

\[ \mathcal{N}^d(f, S, \epsilon) = \{ g \in C(M, N) : d(f(x), g(x)) \leq \epsilon(x) \text{ for all } x \in S \}, \]

which contains all functions \( g \) that on \( S \) are near to \( f \). The most significant topologies on \( C(M, N) \) differ by the specific choice of parameters.

- Whitney topology: The neighbourhood system comprises \( \mathcal{N}^d(f, M, \epsilon) \).
- Uniform topology: The neighbourhood system comprises \( \mathcal{N}^d(f, M, \epsilon) \), where \( \epsilon \) is a constant function.
- Compact-open topology: The neighbourhood system comprises \( \mathcal{N}^d(f, K, \epsilon) \), where \( \epsilon \) is a constant function and \( K \subseteq M \) a compact subset.

In applications, one discovers that the Whitney topology is often too strong and the compact-open topology too coarse. The uniform topology has the disadvantage to depend on the chosen metric \( d \). They all coincide for compact \( M \).

Moreover, one cannot hope to end in the category of tame Fréchet spaces in general and thus interesting applications requiring the inverse function theorem are precluded. Even such a common Fréchet space as \( C^\infty(\mathbb{R}, \mathbb{R}) \) fails to be tame.

In their totality these problems and inconveniences make it necessary to retreat to the compact case.

The rest of this section is concerned with maps between section spaces which will play a major role in later chapters. The evaluation map

\[ \text{ev}: \mathcal{E} \times M \rightarrow M, \quad (\phi, m) \mapsto \phi(m) \]

distinguishes function spaces from other infinite-dimensional spaces. Its smoothness and derivative are captured in the following proposition.

**Proposition 3.7.2** ([NW07, Proposition I.2])

Let \( E \rightarrow M \) be a finite-dimensional fibre bundle over a compact manifold \( M \) and
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denote its section space by $\mathcal{E}$. The evaluation map $ev: \mathcal{E} \times M \to M$ is smooth and its derivative is given by

$$(ev)_{\phi,m}'(\Xi, X) = (ev_m)'_{\phi} \Xi + \phi_m' X,$$

for $\Xi \in T_{\phi} \mathcal{E}$, $X \in T_m M$,

where $ev_m: \mathcal{E} \to M$ is defined in the obvious way. ♦

Proof:

Since the statement is local in nature, it is enough to consider the case of a vector bundle $E$.

By compactness of $M$, local uniform convergence and uniform convergence on compacta coincide. Thus, to address the question of continuity, one has to show that $ev: C^\infty(U, V) \times U \to V$ is a continuous map, where $U \subseteq M$ is open and $V$ a finite-dimensional vector space. For this purpose, it is sufficient to consider only the $C^0$ compact-open topology on $C^\infty(U, V)$ since the $C^\infty$-topology is finer. Let $O \subseteq V$ be an open subset. Openness of the inverse image $ev^{-1}(O)$ will be shown by constructing an open neighbourhood around every point $(f, x) \in ev^{-1}(O)$. As $f$ is continuous, $f^{-1}(O)$ is an open neighbourhood around $x$. $M$ is locally compact and thus there exists an open neighbourhood $W$ of $x$ such that its closure $K \equiv \bar{W}$ is compact and lies in $f^{-1}(O)$. Hence $\Theta_K = \{ g: M \to N : g(K) \subseteq O \}$ is open and $\Theta_K \times W$ is an open neighbourhood of $(f, x)$ contained in $ev^{-1}(O)$.

Once the tangent space $T_{\phi} \mathcal{E}$ is identified with $\mathcal{E}$ itself, the proposed formula for the derivative follows from the chain rule. In fact, one has

$$(ev)'_{\phi} : \mathcal{E} \times \mathcal{E} \times TM \to TM, \quad (\phi, \Xi, X_m) \mapsto (ev_m)'_{\phi} \Xi + \phi_m' X_m,$$

which is continuous by the same argumentation as above if the second term $\phi' X_m$ is interpreted as the evaluation of $\phi': TM \to TE$ on $X_m$. By induction $ev$ is a smooth map. □

Corollary 3.7.3

Let $E \to M$ be a finite-dimensional fibre bundle over a compact manifold $M$. The assignment of $\Xi$ to the map $m \mapsto (ev_m)'_{\phi} \Xi$ identifies $T_{\phi} \mathcal{E}$ with $\Gamma^\infty(\phi^* VE)$. Under this
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isomorphism the derivative of the evaluation map simplifies to

\[(ev)'_{\phi,m}(\Xi, X) = \Xi(m) + \phi'_m X, \quad \text{for } \Xi \in \Gamma^\infty(\phi^*VE), X \in T_m M.\]

\[\diamond\]

**Proposition 3.7.4 ([Ham82, Theorem 2.2.6])**

Let \(E \to M\) and \(F \to M\) be finite-dimensional fibre bundles over a compact manifold \(M\) and \(U \subseteq E\) an open subset. Denote the section spaces by \(\mathcal{E}\) and \(\mathcal{F}\), respectively. A smooth fibre-preserving map \(f: E \supseteq U \to F\) yields a 0-tame smooth map \(f_*: \mathcal{E} \supseteq U \to \mathcal{F}, \quad \phi \mapsto f \circ \phi,\)

defined on the open subset \(U = \{\phi \in \mathcal{E} : \phi(M) \subseteq U\}\). Denote the fibre tangent map of \(f\) by \(V_f: VE \supseteq VU \to VF\). The derivative of \(f_*\) at \(\phi\) equals the pushforward of \(V_f\) composed with \(\phi\), that is

\[(f_*)_\phi = Vf_* \circ \phi: \Gamma^\infty(\phi^*VE) \to \Gamma^\infty((f \circ \phi)^*VF), \quad \Xi \mapsto f'_\phi(\cdot)\Xi.\]

\[\diamond\]

**Proof:**

A similar discussion as in the beginning of the proof of Proposition 3.7.2 reduces the whole problem to the case of a vector bundle.

For continuity, it is enough to consider the local representation in trivializing charts on \(M\). Thus one identifies \(f\) and \(f_*\) with maps

\[
\begin{align*}
  f: V \times O &\to V \times \mathbb{R}^r, \quad (x, v) \mapsto (x, \tilde{f}(x, v)), \\
  f_*: C^\infty(V, \mathbb{R}^l) \supseteq \Theta &\to C^\infty(V, \mathbb{R}^r), \quad \phi \mapsto \tilde{f} \circ (\text{id}_V \times \phi),
\end{align*}
\]

where \(V \subseteq \mathbb{R}^n\) and \(O \subseteq \mathbb{R}^l\) are open subsets (and \(l\) and \(r\) denote the fibre dimensions of \(E\) and \(F\), respectively). The induced map \(\tilde{f}: V \times O \to \mathbb{R}^r\) is smooth. Since the \(C^\infty\) topology is initial with respect to the infinite jet extension and the following diagram
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commutes,

\[
\begin{array}{ccc}
C^\infty(V, \mathbb{R}^l) & \xrightarrow{f_*} & C^\infty(V, \mathbb{R}^r) \\
\downarrow^{j_k} & & \downarrow^{j_k} \\
C(V, J^k(V, \mathbb{R}^l)) & \xrightarrow{j^k f_*} & C(V, J^k(V, \mathbb{R}^r))
\end{array}
\]

\(f_*\) is continuous if and only if the \(k\)-jet prolongation of \(f\) is continuous for all \(k\). This argument reduces the problem to the continuous case \(f_*: C(V, \mathbb{R}^l) \supseteq \Theta \rightarrow C(V, \mathbb{R}^r)\). There the claim is a direct consequence of the decomposition of \(f_*\) in \(\phi \mapsto \text{id}_V \times \phi\) and \(\psi \mapsto \tilde{f} \circ \psi\), since both maps are continuous as apparent from the definition of the compact-open topology.

Consider now the asserted identity \((f_*)_’ = Vf_*\). The proof consists in showing that the difference quotient

\[
(f_*)_1[\phi, \Xi, t] := \frac{f_*(\phi + t\Xi) - f_*(\phi)}{t}
\]

equals \((Vf_* \circ \phi)(\Xi)\) for \(t = 0\), since the identity \((f_*)_1^0 \Xi = (f_*)_1[\phi, \Xi, 0]\) holds by Lemma 2.2.9. Here the tangent vector \(\Xi\) is seen as an element of either \(\mathcal{E}\) or \(\Gamma^\infty(\phi^*VE)\), as appropriate. It is enough to check \((f_*)_1[\phi, \Xi, 0] = (Vf_* \circ \phi)(\Xi)\) pointwise since both sides are elements of \(\Gamma^\infty((f \circ \phi)^*VF)\). After evaluation at a point, the claim follows directly from the same Lemma 2.2.9 but applied to the map \(f\).

Hence the derivative is again a pushforward and therefore is continuous due to the above argumentation. By induction, \(f_*\) is smooth. Finally, the pushforward is tame smooth if it is a tame map by the same reasoning. To see the latter, the tame estimate

\[\|f_*(\psi)\|_{K,k} \leq C(1 + \|\psi\|_{K,k})\]

will be shown on a neighbourhood of a fixed section \(\phi\) and for some compact subset \(K \subseteq M\). Let \(C \subseteq E\) be a compact neighbourhood of the image \(\phi(M)\) and let \(\psi \in C\). By compactness of \(M\), the bundle \(E\) and \(F\) trivialize over a finite open cover \(V_*\) of \(M\).

On every \(V_*\), the local expression (3.7.2) yields

\[
\left(\frac{d}{dx}\right)^k (f_*(\psi))(x) = \sum_{j+|I|=k} \partial_1^I \partial_2^{|I|} \tilde{f}(x, \psi(x)) \frac{d^{I_1} \psi}{dx^{I_1}} \cdots \frac{d^{I_n} \psi}{dx^{I_n}}.
\]

\(\dagger\) \(f_*^{[1]}\) is well-defined since \(\phi(M)\) and \(\Xi(M)\) are compact and thus for small \(t\) the image of \(\phi + t\Xi\) lies in \(U\).
Due to compactness of $C$, the map $\tilde{f}(x, \psi(x))$ and its derivatives are bounded for all $\psi \in C$. Hence

$$\|f_s(\psi)\|_{K,k} \leq \left\| \frac{d^k}{dx^k}(f_s \psi) \right\|_{K,0} \leq D \sum_{|I| \leq k} \|\psi\|_{K,I_1} \cdots \|\psi\|_{K,I_n}.$$ 

The interpolation formula $\|\psi\|_i \leq D\|\psi\|_0^{k-i}$ for some $D > 0$\footnote{Contrary to good behaviour, all occurring constants are denoted by the same letter $D$ although they need not coincide.} from [Ham82, p. 143f] is needed to derive the estimate $\|\psi\|_i \leq D\|\psi\|_k^{i/k}$. Note that the superscripts are actually powers of seminorms and are not to be confused with the notation $\|\cdot\|^k$ of Section 3.6. Combining these inequalities leads, for $k > 0$, to

$$\|f_s(\psi)\|_{K,k} \leq D \sum_{|I| \leq k} \|\psi\|_{K,I_1} \cdots \|\psi\|_{K,I_n} \leq D\|\psi\|_{K,k}.$$ 

Since $\|f_s(\psi)\|_{K,0}$ equals some constant, this formula yields the desired estimate on $V_s$ with a constant $D_s$, which possible depends on $s$. The covering $V_s$ is finite and hence $D_s$ can be replaced by a global constant.

In particular, the previous proposition yields a functor from the category of fibre bundles over a fixed manifold with smooth fibre-preserving maps as morphisms to the category of tame manifolds and tame smooth maps.
This chapter introduces the concept of infinite-dimensional Lie groups. While many elements of the usual, finite-dimensional theory carry over, there is one big obstacle: The exponential map need not exist or be a diffeomorphism around 0. Hence, in general, there is no connection between the local description in terms of Lie algebra and global features of the theory. To avoid the partly pathological complications that come with such a disconnection of Lie algebraic and Lie group theoretic aspects, this work mostly restricts itself to the discussion of Lie groups with a locally diffeomorphic exponential map (these are called locally exponential Lie groups). After studying the basic properties of Lie groups, the focus shifts to different types of Lie subgroups. The last section is devoted to actions of Lie groups on manifolds and, in particular, a general slice theorem is proven.

The beginnings of infinite-dimensional Lie theory can be found for example in [Ham82], where the attention is restricted to Fréchet Lie groups. In their forthcoming book, Glöckner and Neeb [GN13] give an elaborate discussion of these aspects for arbitrary locally convex manifolds (see also the review paper [Nee06]). In some ways, the first two sections of this chapter can be seen as an embedding of the Fréchet results in this more general setting (and is therefore based upon the just given references). But to the best knowledge of the author, there is no general study of Lie group actions beyond the Banach category. Some specific examples are discussed in literature (e.g. [ACM89;
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EM70]). The most systematic and integrated discussion known to the author is the PhD thesis of Subramaniam [Sub84]. However, even in this work the slice theorem is only stated for elliptic actions between section spaces. Section 4.3 collects and combines these ideas into a more general treatment.

4.1. Lie groups and the exponential map

A Lie group combines the algebraic structure of a group and the smooth structure of a manifold in a compatible way.

Definition 4.1.1

A (locally convex) Lie group $G$ is a group carrying an additional smooth locally convex manifold structure such that multiplication and inversion

$$\text{mult}: G \times G \to G, \quad (g, h) \mapsto g \cdot h$$

$$\text{inv}: G \to G, \quad g \mapsto g^{-1}$$

are smooth maps. A morphism of Lie groups is a smooth group homomorphism.

If the manifold is a tame Fréchet manifold and the above maps are tame smooth, $G$ is called a tame Fréchet Lie group.

Keeping one factor in the multiplication map fixed induces diffeomorphisms

$$L_g(h) := g \cdot h, \quad R_g(h) := h \cdot g,$$

which are called left and right translation.

As usual, the tangent space $\mathfrak{g} \equiv T_eG$ at the identity element is identified with the space of left invariant vector fields on $G$. More explicitly, this isomorphism assigns to every $A \in \mathfrak{g}$ the vector field $A_g := L'_g A$ and conversely every left invariant vector field gives an element of $\mathfrak{g}$ upon evaluation at the identity. Note that $L'_g$ is actually a shorthand notation for $(L_g)'$. In the following, the evaluation of a tangent map at the identity is implicitly understood in order to streamline the notation. The commutator of vector fields induces a bracket operation $[\cdot, \cdot]$ on $\mathfrak{g}$, which in a chart is determined...
by the (Taylor expansion up to second order of) multiplication and thus is continuous (see [Nee06, Remark II.1.8] for details). The concept of a Lie algebra formalises the preceding remark.

**Definition 4.1.2**

A (locally convex) **Lie algebra** is a locally convex space \( g \) endowed with a continuous, bilinear, alternating map \( [\cdot, \cdot] : g \times g \to g \) such that the Jacobi identity

\[
[[A, B], C] + [[B, C], A] + [[C, A], B] = 0
\]

holds for all \( A, B, C \in g \). A morphism of Lie algebras is a continuous, linear map which preserves the commutator.

**Example 4.1.3** (Diffeomorphism group)

Let \( M \) be a finite-dimensional, compact manifold. This example illustrates the tame Fréchet Lie group structure on the group of diffeomorphisms \( G = \text{Diff}(M) \), which will be modelled on the space of vector fields \( g = \mathfrak{X}(M) \).

The subset of diffeomorphisms is open in \( C^{\infty}(M, M) \) [Hir97, Theorem 1.7], thus it is a submanifold. By Corollary 3.7.3, the tangent space at the identity is given as \( T_{\text{id}_M} \text{Diff}(M) = \Gamma^\infty(\text{id}_M^* TM) = \mathfrak{X}(M) \), which is a tame Fréchet space. The tame smoothness of the natural group operations, composition and inversion, takes more effort and the reader is referred to the literature [Ham82, Theorem 2.3.5]. For later use, the tangent of the composition map \( \text{comp}: C^{\infty}(M, M) \times C^{\infty}(M, M) \to C^{\infty}(M, M), (f, g) \mapsto f \circ g \) is stated

\[
(\text{comp})'_{f,g}(X, Y) = f'Y + X \circ g \tag{4.1.1}
\]

and it is remarked that the first (second) term equals the derivative of the left (right) translation on \( \text{Diff}(M) \).

In order to clarify the specific meaning of a vector field \( X \in \mathfrak{X}(M) \) it will be denoted by \( \mathcal{X} \) if regarded as a left invariant vector field on \( \text{Diff}(M) \). The flow of \( \mathcal{X} \) is given by \( \text{FL}_t^X : f \mapsto f_t := f \circ \text{FL}_t^X \), because \( \frac{d}{dt} f_t = f'X \) equals the left transport of \( \mathcal{X} \) to \( f \in \text{Diff}(M) \). With the aid of this information the Lie bracket on the Lie algebra of
\[ \mathcal{D}iff(M) \] computes to

\[
\left[ X, Y \right]_{id_M} = \frac{d}{dt} \bigg|_{t=0} (FL_{-t}^X)' Y_{FL_{-t}^Y (id_M)} \\
= \frac{d}{dt} \bigg|_{t=0} (FL_{-t}^X)' Y_{FL_{-t}^X} \\
= \frac{d}{dt} \bigg|_{t=0} (FL_{-t}^X)' ((FL_t^X)' Y) \\
= \frac{d}{dt} \bigg|_{t=0} (FL_{-t}^X \circ L_{FL_t^X})' Y \\
= \frac{d}{dt} \bigg|_{t=0} (FL_t^X \circ R_{FL_{-t}^X})' Y \\
= \frac{d}{dt} \bigg|_{t=0} (FL_t^X)' Y_{FL_{-t}^X} = -[X, Y],
\]

where \((FL_{-t}^X \circ L_{FL_t^X})(f) = FL_t^X \circ f \circ FL_{-t}^X = (FL_t^X \circ R_{FL_{-t}^X})(f)\) was used. That is, the Lie algebra structure is the negative of the usual one. Summarizing, \(\mathcal{D}iff(M)\) is a tame Fréchet Lie group. This result for the smooth diffeomorphisms is in sharp contrast to their finite-differentiable counterparts \(\mathcal{D}iff^k(M)\), which are Banach manifolds but for which the composition is not smooth (this is another example where the loss of derivative manifests itself, see (4.1.1)). Thus \(\mathcal{D}iff^k(M)\) is no Lie group. This observation implies that the theory of Banach Lie groups and their actions on Banach manifolds cannot be applied and forces one to consider ‘pseudo’ Lie groups with non-smooth actions if one wants to stay in the Banach category (see for example [GR06]).

\[ \Diamond \]

The exponential map connects information from the Lie algebra to properties of the Lie group. Thereby, it is a valuable tool in the study of Lie groups. However, in the locally convex setting, an exponential map does not need to exist or, even if it exists, it is not necessary a local diffeomorphism at 0. To see this, recall that the exponential map is defined by the flow of the associated left invariant vector field and that the flow of a vector field is not ensured to exist beyond Banach manifolds. Likewise, the local diffeomorphism property follows from the inverse mapping theorem applied to \(\exp'_0 = \text{id}_\mathcal{B}\). Nevertheless, in applications one can often prove the existence of a locally diffeomorphic exponential map and thus it is worthwhile to study this subclass of Lie
groups.

**Definition 4.1.4**

Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. An **exponential map** is a smooth map $\exp: \mathfrak{g} \to G$ such that for every $A \in \mathfrak{g}$ the associated curve $\gamma_A(t) := \exp(tA)$ is a one-parameter group with $\frac{d}{dt}\big|_{t=0} \gamma_A(t) = A$. If there exists an exponential map, then $G$ is called a **Lie group with exponential map**. If $\exp$ additionally is a local diffeomorphism around 0, then $G$ is called a **locally exponential Lie group**.

Since the solution of a differential equation in locally convex spaces need not be uniquely determined by its initial value, a priori there could exist many exponential maps for a given Lie group. But with the aid of the Lie group structure, one can prove uniqueness of the exponential map (see [Nee06, remarks after Definition II.5.1]).

**Example 4.1.5** (Exponential map of the diffeomorphism group)

Let $G = \text{Diff}(M)$ be the diffeomorphism group of a finite-dimensional, compact manifold $M$. Its Fréchet Lie group structure was examined in Example 4.1.3. The Lie algebra is identified with the space of smooth vector fields on $M$. Recall that every vector field on a compact manifold has a complete flow [Lan98, Corollary IV.2.4]. Thus the exponential map

$$\exp: \mathfrak{X}(M) \to \text{Diff}(M), \quad X \mapsto \text{FL}_1^X(\cdot)$$

is well defined\(^1\). It is indeed the exponential map of $\text{Diff}(M)$, since the scaling property of flows implies $\exp(tX) = \text{FL}_1^X$ and thus the required one-parameter property. One can show that $\exp$ is smooth [Kri97, p. 455]. Nevertheless, $\exp$ is not locally surjective as was first observed by [Fre68; Kop71]. For concreteness this result is shown here only for the case $M = S^1$. The idea is to state properties of diffeomorphisms in the image of $\exp$ and then construct a specific diffeomorphism not possessing these properties but lying arbitrarily close to the identity map.

---

\(^1\)This also implies that the exponential map of $\text{Diff}(M)$ for a non-compact manifold $M$ is only defined on the subset of complete vector fields and thus is no ‘true’ exponential map in the sense of Definition 4.1.4.
Claim: Every fixed point free diffeomorphism of the form \( f = \exp(X) \) for \( X \in \mathfrak{X}(S^1) \) is conjugate to some rotation \( R_\vartheta \) about a fixed angle \( \vartheta \).

To prove \( f = g^{-1} \circ R_\vartheta \circ g \), it is enough to show that every nowhere vanishing vector field \( X \) is \( g \)-conjugate to the constant vector field \( Y_\vartheta : S^1 \ni \phi \mapsto \vartheta \). In fact, \( g'X = Y_\vartheta \circ g \) implies \( g \circ \text{FL}_t^X = \text{FL}_t^{Y_\vartheta} \circ g \), but \( \text{FL}_t^{Y_\vartheta}(\phi) = \phi + t\vartheta \) and so \( \exp(Y_\vartheta) = R_\vartheta \). To construct such a diffeomorphism \( g \), write the vector field \( X \phi = X(\phi) \frac{d}{d\phi} \) for a non-zero function \( X: S^1 \to \mathbb{R} \) and define

\[
g: S^1 \to S^1, \quad \phi \mapsto \vartheta \int_0^\phi \frac{1}{X(\phi)} d\phi.
\]

Now, \( g'(\phi)X(\phi) = \vartheta \) is a constant vector field as desired.

In particular, if a diffeomorphism of the form \( f = g^{-1} \circ R_\vartheta \circ g \) has one periodic orbit \( \{x_k\}_{k=1}^n \) of length \( n \), than all points are periodic with the same length. To see this, construct the sequence \( y_{k+1} = f(y_k), y_1 = y \) for an arbitrary starting point \( y \in S^1 \). Since \( f \) decomposes into \( g^{-1} \circ R_\theta \circ g \) the recursion relation translates into \( g(y_{k+1}) = g(y_k) + \vartheta \). Hence, \( g(y_n) - g(y_1) = n\vartheta = g(x_n) - g(x_1) = 0 \) and thus \( y_n = y \).

As outlined above, the existence of a fixed point free diffeomorphism not conjugate to a rotation but lying close to the identity implies that \( \exp \) is not locally surjective. For this purpose consider the map

\[
f: S^1 \to S^1, \quad \theta \mapsto \theta + \frac{2\pi}{n} + \varepsilon \sin^2(nx).
\]

For every neighbourhood of \( \text{id}_{S^1} \) one can find \( n \) and \( \varepsilon > 0 \) such that \( f \) belongs to that neighbourhood. Note that all potential fixed points are complex valued and thus \( f \) is fixed point free. Furthermore, the only periodic orbit of length \( n \) consists of the points \( \theta = 2k\pi/n \) for \( k = 1, \ldots, n \). Since these are isolated points, \( f \) cannot be conjugate to a rigid rotation by the above remark.

The inverse function theorem cannot be applied in the present case since the derivative of \( \exp \) is not injective in an open neighbourhood of \( 0 \). In particular, \( GL(\mathfrak{X}(S^1)) \) is not open in \( L(\mathfrak{X}(S^1), \mathfrak{X}(S^1)) \).

\[\Box\]
Example 4.1.6 (Current groups, [CM85])

Let \( \pi: F \to M \) be a fibre bundle over a compact, finite-dimensional manifold \( M \) whose typical fibre is a fixed Lie group \( G \) (not necessary compact as often assumed in similar circumstances). Denote by \( \mathcal{F} \) the space of smooth sections of \( F \) endowed with the compact-open tame Fréchet manifold structure discussed in Section 3.7.

The group operations \( \text{mult} \) and \( \text{inv} \) are induced from the fibre preserving smooth maps

\[
\text{mult}: F \times_M F \to F, \quad (m, a, b) \mapsto (m, a \cdot b) \\
\text{inv}: F \to F, \quad (m, a) \mapsto (m, a^{-1}).
\]

Here \( F \times_M F \) denotes the fibre product over \( M \) of \( F \) with itself and the canonical tame identification \( \Gamma^\infty(F) \times \Gamma^\infty(F) = \Gamma^\infty(F \times_M F) \) is used in the definition of \( \text{mult} \).

By Proposition 3.7.4 the group operations are smooth tame and therefore \( \mathcal{F} \) is a tame Fréchet Lie group, which is called a current group.

Denote the fibre of \( F \) over \( m \) by \( G_m \), its Lie algebra by \( \text{Lie}(G_m) \) and the induced Lie algebra bundle by \( \text{Lie}(F) \). With this notation and Corollary 3.7.3, the tangent space of \( \mathcal{F} \) at the identity \( e \in \mathcal{F} \) consists of sections of the bundle \( \text{Lie}(F) \), since

\[
(e^*VF)_m = V_{e(m)}F = T_{e(m)}G_m = \text{Lie}(G_m).
\]

The Lie bracket on the Lie algebra \( \text{Lie}(\mathcal{F}) \) of \( \mathcal{F} \) is continuous as it is induced from the fibre-wise commutator. Verifying that the so defined bracket agrees with the canonical one on \( T_e\mathcal{F} \) is a matter of a straightforward calculation, which is left to the reader.

The exponential map on the fibre \( \exp_m: \text{Lie}(G_m) \to G_m \) gives rise to a smooth fibre-preserving bundle map \( \exp: \text{Lie}(F) \to F \) which in turn induces a tame smooth exponential map \( \exp: \text{Lie}(\mathcal{F}) \to \mathcal{F} \). Being maps between finite-dimensional spaces, every \( \exp_m \) is a local diffeomorphism at 0. Hence there exists an open 0-neighbourhood \( V_m \subseteq \text{Lie}(G_m) \) on which \( \exp_m \) is a diffeomorphism onto an open neighbourhood \( U_m \subseteq G_m \) of the identity element \( e_m \). Denote the inverse map by \( \log_m \) and combine the \( U_m \) to an open subset \( U = \bigcup_{m \in M} U_m \) around the image of the identity section. Again by Proposition 3.7.4, the induced map \( \log: \mathcal{F} \supseteq U \to \text{Lie}(\mathcal{F}) \) is a smooth tame map defined on the open subset \( U = \{ \phi \in \mathcal{F} : \phi(M) \subseteq U \} \) and is clearly inverse to \( \exp \). In conclusion, all current groups are locally exponential Lie groups. \( \diamond \)
4.2. Lie subgroups

Definition 4.2.1
Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. A Lie subgroup of $G$ is a subgroup $H \subseteq G$ which is also a submanifold. That is, there exist a closed subspace $\mathfrak{h} \subseteq \mathfrak{g}$ and a chart $\kappa: U \to \mathfrak{g}$ around the identity such that $\kappa(U \cap H) = \kappa(U) \cap \mathfrak{h}$. If $H$ additionally is a splitting submanifold, then $\mathfrak{h}$ is topologically complemented and $H$ is called a splitting Lie subgroup.

Remarks 4.2.2

(i) Since $H$ is an initial submanifold (see Proposition 3.5.5), the restrictions $\text{mult}_H: H \times H \to H$ and $\text{inv}_H: H \to H$ of the group operations to $H$ are smooth maps. Thus $H$ is a Lie group itself. A simple calculation shows that the model space $\mathfrak{h}$ is actually a closed Lie subalgebra and therefore it is also the Lie algebra of $H$ as expected.

(ii) Every Lie subgroup is closed in the ambient space. The proof is adopted from the Banach case. Choose a chart $\kappa: U \to \mathfrak{g}$ around $e$ with the submanifold-property as in the above definition. $\mathfrak{h}$ is by definition a closed subspace and therefore renders $\kappa(U) \cap \mathfrak{h}$ locally closed. By continuity, $U \cap H$ is also locally closed and thus it can be assumed to be closed in $U$ after shrinking $U$. Now let $h_\alpha$ be a net converging to $h \in G$. Since the elements $h^{-1}h_\alpha$ converge to $e$, they lie in $U$ for sufficiently large $\alpha$. By a possible adaptation of $U$, the double net $h_\beta^{-1}h_\alpha = (h^{-1}h_\beta)^{-1}(h^{-1}h_\alpha)$ lies in $U$ and thus also in $U \cap H$. The latter set is closed in $U$ and therefore performing the limit with respect to $\beta$ one obtains $h^{-1}h_\alpha$ as an element of $H$. Hence $h \in H$.

In finite dimensions every closed subgroup of a Lie group is automatically a Lie subgroup. This is not true in the infinite-dimensional setting, although one can prove that every finite-dimensional, locally compact subgroup of a locally exponential Lie group is a Lie subgroup, see [GN13, Theorem 7.3.14] or Corollary 4.2.5 for a stronger result in the context of Fréchet manifolds.

In finite dimensions, for every Lie subgroup $H \subseteq G$, the set of left cosets $G/H := \{gH : g \in G\}$ carries a manifold structure turning the natural projection $\pi: G \to G/H$ into
a principal $H$-bundle. Recall that the local diffeomorphism

$$\mu: \mathfrak{g} = \mathfrak{k} \oplus \mathfrak{h} \to G, \quad (X, Y) \mapsto \exp(X)\exp(Y)$$

plays an important role in the construction of charts on $G/H$. This concept needs some refinement for locally convex manifolds since in that case $\mu$ fails to be a local diffeomorphism (and the exponential map does not need to exist in the first place).

**Proposition 4.2.3** ([GN13, Proposition 7.1.21])

Let $G$ be a Lie group and $H \subseteq G$ a subgroup. For a Lie group structure on $H$, the following are equivalent:

(i) $H$ is a splitting Lie subgroup and there exists a unique smooth structure on the left cosets $G/H$ such that the natural projection $\pi: G \to G/H$ defines a smooth principal $H$-bundle structure. In this case, a map $f: G/H \to M$ to some manifold $M$ is smooth if and only if the induced map $\hat{f} = f \circ \pi: G \to M$ is smooth.

(ii) The inclusion $\iota: H \to G$ is a morphism of Lie groups and there exist an open subset $V$ around 0 in some locally convex space $\mathfrak{k}$ and a smooth map $\sigma: V \to G$ with $\sigma(0) = e$ such that

$$\mu: V \times H \to G, \quad (X, h) \mapsto \sigma(X)h$$

is a diffeomorphism onto an open subset of $G$. In this case, $\mu(V \times H)$ is a tube around $H$ in $G$.

The result also holds restricted to the category of tame Fréchet manifolds. If one (and thus both) of these conditions is satisfied, then $H$ is called a **principal Lie subgroup**. $^\dagger$

**Proof:**

The proof will be given only for the $C^\infty$-setting, but also holds true if all occurrences of ‘smooth’ are replaced by ‘tame smooth’.

$^\dagger$In [GN13] such subgroups are merely named split Lie subgroups, but as the requirement of being a splitting submanifold is not enough to ensure the above properties a special name is chosen in this thesis.
Assume that (i) is satisfied. There exists a chart \( \rho: U \rightarrow \rho(U) \equiv V \subseteq \mathfrak{k} \) on \( G/H \) centred at \([e]\) such that \( \pi \) admits a smooth section \( \phi: U \rightarrow G \). For the smooth chart representation \( \sigma := \phi \circ \rho^{-1}: V \rightarrow G \), the map \( \mu(X, h) := \sigma(X)h \) is a diffeomorphism onto its image. Indeed, smoothness follows from writing \( \mu \) as the composition of \( \sigma \) and the group multiplication. The inverse corresponds to the local trivialisation \( \pi^{-1}(U) \rightarrow U \times H \) over \( U \) (composed with the chart \( \rho \)).

Consider now the reverse direction. The following comments give an outline of the proof. With the aid of the diffeomorphism \( \mu \), a chart on \( G/H \) around the identity coset is constructed which identify \( \mu(V \times H)/H \) homeomorphically with \( V \). This chart is now transported to the whole space \( G/H \) by left translation, rendering the quotient space as a manifold. With respect to the induced atlas, \( \pi \) is smooth and possesses \( \sigma \) as a local section. This conceptual framework is now described in more detail.

Let \( \sigma: \mathfrak{k} \supseteq V \rightarrow G \) and \( \mu: V \times H \rightarrow G \) as stated in the proposition. Since \( \mu \) is a diffeomorphism onto its image, the subgroup \( H \subseteq G \) is also a submanifold. The tangent \( \mu'_X,h \) maps \( \mathfrak{k} \times \mathfrak{h} \) linearly and topologically isomorphic to \( \mathfrak{g} \), thus \( H \) is a splitting Lie subgroup. The charts on \( G/H \) are constructed by considering the smooth map \( \pi \circ \sigma: V \rightarrow \pi(W) \), where \( W \subseteq G \) is the open image of \( \mu \). By definition, \( \pi \circ \sigma \) is surjective and the following short argument shows it is injective as well. Let \( X \) and \( \tilde{X} \) be two elements mapped to the same equivalence class \( gH \). Then there exists \( h \in H \) such that \( \sigma(X) = \sigma(\tilde{X})h \) holds. Since \( \mu \) is a diffeomorphism, this relation implies \( X = \tilde{X} \). Finally, \( W/H = \pi(W) \) is open in \( G/H \) and by \( \pi \circ \sigma \) homeomorphic to \( V \) (as \( \mu \) is a homeomorphism) and thus its inverse \( \rho: W/H \rightarrow V \) defines a chart at the identity coset. Left translation induces a homeomorphism \( \tilde{L}_{[a]} \) on \( G/H \) through which the charts are translated to the whole quotient space, \( \rho_{[a]} = \rho \circ \tilde{L}_{[a^{-1}]}: \tilde{L}_{[a]}(W/H) \rightarrow V \). In order to verify smoothness of chart transitions introduce the smooth map \( \text{pr}_{V}: W \rightarrow V \) by making the following diagram commutative.

\[
\begin{array}{ccc}
V \times H & \xrightarrow{\mu} & W \\
pr_1 \downarrow & & \downarrow \pi \\
V & \xrightarrow{\sigma} & G \\
\end{array}
\]

\[
\begin{array}{ccc}
& & \downarrow \pi \\
& \downarrow R_h & \\
& W/H & \\
\end{array}
\]
Now the chart transition from \( \rho[a] \) to \( \rho[b] \) is expressed as

\[
\rho[b] \circ \rho[a]^{-1} = \rho \circ \tilde{L}_{b^{-1}} \circ \tilde{L}[a] \circ \pi \circ \sigma = \rho \circ \pi \circ L_{b^{-1}a} \circ \sigma = \text{pr}_V \circ L_{b^{-1}a} \circ \sigma,
\]

where the necessary restrictions to appropriated domains is understood. Thus, these charts yield a smooth atlas modelling \( G/H \) on the space \( \mathfrak{k} \).

Moreover, note that the chart representation \( \rho[a] \circ \pi \) of \( \pi \) equals \( \text{pr}_V \circ L_{a^{-1}} \) and thus \( \pi \) is a smooth submersion. The bundle \( G \to G/H \) is locally trivial because it allows smooth sections of the form \( W/H \ni \sigma(X) H \mapsto \sigma(X) \in G \) (and translations thereof).

Finally, every map \( f : G/H \to M \) factors locally through a section \( \phi \) of \( \pi \) and the induced map \( \hat{f} : G \to M \). Hence, the smoothness of \( f \) and \( \hat{f} \) are equivalent. This also implies that the smooth structure on the quotient \( G/H \) is the unique one fulfilling the required properties. \( \square \)

In the case of Lie groups with exponential maps a local product structure around the identity is already sufficient since it can be transported to the whole subgroup.

**Proposition 4.2.4**

Let \( G \) be a Lie group with smooth exponential map and \( H \subseteq G \) a splitting Lie subgroup. Denote the complement of \( h \) in \( g \) by \( \mathfrak{k} \) and let \( V \subseteq \mathfrak{k} \) be an open 0-neighbourhood. If the map

\[
\mu : V \times H \to G, \quad (X,h) \mapsto \exp(X)h
\]

is a local diffeomorphism at \( (0,e) \), then \( H \) is a principal Lie subgroup. \( \diamond \)

**Proof:**

Since \( \mu \) is a local diffeomorphism at \( (0,e) \) there exists a neighbourhood \( U_H \subseteq H \) around 0 such that the restriction \( \mu_{|V \times U_H} \) is a diffeomorphism onto an open \( e \)-neighbourhood \( U_G \subseteq G \) (after potentially shrinking \( V \)). Due to the identity \( \mu(X,ah) = \mu(X,a)h \) the map \( \mu \) is a local diffeomorphism (at every point \( (X,h) \)).

Thus, in order to apply Proposition 4.2.3, it is enough to show injectivity of \( \mu \). Because \( U_H \) is open in \( H \), there exists an open \( e \)-neighbourhood \( W_G \subseteq G \) such that \( U_H = H \cap W_G \). By shrinking \( V \) further, the set \( \exp(-V) \exp(V) \) can be assumed to lie in...
completely in $W_G$. Now let $(X,a)$ and $(Y,b)$ be two points with the same image under $\mu$. Then
\[ \exp(-Y) \exp(X) = ba^{-1}. \]
The left side lies in $W_G$ by assumption and the right side is an element of $H$, thus both expressions are contained in $U_H$. On the other hand, $\mu$ is bijective on $V \times U_H$ and hence the calculation $\mu(Y, ba^{-1}) = \mu(Y, b)a^{-1} = \mu(X, a)a^{-1} = \mu(X, e)$ shows the desired result $X = Y$ and $a = b$.

Since the derivative $\mu'_{0,e}: \mathfrak{k} \times \mathfrak{h} \to \mathfrak{g}$ is just the direct sum isomorphism $\mathfrak{k} \oplus \mathfrak{h} = \mathfrak{g}$, the inverse function theorem provides the necessary local diffeomorphism in order to apply Proposition 4.2.4 to Banach Lie groups (thus all splitting Lie subgroups of a Banach Lie group are principal). An application of Proposition 2.3.7 yields the following important consequences for tame Fréchet Lie groups.

**Corollary 4.2.5**
Let $G$ be a tame Fréchet Lie group with tame smooth exponential map which is a local diffeomorphism around 0. Then every finite-dimensional closed subgroup $H \subseteq G$ is a principal Lie subgroup.

\[ \Box \]

### 4.3. Lie group actions

This section discusses the important concept of a Lie group action. It will be shown that, as in the finite-dimensional case, proper actions possess orbits which are (embedded) submanifolds. The core statement consists in a general slice theorem.

The main focus will be on tame Fréchet Lie groups since the desired results rely heavily on the Nash-Moser inverse function theorem. While the general theory of infinite-dimensional Lie theory gained much attention recently, the same thing cannot be said about Lie group actions. Clearly, there are some discussions of concrete actions of special Lie groups (especially the diffeomorphism group is to be named), but the principal textbooks and references [GN13; Kri97; Ham82] for infinite-dimensional Lie theory do not mention this topic beyond the very basic definitions. The only publication known to the author that comes close to the scope of this section is the PhD thesis of Subramaniam [Sub84]. Yet, even there, the main results are solely obtained
for section spaces and elliptic actions. Nevertheless, many statements in this section are straightforward generalisations of [Sub84] making it the main foundation besides some classical, finite-dimensional literature [Abr+80; Lan98].

**Definition 4.3.1**
Let $G$ be a Lie group and $M$ a manifold. A smooth map $\Upsilon: G \times M \to M$ is called a smooth **left action** if

$$\forall g \in G \quad \Upsilon_e = \text{id}_M \quad \text{and} \quad \Upsilon_g \circ \Upsilon_h = \Upsilon_{gh}$$

hold for the induced maps $\Upsilon_g: M \to M, m \mapsto \Upsilon(g, m)$. In other words, the assignment $g \mapsto \Upsilon_g$ is an abstract group homomorphism of $G$ to $\text{Diff}(M)$. If it is instead an anti-homomorphism, then $\Upsilon$ is called a right action.

Furthermore, define $\Upsilon_m: G \to M$ by $g \mapsto \Upsilon(g, m)$. Its image $G \cdot m := \Upsilon_m(G) \subseteq M$ is the **orbit** of the action at $m$. The inverse image $G_m := \Upsilon_m^{-1}(m) = \{ g \in G : \Upsilon(g, m) = m \}$ is called the **stabilizer subgroup** of $m$.

For every $A \in \mathfrak{g}$ the **Killing vector field** $A^*$ on $M$ is pointwise defined by

$$A_m^* := \Upsilon'(0, A_e) = \Upsilon'\cdot m.$$

If $G$ has a smooth exponential map, then every Killing vector field $A^*$ has a flow, namely $(m, t) \mapsto \Upsilon(\exp(tA), m)$.

The special class of proper actions is convenient since their orbits are splitting submanifolds, as will be shown later. The definition of proper maps and equivalent characterisations for compactly generated Hausdorff spaces are discussed in Appendix A.

**Definition 4.3.2**
A smooth left action $\Upsilon$ of a Lie group $G$ on a manifold $M$ is called **proper** if its extension

$$\Upsilon_{\text{diag}}: G \times M \to M \times M, \quad (g, m) \mapsto (\Upsilon_g(m), m)$$

is a proper map.
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Proper actions possess useful properties but checking properness directly based on the definition can be intricate. The following proposition gives practical alternatives, which directly follow from Proposition A.0.4.

**Proposition 4.3.3**

Let $\Upsilon: G \times M \to M$ be a smooth left action. The following statements are equivalent to properness of $\Upsilon$ for adequate conditions on the involved spaces:

If $M$ is a compactly generated Hausdorff space:

(i) $\Upsilon_{\text{diag}}$ is a closed map and every stabilizer subgroup is compact.

If $G$ and $M$ are even metric spaces:

(ii) Let $g_i$ and $m_i$ be arbitrary sequences in $G$ and $M$, respectively. If $m_i$ and $\Upsilon(g_i, m_i)$ converge, then the sequence $g_i$ has a convergent subsequence.

The metric on $M$ and $G$ is often induced from a locally equivalent, graded Riemannian metric, see Proposition 3.6.3. In fact, one can prove metrizability of a wide class of Lie groups.

**Corollary 4.3.4** ([Sub84, p. 53])

Every 0-tame Fréchet Lie group has a complete left (or right) invariant metric.

**Proof:**

Note that the proof of Proposition 3.6.3 does not rely on the inner product structure, instead, only the induced locally equivalent seminorms are required. Hence, the same arguments prove this corollary once such a system of seminorms is constructed.

The idea consists in translating a given directed fundamental system of seminorms $\| \cdot \|_k$ on the Lie algebra to the whole group. Now 0-tameness of $L_g$ (or $R_g$) implies that the so-constructed seminorms are locally equivalent.

**Proposition 4.3.5**

Let the Lie group $G$ act properly on a manifold $M$ via $\Upsilon: G \times M \to M$. Assume that the topology of $M$ is compactly generated. Then the following holds for every point $m \in M$:

(i) The orbit map $\Upsilon_m: G \to M$ is proper and the orbit $G \cdot m$ is closed in $M$. 
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(ii) $G/G_m$ and $M/G$ with the quotient topology are Hausdorff.

(iii) The orbit map descends to a map $\tilde{\Upsilon}_m: G/G_m \to M$, which makes the following diagram commutative and is a homeomorphism onto $G \cdot m$.

![Diagram with $G$, $M$, $G/G_m$, $\Upsilon_m$, and $\tilde{\Upsilon}_m$.]

Proof:

(i) Properness of $\Upsilon_m$ follows by considering $\Upsilon_{\text{diag}}(\cdot, m) = \Upsilon_m(\cdot) \times \{m\}$ for fixed $m$. Now by Proposition A.0.4 (ii) the image $\Upsilon_m(G) = G \cdot m$ is a closed subset of $M$.

(ii) For the Hausdorff property of the quotient spaces recall that the codomain $Y$ of a surjective, continuous, open map $f: X \to Y$ is Hausdorff if and only if $R_f = \{(x_1, x_2) \in X \times X : f(x_1) = f(x_2)\}$ is closed in $X \times X$, e.g. [Die87, Lemma 3.2]. In the present case the maps

$$\pi_{G_m}: G \to G/G_m \quad \text{and} \quad \pi_M: M \to M/G$$

are surjective and continuous by definition, as well as open since they are quotient maps with respect to (continuous) group actions. Furthermore,

$$R_{\pi_{G_m}} = \{(g, h) \in G \times G : gG_m = hG_m\} = ((g, h) \mapsto g^{-1}h)^{-1}(G_m),$$

$$R_{\pi_M} = \{(m, \tilde{m}) \in M \times M : G \cdot m = G \cdot \tilde{m}\} = \Upsilon_{\text{diag}}(G, M)$$

are closed as the inverse image of the closed subset $G_m$ under a continuous map and as the image under a closed map, respectively.

(iii) By the universal property of quotient spaces there exists a unique continuous and injective map $\tilde{\Upsilon}_m$ such that $\tilde{\Upsilon}_m \circ \pi_{G_m} = \Upsilon_m$. Moreover, the so-defined map is proper since for a compact subset $K \subseteq M$ the inverse image $\tilde{\Upsilon}_m^{-1}(K) = \pi_{G_m}(\Upsilon_m^{-1}(K))$ is compact as the projection of a compact subset. But every closed, continuous, injective map is a homeomorphism onto its image. \qed
The previous proposition collects the most important topological consequences of proper actions. Now, interactions with the smooth structure are investigated.

**Proposition 4.3.6**

Let $G$ be a tame Fréchet Lie group, $M$ a tame Fréchet manifold and $\Upsilon$ a tame smooth, proper action. Suppose the following conditions are fulfilled for some point $m \in M$:

(i) The stabilizer $G_m$ is a principal tame Fréchet Lie subgroup of $G$.

(ii) There exists a closed subspace $F_m \subseteq T_m M$ such that $T_m M = \text{Im}(\Upsilon_m)^t_e \oplus F_m$ is a tame isomorphism.

(iii) Locally and for $g \in G$ near $e$, the derivative $(\Upsilon_m)^t_g$ followed by the projection on $\text{Im}(\Upsilon_m)^t_e$ has a tame smooth family of inverses.

Then the orbit $G \cdot m$ is a closed splitting submanifold of $M$. ♦

**Proof:**

Since $G$ acts properly, Proposition 4.3.5 implies that the action descends to a homeomorphism $\tilde{\Upsilon}_m: G/G_m \to G \cdot m$. In particular, the orbit $G \cdot m$ is closed in $M$. Due to Proposition 3.5.4 it is enough to show that $\tilde{\Upsilon}_m$ is a splitting tame, injective immersion:

- **Tame smoothness:** Since $G_m$ is a principal Lie subgroup the universal property of Proposition 4.2.3 (i) yields smoothness of $\tilde{\Upsilon}_m$. Moreover, $\tilde{\Upsilon}_m$ is tame smooth since it locally factors through $\Upsilon_m$ and a tame smooth section of $\pi_{G_m}$.

- **Injectivity of $\tilde{\Upsilon}_m$:** clear.

- **Injectivity of $\tilde{\Upsilon}_m$:** Due to the identity $(\Upsilon_m)^t_g = (\tilde{\Upsilon}_m)^t_{gG_m} \circ (\pi_{G_m})^t_g$, it is enough to show $\text{Ker}(\Upsilon_m)^t_g \subseteq \text{Ker}(\pi_{G_m})^t_g$ for all $g \in G$. By equivariance of $\Upsilon_m$ and $\pi_{G_m}$, it actually suffices to consider the case $g = e$. Since $G_m$ is a principal Lie subgroup, there exists a smooth map $\sigma: V \to G$ from an open subset $V \subseteq \mathfrak{k}$ of some locally convex vector space $\mathfrak{k}$ such that $\mu: V \times G_m \to G$, $\mu(X, h) = \sigma(X)h$ is a diffeomorphism onto an open subset of the identity in $G$. Thus a smooth curve $\gamma:[0,1] \to G$ with $\gamma(0) = e$ induces smooth curves $\gamma_V$ and $\gamma_{G_m}$ in $V$ and $G_m$, respectively, for sufficiently small times $t$. That is, $\gamma(t) = \mu(\gamma_V(t), \gamma_{G_m}(t)) = \ldots$
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\[ \sigma(\gamma_V(t)) \gamma_{G_m}(t). \]

Now

\[ (\Upsilon_m)'_e[\gamma] = \frac{d}{dt} \bigg|_{t=0} \Upsilon(\gamma_V(t)) \gamma_{G_m}(t), m \]

\[ = \frac{d}{dt} \bigg|_{t=0} \Upsilon(\sigma(\gamma_V(t)), m) \]

By definition \( \sigma(\gamma_V(t)) \) does not lie in the stabilizer of \( m \) except for the case where it is the identity element and hence \( (\Upsilon_m)'_e[\gamma] \) vanishes only if \( \gamma_V(t) \) is constant for small \( t \). On the other hand, \( \pi_{G_m} \) corresponds in these product coordinates to the projection on the \( V \)-component and thus \( (\pi_{G_m})'_e[\gamma] = \dot{\gamma}_V \). This shows the desired relation \( \text{Ker}(\Upsilon_m)'_e \subseteq \text{Ker}(\pi_{G_m})'_e \) (actually equality holds).

- Bundle structure of \( T\tilde{\Upsilon}_m \) and tame inverse: In contrast to the general case, the splitting \( T_m M = \text{Im}(\Upsilon_m)_e' \oplus F_m \) at the point \( m \) integrates to a global splitting subbundle with the aid of the group structure. As for injectivity above, locally one can work with \( \Upsilon \) instead of \( \tilde{\Upsilon} \). Furthermore, by equivariance it is enough to construct the subbundle-chart only for some identity neighbourhood \( U \subseteq G \). If the pullback-bundle \( \Upsilon^*_m TM \) is trivialized by \( \tau: (\Upsilon^*_m TM)|_U \rightarrow U \times T_m M \) in such a way that \( \tau(T\tilde{\Upsilon}_m) = U \times \text{Im}(\Upsilon_m)_e' \) holds\(^1\), then \( T\tilde{\Upsilon}_m \) is a splitting subbundle of \( \Upsilon^*_m TM \) by hypothesis (ii). Define

\[ \tau(g, X) := (g, (\Upsilon_{g^{-1}})'_{\Upsilon(g,m)} X) \quad \text{for } g \in U, X \in T_{\Upsilon(g,m)} M. \]

Due to the equivariance relation \( \Upsilon_{g^{-1}} \circ \Upsilon_m = \Upsilon_m \circ L_{g^{-1}} \), vectors of the form \( X = (\Upsilon_m)'_e Y \) for \( Y \in T_g G \) are mapped to \( (\Upsilon_m)^{\prime}_e(L_{g^{-1}})' Y \) under \( \tau \). Therefore, \( \tau(T\tilde{\Upsilon}_m) = U \times \text{Im}(\Upsilon_m)_e' \) as desired and \( T\tilde{\Upsilon}_m \) is a splitting subbundle modelled on the typical fibre \( \text{Im}(\Upsilon_m)_e' \). Relative to this trivialization the bundle map \( \Psi: T\tilde{\Upsilon}_m \rightarrow T(G/G_m) \) is just the inverse map to

\[ T_g G \xrightarrow{(\Upsilon_m)'_e} T_{\Upsilon(g,m)} M \cong \text{Im}(\Upsilon_m)_e' \oplus F_m \xrightarrow{\text{pr}_1} \text{Im}(\Upsilon_m)_e'. \]

Hence by assumption (iii) the family \( \Psi: T\tilde{\Upsilon}_m \) is smooth tame. \( \square \)

\(^1\)Recall the notation \( T\iota \) for the image-bundle \( \bigsqcup_{s \in S} \text{Im}(\iota'_s) \subseteq TM \) of an immersion \( \iota: S \rightarrow M \).
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Slice theorem

Under the same assumptions as in the previous proposition the bundle

\[ NO := \bigcup_{g \in G} \{ \Upsilon(g, m) \} \times (\Upsilon g)_{m} F_{m} \]

above the orbit \( O = G \cdot m \) is the smooth normal bundle. That is, \( NO \) is a smooth tame subbundle of \( TM|_{O} \) fulfilling \( TM|_{O} = TO \oplus NO \). This claim is now substantiated. Denote the projection \( NO \rightarrow O \) by \( \pi_{N} \) and notice that it is a tame smooth submersion as the restriction of the natural projection \( TM \rightarrow M \) to \( NO \). By the previous proposition, the orbit \( O \) is a splitting submanifold of \( M \) and can be identified with \( G/G_{m} \) via the tame diffeomorphism \( \tilde{\Upsilon}_{m} \). Under this identification, there exists a local section \( \sigma: U \rightarrow G \) of \( \Upsilon_{m} \), defined on an open subset \( U \subseteq O \). Then, every point \( \tilde{m} \in U \) can be written as \( \tilde{m} = \Upsilon(\sigma(\tilde{m}), m) \) and thereby the map

\[ U \times F_{m} \ni (\tilde{m}, X) \mapsto (\tilde{m}, (\Upsilon \sigma(\tilde{m}))_{m} X) \in NO \]

yields a trivialisation of \( NO \). Varying \( U \) over the whole orbit endows \( NO \) with bundle charts. The above expression for the charts, together with the fact that \( NO \rightarrow TM|_{O} \) is fibrewise a splitting inclusion, renders \( NO \) a subbundle. Finally, \( N_{\Upsilon(g,m)} O = (\Upsilon g)_{m} N_{m} O \) and \( T_{\Upsilon(g,m)} O = \text{Im}(\Upsilon \Upsilon(g,m))_{m} e = (\Upsilon g)_{m} T_{m} O \) imply

\[ T_{\Upsilon(g,m)} M = (\Upsilon g)_{m} (T_{m} O \oplus N_{m} O) = T_{\Upsilon(g,m)} O \oplus N_{\Upsilon(g,m)} O. \]

4.4. Slice theorem

Slices provide a valuable tool to investigate group actions, since they reduce a \( G \)-action on a manifold \( M \) to an action of the stabilizer subgroup on some invariant submanifold. The following definition stems from [IM82, Definition 1.1] and is a slight variation of the standard finite-dimensional version. The latter is too rigid in infinite dimensions.

**Definition 4.4.1**

Let \( \Upsilon: G \times M \rightarrow M \) be a smooth action of a Lie group \( G \) on a manifold \( M \). A slice at \( m \in M \) is a submanifold \( S \subseteq M \) containing \( m \) such that

(i) \( S \) is invariant under the induced action of \( G_{m} \).
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(ii) \((\Upsilon_g S) \cap S \neq \emptyset\) implies \(g \in G_m\).

(iii) There exists a local section \(\chi: G/G_m \supseteq U \to G\) defined in a neighbourhood \(U\) of the identity coset such that the map

\[
\chi^S: U \times S \to M, \quad ([g], s) \mapsto \Upsilon(\chi([g]), s)
\]

is a diffeomorphism onto a neighbourhood \(V \subseteq M\) of \(m\).  

\[\diamond\]

A slice need not exist in general and if it exists it is not necessarily unique. They provide a trade-off between being local in \(M\) and testing global aspects of the group action. The former is displayed by choosing the submanifold \(S\) rather small. In point (ii) one runs through the whole group to ensure that the orbit \(G \cdot m\) intersects \(S\) only at \(m\). Furthermore, condition (iii) reveals that a ‘larger’ stabilizer subgroup results in a more expanded slice.

The important result of Palais [Pal61] proves the existence of slices for proper actions in the finite-dimensional realm. In the present Fréchet setting the statement needs some refinement and additional conditions. The following theorem is inspired by [Sub84, Chapter 3] but in this generality it represents original work

\[†\]

Theorem 4.4.2 (Slice theorem)

Let \(G\) be a tame Fréchet Lie group and \(M\) a tame Fréchet manifold. A tame smooth proper \(G\)-action \(\Upsilon\) has a slice at the point \(m_0\) if the following conditions are fulfilled (the first three are the same as in Proposition 4.3.6):

(i) The stabilizer \(G_{m_0}\) is a principal tame Fréchet Lie subgroup of \(G\).

(ii) There exists a closed subspace \(F_{m_0} \subseteq T_{m_0}M\) such that \(T_{m_0}M = \text{Im}(\Upsilon_{m_0})'_e \oplus F_{m_0}\) is a tame isomorphism.

(iii) Locally and for \(g \in G\) near \(e\), the derivative \((\Upsilon_{m_0})'_g\) followed by the projection on \(\text{Im}(\Upsilon_{m_0})'_e\) has a tame smooth family of inverses.

\[†\]The slice theorem of Subramaniam [Sub84] is restricted to section spaces and only applies to elliptic actions.
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(iv) \( M \) carries a \( G \)-invariant, locally equivalent, graded Riemannian metric \( g^k \) such that the \( l \)-exponential map exists for some \( l \). Furthermore, assume that the restriction to the normal bundle, \( \exp : NO \to M \), is an equivariant local diffeomorphism at every point of the zero section. Here the orbit through \( m_0 \) is denoted by \( O \).

\( \diamond \)

Proof:
First, set up the stage by recalling some previous results. By Proposition 4.3.6 the orbit \( O \equiv G \cdot m_0 \) is a closed splitting submanifold and
\[
NO = \bigcup_{g \in G} \{ \Upsilon(g, m) \} \times (\Upsilon g)_m F_m
\]
constitutes the normal bundle over \( O \). Furthermore, the graded metric \( g^k \) induces pointwise seminorms which combine to a \( G \)-invariant, compatible metric \( \rho_m \) on \( T_m M \). Proposition 3.6.3 yields a length-metric \( d \) on \( M \) which is compatible with the manifold topology. \( d \) inherits the \( G \)-invariance of \( g^k \) as an inspection of the proof of Proposition 3.6.3 reveals.

The desired slice will be constructed as the image under the exponential map. To make this work, the local diffeomorphism \( \exp : NO \to M \) actually has to be a diffeomorphism on a neighbourhood of the zero-section onto an open subset of \( M \) containing the orbit. It is sufficient to show injectivity of \( \exp \) on some open subset of \( NO \) around the zero-section. Since the exponential map is a local diffeomorphism, one can without loss of generality assume that it is injective on sets of the form
\[
U_\delta(m) := \{ X_p \in NO : d(m, p) < \delta, \rho_m(0, X_p) < \delta \},
\]
where \( \delta > 0 \) and \( m \in O \). It is now claimed that \( \exp \) is injective on the open subset \( U_\varepsilon := \{ X_p \in NO : \rho_p(0, X_p) < \varepsilon \} \) for some \( \varepsilon > 0 \). Suppose the contrary. Then there exist two sequences \( (p_i, X_i) \neq (q_i, Y_i) \) in \( NO \) such that \( \rho_{p_i}(0, X_i) \) and \( \rho_{q_i}(0, Y_i) \) converge to zero and such that \( \exp(p_i, X_i) = \exp(q_i, Y_i) \) for all \( i \). A contradiction is derived by noticing that the points \( p_i \) and \( q_i \) eventually lie close to each other. Hence \( (p_i, X_i) \) and \( (q_i, Y_i) \) are finally contained in some \( U_\delta \) on which \( \exp \) is injective. In order to show \( d(p_i, \exp(p_i, X_i)) \to 0 \), choose a sequence \( g_i \in G \) such that \( \Upsilon(g_i, p_i) = m_0 \) for all \( i \) (such group elements clearly exist since \( p_i \) was assumed to lie on the orbit).
By equivariance, \( \rho_{m_0}(0, (\Upsilon_g)'X_i) = \rho_{p_i}(0, X_i) \to 0 \) holds and implies that \( (\Upsilon_g)'X_i \) converges to 0. Thus,

\[
0 = d(m_0, m_0) = d(m_0, \exp(m_0, (\Upsilon_g)'X_i)) = d(p_i, \Upsilon_g \exp(p_i, X_i)) = d(p_i, \exp(p_i, X_i)).
\]

Now, \( d(p_i, q_i) \leq d(p_i, \exp(p_i, X_i)) + d(\exp(q_i, Y_i), q_i) \) converges to 0 and thus the points \( p_i \) and \( q_i \) are close to each other for sufficiently large \( i \). Since \( X_i \) and \( Y_i \) are nearly zero, \( (p_i, X_i) \) and \( (q_i, Y_i) \) are eventually contained in \( U_\delta(p_i) \) for some \( \delta > 0 \). But \( \exp \) is injective on \( U_\delta(p_i) \) for sufficiently small \( \delta \) and hence \( (p_i, X_i) = (q_i, Y_i) \) in contradiction with the original assumption.

Finally, the splitting submanifold \( \exp(T_{m_0} M \cap U_\varepsilon) \) is the desired slice \( S \) at \( m_0 \). Indeed all defining properties hold true:

(i) The exponential map as well as the normal bundle are equivariant and \( U_\varepsilon \) is invariant under the action of \( G \). Hence \( S \) is invariant under the action of the stabilizer \( G_{m_0} \).

(ii) By equivariance, \( (\Upsilon_g S) \cap S \neq \emptyset \) implies \( g \in G_{m_0} \).

(iii) Let \( \chi: G/G_{m_0} \supseteq V \to G \) be a local section around the identity coset. Every \( s \in S \) is of the form \( \exp(X_{m_0}) \) for some \( X_{m_0} \in T_{m_0} M \). Therefore, the map \( \chi^S: V \times S \to M, \chi^S([g], s) = \Upsilon(\chi([g]), s) \) can be rewritten as

\[
\chi^S([g], s) = \Upsilon(\chi([g]), s) = \Upsilon(\chi([g]), \exp(X_{m_0})) = \exp((\Upsilon(\chi([g]),'X_{m_0}),
\]

which, as a composition of diffeomorphisms, is itself a diffeomorphism. \( \square \)
Classical field theory

This chapter develops a covariant formulation of classical field theory, which shares many features with finite-dimensional symplectic geometry. In particular, the covariant field-theoretic analogues of the symplectic form and of the momentum map play a prominent role. The approach followed in this work is inspired by the variational bicomplex (see [And92; Zuc87] and particularly [DF99]). However, no reference to jet bundle techniques is needed in the new formulation presented in this chapter and only the useful concept of the bicomplex remains. The mathematical rigorousness is provided by the differential geometric framework which was presented in the previous chapters.

5.1. Lagrangian dynamics

The variational principle represents the natural starting point for a Lagrangian description of classical field theory and thus is shortly reviewed now. At this motivational stage, no mathematical rigour is implied and indeed the first task constitutes in providing a mathematically sound framework for these manipulations. Let $M$ be a compact, finite-dimensional manifold representing spacetime and $L$ a first-order Lagrangian functional density on some function space $\mathcal{F}$ over $M$. The equation of motion arises by
varying the action

\[ 0 = \delta \int_M L(\phi) = \int_M \left( \frac{\delta L}{\delta \phi} \delta \phi + \frac{\delta L}{\delta (d\phi)} \delta (d\phi) \right) = \int_M \left[ \left( \frac{\delta L}{\delta \phi} - d \frac{\delta L}{\delta (d\phi)} \right) \delta \phi + d \left( \frac{\delta L}{\delta (d\phi)} \delta \phi \right) \right]. \]

The integral over the total derivative vanishes by specifying suitable boundary conditions and hence the Euler-Lagrange equation are encoded in the first term. Note that the integral only converges for compact \( M \) or by supplying additional conditions on the behaviour of the fields \( \phi \) at infinity (or at the boundary). Since both possibilities influence the physical predictions of the model, a framework which works without such additional assumptions is aspired. Therefore it stands to reason to completely omit integration from the derivation of the Euler-Lagrange equation. In fact, a closer inspection of the above calculation shows that the value of the integral is nowhere explicitly required and only the technique of integration by parts is essential. The latter can be emulated by subtracting the total derivative of \( \theta := \frac{\delta L}{\delta (d\phi)} \delta \phi \). Indeed

\[ \delta L - d\theta = \frac{\delta L}{\delta \phi} \delta \phi + \frac{\delta L}{\delta (d\phi)} \delta (d\phi) - d \left( \frac{\delta L}{\delta (d\phi)} \right) \wedge \delta \phi - \frac{\delta L}{\delta (d\phi)} d(\delta \phi) \]

is the equation of motion. This observation is fundamental for the following exposition and is the starting point for the rigorous formulation.

As a last ingredient, the structure of the function spaces involved has to be clarified. This was already prepared in Section 3.7. In particular, let \( M \) be a \( n \)-dimensional, not necessarily compact manifold and \( F \to M \) a fibre bundle over \( M \). Endow the space of sections \( \mathcal{F} \) with the already discussed locally convex manifold structure, which is tame Fréchet if the base manifold \( M \) is compact. The product \( \mathcal{F} \times M \) will be of profound importance for the following discussion and thus the reader is encouraged to recall the properties of vector fields and differential forms on product manifolds, see Example 3.2.4 and Example 3.3.5. To conform with the above notation, the partial exterior differential with respect to the function space will we denoted by \( \delta \) whereas
d indicates differentiation in the direction of $M^\dagger$. Note that these two differentials anti-commute as a consequence of Lemma 3.3.6 (iii), in contrast to the above assumed commutativity. Finally, denote the total derivative by $D = d + \delta$. Now all the necessary concepts and notations are assembled for the following abstraction of the variational principle.

**Definition 5.1.1**

Let $M$ be a $n$-dimensional manifold and $\mathcal{F}$ the section space of a fibre bundle over $M$. Let $(\delta, d)$ denote the partial differentials in the bicomplex of forms $\Omega^{p,q}(\mathcal{F} \times M)$. A total Lagrangian $\mathcal{L} = L + \theta$ is a $n$-form on $\mathcal{F} \times M$ consisting of a $(0, n)$-form $L$ called Lagrangian density, and a $(1, n - 1)$-form $\theta$ called variational form. The Euler-Lagrange form is defined as the $(1, n)$-form

$$E_\mathcal{L} := (D\mathcal{L})^{1,n} = \delta L + d\theta.$$ 

The space of solutions $\mathcal{S}_\mathcal{L}$ consists of those $\phi \in \mathcal{F}$ on which $E_\mathcal{L}$ vanishes, that is, $(E_\mathcal{L})_{\phi,m} = 0$ for all $m \in M$. If only such solutions are considered, one speaks of an on-shell analysis. In contrast, off-shell accounts also for non-solutions.

In this context, the manifold $M$ plays the role of spacetime (or solely time) and the infinite-dimensional manifold $\mathcal{F}$ represents the kinematically realisable states. Thus $F$ is often called the configuration bundle. The solution space $\mathcal{S}_\mathcal{L} \subseteq \mathcal{F}$ corresponds to dynamically admissible states. To simplify notation, the space of $(p, q)$-forms on $\mathcal{F} \times M$ is often shortly denoted by $\Omega^{p,q}$.

Before this calculus is demonstrated on concrete examples, a remark about the origins of and history behind this definition is in order.

**Remark 5.1.2**

In the eighties, the so-called inverse problem of variational calculus gained wide attention. The aim of this research program was to clarify which differential equations originate from a variational description. It was mainly expedited by Tulczyjew [Tul80].

---

1Recall that the partial exterior differential with respect to the second factor of the product manifold $\mathcal{F} \times M$ can be identified with the normal de Rham differential on $M$ after evaluating all $\mathcal{F}$-components. This fact justifies the notation $d$ for the partial exterior with respect to the $M$-factor.

2The different sign convention for $d\theta$ is a consequence of the anti-commutativity of $d$ and $\delta$. 
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Vinogradov [Vin78], Takens [Tak79], and Anderson [And92]. Their attention focused primarily on the infinite jet bundle, which is well-founded by a theorem of Peetre [Pee59] stating that every local differential operator factors through some jet bundle. One recognizes that \( J^\infty F \) possesses a natural connection and a closely related differential bicomplex. Zuckerman [Zuc87] discovered that the pullback of this bicomplex under the infinite jet prolongation

\[
j^\infty : \mathcal{I} \times M \to J^\infty F, \quad (\phi, m) \mapsto j^\infty m \phi
\]
equals the bicomplex structure induced by the product \( \mathcal{I} \times M \). This observation served as the starting point of the analysis of classical field theory by Deligne and Freed [DF99]. The above definition generalizes these ideas to the case where locality and jet bundles are not part of the underlying assumptions.

\[\diamondsuit\]

**Example 5.1.3** (Classical mechanics)

Classical mechanics is described by choosing \( M = \mathbb{R} \) as the time axis and the trivial bundle \( F = Q \times \mathbb{R} \to \mathbb{R} \). As usually, the manifold \( Q \) represents the configuration space and sections of \( F \) are identified with smooth curves \( t \mapsto q(t) \) in \( Q \). In order to conform with the usual notation, one has to consider the infinite jet bundle \( J^\infty(Q \times \mathbb{R}) \).\[†\]

Choosing fibred coordinates \((q^i, t)\) on \( Q \times R \) induces coordinates \((q^i_k, t)\) on the jet bundle. They are explicitly defined by

\[
q^i_0(j^\infty t) := q^i(t) \quad \text{and} \quad q^i_k(j^\infty t) := \frac{\partial^k q^i}{\partial t^k}(t) \quad \text{for} \quad k \geq 1,
\]

where \( q \in \mathcal{I} \) is a smooth curve in \( Q \). The pullback of these coordinate functions by the infinite jet prolongation yields a coordinate frame for local differential forms on \( \mathcal{I} \times M \). By local forms one understands forms which are pulled back from \( J^\infty F \). If the total derivative is defined as

\[
\frac{d}{dt} = \frac{\partial}{\partial t} + \sum_{k=0}^{\infty} q^i_{k+1}(j^\infty t) \frac{\partial}{\partial q^i_k(t)},
\]

\[\dagger\]

In the present setting, the jet bundle \( J^\infty(Q \times \mathbb{R}) \) decomposes into \( T^\infty Q \times \mathbb{R} \), where the infinite tangent manifold \( T^\infty Q \) is defined as the inverse limit of the sequence of finite-order tangent bundles.
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then for a local function \( f = f(q^i(k), t) \) the differential evaluates to

\[
df = \frac{df}{dt} \, dt \quad \text{and} \quad \delta f = \sum_{k=0}^{\infty} \frac{\partial f}{\partial q^i(k)} \delta q^i(k).
\]

In particular, the following identities hold

\[
dt = Dt \quad \quad \delta t = 0
\]

\[
dq^i(k) = q^i(k+1) \, dt \quad \quad \delta q^i(k) = (D - d)q^i(k) = Dq^i(k) - q^i(k+1) \, dt.
\]

If applicable, the alternative notation \( q^i, \dot{q}^i, \ddot{q}^i, \ldots \) is used in favour of \( q^i(k) \).

Now let \( L \) be a smooth time dependent function on the tangent bundle \( TQ \) and promote it to a Lagrangian density \( L \in \Omega^{0,1} \) by identifying \( L(q^i, v^i, t) \equiv L(q^i, \dot{q}^i, t) \, dt \).

Furthermore, the variational form is in local coordinates defined by

\[
\theta = \frac{\partial L}{\partial q^i} \delta q^i.
\]

Now the Euler-Lagrange form evaluates to

\[
E_L = \delta L + \delta \theta
\]

\[
= \left( \frac{\partial L}{\partial q^i} \delta q^i + \frac{\partial L}{\partial \dot{q}^i} \delta \dot{q}^i \right) \wedge dt + \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^i} \right) dt \wedge \delta q^i + \frac{\partial L}{\partial q^i} \, d\delta q^i
\]

\[
= \left( \frac{\partial L}{\partial q^i} \delta q^i + \frac{\partial L}{\partial \dot{q}^i} \delta \dot{q}^i \right) \wedge dt + \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^i} \right) dt \wedge \delta q^i - \frac{\partial L}{\partial \dot{q}^i} \delta (\dot{q}^i \, dt)
\]

\[
= \left( \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^i} \right) - \frac{\partial L}{\partial q^i} \right) dt \wedge \delta q^i.
\]

Note that the variational form \( \theta \) is chosen in such a way that the term proportional to \( \delta \dot{q}^i \) is compensated and thus indeed plays the role of integration by parts. Furthermore, it has the same coordinate representation as the usual canonical (or tautological) 1-form on \( T^*Q \) pulled back to the tangent bundle by the Legendre-transformation. This observation allows for the conclusion that the differential of \( \theta \) should correspond to the symplectic form, and indeed

\[
\omega = \delta \theta = \frac{\partial^2 L}{\partial q^i \partial q^j} \delta q^i \wedge \delta q^j + \frac{\partial^2 L}{\partial \dot{q}^i \partial \dot{q}^j} \delta \dot{q}^i \wedge \delta \dot{q}^j
\]
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‘equals’ the symplectic form on the tangent bundle. This relation will serve as the guideline for defining a counterpart to the symplectic structure in the field theoretic context. However, note that $\omega$ is far from being nondegenerate since it is only sensitive to first-order variations.$\Diamond$

The previous example straightforwardly generalizes to first-order field theories by considering a general spacetime manifold $M$ instead of only the time axis $\mathbb{R}$ as the base manifold and replacing the index $k$ by an appropriate multi-index. However, this viewpoint will not be further investigated. Instead, the relativistic aspects of the theory are emphasized by giving a fully covariant example.

**Example 5.1.4** (Complex Klein-Gordon field)
Let $(M, \eta)$ be 4-dimensional space time with its Minkowski metric and $F = \mathbb{C} \times M$ the trivial bundle over $M$. Its sections $\phi \in \mathcal{F}$ are identified with complex-valued functions on $M$. Moreover, extend the Hodge star operator from $M$ to the product manifold $\mathcal{F} \times M$ by ignoring the $\mathcal{F}$-component as described in Appendix B. Note that the commutative law $\alpha \wedge * \beta = \beta \wedge * \alpha$ is modified to

$$\alpha \wedge * \beta = (-1)^{\# \alpha \cdot \# \beta - \# M \alpha \cdot \# M \beta} \beta \wedge * \alpha,$$

(5.1.1)

where the sharp denotes the total degree of the differential form and the subindexed version refers to the $M$-degree (see Proposition B.0.5 for the derivation).

The Lagrangian system for the complex Klein-Gordon field is specified by

$$L = \frac{1}{2} \bar{\phi} \wedge * d \phi - \frac{\mu^2}{2} \phi \bar{\phi},$$

$$\theta = \frac{1}{2} (\delta \phi \wedge * d \bar{\phi} + \delta \bar{\phi} \wedge * d \phi).$$

It should be remarked that, here and in the following, evaluation at some appropriate points of $\mathcal{F} \times M$ is understood and thus $\phi$ actually stands for the evaluation map $(\phi, m) \mapsto \phi(m)$. The exterior differentials are given by:

$$\delta L = \frac{1}{2} (\delta d \bar{\phi} \wedge \bar{\phi} - \delta \bar{\phi} \wedge \bar{d} \phi - d \delta \phi \wedge * \bar{\phi} + \delta \bar{\phi} \wedge * \bar{d} \phi - \delta \bar{\phi} \wedge d * \bar{d} \phi),$$

$$d \theta = \frac{1}{2} (d \delta \phi \wedge \bar{\phi} - d \delta \bar{\phi} \wedge \bar{d} \phi + d \delta \bar{\phi} \wedge * \bar{d} \phi - \delta \bar{\phi} \wedge d * \bar{d} \phi).$$
Thereby, the terms containing mixed derivatives cancel each other upon summation (using the above mentioned property (5.1.1) of the Hodge dual) and thus the Euler-Lagrange form results in the Klein-Gordon equation:

\[ E_L = \delta L + d\theta = -\frac{1}{2} \left( \delta \phi \wedge (d \star d\bar{\phi} + \star \mu^2 \bar{\phi}) + \delta \bar{\phi} \wedge (d \star d\phi + \star \mu^2 \phi) \right). \]

Moreover, the \( \delta \)-derivative of the variational form yields the usual expression for the symplectic form,

\[ \omega = \delta \theta = -\frac{1}{2} (\delta \phi \wedge \star d\bar{\phi} + \delta \bar{\phi} \wedge \star d\phi). \]

\[ \diamond \]

5.2. Symplectic systems

The examples in the previous chapter suggest strongly that the functional derivative of the variational form results in the symplectic density. But instead of solely considering \( \omega = \delta \theta \), it will be convenient to focus attention on the total differential of the Lagrangian,

\[ D\mathcal{L} = \omega + E_L. \]

In more general terms, the equation of motion need not arise from a Lagrangian description and hence Euler-Lagrange operator is not necessarily of the form \( E_L = \delta L + d\theta \).

Definition 5.2.1

A dynamical symplectic structure is a \((n+1)\)-form \( \Omega \) on \( \mathcal{F} \times M \) such that it is D-closed, i.e. \( D\Omega = 0 \), and decomposes into

\[ \Omega = \omega + E. \]

Here \( \omega \) is a \((2,n-1)\)-form called subsymplectic density and \( E \) is a \((1,n)\)-form encoding the equation of motion. The solution locus \( \delta \Omega \subseteq \mathcal{F} \) is defined by the condition \( E_{\mid \delta \Omega \times M} = 0 \).

\[ \diamond \]
Remarks 5.2.2

(i) Note that no nondegeneracy conditions are required and thus, strictly speaking, the notion ‘symplectic’ is not legitimate. Nevertheless, many important constructions of classical symplectic geometry carry over and this close relationship is underlined by using the same ‘language’. Moreover, weakly nondegenerate forms are the only reasonable concept beyond Banach manifolds. However, such a weak condition yields only a small advantage and is even too restrictive in concrete examples. The notion ‘subsymplectic’ spells out that \( \omega \) is solely a part of the more fundamental symplectic form \( \Omega \).

(ii) The requirement of being closed is equivalent to the following conditions,

\[
0 = \begin{cases} \\
\delta \omega, \\
\omega + \delta E.
\end{cases}
\]

The first line expresses the usual closedness of the subsymplectic density and the second condition can be regarded as the conservation of symplecticity on solutions.

(iii) In particular, every Lagrangian \( \mathcal{L} \) defines a dynamical symplectic structure by \( \Omega = \mathcal{D}\mathcal{L} \) and in this sense is an ‘exact’ system. Note that the total Lagrangian can be replaced by \( \mathcal{L} \mapsto \mathcal{L} + D\lambda \) for \( \lambda \in \Omega^0, n-1 \) without changing the symplectic form \( \Omega \). Under such a transformation the components change as follows:

\[
L \mapsto L + d\lambda, \\
\theta \mapsto \theta + \delta \lambda.
\]

In other words, the usual indeterminacy of \( L \) is absorbed in \( \theta \).

(iv) In the standard approach to classical mechanics, the solution operator \( E \) does not occur because the tangent bundle can be interpreted as the parameterization of the solution space by initial conditions and hence amounts to a purely on-shell analysis. For field theories one cannot hope to get an analogous description of the solution locus since in general \( S \) fails to be a submanifold of \( \mathcal{T} \). Moreover, an off-shell analysis promises another advantage when considering its applica-
tion to quantization. The Feynman path integral approach vividly illustrates that quantum corrections arise by including paths which do not fulfill the equations of motion. As the framework presented in this work handles solutions and non-solutions on an equal footing it provides a promising starting point for quantization.

Furthermore, the previous ideas suggest a different ansatz to handle the path integral, namely, to completely circumvent the integral in a similar way as the action was avoided at the beginning of this chapter. In fact, the value of the Feynman integral often plays an inferior role and the main interest lies in its derivatives, that is, in the correlation functions. Hence, the concept of the bi-complex $\Omega^{\cdot\cdot}$ might avoid the highly nontrivial construction of a measure on the function space $\mathcal{F}$. It is subject to further work to pursue these ideas.

The rest of this section is concerned with the transition of the basic symplectic theory to this setting.

**Definition 5.2.3**

Let $\alpha \in \Omega^{n-1}(\mathcal{F} \times M)$. A vector field $X_\alpha$ on $\mathcal{F} \times M$ is called a **Hamiltonian vector field** for $\alpha$ if

$$X_\alpha \lrcorner \Omega + D\alpha = 0.$$  \hfill (5.2.1)

Without a non-degeneracy condition on the symplectic form $\Omega$ the Hamiltonian vector field might not exists or is not uniquely defined. Thus the Poisson brackets are not available. Note that in the present case the $(n-1)$-forms play the role of observables. Writing out equation (5.2.1) in components yields the following system:

\begin{align*}
0 &= (X_\alpha \lrcorner E)^{0,n} + d\alpha^{0,n-1}, \quad (5.2.2a) \\
0 &= (X_\alpha \lrcorner E)^{1,n-1} + (X_\alpha \lrcorner \omega)^{1,n-1} + d\alpha^{1,n-2} + \delta\alpha^{0,n-1}, \quad (5.2.2b) \\
0 &= (X_\alpha \lrcorner \omega)^{2,n-2} + d\alpha^{2,n-3} + \delta\alpha^{1,n-2}, \quad (5.2.2c) \\
0 &= \delta\alpha^{2,n-3}. \quad (5.2.2d)
\end{align*}

In the case of classical mechanics ($n = 1$) all but the second equation are trivial and the latter reduces to $0 = (X_\alpha \lrcorner \omega)^{1,0} + \delta\alpha^{0,0}$ on-shell. As the examples in Section 5.3 will
show, the components of $\alpha$ besides $\alpha^{0,n-1}$ have to be interpreted as a relict stemming from integration by parts.

Hamiltonian vector fields possess the important property that they preserve $\Omega$, that is,

$$\mathcal{L}_{X} \Omega = D(X_{\alpha} \Omega) + X_{\alpha} \mathcal{L} \Omega = 0.$$ 

Thereby, they form a special subclass of objects which leave the symplectic structure invariant.

**Definition 5.2.4**

A *symplectic map* is a map $\psi: (A, \Omega) \rightarrow (B, \Xi)$ between dynamical symplectic systems such that $\Omega = \psi^* \Xi$. An action $\Upsilon: G \times (F \times M) \rightarrow F \times M$ of a Lie group is called *symplectic* if $\Upsilon_g$ is a symplectic map for all $g \in G$.

A vector field $X$ on $F \times M$ is called a *symplectic vector field* if $\mathcal{L}_{X} \Omega = 0$. If $X$ has a flow, then this flow is a symplectic map.

5.3. Symmetries and momentum maps

The definition of a momentum map needs more care primarily because its direct generalization as a smooth map $J: F \times M \rightarrow g^*$ is not possible. First of all, the components $J_A$ are only functions on $F \times M$ in this case, and thus do not induce a Hamiltonian vector field by Equation (5.2.1). This is circumvented by defining $J_A$ to be a $(n-1)$-form. The other problem is of functional analytic nature. Defining the momentum map to have a dual space as codomain is prone to run in complications similar to the ones encountered in the discussion of the cotangent bundle. In particular, the natural pairing $g^* \times g \rightarrow \mathbb{R}$ cannot be smooth. Even if these continuity problems are overcome, one would necessarily leave the category of Fréchet manifolds. Consequently the Nash-Moser theorem, which at the moment is the only promising tool to generalize symplectic reduction to field theories, would no longer be available. To remedy this situation, the following modification of the usual definition is proposed.
Definition 5.3.1
Let $\Upsilon$ be a smooth action of a Lie group $G$ on the symplectic manifold $(\mathcal{F} \times M, \Omega)$. A map $J: g \to \Omega^{n-1}(\mathcal{F} \times M)$ is called a momentum map if

$$A^* \Omega + DJ_A = 0$$

holds for all $A \in g$; with the notation $J_A := J(A) \in \Omega^{n-1}$. If additionally the identity

$$\Upsilon^*_g J_A = J_{\text{Ad}(g^{-1})} A$$

is fulfilled for all $A \in g$, then $J$ is called an equivariant momentum map. ♦

The Killing vector field $A^*$ is by construction the Hamiltonian vector field of the component $J_A$ of the momentum map. In particular, the component-wise discussion of equation (5.2.2) also applies to the present situation.

If the symplectic system originates from a Lagrangian description which is invariant under the action, then there is a canonical way to construct an equivariant momentum map. The reader is urged to compare the following proposition with the standard result of an action on the invariant Lagrangian system $(TQ, L)$.

Proposition 5.3.2
Let $G$ be a Lie group with smooth exponential map $\exp$ and $\Upsilon$ a $G$-action. Let $L$ denote the total Lagrangian and assume $\Upsilon^*_g L = L$. Then

$$J_A := A^* \Omega, \quad A \in g$$

(5.3.1)

defines an equivariant momentum map for $\Upsilon$ with respect to the symplectic form $\Omega = D\mathcal{L}$. ♦

Proof:
Since $G$ has an exponential map, every Killing vector field $A^*$ possesses a flow given by $(m, t) \mapsto \Upsilon(\exp(tA), m)$. Thus invariance of $\mathcal{L}$ under $\Upsilon$ implies $\text{Lie}_{A^*} \mathcal{L} = 0$. But

$$0 = \text{Lie}_{A^*} \mathcal{L} = A^* \Omega + D(A^* \mathcal{L}) = A^* \Omega + D J_A$$
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is just the defining equation for the momentum map. Equivariance follows from the following calculation using the equivariance $\Upsilon'_g A^* = (\text{Ad}(g)A)^*$:

$$J_A = A^* \lrcorner \mathcal{L} = A^* \lrcorner (\Upsilon'_g \mathcal{L}) = \Upsilon'_g (\Upsilon'_g A^* \lrcorner \mathcal{L}) = \Upsilon'_g ((\text{Ad}(g)A)^* \lrcorner \mathcal{L}) = \Upsilon'_g J_{\text{Ad}(g)A}.$$ 

\begin{remark}
To study initial value problems and the time evolution of fields, covariance of the description has to be broken and a time axis has to be introduced. There are two major ways to achieve this:

(i) In the traditional instantaneous formalism, spacetime is split into $\Sigma \times T$, where $\Sigma$ is a spatial Cauchy surface and $T$ represents a time interval. Next, all differential forms of bidegree $(p, n-1)$ are integrated over $\Sigma$ to result in a $p$-form on $\mathcal{F}$. In particular, $\omega$ yields a 2-form and all observables of bidegree $(0, n-1)$ become functions. Thus one resides in the usual symplectic landscape with its time evolution picture. The only difference lies in the fact that the state space is infinite-dimensional.

But the just described procedure comes with functional analytic and also conceptual problems. On the mathematical side, the Cauchy surface $\Sigma$ is required to be compact in order to guarantee the existence of the integrals over $\Sigma$. One can try to lift this condition by restricting the behaviour of the fields at infinity instead. But in that case, the independence of the integral from the slice delicately depends on the imposed asymptotic conditions [HM07]. Furthermore, the whole method only makes sense for on-shell variations, that is, for variations fulfilling the linearised equations of motion. Therefore, one is forced to consider the locus $\mathcal{S}$, which is not a manifold in general. Moreover, the possible advantages of an off-shell formulation for quantization described in Remark 5.2.2 (iv) are nullified. From a conceptual viewpoint, the manifest breaking of covariance at such an early point is a severe shortcoming. In particular, symmetries which move the Cauchy surface cause difficulties in the definition of an appropriate conserved current. In fact, the diffeomorphism symmetry of general relativity in contrast to the gauge invariance of Yang-Mills theory owes much of its complexity to this pitfall [LW90].

\end{remark}
(ii) The present framework facilitates a ‘minimal-invasive’ and algebraic approach. Consider a symplectic manifold \((\mathcal{F} \times M, \Omega)\) and an action \(\Upsilon\) of some symmetry group \(G\) admitting a momentum map \(J\). Note that \(G\) combines symmetries of the field degrees of freedom and spacetime symmetries. Under the assumption that the Lie algebra \(\mathfrak{g}\) contains an element \(A_H\) which can be seen as the generator of time evolution, one arrives at the following Hamiltonian picture. The \((n-1)\)-form \(\mathcal{H} \equiv J\) plays the role of the Hamiltonian density.

Note that Equation (5.3.1) obviously can be rewritten as \(A_H^* \omega + D\mathcal{H} + A_H^* \mathcal{E} E = 0\). Therefore, the equation

\[
A_H^* \omega + D\mathcal{H} = 0
\]

is equivalent to the vanishing of \(A_H^* \mathcal{E} E\) and hence it is the field theoretic counterpart to the Hamilton’s equations.

This procedure clearly has the advantage to break covariance where it has to be broken while leaving the remaining covariant description intact. In particular, the other components of the momentum map are unaffected. Therefore, spacetime-symmetries should be handled more gracefully. The acid test of general relativity is subject to further work.

Noether’s theorem would be nicely captured in \(\text{Lie}_A^* J_B = [J_B, A]\), since in that case commutation of \(B \in \mathfrak{g}\) with \(A_H\) implies that the momentum \(J_B\) is conserved along time evolution. Due to continuity issues of the assignment \(A \mapsto J_A\), only the following weaker form can be proven.

**Proposition 5.3.4** (Noether’s theorem)

Let \(G\) be a Lie group with smooth exponential map and \(\Upsilon\) a \(G\)-action with equivariant momentum map \(J\). If

\[
\text{Ad}(\exp(tA))B = B
\]

holds for small \(t\) and some \(A, B \in \mathfrak{g}\), then \(J_B\) is conserved with respect to the evolution of \(A\), that is, \(\text{Lie}_A^* J_B = 0\).
Proof:

\[ \text{Lie}_A^* J_B = \frac{d}{dt} \bigg|_{t=0} \Upsilon^* \exp(-tA) J_B = \frac{d}{dt} \bigg|_{t=0} J_{\text{Ad} \exp(tA))} B = \frac{d}{dt} \bigg|_{t=0} J_B = 0. \]

In preparation for concrete examples, symmetries induced from spacetime transformations are considered now.

**Remark 5.3.5** (Lifted action)
Every left action \( \psi: G \times M \to M \) of a (possible infinite-dimensional) Lie group \( G \) on the base manifold \( M \) lifts to the left action

\[ \Upsilon: G \times (\mathcal{F} \times M) \to \mathcal{F} \times M, \quad (g, \phi, m) \mapsto (\phi \circ \psi_{g^{-1}}, \psi_g(m)). \]

One can prove that this map is smooth [Woc06, Lemma 2.2.25]. This class of symmetries represents the generalisation of point transformations.

The following examples are used to illustrate the previous concepts.

**Example 5.3.6** (Klein-Gordon translation symmetry)
This example continues the discussion of the complex Klein-Gordon field by analysing the translational symmetry. Recall from Example 5.1.4 that the Lagrangian and the symplectic system are specified by

\[ L = \frac{1}{2} (D \bar{\phi} \wedge \ast d \phi - \ast \mu^2 \phi \bar{\phi} + \delta \phi \wedge \ast d \bar{\phi}), \]
\[ \omega = -\frac{1}{2} (\delta \phi \wedge \ast \delta d \bar{\phi} + \delta \bar{\phi} \wedge \ast d \phi), \]
\[ E = -\frac{1}{2} \left( \delta \phi \wedge (d \ast d \bar{\phi} + \ast \mu^2 \bar{\phi}) + \delta \bar{\phi} \wedge (d \ast d \phi + \ast \mu^2 \phi) \right). \]

Now consider the action of \((\mathbb{R}^n, +)\) on \( n \)-dimensional Minkowski-spacetime \( M \) by translation:

\[ \psi: \mathbb{R}^n \times M \to M, \quad (x, m) \mapsto m + x. \]

According to Remark 5.3.5 this lifts to an action

\[ \Upsilon: \mathbb{R}^n \times (\mathcal{F} \times M) \to \mathcal{F} \times M, \quad (x, \phi, m) \mapsto (\phi \circ \psi_{-x}, \psi_x(m)). \]
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Apparently, this action leaves the evaluation map invariant, and therefore also the total Lagrangian and the symplectic structure. To calculate the momentum map associated with Υ the effect of the Killing vector fields on coordinate functions has to be known. After identifying the Lie algebra \( \mathfrak{g} \) with \( \mathbb{R}^n \) one gets

\[
(A^* \mu \, dx^\mu)_{\phi,m} = A^\mu,
\]

\[
(A^* \delta (ev))_{\phi,m} = -(A^* \mu \, d(ev))_{\phi,m}.
\]

The latter equation is a consequence of \( 0 = Lie_{A^*} ev = A^* \mu \, D(ev) \).

The calculation of the momentum map is made particularly clear by restricting to the case \( n = 2 \) and using coordinates \((t, x)\) on \( M \). Then the Hodge operator acts as follows:

\[
*1 = -dt \wedge dx \quad \quad *dt = dx
\]

\[
*(dt \wedge dx) = 1 \quad \quad *dx = dt.
\]

Since the total Lagrangian \( \mathcal{L} \) is invariant under \( \Upsilon \), Proposition 5.3.2 yields the momentum map

\[
2 \cdot J_A = 2 \cdot (A^* \mu \, \mathcal{L})
\]

\[
= -D\phi \wedge (A^* \mu \, \star d\phi) - A^* \mu \, \mu^2 \phi \phi + (A^* \mu \, \delta \phi) \star d\phi - (A^* \mu \, \star d\phi) \delta \phi
\]

\[
= \left( (\phi_t \phi_t + \phi_x \phi_x + \mu^2 \phi \phi) dt + (\phi_x \phi_t + \phi_t \phi_x) dx + (\phi \delta \phi + \phi \delta \phi) \right) A^t
\]

\[
+ \left( (\phi_t \phi_t + \phi_x \phi_x - \mu^2 \phi \phi) dt + (\phi_x \phi_t + \phi_t \phi_x) dx + (\phi \delta \phi + \phi \delta \phi) \right) A^x,
\]

where the subindex on \( \phi \) represents partial derivation with respect to the specified variable. The bidegree \((0,1)\)-component of \( J_A \) equals the usual stress-energy tensor (up to a factor \( \frac{1}{2} \)). Thus one is left with discussing the terms of the form \( \phi_x \delta \phi \). For this purpose, recall that the standard Hamiltonian density \( \mathcal{H} = \phi_t \phi_t + \phi_x \phi_x + \mu^2 \phi \phi \) does not yield the Klein-Gordon equation as Hamilton’s equation for the canonical

---

\(^1\)Recall that in the above formulae \( \phi \) is just a placeholder for the evaluation map.
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conjugate coordinates \((\bar{\phi}, \phi_t)\). However, the modified density

\[
\tilde{\mathcal{H}} = \phi_t \bar{\phi}_t - \phi_{xx} \bar{\phi} + \mu^2 \phi \bar{\phi},
\]
gives the correct Hamilton’s equations. One transforms \(\mathcal{H}\) to \(\tilde{\mathcal{H}}\) by integrating over it and then using integration by parts. The occurring boundary term is \(\phi_x \bar{\delta} \phi\), which closely resembles \(\phi_x \delta \bar{\phi}\). The latter term indeed cancels the distracting terms in Hamilton’s equation (here \(A_H = (1, 0)\))

\[
A_H^* \omega + DJ_{A_H} = 0.
\]

A straightforward but lengthy calculation shows that this formula is in all its components equivalent to the Klein-Gordon equation. In this sense, the \((1, 0)\)-component of \(J_A\) plays the role of partial integration similar to the variational form \(\theta\).

\[\boxplus\]

Example 5.3.7 \((U(1)\)-symmetry of Klein-Gordon\)

The treatment of the \(U(1)\)-symmetry of the Klein-Gordon proceeds analogous to Example 5.3.6 but exposes the case of a symmetry not induced from an action on the base manifold. Parametrize elements of \(U(1)\) as \(e^{i\alpha}\) and consider the action

\[
\Upsilon: U(1) \times (\mathcal{F} \times M) \to \mathcal{F} \times M, \quad (\alpha, \phi, m) \mapsto (e^{i\alpha} \phi, m).
\]

Since the Lagrangian \(\mathcal{L}\) contains only combinations of \(\phi\) and its complex conjugate, it is invariant under \(\Upsilon\). Clearly the Killing vector fields fulfil

\[
(A_\alpha^* \mathcal{L})_{\phi, m} = 0,
\]

\[
(A_\alpha^* \delta(\text{ev}))_{\phi, m} = i\alpha \phi,
\]

where \(\alpha \in \mathbb{R}\) parametrizes \(u(1) = i\mathbb{R}\). Proposition 5.3.2 yields the momentum map

\[
J_\alpha = A_\alpha^* \mathcal{L} = A_\alpha^* \mathcal{L} = \frac{1}{2} A_\alpha^* \mathcal{L} (\delta \phi \wedge \star d \bar{\phi} + \delta \bar{\phi} \wedge \star d \phi) = \frac{i\alpha}{2} (\phi \wedge d \bar{\phi} - \bar{\phi} \wedge d \phi).
\]

\[\boxplus\]
Yang-Mills theory

A gauge theory is a special type of field theory in which the Lagrangian is invariant under the action of the group of gauge transformations. Since they naturally provide all the basic inputs - an infinite-dimensional state space endowed with a Lagrangian invariant under a group action - such physical models serve as prime examples for applying the general theorems from the preceding chapters. In particular, the following discussion will present positive answers to the questions concerning the existence of slices and the momentum map.

A fixed principal bundle $P \to M$ sets out the scenery. The pseudo-Riemannian manifold $(M,g)$ models spacetime and the physical state space is represented by the space of all connections in $P$. In this context, the structure group $G$ of $P$ is called gauge group and encodes the gauge symmetry of the theory. Now, Theorem 4.4.2 identifies the following steps in order to construct a slice for the gauge transformation action:

1. Endow the space $Conn$ of connections in $P$ with a tame Fréchet manifold structure.

2. Represent the group of gauge transformations $Gau$ as a locally exponential and tame Fréchet Lie group. Prove that the action $\text{transf}: Gau \times Conn \to Conn$ is tame smooth.

3. Show properness of $\text{transf}$. 
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4. Identify the stabilizer $Gau_\lambda$ of $\lambda \in Conn$ as a tame Fréchet principal Lie subgroup of $Gau$.

5. There exists a Kodaira-like decomposition of the tangent space $T_\lambda Conn = \text{Im}(\text{transf}_\lambda)'_e \oplus F_\lambda$ for some closed subspace $F_\lambda \subseteq T_\lambda Conn$.

6. Locally and near the identity of $Gau$, the derivative of $\text{transf}_\lambda$ admits a family of tame smooth inverses.

7. $Conn$ carries a $Gau$-invariant locally equivalent, graded Riemannian metric $g^k$ such that the 0-exponential map restricts to a local diffeomorphism around every point of the zero section of the normal bundle.

This series of tasks will be tackled in sequential order in the present chapter, with a discussion of the momentum map appended at the end. As the next sections will show, the program outlined above can be successfully completed in the case of compact base manifold $M$ and some assumptions on the gauge group $G$. This leads to the main result:

**Theorem 6.0.8**

Let $P \to M$ be a principal $G$-bundle. If $M$ is compact and $G$ of the form $G = G_K \times \mathbb{R}^k$ for some compact Lie group $G_K$ and $k \in \mathbb{N}$, then at every point $\lambda \in Conn$ there exists a slice for the action $\text{transf:} Gau \times Conn \to Conn$. $\diamondsuit$

Since the eighties, gauge theory and its functional analytic questions attracted the attention of mathematical physicists. In particular, the works of Subramaniam [Sub84] and of Abbati et al. [Abb+86; ACM89] are noteworthy. Both groups independently proved a slice theorem for the action of the group of gauge transformations in the setting of Fréchet spaces. A similar result was obtained by Kondracki and Rogulski [KR86] using Sobolev space techniques, see also the recent review [RSV02]. Accordingly, the results presented in this chapter are already known to experts, although the exposition differs from the aforementioned literature at some points.
6.1. Space of connections: The connection bundle

In this section, the space of connections in a fixed principal $G$-bundle $\pi: P \to M$ will be endowed with a smooth manifold structure by representing connections as sections of an appropriate bundle. For this purpose, the viewpoint of a connection as a horizontal lift mechanism will be advantageous.

The following exact sequence of vector bundles over $P$ marks the starting point for the further discussion,

$$
0 \longrightarrow VP \stackrel{\iota}{\longrightarrow} TP \stackrel{\pi'^*}{\longrightarrow} \pi^*TM \longrightarrow 0,
$$

where $\iota: VP \hookrightarrow TP$ denotes the natural inclusion of the vertical tangent bundle. The right action $\Psi$ of $G$ on $P$ lifts to the tangent action $\Psi'_g: TP \to TP$, which leaves the above exact sequence invariant. Thus, factoring yields the $G$-invariant version

$$
0 \longrightarrow AdP \stackrel{\iota}{\longrightarrow} AtP \stackrel{\pi'^*}{\longrightarrow} TM \longrightarrow 0. \quad (6.1.1)
$$

Here the bundle $TP/G$ is denoted by $AtP$ in honour of M. Atiyah, who had introduced the above sequence while discussing complex analytic connections in [Ati57]. As usual, the adjoint bundle $AdP$ is the associated bundle $P \times_G g$, where $G$ acts via the adjoint representation. It is identified with $VP/G$ via the $G$-equivariant vector bundle isomorphism

$$
P \times g \to VP, \quad (p, A) \mapsto A^*_p.
$$

Now a connection is simply defined as a splitting of (6.1.1),

$$
0 \longrightarrow AdP \stackrel{\iota}{\longrightarrow} AtP \stackrel{\pi'^*}{\longrightarrow} TM \longrightarrow 0. \quad (6.1.2)
$$

Thereby, the Atiyah sequence unifies the different incarnations of connections in the three discriminate ways to split an exact sequence. First, the direct sum representation $AtP = AdP \oplus TM$ corresponds to choosing a $G$-invariant horizontal subbundle. Second, a splitting in form of a vertical vector bundle isomorphism $\alpha: AtP \to AdP$
with \( \alpha \circ \iota = \text{id}_{TP} \) is just a transcription of a connection form. But it is the third way that allows a representation as sections of a bundle over \( M \). In fact, vertical vector bundle morphisms \( \lambda : TM \to \operatorname{At} P \) with \( \pi' \circ \lambda = \text{id}_{TM} \) are in a bijective correspondence with sections of the affine connection bundle \( CP \), whose fibres are

\[
C_m P := \{ \lambda_m : T_m M \to \operatorname{At}_m P : \text{linear, } \pi' \circ \lambda_m = \text{id}_{T_m M} \}.
\]

The affine space \( C_m P \) is modelled on the vector space of linear maps \( \sigma_m : T_m M \to \operatorname{At}_m P \) with \( \pi' \circ \sigma_m = 0 \), that is on \( L(T_m M, \operatorname{Ad}_m P) \). A map \( \lambda_m \in C_m P \) assigns to every tangent vector \( Y_m \in T_m M \) its horizontal lift \( \lambda_m(Y_m) \). Finally, the space of all connections \( \text{Conn} := \Gamma(\mathcal{C}P) \) carries the natural locally convex manifold structure discussed in Section 3.7. In particular, the space \( \text{Conn} \) is a tame Fréchet manifold for compact base \( M \).

### 6.2. Action of the group of gauge transformation

The present section discusses the group of gauge transformation and its action on the space of connections. Starting with this section, only compact base manifolds \( M \) are considered.

It is well known that the group of gauge transformation \( \mathcal{G}au \) can be represented as the section space of the associated group bundle \( P \times_G G \), where \( G \) acts on itself via conjugation. The case of sections of a bundle with groups as fibres was already studied in Example 4.1.6. There, it was shown that the section space carries a natural tame Fréchet Lie group structure with a locally diffeomorphic exponential map, which stems from the pushforward of the exponential map on the fibres. Moreover, the Lie algebra was identified with sections of the bundle created by applying the Lie algebra functor fibrewise; in the present case, this yields \( \mathfrak{gau} = \Gamma(\text{Ad} P) \). That is, the \( G \)-invariant, vertical vector fields on \( P \) constitute the Lie algebra of \( \mathcal{G}au \).
Remark 6.2.1
There exists well-known algebraic isomorphisms of $Gau$ with

$$Gau^\# := \{ \Phi^\# \in C^\infty(P, P) : G\text{-equivariant and fibre-preserving} \},$$
$$Gau^\hat{\ } := \{ \hat{\Phi} \in C^\infty(P, G) : G\text{-equivariant} \}.$$ 

But for a non-compact gauge group $G$ it is not clear how to topologize these spaces in an appropriate way. For the compact-open topology, the diffeomorphism group carries no Lie group structure. Endowed with the fine Whitney-topology the ambient groups $Diff(P)$ and $C^\infty(P, G)$ are now Lie groups, however $Gau^\#$ and $Gau^\hat{\ }$ are only discrete subgroups [Abb+86]. If $G$ is compact, then the above groups are tame Fréchet Lie groups diffeomorphic to $Gau$ [Abb+86].

In view of the previous remark, in order to study smoothness properties, the usual left action

$$Gau^\# \times \text{ConnForm} \to \text{ConnForm}, \quad (\Phi^\#, \alpha) \mapsto \tilde{\alpha} := (\Phi^\#)^{-1}\ast \alpha$$

has to be replaced by an action of $Gau$ on the space of connections, where connections are viewed as sections of $CP$ and not as connection forms. This is now achieved, starting from the well known formula

$$\tilde{\alpha}(X_p) = \text{Ad}(\hat{\Phi}(p))\alpha(X_p) - \Theta^R(\hat{\Phi}'X_p) \quad X_p \in T_pP,$$  

(6.2.1)

where $\Theta^R$ denotes the right Maurer-Cartan form. Due to (6.1.2) the horizontal lift of $Y_m$ to a point $p \in P$ in the fibre over $m$ is given by $(\lambda_m(Y_m))_p = X_p - (\alpha(X_p))_p$ for $X_p \in T_pP$ projecting on $Y_m$. This equation is independent from the chosen $X_p$ as a direct calculation reveals. Thus, the difference of the horizontal lifts with respect to a transformed connection evaluates to

$$[\lambda_m(Y_m) - \lambda_m(Y_m)]_p = -[\tilde{\alpha}(X_p) - \alpha(X_p)]^p = -[(\text{Ad}(\hat{\Phi}(p)) - 1)\alpha(X_p) - \Theta^R(\hat{\Phi}'X_p)]^p.$$ 

The aim is now to rewrite this expression as an object living on $TG$. The tangent bundle $TG$ is itself a Lie group. In fact, the group operations arise as the derivative
of the corresponding operations on $G$:

\[ \text{mult}_{TG} = \text{mult}'_G : TG \times TG \to TG, \]
\[ \text{inv}_{TG} = \text{inv}'_G : TG \to TG. \]

It is well known that $TG$ can be identified with the semi-direct product $G \ltimes \mathfrak{g}$ via the right trivialization $\text{triv}^R(V_g) = (g, \Theta^R(V_g))$. On $G \ltimes \mathfrak{g}$ the group operations correspond to

\[ (g, A) \cdot (h, B) = (g \cdot h, A + \text{Ad}(g)B), \]
\[ (g, A)^{-1} = (g^{-1}, -\text{Ad}(g^{-1})A). \]

Furthermore, left translation induces the map $L'_g : TG \to TG$ which acts relative to $\text{triv}^R$ as

\[ L'_g(h, B) = (g \cdot h, \text{Ad}(g)B). \]

Now the identity

\[ L'_g(e, A) \cdot (V_g^{-1}) \cdot (e, A)^{-1} = (e, (\text{Ad}(g) - 1)A - \Theta^R(V_g)) \quad \text{for } V_g \in T_gG \]

is easily verified. This observation leads to the consideration of the following map

\[ \text{transf} : (TP \times TG) \times TM TP \to TP, \quad (Z_p + A_p^*, V_g, Z_p) \to Z_p - [L'_g \text{conj}_e,A(V_g^{-1})]^*_p. \]

which descends to the quotient $(TP \times_{TG} TG) \times TM TP/G \to TP/G$, as a lengthy but straightforward calculation verifies. Finally, the desired left action of $Gau$ is expressed as

\[ \text{transf} : Gau \times Conn \to Conn, \quad (\Phi, \lambda) \mapsto \tilde{\lambda}(Y_m) := \text{transf}(\Phi'Y_m, \lambda(Y_m)). \quad (6.2.2) \]

It is a tame smooth map since it is the composition of the tangent functor with the pushforward of the map transf. The equivalence with $(6.2.1)$ follows from the above mentioned identities and the identification $\Phi'Y_m = [X_p, \hat{\Phi}'X_p]_{TG}$, which results in $A = \alpha(X_p)$.

For later use, the infinitesimal gauge transformation is recorded here,

\[ (\text{transf})'_\Phi,\lambda(\Xi, \sigma) = \text{transf}(\Phi, \sigma) - \nabla_\lambda \Xi, \quad (6.2.3) \]

where $\nabla_\lambda : \Gamma^\infty(\text{Ad } P) \to \Gamma^\infty(T^*M \otimes \text{Ad } P)$ is the covariant derivative with respect to
λ in the associated bundle \( \text{Ad} P \). Correctness of the first term is easily verified by acknowledging that the map \( \text{transf} \) is linear in \( Z_p \) for vertical vectors. The covariant derivative \( \nabla_\lambda \) manifests itself by replacing \( \Phi = \exp(t\Xi) \) in (6.2.2) and subsequently differentiating with respect to \( t \).

### 6.3. Properness and stabilizer of the gauge transformation action

**Proposition 6.3.1**

If \( G \subseteq GL(r, \mathbb{R}) \) is a compact matrix Lie group, then the gauge transformation action \( \text{transf} \) on the manifold of connections is proper. 

**Proof:**

\( \text{Gau} \) is metrizable as a 0-tame Fréchet Lie group by Corollary 4.3.4 and in Section 6.5 a path-metric on \( \text{Conn} \) will be constructed (independently of the present claim). Hence, by Proposition 4.3.3, it suffices to show the following: Let \( (\Phi_i) \) be a sequence in \( \text{Gau} \) and \( \lambda_i \rightarrow \lambda \) a convergent sequence in \( \text{Conn} \) such that \( \text{transf}(\Phi_i, \lambda_i) \) converges to \( \tilde{\lambda} \). Then \( (\Phi_i) \) contains a convergent subsequence. The proof of this fact consists of the subsequent steps which will be addressed individually in separate lemmas.

- On an open subset, convergence of a subsequence \( \Phi_{i_k} \) at one point is enough to ensure uniform convergence on compacta.

- Using the first point and compactness of \( G \), for an open cover \( U_\alpha \) one obtains a family of subsequences \( \Phi_{i_k, \alpha} \) converging to maps \( \Phi_\alpha: U_\alpha \rightarrow P \times_G G \). These combine to a continuous section \( \Phi: M \rightarrow P \times_G G \), which is the compactly uniform limit of a subsequence \( \Phi_{i_k} \).

- A local analysis of \( \text{transf}(\Phi_i, \lambda_i) \rightarrow \tilde{\lambda} \) shows that \( \Phi \) is actually smooth and \( \Phi_{i_k} \) converges to it in the topology of uniform convergence of all partial derivatives on compacta.

This approach is adapted from [NR79, Proposition 2.4], where the special case \( M = S^3 \) and \( G = SU(2) \) is studied.

The following lemmas build upon the notation introduced in Proposition 6.3.1.
Lemma 6.3.2
Let $U \subseteq M$ be an open subset. If there exist a point $p \in U$ and a subsequence $(\Phi_{i_k})$ such that $(\Phi_{i_k}(p))$ converges, then $(\Phi_{i_k})$ converges uniformly on compacta to a set-theoretic section $\Phi: U \to P \times_G G$.

Proof:
Without loss of generality, the subset $U$ can be assumed to be a chart domain, $\kappa: U \to \mathbb{R}^n$. Relative to this chart (and the induced trivialization) a connection is identified with a $g$-valued one-form on $U$ and gauge transformations are smooth maps $U \to G$.

The local representation of the action

$$
\tilde{\lambda}_m = \text{Ad}(\Phi(m))\lambda_m - (\Phi^*\Theta^R)_m = \Phi(m) \cdot \lambda_m \cdot (\Phi(m))^{-1} - (d\Phi)_m \cdot (\Phi(m))^{-1}
$$

can be solved for the differential $d\Phi$. After normalizing $\Phi_{i_k} := (\Phi_{i_k}(p))^{-1} \cdot \Phi_{i_k}$ and $\tilde{\lambda} = (\Phi_{i_k}(p))^{-1} \cdot \lambda \cdot \Phi_{i_k}(p)$, it reads

$$(d\Phi_{i_k})_m = \Phi_{i_k}(m) \cdot (\lambda_{i_k})_m - (\tilde{\lambda}_{i_k})_m \cdot \Phi_{i_k}(m). \quad (6.3.1)$$

Consider now the ordinary linear differential equation

$$
\frac{d}{dt}h(t) = h(t)p^j\lambda_j(pt) - p^j\tilde{\lambda}_j(pt)h(t),
$$

$$
h(0) = e,
$$

where $h$ is a real $r \times r$-matrix, $t \in \mathbb{R}$ and $j$ denotes the components of $p \in \mathbb{R}^n$. The usual existence and uniqueness theory yields a unique solution $h_{p,\lambda,\tilde{\lambda}}(t)$, which is differentiable in $t$ and continuous with respect to the parameters $p, \lambda$ and $\tilde{\lambda}$. But $h(t) = \Phi_{i_k}(pt)$ is a solution for $\lambda = \lambda_{i_k}$ and $\tilde{\lambda} = \tilde{\lambda}_{i_k}$, and thus depends continuously on them. This continuity, together with the fact that $\lambda_{i_k}$ and $\tilde{\lambda}_{i_k} = \text{transf}(\Phi_{i_k},\lambda_{i_k})$ both converge, yields a uniform limit $\Phi: U \to \mathcal{M}(r \times r, \mathbb{R})$, where $\mathcal{M}(r \times r, \mathbb{R})$ denotes the space of real-valued $r \times r$-matrices. Since $G$ is closed in $\mathcal{M}(r \times r, \mathbb{R})$, this map takes values in $G$.

Lemma 6.3.3
There exists a subsequence $(\Phi_{i_k})$ converging to a smooth map $\Phi: M \to P \times_G G$ with respect to the $C^\infty$-compact-open topology.

\[\Box\]
Proof:
By compactness of $M$, one can choose a finite cover by open subsets $U_{\alpha} \subseteq M$. Fix a point $p_{\alpha} \in U_{\alpha}$. Since $G$ is compact, the sequence $\Phi_i(p_{\alpha}) \in G$ contains a convergent subsequence. Thus, the previous lemma ensures a convergent subsequence $\Phi_{i_k}$ on every $U_{\alpha}$ with limit $\Phi^\alpha: U_{\alpha} \to P \times_G G$. The subsequence can be chosen to be indexed by the same $i_k$ on overlapping sets (just choose the point $p$ from the intersection $U_{\alpha} \cap U_{\beta}$). Hence, the maps $\Phi^\alpha$ automatically agree on overlaps and so define a global section $\Phi: M \to P \times_G G$. As a uniform limit of continuous maps, it is continuous itself. Now, equation (6.3.1) implies by induction that $\Phi$ is actually smooth and that all partial derivatives converge uniformly on compact subsets.

Remark 6.3.4
In Proposition 6.3.1 the condition of $G$ being a linear group is not essential for the properness of the action. In fact, [Sub84, pp. 75f] proves the same result for arbitrary compact groups $G$. See also [KR86, Theorem 2.4.9] in the context of Sobolev spaces, which then carries over to Fréchet spaces as shown in [ACM89, Theorem 4.1]. In the latter reference, one also finds the slightly more general case of Lie groups of the form $G = G_K \times \mathbb{R}^k$ for some compact Lie group $G_K$ and $k \in \mathbb{N}$. Although the used techniques are similar to the proof presented here, a detour via the diffeomorphism group seems to be necessary.

Propriety of the action directly implies that every stabilizer subgroup is compact (see Proposition 4.3.3). In the present case, one can go a step further and characterize $Gau_\lambda$ as the centralizer of the holonomy group of $\lambda$. To see this, consider for a point $p \in P$ the smooth group homomorphism $Ev_p: Gau \to G$ defined by

$$\Phi(\pi(p)) = [(p, Ev_p(\Phi))], \quad \text{for } \Phi \in Gau.$$

It is not difficult to see that the restriction of $Ev_p$ to the stabilizer $Gau_\lambda$ is injective and hence a group isomorphism onto its image, which is identified as the centralizer of the holonomy group of $\lambda$ based at $p$. In particular, $Gau_\lambda$ is a closed finite-dimensional subgroup of $Gau$ and hence Corollary 4.2.5 can be applied to identify the stabilizer as a principal Lie subgroup.
6.4. Hodge-Kodaira-like decomposition

The aim of this section consists in proving the Hodge-Kodaira-like decomposition

\[ T_\lambda \text{Conn} = \text{Im}(\text{transf}_\lambda)_\epsilon' \oplus F_\lambda \]  \hspace{1cm} (6.4.1)

for some closed subspace \( F_\lambda \subseteq T_\lambda \text{Conn} \). Furthermore, a tame smooth inverse family of \((\text{transf}_\lambda)_\epsilon'\) is constructed. Both results heavily rely on the theory of elliptic differential operators which therefore plays a fundamental role in the following. The connection between the decomposition (6.4.1) and elliptic partial differential equations stems from (6.2.3) and the implied identity \((\text{transf}_\lambda)_\epsilon' \Xi = -\nabla_\lambda \Xi\). The covariant derivative is a first-order overdetermined elliptic operator. An extensive account of elliptic theory including full proofs is beyond the scope of this thesis and thus the reader is referred to the literature [Ham82] for details. See also [Pal65] for elliptic complexes in the usual setting of Sobolev spaces.

**Definition 6.4.1** ([Ham82, p. 155])

Let \( M \) be a compact manifold and \( E, F \) be vector bundles over \( M \). Denote the corresponding section spaces by \( E \) and \( F \), respectively. Consider a tame smooth family of linear maps \( L: \Gamma^\infty(L(J^r E, F)) \times E \to F \). The induced map \( L_f: E \to F \) is called a linear partial differential operator of degree \( r \) with coefficients \( f \in \Gamma^\infty(L(J^r E, F)) \). Locally, its action is represented by

\[ L_f \phi = \sum_{\lvert I \rvert \leq r} f_I \cdot \partial^I \phi. \]

Every differential operator \( L_f \) induces a homogeneous polynomial \( \sigma_f \) of degree \( r \) on the cotangent bundle \( T^*M \) with values in \( L(E, F) \), which is locally given by \( \sigma_f \xi = \sum_{\lvert I \rvert = r} f_I \cdot \xi^I \). It is called the principal symbol of \( L_f \). Based on the properties of \( \sigma_f \) one distinguishes between:

- **overdetermined elliptic** operator: injective principal symbol \( \sigma_f \xi \).
- **underdetermined elliptic** operator: surjective principal symbol \( \sigma_f \xi \).
- **elliptic** operator: bijective principal symbol \( \sigma_f \xi \).
Here, \( \xi \in T^*_m M \) is non-zero but otherwise arbitrary.

Additionally assume that \( M \) carries a Riemannian metric \( g \) and \( E, F \) are endowed with fibre metrics. The \( L^2 \)-scalar products are given by \( (\phi, \varphi)_E = \int_M \langle \phi(m), \varphi(m) \rangle_E \, \text{dvol}_g(m) \) and analogously \( (\cdot, \cdot)_F \). Now, the formal adjoint of \( L_f : \mathcal{E} \to \mathcal{F} \) is the operator \( L^*_f : \mathcal{F} \to \mathcal{E} \) fulfilling

\[
(L_f \phi, \psi)_F = (\phi, L^*_f \psi)_E \quad \text{for every } \phi \in \mathcal{E}, \psi \in \mathcal{F}.
\]

An intrinsic characterisation of the principal symbol proceeds along the following lines. Upon evaluation\(^1\) of \( L_f \) on strongly localised ‘plain waves’ \( ae^{i \lambda \vartheta} \) with \( a \in \mathcal{E}, \vartheta \in C^\infty(M) \), one gets a polynomial in \( \lambda \) (modulus a common factor \( e^{i \lambda \vartheta} \)). The monomial of degree \( r \) is just the principal symbol, or more precisely

\[
\lim_{\lambda \to \infty} \lambda^{-r} e^{-i \lambda \vartheta} L_f(ae^{i \lambda \vartheta}) \bigg|_m = i^r a(m) \sigma_f(m, (d \vartheta)_m).
\]

**Example 6.4.2** (Covariant derivative)

Consider the operator of covariant derivation \( \nabla : \Gamma^\infty(E) \to \Gamma^\infty(T^* M \otimes E) \) induced by a connection on the vector bundle \( E \). The principal symbol of \( \nabla \) is calculated based on

\[
e^{-i \lambda \vartheta} \nabla(ae^{i \lambda \vartheta}) = i \lambda \, d \vartheta \otimes a + \nabla a
\]

to \( \sigma_\nabla(m, \xi) = \xi \otimes \cdot \). Therefore, \( \nabla \) is an overdetermined elliptic, first order differential operator. If \( \nabla \) is compatible with the bundle metric, then an explicit formula for the adjoint \( \nabla^* \) can be derived. Stokes theorem in conjunction with Cartan’s formula imply

\[
\int_M \text{Lie}_X((\phi, \varphi)_E \, \text{dvol}_g(m)) = 0.
\]

But on the other hand,

\[
\int_M \text{Lie}_X((\phi, \varphi)_E \, \text{dvol}_g(m)) = \int_M ((\nabla_X \phi, \varphi)_E + (\phi, \nabla_X \varphi)_E + (\phi, \varphi)_E \, \text{div}_g(X)) \, \text{dvol}_g(m).
\]

\(^1\)For the moment, assume that \( E \) is a complex vector bundle. The argumentation is valid also in the real case with obvious modifications.
Hence, $(\nabla_X)^* = -\nabla_X - \text{div}_g(X)$. From this expression one deduces

$$\nabla^*: \Gamma^\infty(T^*M \otimes E) \to \Gamma^\infty(E), \quad X^\flat \otimes \phi \mapsto -\nabla_X - \text{div}_g(X)\phi = -\text{Tr}_g(\nabla(X^\flat \otimes \phi)), \quad (6.4.2)$$

where $^\flat: \mathfrak{X}(M) \to \Omega^1(M)$ denotes the natural isomorphism induced by $g$. The Bochner Laplacian is defined as the composition $\nabla^* \nabla$. Equation (6.4.2) now implies the expression

$$\nabla^* \nabla: E \to E, \quad \phi \mapsto -\text{Tr}_g(\nabla^2 \phi),$$

from which one infers the principal symbol $\sigma_{\nabla^* \nabla}(m, \xi) = -\|\xi\|^2 \text{id}_E$. Hence, $\nabla^* \nabla$ has the same symbol as the usual Laplacian and obviously is an elliptic operator. ♦

The following properties of elliptic operators are well known in the Sobolev setting and carry over to smooth section spaces by projective limit techniques.

**Proposition 6.4.3** ([Ham82, pp. 155-159])

Let $L_f: \mathcal{E} \to \mathcal{F}$ be an elliptic differential operator. The following statements are true:

(i) The kernel of $L_f$ is finite-dimensional.

(ii) $L_f$ has closed range with finite codimension.

(iii) Denote by $V \subseteq \Gamma^\infty(L(J^rE, F))$ the open subset of coefficients on which $L_f$ is invertible. The solution operator

$$S: V \times \mathcal{F} \to \mathcal{E}, \quad S(f, \psi) = \phi \text{ such that } L_f\phi = \psi$$

is a smooth tame family. ♦

The last point essentially encompasses the regularity of elliptic systems.

**Remark 6.4.4** (Green’s operator)

If the elliptic operator $L_f$ is not invertible, then nonetheless one can define an inverse up to some finite-dimensional spaces. Indeed, Proposition 6.4.3 together with the fact

---

$^1$Differential operators with the same principal symbol as the Laplacian are often called generalized Laplacians.
that all finite-dimensional subspaces are tamely complemented ensures the existence of closed subspaces \( V_f \subseteq \mathcal{E}, W_f \subseteq \mathcal{F} \) such that

\[
\mathcal{E} = \ker L_f \oplus V_f \quad \text{and} \quad \mathcal{F} = \im L_f \oplus W_f.
\]

Denote the projection along \( V_f \) by \( P_f : \mathcal{E} \to \ker L_f \) and the natural injection by \( \iota_f : W_f \to \mathcal{F} \). Both maps are tame. The extended operator

\[
\tilde{L}_f : \mathcal{E} \times W_f \to \mathcal{F} \times \ker L_f, \quad (\phi, w) \mapsto (L_f \phi + \iota_f(w), P_f(\phi))
\]

is bijective and thus gives rise to an inverse operator \( \tilde{S}_f : \mathcal{F} \times \ker L_f \to \mathcal{E} \times W_f \). Now the Green’s operator is the induced map \( G_f : \mathcal{F} \to \mathcal{E} \). It is the subject of [Ham82, Theorem 3.3.3] to show that there exists an open neighbourhood \( U \) of every \( f_0 \in \Gamma^\infty(L(J^r E, F)) \) such that the Green’s operator is a smooth tame family \( G : U \times \mathcal{F} \to \mathcal{E} \).

Consider now the case of a covariant derivative and the associated Bochner Laplacian \( \nabla^* \nabla \). The usual Hodge theorem for elliptic operators implies the decomposition \( \mathcal{E} = \im \nabla^* \nabla \oplus \ker \nabla^* \nabla \) on the level of vector spaces without topology. Equivalently,

\[
\Gamma^\infty(T^* M \otimes E) = \im \nabla \oplus \ker \nabla^*
\]

holds as basic linear algebra considerations show. The aim is now to proof tameness of this decomposition. First, the sum is topological by the following lemma in conjunction with the fact that every finite-dimensional subspace of a Fréchet space is closed.

**Lemma 6.4.5** ([Sub84, p. 55])

Let \( T : X \to Y \) be a continuous, linear map between Fréchet spaces such that \( \im T \) is algebraically complemented by a closed subspace. Then the image of \( T \) is closed in \( Y \) and the sum is topological.

**Proof:**

Denote the complement of \( \im T \) by \( W \). The spaces \( X/\ker T \) and \( W \) are Fréchet as a quotient and a closed subspace, respectively. By construction the induced map

\[
\tilde{T} : X/\ker T \times W \to Y, \quad ([x], w) \mapsto Tx + w
\]
Hodge-Kodaira-like decomposition

is a continuous linear bijection. Now, the open mapping theorem [Rud73, Theorem 2.11] implies that \( \text{Im} \, T \) is closed and \( Y = \text{Im} \, T \oplus W \) topologically.

In order to deduce tameness of the decomposition one has to show tameness of the map \( \tilde{T} \) and its inverse. Directly consider the covariant derivative \( T = \nabla \), which is a \( r \)-tame map. Denote \( W = \text{Ker} \, \nabla \). Now, \( \tilde{\nabla} \) is tame as the following calculation shows:

\[
\| \tilde{\nabla}([\phi], w) \|_k = \| \nabla \phi + w \|_k \leq \| \nabla \phi \|_k + \| w \|_k \\
\leq C \| \phi \|_{k+r} + \| w \|_k \leq C (\| \phi \|_{k+r} + \| w \|_{k+r}).
\]

The inverse is given by

\[
\Gamma^\infty(T^*M \otimes E) \to \delta/\text{Ker} \gamma \times \text{Ker} \nabla^*, \quad \psi \mapsto ([G_\nabla \psi], \psi - \nabla \circ G_\nabla \psi),
\]

which is a tame map if the Green’s operator \( G_\nabla \) of \( \nabla \) is tame. But \( G_\nabla = G_\nabla \gamma \circ \nabla^* \) is the composition of the tame Green’s operator \( G_\nabla \gamma \) and the tame differential operator \( \nabla^* \). Hence, \( G_\nabla \) is itself tame. The previous discussion is summarized in:

**Proposition 6.4.6**

Let \( E \) be a vector bundle over some compact, Riemannian manifold. Endow \( E \) with a fibre metric and let \( \nabla: \Gamma^\infty(E) \to \Gamma^\infty(T^*M \otimes E) \) be a covariant derivative in \( E \). Let \( \nabla^* \) denote the formal adjoint relative to the \( L^2 \)-scalar product. Then

\[
\Gamma^\infty(T^*M \otimes E) = \text{Im} \, \nabla \oplus \text{Ker} \, \nabla^*
\]

is a tame direct sum. \( \diamond \)

Applied to the present case of gauge theory the previous proposition establishes the decomposition

\[
T_\lambda \text{Conn} = \text{Im} \, \nabla_\lambda \oplus \text{Ker} \, \nabla^*_\lambda. \tag{6.4.3}
\]

Finally, the desired tame smooth family of inverses to

\[
\Gamma^\infty(\text{Ad} \, P) \xrightarrow{\nabla_\lambda} \Gamma^\infty(T^*M \otimes \text{Ad} \, P) = \text{Im} \, \nabla_{\lambda_0} \oplus \text{Ker} \, \nabla^*_\lambda_0 \longrightarrow \text{Im} \, \nabla_{\lambda_0} \tag{6.4.4}
\]

is constructed for \( \lambda \in \text{Conn} \) close to some fixed connection \( \lambda_0 \). By continuity of the action, this claim is equivalent to the corresponding condition in the slice theorem.
Invariant Riemannian metric

For \( \Xi \in \Gamma^\infty(\text{Ad } P) \), equation (6.4.3) implies the existence of \( \varphi \in \Gamma^\infty(\text{Ad } P) \) and \( w \in \text{Ker } \nabla_{\lambda_0}^* \) such that \( \nabla_{\lambda_0} \Xi = \nabla_{\lambda_0}^* \varphi + w \). Hence, \( \nabla_{\lambda_0}^* \nabla_{\lambda_0} \Xi = \nabla_{\lambda_0}^* (\nabla_{\lambda_0} \varphi) \) holds and shows that a tame inverse to \( \nabla_{\lambda_0}^* \nabla_{\lambda_0} \) is required. Since \( \nabla_{\lambda_0}^* \nabla_{\lambda_0} \) has an invertible symbol at \( \lambda = \lambda_0 \) and the symbol map is continuous with respect to its coefficient \( \lambda \), the operator \( \nabla_{\lambda_0}^* \nabla_{\lambda_0} \) is elliptic in some open neighbourhood \( U \) of \( \lambda_0 \) and possesses a smooth tame Green’s operator \( G_{\nabla_{\lambda_0}^* \nabla_{\lambda_0}} \). Now,

\[
U \times \text{Im } \nabla_{\lambda_0} \rightarrow \Gamma^\infty(\text{Ad } P), \quad (\lambda, \nabla_{\lambda_0} \varphi) \mapsto \Xi = (G_{\nabla_{\lambda_0}^* \nabla_{\lambda_0}})(\nabla_{\lambda_0} \varphi)
\]

is a tame smooth family inverse to (6.4.4).

### 6.5. Invariant Riemannian metric

The construction of a \( Gau \)-invariant graded Riemannian metric on \( \text{Conn} \) proceeds in a way similar to the definition of the seminorms on section spaces in Section 3.7. Fix a Riemannian metric \( g \) on \( M \) and denote the associated Levi-Civita connection by \( \nabla^M \).

A connection \( \lambda \) gives rise to a covariant derivative \( \nabla_{\lambda}: \Gamma^\infty(\text{Ad } P) \rightarrow \Gamma^\infty(\mathcal{T}^* M \otimes \text{Ad } P) \) in the adjoint bundle. These two connections combine via the Leibniz identity and finally define by recursion

\[
\tilde{\nabla}_{\lambda}^k: \Gamma^\infty(\mathcal{T}^* M \otimes \text{Ad } P) \rightarrow \Gamma^\infty(\otimes_{k+1} \mathcal{T}^* M \otimes \text{Ad } P).
\]

Note that a gauge transformation \( \lambda \xrightarrow{\Phi} \tilde{\lambda} \) is reflected in a \( \text{Ad}(\Phi) \)-equivariance of the induced covariant derivatives \( \nabla_{\lambda} \) and \( \nabla_{\tilde{\lambda}} \). Hence, the assignment \( \text{Conn} \ni \lambda \rightarrow g_{\lambda}^k \) with

\[
g_{\lambda}^k: T_{\lambda} \text{Conn} \times T_{\lambda} \text{Conn} \rightarrow \mathbb{R}, \quad (\sigma, \zeta) \mapsto \sup_{i \leq k} \int_M \langle \tilde{\nabla}_{\lambda}^i \sigma(m), \tilde{\nabla}_{\lambda}^i \zeta(m) \rangle \text{dvol}_g(m)
\]

defines a \( Gau \)-invariant Riemannian metric on \( \text{Conn} \) if the bundle \( \text{Ad } P \) carries an \( \text{Ad} \)-invariant metric. Suppose that the structure group is of the form \( G = G_K \times \mathbb{R}^l \) for some compact Lie group \( G_K \) and \( l \in \mathbb{N} \). Then its Lie algebra \( \mathfrak{g} \) admits a \( \text{Ad} \)-invariant scalar product and thus yields the desired \( \text{Ad} \)-invariant Riemannian metric. The resulting \( Gau \)-invariant graded Riemannian metric is equivalent to the Sobolev metrics [EM70] and hence locally equivalent in the notation of Definition 3.6.2.
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Observe that for \( k = 0 \) the exponential map of \( g^k \) is just the addition

\[
\exp^0: T_\lambda \text{Conn} \to \text{Conn}, \quad (\lambda, \sigma) \mapsto \lambda + \sigma.
\]

Restricted to the normal bundle, it is a local diffeomorphism around every point of the orbit as the application of the Nash-Moser theorem and the above discussed properties of elliptic operators show (see [Sub84, pp. 60-64]).

### 6.6. Yang-Mills Lagrangian and its gauge symmetry

In this section, the Yang-Mills Lagrangian will be discussed. The momentum map corresponding to the symmetry under gauge transformation is determined. For the time being, the base manifold \( M \) is not required to be compact but, in order to simplify the calculation, attention is restricted to matrix Lie groups \( G \) (that is, subgroups of some general linear group).

The Yang-Mills equation derives from a variational principle applied to the local representation of a connection. Let \( U \subseteq M \) be an open subset on which the principal bundle \( P \) (and thus also \( CP \)) trivializes. Via a local section, the connection \( \lambda \) can be identified with an element \( A \in \Omega^1(U, \mathfrak{g}) \). The assignment \( \lambda \mapsto A \) is smooth since it decomposes into

\[
\Gamma^\infty(CP) \xrightarrow{i_U} \Gamma^\infty(CP|_U) \xrightarrow{\text{comp\chart}} \Omega^1(U, \mathfrak{g}),
\]

where the restriction and composition map are smooth, see [Woc06, Lemma 2.2.6.] and [Ham82, Theorem 2.3.5], respectively. As usual, the local representation of the curvature is defined by \( F_A := dA + \frac{1}{2}[A \wedge A] \), where \( [\cdot \wedge \cdot] \) denotes the wedge product of differential forms relative to the commutator on \( \mathfrak{g} \). In the present case of a matrix Lie group \( G \), the expression for the field strength simplifies to \( F_A = dA + A \wedge A \).

Now the Lagrangian system is given by

\[
L = -\frac{1}{2} \text{Tr}(F_A \wedge *F_A),
\]
\[
\theta = -\text{Tr}(\delta A \wedge *F_A).
\]
Using the Hodge-star identity (B.0.1), the Euler-Lagrange form is computed as

\[ E_L = \delta L + d\theta \]
\[ = -\frac{1}{2} \text{Tr}(\delta F_A \wedge \star F_A + F_A \wedge \star \delta F_A) + d\theta \]
\[ = -\text{Tr}(\delta F_A \wedge \star F_A) + d\theta. \]

Since the variation of the curvature is given as \( \delta F_A = \delta dA + \delta A \wedge A - A \wedge \delta A \), this expands to

\[ = -\text{Tr}(\delta dA \wedge \star F_A + \delta A \wedge \star F_A - A \wedge \delta A \wedge \star F_A + d\delta A \wedge \star F_A + \delta A \wedge d\star F_A) \]
\[ = -\text{Tr}(\delta A \wedge (A \wedge \star F_A - (-1)^n \star F_A \wedge A + d\star F_A)), \]

where the last equality follows from the Ad-invariance of the trace. The expression between the brackets is identified as the covariant derivative of \( \star F_A \) relative to \( A \), where

\[ D_A\beta = d\beta + [A \wedge \beta] = d\beta + A \wedge \beta + (-1)^{\#\beta+1} \beta \wedge A. \]

Hence the Euler-Lagrange equation yields the known Yang-Mills equation \( D_A \star F_A = 0 \).

**Remark 6.6.1**

On a purely formal level, the previous calculation also applies in the global setting where the local form \( A \in \Omega^1(U, g) \) is replaced by the connection form \( \alpha \in \Omega^1(P, g) \). However, the assignment \( \lambda \mapsto \alpha \) of a connection \( \lambda \) to the associated connection form \( \alpha \) cannot be expected to be smooth in general. In particular, the above defined differential forms would no longer be smooth objects on \( \text{Conn} \). ♦

The momentum map associated with the gauge symmetry is considered now. Due to (6.2.1), it is not hard to see that \( L \) as well as \( \theta \) are invariant under gauge transformations. Thus, Proposition 5.3.2 yields the momentum map

\[ J_{\Xi} = \Xi^* \cdot \mathcal{L}. \]

The Killing vector field \( \Xi^* \) (on \( \text{Conn} \)) associated to \( \Xi \in gau \) is easily determined with
the aid of (6.2.3),

\[ \Xi^*_\lambda = (\text{transf}_\lambda)'(\Xi) = -\nabla_\lambda \Xi. \]

It can be viewed as a \( M \)-independent vector field \((-\nabla_\lambda \Xi, 0)\) on the product \( \text{Conn} \times M \), where it is denoted by \( \Xi^* \) as well. The identity \((\Xi^* \lrcorner D(\text{ev}))_{\lambda,m} = -(\nabla_\lambda \Xi)(m) = (\Xi^* \lrcorner \delta(\text{ev}))_{\lambda,m}\) holds. Hence the contraction \( \Xi^* \lrcorner L \) yields zero and thus finally

\[ J_\Xi = \Xi^* \lrcorner L = \Xi^* \lrcorner \theta = \text{Tr}(\nabla_A \Xi \wedge \star F_A). \]

The results of this section are summarized in the following theorem.

**Theorem 6.6.2**  
*The Yang-Mills Lagrangian*

\[ \mathcal{L} = -\frac{1}{2} \text{Tr}(F_A \wedge \star F_A) - \text{Tr}(\delta A \wedge \star F_A) \in \Omega^n(\text{Conn} \times M) \]

is invariant under the action \( \text{transf} \) of the group of gauge transformation and the momentum map associated to \( \Xi \in \text{gau} \) is given by

\[ J_\Xi = \Xi^* \lrcorner \mathcal{L} = \Xi^* \lrcorner \theta = \text{Tr}(\nabla_A \Xi \wedge \star F_A). \]

\[ \diamond \]
Summary and outlook

**Slice Theorem** Based on the differential calculus of locally convex spaces, a general slice theorem was established. Thereby, the finite-dimensional result of Palais is extended to a wide class of infinite-dimensional Lie group actions. Instead of employing Sobolev techniques, the present investigation completely proceeded in the subcategory of tame Fréchet spaces. Functional analytic obstacles were overcome by employing the Nash-Moser theorem. Finally, the power of the presented theorem was illustrated by its application to gauge theories: The action of the gauge transformation group admits smooth slices at every point.

**Symplectic formalism for classical field theory** A covariant and symplectic formulation of classical field theory was proposed and extensively discussed. At the root of this novel framework is the incorporation of field degrees of freedom $\mathcal{F}$ and spacetime $M$ into the product manifold $\mathcal{F} \times M$. Using the induced bigrading of differential forms, the details of this symplectic theory were worked out for this setting. It was possible to carry over all basic notions, such as the Hamiltonian vector field and the momentum maps, which finally culminated in a covariant, symplectic Noether theorem. The examples of the Klein-Gordon field and general Yang-Mills theory illustrated that the presented approach conveniently handles the occurring symmetries.
**Outlook** The main motivation for this work is the generalization of singular symplectic reduction to Fréchet manifolds. Although the above slice theorem and the studied symplectic structure are an important step in this direction, further work is needed to accomplish the final goal. In particular, these two concepts have to be merged into a symplectic slice theorem. However, in order to accomplish this in the finite-dimensional setting, the present approach heavily relies on automatic topological complementation of subspaces and non-degeneracy of the symplectic form. Hence, a fundamental rethinking of the usual techniques is necessary. Nonetheless, it will be worth the effort, since singular symplectic reduction would give rewarding insights into the stratified structure of the orbit space.

Furthermore, from a physicist’s perspective, the symplectic structure of field theories opens doors to new and enriching possibilities, which will result from transferring the finite-dimensional techniques to this setting. In order to gain new insights into quantum field theory, one procedure appears especially promising: the study of geometric quantization of field theories.

[... ] symmetry is not an easy thing to achieve. [ ...] That is why only the fittest and healthiest individual plants have enough energy to spare to create a shape with balance. The superiority of the symmetrical flower is reflected in a greater production of nectar, and that nectar has a higher sugar content. *Symmetry tastes sweet.*

Sautoy [Sau09, p. 12]
Proper maps

The purpose of this appendix is to show that properties usually stated for locally compact spaces extend to the more general setting of compactly generated spaces. Although the following statements have elementary character, no explicit reference for them could be found.

**Definition A.0.3**
A topological vector space $X$ is called **compactly generated** if every subset $A$ is closed in $X$ if and only if $A \cap K$ is closed in $K$ for all compact subsets $K \subseteq X$. Compactly generated spaces fulfilling the Hausdorff separation axiom are often shortly named **CGH-space** (for compactly generated Hausdorff).

In the definition, ‘closed’ can be replaced by ‘open’. Thus, in compactly generated spaces the compact sets can be used to test openness of subsets and therefore the topology is coherent with its collection of compact subsets. In particular, first countable or locally compact spaces are compactly generated.

Compactly generated spaces provide the general stage for the following equivalent characterisations of proper maps.

**Proposition A.0.4**

*Let $X$ be a topological space, $Y$ a CGH-space and $\Phi: X \to Y$ a continuous map. Then the following are equivalent:*
Proper maps

(i) \( \Phi \) is a proper map, that is, the inverse images of every compact subset is compact again.

(ii) \( \Phi \) is a closed map and the inverse image of every single point set is compact.

If \( X \) and \( Y \) are additionally metric spaces, then the following is also equivalent:

(viii) Every sequence \((x_i)\) such that \(\Phi(x_i)\) converge has a convergent subsequence. ♦

Proof:

(i) \( \Rightarrow \) (ii) Every singleton set is compact and hence by properness of \( \Phi \) its inverse image is compact. Therefore it is left to show that the image \( \Phi(A) \) of every closed subset \( A \subseteq X \) is closed in \( Y \). As \( Y \) is compactly generated, the collection of compact subsets can be used to test closedness. For this purpose, let \( K \subseteq Y \) be an arbitrary compact subset. Its inverse image \( \Phi^{-1}(K) \) is compact by properness of \( \Phi \). Since \( \Phi^{-1}(K) \cap A \) is closed and contained in the compact subset \( \Phi^{-1}(K) \), it is compact itself. Finally, its image \( \Phi(\Phi^{-1}(K) \cap A) = K \cap \Phi(A) \) under the continuous map \( \Phi \) is compact, implying the desired closedness of \( \Phi(A) \).

(ii) \( \Rightarrow \) (i) Let \( K \subseteq Y \) be a compact subset and fix an open cover \( U_{\alpha} \) of \( \Phi^{-1}(K) \). For every \( y \in K \) the inverse image \( \Phi^{-1}(y) \) is compact by assumption and thus can be covered by a finite subcover \( U_{i(y)} \), where the notation \( i(y) \) displays the dependence of the index set on the chosen point \( y \). Now, \( X \setminus \bigcup U_{i(y)} \) as well as its image under \( \Phi \) is closed and hence \( Y \setminus \Phi(X \setminus \bigcup U_{i(y)}) = V_y \) is an open subset of \( Y \) containing \( y \). Since \( K \) is compact, there exist finitely many points \( y_j \) such that the associated \( V_{y_j} \) cover \( K \). Then, there exists also a finite subcover of \( \Phi^{-1}(K) \) indexed by \( i(y_j) \).

(i) \( \Rightarrow \) (iii) Let \( (x_i) \) be a sequence in \( X \) such that \( \Phi(x_i) \to y \). The existence of the convergent subsequence \( (x_{i_k}) \) follows from a proof by contradiction. For this purpose, assume that \( (x_i) \) has no cluster point and thus an open neighbourhood \( U_p \subseteq X \) of every point \( p \in \Phi^{-1}(y) \) can be chosen in such a way that it does not contain any (or only finitely many) \( x_i \). Since \( \Phi^{-1}(y) \) is compact, there exists a finite covering of open subsets of the form \( U_{p_j} \). Now, following the same argument as above one can show that \( V_y = Y \setminus \Phi(X \setminus \bigcup U_{p_j}) \) is an open neighbourhood of \( y \). But then, the limit \( \Phi(x_i) \to y \) implies that all \( \Phi(x_i) \) lie in \( V_y \) for sufficiently large \( i \), which is in contradiction with the construction of \( U_{p_j} \).
(iii) ⇒ (i) Let $K \subseteq Y$ be a compact subset and $(x_i)$ a sequence in $\Phi^{-1}(K)$. Since sequential compactness is equivalent to compactness for metric spaces, it is enough to show that $(x_i)$ has a convergent subsequence. As $\Phi(x_i)$ is by construction a sequence in $K$, it thus has a convergent subsequence. Now, the claim follows from the starting hypothesis. \qed
Hodge star operator on product manifolds

This appendix shortly clarifies how the Hodge star operator can be defined for differential forms on product manifolds.

Let $\mathcal{F}$ be a possible infinite-dimensional manifold and $(M,g)$ be a finite-dimensional Riemannian manifold with associated Hodge dual operator $\star$. For differential forms of product type $\alpha = \alpha_{\mathcal{F}} \wedge \alpha_{M}$ and $\beta = \beta_{\mathcal{F}} \wedge \beta_{M}$ with $\alpha_{\mathcal{F}}, \beta_{\mathcal{F}} \in \Omega^{*,0}(\mathcal{F} \times M)$ and $\alpha_{M}, \beta_{M} \in \Omega^{0,*}(\mathcal{F} \times M)$ the Hodge star is simply defined by moving over the $\mathcal{F}$-component, that is,

$$\alpha \wedge \star \beta := \alpha_{\mathcal{F}} \wedge \alpha_{M} \wedge \star \beta_{\mathcal{F}} \wedge \beta_{M},$$

where a $(0,q)$-form on $\mathcal{F} \times M$ is identified with a $q$-form on $M$.

The commutative law $\alpha \wedge \star \beta = \beta \wedge \star \alpha$ is modified due to the additional minus sign occurring when the $\mathcal{F}$-component changes places with the $M$-component.

**Proposition B.0.5**

Let $\alpha = \alpha_{\mathcal{F}} \wedge \alpha_{M}$ and $\beta = \beta_{\mathcal{F}} \wedge \beta_{M}$ be differential forms of product type as above. If $\#$ denotes the total degree of the differential form and the subindexed version refers to the corresponding partial degree, then the following identity holds

$$\alpha \wedge \star \beta = (-1)^{\#_{\alpha} \cdot \#_{\beta} - \#_{\alpha_{M}} \cdot \#_{\beta_{M}}} \beta \wedge \star \alpha.$$  

(B.0.1)
Hodge star operator on product manifolds

Proof:

\[ \alpha \wedge \star \beta = \alpha_\mathcal{F} \wedge \alpha_M \wedge \beta_\mathcal{F} \wedge \star \beta_M \]

\[ = \alpha_\mathcal{F} \wedge \beta_\mathcal{F} \wedge \alpha_M \wedge \star \beta_M \]

\[ = \alpha_\mathcal{F} \wedge \beta_\mathcal{F} \wedge \beta_M \wedge \star \alpha_M \]

\[ = \beta_\mathcal{F} \wedge \beta_M \wedge \alpha_\mathcal{F} \wedge \star \alpha_M \]

\[ = \beta \wedge \star \alpha \]

\[ . (-1)^{\#M \alpha \cdot \# \beta} \]

\[ . (-1)^{\#M \alpha \cdot \# \beta} \]

\[ . (-1)^{\#M \alpha \cdot \# \beta} \]

\[ . (-1)^{\#M \alpha \cdot \# \beta} + \#M \alpha \cdot \# \beta + \#M \alpha \cdot \# \beta \]

\[ . (-1)^{\#M \alpha \cdot \# \beta} \]

\[ . (-1)^{\#M \alpha \cdot \# \beta} \]
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