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Abstract
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1 Introduction

We consider the following $\mathbb{R}^d$-valued stochastic differential equation (SDE for short)

\[ X_t = x + \int_0^t b(X_s)ds + \int_0^t f(X_s-)dL_s, \]

where $b: \mathbb{R}^d \to \mathbb{R}^d, f: \mathbb{R}^d \to \mathbb{R}^{d \times d}$ are measurable functions, and $(L_t)_{t \geq 0}$ is a general $\mathbb{R}^d$-valued Lévy process defined on a complete filtration probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$.

If coefficients $b$ and $f$ are Lipschitz continuous, the existence and uniqueness of strong solution to (1.1) is established by the Picard iteration. Moreover, SDE (1.1) can also be numerically solved with the Euler-Maruyama (EM for short) scheme, see [17] and references therein.

When the coefficients $b$ and $f$ are irregular, there is a great interest in investigating pathwise uniqueness for SDE (1.1) in the past decades. A useful method in this direction is Zvonkin’s transformation which was introduced in [31]. This method has been applied to various SDEs, see e.g. [7, 9, 13, 18, 27, 28, 29, 30] and references therein. Furthermore, Zvonkin’s transformation has also been applied to investigate the convergence rate of EM scheme for SDEs, we refer to [1, 6, 8, 10, 21, 22, 23] for more details. There are also other transformation methods applied to EM scheme, see [19, 21, 22, 23].

In the continuous case, $L_s = as + \sigma W_s$, where $(W_s)_{s \geq 0}$ is a Brownin motion. [21] establishes the existence and uniqueness result and numerical scheme for (1.1) in the one-dimensional case, the drift therein is piecewise Lipschitz. Their proof is based on a transformation, which globally transform the piecewise Lipschitz drifts into Lipschitz ones. [22, 23] present a transformation for the multidimensional case which allows to prove an existence and uniqueness result for $d$-dimensional SDEs with discontinuous drift and degenerate diffusion coefficients. Compared with the Zvonkin’s transformation, the transformation in [22, 23] does not have to solve a system of parabolic partial differential equations in each step. Recently, the strong convergence rate of EM scheme for SDEs with integrable drift is obtained by the first author with his co-authors in [2], and the proof is based on “parametrix method”, which
was introduced to obtain existence and estimate on the fundamental solutions of PDEs, see [15, 20].

For a general Lévy process, [11] shows that the EM scheme converges strongly with convergence rate \( \frac{1}{2} \) for (1.1) with additive noise and a one-sided Lipschitz continuous drift \( b \). [24] establishes the convergence rate for SDEs with Hölder continuous coefficients driven by Brownian motion and by truncated \( \alpha \)-stable processes with index \( \alpha > 1 \). Moreover, [19] studies the strong convergence of the EM scheme for a large class of SDEs driven by Lévy processes such as isotropic \( \alpha \)-stable, relative stable, layered stable processes, whose proofs rely on the so-called Itô-Tanaka trick which relates to the time average \( \int_0^t b(X_s)ds \). Under the assumption that the drift is Hölder continuous, the EM scheme for stochastic functional differential equations with \( \alpha \)-stable noise is shown in [12]. It is worth noting that the drifts of SDEs in these literature are assumed to be Hölder(-Dini) continuous or piecewise Lipschitz continuous. However, essential difficulty comes up when the drifts only belong to some Sobolev space. More precisely, it is not easy to obtain the estimate like

\[
\mathbb{E} \left| \int_0^T b(X_t^{(\delta)}) - b(X_{t_\delta}^{(\delta)})dt \right|^q \leq \Phi(\delta)
\]

for some function \( \Phi : [0, \infty) \to [0, \infty) \) with \( \lim_{\delta \to 0} \Phi(\delta) = 0 \), here, \( X_t^{(\delta)} \) stands for the solution to the numerical SDEs and \( b \) is the singular drift, \( t_\delta := \lfloor t/\delta \rfloor \delta \), and \( \lfloor t/\delta \rfloor \) denotes the integer part of \( t/\delta \).

In this work, we consider the case where \( (L_t)_{t \geq 0} \) is a \( d \)-dimensional Brownian motion subordinated by a subordinator, i.e.

\[
(1.2) \quad dX_t = b(X_t)dt + dW_{S_t}, \quad t \geq 0, \quad X_0 = x.
\]

Herein, \( b : \mathbb{R}^d \to \mathbb{R}^d \), \( (W_{S_t})_{t \geq 0} \) is a rotationally invariant \( d \)-dimensional \( \alpha \)-stable process, with the Lévy measure \( \nu(dz) = \frac{c_\alpha}{|z|^{d+\alpha}}dz \) for some constant \( c_\alpha > 0 \). Note that \( W_{S_t} \) is composed of processes \( W_t \) and \( S_t \), where \( (W_t)_{t \geq 0} \) is a \( d \)-dimensional Brownian motion on some complete filtration probability space \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}) \). \( S_t \) is an \( \alpha/2 \)-stable (with \( \alpha \in (1, 2) \))
subordinator independent of $W$. More precisely, $S_t$ is a non-negative and increasing one-dimensional Lévy process with Laplace transformation $E e^{-\gamma S_t} = e^{-t\gamma \frac{2}{\alpha}}, \ \gamma, t \geq 0$. By the scaling property, the process $S_t$ has the same law as $t^{\frac{2}{\alpha}} S_1$.

Under assumptions (A1)-(A2) below, we will adopt discrete parametrix method used in [15] to obtain explicit upper bounds of heat kernel of discrete-time EM scheme of (1.2). As an application, we investigate the strong convergence rate of the EM scheme.

To end this section, we outline the structure of the remaining contents as follows: In Section 2 we state our assumptions and main results. Section 3 is devoted to the notation and some preliminaries. In Section 4, we investigate the estimate of heat kernels of (2.3). The convergence rate of (2.3) is discussed in Section 5.

## 2 Assumptions and Main results

To state our main result, we first introduce some notation and facts of Sobolev space, which can be found in [25].

For $(p, \gamma) \in [1, \infty] \times [0, 2]$, let $H^\gamma_p := (I - \Delta)^{-\frac{\gamma}{2}}(L^p(\mathbb{R}^d))$ be the usual Bessel potential space with the norm

$$
\|f\|_{\gamma,p} := \|(I - \Delta)^{\frac{\gamma}{2}} f\|_p \asymp \|f\|_p + \|(-\Delta)^{\frac{\gamma}{2}} f\|_p,
$$

where $\| \cdot \|_p$ is the usual $L^p$-norm in $\mathbb{R}^d$, and $(I - \Delta)^{\frac{\gamma}{2}} f$ and $(-\Delta)^{\frac{\gamma}{2}} f$ are defined by the Fourier transformation

$$(I - \Delta)^{\frac{\gamma}{2}} f := \mathcal{F}^{-1}((1 + |\cdot|^2)^{\frac{\gamma}{2}} \mathcal{F} f), \quad (-\Delta)^{\frac{\gamma}{2}} f := \mathcal{F}^{-1}(\cdot |\cdot|^\gamma \mathcal{F} f).$$

For $p = \infty, \gamma = 1$, we define $H^1_\infty$ as the space of Lipschitz functions with norm

$$
\|f\|_{1,\infty} := \|f\|_\infty + \|\nabla f\|_\infty.
$$

In the sequel, we introduce the Sobolev embedding and an important inequality on the norm of elements in $H^\gamma_p$, which will be used to construct the Zvonkin transformation and obtain the priori estimate of solution to the associated elliptic equation.
For $p \in [1, \infty]$ and $\gamma \in [0, 2],\nabla$

\[
H^\gamma_p \subset L^q, \quad q \in \left[p, \frac{dp}{d - \gamma p}\right], \quad \gamma p < d;
\]

\[
H^\gamma_p \subset H^{\gamma - \frac{d}{p}}_{\infty} \subset C^{\frac{\gamma - d}{p}}, \quad \gamma p > d,
\]

where $C^\beta_b$ is the usual Hölder space. Moreover, for $\gamma \in [0, 1]$ and $p \in (1, \infty]$, there exists a constant $c$ such that for all $f \in H^\gamma_p$,

\[
\|f(\cdot + z) - f(\cdot)\|_p \leq c(|z|^\gamma \wedge 1)\|f\|_{\gamma,p}.
\]

Throughout the paper, we impose the following assumptions on the drift $b$.

(A1) $\|b\|_\infty := \sup_{x \in \mathbb{R}^d} |b(x)| < \infty$.

(A2) There exist constants $\beta \in (1 - \frac{\alpha}{2}, 1)$ and $p > (\frac{2d}{\alpha} \vee 2)$ such that $b \in H^\beta_p$.

Under (A2), (1.2) has a unique strong solution $(X_t)_{t \geq 0}$, (see, for instance, [27, Theorem 2.4]).

The EM scheme corresponding to (1.2) is defined as follows: for any $\delta \in (0, 1)$,

\[
dX^{(\delta)}_t = b(X^{(\delta)}_t)dt + dW_S, \quad t \geq 0, \quad X^{(\delta)}_0 = X_0
\]

with $t_\delta := \lfloor t/\delta \rfloor \delta$, where $\lfloor t/\delta \rfloor$ denotes the integer part of $t/\delta$. We emphasize that $(X^{(\delta)}_{k\delta})_{k \geq 0}$ is a homogeneous Markov process. For $t > s$ and $x \in \mathbb{R}^d$, $p^{(\delta)}(s, x; t, \cdot)$ denotes the transition density of $X^{(\delta)}_t$ with the starting point $X^{(\delta)}_{s\delta} = x$.

Let $p_\alpha(t, x)$ be the density of $W_S$. Our first main result gives an explicit upper bound of the transition kernel $p^{(\delta)}$.

**Theorem 2.1.** Under (A1), there exists a constant $C > 0$ such that

\[
p^{(\delta)}(j\delta, x; t, y) \leq Cp_\alpha(t - j\delta, y - x), \quad x, y \in \mathbb{R}^d, \quad t > j\delta, \quad \delta \in (0, 1).
\]

As an application of Theorem 2.1, the rate of strong convergence for EM Scheme (2.3) can be obtained as follows.
Theorem 2.2. Assume (A1)-(A2). Then, for \( \eta \in (0, 2) \), there exist constants \( C_1, C_2 > 0 \) such that for any \( \epsilon \in (0, 1) \)

\[
E\left( \sup_{0 \leq t \leq T} |X_t - X_t^{(\delta)}|^{\eta} \right) \leq C_1 2^{C_2(1+\|b\|_{\beta,p}^{2\alpha-2d})} \left( \delta^{\eta\beta\alpha}1_{\{2\beta<\alpha\}} + E(S_t^{\frac{\alpha}{2}}) \delta^{\frac{\alpha}{2}}1_{\{2\beta\geq\alpha\}} \right).
\]

Remark 2.3. (1) Under certain balance condition, and that the drift \( b \) is a bounded function and is Hölder continuous with respect to space, time variable, respectively, the rate of strong convergence of EM scheme (2.3) (inhomogenous case) is established in [19, Corollary 2.6]. Since Theorem 2.2 is also available for \( p = \infty \), a close inspection of the Sobolev embedding (2.1) reveals that the result in [19, Corollary 2.6] is only the special case of our setting for \( p = \infty \). Moreover, the optimal balance condition \( \beta > \frac{2}{\alpha} - 1 \) for \( \alpha \in (1, 2) \) in [19] is stronger than \( \beta \in (1 - \frac{2}{\alpha}, 1) \) in (A2).

(2) Compared with the result in [19, Corollary 2.6], the moment index \( \eta \) in Theorem 2.2 is allowed to be greater than \( \alpha \), which is reasonable since \( X_t - X_t^{(\delta)} \) is a bounded process.

3 Notation and Preliminaries

Through the paper we use the following notation:

The letter \( C, c \) with or without subscripts will denote positive constants, whose value may change in different places. We write \( f(x) \asymp g(x) \) to mean that there exist positive constants \( C_1, C_2 \) such that \( C_1 g(x) \leq f(x) \leq C_2 g(x) \), \( f(x) \lor g(x) = \max\{f(x), g(x)\} \), and \( f(x) \land g(x) = \min\{f(x), g(x)\} \).

Let \( \eta_t \) be the density of \( S_t \) for \( t > 0 \). It follows from [3, Lemma 2.1] that the density of \( W_{S_t} \) has the following expression

\[
p_\alpha(t, x) = \int_0^\infty (2\pi s)^{-\frac{d}{2}} e^{-\frac{|x|^2}{2s}} \eta_t(s)ds \asymp t(t^{1/\alpha} + |x|)^{-d-\alpha}, \ (t, x) \in (0, \infty) \times \mathbb{R}^d.
\]

The following inequality will be used frequently:

\[
(t^{1/\alpha} + |x+z|)^{-\gamma} \leq 4^\gamma(t^{1/\alpha} + |x|)^{-\gamma}, \ \gamma \geq 0, \ |z| \leq (2t^{1/\alpha}) \lor (|x|/2).
\]
Moreover, according to [4, Lemma 2.2], it is clear that

\begin{equation} |\nabla^k p_\alpha(t, x)| \leq C t^{(1/\alpha + |x|) - d - k} \leq C t^{-k/\alpha} p_\alpha(t, x), \quad k \in \mathbb{N}, \tag{3.3} \end{equation}

where \(\nabla^k\) stands for the \(k\)th-order gradient with respect to the spatial variable \(x\).

According to the Markov property of \(W_{S_t}\), we have

\begin{equation} \int_{\mathbb{R}^d} p_\alpha(t - r, x' - y)p_\alpha(r - s, y - x)dy = p_\alpha(t - s, x' - x). \tag{3.4} \end{equation}

In addition, for any \(p \geq 1\), (3.1) implies that there exists a constant \(C > 0\) such that

\begin{equation} \|p_\alpha(t, \cdot)\|_p \leq \left( \int_{\mathbb{R}^d} C t^p(t^{1/\alpha} + |x|)^{-pd - p\alpha}dx \right)^{1/p} = \left( \int_{\mathbb{R}^d} C t^p t^{-pd/\alpha - p\alpha/\alpha} (1 + |x|)^{-pd - p\alpha}dx \right)^{1/p} = \left( \int_{\mathbb{R}^d} C t^p t^{-pd/\alpha - p\alpha/\alpha} t^{d/\alpha} (1 + |y|)^{-pd - p\alpha}dy \right)^{1/p} \leq C t^{-d/\alpha + d/(\alpha p)}. \tag{3.5} \end{equation}

Recall that \(\eta_t\) is the density of \(S_t\). Let

\begin{equation} \Theta(r) = \frac{\mathbb{E}\left(\frac{1}{(2\pi S_1)^{-d/2} e^{r^2/2S_1}}\right)}{\mathbb{E}(2\pi S_1)^{-d/2}} = \frac{\int_0^\infty (2\pi s)^{-d/2} e^{r^2/2s} \eta_1(s)ds}{\int_0^\infty (2\pi s)^{-d} \eta_1(s)ds}, \quad r \geq 0, \end{equation}

which is well defined due to

\[ \mathbb{E}e^{\gamma S_t}^{-1} \leq \exp \left[ \frac{c\gamma}{t^\alpha} + \frac{c\gamma^2}{t^{\alpha-1}} \right] < \infty, \quad \gamma, t > 0, \]

for some constant \(c > 0\), see [26, Proof of Corollary 2.2]. It is not difficult to see that the function \(\Theta\) is increasing and continuous on \([0, \infty)\) with \(\Theta(0) = 1\).

Next, we give a lemma which will be used frequently in the sequel sections.

**Lemma 3.1.** There exists a constant \(C > 0\) such that for any \(x, M \in \mathbb{R}^d\) and \(r > 0\),

\begin{equation} p_\alpha(r, x + M) \leq C 4^{d+\alpha} p_\alpha(r, x) \Theta(\|M\|^2 r^{-\frac{2}{\alpha}}). \tag{3.6} \end{equation}
Proof. It follows from the elemental inequality $|a - \bar{a}|^2 \geq \frac{1}{2}|a|^2 - |\bar{a}|^2$, $a, \bar{a} \in \mathbb{R}^d$, the FKG inequality and the scaling property of $S_t$ that

$$p_\alpha(r, x + M) = \int_0^{\infty} (2\pi s)^{-\frac{d}{2}} e^{-\frac{|x + M|^2}{2s}} \eta_r(s) ds$$

$$\leq \int_0^{\infty} (2\pi s)^{-\frac{d}{2}} e^{-\frac{|x|^2}{4s}} \eta_r(s) ds \int_0^{\infty} (2\pi s)^{-\frac{d}{2}} e^{-\frac{|M|^2}{2s}} \eta_r(s) ds$$

$$\leq \int_0^{\infty} (2\pi s)^{-\frac{d}{2}} e^{-\frac{|x|^2}{4s}} \eta_r(s) ds \int_0^{\infty} (2\pi s)^{-\frac{d}{2}} e^{-\frac{|M|^2}{2s}} \eta_r(s) ds$$

$$\leq p_\alpha \left( r, \frac{x}{\sqrt{2}} \right) \Theta(\beta),$$

This together with (3.1) and (3.2) for $z = \frac{1-\sqrt{\gamma}}{\sqrt{2}}$ and $\gamma = d + \alpha$ yields (3.6). \qed

4 Heat Kernel of EM scheme (2.3)

In this section, we first express the heat kernel of solution to discrete-time EM scheme in terms of a sum of convolutional terms with iterated kernels $H^{(\delta), (k)}$ and the density of the frozen homogeneous scheme defined (4.1) below, and reveal its explicit upper bounds. Following this result, we then finish the proof of Theorem 2.1.

For $x \in \mathbb{R}^d$ and $j \geq 0$, let us begin with the “frozen” homogeneous scheme $(\tilde{X}_{i\delta}^{(\delta), j, x, x'})_{i \geq j}$, which is defined by

$$\tilde{X}_{i\delta}^{(\delta), j, x, x'} = \tilde{X}_{i\delta}^{(\delta), j, x, x'} + b(x')\delta + (W_{S_{i\delta + 1}} - W_{S_{i\delta}}), \quad i \geq j,$$

Note that, the drift $b$ is frozen at $x'$ in the above definition. In what follows, $p^{(\delta)}(j\delta, x; j'\delta, \cdot)$ and $\tilde{p}^{(\delta), x'}(j\delta, x; j'\delta, \cdot)$ denote the transition densities between times $j\delta$ and $j'\delta$ of the discretization scheme (2.3) and the above “frozen” scheme, respectively.
To derive the kernel of the discrete parametrix representation, we introduce discrete and homogeneous infinitesimal generators as follows:

For \( \psi \in C^2(\mathbb{R}^d; \mathbb{R}) \) and \( j \geq 0 \), we define the family of operators \( \mathcal{L}_{j\delta}^{(\delta)} \) and \( \hat{\mathcal{L}}_{j\delta}^{(\delta)} \) by

\[
\begin{align*}
(\mathcal{L}_{j\delta}^{(\delta)} \psi)(x) & := \delta^{-1} \left\{ \mathbb{E}\left( \psi(X_{(j+1)\delta}^{(\delta)}) \right| X_{j\delta}^{(\delta)} = x \right) - \psi(x) \right\}, \\
(\hat{\mathcal{L}}_{j\delta}^{(\delta)} \psi)(x) & := \delta^{-1} \left\{ \mathbb{E}\left( \tilde{X}_{(j+1)\delta}^{(\delta),j\delta,x,x'} \right) - \psi(x) \right\},
\end{align*}
\]

and the discrete kernel \( H^{(\delta)} \) as:

\[
(4.2) \quad H^{(\delta)}(j\delta, x; j'\delta, x') := (\mathcal{L}_{j\delta}^{(\delta)} - \hat{\mathcal{L}}_{j\delta}^{(\delta)}) \tilde{p}^{(\delta),x'}((j + 1)\delta, \cdot; j'\delta, x')(x), \quad j' \geq j + 1,
\]

here we use the convention \( \tilde{p}^{(\delta),x'}((j + 1)\delta, \cdot; j'\delta, x') = \delta_{\{x'\}}(\cdot) \), where \( \delta_{\{x'\}}(\cdot) \) is the Delta function at the point \( x' \). In what follows, let \( 0 \leq j < j' \leq \lfloor T/\delta \rfloor \). According to the parametrix method in [20, Proposition 4.1], the transition density of EM scheme (2.3) and the transition density of the frozen scheme (4.1) have the following relationships.

\[
(4.3) \quad p^{(\delta)}(j\delta, x; j'\delta, x') = \sum_{k=0}^{j'-j} (\tilde{p}^{(\delta),x'}(j+1)\delta, \cdot; j'\delta, x')(x),
\]

where \( \tilde{p}^{(\delta),x'} \otimes_{\delta} H^{(\delta),0} = \tilde{p}^{(\delta),x'} \otimes_{\delta} H^{(\delta),(k)} = (\tilde{p}^{(\delta),x'} \otimes_{\delta} H^{(\delta),(k-1)}) \otimes_{\delta} H^{(\delta)} \) with \( \otimes_{\delta} \) being the convolution type binary operation defined by

\[
(f \otimes_{\delta} g)(j\delta, x; j'\delta, x') = \delta \sum_{k=j}^{j'-1} \int_{\mathbb{R}^d} f(j\delta, x; k\delta, z) g(k\delta, z; j'\delta, x') dz.
\]

The following lemma gives the smoothing properties of the discrete convolution kernel and the estimate of \( p^{(\delta)}(j\delta, x; j'\delta, x') \).

**Lemma 4.1.** Assume (A1). Then there exists a constant \( C_T > 0 \) independent of \( \delta \) such that for any \( 0 \leq j < j' \leq \lfloor T/\delta \rfloor \),

\[
(4.4) \quad \left| (\tilde{p}^{(\delta),x'} \otimes_{\delta} H^{(\delta),(m)})(j\delta, x; j'\delta, x') \right|
\leq C_T m \|b\|_{\infty}^{m} ((j'-j)\delta)^{m(1-\frac{1}{\alpha})} \frac{\Gamma(1-\frac{1}{\alpha})m}{\Gamma(1+m(1-\frac{1}{\alpha}))} p_{\alpha}((j'-j)\delta, x'-x), \quad m \geq 0,
\]
where $\Gamma(x) := \int_0^\infty t^{x-1}e^{-t}dt$ is the gamma function. Consequently, it holds

$$p^{(\delta)}(j\delta, x; j'\delta, x') \leq \sum_{m=0}^{j'-j} \left( \frac{\hat{C}_T\|b\|_\infty T^{(1-\frac{1}{\alpha})}\Gamma(1 - \frac{1}{\alpha})}{\Gamma(1 + m(1 - \frac{1}{\alpha}))} \right)^m p_\alpha((j' - j)\delta, x' - x).$$

**Proof.** We divide the proof into two steps.

**Step 1.** We claim that

$$|H^{(\delta)}|(j\delta, x; (j + 1)\delta, x') \leq \hat{C}_T\|b\|_\infty ((j' - j)\delta)\frac{1}{\alpha} p_\alpha((j' - j)\delta, x' - x), \quad j' > j.$$

Firstly, we prove (4.6) for $j' = j + 1$. It follows from (3.1), (3.3), (3.6) and (4.2) that

$$|H^{(\delta)}|(j\delta, x; (j + 1)\delta, x')$$

$$= \left| (\mathcal{L}_{j\delta}^{(\delta)} - \mathcal{L}_{j\delta}^{(\delta)},\rangle\langle x' ( (j + 1)\delta, \cdot; (j + 1)\delta, x')(x) \right|$$

$$= \left| \frac{1}{\delta} \left\{ \mathbb{E}\left( \delta_{\{x'}(X_{(j+1)\delta}^{(\delta)}(X_{(j+1)\delta}^{(\delta)} = x) - \mathbb{E}\left( \delta_{\{x'}(\tilde{X}_{(j+1)\delta}^{(\delta)},x',x') = x) \right) \right) \right|$$

$$= \frac{1}{\delta} \left| p^{(\delta)} - \tilde{p}^{(\delta),x'}(|j\delta, x; (j + 1)\delta, x')$$

$$= \frac{1}{\delta} \left| p_\alpha(\delta, x' - x - b(x)\delta) - p_\alpha(\delta, x' - b(x')\delta) \right|$$

$$\leq 2\|b\|_\infty \left| \int_0^1 \nabla p_\alpha(\delta, x' - x - b(x')\delta + \theta(b(x') - b(x))\delta) d\theta \right|$$

$$\leq C\|b\|_\infty \delta^{-\frac{1}{\alpha}} \sup_{\theta \in [0,1]} p_\alpha(\delta, x' - x - b(x')\delta + \theta(b(x') - b(x))\delta)$$

$$\leq C\|b\|_\infty \delta^{-\frac{1}{\alpha}} \|p_\alpha(\delta, x' - x)\|_\infty$$

$$= = \hat{C}_T\delta^{-\frac{1}{\alpha}} p_\alpha(\delta, x' - x).$$

Thus, (4.6) holds for $j' = j + 1$.

Next, we are going to show that (4.6) holds for $j' > j + 1$. According to (3.1), (3.3), (3.4), (3.6) and (4.2), it holds that

$$|H^{(\delta)}|(j\delta, x; j'\delta, x')$$

$$= \frac{1}{\delta} \left| \left\{ \int_{\mathbb{R}^d} p_\alpha(\delta, z)p^{(\delta),x'}((j + 1)\delta, x + b(x)\delta + z; j'\delta, x')dz - \tilde{p}^{(\delta),x'}((j + 1)\delta, x; j'\delta, x') \right\} \right.$$
Combining this with (4.6), we obtain from the definition of operator $\otimes$ that

\[
\begin{align*}
= 1 \left| \int_{\mathbb{R}^d} p_\alpha(\delta, z) \left\{ \tilde{p}^{(\delta),x'}((j + 1)\delta, x + b(x)\delta + z; j'\delta, x') \\
- \tilde{p}^{(\delta),x'}((j + 1)\delta, x + b(x')\delta + z; j'\delta, x') \right\} dz \right|
= 1 \left| \int_{\mathbb{R}^d} p_\alpha(\delta, z) \left\{ p_\alpha ((j' - (j + 1))\delta, x' - x - b(x)\delta - z - b(x')(j' - (j + 1))\delta) \\
- p_\alpha ((j' - (j + 1))\delta, x' - x - b(x')\delta - z - b(x')(j' - (j + 1))\delta) \right\} dz \right|
= 1 \left| \int_{\mathbb{R}^d} p_\alpha((j' - j)\delta, x' - x - b(x)\delta - b(x')(j' - (j + 1))\delta) \\
- p_\alpha((j' - j)\delta, x' - x - b(x')\delta - b(x')(j' - (j + 1))\delta) \right| \\
\leq 2\|b\|_\infty \sup_{\theta \in [0,1]} |\nabla p_\alpha((j' - j)\delta, x' - x - b(x)\delta - b(x')(j' - (j + 1))\delta + \theta(b(x') - b(x))\delta)| \\
\leq C\|b\|_\infty ((j' - j)\delta)^{-\alpha} \sup_{\theta \in [0,1]} p_\alpha((j' - j)\delta, x' - x - b(x)(j' - j + 1)\delta + \theta(b(x') - b(x))\delta) \\
\leq C\|b\|_\infty ((j' - j)\delta)^{-\alpha} p_\alpha((j' - j)\delta, x' - x) \Theta(9[(j' - j - 1)\delta]^{2 + \frac{\alpha}{2}}\|b\|_\infty^2) \\
= \hat{C}_T\|b\|_\infty ((j' - j)\delta)^{-\alpha} p_\alpha((j' - j)\delta, x' - x).
\end{align*}
\]

**Step 2.** We are going to prove (4.4).

Due to (3.6), it is not difficult to see that

\[
\begin{align*}
\tilde{p}^{(\delta),x'}(j\delta, x; j'\delta, x') = p_\alpha((j' - j)\delta, x' - x - b(x')(j' - j)\delta) \\
\leq C4^{d+\alpha} \Theta((\|b\|_\infty^2((j' - j)\delta)^2 - \frac{\alpha}{2})p_\alpha((j' - j)\delta, x' - x) \\
=: \hat{C}_Tp_\alpha((j' - j)\delta, x' - x).
\end{align*}
\]

Combining this with (4.6), we obtain from the definition of operator $\otimes_\delta$ that

\[
\begin{align*}
\|\tilde{p}^{(\delta),x'} \otimes_\delta H^{(\delta)}|(j\delta, x; j'\delta, x')
= \delta \sum_{k=j}^{j'-1} \int_{\mathbb{R}^d} \tilde{p}^{(\delta),x'}(j\delta, x; k\delta, z)H^{(\delta)}(k\delta, z; j'\delta, x')dz \\
\leq \delta \sum_{k=j}^{j'-1} \int_{\mathbb{R}^d} \hat{C}_T p_\alpha((k - j)\delta, z - x)\hat{C}_T\|b\|_\infty((j' - k)\delta)^{-\alpha} p_\alpha((j' - k)\delta, x' - z)dz \\
= \delta \hat{C}_T\|b\|_\infty p_\alpha((j' - j)\delta, x' - x) \sum_{k=j}^{j'-1} ((j' - k)\delta)^{-\alpha}
\end{align*}
\]
\[
\leq \hat{C}_T \|b\|_\infty p_\alpha((j' - j)\delta, x' - x) \int_{j\delta}^{j'\delta} (j'\delta - v)^{-\frac{1}{\alpha}}dv \\
= \hat{C}_T \|b\|_\infty ((j' - j)\delta)^{1 - \frac{1}{\alpha}} \beta(1, 1 - \frac{1}{\alpha}) p_\alpha((j' - j)\delta, x' - x).
\]

In the above equation \( \beta(m, n) := \int_0^t s^{m-1}(1 - s)^{n-1}ds \) stands for the beta function.

Using this and (4.6), we get

\[
|\hat{p}^{(\delta), x'} \otimes_\delta H^{(\delta), (2)}((j\delta, x; j', \delta, x')) \\
\leq \delta \sum_{k=j}^{j'-1} \int_{\mathbb{R}^d} |\hat{p}^{(\delta), x'} \otimes_\delta H^{(\delta)}(j\delta, x; k\delta, z)||H^{(\delta)}(k\delta, z; j', \delta, x')|dz \\
\leq \delta \sum_{k=j}^{j'-1} \int_{\mathbb{R}^d} \hat{C}_T^2 \|b\|_\infty^2 ((k - j)\delta)^{1 - \frac{1}{\alpha}} \beta(1, 1 - \frac{1}{\alpha}) p_\alpha((k - j)\delta, z - x) \\
\times ((j' - k)\delta)^{-\frac{1}{\alpha}} p_\alpha((j' - k)\delta, x' - z)dz \\
= \delta \hat{C}_T^2 \|b\|_\infty^2 \beta(1, 1 - \frac{1}{\alpha}) \sum_{k=j}^{j'-1} ((k - j)\delta)^{-\frac{1}{\alpha}} ((j' - k)\delta)^{-\frac{1}{\alpha}} p_\alpha((j' - j)\delta, x' - x) \\
\leq \hat{C}_T^2 \|b\|_\infty^2 \beta(1, 1 - \frac{1}{\alpha}) \int_{j\delta}^{j'\delta} (v - j\delta)^{-\frac{1}{\alpha}} (j'\delta - v)^{-\frac{1}{\alpha}} dv p_\alpha((j' - j)\delta, x' - x) \\
= \hat{C}_T^2 \|b\|_\infty^2 ((j' - j)\delta)^{2(1 - \frac{1}{\alpha})} \beta(1, 1 - \frac{1}{\alpha}) \beta(2 - \frac{1}{\alpha}, 1, 1 - \frac{1}{\alpha}) p_\alpha((j' - j)\delta, x' - x).
\]

By an induction argument, one has

\[
|\hat{p}^{(\delta), x'} \otimes_\delta H^{(\delta), (m)}((j\delta, j', \delta, x, x')) \\
\leq \hat{C}_T^m \|b\|_\infty^m ((j' - j)\delta)^{m(1 - \frac{1}{\alpha})} p_\alpha((j' - j)\delta, x' - x) \prod_{i=1}^m \beta(i - \frac{i - 1}{\alpha}, 1 - \frac{1}{\alpha}) \\
= \hat{C}_T^m \|b\|_\infty^m ((j' - j)\delta)^{m(1 - \frac{1}{\alpha})} p_\alpha((j' - j)\delta, x' - x) \prod_{i=1}^m \frac{\Gamma(i - \frac{i - 1}{\alpha})\Gamma(1 - \frac{1}{\alpha})}{\Gamma(i + 1 - \frac{1}{\alpha})} \\
= \hat{C}_T^m \|b\|_\infty^m ((j' - j)\delta)^{m(1 - \frac{1}{\alpha})} \frac{\Gamma(m(1 - \frac{1}{\alpha}))}{\Gamma(1 + m(1 - \frac{1}{\alpha}))} p_\alpha((j' - j)\delta, x' - x).
\]

Therefore, (4.4) is proved, and (4.5) follows from (4.3) and (4.4). \qed

We are now in the position to prove Theorem 2.1.
Proof of Theorem 2.1. For fixed $t > 0$, there is an integer $k \geq 0$ such that $t \in [k\delta, (k + 1)\delta)$.

It follows from (3.6) that

$$
p^{(\delta)}(k\delta, x; t, y) = p_\alpha(t - k\delta, y - x - b(x)(t - k\delta))
\leq C_4^{d+\alpha} \Theta(\frac{(t-k\delta)^{2-\frac{2}{\alpha}}}{\|b\|_\infty^2}) p_\alpha(t - k\delta, y - x)
= C_1 p_\alpha(t - k\delta, y - x).
$$

(4.8)

Note that (4.5) implies

$$
p^{(\delta)}(j\delta, x; j'\delta, x') \leq \sum_{m=0}^{j'-j} \left[ C_T \frac{\|b\|_\infty T^{\frac{1-\frac{1}{\alpha}}{2}} \Gamma(1 - \frac{1}{2})}{\Gamma(1 + m(1 - \frac{1}{\alpha}))} \right] p_\alpha((j' - j)\delta, x' - x)
\leq C_2 p_\alpha((j' - j)\delta, x' - x), \quad j' > j, \ x, x' \in \mathbb{R}^d.
$$

(4.9)

Combining this with (4.8) and the Chapman-Kolmogrov equation, we obtain

$$
p^{(\delta)}(j\delta, x; t, y) = \int_{\mathbb{R}^d} p^{(\delta)}(j\delta, x; [t/\delta]\delta, z) p^{(\delta)}([t/\delta]\delta, z; t, y) dz
\leq C_1 C_2 \int_{\mathbb{R}^d} p_\alpha(t - [t/\delta]\delta, y - z) p_\alpha(([t/\delta] - j)\delta, z - x) dz
= C p_\alpha(t - j\delta, y - x).
$$

The proof is therefore completed. \qed

5 Proof of Theorem 2.2

Before finishing the proof of Theorem 2.2, we prepare some auxiliary lemmas. The first lemma below plays a crucial role in the proof of Theorem 2.2.

Lemma 5.1. Assume (A1)-(A2), and let $T > 0$ be fixed. Then there exists a constant $C_T > 0$ such that for any $\epsilon \in (0, 1)$,

$$
\int_0^T \mathbb{E}|b(X_t^{(\delta)}) - b(X_0^{(\delta)})|^2 dt \leq C_T \left( \delta^{\frac{2\beta}{\alpha}} 1_{\{2\beta < \alpha\}} + \mathbb{E}(S_T^{\frac{2}{\alpha}}) \delta^{\frac{2}{\alpha}} 1_{\{2\beta \geq \alpha\}} \right).
$$

(5.1)

Proof. Observe that

$$
\int_0^T \mathbb{E}|b(X_t^{(\delta)}) - b(X_0^{(\delta)})|^2 dt = \int_0^\delta \mathbb{E}|b(X_t^{(\delta)}) - b(X_0^{(\delta)})|^2 dt
+ \sum_{k=1}^{[T/\delta]} \int_{k\delta}^{(k+1)\delta} \mathbb{E}|b(X_t^{(\delta)}) - b(X_{k\delta}^{(\delta)})|^2 dt.
$$
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It follows from (A1) that

\[(5.2) \quad \int_0^\delta \mathbb{E}|b(X_t^{(\delta)}) - b(X_0^{(\delta)})|^2 \, dt \leq 4\|b\|_\infty^2 \delta.\]

For \(t \in [k\delta, (k+1)\delta)\), using the independence between \(X_{k\delta}^{(\delta)}\) and \(W_{S_k} - W_{S_{k\delta}}\), and applying Theorem 2.1, we derive that

\[(5.3) \quad \mathbb{E}|b(X_t^{(\delta)}) - b(X_{k\delta}^{(\delta)})|^2 \leq C \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |(y+z) - b(y)|^2 p_\alpha(k\delta, y-x) p_\alpha(t-k\delta, z) \, dy \, dz.\]

By (A1), (A2), Hölder’s inequality, (3.5) and (2.2), we obtain

\[
\int_{\mathbb{R}^d} |(y+z) - b(y)|^2 p_\alpha(k\delta, y-x) \, dy \leq \left\{ \left( \int_{\mathbb{R}^d} |(y+z) - b(y)|^p \, dy \right)^{2/p} \left( \int_{\mathbb{R}^d} p_\alpha(k\delta, y-x)^{p/(p-2)} \, dy \right)^{p-2/p} \right\} \leq C(k\delta)^{-2d/(\alpha p)} \|b\|_{\beta,p}^2 |(z|^{2\beta} \wedge 1).\]

We therefore infer from (5.3) that for any \(\epsilon \in (0,1)\) and \(t \in [k\delta, (k+1)\delta)\),

\[(5.4) \quad \mathbb{E}|b(X_t^{(\delta)}) - b(X_{k\delta}^{(\delta)})|^2 \leq C(k\delta)^{-2d/(\alpha p)} \|b\|_{\beta,p}^2 \int_{\mathbb{R}^d} \{ |z|^{2\beta} \wedge 1 \} p_\alpha(t-k\delta, z) \{ 1_{\{2\beta \geq \alpha\}} + 1_{\{2\beta < \alpha\}} \} \, dz \]

\[
\leq C(k\delta)^{-2d/(\alpha p)} \|b\|_{\beta,p}^2 \left( \mathbb{E}|W_{S_k}|^{2\beta} \wedge 1 \right) 1_{\{2\beta \geq \alpha\}} + \delta^{2\beta \wedge \alpha} 1_{\{2\beta < \alpha\}} \right) \leq C(k\delta)^{-2d/(\alpha p)} \|b\|_{\beta,p}^2 \left( \mathbb{E}|W_{S_k}|^{\alpha} \right) 1_{\{\beta \geq 2\alpha\}} + \delta^{2\beta \wedge \alpha} 1_{\{2\beta < \alpha\}} \right) \]

\[
= C(k\delta)^{-2d/(\alpha p)} \|b\|_{\beta,p}^2 \left( \mathbb{E}|W_{1}|^{\alpha} \right) 1_{\{\beta \geq 2\alpha\}} + \delta^{2\beta \wedge \alpha} 1_{\{2\beta < \alpha\}} \right), \]

where the second inequality is due to the fact that for \(2\beta < \alpha\),

\[
\int_{\mathbb{R}^d} \{ |z|^{2\beta} \wedge 1 \} p_\alpha(t, z) \, dz \leq \int_{\mathbb{R}^d} \{ |z|^{2\beta} \wedge 1 \} t(t^{1/\alpha} + |z|)^{-d-\alpha} \, dz \leq C \int_0^\infty t^{2\beta + d-1} (t^{1/\alpha} + r)^{d+\alpha} \, dr.
\]
\[
(\int_0^{r^\frac{1}{\alpha}} + \int_{r^\frac{1}{\alpha}}^{\infty}) \frac{tr^{2\beta+d-1}}{(t^\frac{1}{\alpha} + r)^{d+\alpha}} dr \leq C t^{\frac{2d}{\alpha}}.
\]

Noting that \( \int_0^T r^{-2d/(\alpha q)} dr < \infty \) due to (A2), we arrive at
\[
\sum_{k=1}^{\lfloor T/\delta \rfloor} \int_{k\delta}^{T \wedge (k+1)\delta} \mathbb{E} |b(X_t^{(\delta)}) - b(X_{k\delta}^{(\delta)})|^2 dt \leq C_T \left( \delta^{\frac{2d}{\alpha}} 1_{\{2\beta < \alpha\}} + \mathbb{E} |W_t|^{\alpha} \mathbb{E}(S_{1/\alpha}^{\delta})^{\delta} 1_{\{2\beta \geq \alpha\}} \right).
\]

This combined with (5.2) implies (5.1).

Next, we use Theorem 2.1 to derive the Krylov estimate and the Khasminskii estimate of \( (X_t^{(\delta)})_{t \geq 0} \), see [9, 18, 27, 28, 30] for more results about Krylov’s estimate and Khasminskii’s estimate.

**Lemma 5.2.** Assume (A1). Then, for any \( q > (d/\alpha \vee 1) \), there exist constants \( C, c > 0 \) such that Krylov’s estimate
\[
\mathbb{E} \left( \int_s^t |f(X_r^{(\delta)})| dr \middle| \mathcal{F}_s \right) \leq C \|f\|_q (t-s)^{1-d/(\alpha q)} , \quad f \in L^q(\mathbb{R}^d), 0 \leq s \leq t \leq T,
\]
holds, which implies the Khasminskii estimate
\[
\mathbb{E} \exp \left( \lambda \int_0^T |f(X_r^{(\delta)})| dr \right) \leq 2^{1+T(c\lambda \|f\|_q)^{1-d/(\alpha q)}}, \quad f \in L^q(\mathbb{R}^d), \lambda > 0.
\]

**Proof.** For \( 0 \leq s \leq t \leq T \), note that
\[
\mathbb{E} \left( \int_s^t |f(X_r^{(\delta)})| dr \middle| \mathcal{F}_s \right) = \mathbb{E} \left( \int_s^{t \wedge (s\delta + \delta)} |f(X_r^{(\delta)})| dr \middle| \mathcal{F}_s \right) + \mathbb{E} \left( \int_{t \wedge (s\delta + \delta)}^t |f(X_r^{(\delta)})| dr \middle| \mathcal{F}_s \right) 
\]
\[
=: I_1(s, t) + I_2(s, t).
\]

For \( t \in [s, s\delta + \delta] \),
\[
X_r^{(\delta)} = X_{s\delta}^{(\delta)} + b(X_{s\delta}^{(\delta)})(r-s\delta) + (W_{S_r} - W_{S_{s\delta}}) + (W_{S_r} - W_{S_s}), \quad r \in [s, s\delta + \delta],
\]
in view of the independence between \( W_{S_r} - W_{S_s} \) and \( \mathcal{F}_s \), we derive from (3.5) and Hölder’s inequality that for any \( q > d/\alpha \),
\[
I_1(s, t) = \int_s^{t \wedge (s\delta + \delta)} \int_{\mathbb{R}^d} f(x + b(x)(r-s\delta) + w + z) p_\alpha(r-s, z) dz \bigg|_{x=X_{s\delta}^{(\delta)}} dr
\]
\[
\leq \|f\|_q \int_s^{t \wedge (s\delta + \delta)} (r-s)^{-d/\alpha + d(q-1)/(\alpha q)} dr \leq \frac{(t-s)^{1-d/(\alpha q)}}{1 - d/(\alpha q)} \|f\|_q.
\]
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For \( t > s_\delta + \delta \), let \( X^{(\delta),x} \) be the EM scheme determined by (2.3) with \( X^{(\delta),x} = x \). According to the Markov property, it is not difficult to see that

\[
I_2(s, t) \leq \int_{s_\delta + \delta}^{t} \mathbb{E} \left( |f(X^r_{\delta})| \mid \mathcal{F}_s \right) dr = \int_{s_\delta + \delta}^{t} \mathbb{E} \left( \mathbb{E} \left( |f(X^r_{\delta})| \mid \mathcal{F}_{s_\delta + \delta} \right) \mid \mathcal{F}_s \right) dr
\]

Applying Theorem 2.1 and Hölder’s inequality, we conclude that

\[
\mathbb{E} |f(X^{(\delta),x}_{s_\delta + \delta, r})| = \int_{\mathbb{R}^d} |f(y)| p^{(\delta)}(s_\delta + \delta, x; r, y) dy \leq C \int_{\mathbb{R}^d} |f(y)| p_\alpha(r - s_\delta - \delta, y - x) dy \leq C(r - s_\delta - \delta)^{-\frac{d}{\alpha q}} \|f\|_q.
\]

Therefore, it holds that

\[
(5.8) \quad I_2(s, t) \leq C(t - s)^{1 - d/(\alpha q)} \|f\|_q,
\]

which, together with (5.7), implies (5.5).

The remaining procedure of deriving (5.6) from (5.5) is standard. For readers’ convenience, we sketch it here. For each \( k \geq 1 \), applying inductively (5.5) gives

\[
\mathbb{E} \left( \left( \int_s^t |f(X^r_{\delta})| dr \right)^k \mid \mathcal{F}_s \right) = k! \mathbb{E} \left( \int_{\triangle_{k-1}(s, t)} |f(X^{(\delta)}_{r_1})| \cdots |f(X^{(\delta)}_{r_{k-1}})| dr_1 \right) \cdots dr_{k-1} \times \mathbb{E} \left( \int_{r_{k-1}}^t |f(X^{(\delta)}_{r_k})| dr_k \mid \mathcal{F}_{r_{k-1}} \right) \mid \mathcal{F}_s \right)
\]

\[
\leq k!(C(t - s)^{1 - d/(\alpha q)} \|f\|_q)^k, \quad 0 \leq s \leq t \leq T,
\]

where

\[
\triangle_k(s, t) := \{(r_1, \ldots, r_k) \in \mathbb{R}^k : s \leq r_1 \leq \cdots \leq r_k \leq t\}.
\]

Taking \( \delta_0 = (2C\lambda \|f\|_q)^{-\frac{1}{1 - d/(\alpha q)}} \), and combining this with (5.9), we derive

\[
(5.10) \quad \mathbb{E} \left( \exp \left( \lambda \int_{(i-1)\delta_0}^{i\delta_0 \wedge T} |f(X^{(\delta)}_{t})| dt \right) \mid \mathcal{F}_{(i-1)\delta_0} \right) \leq \sum_{k=0}^{\infty} \frac{1}{2^k} = 2, \quad i \geq 1,
\]
which further implies that
\[
\mathbb{E} \exp \left( \lambda \int_0^T |f(X_t^{(\delta)})| \, dt \right) = \mathbb{E} \left\{ \mathbb{E} \left( \exp \left( \int_0^T |f(X_t^{(\delta)})| \, dt \right) \bigg| \mathcal{F}_{[T/\delta_0]} \right) \right\} \\
= \mathbb{E} \left( \exp \left( \lambda \sum_{i=1}^{[T/\delta_0]} \int_{(i-1)\delta_0}^{i\delta_0} |f(X_t^{(\delta)})| \, dt \right) \right) \\
\times \mathbb{E} \left( \exp \left( \lambda \int_{[T/\delta_0]}^{T/\delta_0} |f(X_t^{(\delta)})| \, dt \bigg| \mathcal{F}_{[T/\delta_0]} \right) \right) \\
\leq 2 \mathbb{E} \exp \left( \lambda \sum_{i=1}^{[T/\delta_0]} \int_{(i-1)\delta_0}^{i\delta_0} |f(X_t^{(\delta)})| \, dt \right) \\
\leq \ldots \leq 2^{1+T/\delta_0}.
\]
(5.11)

Therefore, (5.6) holds. \(\square\)

The following lemma is concerned with Krylov’s and Khasminskii’s estimates for the solution process \((X_t)_{t \geq 0}\) to (1.2), which is more or less standard; see, for instance, [9, 18, 27, 28, 30]. Whereas, we herein state them and provide a sketch of its proof by using explicit upper bound of heat kernel.

**Lemma 5.3.** Assume (A1). Then for any \(q > (d/\alpha \lor 1)\),

\[
\mathbb{E} \left( \int_s^t |f(X_r)| \, dr \bigg| \mathcal{F}_s \right) \leq C\|f\|_q (t-s)^{1-d/(\alpha q)} , \quad f \in L^q(\mathbb{R}^d), 0 \leq s \leq t \leq T,
\]
(5.12)

and

\[
\mathbb{E} \exp \left( \lambda \int_0^T |f(X_t)| \, dt \right) \leq 2^{1+T(\lambda c\|f\|_q)^{-d/(\alpha q)}} , \quad f \in L^q(\mathbb{R}^d), \lambda > 0
\]
(5.13)

hold for some constants \(C, c > 0\).

**Proof.** By [5, Theorem 1.5 and Remark 1.6], we conclude that the solution \(X_t\) to SDE (1.2) has a probability density under condition (A1), and we denote it as \(p(0,x;t,y)\). Moreover, it satisfies the following upper bounds,

\[
|p(0,x;t,y)| \leq C p_{\alpha}(t,y-x) , \quad 0 < t \leq T, x,y \in \mathbb{R}^d.
\]
(5.14)
This, together with Hölder’s inequality, Markov property and (3.5), yields that

\[
\mathbb{E}\left( \int_t^s |f(X_r)| dr \mid \mathcal{F}_s \right) = \int_t^s \mathbb{E}\left( |f(X_r^{s,x})| \right)_{x=X_s} dr \\
\leq C \int_t^s \int_{\mathbb{R}^d} |f(y)| p_\alpha(r-s, y-x) \left| x=x_s \right| dy \left| x=x_s \right| dr \\
\leq C(t-s)^{1-d/(\alpha q)} \| f \|_q,
\]

(5.15)

where \((X_t^{s,x})_{t\geq s}\) stands for the solution to (1.2) with the initial value \(X_s^{s,x} = x\). By repeating the same procedure in the proof of (5.6), we can derive (5.11).

For a locally integrable function \(h : \mathbb{R}^d \to \mathbb{R}\), the Hardy-Littlewood maximal operator \(\mathcal{M} h\) is defined as below

\[
(\mathcal{M} h)(x) = \sup_{r>0} \frac{1}{|B_r(x)|} \int_{B_r(x)} h(y) dy, \quad x \in \mathbb{R}^d,
\]

where \(B_r(x)\) is the ball with the radius \(r\) centered at the point \(x\) and \(|B_r(x)|\) denotes volume of \(B_r(x)\). According to [30, Lemma 5.4], the following Hardy-Littlewood maximum theorem holds.

**Lemma 5.4.** There exists a constant \(C > 0\) such that for any continuous and weak differential function \(f : \mathbb{R}^d \to \mathbb{R}\),

\[
|f(x) - f(y)| \leq C |x-y| \{ (\mathcal{M} |\nabla f|)(x) + (\mathcal{M} |\nabla f|)(y) \}, \quad \text{a.e. } x, y \in \mathbb{R}^d.
\]

Moreover, there exists a constant \(C_q > 0\) such that for any \(q > 1\) and \(f \in L^q(\mathbb{R}^d)\),

\[
\| \mathcal{M} f \|_q \leq C_q \| f \|_q.
\]

(5.16)\n
(5.17)

We cite the following lemma [29, Lemma 2.3] for future use.

**Lemma 5.5.** Let \(q > 1\) and \(\gamma \in [1, 2]\). There exists a constant \(C = C(q, \gamma, d)\) such that for any \(f \in H^q\),

\[
\| f(\cdot + z) - f(\cdot) \|_{1,q} \leq |z|^{\gamma - 1} \| f \|_{\gamma,q}.
\]
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To overcome the difficulty caused by the singularity of drift $b$, we give some results on Zvonkin’s transformation. More precisely, for any $\lambda > 0$, consider the following elliptic equation for $u^\lambda : \mathbb{R}^d \to \mathbb{R}^d$

$$\mathcal{L} u^\lambda + b + \nabla_b u^\lambda = \lambda u^\lambda,$$

where $b$ is given in (1.2), $\mathcal{L}$ is defined as

$$\mathcal{L} f(x) = \int_{\mathbb{R}^d - \{0\}} \{ f(x + z) - f(x) - (\nabla f(x), z) \} 1_{\{|z| \leq 1\}} \nu(dz).$$

According to [27, Theorem 4.11] and Sobolev’s embedding (2.1), we have the following lemma.

**Lemma 5.6.** Assume (A2). Then, for any $\gamma \in ((1 + \alpha/2 - \beta) \vee 1 \vee (d/p - \beta + 1), \alpha)$, there exists a constant $\lambda_0 > 0$ such that for any $\lambda \geq \lambda_0$ (5.18) has a unique solution $u^\lambda \in H^{\gamma + \beta}$ satisfying

$$\|\nabla u^\lambda\|_\infty \leq \frac{1}{2}, \|u^\lambda\|_{\gamma + \beta, p} \leq C_1 \|b\|_{\beta, p},$$

for some constant $C_1 > 0$.

Now we are in position to complete the proof of Theorem 2.2.

**Proof of Theorem 2.2.** Firstly, recall that the Lévy-Itô decomposition of $W_{S_t}$ is

$$W_{S_t} = \int_0^t \int_{\{|z| \leq 1\}} z \tilde{N}(ds, dz) + \int_0^t \int_{\{|z| > 1\}} z N(ds, dz), \quad t \geq 0,$$

where $N$ is the Poisson random measure with compensator $\nu(dz)dt$. Set $\theta^\lambda(x) := x + u^\lambda(x), x \in \mathbb{R}^d$, and $Z_t^{(\delta)} := X_t - X_t^{(\delta)}$. According to Itô’s formula in [27, Lemma 6.4], we obtain from (5.18) that

$$d\theta^\lambda(X_t) = \lambda u^\lambda(X_t)dt + dW_{S_t} + \int_{\mathbb{R}^d - \{0\}} [u^\lambda(X_{t-} + z) - u^\lambda(X_{t-})] \tilde{N}(dt, dz)$$

$$d\theta^\lambda(X_t^{(\delta)}) = \lambda u^\lambda(X_t)dt + \nabla \theta^\lambda(X_t^{(\delta)})(b(X_t^{(\delta)}) - b(X_t^{(\delta)}))dt$$

$$+ dW_{S_t} + \int_{\mathbb{R}^d - \{0\}} [u^\lambda(X_{t-}^{(\delta)} + z) - u^\lambda(X_{t-}^{(\delta)})] \tilde{N}(dt, dz).$$
Set $\tilde{\theta}^\lambda(X_t, X_t^{(\delta)}) := \theta^\lambda(X_t) - \theta^\lambda(X_t^{(\delta)})$ and $g(x, z) := u^\lambda(x + z) - u^\lambda(x)$. Then, it follows that

$$d\tilde{\theta}^\lambda(X_t, X_t^{(\delta)}) = \lambda(u^\lambda(X_t) - u^\lambda(X_t^{(\delta)}))dt + \nabla\theta^\lambda(X_t^{(\delta)})(b(X_t^{(\delta)}) - b(X_t^{(\delta)}))dt$$

(5.22)

$$+ \int_{|z| > 1} \left[ g(X_{t-}, z) - g(X_t^{(\delta)}, z) \right] \tilde{N}(dt, dz)$$

$$+ \int_{0 < |z| \leq 1} \left[ g(X_{t-}, z) - g(X_t^{(\delta)}, z) \right] \tilde{N}(dt, dz).$$

We obtain from (5.20) that

$$\frac{1}{4}|Z_t^{(\delta)}|^2 \leq |\tilde{\theta}^\lambda(X_t, X_t^{(\delta)})|^2 \leq \frac{9}{4}|Z_t^{(\delta)}|^2.$$  

(5.23)

By Itô’s formula and (5.23), we arrive at

$$|Z_t^{(\delta)}|^2 \leq 4|\tilde{\theta}^\lambda(X_t, X_t^{(\delta)})|^2$$

$$\leq 8\lambda \int_0^t \left( \langle \tilde{\theta}^\lambda(X_s, X_s^{(\delta)}), u^\lambda(X_s) - u^\lambda(X_s^{(\delta)}) \rangle \right) ds$$

$$+ 8 \int_0^t \left( \langle \tilde{\theta}^\lambda(X_s, X_s^{(\delta)}), \nabla\theta^\lambda(X_s^{(\delta)})(b(X_s^{(\delta)}) - b(X_s^{(\delta)})) \rangle \right) ds$$

$$+ 4 \int_0^t \int_{|z| \geq 1} \left| g(X_{s-}, z) - g(X_s^{(\delta)}, z) \right|^2 \nu(dz) ds$$

$$+ 4 \int_0^t \int_{0 < |z| \leq 1} \left| g(X_{s-}, z) - g(X_s^{(\delta)}, z) \right|^2 \nu(dz) ds$$

(5.24)

$$+ 4 \int_0^t \int_{|z| \geq 1} \left\{ |\tilde{\theta}^\lambda(X_s, X_s^{(\delta)}), g) \right|^2 - |\tilde{\theta}^\lambda(X_s, X_s^{(\delta)}))|^2 \right\} \tilde{N}(ds, dz)$$

$$+ 4 \int_0^t \int_{0 < |z| \leq 1} \left\{ |\tilde{\theta}^\lambda(X_s, X_s^{(\delta)}), g) \right|^2 - |\tilde{\theta}^\lambda(X_s, X_s^{(\delta)}))|^2 \right\} \tilde{N}(ds, dz)$$

$$=: \sum_{i=1}^4 I_i^{(\delta)}(t) + M(t),$$

where $\hat{\theta}^\lambda(X_t, X_t^{(\delta)}, g) = \tilde{\theta}^\lambda((X_t, X_t^{(\delta)}) + g(X_{t-}, z) - g(X_t^{(\delta)}, z))$. By means of (5.20) and (5.23), we obtain

$$I_1^{(\delta)}(t) \leq 6\lambda \int_0^t |Z_s^{(\delta)}|^2 ds.$$  

(5.25)

Similarly, by virtue of (5.20), (5.23) and Young’s inequality, we arrive at

$$I_2^{(\delta)}(t) \leq C \left\{ \int_0^t |Z_s^{(\delta)}|^2 ds + \int_0^t |b(X_s^{(\delta)}) - b(X_s^{(\delta)})|^2 ds \right\}.$$  

(5.26)
Thanks to [12, (2.9), (2.12)], there exists a constant $C(t, \nu) > 0$ such that

$$I_3^{(\delta)}(t) \leq C \int_0^t \int_{|z| \leq 1} \left| g(X_{u-}, z) - g(X_{u}^{(\delta)}, z) \right|^2 \, d\nu(z) \, du \leq C(t, \nu) \int_0^t |Z_u^{(\delta)}|^2 \, du.$$ 

Let $\gamma \in ((1 + \alpha/2 - \beta) \lor 1) \lor (d/p - \beta + 1), \alpha$. Define

$$U(x, z) := |z|^{1-\beta-\gamma} |\nabla u^\lambda(x + z) - \nabla u^\lambda(x)|.$$

It follows that

$$|\nabla g(\cdot, z)(x)| = U(x, z)|z|^{\beta+\gamma-1}.$$ 

Noting that $(\mathcal{M}(f))^2(x) \leq \mathcal{M}(f^2)(x)$ due to Jensen’s inequality. By (5.16), (5.28) and [27, (3.3)] for $B = L^2(\{0 < |z| \leq 1\}, \nu)$, we get

$$I_4^{(\delta)}(t) = \int_0^t \int_{0 < |z| \leq 1} \left| g(X_{s-}, z) - g(X_{s}^{(\delta)}, z) \right|^2 \, d\nu(z) \, ds \leq 2C_2 \int_0^t |Z_s^{(\delta)}|^2 \left\{ \mathcal{M} \left( \int_{0 < |z| \leq 1} |\nabla g(\cdot, z)|^2 \nu(z) \right)(X_{s-}) \right. \right.$$ 

$$+ \left. \mathcal{M} \left( \int_{0 < |z| \leq 1} |\nabla g(\cdot, z)|^2 \nu(z) \right)(X_{s}^{(\delta)}) \right\} \, ds$$ 

$$= 2C_2 \int_0^t |Z_s^{(\delta)}|^2 \left\{ \mathcal{M} \left( \int_{0 < |z| \leq 1} |U(\cdot, z)|^2 |z|^{2(\beta+\gamma-1)} \nu(z) \right)(X_{s-}) \right. \right.$$ 

$$+ \left. \mathcal{M} \left( \int_{0 < |z| \leq 1} |U(\cdot, z)|^2 |z|^{2(\beta+\gamma-1)} \nu(z) \right)(X_{s}^{(\delta)}) \right\} \, ds.$$

As a result, plugging this with (5.25)-(5.27) into (5.24) gives that

$$|Z_t^{(\delta)}|^2 \leq C_3 \int_0^t \sup_{r \in [0, s]} |Z_r^{(\delta)}|^2 (ds + dA_s) + \int_0^t C_3 |b(X_s^{(\delta)}) - b(X_s^{(\delta)})|^2 ds + M_t,$$

where $M_t$ is a local martingale, and

$$A_t = \int_0^t \left\{ \mathcal{M} \left( \int_{0 < |z| \leq 1} |U(\cdot, z)|^2 |z|^{2(\beta+\gamma-1)} \nu(z) \right)(X_{s-}) \right. \right.$$ 

$$+ \left. \mathcal{M} \left( \int_{0 < |z| \leq 1} |U(\cdot, z)|^2 |z|^{2(\beta+\gamma-1)} \nu(z) \right)(X_{s}^{(\delta)}) \right\} \, ds.$$
By (5.17) and Minkowski’s inequality, we have
\[
\left\| \mathcal{M} \left( \int_{0<|z|\leq 1} |U(\cdot, z)|^2 |z|^{2(\beta+\gamma-1)} \nu(dz) \right) \right\|_p \leq C \int_{0<|z|\leq 1} \|U(\cdot, z)\|^2 |z|^{2(\beta+\gamma-1)} \nu(dz).
\]
This together with Hölder’s inequality and the fact \( \int_{0<|z|\leq 1} |z|^{2(\beta+\gamma-1)} \nu(dz) < \infty \) due to \( 2(\beta + \gamma - 1) > \alpha \), we derive that for any \( \zeta > 0 \),
\[
\mathbb{E} \exp \left\{ \zeta A_t \right\} \leq \left( \mathbb{E} \exp \left\{ 2\zeta \int_0^t \mathcal{M} \left( \int_{0<|z|\leq 1} |U(\cdot, z)|^2 |z|^{2(\beta+\gamma-1)} \nu(dz) \right) (X_{s-}) ds \right\} \right)^{1/2}
\times \left( \mathbb{E} \exp \left\{ 2\zeta \int_0^t \mathcal{M} \left( \int_{0<|z|\leq 1} |U(\cdot, z)|^2 |z|^{2(\beta+\gamma-1)} \nu(dz) \right) (X_{s-}^{(\delta)}) ds \right\} \right)^{1/2}
\leq 2 \left\{ 1 + t \mathbb{E} \exp \left\{ 2\zeta \int_0^t \left( \int_{0<|z|\leq 1} |U(\cdot, z)|^2 |z|^{2(\beta+\gamma-1)} \nu(dz) \right) (X_{s-}) ds \right\} \right\}^{\alpha_p}
\leq 2 \left\{ 1 + t \mathbb{E} \exp \left\{ 2\zeta \int_0^t \left( \int_{0<|z|\leq 1} |U(\cdot, z)|^2 |z|^{2(\beta+\gamma-1)} \nu(dz) \right) (X_{s-}) ds \right\} \right\}^{\alpha_p/2^{\alpha_p}}
\leq 2 \left\{ 1 + t \mathbb{E} \exp \left\{ \frac{3}{2} \int_0^t \mathbb{E} |b(X_{s-}^{(\delta)} - b(X_{s-}^{(\delta)})|^2) ds \right\} \right\}^{1/\kappa'} \mathbb{E} \exp \left\{ \frac{C}{1 - \kappa} \int_0^t \left\{ \mathbb{E} |b(X_{s-}^{(\delta)}) - b(X_{s-}^{(\delta)})|^2 \right\} ds \right\},
\]
where the second inequality is due to (5.6), (5.13) for taking parameters \( \lambda = 2\zeta \) and \( q = \frac{p}{2} \), and in the last display we used the fact that
\[
\|U(\cdot, z)\|_p = |z|^{1-\beta-\gamma} \left( \int_{\mathbb{R}^d} |\nabla u^\lambda(x + z) - \nabla u^\lambda(x)|^p dx \right)^{1/p}
\leq |z|^{1-\beta-\gamma} |z|^{\beta+\gamma-1} \|\nabla u\|_{\beta+\gamma-1,p} \leq \|u\|_{\beta+\gamma,p} \leq C \|b\|_{\beta,p},
\]
which is due to Lemma 5.6 and Lemma 5.5.

Consequently, we deduce by stochastic Gronwall’s inequality (see e.g. [27, Lemma 3.8]) that, for \( 0 < \kappa' < \kappa < 1 \),
\[
\left( \mathbb{E} \left( \sup_{0\leq s\leq t} |Z_s^{(\delta)}|^{2\kappa'} \right) \right)^{1/\kappa'} \leq \left( \frac{K}{K - \kappa'} \right)^{1/\kappa'} \left( \mathbb{E} \exp \left\{ \frac{\kappa A_t}{(1-\kappa)} \right\} (1-\kappa)/\kappa \times \int_0^t \left\{ \mathbb{E} |b(X_s^{(\delta)}) - b(X_s^{(\delta)})|^2 \right\} ds \right).
\]
Taking \( \kappa' = \frac{q}{2} \) and combining with Lemma 5.1 implies that (2.5) holds.
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