Holography, cellulations and error correcting codes

Marika Taylor\textsuperscript{a,b} and Charles Woodward\textsuperscript{a,c}

\textsuperscript{a}STAG Research Centre, Highfield, University of Southampton, SO17 1BJ Southampton, UK
\textsuperscript{b}School of Mathematical Sciences, Highfield, University of Southampton, SO17 1BJ Southampton, UK
\textsuperscript{c}School of Physics and Astronomy, Highfield, University of Southampton, SO17 1BJ Southampton, UK

E-mail: M.M.Taylor@soton.ac.uk, C.A.Woodward@soton.ac.uk

Abstract: Quantum error correction codes associated with the hyperbolic plane have been explored extensively in the context of the AdS\textsubscript{3}/CFT\textsubscript{2} correspondence. In this paper we initiate a systematic study of codes associated with holographic geometries in higher dimensions, relating cellulations of the spatial sections of the geometries to stabiliser codes. We construct analogues of the HaPPY code for three-dimensional hyperbolic space (AdS\textsubscript{4}), using both absolutely maximally entangled (AME) and non-AME codes. These codes are based on uniform regular tessellations of hyperbolic space but we note that AME codes that preserve the discrete symmetry of the polytope of the tessellation do not exist above two dimensions. We also explore different constructions of stabiliser codes for hyperbolic spaces in which the logical information is associated with the boundary and discuss their potential interpretation. We explain how our codes could be applied to interesting classes of holographic dualities based on gravity-scalar theories (such as JT gravity) through toroidal reductions of hyperbolic spaces.
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1 Introduction

In recent years there has been increasing interest in relations between quantum information and holography. A key connection is the relationship between the hyperbolic plane, viewed as the spatial slice of AdS$_3$, and quantum error correction codes. AdS/CFT is usually discussed in continuum language but the quantum code picture of holography relies on discretisations of the hyperbolic plane with which simple quantum error correcting codes can be associated.

The best known class of such codes is the HaPPY codes [1]. These are based on regular uniform tessellations of the hyperbolic plane, with a corresponding graph state respecting the maximal discrete symmetry group of the tessellation. The codes are related to perfect tensors and absolutely maximally entangled (AME) states [2], properties which immediately give rise to Ryu-Takayanagi behaviour [3] for the entanglement i.e. the entanglement of a boundary region scales with the length of the associated discrete geodesic through the bulk.

While perfect tensors have elegant properties that facilitate the analysis of the code properties, the properties of AME/perfect tensor codes do not reflect the expected behaviour of the dual conformal field theory. For example, correlation functions in a conformal field theory have power law fall-off but the correlation functions induced by AME states do not admit such behaviour. However, there are various ways to adapt the HaPPY construction to give rise to the expected two-dimensional CFT behaviour, ranging from using random tensors to almost perfect tensors [4–7]. Thus for many purposes the HaPPY construction is viewed as a useful toy model for physical behaviour.

Despite the considerable study of codes, there are still many important conceptual questions about quantum error correction codes for holographic spacetimes. Most of the code constructions are based around two-dimensional spatial slices of static (or stationary) three-dimensional geometries. Dynamics has been explored in [8–10] but is primarily restricted to evolutions that respect constant curvature. The code constructions are associated with discretisations of the spacetime, and the relation to continuum geometry is not well understood. (See however [11, 12] for discussions of taking the continuum limit in the context of tensor networks and entanglement.)

While AdS$_3$ gravity is often used as a toy model for holography, it misses important features of generic holographic dualities. Three-dimensional gravity is not dynamical and negative Einstein curvature implies constant negative Riemann curvature. In higher-dimensional gravity dynamics would change the Riemann curvature and any discrete approach/code mapping should incorporate this feature. Holographic dualities involve additional fields (scalars, gauge fields, fermions) and the quantum error correction codes should be able to capture these additional degrees of freedom. There have been some previous attempts to explore these issues. For example, by generalising the tensors to represent a Bacon-Shor code, one can include gauge fields in quantum error correcting codes (in two spatial dimensions) [13, 14]. The construction of codes in dimensions higher than two has been considered in [10]; this approach uses so-called perturbation gadgets to construct codes associated with discretisations of higher dimensional spaces. A recent review of holographic quantum error correction can be found in [15].

The main goal of this work is to initiate the systematic construction of codes associated with AdS spacetimes in general dimensions. As we discuss in section 2, AdS codes are relevant not only in the context of the standard conformal AdS/CFT dualities. Reduction of AdS spacetimes on tori gives rise to scalar/gravity theories for which the holographic duals are theories with dimensionally running couplings. A specific example of considerable current interest is the reduction of AdS$_3$ on a circle to give JT gravity, for which the details of the holographic dictionary were studied in [16, 17]. However, the relation between these bulk scalar/gravity theories and dual quantum field
theories with generalized conformal structure holds much more broadly [18] and it was shown in [19] that all such dualities could be understood in terms of toroidal reductions of AdS (with the torus not necessarily having an integer dimension).

In section 2 we discuss how one would carry out a toroidal reduction of a hyperbolic tessellation, illustrating our discussions with the example of the hyperbolic plane reduced on a circle, which is relevant for the AdS$_3$/JT gravity case. This discussion shows how one would obtain codes associated with the lower-dimensional scalar/gravity theories from higher dimensional hyperbolic codes.

In sections 3 and 4 we develop the construction of codes associated with regular uniform tessellations of hyperbolic geometries in three and higher dimensions. The reason for beginning with a HaPPY type approach based on regular uniform tessellations is the desirable properties captured by such codes e.g. Ryu-Takayanagi entanglement, pushing behaviour, greedy algorithm. While one would anticipate the need to adapt the construction to obtain CFT entanglement and correlation function behaviour, the two-dimensional HaPPY code is a useful starting point for more realistic constructions.

One of the key aspects of the HaPPY construction is the relationship between perfect tensors and absolutely maximally entangled states and we review this in detail in section 3. For higher dimensional hyperbolic space a number of subtleties are encountered in using regular uniform tessellations and perfect tensors to construct codes. Firstly, the number of regular uniform tessellations decreases with dimension e.g. there are only four such tessellations for three dimensional hyperbolic space. This contrasts with the infinite number of such tessellations in two dimensions.

Secondly, one cannot assign qudits to the polytope of the tessellation in a way that the assignment both preserves the discrete symmetry of the polytope and corresponds to a perfect tensor/absolutely maximally entangled state. The prototype HaPPY code is based on pentagons and the physical qubits associated to each side of the pentagon are equivalent to each other in the corresponding graph state. Standard classifications of absolutely maximally entangled (AME) states [20–23] imply that one cannot, for example, have the qudits associated with each face of a three-dimensional polytope of a regular hyperbolic tessellation being equivalent in the corresponding graph state.

This might sound surprising but in fact many hyperbolic plane tessellations are also incompatible with simultaneously preserving the discrete symmetry of the polygon cell and corresponding to an AME state. The new issue in higher dimensions is that the number of regular uniform tessellations is sparse, and all the polytopes corresponding to these tessellations are not compatible with maximal discrete symmetry and AME states. In section 4 we present two alternative ways of addressing this issue. The first is to relax the requirement of AME/perfect tensor; we construct codes that respect the discrete symmetry of each polytope cell of the tessellation but are not AME. The second approach is to work with AME codes, but now the assignment of the qudits to polytope cell faces does not respect the discrete symmetry of the polytope. The latter implies that one has to be careful with the concatenation of cells and we give an example of how this can be done consistently. There are many future directions to develop these codes further, which we discuss in section 6.

The underlying principle of the HaPPY code is that logical qubit information is encoded in each cell of the tessellation with this information pushed to the boundary via physical qubits. HaPPY and related codes have natural interpretations in terms of spacetime reconstruction: one can ask questions about which parts of the boundary are necessary for reconstruction of a given region in the bulk.

While most holographic constructions of hyperbolic codes are based on the principle of encoding logical information into each cell, this is not the only possible way to construct codes for
hyperbolic spaces. It is known that one can map cellulations of spaces into other types of quantum error correction codes, namely CSS codes. As we discuss in section 5 the logical information in such codes is associated both with the asymptotic boundary of the space as well as with internal boundaries/defects.

CSS codes associated with the hyperbolic plane have been constructed in earlier literature. In section 5 we review such constructions and explain how CSS codes associated with higher dimensional hyperbolic spaces can be constructed. We note that these codes could potentially be used in two distinct ways. Firstly, if the code is associated with the entire (regulated) hyperbolic space, then the logical information at the boundary would be interpretable in the dual conformal field theory. One could think of these codes as in some sense reversing the logic of HaPPY: in these codes, one can ask questions about how logical information in the boundary is encoded through a physical qubit network in the bulk.

The second potential use of the CSS code construction is as a way to implement local holography. Suppose one considers a region of a hyperbolic space with a boundary at finite distance, and associates a CSS code to a tessellation of this region with logical information being encoded at the boundary of the region. Each region is thus locally holographic, with logical information associated with the boundary. One could then envisage concatenating codes associated with neighbouring regions, pushing the logical information all the way out to the asymptotic boundary. This approach could be a natural starting point for incorporating dynamics, with the curvature and encoding in each region potentially evolving with time.

The plan of this paper is as follows. In section 2 we discuss tessellations and cellulations for geometries that arise in holographic correspondences. In section 3 we explore in detail the construction of quantum error correction codes associated with two-dimensional tessellations, focusing particularly on AME states and the concatenation of codes between cells. In section 4 we construct codes associated with hyperbolic geometries in three and higher dimensions, giving examples of both AME and non-AME codes. In section 5 we discuss alternative constructions of codes associated with hyperbolic tessellations, CSS codes in which the logical qubits are encoded through global properties of the tessellation. We conclude and explore directions for future research in section 6. In the appendices A and B we provide summaries of key properties of stabiliser codes.
Throughout this paper we will be exploring cellulations of holographic geometries and associated codes using several classes of representative examples. Our examples are primarily based on maximally symmetric geometries as these are both the best understood holographic geometries and furthermore their cellulations are well studied by mathematicians.

Our main example of holographic geometry is perhaps unsurprisingly Anti-de Sitter for which spatial slices are hyperboloids, as this is the basis for the best understood holographic correspondence. Earlier literature on holographic codes has been primarily based around $\text{AdS}_3$ whose spatial slices are hyperbolic planes. In this section we will discuss cellulations of hyperbolic spaces in general dimensions as a first step towards generalising $\text{AdS}_3$ constructions to higher dimensions.

We will also be interested in holographic geometries with compact directions, focussing on two distinct representative classes of examples. The first class of examples is products of $\text{AdS}$ with spheres which of course arise frequently in holographic dualities. For example, $\text{AdS}_3$ spacetimes often occur as products with two and three dimensional spheres:

$$
\frac{1}{z^2} (dz^2 + dx^2 - dt^2) + R^2 d\Omega_2^2
$$

(2.1)

where $d\Omega_2^2$ is the metric on $S^n$ with $n = 2$ or $3$. Here we represent the anti-de Sitter spacetime in Poincaré coordinates to contrast against the case discussed below but the spacetime is regular and global coordinates would cover the entire spacetime. The simplest prototype for compact additional dimensions of this type would be $\text{AdS}_3 \times S^1$, for which we can express the metric as

$$
\frac{1}{z^2} (dz^2 + dx^2 - dt^2) + R^2 dy^2
$$

(2.2)

where the anti-de Sitter space has unit radius and $R$ is the radius of the circle direction $y$. We will discuss tessellation of this prototypical example below.

Our second class of examples relates to toroidal compactifications of higher dimensional AdS spacetimes. These examples are interesting as from the lower dimensional perspective they give rise to holographic dualities with running couplings: reducing the CFT on a torus, the dual field theory is from the lower dimensional perspective a theory with generalised conformal structure i.e. conformal invariance broken only by a single running coupling.

Such dualities are amongst the simplest prototypes for non-conformal gauge/gravity dualities and arise in the context of dualities associated with D-branes and fundamental strings in [24]. The detailed holographic dictionary for non-conformal branes and the associated generalized conformal structure was studied in [18]. It was shown in [19] that generic dualities with generalized conformal structure could be interpreted in terms of compactifications of AdS on tori, with the dimension of the torus not necessarily being integral.

As an illustrative case, we can express the metric for $\text{AdS}_{(\sigma+3)}$ in the form

$$
\frac{1}{z^2} (dz^2 + dx^2 - dt^2 + dy \cdot dy)_{\sigma}
$$

(2.3)

where $y$ denotes $\sigma$ coordinates. When the $y$ coordinates are not periodic the metric simply describes the Poincaré patch of anti-de Sitter space in $(\sigma + 3)$ dimensions, with the Poincaré horizon being at $z \to \infty$.

If the coordinates $y$ are periodically identified, and thus parameterise a torus $T^\sigma$, the metric above has a conical singularity as $z \to \infty$; one cannot view the metric above as covering part of a regular manifold. Nonetheless this situation is of physical interest: it corresponds to the dual CFT
being compactified on a torus $T^\sigma$ and the conical singularity can be cloaked by a horizon at finite temperature.

In this setup we can relate negative curvature geometries in $(\sigma + 3)$ dimensions to solutions of three dimensional Einstein-scalar gravity as follows. Pure gravity solutions in $(\sigma + 3)$ dimensions satisfy the equations of motion following from the action

$$ S = L \int d^{\sigma+3}x \sqrt{-G} \left( R(G) + (\sigma + 1)(\sigma + 2) \right) $$

where

$$ L = \frac{l^{\sigma+1}}{16\pi G_{\sigma+3}} $$

with $l$ the AdS radius and $G_{\sigma+3}$ the Newton constant.

Now consider a diagonal reduction ansatz for the metric $G$:

$$ ds^2 = ds_3^2 + e^{2\phi} dy \cdot dy_\sigma $$

The three dimensional metric and scalar field $\phi$ satisfy the equations of motion following from the reduced action

$$ S = LV_\sigma \int d^3x \sqrt{-g} e^\phi \left( R(g) + \left( \frac{\sigma - 1}{\sigma} \right) (\partial \phi)^2 + (\sigma + 1)(\sigma + 2) \right), $$

where $V_\sigma$ is the volume of the compactified directions $y$. One particular solution of these reduced equations is

$$ ds^2 = \frac{1}{z^2} \left( dz^2 + dx^2 - dt^2 \right) \quad e^\phi = \frac{1}{z^\sigma}, $$

i.e. the reduction of the higher dimensional AdS solution. The key conceptual difference relative to (2.2) is that the radii of the circle directions scale with the AdS radius, rather than being fixed.

The above example relates to three dimensional Einstein scalar theories. However, the general picture holds in generic dimensions providing a generic class of non-conformal holographic dualities. A particularly interesting case of considerable recent interest is the circle reduction of AdS$_3$ itself i.e. in the metric

$$ ds^2 = \frac{1}{z^2} \left( dz^2 + dx^2 - dt^2 \right) $$

the $x$ direction is taken to be periodic with radius $R_x$. Reduction of AdS$_3$ gravity on a circle results in a two-dimensional theory that is equivalent to JT gravity [16, 18], which is again dual to a (one-dimensional) theory with a dimensionally running coupling. Such two-dimensional backgrounds have been discussed extensively in the context of SYK dualities following the well-known work of [25, 26]. In later sections we will discuss tessellations for these backgrounds and how these may relate to quantum codes.

### 2.1 Tessellations of hyperbolic spaces

In this section will review how classes of holographic geometries can be tessellated and cellulated by polytopes, beginning with the very familiar case of two dimensional tessellations. We start with the definition of a tessellation for a two-dimensional (Riemannian) manifold. A tessellation consists of a covering of the manifold $\mathcal{M}$ by a set of polygons $\{P_j\}$, each of which is associated with a distance preserving function $\phi_j : P_j \to \mathcal{M}$. This implies that any two points on a polygon which are associated with $(a, b)$ satisfy

$$ D_{P_j}(a, b) = d_{\mathcal{M}}(\phi_j(a), \phi_j(b)) $$

where $d_{\mathcal{M}}$ is the distance on the manifold.
where $D_{P_j}$ and $d_{\mathcal{M}}$ are distances in the polygon and manifold, respectively. In two dimensions tessellations are commonly referred to as tilings.

Turning to holographic applications, in the context of AdS$_3$, the spatial section is the hyperbolic plane $H_2$, tessellations of which are very well studied within the mathematics literature. From the perspective of physical applications it is often natural to focus on tessellations that respect discrete symmetry groups that are subgroups of the continuous symmetry group of hyperbolic space. The most symmetric tessellations are based on regular uniform tilings.

It is a well known result in mathematics, following the famous work of Coxeter [27], that the hyperbolic plane admits an infinite number of regular tilings. Regular tilings can be characterised by the Schl"afli pair $\{p, q\}$, where $p$ is the $p$-gonal regular polygon and $q$ denotes the number of line segments associated with each vertex of the polygon (or equivalently the number of p-gons at each vertex). Every positive integer pair such that

$$\frac{1}{p} + \frac{1}{q} < \frac{1}{2} \tag{2.11}$$

gives a hyperbolic tiling. The specific tilings used in the context of the original HaPPY code [1] are $\{5, 4\}$ (and dual, see below), which is an example of tiling which is both regular and uniform.

A uniform tiling is a tiling that has regular polygons as faces and is vertex transitive so there is an isometry mapping any vertex onto any other. Uniform tilings can be described by their vertex configuration, a notation for representing the sequence of faces around the vertex. The vertex configuration gives the number of sides of faces going around the vertex. For example $a.b.c$ denotes a vertex that has three faces around it, faces with sides $a$, $b$ and $c$. With this notation the regular pentagonal tiling is denoted $5.5.5.5$.

Uniform tilings may be regular, if also face and edge transitive, but can also be quasi regular (edge transitive but not face transitive) or semi-regular (if neither edge nor face transitive). In the context of holography it is most natural to work with uniform regular tilings, as one would expect transitivity of faces, edges and vertices. All uniform tilings generate dual uniform tilings; in the context of two-dimensional tessellations, duality relates the vertices of one tessellation to the edges of the dual. For the uniform regular tilings, each tiling $\{p, q\}$ has a dual tiling $\{q, p\}$. For example, the dual of the pentagonal tiling with four pentagons meeting at each vertex, $\{5, 4\}$, is a square tiling with five squares meeting at each vertex $\{4, 5\}$.

The main focus of this paper is generalising codes based on tessellations to spatial dimensions higher than two. To describe higher dimensional tessellations we first need to define the relevant polytopes. A $d$-dimensional (Euclidean) polytope $P$ is a compact subset of $d$ dimensional Euclidean space bounded by a finite number $k$ of $(d-1)$ dimensional hyperplanes; compactness implies that $k > d$. A $d$ dimensional polytope has facets which are $(d-1)$ dimensional polytopes; these facets themselves have facets that are $(d-2)$ dimensional polytopes and so on. The set of all the $i$ dimensional sub-polytopes are referred to as $i$ cells.

A tessellation of a $d$-dimensional Riemannian manifold $\mathcal{M}$ formally consists of a set of $d$-dimensional polytopes $\{P_j\}$ embedded via isometries $\phi_j : P_j \rightarrow \mathcal{M}$. The images of the $i$ cells under the mapping are also $i$ cells. Tessellations for which the isometric maps are replaced by injective homeomorphisms are called cellulations; a cellulation does not respect distances (and therefore $\mathcal{M}$ need not necessarily admit a metric) but a cellulation does respect the topology of the manifold.

Given this general definition of tessellations, let us now consider higher dimensional AdS space-times whose spatial sections are hyperbolic. We begin with AdS$_4$, with spatial section $H^3$. Again,
from a physical perspective, it is natural to look first at tessellations that respect discrete subgroups
of the continuous symmetry group, i.e. regular and uniform tessellations. These are well studied
within the mathematics literature.

Three-dimensional hyperbolic space may be tessellated with regular polytopes that are regular
polyhedra and are characterised by Schläfli symbols \( \{p,q\} \). Here \( p \) refers to the face type of the
regular polyhedron while \( q \) is the vertex figure, which is the polygon obtained by connecting vertices
that are one edge away from a given vertex. For a regular polyhedron the vertex figure is always a
regular polygon. An example is \( \{5,3\} \), the regular dodecahedron with pentagonal faces and three
edges around each vertex. Hyperbolic geometry is obtained, as in the two dimensional case, when
\[
\frac{1}{p} + \frac{1}{q} < \frac{1}{2}.
\]

Topologically a regular two-dimensional tessellation may be viewed as a polyhedron such that the
angular defect at the vertex is zero and this is why the Schläfli \( \{p,q\} \) symbols arise in both contexts.

The polytope clearly does not uniquely define how the three-dimensional hyperbolic space is
tessellated. For regular tessellations (also called honeycombs), the tessellation is defined by the
polytope \( \{p,q\} \) together with the edge figure \( \{r\} \), i.e. the number of polyhedra around each edge.
This information may be summarised in the Schläfli symbol \( \{p,q,r\} \).

A key difference relative to two dimensions is that the number of regular uniform tessellations is
finite. Indeed, the only four regular compact three-dimensional hyperbolic honeycombs are shown
in Table 1.

| Name                     | Schlafli symbol | Polytope         | Edge figure |
|--------------------------|-----------------|------------------|-------------|
| Icosahedral honeycomb    | \{3,5,3\}       | Icosahedron \{3,5\} | \{3\}       |
| Order 5 cubic honeycomb  | \{4,3,5\}       | Cube \{4,3\}     | \{5\}       |
| Order 4 dodecahedral honeycomb | \{5,3,4\}   | Dodecahedron \{5,3\} | \{4\}       |
| Order 5 dodecahedral honeycomb | \{5,3,5\} | Dodecahedron \{5,3\} | \{5\}       |

Table 1. The four regular compact hyperbolic honeycombs of \( H^3 \).

Under duality operations, the cells and vertices are interchanged, and the faces and edges. We
illustrate the corresponding Schläfli symbols for these dual honeycombs in Table 2.

| Name                     | Schlafli symbol | Dual              |
|--------------------------|-----------------|------------------|
| Icosahedral honeycomb    | \{3,5,3\}       | \{3,5,3\}        |
| Order 5 cubic honeycomb  | \{4,3,5\}       | \{5,3,4\}        |
| Order 4 dodecahedral honeycomb | \{5,3,4\}   | \{4,3,5\}        |
| Order 5 dodecahedral honeycomb | \{5,3,5\} | \{5,3,5\}        |

Table 2. Dual honeycombs of \( H^3 \).

Hyperbolic honeycombs in higher dimensions can similarly be classified [27]. For tessellations
of spatial slices of \( AdS_5 \), the regular compact honeycombs of \( H^4 \) are
\[
\{3,3,3,5\} \quad \{4,3,3,5\} \quad \{5,3,3,5\} \quad \{5,3,3,4\} \quad \{5,3,3,3\}.
\]

Analogously to the 3d honeycombs, the Schläfli symbol \( \{p,q,r,s\} \) captures the four-dimensional
polytope \( \{p,q,r\} \) and via \( s \) the structure of the honeycomb i.e. how the polytopes fit together.
The relevant 4d regular polytopes are \(\{3,3,3\}\) (5-cell with tetrahedron 3d projection); \(\{4,3,3\}\) (tesseract, with cubic 3d projection) and \(\{5,3,3\}\) (120-cell, with tricontahedron 3d projection). (Note that the canonical honeycomb for \(R^4\) is \(\{4,3,3,4\}\).) For five dimensional hyperbolic space \(H^5\) there is only one regular honeycomb (\(\{3,4,3,3,3\}\)). Interestingly, for hyperbolic spaces in dimensions greater than five there are no regular compact honeycombs.

2.1.1 Tessellations of \(\text{AdS}_3 \times S^n\)

In this section we will consider possible tessellations for holographic geometries involving compact spheres, using the example of (2.1) to illustrate the discussions. The spatial sections of \(\text{AdS}_3 \times S^n\) are \(H^2 \times S^n\). Consider first the prototype case of \(n = 1\). Clearly since the space is a direct product we can take direct products of tessellations for each component. For \(S^1\) the relevant polytopes are closed line segments; these are regular and are represented by the Schl"afli symbol \(\{\}\). Uniform regular tessellations of \(H^2 \times S^1\) can thus be characterised as \(\{p,q\} \times \{\}\). A special case of this is where the circle is covered by one single segment.

Now consider the case of \(n = 2\), i.e. the two sphere. Uniform tessellations of the sphere are well documented and in particular the regular uniform tessellations include \(\{p,q\}\) where

\[
\frac{1}{p} + \frac{1}{q} > \frac{1}{2}.
\]

(2.14)

There are a finite number of such regular uniform tessellations with \(p > 2\), and the total number of polygons required to cover the sphere is in each case finite. One can also consider tessellations of the form \(\{2,m\}\) as this manifestly satisfies the requirement above for any value of \(m\). Here the sphere is divided into \(m\) equivalent segments; for such tessellations one can take \(m \rightarrow \infty\) i.e. there are an infinite number of possible tessellations.

Having discussed the possible regular tessellations, let us now turn to what would be the most natural approach in the context of holographic codes. In holographic dualities of the type (2.1) the compact space plays a qualitatively different role to the non-compact hyperbolic space: the radius of the compact space is fixed and does not depend on the hyperbolic radial coordinate i.e. the renormalization group scale. As we review later, the basic idea of the encoding map of a code is to represent interior regions of the hyperbolic space by logical qubits: the tessellation captures the increase in the number of qubits required as one approaches the conformal boundary.

As the radius of the compact space is fixed, it is not clear tessellating the compact space non-trivially would be the natural choice for the encoding map approach to holography, rather than working with the trivial tessellation which is the compact space itself (tessellations are \(\{p,q\} \times S^2\)). The latter manifestly preserves the full symmetry group of the compact space, while any non-trivial tessellation breaks the symmetry group to a discrete subgroup. Thus, for holographic geometries in which the compact part has a fixed radius, tessellations and associated codes are perhaps most naturally constructed by treating the code qubits to transform in appropriate representations of the compact space symmetry group. We will however use non-trivial tessellations of spheres in section 5, in the context of the topologically spherical regulated boundary of hyperbolic space itself.

2.1.2 Toroidal compactification of hyperbolic spaces

Now let us turn to toroidal compactifications of hyperbolic spaces. In this set up the compact direction has a radius that depends on the holographic scale; toroidal identifications have fixed points and thus the holographic geometries are not regular manifolds. Mathematics literature focuses on tessellations and cellulations of regular manifolds and such irregular toroidal compactifications do not fall within the usual classifications. Nevertheless, as discussed above, such geometries arise rather generically in holography and it is interesting to explore how one could relate these to quantum codes.
We will explore two qualitatively different ways to cellulate a toroidal compactification which are distinguished by whether they preserve a discrete subgroup of the toroidal symmetry. Let us illustrate this discussion using the example given in (2.3). One can manifestly cellulate the space locally with cells of the type \( \{p, q\} \times T^\sigma \). The torus itself can also be non-trivially cellulated by breaking each circle direction into segments. In both approaches the cellulation will break down as \( z \to \infty \), reflecting the conical singularity. This can be addressed by excising this region i.e. considering a cellulation with a boundary near to \( z \to \infty \).

![Figure 1](image1.png)

**Figure 1.** Compactified hyperbolic plane, tiled by annuli of equal area. The yellow lines are identified to compactify the plane, creating a conical singularity which is shown as excised (white region).

This type of cellulation is similar to those discussed in the previous subsection. However, in the situation described in the previous subsection the scale of the compact geometry is fixed. For toroidally compactified hyperbolic spaces the scale of the torus is not constant but varies with \( z \). To capture this feature the volumes of the toroidal components of the cells \( T^\sigma \) cannot be constant but should increase as cells approach the boundary. The constant negative curvature therefore has to be built in by hand through the volumes of the cells.

The simplest example to visualise is the case of the hyperbolic plane itself, with the \( x \) direction periodic; this is relevant for the relationship between AdS\(_3\) reduced on a circle to give JT gravity. The associated tiling is shown in Figure 1. Each annulus is of equal proper area, and accordingly the width of the annulus decreases along the radial direction. One can implement any radius of the \( x \) direction by identifications, but these result in a conical singularity that needs to be excised from the tiling. The identifications are shown in yellow, and the excised region is shown in white.

A second approach to cellulating a toroidal compactification involves the use of local regular tessellations such as those described in section 2.1 with appropriate identifications. In this case the cells are of constant proper volume, with the negative curvature captured by the structure of the cellulation. Again one will need to excise a hole in the centre of the space, reflecting the singularity as \( z \to \infty \).

The simplest class of examples relate to circular reduction of the hyperbolic plane. Consider a generic hyperbolic \( \{p, q\} \) tessellation, with a regular \( p \)-gon at the centre. Such a tessellation has a discrete rotational symmetry \( Z_p \) associated with the symmetry group of the \( p \)-gon. We can construct from this a cellulation of a negative curvature space with conical singularity, by removing the central \( p \)-gon. One then identifies two of the vertices of the missing pentagon, which will necessarily be related by a certain \( Z_p \) transformation. One then continues to remove pentagons and identify vertices related by the same \( Z_p \) transformation.
An example based on a \{5, 4\} tessellation is shown in Figure 2. The tessellation preserves a discrete \(Z_5\) symmetry group. The numbered vertices and associated edges are related by a \(Z_5\) transformation and are identified. This identification is clearly only possible if the central pentagon is removed. The resulting tiling describes a space that is locally hyperbolic but which has an excised conical singularity. By suitable choice of \(\{p, q\}\) and discrete symmetry group, one can realise different radii of the \(x\) direction.

![Tessellation Diagram](image)

**Figure 2.** \{5, 4\} tessellation, with central pentagon removed. Numbered vertices, and the edges that link them, which are all related by \(Z_5\) transformations, are identified.

The generalisation to higher dimensions would work similarly. Tilings based on regular polytopes have discrete symmetry groups, which are subgroups of the continuous rotation group of the hyperbolic space. An analogous process of removing the central cell and identifying faces/edges etc that are related by a discrete symmetry transformation will result in a tessellation of a space in which one direction is compact and there is an excised conical singularity.

The two approaches have complementary advantages. The first approach preserves the continuous symmetry group of the toroidal directions and therefore compactification and restriction to zero modes on the compact space are straightforward. However, the tiling is not based on a regular tessellation and therefore does not directly inherit standard geometric properties associated with tessellations.

The second approach breaks the continuous symmetry group of the toroidal directions but is obtained from regular tessellations via quotienting and therefore inherits properties from the original tessellation. However, as the symmetry in the compact directions is broken, one cannot straightforwardly describe the tiling using only the lower-dimensional perspective. Dynamically, one often focuses on the zero mode sector of a toroidal reduction, but in this setup it would not be straightforward to identify and retain only zero modes. We will comment on the features of codes associated with both classes of tilings in our conclusions.

### 2.2 Cellulations and graphs

In the final part of this section we review how cellulations of manifolds can be described by graphs known as Hasse diagrams. These graphs are useful in relating cellulations to certain classes of quantum error correcting codes, as we discuss in section 5.
In a tessellation the polytopes are embedded via isometries as described in section 2.1. If we are primarily interested in embeddings in which the cells do not intersect and the overlap between the cells is invariant, embedding via isometries may be an unnecessarily strong condition. The term cellulation refers to embedding of polytopes via (injective) homeomorphisms. In a cellulation the topology of the manifold is respected but the manifold does not necessarily have a metric i.e. a notion of distance.

Hasse diagrams are multipartite graphs that show how cells within a cellulation are connected. Each node in the diagram represents a cell in the cellulation. Two nodes can be connected to each other only if

1. The cell corresponding to one node is contained in the cell corresponding to the other.
2. In addition, the difference of dimensionalities of these cells is one.

Each level in the Hasse diagram thus corresponds to the set of all $i$-dimensional subpolytopes ($i$ cells) and the total number of levels for a D-dimensional cellulation is $D$: the polytope itself is usually not included as part of the Hasse diagram, so the levels range from 0 (vertices) to $(D - 1)$.

A simple example of a Hasse diagram is a tetrahedron, shown in Figure 3. Suppose that the faces of the tetrahedron are labelled as $(f_1, f_2, f_3, f_4)$ and its six edges are labelled as $(e_1, e_2, e_3, e_4, e_5, e_6)$, with the four vertices being $(v_1, v_2, v_3, v_4)$. The Hasse diagram shows the connections between faces, edges and vertices. Note that this diagram omits the single 3-cell itself i.e. the tetrahedron.

To connect with quantum codes, we will need to use the following property of cellulations:

- If $c_{i+1}$ and $c_{i-1}$ are nodes at levels $(i + 1)$ and $(i - 1)$, respectively, then the number of cells at level $i$ that are connected to both $c_{i+1}$ and $c_{i-1}$ is either zero or two.

The significance of this property is that, as reviewed in [28], it relates to the existence of a map between three consecutive levels of a cellulation and a CSS (Calderbank, Shor and Steane) code:

- Any subgraph of a Hasse diagram consisting of three consecutive levels defines the Tanner graph of a CSS code.

The key properties of CSS stabiliser codes are summarised in Appendix A, and we will explain Tanner graphs further in section 5.

Figure 3. Hasse diagram for the tetrahedron.
3 Connecting tessellations with error correcting codes

In this section we will discuss how tessellations of hyperbolic spaces can be related to quantum error correcting codes, explaining the approach of HaPPY [1], focusing on aspects of the construction that are key in generalising to higher dimensions. Throughout this section we will reference various well known properties of quantum error correcting codes which are for convenience summarised in appendices. To generalise the construction to higher dimensions we will in particular need to explore in detail the properties of absolutely maximally entangled states and how these relate to the tessellation used.

3.1 Stabiliser construction of HaPPY codes in two spatial dimensions

Perhaps the best known example of a holographic code is the HaPPY code proposed in [1]. This code is based on a regular \( \{ p, q \} \) tessellation of hyperbolic space viewed as a spatial section of \( AdS_3 \).

The basic premiss of the code is the following. Each of the polygons is associated with a certain perfect tensor structure. Perfect tensors have an even number of indices and symmetry properties that relate to the entanglement structure of the associated quantum state/code. The main example used in [1] is a \([5,1,3]\) stabilizer code, encoding one logical qubit into five physical qubits with code distance three.

![Figure 4](image)

Figure 4. \( \{5,4\} \) Tessellation of hyperbolic plane. Associated with each pentagon there is one logical qubit and five physical qubits, each of which is associated with an edge.

Before we describe the HaPPY construction in detail, let us summarise the main geometric features. The realisation is based on a \( \{ 5,4 \} \) tessellation, shown in Figure 4. For every pentagon there is a “logical” qubit associated with the entire pentagon while edges connecting vertices are associated with five “physical” qubits. The conformal boundary of the spatial section is regulated and the edges intersecting the regulated boundary are associated with the physical qubits in a discretisation of the boundary theory.

There is a rank six perfect tensor describing the code and this is shown in the dual \( \{ 4,5 \} \) tessellation, shown in Figure 5. Each node in the \( \{ 4,5 \} \) tessellation is associated with an uncontracted leg of the tensor (the logical qubit). The legs of the tensor associated with the physical qubits are contracted against the corresponding legs in the neighbouring pentagon; in the \( \{ 4,5 \} \) tessellation these are the edges linking nodes.
We next explore in detail the construction presented in [1] from first principles; the details of this construction are required in developing higher dimensional generalisations in the following section. We consider fixed time slices of the bulk space $\text{AdS}_3$ corresponding to the two-dimensional hyperbolic plane $H^2$. The models presented are then realisations of regular, uniform hyperbolic tessellations that discretise $H^2$ in a maximally symmetric fashion. The HaPPY construction utilises the pentagonal tiling of two-dimensional hyperbolic space, given by Schläfi symbol $\{5, 4\}$. For each pentagon, one places a single physical qubit on each edge. A final qubit is placed in the centre of the pentagon which can later be shown to have the interpretation of a logical qubit, see Figure 6.

More generally, for each such system of this type, one associates a graph $G = (V, E)$, where $V = \{1, \ldots, n\}$ is a finite set of vertices and $E$ are the corresponding edges such that $n = 5$ for the pentagon. The vertices of this graph are chosen to be the qubits in the system. In order to preserve maximal symmetry, the graph is chosen such that neighbouring qubits on the pentagon are connected via an edge. The central qubit of the pentagon is chosen to be connected to every other qubit in the pentagon. Hence our graph looks as shown in Figure 7.

### 3.2 Graph States and AME states

In this section we discuss the relation between graphs and absolutely maximally entangled states. Given a graph $G = (V, E)$ representing the system, one can define a graph state $|G\rangle$. One will first construct this in terms of the controlled-Z gate operator $CZ_{ij}$, defined in B.3, before noticing it
can be extended to have an interpretation in the stabiliser formalism. For any graph $G$ consisting of $n$ vertices (system of $n$ qudits), the corresponding graph state $|G\rangle \in \mathcal{H}^\otimes n$ is defined by

$$|G\rangle := \prod_{i>j} CZ^{A_{ij}} |+\rangle^\otimes n$$

(3.1)

where $A_{ij} \in \mathbb{Z}_p$ are called weights and form the $n \times n$ adjacency matrix $A \in \mathbb{Z}_p^{n \times n}$. Here, $p$ is prime and the Hilbert space $\mathcal{H} \cong \mathbb{C}_p$. The adjacency matrix encapsulates all the relevant information about the connectivity of the graph, such that a weight zero operator represents no edge joining the vertices $i$ and $j$ and weight one operators represent a single edge connecting them and so on. The initial prepared state $|+\rangle^\otimes n$ represents joint +1 eigenstate of $X_i$ arising from the $X$-eigenbasis

$$|+\rangle = F^\dagger |0\rangle = \frac{1}{\sqrt{D}} \sum_{l=0}^{D-1} \omega^{-kl} |l\rangle,$$

(3.2)

where $F$ is the Fourier gate. For example in the most simple case, where one considers qubits; $|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$, the Fourier gate reduces to the Hadamard gate

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}$$

(3.3)

and the controlled-Z operator is $CZ = |00\rangle \langle 00| + |01\rangle \langle 01| + |10\rangle \langle 10| - |11\rangle \langle 11|$. Since graph states are just a special class of stabiliser states, an alternative but equivalent way of defining a graph state is possible using the generators of the stabiliser group. Any $n$-qudit graph state may be represented as $n$ operators,

$$g_i = X_i \prod_{j=1}^n Z_j^{A_{ij}},$$

(3.4)

which provide the minimal set of generators of the stabiliser group. The graph state can then be thought of as the common +1 eigenspace of these generators;

$$g_i |G\rangle = |G\rangle, \text{ for } i = 1, \ldots, n.$$ 

(3.5)

One should note that for the case of qubits, graphs can only have edges of weight 0 or 1. This is because if one imposes a weight 2 edge, $Z^2 = Z^0 = 1$ and is the same as a weight zero operator. When extending to qudits of a more general dimension $D$, one now has $Z^D = 1$ and so one can have weights $A_{ij}$ from 0 to $D-1$. This allows for graphs to have multiple edges between vertices as indicated in Figures 9 and 10. The only constraints on each adjacency matrix element $A_{ij}$ are that these weights are symmetric (i.e. $A_{ij} = A_{ji}$) and that there are no weights connecting a vertex to itself $A_{ii}$ or in other words, there are no loops present in $G$. 

---

**Figure 7.** The maximally symmetric construction of graph $G$ for a single pentagon.

**Figure 8.** The resulting graph (state) to which $G$ stabilisers are assigned.
The generalised Clifford group $C_n$ is the (group-theoretic) normaliser of the Pauli group $P_n$. In other words it is the group of unitary operators $U$ which map the Pauli group onto itself: $U P_n U^\dagger = P_n$. Further, the local Clifford group $C_n \subseteq C_n$ is the $n$-fold tensor product of the Clifford group of order one ($C = C_1$). When considering the Pauli group acting on qubits, the Clifford group is simply generated by the Hadamard gate $H$, the phase gate $P$ and the CNOT gate $U_{CNOT}$. One also notes that under conjugation, a unitary operator $U$ that fixes the stabiliser group $S$ of a quantum error correcting code is an encoded operation. Hence, $S' = USU^\dagger$ implies that $|c'\rangle = U|c\rangle$ is a codeword stabilised by every stabiliser element in $S'$, where $|c\rangle$ is stabilised by every element in $S$.

As proven in [29], two stabiliser states with generator matrices $A$ and $B$ are equivalent under the action of the local Clifford group if and only if there exist invertible matrices $U$ and $Y$ such that $B = UAY$ and where $Y$ can be represented as

$$Y = \begin{pmatrix} E & F \\ E' & F' \end{pmatrix}$$

(3.6)

where

$$E = \text{diag}(e_1, \ldots, e_n), \quad F = \text{diag}(f_1, \ldots, f_n),$$

(3.7)

$$E' = \text{diag}(e'_1, \ldots, e'_n), \quad F' = \text{diag}(f'_1, \ldots, f'_n),$$

(3.8)

and $e_if_i' - f_ie_i' = 1 \forall i$. Another important result of [29] is that every stabiliser state is equivalent under the action of the local Clifford group to a graph state. This means that one only needs to consider graph states when considering entanglement properties of stabiliser states since for any stabiliser state there will exist an equivalent graph state that shares the same entanglement properties.

Since graph states are a subclass of the stabiliser states, then these arguments trivially hold for all graph states. Diagrammatically, one can claim that two graph states are equivalent under local Clifford transformations if and only if one there exists a sequence consisting of the following operations on a vertex $v$, such that one can obtain one graph state from the other:

(i) One multiplies the weight of each edge connected to vertex $v$ by $b \in \mathbb{Z}_p$ and $b \neq 0$.

(ii) One transforms the elements of the adjacency matrix as $A_{jk} \rightarrow A_{jk} + aA_{vj}A_{vk}$ where $a \in \mathbb{Z}_p$ and $j \neq k$.

When considering qubits, operation (i) is always just the identity. For $a = 1$, the second operation (ii) is known as local complementation and has been extensively studied [30, 31]. An example of a local complementation of a graph state is shown in Figure 11. Here the previous graph state, locally Clifford equivalent to AME(6,2) is considered (left graph in Figure 11) and after applying a local complementation, one obtains a new graph state (right graph in Figure 11). This new graph state is then still locally Clifford equivalent to AME(6,2) as can be checked using its stabiliser generators.
Two possible graph states that are locally Clifford equivalent to AME(6,2). The two are related by a local complementation.

Key features of the \{5,4\} tessellation relate to the graph state given in Figure 8 being an absolutely maximally entangled state represented by the notation AME(6,2). For those unfamiliar with absolutely maximally entangled (AME) states, a brief review is detailed in section 3.3 or, for more detailed discussions, see the expansive literature [20–23, 32]. There are a number of known AME states that have been shown to be locally Clifford equivalent to graph states. A mechanism was developed in [21] for determining bipartite entanglement in graph states and hence being able to determine whether a graph state corresponds to an AME state.

3.3 Absolutely Maximally Entangled States

In this section we define an absolutely maximally entangled (AME) state through several equivalent definitions and we summarise a method for testing whether a graph state is AME. Our discussion provides a concise summary of the key results in [21, 32] and more details can be found in these works.

**Definition:** An absolutely maximally entangled state \( |\Phi\rangle \in \mathcal{H} \) is a pure state consisting of \( N \) qudits of local dimension \( D \), with the total Hilbert space \( \mathcal{H} \cong (\mathbb{C}^D)^\otimes N \). Therefore, \( |\Phi\rangle \in \mathcal{H}_1 \otimes \mathcal{H}_2 \otimes \cdots \otimes \mathcal{H}_N \) where \( \mathcal{H}_i \cong \mathbb{C}^D \), such that it satisfies the following equivalent properties.

1. For any possible bipartition of \( P = \{1, \ldots, N\} \) into disjoint sets \( A \) and \( B \) such that \( A \cup B = P \), \( |\Phi\rangle \) is maximally entangled. That is, \( |\Phi\rangle \) can be expressed as

\[
|\Phi\rangle = \frac{1}{\sqrt{D^m}} \sum_{k \in \mathbb{Z}_D^m} |k_1\rangle_{B_1} \cdots |k_m\rangle_{B_m} |\phi(k)\rangle_A,
\]

where one has assumed \( m = |B| \leq |A| = N - m \) without loss of generality and \( \langle \phi(k)|\phi(k')\rangle = \delta_{kk'} \).

2. Every possible subset of parties \( A \subset P \) with \( |A| = \lfloor \frac{N}{2} \rfloor \) gives rise to a reduced density matrix that is totally mixed; \( \rho_A = D^{-\lfloor \frac{N}{2} \rfloor} \mathbb{1}_D^{\otimes \lfloor \frac{N}{2} \rfloor} \).

3. Every possible subset of parties \( A \subset P \) with \( |A| \leq \frac{N}{2} \) gives rise to a reduced density matrix that is totally mixed.

4. Every possible subset of parties \( A \subset P \) with \( |A| = \lfloor \frac{N}{2} \rfloor \) gives rise to a von Neumann entropy that is maximal, \( S(A) = \lfloor \frac{N}{2} \rfloor \log D \).

5. Every possible subset of parties \( A \subset P \) with \( |A| \leq \frac{N}{2} \) gives rise to a von Neumann entropy that is maximal, \( S(A) = |A| \log D \).

One represents absolutely maximally entangled states defined in this way using the notation \( AME(N,D) \).
The method used to distinguish whether a graph state is AME can be explained in the following way. This method was presented in [21]; for a more detailed discussion, we refer the reader to the original paper. In order to proceed, we need to make use of the following definitions:

**Definition:** Consider the graph state $|G\rangle \in \mathcal{H}^\otimes n$ shared between a set of parties $P$. Then for some subset $K \subset P$, the state represented by the graph $G$ such that all vertices in $K$, and all edges that are connected to the parties in $K$, are removed, define the truncated graph state $|G \setminus K\rangle$.

**Definition:** The $i$-th row of the $n \times n$ adjacency matrix $A \in \mathbb{Z}_p^{n \times n}$ can be denoted $A_i = (A_{i1} \ldots A_{in})$. One defines the quantity $A_i \setminus K$ to be the row vector $A_i$ with entries $\{A_{ik_1} \ldots A_{ik_m}\}$ removed such that the elements of the subset $K = \{k_1, k_2, \ldots, k_m\}$ are between 1 and $n$.

Now suppose we have a graph state $|G\rangle$ with adjacency matrix $A$ and the party subsets $K = \{k_1, k_2, \ldots, k_m\}$ with $m = \lfloor \frac{n}{2} \rfloor$. Representing $A_k \setminus K$ as the $k_i$-th row of the adjacency matrix with elements $\{A_{k_1k_1} \ldots A_{k_1k_m}\}$ removed, we can show the graph state is absolutely maximally entangled if and only if the vector quantity $A_k \setminus K$ are linearly independent in $\mathbb{Z}_p^{n-m}$.

We now turn to the AME(6,2) state and use its corresponding graph state, given in Figure 8, to show that this state is absolutely maximally entangled. This serves as a concrete example of how one can check whether a graph state is AME and develop understanding of the method involved.

The first question to ask is which bipartitions must be considered. Bipartitions for which one set has just a single node are trivial and will clearly provide linearly independent $A_k \setminus K$. Hence the only bipartitions that need to be considered are all possible combinations of sets of two nodes (corresponding to four nodes in the other set in the bipartition) and sets of three nodes (corresponding to another three nodes in the other set in the bipartition). One must consider every possible combination of nodes for each of these cases; however using the symmetries in the geometry it is obvious that many of these cases are analogous to each other. For brevity, we only give the example of a single one of these bipartitions visually here to outline the method; similar graphs may be drawn for all other possible bipartitions with $m = \lfloor \frac{n}{2} \rfloor$.

Consider the graph state given in Figure 8. Here we choose to bipartition the sets into $K = \{1, 2, 6\}$ and $L = \{3, 4, 5\}$, where $K$ has been explicitly drawn in Figure 12. Calculating the relevant vectors from the edges connecting nodes in $K$ and those in $L$:

\begin{align*}
A_1 \setminus \{1, 2, 6\} &= (0, 0, 1) \\
A_2 \setminus \{1, 2, 6\} &= (1, 0, 0) \\
A_6 \setminus \{1, 2, 6\} &= (1, 1, 1).
\end{align*}
These three vectors are clearly linearly independent of one another. Due to the symmetries of the geometry, we would obtain this result for any bipartition consisting of two nodes that are next to each other on the outer pentagon and the centre node. There are obviously more possible bipartitions into two sets of three but these can all be reduced to one of the following due to the symmetry; \( K = \{1,2,3\} \) and \( L = \{4,5,6\}\), \( K = \{1,3,6\} \) and \( L = \{2,4,5\}\) or \( K = \{1,2,4\}\) and \( L = \{3,5,6\}\). The vectors obtained from these cases are given in Table 3, where we have grouped the three cases into the three columns of equations. Note that each column’s vectors are linearly independent and so all bipartitions that split the graph into two sets of three give the correct result.

| Case 1: \( K = \{1,2,3\} \) | Case 2: \( K = \{1,3,6\} \) | Case 3: \( K = \{1,2,4\} \) |
|----------------|----------------|----------------|
| \( A_1 \setminus \{1,2,3\} = (0,1,1) \) | \( A_1 \setminus \{1,3,6\} = (1,0,1) \) | \( A_1 \setminus \{1,2,4\} = (0,1,1) \) |
| \( A_2 \setminus \{1,2,3\} = (0,0,1) \) | \( A_1 \setminus \{1,3,6\} = (1,1,0) \) | \( A_2 \setminus \{1,2,4\} = (1,0,1) \) |
| \( A_3 \setminus \{1,2,3\} = (1,0,1) \) | \( A_6 \setminus \{1,3,6\} = (1,1,1) \) | \( A_4 \setminus \{1,2,4\} = (1,1,1) \) |

**Table 3.** Remaining bipartitions of AME(6,2) where \( K \) and \( L \) both contain 3 elements.

Now we consider the case of bipartitions into one set of two elements and one set of four elements. All possible cases can once again be reduced due to symmetry, in this case, to three simple bipartitions; \( K = \{1,2\} \) and \( L = \{3,4,5,6\}\), \( K = \{1,3\} \) and \( L = \{2,4,5,6\}\) or \( K = \{1,6\}\) and \( L = \{2,3,4,5\}\). The vectors are presented in Table 4, where they have once again been placed in columns for each bipartition, and in each column we trivially have linearly independent vectors for each possible bipartition. Hence for all possible bipartitions of the AME(6,2) graph state given in Figure 8, each \( A_{K_i} \setminus K \) is linearly independent for all choices of \( K = \{k_1, \ldots, k_m\} \) with \( m = \lfloor \frac{n}{2} \rfloor \). Therefore the state is indeed absolutely maximally entangled.

| Case 1: \( K = \{1,2\} \) | Case 2: \( K = \{1,3\} \) | Case 3: \( K = \{1,6\} \) |
|----------------|----------------|----------------|
| \( A_1 \setminus \{1,2\} = (0,0,1,1) \) | \( A_1 \setminus \{1,3\} = (1,0,1,1) \) | \( A_1 \setminus \{1,6\} = (1,0,0,1) \) |
| \( A_2 \setminus \{1,2\} = (1,0,0,1) \) | \( A_3 \setminus \{1,3\} = (1,1,0,1) \) | \( A_6 \setminus \{1,6\} = (1,1,1,1) \) |

**Table 4.** Remaining bipartitions of AME(6,2) where \( K \) contains 2 elements and \( L \) contains 3 elements.

Given the graph state formulation of the AME(6,2) state, one may illustrate the importance of using AME states and connecting them with quantum error correcting codes. Firstly, it is well known that any AME state AME\( (N, D) \) is equivalent to a pure \([N,0],[N/2]+1\] quantum error correcting code [33]. Further, every pure \([N,k,d]\) code with \( N, d \geq 2 \) gives rise to a family of pure codes \([N-i,k+i,d-i]\) where \( i = \{0, \ldots d-1\} \) [34]. From the graph in Figure 8, one may describe the full stabiliser group by a column vector of stabiliser generators found using 3.4:

\[
S = \begin{bmatrix}
G_1 \\
G_2 \\
G_3 \\
G_4 \\
G_5 \\
G_6
\end{bmatrix} = \begin{bmatrix}
X Z I I Z Z \\
Z X Z I I Z \\
I Z X Z I Z \\
I I Z X Z Z \\
Z I I Z X Z \\
Z Z Z Z Z X
\end{bmatrix} \cong \begin{bmatrix}
X Z Z Z X I I \\
I X Z Z Z X \\
X I X Z Z I \\
Z X I X Z I \\
X X X X X \\
Z Z Z Z Z Z
\end{bmatrix} = S' \quad (3.13)
\]

where in the second step one has used basic matrix manipulations including Gaussian elimination as well as performing a transformation under the action of the local Clifford group on the final qubit. This particular transformation came using the Hadamard gate which has the following effect on the Pauli matrices; \( X \rightarrow HXH^\dagger = Z, Y \rightarrow HYH^\dagger = -Y, Z \rightarrow HZH^\dagger = X \). The form given
by $S'$ in 3.13 is the most common presentation of the stabiliser generators for $\text{AME}(6,2)$ in the literature and is the one presented in [1]. Thus, for clarity, the graph state in Figure 8 is locally Clifford equivalent to $\text{AME}(6,2)$ as indicated by the use of the symbol ‘≃’. To make the connection with the perfect tensor construction in HaPPY, we rewrite $S'$ in the following way:

$$S' = \begin{bmatrix}
-YZYIIZ \\
-ZZXIX \\
ZIZIIX \\
-ZYZI \\
XZIIXI
\end{bmatrix}, \quad (3.14)$$

where we have used row multiplication, indicated by the bracketed expression to the right of each stabiliser generator where each number denotes the original stabiliser generator multiplied. Note that due to the fact operators are implicitly connected via tensor products we have simply pulled any overall negative sign of each generator to the front.

The stabiliser matrix in the form (3.14) can be shown to correspond to a quantum error correcting code by removing the last qubit, as detailed in [35], converting an $[[n, k, d]]$ code into an $[[n-1, k+1, d-1]]$. In the specific example above this translates a $[[6, 0, 4]]$ state into a $[[5, 1, 3]]$ code. To summarise the construction, one chooses $n-k$ generators such that $G_1$ ends in $Z$ and $G_2$ ends in $X$ with the remaining generators $G_3, \ldots, G_{n-k}$ ending with the identity $I$. Dropping $G_1$ and $G_2$ allows a new stabiliser to form from the final $n-k-2$ generators. Now, restricting $G_1$ and $G_2$ to act only on the first $n-1$ qubits one can show these now become the logical operators $\bar{Z}$ and $\bar{X}$. The resulting $[[5, 1, 3]]$ code is expressed in Table 5.

| $G'_1$ | $YYZIZ$ |
|-------|---------|
| $G'_2$ | $ZZXIX$ |
| $G'_3$ | $-ZYZI$ |
| $G'_4$ | $XZXI$ |
| $\bar{X}_1$ | $-ZXZI$ |
| $\bar{Z}_1$ | $-YZYI$ |

Table 5. The $[[5, 1, 3]]_2$ code derived from the $\text{AME}(6, 2)$ state.

Trivially, from the form presented in (3.14), one could continue this process converting the $[[5, 1, 3]]$ code into a $[[4, 2, 2]]$ code (given in Table 6) and then even into a $[[3, 3, 1]]$ code (given in Table 7). Note that after the case of the $[[3, 3, 1]]$ code, one can not reduce this further since no stabiliser generators remain.

| $G''_1$ | $-ZYYZ$ |
|---------|---------|
| $G''_2$ | $XZXX$ |
| $\bar{X}'_1$ | $-ZXZI$ |
| $\bar{X}'_2$ | $ZZXI$ |
| $\bar{Z}'_1$ | $-YZYI$ |
| $\bar{Z}'_2$ | $YYZI$ |

Table 6. The $[[4, 2, 2]]_2$ code derived from the $[[5, 1, 3]]_2$ code.
Table 7. The $[[3,3,1]]_2$ code derived from the $[[4,2,2]]_2$ code.

While any AME state $\text{AME}(N,D)$ is equivalent to a pure $[[N, \lfloor N/2 \rfloor + 1]]_D$ quantum error correcting code, the concept of the resultant quantum error correcting code producing further codes was explored in [36]. The result is that, every $N$-qudit stabiliser AME state generates at least $\lfloor N/2 \rfloor$ different stabiliser codes. In each of these codes, $m \in \{1, \ldots, \lfloor N/ 2 \rfloor\}$ logical qudits are encoded into $N-m$ physical qudits.

3.4 Perfect Tensors

We now explain the relationship between AME states and perfect tensors, an important relation in the construction of the holographic codes presented in [1]. This provides the method used to concatenate AME states across the entire tessellation, forming a tensor network. This construction provides an isometric mapping from the uncontracted legs in the bulk to the uncontracted legs at the boundary of the geometric manifold and will be explained further in Section 3.5. To begin we define a perfect tensor.

Perfect tensors naturally arise when considering AME states. One can always decompose an AME state into two subsystems $\mathcal{H}_A$ and $\mathcal{H}_B$ as

$$|\Phi\rangle = \sum_{a,b} T_{ab} |a\rangle |b\rangle,$$

such that $T : \mathcal{H}_A \to \mathcal{H}_B$ is a unique linear map between the two Hilbert spaces represented by a two-index tensor with

$$T : |a\rangle \to \sum_b |b\rangle T_{ba}.$$  \hfill (3.16)

Here one denotes the complete orthonormal basis $\{|a\rangle\}$ for $\mathcal{H}_A$ and similarly, $\{|b\rangle\}$ for $\mathcal{H}_B$. This map also preserves all inner products; i.e.

$$\sum_b T_{a'b}^\dagger T_{ba} = \delta_{a'a}.$$  \hfill (3.17)

Hence, each of these linear transformations applied to an AME state may be thought of as an isometry. Thus one defines the tensors associated with the isometry, isometric tensors. Similarly, the converse is true. Provided one has a perfect tensor, then one similarly has a corresponding AME state.

**Definition:** Suppose one bipartitions the indices of a $2n$-index tensor $T_{a_1a_2\ldots a_{2n}}$ into one set $A$ and its complementary set $A^c$ with $|A| \leq |A^c|$. Then, $T$ is a perfect tensor if it is proportional to an isometric tensor from $A$ and $A^c$, i.e.

$$\sum_{a_{n+1}\ldots a_{2n}} T_{a_1\ldots a_{n},a_{n+1}\ldots a_{2n}}^\dagger T_{a_{n+1}\ldots a_{2n}b_1\ldots b_n} = \delta_{a_1b_1} \ldots \delta_{a_nb_n},$$  \hfill (3.18)
where one may choose any of the $2n$ legs of the tensor to be $a_{n+1} \ldots a_{2n}$.

Since one can show that for every possible bipartition, one may use isometric tensors to define the transformations, then every AME state defines a perfect tensor. Each tensor can then be placed in each polytope of the tessellation, connected by the outgoing physical legs (across the facets) which represent the contraction of the tensor indices.

### 3.5 Concatenation and building a tensor network

Here we explain the concatenation process of AME states which results in an isometric mapping from the uncontracted legs in the bulk to the uncontracted legs at the boundary through a tensor network built from perfect tensors. We summarise here the case for two AME states but concatenations of one AME state and one not-necessarily AME state were explored in [36]. First we note that any AME state can always be expressed such that for each of the final $m$ columns, one only has a single $X$ operator, a single $Z$ operator and everywhere else is the identity [36]; relating to the statement at the end of Section 3.3. The two stabiliser generators that have the $X$ and $Z$ operators acting on a particular qudit, where all other generators act trivially are the logical operators encoding one qudit.

Now, consider two AME stabiliser states, denoted as left ($L$) and right ($R$) states defined on $N_L$ and $N_R$ qudits respectively. One can represent an $L$ state as a tensor product of the form $L_i \otimes \sigma_i$, for $i = 1, \ldots, N_L$. Here $L_i$ denotes a tensor product of Pauli operators on qudits $l_1$ to $l_{N_L-1}$ and $\sigma_i$ is the Pauli operator individual qudit $l_{N_L}$. One can similarly define the $R$ state using the tensor product $\sigma_j \otimes R_j$ where $j = 1, \ldots, N_R$, with $\sigma_j$ acting on qudit $r_1$ and $R_j$ acting on qudits $r_2 \ldots r_{N_R}$. Then, concatenating these two states, the joint state $N_L + N_R$ can be expressed as the first matrix in (3.19).

\[
\begin{pmatrix}
L_1 & I & I & \ldots & I \\
L_2 & I & I & \ldots & I \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
L_{N_L-2} & I & I & \ldots & I \\
L_{N_L-1} & X & I & \ldots & I \\
L_{N_L} & Z & I & \ldots & I \\
I & \ldots & I & Z & R_1 \\
I & \ldots & I & X & R_2 \\
I & \ldots & I & I & R_3 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
I & \ldots & I & I & R_{N_R-1} \\
I & \ldots & I & I & R_{N_R}
\end{pmatrix}
\xrightarrow{XX}
\begin{pmatrix}
L_1 & I & I & \ldots & I \\
L_2 & I & I & \ldots & I \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
L_{N_L-2} & I & I & \ldots & I \\
L_{N_L-1} & X & I & \ldots & I \\
L_{N_L} & Z & Z & R_1 \\
I & \ldots & X & X & \ldots & I \\
I & \ldots & I & X & R_2 \\
I & \ldots & I & I & R_3 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
I & \ldots & I & I & R_{N_R-1} \\
I & \ldots & I & I & R_{N_R}
\end{pmatrix}
\xrightarrow{ZZ}
\begin{pmatrix}
L_1 & I & I & \ldots & I \\
L_2 & I & I & \ldots & I \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
L_{N_L-2} & I & I & \ldots & I \\
L_{N_L-1} & X & X & R_2 \\
L_{N_L} & Z & Z & R_1 \\
I & \ldots & X & X & \ldots & I \\
I & \ldots & I & X & R_2 \\
I & \ldots & I & I & R_3 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
I & \ldots & I & I & R_{N_R-1} \\
I & \ldots & I & I & R_{N_R}
\end{pmatrix}
\]

(3.19)

One then performs two different measurements to obtain the second and third matrices in (3.19). Recall that the process one undergoes after performing a measurement to update the list of generators of a stabiliser state is the following [37]:

- There is no need to update the list if the measured observable may be constructed from a product of the stabiliser generators.
- If the measured observable commutes with all the generators of the stabiliser, however cannot be constructed from these generators, one adds this observable to the list of generators (with a phase factor determined from the outcome of the measurement).
• If the measured observable does not commute with at least one stabiliser generator and cannot be constructed from these generators, one replaces one non-commuting generator with the measured observable (with a phase factor determined from the outcome of the measurement). One then multiplies all other generators that do not commute with the measured observable and multiply them with the generator that was removed from the list.

Now in (3.19) one first performs a measurement of the observable $XX$ on qudits $l_{N_L}$ and $r_1$ (assuming the outcome is $+1$). Clearly there are two generators that do not commute with this observable, those being the generators that have $Z$ operators acting on either qudit $l_{N_L}$ or $r_1$. Hence one updates the list using the above rules, replacing one of the non-commuting stabiliser generators by the measured observable before multiplying the other non-commuting generator by the one that was removed.

One then performs a similar measurement, this time measuring the observable $ZZ$, on the same pair of qudits. The result is indicated on the right hand side of (3.19). One can now see maximal entanglement between qudits $l_{N_L}$ and $r_1$ with no relation to any of the other qudits present in the system. One therefore may trace these qudits out, removing the corresponding rows and columns from the matrix:

\[
\begin{pmatrix}
L_1 & I & \cdots & I \\
L_2 & I & \cdots & I \\
\vdots & \vdots & \ddots & \vdots \\
L_{N_L-2} & I & \cdots & I \\
L_{N_L-1} & X & \cdots & I \\
L_{N_L} & I & \cdots & I \\
I & \cdots & X & \cdots \\
I & \cdots & \cdots & I \\
I & \cdots & I & R_{N_R-1} \\
I & \cdots & I & R_{N_R}
\end{pmatrix}
\rightarrow
\begin{pmatrix}
L_1 & I & \cdots & I \\
L_2 & I & \cdots & I \\
\vdots & \vdots & \ddots & \vdots \\
L_{N_L-2} & I & \cdots & I \\
L_{N_L-1} & R_2 & \cdots & I \\
L_{N_L} & R_1 & \cdots & I \\
I & \cdots & I & R_3 \\
\vdots & \vdots & \vdots & \vdots \\
I & \cdots & I & R_{N_R-1} \\
I & \cdots & I & R_{N_R}
\end{pmatrix}
\rightarrow
\begin{pmatrix}
L_1 & I & \cdots & I \\
L_2 & I & \cdots & I \\
\vdots & \vdots & \ddots & \vdots \\
L_{N_L-2} & I & \cdots & I \\
L_{N_L-1} & R_2 & \cdots & I \\
L_{N_L} & R_1 & \cdots & I \\
I & \cdots & I & R_3 \\
\vdots & \vdots & \vdots & \vdots \\
I & \cdots & I & R_{N_R-1} \\
I & \cdots & I & R_{N_R}
\end{pmatrix}.
\]

In the case where the local dimension of the qudit is $D = 2$ (i.e. one is considering qubits), as in the HaPPY construction, these maximally entangled pairs correspond to EPR pairs. The final matrix on the right hand side of (3.20) is therefore the list of stabiliser generators created as a result of performing entanglement swapping on a pair of qudits shared between the two AME states $L$ and $R$. Firstly, this consists of many of the original stabiliser generators of $R$ and $L$ that act non-trivially on qudits within their original domain, but have been extended to act trivially on those outside of their original domain. Secondly, one has two truncated rows, $(L_{N_L-1} R_2)$ and $(L_{N_L} R_1)$. Recall, that for the AME state $R$, a single qudit is encoded into $N_R - 1$ qudits by the logical $X$ and $Z$ operators, which are $R_1$ and $R_2$. Thus from (3.20), one can see that entanglement swapping across AME states is equivalent to concatenating the corresponding quantum error correcting codes that arise from these states.

Hence if we consider the full tessellation, we may use entanglement swapping between two AME states to concatenate the quantum codes described by them. Expanding the network by adding more AME states (or equivalently perfect tensors), filling the tessellation, builds the final holographic code by concatenating all of the codes that arise from each AME state.
We can also view this as concatenating perfect tensors resulting in a tensor network that builds an encoding isometry across the geometric manifold for the holographic code. In the perfect tensor language, isometries can be understood as follows. We simply choose which indices (legs) of the tensor are incoming and which are outgoing. Usually one interprets the logical qudit as an incoming leg as well as those legs that are output legs from previous tensors.

As an example, for the AME(6,2) state, one may have 0, 1, 2 or 3 incoming legs (including the uncontracted bulk leg corresponding to the logical qudit). Now, suppose one chooses that the only input leg is the logical qudit so there are five outgoing legs. This corresponds to the $[[5, 1, 3]]_2$ code encoding one logical qudit to five physical qudits. However if one considers two input legs, then one would have the stabilisers for the $[[4, 2, 2]]_2$ code. Thus, each encoding isometry corresponds to the number of logical qudits being encoded within each AME state.

Hence, by concatenating the AME states, one analogously contracts the perfect tensors building a tensor network. From the perfect tensor perspective, one is simply concatenating the isometries of each perfect tensor layer by layer. From the AME state point of view, one can see this is due to entanglement swapping between pairs of qudits, as this section has detailed. Clearly the product of isometries is simply an isometry itself. Hence the tensor network acts as a mapping from the logical qudits in the bulk to the physical qudits at the boundary. Similarly to the isometries for individual AME states, this isometry then corresponds to the encoding transformation of the holographic code.
4 The HaPPY Construction in higher dimensions

In section 3.1 we discussed how we can associate stabiliser generators to the \( \{5, 4\} \) tessellation of the spatial slices of AdS\(_3\). Then, one concatenates these AME states using EPR pairs building a tensor network (using perfect tensors) that acts as an exactly solvable toy model for AdS\(_3\)/CFT\(_2\). To extend this construction to higher dimensions we need to consider in turn the following steps of the construction:

1. **Tessellation:** Find a tessellation for the spatial slices of AdS\(_{d+1}\) to discretise the hyperbolic geometry.

2. **Associate qudits to the geometry:** One should place both the logical and physical qudits onto the tessellated hyperbolic geometry. It should be noted that in the case of AdS\(_3\), there are two possible choices for the physical qudits - either placed on the vertices or edges of the polygons. In HaPPY, one chooses to place them on edges in order to concatenate via EPR pairs. While there are more choices of cellulations as the dimension is increased (as can be visualised by the corresponding Hasse diagram), in order to maintain the concatenation principles in HaPPY, one should associate the logical qudit with the tessellated \( d \)-dimensional polytope itself and physical qudits with the \( d - 1 \) dimensional facet. For example, when considering the spatial slices of AdS\(_4\), one tessellates \( H^3 \) with three-dimensional polyhedra associating the logical qudit with the polyhedra and one physical qudit with each of its two-dimensional faces.

3. **Find the corresponding graph state:** Once the qudits have been associated to the geometry, one can build a graph state as explained in section 3.1. We will see that it is at this step that one is forced to drop one of the assumptions implicit in the two-dimensional HaPPY construction.

4. **Build the tensor network:** Provided the previous steps have been accomplished, one may straightforwardly build the tensor network using perfect tensors if AME states have been used.

In this section we explore whether and how this formulation generalises to higher dimensions and propose several possibilities of how to overcome potential obstructions. While we focus specifically on the HaPPY construction, analogous steps would need to be followed in generalising other approaches to holographic codes to higher dimensions and we will return to this point at the end of this section.

4.1 AdS\(_4\): Order-5 cubic honeycomb

A first step towards generalising the HaPPY approach to higher spacetime dimensions is the case of AdS\(_4\). We begin by considering spatial slices given by hyperbolic 3-spaces \( H^3 \); regular tessellations of \( H^3 \) were summarised in Table 1. The simplest option to visualise would clearly be the order-5 cubic honeycomb with Schläfli symbol \( \{4, 3, 5\} \) since the tessellated polyhedron is just the cube. We begin this section by trying to replicate the HaPPY approach of 4.1.1, before drawing the conclusion that the resultant graph state would not be AME. We then relax the assumption of preserving maximal discrete symmetry in 4.1.2 and force the graph state to be AME to provide an alternate construction.
4.1.1 Non-AME state

As noted in step 2 above, we can associate a single logical qudit to the centre of the cube and place physical qudits at each of the faces. To associate a graph state with this tessellation, it is natural to try to preserve maximal discrete symmetry as in the HaPPY approach. This means that if two faces are connected by an edge then the two physical qudits living on these faces should be considered as connected in the graph state. If faces are not connected by an edge, they are not connected. The logic of how the graph state is formed is illustrated diagrammatically in Figure 13. The graph drawn in three dimensions can then be compressed to two dimensions, as shown in Figure 14, so that it is in the standard representation of a graph state.

By construction, since any graph state is by definition a stabiliser state, then Figure 14 is a stabiliser state. Unfortunately, constructing the state in this way does not give rise to an AME state. This can be shown straightforwardly using the techniques explained in the previous section. We draw the graph state as before and choose the partition \( \{0, 3, 6\} \mid \{1, 2, 4, 5\} \) as indicated in Figure 15.

Following the approach described in the previous section, one then obtains

\[
A_0 \setminus \{0, 3, 6\} = (1, 1, 1, 1), \tag{4.1}
\]

\[
A_3 \setminus \{0, 3, 6\} = (1, 1, 1, 1), \tag{4.2}
\]

\[
A_6 \setminus \{0, 3, 6\} = (1, 1, 1, 1), \tag{4.3}
\]

but these are not linearly independent and hence this graph state is not AME. In fact, this was to be expected since it has been shown in the literature that no AME state exists for 7 qubits or more.

Figure 13. Qudits placed on a cube in \( H^3 \). Here, the one logical qudit associated to the cube is represented by being placed in its centre and the six physical qudits are placed on faces.

Figure 14. Resultant graph state for the cube, following the HaPPY approach, that preserves maximal discrete symmetry.
Figure 15. Bipartition of the graph state associated with the cube that preserves maximal discrete symmetry. Here the partition is chosen as $K = \{0, 3, 6\}$ and $L = \{1, 2, 4, 5\}$. The resultant equations are not linearly independent and thus this graph state is not AME.

This generic result indicates that extensions of the HaPPY construction to higher dimensions necessarily require a variation of the approach used in two dimensions.

The classifications of [22] show that one can have an AME state for 7 qudits or more for $D > 2$. This is possible since for $D > 2$ one can have multiple $Z$ operators between qudits. The immediate issue in exploiting such AME states for our purposes is the difficulty in maintaining maximal discrete symmetry. To maintain the discrete symmetry, if one uses multiple $Z$ operators between any pair of qudits, one has to do so everywhere. The immediate consequence of this is that none of these states can be AME since when considering $\lambda \in \{1, \ldots, D-1\}$ $Z$ operators between $D$-dimensional qudits,

\[
A_0 \{0, 3, 6\} = \lambda(1, 1, 1, 1),
\]
\[
A_3 \{0, 3, 6\} = \lambda(1, 1, 1, 1)
\]
\[
A_6 \{0, 3, 6\} = \lambda(1, 1, 1, 1)
\]

which can never be linearly independent of one another. This of course generalises for $n \geq 7$ qudits: since no 7 qubit or higher AME state can exist, no maximally symmetric construction can be formed such that the graph state is AME. Hence, in dimensions $d > 2$, one is either restricted to tessellations such that the $d$-dimensional polytope has $n < 7 \ (d-1)$-dimensional facets or one lifts one of the previous assumptions.

Since Figure 14 is not AME, there is now no longer a guarantee that it represents a quantum error correcting code. In order to check that this construction does indeed correspond to a graph code, we use the following theorem developed by Schlingemann and Werner [38]:

**SW-theorem:** Consider a set of input vertices $X$ and a set of output vertices $Y$. Then, given a finite abelian group $G$ and the weighted graph with adjacency (coincidence) matrix $\Xi$, a quantum error correcting code $v_\Xi$ is able to detect an error configuration $E \subset Y$ iff

\[
\Xi^I_{X \cup E} d^{X \cup E} = 0
\]

with $I = Y \setminus E$ implies

\[
d^X = 0, \quad \text{and} \quad \Xi^X_E d^E = 0.
\]
Here, we focus on the simplest case with local dimension $D = 2$. The input vertices $X$ refer to the single logical qubit in the centre of the polytope and the output vertices are the six physical qubits. The full $7 \times 7$ symmetric coincidence matrix $\Xi$ [39], that describes the connectivity of the entire graph, inclusive of both input and output vertices is given by:

$$
\Xi_{[6,1,2]} = \begin{bmatrix}
0 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 & 0
\end{bmatrix},
$$

(4.9)

and thus the $6 \times 6$ adjacency matrix $\Gamma$, describing the graph state of just the output vertices may be represented as

$$
\Gamma = \begin{bmatrix}
0 & 1 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & 1 & 0
\end{bmatrix}.
$$

(4.10)

We can then write down the stabiliser generators associated with the graph state of the output vertices given in Figure 14, following the techniques previously introduced. This gives

$$
S = \begin{bmatrix}
G_0 \\
G_1 \\
G_2 \\
G_3 \\
G_4 \\
G_5 \\
G_6
\end{bmatrix} = \begin{bmatrix}
X & Z & Z & Z & Z & Z \\
Z & X & Z & I & Z & Z \\
Z & Z & X & Z & Z & I \\
Z & Z & Z & X & Z & I \\
Z & I & Z & Z & X & Z \\
Z & Z & I & Z & Z & X
\end{bmatrix},
$$

(4.11)

Recall the following procedure to convert an $[[n,k,d]]$ code into an $[[n-1,k+1,d-1]]$ code: one performs standard matrix manipulations to obtain one stabiliser generator $G_X$ ending with $X$, one stabiliser generator $G_Z$ ending with $Z$ and $n-k$ generators ending with the identity $I$. Then by dropping $G_X$ and $G_Z$ and removing the final qubit, we will be left with a stabiliser code formed from the remaining $n-k-2$ generators. The resultant code has distance $d-1$ and thus encodes $(n-1)-(n-k-2) = k+1$ qubits. Hence by performing this analysis on the stabiliser generators for the $[[7,0]]$ state (4.11), we can show the stabiliser generators for the $[[6,1]]$ code are

$$
S = \begin{bmatrix}
G'_0 \\
G'_1 \\
G'_2 \\
G'_3 \\
G'_4
\end{bmatrix} = \begin{bmatrix}
X & I & I & X & I & I \\
I & X & I & I & X & I \\
I & I & X & I & I & X \\
Y & -Y & I & Z & Z & I \\
Y & I & -Y & Z & I & Z
\end{bmatrix},
$$

(4.12)

and the corresponding logical operators are given by $\bar{Z} = ZZZZZZ$, $\bar{X} = XZZIZZ$.

In order to see whether Figure 14 realises a one-error correcting code, with one input vertex and six output vertices, we apply error detection (correction) conditions given in the SW-theorem
to the \( \binom{9}{2} = 15 \) two-error correction configurations. These are denoted \( \mathcal{E}_j \) with \( j \in \{1, \ldots, 15\} \) and are defined as

\[
\mathcal{E}_1 = \{0, 1, 2\}, \quad \mathcal{E}_2 = \{0, 1, 3\}, \quad \mathcal{E}_3 = \{0, 1, 4\}, \quad \mathcal{E}_4 = \{0, 1, 5\}, \quad \mathcal{E}_5 = \{0, 1, 6\},
\]

\[
\mathcal{E}_6 = \{0, 2, 3\}, \quad \mathcal{E}_7 = \{0, 2, 4\}, \quad \mathcal{E}_8 = \{0, 2, 5\}, \quad \mathcal{E}_9 = \{0, 2, 6\}, \quad \mathcal{E}_{10} = \{0, 3, 4\},
\]

\[
\mathcal{E}_{11} = \{0, 3, 5\}, \quad \mathcal{E}_{12} = \{0, 3, 6\}, \quad \mathcal{E}_{13} = \{0, 4, 5\}, \quad \mathcal{E}_{14} = \{0, 4, 6\}, \quad \mathcal{E}_{15} = \{0, 5, 6\}.
\]  

(4.13)  

(4.14)  

(4.15)

For example, consider the error configuration \( \mathcal{E}_1 = \{0, 1, 2\} \). The resulting set of equations from (4.7) are given in Table 8.

| Vertex | Equation          |
|--------|-------------------|
| 3      | \( d_0 + d_1 + d_2 = 0 \) |
| 4      | \( d_0 + d_2 = 0 \)     |
| 5      | \( d_0 + d_1 = 0 \)     |
| 6      | \( d_0 + d_1 + d_2 = 0 \) |

Table 8. Set of equations for error configuration \( \mathcal{E}_1 \).

Solving this set of relations results in \( d_0 = d_1 = d_2 = d_3 = 0 \) and thus by the SW-theorem, the error configuration \( \mathcal{E}_1 \) is a detectable error configuration. Following this logic, one can repeat this analysis for the remaining possible error configurations. The result of this calculation is that there are three problematic error configurations: \( \mathcal{E}_3, \mathcal{E}_5 \) and \( \mathcal{E}_{12} \).

As in [35], a quantum code with stabiliser \( S \) will detect all errors \( \mathcal{E} \) that are either in \( S \) or anticommute with at least one element in \( S \) (i.e. \( \mathcal{E} \in S \cup (P_n - N(S)) \)). For each of the problematic error configurations, three error operators exist that do not anticommute with at least one element in \( S \), namely \( XX, YZ \) and \( ZY \). Consider the first set of these operators; \( X_1X_4, X_2X_5 \) and \( X_3X_6 \), where the subscript refers to which qubit an operator acts upon. Each of these three operators is clearly an element of the stabiliser, as can be trivially read off from (4.12). Since these error operators belong to the stabiliser of the code; \( X_1X_4, X_2X_5, X_3X_6 \in S \), they have no impact on the encoded state. However, the remaining six two-error operators,

\[
Y_1Z_4, \quad Z_1Y_4, \quad Y_2Z_5, \quad Z_2Y_5, \quad Y_3Z_6, \quad Z_3Y_6,
\]  

(4.16)

cannot be corrected for. Thus not all two-error configurations are either detectable or act trivially on the encoded state and so the graph state given in Figure 14 is a quantum error correcting code with distance \( d = 2 \), which we denote as \([6, 1, 2]_2\). Further evidence is provided by the Knill-Laflamme bound [40]

\[
n \geq 2(d - 1) + k,
\]  

(4.17)

which in this instance reduces to the statement that the code distance must satisfy \( d \leq 3 \). We also note that for any quantum stabiliser code with distance \( d \) that if \( S \) contains elements of weight less than \( d \), then it is a degenerate code. Since the minimum weight operator in \( S \) is a weight-2 operator (e.g. \( X_1X_4 \in S \)) and \( d = 2 \), the \([6, 1, 2]_2\) code presented here is non-degenerate.

The next step is to tessellate the full spatial slices of AdS_4 in the form of the order-5 cubic honeycomb, tessellating cubes by associating labels to each face and consistently gluing together them together. Since our code is not AME, we need to be careful to ensure that the concatenation is consistent. In [41], the authors create a consistent construction of the \{7, 4\} tessellation of the spatial slice of AdS_3 using block-perfect tensors. Essentially the tessellation is constructed in levels, with the first level being some central heptagon, the second level being all adjacent heptagons to
those in the first level and so on. We adapt this approach in the following construction of the concatenation of cells, so let us first describe how this works.

For every heptagon $h_L$ at level $L$, one assigns the set of labels $e_i$ with $i \in \{1, \ldots, 7\}$ to its edges. For every $i$, the labelled edge $e_i$ at level $L$ must then be glued to some other edge of a heptagon at level $L'$. In this instance, for each $i$, $L'$ must be either level $L - 1$ or $L + 1$ but it cannot be both simultaneously. Thus all edges labelled $e_i$ at level $L$ are glued to the same level $L'$.

As an example, look at level $L = 2$ in [41]. Each edge $e_6$ is glued to an edge in level 1 ($L - 1$). Similarly, edges $e_j$ with $j = \{1, 2, 3, 4, 5, 7\}$ at level $L = 2$ are always glued to an edge at level 3 ($L + 1$). A sketch depicting the levels in this example is shown in Figure 16.

Note, when one reaches level $L = 3$, one encounters an issue. There is an inconsistency of edges connecting to other levels. Some $L = 3$ heptagons are adjacent to two $L = 2$ heptagons and five $L = 4$ heptagons while others are only connected to one level $L = 2$ heptagons and six $L = 4$ heptagons. Fortunately, there is a simple fix for this. One simply treats the two cases to be distinct, as if they were there own levels (i.e. one could think of them as sub-levels $L = 3.A$ and $L = 3.B$), that collectively make up level $L = 3$. Due to the symmetry of tessellations with 4 edges meeting at each vertex ($q = 4$ in the Schl"afli symbol), as one increases the level, there will always be two sub-levels for each level $L$ from level $L = 3$ onwards.

The ideas behind this construction can be generalised to concatenate the non-AME code across the cubic honeycomb on $H^3$. The construction is however more subtle than the two-dimensional case above. In order to visualise the 3d tessellation, we note that the structure is analogous to that of the $\{4, 5\}$ tiling in $H^2$. We may proceed by labelling edges (corresponding to faces) and building the tessellation in levels as before. The result after three levels is shown in Figure 17.
The immediate issue arising is that one has inconsistencies, similar to that of the \{7,4\} tiling when level $L = 3$ is reached. However, these are now more intricate than before due to the difference in symmetries between the two tilings.

At $L = 3$, on one hand there are some polytopes where one edge will be glued to a polytope at level $L = 2$ and three edges will be glued to polytopes at level $L = 4$. On the other hand, there are some polytopes where one edge will be glued to level $L = 2$, one edge glued to another edge at level $L = 3$ and two edges that will be glued to a polytope at level $L = 4$. Hence, while one can choose one labelled edge to be glued to level $L = 2$ and two to be glued to level $L = 4$, one edge will sometimes be glued to level $L = 3$ and sometimes to level $L = 4$. Thus, one seems to have an inconsistent construction. Similarly, for the order-5 cubic honeycomb, one will analogous issues, where one face may be connected to level $L = 2$, and two faces to level $L = 4$ while one face will sometimes be glued to level $L = 3$ and sometimes to level $L = 4$.

The key issue arising is that one now has polytopes at level $L$ adjacent to other polytopes at level $L$. In the \{4,5\} tiling, this issue arises from the fact that the tessellation has an odd number of polytopes around each vertex (i.e. for Schl"afli symbol \{p,q\}, one has $q$ odd). Similarly, for the \{4,3,5\} tiling this originates from the odd number of polytopes around each edge (i.e. for Schl"afli symbol \{p,q,r\}, one has $r$ odd).

It is possible to resolve these subtleties and obtain consistent concatenations of codes between cells. By dividing levels into sub-levels and treating each as if it were its own level, as previously explained, consistent constructions can be obtained. Table 9 shows the required number of sub-levels at each level $L$ in order to maintain consistency, where we note that one sub-level simply means only the level $L$ itself.
| Level $L$ | Number of sub-levels |
|----------|---------------------|
| $L = 1$  | 1                   |
| $L = 2$  | 1                   |
| $L = 3$  | 2                   |
| $L = 4$  | 2                   |
| $L = 5$  | 3                   |
| $L \geq 6$ | 3               |

Table 9. Number of sub-levels required at each level $L$ in the $\{4, 3, 5\}$ order-5 cubic honeycomb to form a consistent construction.

If we are using a tessellation with an even structure ($q$ even in 2d or $r$ even in 3d), we can obtain a consistent construction using a similar approach to that in [41]. We illustrate this for the order-4 dodecahedral honeycomb tessellation of $H^3$ with Schl"afli symbol $\{5, 3, 4\}$ (noting here $r$ is even) in section 4.2.

4.1.2 AME state

Now let us turn to an alternative approach to associating codes to $H^3$ spatial slices of $\text{AdS}_4$. If one lifts the assumption that the cells preserve maximal discrete symmetry, then graph states that are AME can be obtained. For example, for the case where the cube is the polyhedron tessellated (such as the order-5 cubic honeycomb tessellation of $H^3$), one requires a graph state consisting of six physical qudits and a single central logical qudit. The graph state given in Figure 18 satisfies this requirement while also being absolutely maximally entangled. Here the unit of quantum information used is the qutrit ($D = 3$), allowing for up to two $Z$ operators between pairs of qutrits.

![Figure 18](image.png)

While this graph state does not possess maximal symmetry, since it is AME, many of the arguments presented in [1] will still hold for this graph state. Importantly, this means this graph state still corresponds to a perfect tensor, and so when concatenated into a full tensor network, the bulk can be reconstructed using operator pushing. Now, suppose this suggestion can be implemented, representing the connectivity of the 6 physical qutrits that sit on each of the cube’s faces and the single logical qutrit in its centre.

One can now try to consistently glue these cubes together when forming the full tessellation of $H^3$. For similar reasons to the logic presented in section 4.1.1, finding a consistent construction for the $\{4, 3, 5\}$ honeycomb is subtle due to there being an odd number of cubes around each edge (i.e., $r$ is odd). To begin this discussion, we will consider first the construction of the cubic honeycomb with Schl"afli symbol $\{4, 3, 4\}$ that tessellates Euclidean 3-space $\mathbb{R}^3$, depicted in Figure 19, noting...
for this tiling that \( r \) is even. To our knowledge this construction has not been presented in any existing literature, and it will prove useful when considering the order-4 dodecahedral honeycomb in section 4.2. This tessellation belongs to a family of hypercube honeycombs with Schl"afli symbols \( \{4, 3, \ldots, 3, 4\} \) and so the following arguments should extend straightforwardly to higher dimensions.

![Figure 19](image)

**Figure 19.** Visualisation of the cubic honeycomb with Schl"afli symbol \( \{4, 3, 4\} \) that tessellates \( \mathbb{R}^3 \).

When considering this tessellation, the first step is to find a representation of the graph state within the cube that preserves as much symmetry as possible. Clearly the logical qutrit (labelled ‘0’) is maximally connected to all other qutrits so it is omitted from the following discussion. One can produce a construction that preserves as much symmetry as possible in the following way:

![Figure 20](image)

**Figure 20.** Assignment of qutrits to preserve the most symmetry when embedding the AME(7,3) state into a cube.

1. Consider the cyclically ordered set of all faces \( \mathcal{F} = \{F_1, F_2, F_3, F_4, F_5, F_6\} \) and label a single vertex \( v_\alpha \) for some \( \alpha \in \{1, \ldots, 6\} \). Then label the adjacent faces \( F_{\alpha-1}, F_\alpha, F_{\alpha+1} \). For example, label a single vertex \( v_1 \) and then label the adjacent faces \( F_6, F_1, F_2 \).

2. By construction, there will now be another vertex where both \( F_\alpha \) and \( F_{\alpha+1} \) meet. This vertex must then be labelled \( v_{\alpha+1} \). There will also be one unlabelled face that is adjacent to both \( F_\alpha \) and \( F_{\alpha+1} \), which one labels \( F_{\alpha+2} \). In the previous example one can hence label \( v_2 \) and \( F_3 \).

3. This process can be repeated until all faces are labelled together with the 6 vertices \( v_1, \ldots, v_6 \). One can then place a single qutrit on each of these faces labelled \( Q_1, \ldots, Q_6 \) for faces \( F_1, \ldots, F_6 \) respectively. The resultant diagram representing the assignment of these qutrits is shown in Figure 20.
4. One can now connect qutrits $Q_1, \ldots, Q_6$ according to the graph state representation of the AME(7,3) state (Figure 18). The resulting graph state embedded in the cube is visualised in Figure 21.

![Figure 21](image1)

**Figure 21.** AME(7,3) graph state embedded on a cube $C$.

Now that we have a representation for the AME(7,3) state embedded on the cube, we can ask the question of how the qutrits living on the cube’s faces can be concatenated. Consider two cubes $C$ and $C'$, with qutrits $Q_1, \ldots, Q_6$ and $Q'_1, \ldots, Q'_6$ living on each of the cube’s faces respectively, assigned as depicted in Figure 21. We can concatenate $C$ and $C'$ by joining them facewise and since the graph states are AME, we can then maximally entangle the pair of qutrits (one from each face) using entanglement swapping as shown in section 3.5.

To maximise the symmetry of the resulting graph in the tessellation building $H^3$, one aims to consistently match pairs of qutrits. Qutrits can be categorised based on the weights of the incoming edges in the graph state, for example in Figure 21, qutrits $Q_1, Q_2, Q_5$ and $Q_6$ are associated to one weight-1 and one weight-2 operator, while qutrits $Q_3$ and $Q_4$ are associated with two weight-1 operators (in neither case including the one weight-1 operator connected with the logical qutrit).

The simplest way to match pairs based on this, is to match qutrits $Q_i$ and $Q'_i$, $i \in \{1, \ldots, 6\}$ when concatenating cubes $C$ and $C'$. However, in order to successfully accomplish this, it is trivial to see that one cannot simply match the two cubes faces together without performing some operation on cube $C'$ (e.g. rotating the cube about some central axis).

![Figure 22](image2)

**Figure 22.** Inversion of $C$ mapping to $C'$. 
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In order to preserve the internal structure of the graph state within the cube, one can attempt to choose a particular transformation mapping $C$ to $C'$ that exploits the innate symmetries of the cube. This transformation can be chosen to be an inversion, denoted $I : C \to C'$. Inversions in this context indicate mapping each vertex of the cube to the opposing vertex, and similarly with mapping each face to its opposing face, such that the centre of the cube lies at the origin.

This is implemented by considering two cubes such that, the first, $C$, has the structure shown in Figure 21 and the second, $C'$, is the inversion of $C$. This transformation can be visualised as shown in Figure 22. The left side represents the vertices of the original cube $C$, while the right side gives the cube’s inversion $C'$. Using the particular choice of the labelling of vertices in $C$, as indicated on the left hand side of Figure 22, one may define the inversion operator as

$$I : C \to C' := \{I(x_i) = x_{i+4} \mid \forall x_i \in C \}$$

(4.18)

given $x_i$ are the vertices of $C$, with $i \in \{1, \ldots, 8\}$ and such that the arithmetic is modulo 8 (i.e. the element $i + 4 \in \mathbb{Z}_8$). Clearly the faces bound by four vertices are also switched with their opposing face as a result. Written in terms of the permutations of vertices, the inversion can be expressed as;

$$I(C) = (x_1x_3)(x_2x_6)(x_3x_7)(x_4x_8).$$

(4.19)

Note that an inversion can be completed from the combination of a rotation by an angle of $180^\circ$ ($\pi$ rad) about an axis defined to pass through the centre of a face and the opposing face, together with a reflection in the plane perpendicular to that axis. For example, define a set of axes such that the z-axis passes through the centre of faces $F_3$ and $F_6$ in $C$, as shown on the left hand side of Figure 23.

![Figure 23. Rotation of vertices around the z-axis mapping C to C.](image)

We define the operator $R_{z\pi} : C \to \tilde{C}$ as the rotation of each vertex in $C$, about the $z$-axis by $\pi$ radians. Applying the rotation $R_{z\pi}$ to the cube $C$ corresponds to the following permutations of vertices;

$$R_{z\pi}(C) = (x_1x_3)(x_2x_4)(x_5x_7)(x_6x_8),$$

(4.20)

mapping $C$ to $\tilde{C}$. This mapping can be seen in Figure 23.

We can subsequently apply the reflection through the plane $z = 0$, denoted by $\gamma_z$, to the new cube $\tilde{C}$, with permutations

$$\gamma_z(\tilde{C}) = (x_1x_7)(x_2x_8)(x_3x_5)(x_4x_6),$$

(4.21)

as shown in Figure 24. This results in the cube $C'$, thus showing this set of transformations is equivalent to the inversion shown in Figure 22.
We should note that performing an inversion on a cube does not change the structure of the graph state within $C$, but simply provides a ‘mirror’ of it. Since faces of $C$ and $C'$ are opposite by construction, when building a tessellation and thus concatenating states, one may join $C$ and $C'$ in any direction. For example, in $C$, $F_4$ is on the ‘right’ face whereas in $C'$, $F_4$ is on the ‘left’ face (as indicated in Figure 22). Thus these can be joined, concatenating qubits $Q_4$ in $C$ and $Q'_4$ in $C'$.

We could do this with each face of cube $C$. This central cube would thus be joined to six cubes at its faces such that each of these adjacent cubes are the inversions of $C$, given by $C'$. However, one could also provide a construction so each cube $C'$ may be attached to six cubes such that all of the adjacent cubes are given by $C$. Since applying the inversion operator twice results in the identity $I^2 = e$, and hence $I(C') = I^2(C) = C$, these two constructions are the same and can be consistently built.

Thus one can tessellate the entirety of $\mathbb{R}^3$ with cubes $C$ and $C'$ such that qubits $Q_i$ are only ever concatenated with qubits $Q'_i$ and $C'$ is the inversion of $C$. This construction may be thought of as a 3-dimensional checkerboard where one draws all cubes $C$ to be white cubes and all cubes $C'$ to be grey cubes, in turn filling $H^3$, as depicted in Figure 25. Clearly, this construction has no preferred direction and while not maximising symmetry on a single polytope (which is achieved by the construction in Figure 13), there is a clear structure with remarkably high symmetry, when considering the full three-dimensional space.

Now let us return to the cubic tessellation of $H^3$. In $H^3$ five cubes meet at each edge and accordingly the construction described above does not work and one cannot consistently concatenate the AME codes associated with each cube in hyperbolic space. It is possible that a similar construction may exist however it is extremely non-trivial, thus one presents the simpler case of the $\{5,3,4\}$ honeycomb in the following section.
4.2 AdS\(_4\): Other regular tessellations

Turning to the other regular tessellations of \(H^3\) (the icosahedral honeycomb \(\{3, 5, 3\}\), the order-4 dodecahedral honeycomb \(\{5, 3, 4\}\) and the order-5 dodecahedral honeycomb \(\{5, 3, 5\}\)), the main conclusions are unchanged: one cannot realise AME states with qubits. The polytope tessellated in the icosahedral honeycomb is the icosahedron \(\{3, 5\}\) and both other cases are constructed from the dodecahedron \(\{5, 3\}\). Just as for the cubic case one can construct two types of graph states corresponding to each polytope.

Interestingly, in this construction, the graph state is a graph corresponding to the connectivity of the faces of the polytope. However, when representing Platonic solids as graphs, one usually considers the graph corresponding to the connectivity of the vertices and this is how many graphs have been stated in the literature. Hence, when sketching a graph state for a polytope \(p\), one can effectively think of drawing the graph \(G\) for the dual polytope \(\hat{p}\), corresponding to the connectivity of the vertices.

![Figure 26](image1.png)

**Figure 26.** Graph state preserving maximal discrete symmetry for regular, uniform tessellations of \(H^3\) consisting of dodecahedrons, commonly referred to as an ‘icosahedral graph’ in the mathematics literature.

![Figure 27](image2.png)

**Figure 27.** Graph state preserving maximal discrete symmetry for regular, uniform tessellations of \(H^3\) consisting of icosahedrons, commonly referred to as a ‘dodecahedral graph’ in the mathematics literature.
For example, drawing the graph state for the icosahedron, gives rise to the graph that is often named the ‘dodecahedral’ graph. Similarly, the graph state for the dodecahedron corresponds to what is commonly referred to as the ‘icosahedral’ graph. Note that for the cube this issue was not discussed since the cube’s dual is simply the cube itself. The two graph states corresponding to tessellations of $H^3$ consisting of dodecahedrons and icosahedrons which preserve maximal discrete symmetry are depicted in Figure 26 and Figure 27 respectively.

As for the previous discussion for the order-5 cubic honeycomb using a cubic tessellation, since one cannot have graph states with $n \geq 7$ qudits that is both AME and preserves maximal discrete symmetry, we must choose to relax one or both of these assumptions. In this section, we present both a construction using non-AME graph states that preserves maximal discrete symmetry and a construction using AME states that eases the restriction on maximal discrete symmetry.

### 4.2.1 Order-4 dodecahedral honeycomb non-AME state

Similarly to the order-5 cubic honeycomb, we first try to build a maximally symmetric model for the order-4 dodecahedral honeycomb. We begin by embedding the graph state (Figure 26) into a single dodecahedron. Here, each of the qudits is placed such that one lives on each face of the dodecahedron with a singular logical qudit represented in the centre of the dodecahedron. Thus, edges connecting qudits in the graph state correspond to two faces being adjacent.

Since we already know this graph state cannot be AME, we do not need to explicitly check this. However, it is required to check that this graph does in fact represent a quantum error correcting code. Here we choose the local dimension to be $D = 2$ for simplicity to demonstrate that the graph is a code. The resulting stabiliser matrix for the graph state in Figure 26 can therefore be expressed as

\[
S_{13} = \begin{pmatrix}
X Z Z Z Z Z Z Z Z Z Z Z Z \\
Z X Z I Z I I I Z I Z \\
Z Z X Z Z I I I I I Z Z \\
Z I Z X Z Z I I I I I Z I \\
Z Z Z Z X Z Z I I I I I I \\
Z Z I I Z X Z I Z Z I I I \\
Z I I I Z Z Z X Z Z I I I \\
Z I I Z Z I I Z X Z Z Z Z \\
Z I I I I I I Z Z X Z I I I \\
Z I I Z Z I I Z Z Z X Z I \\
Z I I I I Z Z Z Z X Z Z I \\
Z Z Z Z Z Z Z I Z Z Z X \\
Z I Z Z Z Z I I Z Z Z X \\
Z Z Z Z Z Z Z Z Z X \\
Z Z Z Z Z Z Z Z Z Z
\end{pmatrix}
\] (4.22)

We can then repeat the analysis used for the maximally symmetric graph state for a cube (Figure 14) however this time using the dodecahedron graph state (Figure 26). We note that it is easier to use the restated version of the SW-theorem presented in [42]:

**Restated SW-theorem:** Consider a set of input vertices $X$ and a set of output vertices $Y$. Then, given a finite abelian group $G$ and the weighted graph with adjacency (coincidence) matrix $\Xi$, a quantum error correcting code $v_{\Xi}$ is able to detect an error configuration $E \subset Y$ iff given

\[
d^X = 0, \quad \text{and} \quad \Xi^X d^E = 0
\] (4.23)

then

\[
\Xi_{X \cup E} d^{X \cup E} = 0 \Rightarrow d^{X \cup E} = 0, \quad \text{with} \quad I = Y \setminus E.
\] (4.24)
We need to apply this theorem to the \((\binom{12}{2}) = 66\) possible two-error configurations. Here we omit the full details of this lengthy calculation but after performing this analysis it turns out that the graph state shown in Figure 26 is indeed a valid quantum error correcting code. While further analysis detailing some of the properties of this code would be very interesting, we do not deeply investigate them here as it is sufficient for our construction to show that one is indeed working with a quantum error correcting code.

We now construct the tessellation of the spatial slices of AdS\(_4\) in the form of the order-4 dodecahedral honeycomb by using a consistent method to tessellate the dodecahedrons together, associating labels to each face and gluing them together. For simplicity, we present the arguments for the two-dimensional analogue of the order-4 dodecahedral tessellation, which corresponds to the familiar pentagonal tiling of H\(_2\), with Schl{"a}fli symbol \(\{5, 4\}\).

We may then simply use the method presented in section 4.1.1, where one associates a distinct set of labels \(e_i\) to each pentagon (where now \(i \in \{1, \ldots, 5\}\)) at level \(L\) and glues pentagons by edges accordingly to level \(L'\). The relevant diagram showing the \(\{5, 4\}\) tessellation and subsequent levels beginning from some central pentagon at level \(L = 1\) is shown in Figure 28.

![Figure 28. \(\{5, 4\}\) tessellation of hyperbolic plane H\(_2\). We show subsequent levels beginning from some central polytope defined to be at level \(L = 1\) and adding a level for each polytope adjacent to a polytope at the previous level.](image)

Similarly to the \(\{7, 4\}\) tessellation of H\(_2\), we must divide levels into sub-levels from level \(L = 3\) onwards for the \(\{5, 4\}\) tessellation. However, as explained in section 4.1.1, since we are now working with a case in which \(q = 4\), there are only two sub-levels for all levels \(L > 3\). Hence, one can continuously build this consistent tessellation for any number of discrete levels approaching the spatial boundary of the spacetime.
The construction works in the exact same manner for the full three-dimensional order-4 dodecahedral honeycomb although it is more difficult to visualise. Here, polytopes are matched face-wise rather than edge-wise but otherwise the construction trivially generalises. The important feature is that one now has Schläfli symbol \(\{5, 3, 4\}\) and thus there are four dodecahedra around each edge (since \(r = 4\)), analogous to the four pentagons around each edge in the \(\{5, 4\}\) tessellation. Therefore, one will similarly have only two sub-levels for all levels \(L > 3\).

### 4.2.2 Order-4 dodecahedral honeycomb AME state

When discussing the order-5 cubic honeycomb in section 4.1.2, we began by considering the graph state corresponding to the 7 qutrit AME state denoted AME(7,3). If we wish to begin with an analogous construction for the order-4 dodecahedral honeycomb, we require a 13 qudit AME state since a dodecahedron possesses 12 faces, on each of which one of these qudits lives, with one qudit associated with the dodecahedron itself.

Clearly the AME(13,2) state does not exist [22] due to the theorems we have previously mentioned. It turns out that in local dimension \(D = 3\), no AME state containing 13 parties exists [43] (i.e. AME(13,3) does not exist) due to constraints imposed by the so-called shadow inequalities. In fact, there is very little literature about the existence of any AME(13,D) state. The AME(13,7) and AME(13,8) states are thought to exist due to arguments presented in [44] (e.g. the existence of the \([14,0,8]_7\) QMDS code), though little is known about their properties.

Since not much is known about AME(13,D) states, to our knowledge no corresponding graph states have been produced in the literature. However, one would expect that some states do exist provided the AME state is a stabiliser state. In what follows, we assume that for a certain local dimension \(D\) there does exist a stabiliser state AME(13,D) and that one can draw a corresponding graph state.

The advantage of tessellating \(H^3\) using the order-4 dodecahedral honeycomb over the order-5 cubic honeycomb is that when considering their Schläfli symbols \(\{p, q, r\}\), the order-4 dodecahedral honeycomb has \(r\) even, while the order-5 cubic honeycomb has \(r\) odd. Further, since \(r = 4\), one can draw many parallels with the order-4 cubic honeycomb that tessellates \(R^3\). Recall the procedure we used for this Euclidean tessellation. We began by attempting to maximise the symmetry of the embedded graph state within the polytope (cube). Then we explicitly defined an inversion mapping \(I\) as a product of a rotation \(R_{z\pi}\) and a reflection \(\gamma_z\), such that it possessed the property \(I^2 = e\), where \(e\) is the identity. We then had two possible cubes, \(C\) and its inversion \(C'\). When tessellating \(R^3\), each face of \(C\) associated with a qutrit \(Q_i\) would be glued to a face of \(C'\) associated with a qutrit \(Q'_i\) and vice versa (see Figure 25).

In order to produce a similar construction for the order-5 dodecahedral honeycomb, we would begin as for the order-4 cubic honeycomb in \(R^3\) case by attempting to maximise the symmetry of the embedded graph state within the polytope. Since dodecahedrons have a more complex structure than cubes, it is likely this would be less straightforward. One would then define an inversion for the dodecahedron analogous to that of the cube consisting of rotations and reflections, so that after the inversion, all faces and vertices are ‘opposite’ to those in the original dodecahedron. One would once again then have two types of polytope, the original and it’s inversion. One can think of this tessellation therefore to be alternating between black dodecahedra and white dodecahedra. Since visualising this tessellation in hyperbolic geometry is challenging, we present its analogous counterpart in Figure 29, alternating between black and white pentagons forming a checkerboard in \(H^2\).
Figure 29. Checkerboard of the \{5, 4\} tessellation of $H^2$, analogous to the checkerboard construction of the order-4 dodecahedral honeycomb in $H^3$.

4.3 AdS$_5$ and higher dimensions

One may wonder whether the obstructions encountered in applying the HaPPY construction to AdS$_4$ apply generically in higher dimensions. It is straightforward to show that they indeed do, exemplifying the discussion with AdS$_5$. Spatial slices of AdS$_5$ correspond to the hyperbolic 4-space $H^4$ and its possible regular uniform tessellations are given by the Schlafli symbols given in (2.13). Since four dimensional objects are hard to visualise, it is useful to introduce the configuration matrix $C$, an object that stores all of the relevant information about a polytope within a single matrix.

**Definition:** For any regular $n$-dimensional polytope consisting of $N_i$ $i$-faces with $0 \leq i < n$, one can write its configuration matrix such that for each $i$-face element $N_i$, the number of $j$-faces incident is denoted $N_{ij}$, where $i \neq j$. Trivially,

$$N_i N_{ij} = N_j N_{ji}. \quad (4.25)$$

One can construct a matrix from these configurational numbers with $N_i = N_{ii}$ as the diagonal elements and $N_{ij}$ as the non-diagonal elements;

$$
\begin{bmatrix}
N_{0,0} & N_{0,1} & N_{0,2} & \cdots & N_{0,n-1} \\
N_{1,0} & N_{1,1} & N_{1,2} & \cdots & N_{1,n-1} \\
: & : & : & \ddots & : \\
N_{n-1,0} & N_{n-1,1} & N_{n-1,2} & \cdots & N_{n-1,n-1}
\end{bmatrix}.
\quad (4.26)
$$

From (2.13), we note that the first possible hyperbolic tessellation of $H^4$ is the order-5 5-cell honeycomb with Schlafli symbol \{3, 3, 3, 5\}. The convex, regular 4-dimensional polytope associated with this tessellation is the 5-cell (also referred to as the 4-simplex), with Schlafli symbol \{3, 3, 3\} and it is bounded by five regular tetrahedra. Hence, provided one follows the HaPPY approach, for each 5-cell there will be five physical qudits (one for each tetrahedra) and one logical qudit associated with the 5-cell, represented by being placed in it’s centre.

In order to draw the maximal discrete symmetry-preserving graph state, we need to know which tetrahedra are connected via faces to one another. In this instance we can show each tetrahedron
is connected to four other tetrahedra - one for each of its faces. The configuration matrix is rather useful to summarise all of this information

$$C_5 = \begin{bmatrix} 5 & 4 & 6 & 4 \\ 2 & 10 & 3 & 3 \\ 3 & 3 & 10 & 2 \\ 4 & 6 & 4 & 5 \end{bmatrix}. \quad (4.27)$$

The diagonal shows that the 5-cell has a total of 5 vertices, 10 edges, 10 faces and 5 cells. Importantly, the element in the fourth row and third column indicates that each cell has 4 faces showing these are comprised of tetrahedra. Since each physical qudit lives on its own tetrahedron, each physical qudit must therefore be connected to 4 other physical qudits in the graph state. However, since there are only 5 physical qudits in the system, the graph state must be maximally connected, as shown in Figure 30, also imposing the central logical qudit is connected to each physical qudit.

![Graph state preserving maximal discrete symmetry for regular, uniform tessellations of $H^4$ consisting of 5-cells, a 4-dimensional polytope bounded by five tetrahedra.](image)

Trivially, since this graph is maximally connected, then for any bipartition, one cannot obtain linearly independent vectors when performing the standard check and so this state is not AME. This result can similarly be obtained using the fact that Figure 30 is not locally Clifford equivalent to the AME(6,2) state. Hence as before one must either ease the maximal discrete symmetry assumption allowing one to work with an AME state (where, in this case one could use the AME(6,2) state) or alternatively, one can work with states that are not AME but preserve maximal discrete symmetry.

Other possible regular compact tessellations of $H^4$ are given in (2.13), but these can be reduced to considering the tessellations of the 120-cell (120-cell honeycomb $\{5,3,3,3\}$, order-4 120-cell honeycomb $\{5,3,3,4\}$ and order-5 120-cell honeycomb $\{5,3,3,5\}$) and that of the tesseract/four-dimensional hypercube (order-5 tesseractic honeycomb $\{4,3,3,5\}$). The 120-cell has Schl"afli symbol $\{5,3,3\}$ and configuration matrix $C_{120}$ while the tesseract has Schl"afli symbol $\{4,3,3\}$ and configuration matrix $C_8$ where

$$C_{120} = \begin{bmatrix} 600 & 4 & 6 & 4 \\ 2 & 1200 & 3 & 3 \\ 5 & 5 & 720 & 2 \\ 20 & 30 & 12 & 120 \end{bmatrix}, \quad C_8 = \begin{bmatrix} 16 & 4 & 6 & 4 \\ 2 & 32 & 3 & 3 \\ 4 & 4 & 24 & 2 \\ 8 & 12 & 6 & 8 \end{bmatrix}. \quad (4.28)$$
Following the previous arguments, since both of these polytopes would provide \( n > 7 \) physical qudits (120 for the 120-cell and 8 for the tesseract), neither polytope can be used to create an AME graph state that also preserves maximal discrete symmetry. For completeness, Figure 31 is the corresponding maximally symmetric graph state for the tesseract. We do not show the graph state for the 120-cell since it is very complex and does not add anything new to the discussion.

![Graph state preserving maximal discrete symmetry for regular, uniform tessellations of \( H^4 \) consisting of tesseracts, a 4-dimensional polytope bounded by eight cubes.](image)

Since there are no compact, regular tessellations of \( H^5 \) or higher dimensional space, these constructions cannot be explored using the construction that has been presented. Hence, if one wanted to consider AdS\(_6\) or higher dimensions using a HaPPY type approach, then spatial slices would need to be discretised in a different manner. One could consider paracompact, regular tilings for \( H^5 \) but none of these exist for hyperbolic spaces of dimension 6 or higher. In order to be able to extend to general \((d + 1)\)-dimensional spacetime AdS\(_{d+1}\), it seems that one would need to consider non-compact regular tessellations of the spatial slices \( H^d \) or use a qualitatively different approach based on irregular tessellations. We will return to this point in the following subsection as well as in section 6.

### 4.4 Summary

In this section we have shown that the HaPPY construction can be generalised to uniform regular tessellations of hyperbolic space in higher dimensions, but with important differences relative to two dimensions. Firstly, one either needs to relax the assumption of maximal discrete symmetry of the graph within the cell to get an AME code, or one needs to work with non AME states, with corresponding subtleties in concatenating cells. Secondly, only a sparse number of such codes can exist in \( d > 2 \), due to the limited number of uniform regular tessellations.

In previous literature it has been noted that the perfect tensor/absolutely maximally entangled properties are constraining and various alternatives have been proposed in the context of two spatial dimensions. One class of approaches is based around relaxing the perfect tensor condition, for example to block perfect tensors as in [41, 45]. A block perfect tensor is one which is isometric for partitions into adjacent sets of indices and with this approach one can associate codes to 2d hyperbolic tilings that are not compatible with perfect tensors. There are many other approaches that are similarly related to generalisation to different types of tensors \([6, 7]\). These constructions are very much analogous in spirit to the non-AME constructions above.
In two dimensions, more complicated generalizations of HaPPY have been considered. For example, one can consider hyperbolic tilings that are not regular but alternate different polygons \[13, 14\]; these can represent Bacon-Shor type codes which include gauge degrees of freedom. Generalizing this approach to higher dimensions would be interesting and would rely on classifications of hyperbolic tessellations involving more than one type of polytope. For example, one could envisage using rectified honeycombs, which alternate different polytopes, as well as runcinated honeycombs which alternate polytopes and have irregular vertex figures. In higher dimensions where no compact regular tessellations exist one would need to use semi-regular honeycombs as a basis for constructing codes.

Other generalizations of HaPPY include adding degrees of freedom on a tensor network connected to copies of HaPPY by an isometry, to give models for bulk gauge fields and gravitons \[46\]. Clearly for this construction to be lifted to higher dimensions one would need to first develop an AME code before connecting this code to an auxiliary tensor network.
5 CSS stabilizer codes and tessellations

In this section we will consider a qualitatively different class of quantum error correcting codes that can be associated with hyperbolic tessellations. This class of codes has the advantage that the generalisation from two to higher dimensions is straightforward as the structure of the code follows directly from the properties of the tessellation. We will compare and contrast this construction to the AME/perfect tensor approach used in the previous section.

The codes discussed in this section are CSS codes, a specific class of stabilizer codes, the best known example of which is perhaps the Steane seven qubit code that is reviewed in the appendix A. As in earlier sections, the basic principle of stabilizer codes is to encode $k$ logical qubits in $n$ physical qubits $^{1}$ using a code space that is the eigenspace of a set of commuting stabilizers [35]. To make the link with tessellations and cellulations the relevant feature of a CSS code is that the parity check matrix, which characterises the error upon corruption of the message, can be expressed in terms of $\frac{1}{2}(n - k)$ generators that consist of (only) $X$ operations on qubits and $\frac{1}{2}(n - k)$ generators that consist of (only) $Z$ operations on qubits. For example, we can express one of the three $X$ (only) generators on the Steane seven qubit code as $X_1X_5X_6X_7$ where the subscripts denote the physical qubits on which the operators act. The remaining five independent generators are given in (A.13).

![Tanner graph for the [[7,1,3]] Steane code. This graph is tripartite with the middle row of nodes representing the physical qubits and the top and bottom rows representing Z stabiliser checks and X stabiliser checks respectively.](image)

The Tanner graph for a CSS code provides a visualisation for the parity check matrix. The middle row of a Tanner graph shows the physical qubits as nodes. Stabilizer checks are shown as boxes in the top (Z) and bottom (X) row, with there being an edge between the stabilizer and a qubit if the operator acts on that qubit. Tanner graphs are tripartite, with the partitions being the qubits, the X-checks and the Z-checks. From the check matrix for the Steane code given in (A.13) we can draw the associated Tanner graph, shown in Figure 32.

The main fact that we will use in this section is that any three layer Hasse diagram for a cellulation may be reinterpreted in terms of a Tanner graph for a CSS code. In the case of the tetrahedron shown in Figure 3, the top row of faces represents the Z checks; the middle row of edges represents the physical qubits and the bottom row of vertices represents the X checks. However, one needs to take into account that not all of the checks are linearly independent. For example, the four Z checks are:

$$Z_1Z_2Z_3 \quad Z_1Z_4Z_5 \quad Z_2Z_5Z_6 \quad Z_3Z_4Z_6,$$

where as above we use subscripts to denote the qubit on which the check acts. Clearly the product first three gives the fourth, and therefore only three of the Z checks are linearly independent.

$^{1}$From here onwards we restrict to qubits, although the constructions can straightforwardly be extended to qudits.
Similarly, only three out of four of the X checks are linearly independent. Accordingly this code is trivial, as the number of checks is equal to the number of physical qubits, and therefore no logical information can be encoded.

However, even though the code associated with the individual cell encodes no logical qubits, a cellulation constructed from tetrahedrons may encode logical qubits, as explained below. In other words, this approach to constructing codes thus relies inherently on the global properties of the tessellation, rather than on the properties of the individual cells, as the codes in the previous section did.

To exemplify cellulations associated with non-trivial codes, let us consider the case of \( \{ r, s \} \) regular tessellations of the hyperbolic plane. We can identify \( \{ r, s \} \) tessellations with CSS codes as follows, see [47]. Each stabilizer X check corresponds to a vertex of the tessellation, acting on all edges incident to the vertex, so has weight \( s \). Each stabilizer Z check corresponds to a face of the tessellation, acting on all associated edges, so has weight \( r \). Starting from a single \( r \)-gon, one can reflect in its edges to generate further \( r \)-gons, and then keep repeating the process. The polygons of each iteration are labelled by their level, starting from the original polygon (level 1) and continuing to level \( k \). This process clearly generates a tessellation with a boundary.

However, the code associated with such a tessellation encodes no qubits. Associated with each vertex is an X check, but there is one linear dependency between these checks, so the total number is \( V - 1 \), with \( V \) the number of vertices. Associated with each face is a Z check and these are linearly independent, so the total number is \( F \), with \( F \) the number of faces. The graph is planar and therefore the standard relationship between edges \( E \), \( F \) and \( V \) holds:

\[
E = V - 1 + F.
\]  

(5.2)

The number of edges is identified with the number of physical qubits, and therefore the total number of physical qubits is equal to the total number of stabilizers, so the code is trivial. More generally, the properties of a code are determined by homology, see Appendix A.4. The number of encoded qubits is zero since the first homology class is trivial.

To obtain non-trivial codes one clearly needs constructions with non-trivial first homology class. There are several distinct approaches to obtaining non-trivial codes in two dimensions and there is considerable literature on the subject. One approach to consider codes associated with closed two-dimensional surfaces; the homology of a closed surface is generically non-trivial, and can be understood in terms of the identifications made to close the surface. A second approach was initiated in [47], which gave a systematic procedure for removing certain X and Z checks at the boundary of an open surface so that the code encodes \((k - 1)\) qubits; we will discuss this further below. Adding holes and defects in the interior also gives non-trivial homological codes [48].

One of the main topics of exploration is how to maximise the distance of the code, for a given ratio of logical to physical qubits \((k/n)\), see for example [49–51]. While much of the focus has been on planar and toric codes, recent literature has also explored codes associated with hyperbolic surfaces, see for example [52] which in particular studies codes associated with closed hyperbolic surfaces i.e. quotients \( H^2/\Gamma \). Here it is assumed that the symmetry group \( \Gamma \) has no fixed points although it could be interesting to generalise these constructions to quotients associated with the spatial sections of wormholes [53, 54].

Much of the literature has focused on codes associated with tessellations of two-dimensional manifolds. However, the procedure for associating a code with a cellulation works in any dimension. For physical applications, one clearly needs to be able to implement the code in a system with
three spatial dimensions but various properties of higher dimensional codes have nevertheless been explored in the literature, see [52, 55–62]. For example, codes associated with tori have been constructed not just for three dimensional tori, but also four dimensional tori [55]. To make contact with holography, we will again focus on codes associated with hyperbolic space and these have been studied in a number of recent works [52, 60–62].

In a three-dimensional cellulation one identifies qubits with faces (2-cells), and stabilizer checks with edges (1-cells) and 3-cells. The interpretation of the vertices is that their connections with the edges define linear codes acting on the X-checks. By contrast there is no such linear code acting on the Z checks, and Z checks are linearly independent.

A toy example of a 3d code is illustrated in Figure 33. The top row shows the Z stabilizers, the second row shows the qubits and the third row shows the X stabilizers. The bottom row is associated with the vertices, and shows the action of the linear code on the X checks. Note that this is a toy example, as in realistic 3d cellulations there would be many more nodes, and many more connections between nodes: the graph captures all cells within the cellulation and the code properties relate to the global structure of the cellulation.

![Tanner graph for toy example of a 3d code.](image)

For four dimensional cellulations, codes have been constructed by again identifying qubits with faces, and stabilizers with edges and 3-cells. In four dimensions there are linear codes acting on both the X checks and the Z checks, associated with the vertices and 4-cells, respectively. The Tanner graph in this case would have one additional row relative to Figure 33, above the Z checks, capturing the action of the linear code on these stabilizers. While in principle the construction of codes could be extended to arbitrary dimensions, there does not appear to be previous literature discussing codes in dimensions higher than four.

Most of the four-dimensional hyperbolic codes discussed in the literature are associated with closed manifolds. Properties of codes associated with tessellations of closed 4d hyperbolic manifolds were explored in [58]. Geometric arguments were used to show that such codes would have constant rate \((k/n \text{ constant})\) while the distance scales as \(n^\epsilon\) with \(0 < \epsilon < 0.3\). Explicit examples of codes associated with closed 4d hyperbolic cellulations have been constructed recently in [52, 60–62]. These are based on the local regular \(H^4\) cellulations (2.13), identifying 3-cells to give a closed manifold. A well-known example of such a closed 4d hyperbolic manifold is the Davis manifold, obtained by identifying boundary dodecahedra in the \(\{5,3,3,5\}\) (120-cell) tessellation. The properties of the associated code can be determined from homology, see appendix A.4, and the homology of the David manifold was derived in [63]. The examples of closed 4d hyperbolic codes given in [52, 60–62] are based on analogous constructions.
5.1 CSS codes for the hyperbolic plane

In this section we will describe the explicit construction of non-trivial CSS codes associated with hyperbolic planes with boundary. From the discussions above, the code associated with a hyperbolic tessellation generated by iterative reflections of a cell is trivial, due to the trivial homology. For holographic applications the most natural way to generate a non-trivial code is following a construction analogous to that of [47], i.e. modifying the qubits and checks at the boundary. We first review the two-dimensional construction of [47] and then explain how this approach can be generalised to higher dimensions. We will illustrate the two-dimensional construction with hyperbolic tessellations following the discussions in [52].

For an \( \{r, s\} \) tessellation our starting graph is obtained by iterative reflection of polygons, beginning from a single \( r \)-gon. The starting graph encodes no qubits and all of the boundaries are smooth boundaries: the edges of the polygons, at which a string of X-errors can start and end. The reason why X-errors can start and end on smooth boundaries is because the X stabilisers act on all qubits on edges adjacent to vertices; the weights of the X checks at the boundary are two or \( s \) (for even \( s \)) or \( (s - 1) \) (for odd \( s \)) while in the interior the X checks have weight \( s \).

Suppose the starting graph is generated by \( k \) reflections of the original cell. The boundary then consists of the edges that the level \( k \) polygons would be reflected in to generate the graph of \( (k + 1) \) reflections. The idea is to divide this boundary into \( 2k \) equally sized regions. Half of these are smooth boundaries while the other half are so-called rough boundaries at which Z-errors can start or end.

The process for creating a rough boundary used in [47, 52] is:

- Remove all boundary X-checks of weight two that have two edges within the boundary region considered.
- Remove all qubits on which only a single Z-check acts.
- Add certain weight two ZZ checks to the stabilizer (which ensures that Z-errors can only run between rough regions).

![Figure 34](image-url)  
**Figure 34.** Example with eight boundary segments. Logical string operators running between rough and smooth boundaries, respectively, are shown.
With such a construction the code can encode \((k - 1)\) logical qubits \([47]\). Note that one can interpret the smooth and rough boundaries in terms of the lattice and its dual, see discussions in \([47, 52]\). Here the logical \(\bar{Z}_i\) operators run from the \(i\)th to the \((i + 1)\)th rough boundary with \(i = 1, \ldots, (k - 1)\). Similarly the logical \(\bar{X}_i\) operators run from the \(i\)th to the \((i + 1)\)th smooth boundary. (The definition of logical operators for stabiliser codes is reviewed in the Appendix.) An example with eight boundary segments is illustrated in Figure 34.

While the details of the construction can be adjusted e.g. to remove boundary X-checks of higher weight within the rough regions, the number of logical qubits was argued in \([47]\) to be optimised at around \(k\) for a tessellation based on \(k\) symmetry operations acting on an initial cell. Conceptually this limit follows from demanding that the distance between rough regions is minimised by going through the bulk, rather than along the boundary. If the rough regions can be connected via a shorter distance along the boundary, there are no logical qubits encoded, and this leads to the optimal division of the boundary into around \(2^k\) (equal sized) regions.

5.2 CSS codes for hyperbolic manifolds in \(d > 2\)

Here we outline the construction of CSS codes for higher dimensional hyperbolic manifolds, emphasising the differences relative to two dimensions. In two dimensions the boundary of the starting graph generated by \(k\) reflections of the original cell is topologically a circle, and the boundary is tessellated by segments. The construction above is based on alternating rough and smooth segments.

Now let us consider three dimensional hyperbolic space as the simplest prototype for higher dimensions. Our starting configuration is obtained by iteratively reflecting polyhedra beginning from a single cell. This starting configuration as above encodes no qubits: the boundary is topologically a sphere and using the homology as described in Appendix A.4 one can show that no logical qubits are encoded.

While the CSS code approach does not inherently rely on uniformity or regularity, let us first consider the case of uniform regular tessellations of hyperbolic space. The two dimensional boundary of the starting configuration will by construction be a regular monogonal tessellation i.e. all of the cells of the tessellation are one type of regular polygons. However, the boundary tessellation will not be vertex transitive (isogonal).

One can see the latter immediately from considering cubic tessellations for which the boundary sphere is tessellated by squares. The only uniform regular isogonal tessellation of a sphere by squares is by six squares, with three edges meeting at each vertex; this tessellation is of course associated with the cube itself. Now consider a tessellation of Euclidean space by cubes, as shown in Figure 25. Clearly the boundary is topologically a sphere, tessellated by squares, but there are two types of vertices, of order four and three respectively, and it is not isogonal. The boundary of the hyperbolic cubic honeycomb is also not isogonal, but has vertices of order four, three and six. As one reduces the symmetry of the bulk tessellation, the symmetry of the boundary correspondingly decreases, with the number of different vertices and the size of the fundamental region increasing.

For a one-dimensional boundary one can subdivide the boundary in a binary way into rough and smooth segments, with rough regions separated from each other as shown in Figure 35. For a higher dimensional boundary the vertices in the boundary tessellation are of order greater than two and such a binary division is not possible.
Let us consider a uniform square tessellation, illustrated in Figure 36, as a simple prototype. The simplest generalization of the lower-dimensional construction is to define distinct operations on each of the four cells in the fundamental region, and repeat these throughout the tessellation. Just as above, we can define roughing of boundary area elements through removing qubits and X checks. However, we will need to define two distinct types of roughing \( R_1 \) and \( R_2 \) for diagonally opposite cells, shown in blue and cyan. The corresponding adjoining smooth regions are also of two distinct types, reflecting the removal of different X checks on adjoining edges etc. These smooth regions \( S_1 \) and \( S_2 \) are shown in red and magenta. For a square tessellation with \( 4k^2 \) cells, one would accordingly obtain \( \approx k^2 \) qubits encoded, associated with logical string operators extending in the bulk between neighbouring regions.

![Figure 36](image)

**Figure 36.** Square Euclidean tessellation. Rough area elements are shown in blue and cyan while smooth elements are shown in red and magenta.

Now let us consider how such an encoding would work over the entire spherical boundary, illustrating with the case of a cubic tessellation of Euclidean space, as shown in Figure 37. One can use the construction outlined above to encode logical qubits associated with vertices of order four. However, there are also vertices of order three (the corners of the cube projected onto the sphere) and one would need to adjust the roughing and smoothing at these vertices. As discussed above, cubic tessellations of hyperbolic space are associated with boundary tessellations in which the vertices are of order three, four and six. Accordingly one would need to define alternating roughing and smoothing over the entire fundamental region of the tessellation to construct a consistent code. We leave the detailed construction for future work, but based on the arguments above one would expect to be able to encode around \( k^2 \) qubits starting from a level \( k \) tessellation. Note that constructions of Euclidean surface codes in three dimensions can be found in works such as [64, 65].

### 5.3 Summary and holographic interpretation

In this section we have discussed CSS codes associated with hyperbolic tessellations. While logical information is encoded in every cell of a HaPPY type construction, the logical information in these CSS code constructions is inherently associated with the boundary of the tessellation. As in the HaPPY approach, we again encounter subtleties in extending from the two dimensional constructions in the literature to higher dimensional constructions. In two dimensions one can divide the boundary into rough and smooth segments, associated with logical \( \bar{Z} \) and \( \bar{X} \) operators respectively. Since the vertices in the boundary tessellation are of order higher than two in higher dimensions, one will need to use more types of area elements associating them with distinct logical operators. The boundary tessellation is not isogonal and the rough/smooth construction will need to be defined over the fundamental region of the tessellation.
These code constructions are interesting in their own right for quantum information theory. From the perspective of holography, one could envisage two distinct applications of these constructions. The first is to take the limit of large $k$ so that the code is associated with the entire bulk holographic space. The logical string operators running through the bulk should then have an interpretation in terms of the dual gauge theory, perhaps in terms of correlations between operators inserted at the boundary locations.

The second application could be in the context of local holography. A level $k$ code would encode around $k^2$ qubits. One could envisage gluing together different finite $k$ constructions to cover the full holographic space i.e. using each CSS building block code as an analogue of the unit cell in the HaPPY construction. Consistent concatenation of these CSS codes to cover the bulk would require approaches of the type discussed in the previous section. This approach could be viewed as local holography, in that the boundary of each block is associated with the encoding of logical information within the block. Using local building blocks to cover the full space is a natural first step towards dynamics: one could envisage that dynamical evolution could change the CSS codes in each block, reflecting the local changes in curvature through dynamics.
6 Conclusions and outlook

The main goal of this paper has been to generalise quantum error correction codes to new classes of holographic geometries. Much of our discussion focuses on hyperbolic manifolds of dimensions greater than two. We noted at the beginning of the paper that general classes of Einstein/dilaton theories can be understood in terms of toric reductions of negative curvature Einstein spaces so our constructions provide the starting point for analysing these holographic dualities also.

To associate a code with (the spatial section of) a holographic geometry, we discretise the geometry; associate a graph state to each cell; analyse the properties of the code corresponding to the graph state and then explore the concatenation between cells. We begin by exploring the generalisation of the HaPPY construction to dimensions greater than two, i.e. working with uniform regular tessellations and associated perfect tensors/AME states. While it is well-known that HaPPY does not give rise to the required behaviour of entanglement and correlation functions for a 2d CFT [6], many code constructions are based on adaptations of HaPPY e.g. modifications of the tensors to be nearly perfect [4, 5]. In two dimensions quasiperiodic boundaries of regular hyperbolic tilings can on average give correlation function decays in line with those of CFTs, see [15, 66, 67]. Beginning with HaPPY type constructions therefore seems like a natural starting point for higher dimensional codes.

We have shown that non-trivial codes based on uniform regular hyperbolic tessellations can be constructed. However, there are key differences relative to the two-dimensional construction. Firstly, there are only a finite number of uniform regular tessellations in $H^3$ and $H^4$, with no uniform regular compact tessellations at all for $H^d$ with $d > 5$. Accordingly the number of codes is much more sparse than in two dimensions.

Secondly, we are forced to break the maximal discrete symmetry associated with the polytope of the tessellation. If we work with AME codes/perfect tensors, the breaking of the symmetry automatically arises in the mapping between the AME state and the cell, and follows immediately from the properties of AME states. In the codes constructed from non-AME states, the graph state apparently respects the discrete symmetry of the polytope cell, but in concatenating cells one does not preserve transitivity i.e. different faces/edges are not equivalent. Our constructions very much mirror the constructions of 2d codes based on block perfect tensors [41], for which there is also no vertex and edge transitivity.

It would be interesting to establish in future work the performance properties of these codes, together with the behaviour for entanglement and correlation functions in the dual theory which they capture. The relative sparsity of AME codes in dimensions higher than two may be linked with the fact that AME codes do not capture CFT behaviour. It would be intriguing to explore whether AME behaviour in dimensions higher than two is parametrically more distant from CFT behaviour than it is in two dimensions i.e. one may not be able to obtain CFT behaviour from small corrections to perfect tensors as in [4].

In section 2 we noted that general classes of non-conformal holographic dualities can be obtained from reducing hyperbolic spaces on tori and we illustrated this discussion in section 2.1.2 with the example of the reduction of the hyperbolic plane on a circle, which is relevant in the context of AdS$_3$ and JT gravity. We noted that there are two distinct ways of dealing with tessellations of toroidally reduced spaces: one can either choose the tessellation to respect the toroidal symmetry (at the price of imposing by hand equal area of cells) or one can exploit the discrete symmetry of the hyperbolic tessellation to make identifications in the toroidal directions. Either way one has, as expected, a regulated boundary excising the conical deficit in the interior of the space. It would be interesting to extend the circle reduction discussed in section 2.1.2 to more general toroidal
reductions of higher dimensional hyperbolic tessellations, and to explore the properties of the codes obtained by discrete identifications.

In section 5 we have discussed an alternative approach to associating codes to hyperbolic tessellations, based on the relation between Hasse diagrams of cellulations and Tanner graphs of CSS codes. In this approach the logical qubits are encoded through global properties, rather than being associated with each cell. There are several distinct ways to obtain non-trivial encoding, from including defects in the bulk lattice to topologically non-trivial identifications.

For codes associated with manifolds with boundary, it is natural to use the approach of adjusting the boundary tessellation, adding and removing checks and qubits. Here we discussed the encoding of logical qubits through dividing the boundary into different sections, with logical operators running between disconnected sections of the boundary. In two-dimensional cellulations the boundary is one-dimensional and can be divided in a binary way between rough and smooth regions. In higher dimensions one would need more complicated constructions, with the number of different types of regions increasing with the order of the vertices in the boundary tessellation. Leaving aside applications to holography, our hyperbolic CSS codes would be interesting in their own right and their properties will be explored further in future work.

From a holographic perspective, one could envisage two distinct applications of the hyperbolic CSS codes. In the case that one takes the number of levels of the tessellation $k$ to be very large, the tessellation could be viewed as being associated with the entire regulated hyperbolic spatial slice. The logical operators would then be viewed as logical strings running through the bulk between disconnected regions on the boundary. This seems somewhat analogous to capturing the correlation between local operators in the boundary by geodesics running through the bulk. It would be interesting to explore potential interpretations of the logical strings from the perspective of discrete versions of the AdS/CFT correspondence [68, 69], as well as connections to the codes in lattice CFTs explored in [70].

One could also consider gluing together finite $k$ hyperbolic CSS codes, to obtain a discretisation of hyperbolic space in which each CSS block captures a certain amount of logical information. This could provide a way to think about local holography with each extended block capturing logical information, cf each individual cell within the HaPPY type codes. The concatenation of the blocks would determine the entanglement and correlation functions structure in the dual field theory.

Throughout this paper we have focused on the spatial slice of (static) holographic geometries and the code construction uses explicitly the constant negative curvature. AdS gravity in three dimensions is not dynamical and all gravitational solutions have constant negative curvature. For AdS gravity in higher dimensions gravity is dynamical and Einstein solutions generically have non-trivial Riemann curvature. Accordingly, even without including matter fields, one would expect that the lattice should be such that dynamics can change it in spatial dimensions higher than two i.e. dynamics should be able to change from exactly hyperbolic lattice to a lattice with local curvature variations. This issue would seem to link with the long running attempts to discretise dynamical gravity in dimensions higher than two, and all the associated challenges that are encountered. It could also potentially relate to dynamical hyperbolic networks described by simplicial complexes, see for example [71].

Finally, we note that graphs associated with the hyperbolic plane are used in certain deep learning algorithms [72–74]. Networks associated with hyperbolic geometry have various advantages, including reduction in model parameters and over-fitting of data. The constructions of graphs associated with hyperbolic geometry in this work could be used to generalise these deep learning algorithms with potential applications in natural language processing and image classification [74].
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Appendix

A Review of key properties of codes

A.1 Classical linear codes

Quantum CSS codes are constructed from classical linear codes, and it is useful to summarise here the defining properties of the latter. More details may be found in [37]. A linear code which encodes \( k \) bits of information within an \( n \) bit code space, i.e. an \([n,k]\) code, may be specified by an \((n \times k)\) generator matrix \( G \) whose elements are zeroes and ones. This matrix maps the message to the coded equivalent i.e. a message \( x \) is encoded as \( y = G \cdot x \). The set of possible codewords for the code is the space spanned by the columns of the generator matrix \( G \).

Error correction for linear codes may be captured by the parity check matrix, an \((n - k) \times n\) matrix \( H \). An \([n,k]\) code consists of all \( n \) element vectors \( y \) such that \( h \cdot y = 0 \); the code is the kernel of \( H \), which is \( k \) dimensional. Using matrix manipulations one can bring the parity check matrix into the standard form \([A(n-k) \times k|I_{(n-k) \times (n-k)}]\) where \( A \) is an \((n-k) \times k\) matrix.

Suppose that the code \( y \) is corrupted, so that the received message is \( y' \), then

\[
y' = y + e \tag{A.1}
\]

where \( e \) is the error. Then by construction \( H \cdot y' = H \cdot e \) captures the error (the error syndrome).

The (Hamming) distance between code words counts the number of places at which the \( n \) bit code words differ. The distance of a code \( d \) is defined to be the minimum distance between any two (distinct) codewords, and classical codes are often referred to as \([n,k,d]\), i.e. specifying this distance. If \( d \geq 2t + 1 \) for some integer \( t \) then one can correct errors on up to \( t \) bits. The distance is bounded from above according to the Singleton bound

\[
d \leq (n - k) + 1. \tag{A.2}
\]

A.2 Stabilizer codes

We next review the basic properties of stabilizer quantum codes. The number of physical qubits is \( n \) and the Pauli group acting on \( n \) qubits is

\[
P_n := \{i, X_j, Z_j\} = \{\phi \otimes_{j=1}^n P_j\} \tag{A.3}
\]

where \( j = \{1, \cdots, n\}, \phi \in \{\pm 1, \pm i\} \) and \( P_j \in \{I, X, Y, Z\} \). \( X, Y \) and \( Z \) are the Pauli matrices with \( Y = iXZ \). The Pauli group has \((2n + 1)\) generators and its order is \(4^{n+1}\).

The stabilizer approach uses properties of the Pauli group to define subspaces of the Hilbert space. A stabilizer group \( S \) is a subgroup of the Pauli group which is abelian and does not contain \(-I\). Elements of \( S \) are called stabilizers and usually the stabilizer group has a distinguished set of generators, whose properties will be defined below. All stabilizers have the eigenvalue 1 and stabilizers are independent if the group they generate becomes smaller if any of them are omitted.

A stabilizer code \( C \) is the eigenspace of all elements of a stabilizer group \( S \)

\[
C = \{|\psi\rangle | s|\psi\rangle = |\psi\rangle \ \forall s \in S\}. \tag{A.4}
\]

The dimension of the code space is \(2^{n-r}\) where there are \( r \) independent generators of \( S \). Accordingly \( C \) encodes \( k \) logical qubits where

\[
k = (n - r). \tag{A.5}
\]

\( S \) has a minimal representation in terms of the \( r \) independent generators \( G_1, G_2, \ldots \), each of which functions in the same way as a parity check does on a classical linear code.
The logical operators are those elements of the Pauli group that act non-trivially on the code space but leave the code space as a whole invariant. These operators form the normalizer of the stabilizer group in the Pauli group:

\[ N(S) = \{ g \in P_n \mid gsg^\dagger \in S \ \forall s \in S \}. \quad (A.6) \]

Clearly \( S \in N(S) \) and, since all elements of \( S \) have trivial action on the code space, the elements of \( N(S) \setminus S \) form the logical operators. The group of logical operators is isomorphic to the Pauli group on \( k \) qubits, up to phases, and it is therefore usual to represent the generators of the logical group as \( \bar{X}_1, \ldots, \bar{X}_k \) and \( \bar{Z}_1, \ldots, \bar{Z}_k \).

The distance \( d \) of a stabilizer code is the minimum weight of a logical operator

\[ d = \min_{g \notin N(S) \setminus S} \text{wt}(g), \quad (A.7) \]

where the weight \( \text{wt}(g) \) of a Pauli group element is the number of qubits on which it acts non-trivially. The distance is a measure of how well the code can protect against qubit errors. Stabilizer codes are often denoted as \([n, k, d]\) where \( n \) is the number of physical qubits, \( k \) is the number of logical qubits and \( d \) is the distance.

### A.3 CSS construction

In this section we summarise the main features of the CSS (Calderbank and Shor [75], and Steane [76]) construction of codes using classical linear codes. The CSS construction begins with two classical linear codes \( W_1 ([n, k_1]) \) and \( W_2 ([n, k_2]) \) such that all elements of \( W_1 \) and \( W_2 \) are orthogonal i.e. \( \langle a, b \rangle = 0 \) for all \( a = (a_1, \ldots, a_n) \in W_1 \) and \( b = (b_1, \ldots, b_n) \in W_2 \). A stabilizer group can then be constructed as

\[ S = \langle X^a, Z^b \mid a \in W_1, b \in W_2 \rangle \quad (A.8) \]

where

\[ X^a = X^{a_1} \otimes \cdots \otimes X^{a_n} \quad Z^b = Z^{b_1} \otimes \cdots \otimes Z^{b_n} \quad (A.9) \]

The group \( S \) is Abelian, since \( X^a \) and \( Z^b \) commute; the latter follows from the orthogonality of \( W_1 \) and \( W_2 \). The number of independent generators of \( S \) is given by

\[ R = \dim(W_1) + \dim(W_2). \quad (A.10) \]

The distance is the minimum weight Pauli operator that commutes with all elements in \( S \).

The check matrix for a CSS code may be expressed in the form

\[ \begin{bmatrix} H(W_1) & 0 \\ 0 & H(W_2^\perp) \end{bmatrix} \quad (A.11) \]

where \( H(W_1) \) and \( H(W_2^\perp) \) are the check matrices of the associated classical codes.

For any stabilizer code (i.e. not necessarily CSS) we can express the check matrix as an \( l \times 2n \) matrix, where there are \( l = (n - k) \) independent generators of the stabilizer group. The left hand side of the matrix (i.e. an \( l \times n \) matrix) contains ones to indicate which generators contain \( X \) matrices, and zero otherwise. Similarly, the right hand side of the matrix shows ones for generators containing \( Z \) matrices and zero otherwise. If there is a one in the same position on both sides, then there is a \( Y \) in the generator as the product of \( X \) and \( Z \) gives \( Y \).

By matrix manipulations, the check matrix for any stabilizer code can be brought into a standard form:

\[ \begin{bmatrix} I_{r \times r} & A_{r \times (n-k-r)} & B_{r \times k} & C_{r \times r} & 0_{r \times (n-k-r)} & D_{r \times k} \\ 0_{(n-k-r) \times r} & 0_{(n-k-r) \times (n-k-r)} & 0_{(n-k-r) \times r} & E_{(n-k-r) \times r} & I_{(n-k-r) \times (n-k-r)} & F_{(n-k-r) \times k} \end{bmatrix}, \quad (A.12) \]
where $r$ is the rank of left hand side of the check matrix. In the case of a CSS code, this standard form simplifies further, with the matrices $C$ and $D$ being zero.

A well known example of a CSS code is the Steane $[[7, 1, 3]]$ code [76], which is constructed from $[[7, 4]]$ and $[[7, 3]]$ classical codes. The standard form for the check matrix for this code is discussed in detail in [37],

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 1 & 0 & 0 & 0
\end{bmatrix} + (A.13)
$$

This can be represented in a Tanner graph as shown in Figure 32.

### A.4 Relation between CSS codes and homology of cellulations

Any cellulation of a manifold can be associated with a CSS code and the properties of the code are associated with homological properties of the cellulation. Let the $i$ cells (the number of which is denoted $\dim(C_i)$) be associated with qubits i.e. $n = \dim(C_i)$. The boundaries of the $(i + 1)$ cells are used to define Z checks and the coboundaries of $(i - 1)$ cells define X checks. The number of each is denoted $\dim(B_i)$ and $\dim(B_i^*)$ respectively. The number of encoded qubits $k$ is calculated by subtracting the number of stabilizers from the number of physical qubits:

$$
k = \dim(C_i) - \dim(B_i) - \dim(B_i^*) = \dim(H_i), \tag{A.14}
$$

where $H_i$ is the $i$th homology group.

The generating sets of stabilizers are not in general independent. For the Z checks, the number can be expressed in terms of the number of cells with dimension greater than $i$ and the dimensions of the homology groups of dimension greater than $i$:

$$
\dim(B_i) = \sum_{j=1}^{D-i} (-1)^{j+1} \left( \dim(C_{i+j}) - \dim(H_{i+j}) \right), \tag{A.15}
$$

where we have used recursively the relationship

$$
\dim(B_i) = \dim(C_{i+1}) - \dim(H_{i+1}) + \dim(B_{i+1}). \tag{A.16}
$$

Similarly for the X checks the relation is

$$
\dim(B_i^*) = \sum_{j=1}^{i} (-1)^{j+1} \left( \dim(C_{i-j}) - \dim(H_{i-j}) \right). \tag{A.17}
$$

In the case of a $D = 2$ cellulation that is topologically a disk, only $H^0 = 1$ is non-trivial: the number of Z checks is equal to the number of faces, while the number of X edges is equal to the number of vertices minus one.

The distance of the code is the same as the minimum length of an essential $i$ cycle in the cell complex, or its dual.

### A.5 Codes and Hilbert spaces

Quantum error correcting codes are those in which all the information within the code subspace of the Hilbert space is accessible from a subset of the physical degrees of freedom. Accordingly the full Hilbert space $\mathcal{H}$ can be expressed as a direct product

$$
\mathcal{H} = \mathcal{H}_R \otimes \bar{\mathcal{H}}_R \tag{A.18}
$$

where
• All logical operators may be represented on $R$.

• There is no correlation between $\bar{R}$ and the encoded information.

Suppose that the Hilbert space $\mathcal{H}_R$ factorises as

$$\mathcal{H}_R = \mathcal{H}_{R_1} \otimes \mathcal{H}_{R_2},$$

(A.19)

where the dimension of $\mathcal{H}_{R_1}$ is the same as the logical dimension; $\mathcal{H}_{R_1}$ is the logical subspace. The other factor is associated with the redundancy that protects from errors. In this context we can represent a state in the code subspace as

$$|\tilde{\psi}\rangle = U_{R} (|\psi\rangle_{R_1}|\chi\rangle_{R_2}\bar{R}),$$

(A.20)

where $|\psi\rangle_{R_1}$ is the logical state; $|\chi\rangle_{R_2}\bar{R}$ is an entangled state and $U_{R}$ is a unitary operator on $\mathcal{H}_R$. In the context of holography, $R$ is associated with a subset of the conformal boundary where $\bar{R}$ is its complement.

Suppose that we want to encode $k$ logical qudits into $n$ physical qudits i.e. the dimension of the code subspace is $d^k$ and that of the full Hilbert space is $d^n$. The quantum Singleton bound says that the information encoded in the logical qudits can be recovered from $m$ qudits where

$$m \geq \frac{1}{2} (n + k).$$

(A.21)

For holographic encodings associated with two dimensional geometries, the encoding map is related to a tensor structure i.e.

$$T_{i_1\cdots i_n; j_1\cdots j_k} \propto \langle i_1\cdots i_n|\tilde{j}_1\cdots \tilde{j}_k\rangle,$$

(A.22)

where the physical qudits are denoted by $i_1\cdots i_n$ and the logical qudits are denoted by $\tilde{j}_1\cdots \tilde{j}_k$. 
B Generalised Pauli Operators

The generalised Pauli operators [77–79] for the D-dimensional qudits can be defined as

\[ Z |k\rangle := \omega^k |k\rangle, \quad (B.1) \]
\[ X |k\rangle := |k + 1\rangle, \quad (B.2) \]

where \( \omega = e^{2\pi i/D} \) and \( k \in \mathbb{Z}_D \). One can similarly generalise controlled gates to qudits, for example the controlled-Z operator between two qudits, \( i \) and \( j \) can be implemented as

\[ CZ_{ij} := \sum_{k=0}^{D-1} |k\rangle \langle k|_i \otimes Z^k_j = \sum_{k,l=0}^{D-1} \omega^{kl} |k\rangle \langle k|_i \otimes |l\rangle \langle l|_j. \quad (B.3) \]

Trivially, one can check the commutation relation is

\[ ZX = \omega XZ \quad (B.4) \]

and each generalised operator has the property that when applied to a state \( D \) times, one is simply left with the identity operator; i.e. \( Z^D = X^D = CZ^D = \mathbb{1} \). Another useful operator is the Fourier gate,

\[ F = \frac{1}{\sqrt{D}} \sum_{k=0}^{D-1} \omega^{kl} |k\rangle \langle l| \quad (B.5) \]

which allows one to transform between the \( Z \)-eigenbasis and the \( X \)-eigenbasis;

\[ |\bar{k}\rangle = F^\dagger |k\rangle = \frac{1}{\sqrt{D}} \sum_{l=0}^{D-1} \omega^{-kl} |l\rangle. \quad (B.6) \]

Hence, this is simply the generalisation of the Hadamard gate.

Stabiliser states can also be written in terms of generalised operators when extending from qubits to qudits [80, 81]. The generalised Pauli group acting on \( n \) qudits can be defined as

\[ \mathcal{P}_n := \{ \omega^a \otimes_{j=1}^n P_j \} \quad (B.7) \]

where \( \omega = e^{2\pi i/D} \) and \( a \in \mathbb{Z}_D \).
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