One-dimensional Ising spin-glass with power-law interaction: real-space renormalization at zero temperature
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Abstract. For the one-dimensional long-ranged Ising spin-glass with random couplings decaying with the distance $r$ as $J(r) \sim r^{-\sigma}$ and distributed with the Lévy symmetric stable distribution of index $1 < \mu \leq 2$ (including the usual Gaussian case $\mu = 2$), we consider the region $\sigma > 1/\mu$ where the energy is extensive. We study two real space renormalization procedures at zero temperature, namely a simple box decimation that leads to explicit calculations, and a strong disorder decimation that can be studied numerically on large sizes. The droplet exponent governing the scaling of the renormalized couplings $J_L \propto L^{\theta_{\mu}(\sigma)}$ is found to be $\theta_{\mu}(\sigma) = 2/\mu - \sigma$ whenever the long-ranged couplings are relevant $\theta_{\mu}(\sigma) > -1$. For the statistics of the ground state energy $E^{\text{GS}}_L$ over disordered samples, we obtain that the droplet exponent $\theta_{\mu}(\sigma)$ governs the leading correction to extensivity of the averaged value $\overline{E^{\text{GS}}_L} \approx L e_0 + L^{\theta_{\mu}(\sigma)} e_1$. The characteristic scale of the fluctuations around this average is of order $L^{\frac{1}{\mu}}$, and the rescaled variable $u = \left( E^{\text{GS}}_L - \overline{E^{\text{GS}}_L} \right) / L^{\frac{1}{\mu}}$ is Gaussian distributed for $\mu = 2$, or displays the negative power-law tail in $1/(-u)^{1+\mu}$ for $u \to -\infty$ in the Lévy case $1 < \mu < 2$. Finally we apply the zero-temperature renormalization procedure to the related Dyson hierarchical spin-glass model where the same droplet exponent appears.
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1. Introduction

In the field of classical spin-glasses [1–3], real space renormalization procedures have been much studied in the Migdal–Kadanoff approximation [4–17] where hypercubic lattices are effectively replaced by hierarchical fractal lattices whose structure is by construction exactly renormalizable [18–20]. But if one insists on keeping the hypercubic lattice in dimension \( d > 1 \), the precise definition of an appropriate renormalization procedure has remained very difficult. This is all the more annoying when taking into account that the droplet scaling theory of spin-glasses [21–23] is based on renormalization scaling ideas, and in particular on the droplet exponent \( \theta \) that governs the scaling of the renormalized random coupling \( J_L \) with the length \( L \)

\[
J_L \propto L^\theta.
\] (1)

Since the whole low temperature spin-glass phase is governed by the zero-temperature fixed point characterized by the droplet exponent of equation (1), it seems clear that the first goal should be to define an appropriate explicit renormalization procedure directly at zero temperature and to test the value of the droplet exponent \( \theta \) obtained. For short-ranged models on hypercubic lattices in dimension \( d \), the droplet exponent \( \theta_{\text{SR}}(d) \) is known only numerically for \( d > 1 \) (see for instance [24] and references therein) and is well below the simple upper-bound [23]

\[
\theta_{\text{SR}}(d) \leq \frac{d-1}{2}.
\] (2)

Note that even in \( d = 1 \), the exactly known droplet exponent [22]

\[
\theta_{\text{SR}}(d = 1) = -1
\] (3)

is well below the bound of equation (2). The situation is better for long-ranged spin-glasses when the variance of the initial couplings decays only as a power-law with respect to the distance

\[
\overline{J_{ij}^2} \propto \frac{1}{|j-i|^{2\sigma}}
\] (4)

where the exponent \( \sigma \) has to satisfy the bound

\[
\sigma > \frac{d}{2}
\] (5)

in order to ensure that the energy is extensive in the number of spins. The corresponding droplet exponent \( \theta_{\text{LR}}(d, \sigma) \) is then believed to be known exactly [23, 25] in the region of parameters where it is bigger than the corresponding short-ranged droplet exponent \( \theta_{\text{SR}}(d) \)

\[
\theta_{\text{LR}}(d, \sigma) = d - \sigma \quad \text{if} \enspace \theta_{\text{LR}}(d, \sigma) > \theta_{\text{SR}}(d)
\] (6)

In particular in dimension \( d = 1 \) where the short-ranged droplet exponent \( \theta_{\text{SR}}(d = 1) \) is given by equation (3), the long-ranged droplet exponent is then exactly known in the whole extensive region \( \sigma > \frac{1}{2} \) (equation (5)) by
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\[ \theta^{LR}(d = 1, \sigma) = 1 - \sigma \quad \text{for} \quad \frac{1}{2} < \sigma < 2 \]

\[ \theta^{LR}(d = 1, \sigma) = \theta^{SR}(d = 1) = -1 \quad \text{for} \quad 2 \leq \sigma \]  

(7)

The goal of the present paper is to study explicit zero-temperature renormalization procedures for the long-ranged one-dimensional spin-glass and to see whether they are able to reproduce the results of equation (7). The paper is organized as follows. In section 2, the one-dimensional long-ranged spin-glass model is described, both for the case of finite variance (equation (4)) and for the case of Lévy distribution with infinite variance. In section 3, the simplest block decimation is shown to reproduce equation (7) only in the region of positive droplet exponent. In section 4, we introduce a strong disorder decimation which is able to reproduce equation (7) even in the region of negative droplet exponent. In section 5, we discuss the stability with respect to an external magnetic field. In section 6, we analyze the statistics of the ground state energy over samples. Finally in section 7, we apply the zero-temperature renormalization procedure to the related Dyson hierarchical spin-glass model. Our conclusions are summarized in section 8.

2. Model and notations

In this paper, we consider the one-dimensional model of classical spins \( S_i = \pm 1 \) defined by the energy

\[ E = - \sum_{-\infty \leq n < m \leq +\infty} J_{nm} S_n S_m \]  

(8)

The random couplings decay as a power-law of the distance with exponent \( \sigma \)

\[ J_{nm} = \frac{\epsilon_{nm}}{(m-n)^\sigma} \]  

(9)

and the amplitudes \( \epsilon_{nm} \) are independent identical random variables of zero mean.

2.1. Gaussian distribution

The case where the amplitudes \( \epsilon_{nm} \) of equation (9) have a Gaussian distribution

\[ L_2(\epsilon) = \frac{1}{\sqrt{4\pi}} e^{-\frac{\epsilon^2}{4}} \]  

(10)

and thus a finite variance (equation (4)) has been much studied in the literature [26–44]. As recalled in the Introduction, the condition for the extensivity of the energy is given by equation (5)

\[ \sigma > \frac{1}{2} \]  

(11)

and the droplet exponent is expected to be exactly given by equation (6). Note however that the numerical measures via Monte-Carlo on sizes \( L \leq 256 \) (see figure 13 and table III of [28]) are not a clear support of this theoretical expectation, in particular, in the region \( \sigma \to (1/2)^+ \) where the theoretical prediction of equation (6) corresponds to \( \theta^{LR}(d = 1, \sigma \to (1/2)^+) \to (1/2)^- \), whereas the numerical results of [28] display a

\[ \theta^{LR}(d = 1, \sigma) = 1 - \sigma \quad \text{for} \quad \frac{1}{2} < \sigma < 2 \]

\[ \theta^{LR}(d = 1, \sigma) = \theta^{SR}(d = 1) = -1 \quad \text{for} \quad 2 \leq \sigma \]  

(7)
saturation around $\theta \simeq 0.3$. The origin of this discrepancy has remained unclear over the years. The interpretation proposed in [28] is that equation (7) is nevertheless exact in the whole region $1/2 < \sigma < 2$ as predicted by the theoretical derivations [23, 25], and despite their numerical results [28]. Another interpretation could be that the saturation seen in the numerics is meaningful, and that equation (7) is not exact in the whole region $1/2 < \sigma < 2$, but we are not aware of any such statement in the literature.

2.2. Lévy distribution with infinite variance

In this paper, we will also consider the case where the amplitudes $\epsilon_{nm}$ of equation (9) are drawn with the Lévy symmetric stable law $L_\mu(\epsilon)$ of index $0 < \mu \leq 2$ defined by its Fourier Transform

$$\hat{L}_\mu(k) \equiv \frac{1}{2\pi} \int_{-\infty}^{+\infty} \mathrm{d} \epsilon \, e^{ik\epsilon} L_\mu(\epsilon) = e^{-|\mu|\bar{r}}.$$  

(12)

The case $\mu = 2$ of course corresponds to the Gaussian distribution of equation (10), whereas the other cases $0 < \mu < 2$ correspond to distributions with the following power-law tail

$$L_{\mu<2}(\epsilon) \simeq \frac{A_\mu}{\epsilon^{1+\mu}} \quad \text{with} \quad A_\mu = \frac{\Gamma(1+\mu)}{\pi} \sin \left( \frac{\pi \mu}{2} \right).$$  

(13)

The case of Lévy distributions of couplings has been already studied for the mean-field fully connected geometry [45–49] and for the nearest-neighbor model in dimension $d = 3$ [50].

For further purposes, it is convenient to introduce the following notation for the characteristic scale $\Delta(r)$ of the initial model as a function of the distance $r$

$$\Delta(r) = \frac{1}{r^\sigma}. \quad (14)$$

Then the coupling $J_{n, n+r}$ between two sites separated by the distance $r$ is distributed with the Lévy stable law of scale $\Delta(r)$ and of index $\mu$

$$P(J_{n,n+r}) = \frac{1}{\Delta(r)} L_\mu \left( \frac{J_{n,n+r}}{\Delta(r)} \right). \quad (15)$$

so that its Fourier transform reads

$$\hat{P}(k) \equiv \frac{1}{2\pi} \int_{-\infty}^{+\infty} \mathrm{d} \epsilon \, e^{ik\epsilon} P(J_{n,n+r}) = e^{-|k\Delta(r)|\bar{r}}.$$  

(16)

2.3. Condition to ensure the extensivity of the energy

To have an extensive energy (equation (8)) with respect to the number of spins, one should first impose that the local field $h_n$ seen by a given spin $S_n$

$$h_n = \sum_{m \neq n} J_{nm} S_m \quad (17)$$

doi:10.1088/1742-5468/2014/06/P06015
remains finite in the thermodynamic limit. To evaluate the scaling of $h_n$, one can assume that the value of $S_m$ is a random sign independent of $J_{nm}$ so that the Fourier transform of its distribution simply reads (equation (16))

$$\mathbb{E}[h_n] \approx \prod_{m \neq n} e^{ij_k J_{nm}} = \prod_{m \neq n} e^{-k |m-n|^\sigma} = e^{-k |m-n|^\sigma} \sum_{n=0}^{\infty} \frac{1}{|m-n|^\sigma}$$

(18)

The sum in the exponential is convergent for $\sigma \mu > 1$

(19)

Then the ground state energy $E_N$ for a system of $N$ spins will scale as the sum over $N$ absolute values of the local fields

$$E_N \approx -N \sum_{n=1}^{N} |h_n|.$$  

(20)

For $\mu < 2$, the distribution of the local field of equation (18) displays the same power-law tail of equation (13)

$$P_{\mu<2}(h) \propto \frac{1}{|h|^{1+\mu}}$$

(21)

so that we have to distinguish two cases:

(a) for $1 < \mu < 2$, the averaged value of $|h_n|$ is finite, so that the energy of equation (20) is indeed extensive whenever the condition of equation (19) is satisfied.

(b) for $0 < \mu \leq 1$, the averaged value of $|h_n|$ is infinite, so that the energy of equation (20) is not extensive, but grows more rapidly as $N^{1/\mu}$ for $\mu < 1$ and as $(N \ln N)$ for $\mu = 1$.

In summary for $0 < \mu \leq 1$, the long-ranged Lévy spin-glass of equation (8) cannot be made extensive, and will not be considered anymore in the following. In this paper we will focus only the region

$$1 < \mu \leq 2$$

$$\sigma > \frac{1}{\mu}$$

(22)

where the long-ranged Lévy spin-glass of equation (8) has an extensive energy. For the Gaussian case $\mu = 2$ (equation (10)), the condition of equation (22) corresponds to the known boundary of the extensive region (equation (11)) as it should.

3. Block renormalization at zero temperature

3.1. Decimation rule using blocks of size $b = 2$

We consider blocks of size $b = 2$ containing two neighboring spins $(S_{2n-1}, S_{2n})$. The corresponding internal energy of this block

$$E_{2n-1,2n}^{\text{int}} = -J_{2n-1,2n} S_{2n-1} S_{2n}$$

(23)
can be minimized by the choice
\[ S_{2n-1} = S_{2n} \text{sgn}(J_{2n-1,2n}) \] (24)
Eliminating all the odd spins with this rule, the total energy of equation (8) becomes
\[ E = -\sum_n |J_{2n-1,2n}| - \sum_{-\infty < n < m < +\infty} J_{2n,2m}^{(1)} S_{2n} S_{2m} \] (25)
with the following renormalized couplings between the remaining even spins
\[ J_{2n,2m}^{(1)} = J_{2n,2m} + \text{sgn}(J_{2n-1,2n}) \text{sgn}(J_{2m-1,2m}) J_{2n-1,2m-1} + \text{sgn}(J_{2n-1,2n}) J_{2n-1,2m} + \text{sgn}(J_{2m-1,2m}) J_{2n,2m-1}. \] (26)
Since all the initial couplings are of random signs and statistically independent, one obtains that the renormalized couplings are also statistically independent. Moreover the distribution of the renormalized coupling \( J_{2n,2m}^{(1)} \) can be obtained via its Fourier Transform (equation (16))
\[ e^{ikJ_{2n,2m}^{(1)}} = (e^{ikJ_{2n-1,2n}}) (e^{ikJ_{2m-1,2m}}) (e^{ikJ_{2n-1,2m-1}}) \]
\[ = e^{-|k|^2 \left( \frac{2}{(2m-2n)^\alpha} + \frac{1}{(2r+1)^\alpha} + \frac{1}{(2r-1)^\alpha} \right)} \] (27)
So the renormalized coupling \( J_{2n,2m+2r}^{(1)} \) between two even sites separated by a distance \((2r)\) is distributed with the same Lévy stable law \( L_\mu \) of the initial coupling, but with the renormalized characteristic scale
\[ \Delta^{(1)}(2r) = \left[ \frac{2}{(2m-2n)^\alpha} + \frac{1}{(2r+1)^\alpha} + \frac{1}{(2r-1)^\alpha} \right]^{1/\mu} \]
\[ = \left[ 2\Delta(2r) + \Delta(2r+1) + \Delta(2r-1) \right]^{1/\mu} \] in terms of the initial characteristic scale \( \Delta(r) = 1/r^\alpha \) of equation (14).

### 3.2. Iteration of the decimation procedure

After \( p \) iterations of this decimation procedure, only spins of index \((2^p n)\) are still alive, and the renormalized coupling between two such spins satisfy the renormalization rule generalizing equation (26)
\[ J_{2^n,2^{n+m}}^{(p)} = J_{2^n,2^{m}}^{(p-1)} + \text{sgn}(J_{2^n,2^{m-1},2^n}) \text{sgn}(J_{2^n-2^{m-1},2^n}) J_{2^n-2^{m-1},2^{m}}^{(p-1)} \]
\[ + \text{sgn}(J_{2^n,2^{m-1},2^n}) J_{2^n-2^{m-1},2^n}^{(p-1)} + \text{sgn}(J_{2^n-2^{m-1},2^n}) J_{2^n,2^{m}-2^{m-1}}^{(p-1)}. \] (29)
Accordingly, these couplings remain Lévy distributed, and their characteristic scales as a function of the distance satisfy the recurrence generalizing equation (28)
\[ [\Delta^{(p)}(2^p r)]^\mu = [2\Delta^{(p-1)}(2^p r)]^\mu + [\Delta^{(p-1)}(2^p r+2^{p-1})]^\mu + [\Delta^{(p-1)}(2^p r-2^{p-1})]^\mu. \] (30)
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The solution reads in terms of the initial characteristic scales $\Delta(r) = 1/r^\sigma$ of equation (14)

$$
[\Delta^{(p)}(2^p r)]^\mu = \sum_{n=-(2^p-1)}^{n=+(2^p-1)} (2^p - |n|) \Delta_p^{(2^p r + n)} = \sum_{n=-(2^p-1)}^{n=+(2^p-1)} (2^p - |n|) (2^p r + n)^{\mu\sigma}. 
$$

(31)

To see more clearly the scaling, let us now approximate this discrete sum over integers $n$ by an integral over $n = 2^p u$ with a continuous real variable $u \in [-1, +1]$.

$$
[\Delta^{(p)}(2^p r)]^\mu \approx \int_{-2^p}^{2^p} \frac{d n}{(2^p r + n)^{\mu\sigma}} = (2^p)^{2-\mu\sigma} \int_{-1}^{1} \frac{1 - |u|}{(1 + u)^{\mu\sigma}}. 
$$

(32)

In particular, on the smallest distance $R = 2^p$ remaining at iteration $p$, the characteristic scale reads

$$
\Delta^{(p)}(R = 2^p) \approx R^{2p - \sigma} \left[ \int_{-1}^{1} \frac{1 - |u|}{(1 + u)^{\mu\sigma}} \right]^{1/\mu} \equiv R^{\theta_{p}(\sigma)} C_{p}(\sigma). 
$$

(33)

with the droplet exponent

$$
\theta_{p}(\sigma) = \frac{2}{\mu} - \sigma
$$

(34)

that generalizes the formula of equation (6) of the Gaussian case $\mu = 2$ (equation (10)).

Note that the decimation yields the droplet exponent of equation (34) only if it is positive

$$
\theta_{p}(\sigma) = \frac{2}{\mu} - \sigma \geq 0
$$

(35)

Indeed, if it is negative, one has to return to the discrete expression of equation (31) that contains at least a term of order $O(1)$ for $n = -(2^p-1)$ even in the nearest-neighbor limit $\sigma = +\infty$

$$
[\Delta^{(p)}(2^p)]^\mu = \sum_{n=-(2^p-1)}^{n=+(2^p-1)} (2^p - |n|) (2^p r + n)^{\mu\sigma} \geq O(1)
$$

(36)

So this decimation procedure is not able to reproduce negative droplet exponents, but this problem can be overcome by introducing a strong disorder decimation, as will be explained in section 4.

### 3.3. Decimation with blocks of larger size $b > 2$

The above procedure based on blocks of size $b = 2$ could be improved by the use of blocks of larger size $b > 2$. However, the droplet exponent of equation (34) is not expected to change for the following reason. Assume that for a system of $N$ spins, we use two blocks size $b = N/2$ and we find the ground states of the internal energy in each half system. Then the residual coupling between these two half-systems will be

$$
J_N \approx \sum_{1 \leq i \leq \frac{N}{2}} \sum_{\frac{N}{2} + 1 \leq j \leq N} J_{ij} S^{(1)}_{i} S^{(2)}_{j}. 
$$

(37)
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Since the spins \( S_i^{(1)} \) represent the ground state for the internal energy of the first half, and the spins \( S_j^{(2)} \) represent the ground state for the internal energy of the second half, they are not correlated with the couplings \( J_{ij} \) between spins belonging to the two halves, and the Fourier transform of the residual coupling \( J_N \) reads

\[
\prod_{1 \leq i \leq N} \prod_{1 \leq j \leq N} (\epsilon^{i J_{ij}}) = \prod_{1 \leq i \leq N} \prod_{1 \leq j \leq N} e^{-\frac{|J_i^\mu|}{(U-i)^{\sigma}}} = e^{-\frac{1}{1 \leq i \leq N} \sum_{1 \leq j \leq N} \frac{1}{|J_i^\mu|}}
\]

so that its characteristic scale will be

\[
\Delta_N = \left[ \sum_{1 \leq i \leq N} \sum_{1 \leq j \leq N} \frac{1}{(j-i)^{\sigma}} \right]^{\frac{1}{\mu}} \propto N^{2\sigma}
\]

with the same droplet exponent as in equation (34). The reason why the droplet exponent does not change with the size \( b \) of the box used to make the renormalization is also clear with this extreme case \( b = N/2 \): the configurations of the spins are determined by the couplings on the shorter scales, while the long-ranged couplings are somewhat ‘slaves’ and are responsible for the droplet exponent.

This extreme case \( b = N/2 \) also shows that the residual coupling of equation (37) will always contain a finite coupling \( J_{2n-2,2n-1} \), so that this method even for \( b = N/2 \) is not able to reproduce negative droplet exponents: the origin of this problem is that the boxes are fixed a priori independently of the disorder realization. In the following section, we thus introduce a strong disorder decimation to overcome this limitation.

4. Strong disorder renormalization at zero temperature

4.1. Strong disorder decimation rule

As in the previous section, we wish to eliminate the odd spins \( S_{2n-1} \). But instead of choosing a priori the blocks \( (S_{2n-1}, S_n) \) as in equations (23) and (24), we decide to associate \( S_{2n-1} \) either to its left neighbor \( S_{2n-2} \) or to its right neighbor \( S_{2n} \) depending on the biggest coupling in absolute value between \( J_{2n-2,2n-1} \) and \( J_{2n-1,2n} \). More precisely, using the Heaviside step function

\[
\theta(x) = 1 \text{ if } x > 0 \\
\theta(x) = 0 \text{ if } x < 0
\]

the decimation rule of equation (24) is replaced by the strong disorder decimation rule

\[
S_{2n-1} = \theta(|J_{2n-1,2n}|-|J_{2n-2,2n-1}|) \sgn(J_{2n-1,2n}) S_{2n} + \theta(|J_{2n-2,2n-1}|-|J_{2n-1,2n}|) \sgn(J_{2n-2,2n-1}) S_{2n-2}.
\]

Eliminating all the odd spins with this rule, the total energy of equation (8) becomes

\[
E = -\sum_{n} \max(|J_{2n-2,2n-1}|, |J_{2n-1,2n}|) - \sum_{-\infty \leq n \leq +\infty} J_{2n-2m}^{(1)} S_{2n} S_{2m}
\]
with the following renormalized couplings between even spins

\[
J^1_{2n,2m} = J_{2n,2m} + \theta\left(|J_{2n-1,2n} - J_{2n-2,2n-1}|\right) \text{sgn}\left(J_{2n-1,2n}\right) J_{2n-1,2m}
+ \theta\left(|J_{2n,2n+1} - J_{2n+1,2n+2}|\right) \text{sgn}\left(J_{2n,2n+1}\right) J_{2n+1,2m}
+ \theta\left(|J_{2m-1,2m} - J_{2m-2,2m-1}|\right) \text{sgn}\left(J_{2m-1,2m}\right) J_{2m-1,2m}
+ \theta\left(|J_{2m,2m+1} - J_{2m+1,2m+2}|\right) \text{sgn}\left(J_{2m,2m+1}\right) J_{2m+1,2m}
+ \theta\left(|J_{2n-1,2n} - J_{2n-2,2n-1}|\right) \theta\left(|J_{2m-1,2m} - J_{2m-2,2m-1}|\right)
\times \text{sgn}\left(J_{2n-1,2n} J_{2m-1,2m}\right) J_{2n-1,2m-1}
+ \theta\left(|J_{2n-1,2n} - J_{2n-2,2n-1}|\right) \theta\left(|J_{2m,2m+1} - J_{2m+1,2m+2}|\right)
\times \text{sgn}\left(J_{2n-1,2n} J_{2m,2m+1}\right) J_{2n-1,2m+1}
+ \theta\left(|J_{2n,2n+1} - J_{2n+1,2n+2}|\right) \theta\left(|J_{2m-1,2m} - J_{2m-2,2m-1}|\right)
\times \text{sgn}\left(J_{2n,2n+1} J_{2m-1,2m}\right) J_{2n+1,2m-1}
+ \theta\left(|J_{2n,2n+1} - J_{2n+1,2n+2}|\right) \theta\left(|J_{2m,2m+1} - J_{2m+1,2m+2}|\right)
\times \text{sgn}\left(J_{2n,2n+1} J_{2m,2m+1}\right) J_{2n+1,2m+1}. \tag{43}
\]

This renormalization rule is, of course, much more complicated than equation (26), but the physical meaning is clear. The rule of equation (41) means that the correlated cluster which is constructed around the even spin \(S_{2n}\) does not have the fixed size of \(b = 2\) spins (as in the rule of equation (24) studied in the previous section) but can have for size \(b_{2n} = 1\) (if its two neighbors \(S_{2n-1}\) and \(S_{2n+1}\) are linked to their other neighbors via the rule of equation (41)), or \(b_{2n} = 2\) (if only one of its two neighbors \(S_{2n-1}\) and \(S_{2n+1}\) is linked to \(S_{2n}\) via the rule of equation (41)) or \(b_{2n} = 3\) (if its two neighbors \(S_{2n-1}\) and \(S_{2n+1}\) are linked to \(S_{2n}\) via the rule of equation (41)). As a consequence, the renormalized coupling \(J^1_{2n,2m}\) of equation (43) between two such clusters is a sum over a fluctuating number \(n_s = b_{2n} b_{2m}\) of couplings with the possible values \(n_s = 1, 2, 3, 4, 6, 9\) for \(n < m + 1\).

### 4.2. Exactness for the nearest-neighbor spin-glass chain (\(\sigma = +\infty\))

The nearest-neighbor spin-glass chain

\[
E = -\sum_n J_{n,n+1} S_n S_{n+1} \tag{44}
\]

corresponds to the long-ranged model of equations (8) and (9) in the limit \(\sigma = +\infty\). In this limit, the renormalization rule of equation (43) reduces to

\[
J^1_{2n,2n+2} = \theta\left(|J_{2n,2n+1} - J_{2n+1,2n+2}|\right) \text{sgn}\left(J_{2n,2n+1}\right) J_{2n+1,2n+2}
+ \theta\left(|J_{2n+1,2n+2} - J_{2n,2n+1}|\right) \text{sgn}\left(J_{2n+1,2n+2}\right) J_{2n,2n+1}
\]

\[
= \text{sgn}\left(J_{2n,2n+1} J_{2n+1,2n+2}\right) \text{min}\left(|J_{2n,2n+1}|, |J_{2n+1,2n+2}|\right). \tag{45}
\]

More generally, after \(p\) iterations, the renormalized couplings existing between two sites separated by the distance \(2^p\) reads
in agreement with the exact result [22]: on scale $L = 2^p$, the absolute value of the renormalized coupling is determined by the minimal value in absolute value of the $L = 2^p$ initial couplings existing between them [22]

$$|J_{2^n,2^{n+p}}^{(1)}| = \min_{1 \leq j \leq 2^p} \left( |J_{2n+j-1,2n+j}| \right) \propto \frac{1}{2^p} = \frac{1}{L}$$

(47)

corresponding to the exact droplet exponent of equation (3)

$$\theta_{\mu}^{SR} (\sigma = +\infty) = -1$$

(48)

Note that this result is valid both for Gaussian ($\mu = 2$) and for Lévy couplings ($1 < \mu < 2$), since the only important property of the initial distribution leading to the scaling of equation (46) is the finite weight near zero coupling $P(J = 0)$. So this nearest-neighbor case, even if it is trivial, shows that the strong disorder rule of equation (41) is exact in the limit $\sigma = +\infty$, and that it is able to yield negative droplet exponent, in contrast to the block decimation of the previous section.

4.3. Exactness for the Migdal–Kadanoff approximation

The Migdal–Kadanoff approximation amounts to replace the hypercubic lattice by a hierarchical fractal diamond lattice [18–20] which is constructed recursively as follows.

Two boundary spins $S_A$ and $S_B$ are linked by $K$ branches each branch containing two links and a middle spin $S_i$, so that the corresponding energy reads

$$E_{S_i, S_0} = - \sum_{i=1}^{K} [J_{A,i} S_A S_i + J_{B,i} S_B S_i].$$

(49)

The strong disorder rule of equation (41) reads for each interior spin $S_i$

$$S_i = \theta(\{ J_{A,i} \} - |J_{B,i}|) \text{sgn}(J_{A,i}) S_A + \theta(\{ J_{B,i} \} - |J_{A,i}|) \text{sgn}(J_{B,i}) S_B.$$  

(50)

Plugging this expression into equation (49) yields

$$E_{S_i, S_0} = - \sum_{i=1}^{K} \max [\{ J_{A,i} \}, |J_{B,i}|] - J_{AB, S_0, S_B}$$

(51)

with the renormalized coupling

$$J_{AB} = \frac{1}{K} \sum_{i=1}^{K} \text{sgn}(J_{A,i} J_{B,i}) \min [\{ J_{A,i} \}; |J_{B,i}|]$$

(52)

which coincides with the zero-temperature limit of the Migdal–Kadanoff RG rules for spin-glasses, obtained by exact recursions on partition functions [4–12], [14–17].

4.4. Numerical results for the Gaussian long-ranged spin-glass

For the Gaussian case $\mu = 2$, we have applied numerically the strong disorder renormalization rule of equation (43) for chains containing initially $N = 2^{13} = 8192$ spins
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(29)

The number of initial couplings being \( N(N - 1)/2 \approx 33 \times 10^6 \), with periodic boundary conditions, for the following values of the long-ranged power \( \sigma = 0.55, 0.75, 0.87, 1.25, 1.5, 2, 3, 10 \). Our numerical results for the variance of the renormalized couplings \( J(p) \) at iterations \( 1 \leq p \leq 13 \) on the corresponding elementary length scale \( 2^p \) are in agreement with the theoretical expectation of equation (7), even in the region \( \sigma > 1 \) where the droplet exponent is negative.

Our conclusion is thus that the strong disorder decimation yields the same exponent as the box decimation (equation (34)) in the region \( 1/2 < \sigma < 1 \) where the droplet exponent is positive, but is also able to reproduce the correct negative droplet exponent in the region \( \sigma > 1 \).

4.5. Difference with strong disorder renormalization for quantum spin models

As a final remark, we should stress the difference with the strong disorder renormalization method (see [51] for a review) that has been developed for disordered quantum short-ranged spin models either in \( d = 1 \) [52] or in \( d = 2, 3, 4 \) [53–63]. In these quantum spin models, the idea is to decimate the strongest coupling \( J_{\text{max}} \) remaining in the whole system: the renormalized couplings obtained via second order perturbation theory of quantum mechanics are typically much weaker than the decimated coupling \( J_{\text{max}} \), so that the procedure is consistent and the typical renormalized couplings \( \text{decays as } J_{\text{L}}^\text{rep} \propto e^{-L^\theta} \). This is thus completely different from the problem of classical spin-glasses considered in the present paper, where the interesting spin-glass phases are governed by a positive droplet exponent \( \theta \), so that the typical coupling \( \text{grows with the scale } J_{\text{L}} \propto L^\theta \). This is why here we have included the strong disorder rule of equation (43) within the more traditional decimation framework that fixes the length scale.

5. Stability with respect to an external magnetic field

The stability of the spin-glass phase with respect to an external magnetic field, i.e. the presence of an Almeida–Thouless line in the phase diagram, is one of the most controversial issues in spin-glass theory, and there are, at least, three opinions for short-ranged spin-glasses:

(a) in the Fisher–Huse droplet scaling theory [23], there is no Almeida-Thouless line in any finite dimension \( d \).
(b) in the Bray–Moore replica analysis [64], the Almeida–Thouless line exists only above the upper critical dimension \( d > d_u = 6 \).
(c) in the Parisi–Temesvari replica analysis [65], the Almeida–Thouless line exists also below the upper critical dimension \( d_u = 6 \).

From the point of view of the droplet scaling theory [23] that we follow in the present paper, the stability of the spin-glass with respect to a small magnetic field \( H \) can be predicted via the following Imry–Ma scaling argument: on a linear scale \( L \), the renormalized sin-glass coupling \( J_{\text{L}} \) of equation (1) has to be compared with the perturbation of order

\[
\delta_H(L) \propto HL^{1/2}
\]

induced by the field \( H \) coupled to the random magnetization of order \( L^{1/2} \). As a consequence, the spin-glass will be unstable with respect to the magnetic field if \( \theta < 1/2 \),
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and stable if $\theta > 1/2$. For the Gaussian case $\mu = 2$, this Imry–Ma argument predicts that the Gaussian long-ranged spin-glass is always unstable in the extensive region $\mu > 1/2$, whereas the Lévy long-ranged spin-glass is stable in the region

$$\frac{1}{\mu} < \sigma < \frac{2}{\mu} - \frac{1}{2}. \quad \text{(54)}$$

6. Statistics of the ground state energy

6.1. Reminder

The statistics over samples of the ground state energy in spin-glasses has been much studied recently (see [66–75] and references therein) with the following conclusions:

(a) the averaged value over samples of the ground state energy reads

$$\overline{E_{\text{GS}}(N = L^d)} \sim L^d e_0 + L^{\theta_{\text{shift}}} e_1 + \ldots \quad \text{(55)}$$

The first term $L^d e_0$ is the extensive contribution in the number $N = L^d$ number of spins, whereas the second term $L^{\theta_{\text{shift}}} e_1$ represents the leading correction to extensivity.

(b) the fluctuations around this averaged value are governed by a fluctuation exponent $g$

$$E_{\text{GS}}(N) - \overline{E_{\text{GS}}(N)} \approx N^g u + \ldots \quad \text{(56)}$$

where $u$ is an $O(1)$ random variable of zero mean $\bar{u} = 0$ distributed with some distribution $G(u)$. For Gaussian spin-glasses in finite dimension $d$, it has been proven [76] that

$$g^{\text{SR}} = \frac{1}{2} \quad \text{(57)}$$

and that the distribution $G(u)$ of the rescaled variable $u$ is simply Gaussian.

But the shift-exponent of equation (55) remains nevertheless non-trivial and is expected to coincide with the droplet exponent $\theta$ [67]

$$\theta_{\text{shift}} = \theta. \quad \text{(58)}$$

For the long-ranged spin-glass with Gaussian distribution, the statistics of the ground state energy has been studied numerically [28, 30, 31] with various conclusions: the numerical results for the width exponent $g$ obtained in [28] are clearly below $g = 1/2$ in the region $\sigma \to (1/2)^+$, whereas the authors of references [30, 31] have concluded that the asymptotic distribution $G(u)$ is Gaussian in the whole extensive region $\sigma > 1/2$. It is thus interesting to analyze the result given by the renormalization procedures described in the previous sections.

6.2. Analysis within the block decimation

Within the box decimation of size $b = 2$ described in section 3, the obtained ground state energy for a system of length $N = 2^{p_{\text{max}}}$ can be decomposed into the sum of the
energies $E_{N}^{(p)}$ gained at each RG iteration $p$ by the satisfaction of half of the renormalized bonds corresponding to the elementary length scale $2^{p-1}$ of this iteration

$$E_{N}^{\text{GS}} = \sum_{p=1}^{p_{\max}} E_{N}^{(p)}.$$  

(59)

We have already seen in equation (25) that the energy $E_{N}^{(p=1)}$ gained at the first decimation $p = 1$ reads

$$E_{N}^{(p=1)} = -\sum_{1 \leq n \leq \frac{N}{2}} |J_{2n-1,2n}|$$

(60)

so that we may rewrite it as the sum over $(N/2)$ independent coupling of the initial distribution on the elementary length scale $2^{0} = 1$

$$E_{N}^{(p=1)} = -\sum_{i_{0}=1}^{N} |J_{i_{0}}^{(0)}|.$$  

(61)

More generally, at the iteration $p$, the energy $E_{N}^{(p)}$ gained by the satisfaction of half of the renormalized bond of generation $(p - 1)$ on the elementary scale $2^{p-1}$ reads

$$E_{N}^{(p)} = -\sum_{i_{p}=1}^{N} |J_{i_{p}}^{(p-1)}|$$

(62)

up to the last renormalization scale $p_{\max} = \frac{\ln N}{\ln 2}$, where the energy $E_{N}^{(p_{\max})}$ is gained by the satisfaction of the single renormalized bond of generation $(p_{\max}-1)$ on the elementary scale $2^{p_{\max}-1} = N/2$ coupling the two halves of the system

$$E_{N}^{(p_{\max})} = -|J_{1}^{(p_{\max}-1)}|$$

(63)

6.2.1. Analysis of the averaged value. In the region $1 < \mu \leq 2$ that we consider (equation (22)), the Lévy distribution of index $\mu$ (equations (12) and (13)) has a finite first moment in absolute value

$$B_{\mu} = \int_{-\infty}^{+\infty} \epsilon |L_{\mu}(\epsilon)| < + \infty.$$  

(64)

As a consequence, at scale $p$, using equation (33), one obtains that the average value of the absolute coupling reads

$$\overline{|J^{(p)}|} = B_{\mu} \Delta^{(p)} (2^{p}) \simeq B_{\mu} C_{\mu}(\sigma) (2^{p})^{\delta_{\mu}(\sigma)}.$$  

(65)

So the contribution of the $p$ iteration reads (equation (62))

$$\overline{E_{N}^{(p)}} = -\frac{N}{2^{p}} |J^{(p-1)}| \simeq -\frac{N}{2^{p}} B_{\mu} C_{\mu}(\sigma) (2^{p})^{\delta_{\mu}(\sigma)}.$$  

(66)

Finally, the averaged value of the groundstate energy obtained by the box decimation reads (equation (59))

$$\overline{E_{N}^{\text{GS}}} = -\sum_{p=1}^{p_{\max}} \overline{E_{N}^{(p)}} = -N B_{\mu} C_{\mu}(\sigma) \sum_{p=1}^{\frac{\ln N}{\ln 2}} (2^{p})^{\delta_{\mu}(\sigma)-1}.$$  

(67)
In the region that we consider (equation (22)), one has $\theta_\mu(\sigma) < 1$, so that the geometric sum is always convergent and the averaged ground state energy is extensive in the number $N$ of spins as expected. In addition, one obtains that the contribution of the last decimation $p_{\text{max}} = \frac{\ln N}{\ln 2}$ of equations (63) and (66) reads

$$E_N^{(p_{\text{max}})} = - \left| J^{(p_{\text{max}})} \right| = - B_\mu C_\mu(\sigma) N^\theta_\sigma(\sigma)$$

and so that the exponent $\theta_{\text{shift}}$ governing the leading correction to extensivity (equation (55)) indeed coincides with the droplet exponent $\theta_\mu(\sigma)$ as expected in general (equation (58)).

### 6.2.2. Distribution around the averaged value in the Gaussian case $\mu = 2$

In the Gaussian case $\mu = 2$ (equation (10)), the distribution of the coupling $J^{(p)}$ at iteration $p$ on scale $2^p$ is also Gaussian

$$P_p(J^{(p)}) = \frac{1}{\Delta_p(2^p) \sqrt{4\pi}} e^{-\frac{1}{2} \left( \frac{J^{(p)}}{\Delta_p(2^p)} \right)^2}$$

of characteristic scale (equation (33))

$$\Delta_p(2^p) = (2^p)^{\theta_\sigma(\sigma)} C_2(\sigma)$$

so that the variance of the absolute value of the coupling reads

$$\left( J^{(p-1)} \right)^2 - \left( \left| J^{(p-1)} \right| \right)^2 = \left( 2 - \frac{4}{\pi} \right) \Delta_p(2^p) = \left( 2 - \frac{4}{\pi} \right) C_2(\sigma) (2^p)^{\theta_\sigma(\sigma)}.$$

For finite $p$, the Central Limit Theorem yields that the energy $E_N^{(p)}$ gained at the decimation $p$ will be Gaussian distributed, with an average given by equation (66), and with a variance given by

$$\left( E_N^{(p)} \right)^2 - \left( E_N^{(p)} \right) = \frac{N}{2^p} \left( J^{(p-1)} \right)^2 - \left( \left| J^{(p-1)} \right| \right)^2 = \frac{N}{2^p} \left( 2 - \frac{4}{\pi} \right) C_2(\sigma) (2^p)^{\theta_\sigma(\sigma)}.$$

As a consequence, the Central Limit Theorem yields that the distribution of the ground state energy (equation (59)) will also be Gaussian, with an average given by equation (67) and with a variance given by

$$\left( E_N^{(p_{\text{max}})} \right)^2 - \left( E_N^{(p_{\text{max}})} \right) = \sum_{p=1}^{p_{\text{max}}} \left( E_N^{(p)} \right)^2 - \left( E_N^{(p)} \right) = N \left( 2 - \frac{4}{\pi} \right) C_2(\sigma) \sum_{p=1}^{p_{\text{max}}} (2^p)^{\theta_\sigma(\sigma)-1}$$

so that the fluctuation exponent $g$ of equation (56) is simply

$$g_{\mu=2} = \frac{1}{2}$$

in agreement with the result for short-ranged Gaussian spin-glasses in any finite dimension $d$ (equation (57)).

### 6.2.3. Distribution around the averaged value in the Lévy case $1 < \mu < 2$

In the Lévy case $1 < \mu < 2$, the distribution of the coupling $J^{(p)}$ at iteration $p$ on scale $2^p$ displays the power-law tail of equation (13)
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\[ P_p(J^{(p)}) \sim A_p[\Delta^{(p)}(2^p)]^\mu \]

(75)

of characteristic scale (equation (33))

\[ \Delta^{(p)}(2^p) = (2^p)^{\theta_p(\sigma)} C_p(\sigma) . \]

(76)

As a consequence, from the theory of the addition of random Lévy variables, the energy \( E_N^{(p)} \) gained at the decimation \( p \) (equation (62)) will display the following power-law negative tail

\[ Q_p(E_N^{(p)}) \sim A_p N \frac{[\Delta^{(p)}(2^p)]^\mu}{(-E_N^{(p)})^{1+\mu}} \]

(77)

and the ground state energy of equation (59) the following power-law negative tail

\[ P(E_N^{GS}) \sim A_p \frac{[\Delta_N^{GS}]^\mu}{(-E_N^{GS})^{1+\mu}} \]

(78)

of characteristic scale \( \Delta_N^{GS} \) such that

\[ [\Delta_N^{GS}]^\mu = \sum_{p=1}^{p_{\text{max}}} N 2^p [\Delta^{(p)}(2^p)]^\mu = \sum_{p=1}^{p_{\text{max}}} N 2^p (2^p)^{\theta_p(\sigma)} C_p(\sigma)^\mu = N C_\mu(\sigma) \sum_{p=1}^{\ln N} (2^p)^{\mu \theta_p(\sigma) - 1} . \]

(79)

From the expression of the droplet exponent of equation (34), it is clear that the exponent \( \mu \theta_p(\sigma) - 1 = 1 - \mu \sigma \) is always negative in the region that we consider (equation (22)), so that the final geometric sum of equation (79) is always convergent. As a consequence, the characteristic scale \( \Delta_N^{GS} \) of the ground-state energy in its negative tail is of order

\[ \Delta_N^{GS} \propto N^{1/\mu} \]

(80)

so that the fluctuation exponent \( g \) of equation (56) is simply

\[ g_\mu = \frac{1}{\mu} \]

(81)

that generalizes the value of equation (74) concerning the Gaussian case \( \mu = 2 \).

6.3. Analysis for the strong disorder decimation

For the strong disorder decimation, the energy \( E_N^{(1)} \) gained by the first iteration \( p = 1 \) reads (equation (42))

\[ E_N^{(1)} = - \sum_{1 \leq n \leq N^2} \max\left( |J_{2n-2,2n-1}|, |J_{2n-1,2n}| \right) . \]

(82)

So, instead of the sum over \( (N/2) \) independent coupling for the box decimation (equation (61)), it is given by the sum over \( (N/2) \) independent variables, each variable being the minimum of two independent couplings

\[ E_N^{(p=1)} = - \sum_{i_o=1}^{N^2} \max\left( |J_{i_o(d)}^{(0)}|, |J_{i_o(d)}^{(0)}| \right) . \]

(83)
As a consequence, we do not expect any changes in the scalings discussed above, but only in the constants. For instance, the intensive energy $e_0$ of equation (55) will be lower for the strong disorder decimation than with the box decimation.

7. Renormalization for the Dyson hierarchical spin-glass model

In the field of long-ranged models, it is also interesting to consider their Dyson hierarchical analogs, where real space renormalization are easier to define as a consequence of the hierarchical structure. After many works concerning the Dyson hierarchical ferromagnetic Ising model [77] by both mathematicians [78–81] and physicists [82–86], various Dyson hierarchical disordered systems have been recently studied, in particular Anderson localization models [89–96], random fields Ising models [87, 88] and spin-glasses [97–100]. In the following, we thus apply the zero-temperature renormalization to the Dyson hierarchical spin-glass in order to stress the similarities and differences with respect to the long-ranged model discussed in previous sections.

7.1. Definition of the Dyson hierarchical spin-glass model

The Dyson hierarchical spin-glass model of $2^N$ spins is defined recursively as follows [97–100]

$$
H_N(S_1, S_2, ..., S_{2^N}) = H_{N-1}^{(a)}(S_1, S_2, ..., S_{2^{N-1}}) + H_{N-1}^{(b)}(S_{2^{N-1}+1}, S_{2^{N-1}+2}, ..., S_{2^N})
- \sum_{i=1}^{2^{N-1}} \sum_{j=2^{N-1}+1}^{2^N} J_{i,j} S_i S_j
$$

(84)

(where the notation $H_{N-1}^{(a)}$ and $H_{N-1}^{(b)}$ means that these two Hamiltonians are two independent realizations for the two half-systems before the introduction of the couplings of the second line). The first terms for $N = 1$ and $N = 2$ read

$$
H_1(S_1, S_2) = -J_0(1, 2) S_1 S_2
$$

$$
H_2(S_1, S_2, S_3, S_4) = -J_0(1, 2) S_1 S_2 - J_0(3, 4) S_3 S_4 - J_1(1, 3) S_1 S_3 - J_1(1, 4) S_1 S_4
- J_1(2, 3) S_2 S_3 - J_1(2, 4) S_2 S_4.
$$

(85)

At generation $n$, associated to the length scale $L_n = 2^n$, the couplings $J_n(i, j)$ are independent Lévy variables of zero-mean and characteristic scale $\Delta_n$, with the following exponential decay with the number $n$ of generations, in order to mimic the power-law decay of equation (14) with respect to the length scale $L_n = 2^n$

$$
\Delta_n = 2^{-\alpha n} = \frac{1}{L_n^\alpha}.
$$

(86)

As a consequence of this hierarchical structure, the block decimation of section 3 is directly appropriate for the Dyson model, since the blocks are already built into the definition of the model, and one does not need to introduce the strong disorder version of section 4.
7.2. Decimation using blocks of size $b = 2$

The decimation of all odd spins using the rule of equation (24) amounts to satisfying all the couplings of generation zero $J_0(i, j)$. Then the renormalized couplings between the remaining even spins associated to generation $n \geq 1$ read

$$J_n^{(1)}(2i, 2j) = J_n(2i, 2j) + \text{sgn}[J_0(2i-1, 2i)] \text{sgn}(J_0(2j-1, 2j)) J_n(2i-1, 2j-1)$$

$$+ \text{sgn}[J_0(2i-1, 2i)] J_n(2i-1, 2j) + \text{sgn}[J_0(2j-1, 2j)] J_n(2i, 2j-1)$$

(87)

that replaces equation (26) concerning the non-hierarchical case. As a consequence, the RG rule for the Fourier transform reads (instead of equation (27))

$$\frac{e^{ikJ_n^{(1)}(2i, 2j)}}{\left(\frac{e^{ikJ_n(2i-1, 2j-1)}}{e^{ikJ_n(2i-1, 2j)}} \right) \left(\frac{e^{ikJ_n(2j-1, 2i)}}{e^{ikJ_n(2i, 2j-1)}}\right)} = e^{-4|k|^n \Delta_n^\mu}$$

(88)

so that the renormalized characteristic scale of the Lévy distribution evolves simply as (instead of equation (28))

$$\Delta_n^{(1)} = [4\Delta_n^\mu]^\frac{1}{2} = 4^\frac{1}{2} \Delta_n$$

(89)

in terms of the initial characteristic scale $\Delta_n$ of equation (86).

This procedure can then be straightforwardly iterated: after $p$ iterations where only spins of index $(2^p i)$ are still alive, the characteristic scale $\Delta_n^{(p)}$ of the couplings of generation $n \geq p$ after $p$ renormalization steps reads (instead of equation (31))

$$\Delta_n^{(p)} = \left(4^\frac{1}{2}\right)^p \Delta_n.$$  

(90)

In particular, for the smallest remaining generation $n = p$ associated to the length scale $2^p$, one obtains, using the initial value of equation (86)

$$\Delta_n^{(p)} = 2^\frac{2p}{2} \Delta_n = 2^p (\frac{2}{2} - \sigma) = (2^p)^{\theta_\sigma}$$

(91)

with the same droplet exponent $\theta_\sigma = \frac{2}{\mu} - \sigma$ as in equation (34), but the domain of validity is different: here the formula $\theta_\sigma = \frac{2}{\mu} - \sigma$ is always valid, even when the droplet exponent is negative $\theta_\sigma = \frac{2}{\mu} - \sigma \leq 0$ (in contrast to equations (35) and (36) concerning the non-hierarchical case).

7.3. Decimation using blocks of size $b > 2$

To see whether results change if blocks of larger size $b > 2$ are used for the decimation, let us consider the extremal case of two blocks of size $b = 2^{N-1}$. The residual coupling between the ground states of the two halfs reads (instead of equation (37))

$$J_{N-1}^{[R]} = \sum_{i=1}^{2^{N-1}} \sum_{j=2^{N-1}+1}^{2^N} J_{N-1}(i, j) S_i^{(a)} S_j^{(b)}$$

(92)
where $S_i^{(a)}$ and $S_j^{(b)}$ are the ground states of the two independent Hamiltonians $H_N^{(a)}$ and $H_N^{(b)}$ of equation (84). As a consequence, its characteristic scale will be (instead of equation (39))

$$
\Delta_{N-1}^b = \left[ \sum_{i=1}^{2^N-1} \sum_{j=2^{N-1}+1}^{2^N} \Delta_{N-1}^j \right]^{\frac{1}{p}} = 2^{\frac{2(N-1)}{\nu}} \Delta_{N-1} = (2^{N-1})^{\frac{2}{\nu} - \sigma} = L_{N-1}^{\theta_{\mu}(\sigma)}
$$

(93)

with the same droplet exponent $\theta_{\mu}(\sigma) = \frac{2}{\mu} - \sigma$ as in equation (91) obtained with blocks of size $b = 2$. This analysis also shows that the formula remains even valid in the domain $\theta_{\sigma_{\mu}}(\sigma) = \frac{2}{\mu} - \sigma \leq -1 = \theta^\text{SR}(d = 1)$ (in contrast to equations (6) and (7)), because here there is no competition with the short-ranged droplet exponent (the short-ranged model is not included in the Dyson hierarchical model, whereas it is included in the non-hierarchical model).

In summary, the Dyson hierarchical spin-glass model leads to very simple zero-temperature decimation rules and to the droplet exponent $\theta_{\mu}(\sigma) = \frac{2}{\mu} - \sigma$ even in the region where it is negative.

8. Conclusion

In this paper, we have considered the one-dimensional long-ranged Ising spin-glass with random couplings decaying with the distance $r$ as $J(r) \sim r^{-\sigma}$ and distributed with the Lévy symmetric stable distribution of index $1 < \mu \leq 2$ (including the usual Gaussian case $\mu = 2$), in the region $\sigma > 1/\mu$ where the energy is extensive. We have analyzed two real space renormalization procedures at zero temperature. The simple box decimation leads to explicit calculations, but gives the correct droplet exponent only if it is positive. Strong disorder decimation is better since it is also able to reproduce negative droplet exponents, and it becomes exact in the Migdal–Kadanoff approximation.

The known formula of equation (7) for the Gaussian case $\mu = 2$ reads for the Lévy case of index $\mu$

$$
\theta_{\mu}(\sigma) = \frac{2}{\mu} - \sigma
$$

(94)

with the consequence that there is a non-empty region (equation (54)) where the spin-glass phase is expected to be stable with respect to a small magnetic field.

We have also analyzed in detail the consequences for the statistics of the ground state energy $E_{L}^{\text{GS}}$ over disordered samples. We have obtained that the droplet exponent $\theta_{\mu}(\sigma)$ governs the leading correction to extensivity of the averaged value $\overline{E_{L}^{\text{GS}}} \sim L_{0} + L_{\mu}(\sigma)e_{1}$, as a consequence of the last RG step at the biggest scale, whereas the characteristic scale of the fluctuations around this average is of order $L_{1}^{\frac{1}{\nu}}$ as a consequence of the extensive number of couplings on the short scales. The rescaled variable $u = \left( E_{L}^{\text{GS}} - \overline{E_{L}^{\text{GS}}} \right) / L_{1}^{\frac{1}{\nu}}$
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is then Gaussian for initial couplings with a finite variance, or displays the negative power-law tail in $1/(-u)^{1+\mu}$ for $u \to -\infty$ in the Lévy case $1 < \mu < 2$.

Finally, we have studied the application to the related Dyson hierarchical spin-glass model and stressed the similarities and differences.

In the future, we hope to extend the present work to the short-ranged spin-glass model in dimension $d > 1$. It is, of course, clear that the box decimation procedure described in section 3 can only give the exponent (consider boxes of the largest size $b = (L/2)$ as in section 3.3)

$$\theta_{\text{box}}^\text{SR}(d) = \frac{d-1}{2}$$

which is known to be a too large upper bound (equation (2)). For the short-ranged model, it is indeed crucial to have a renormalization procedure that does not fix a priori the boundaries of the correlated clusters independently of the disorder realization. For the short-ranged model in $d = 1$ (see section 4.2), we have already seen that the strong disorder decimation procedure is indeed able to reproduce the correct result $\theta_{\text{strong}}^\text{SR}(d = 1) = -1$ below the box value $\theta_{\text{box}}^\text{SR}(d = 1) = 0$ of equation (95). So we hope that the same phenomenon will occur in dimension $d > 1$, and that an appropriate extension of the strong disorder procedure adapted to the hypercubic lattice will be able to build correlated clusters with boundaries adapted to each disorder realization, and to reproduce the correct droplet exponent.
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