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Abstract—Albeit being presented as an alternative to the classical least-mean-square (LMS) algorithm, the normalized LMS (NLMS) actually deals with a modified mean squared error (MSE) cost function, so that the expected optimum solution may differ from the Wiener solution. In this work, we perform an investigation concerning the question as to whether such difference may arise in the context of the channel equalization problem by considering a representative set of transmitted signal modulations, channel models and signal-to-noise ratio (SNR) conditions. Additionally, we analyze the influence of the potential deviation from the optimal solution on the performance of the equalizer.
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I. INTRODUCTION

The problem of adaptive filtering comprises three main choices: a) that of an adequate filter structure; b) that of a statistical criterion that expresses in mathematical terms what is expected from the filtering process; c) that of an optimization method that estimate the system parameters according to the chosen criterion. It is possible to state that the most classical setup is that of a linear finite impulse response (FIR) filter whose adaptation is based on the minimum mean squared error (MSE) criterion and carried out with the aid of gradient-based algorithms [1].

Undoubtedly, the problem of channel equalization represents an emblematic application of the adaptive filtering framework, in which a carefully designed filter (termed equalizer) is employed to cancel out the noxious effects of a certain communication channel, thereby, in a certain sense, inverting it. The problem is supervised when the equalizer parameters are modified online with the aid of reference samples taken from the transmitted signal [1].

In this context, given that the MSE criterion calls for knowledge of statistical expectations of certain terms related to information signals, the optimization process is carried out according to two main possibilities: 1) the use of instantaneous estimates instead of statistical expectations and 2) the approximation of the MSE by means of time averages. The first of these alternatives engenders the least-mean-square (LMS) algorithm, whereas the second is the basis of the recursive least squares (RLS) algorithm [1].

Despite the importance of the RLS algorithm, it is possible to consider the LMS as the canonical adaptive algorithm within the MSE-based framework. The algorithm has a very simple and elegant expression:

\[
\mathbf{w}(n + 1) = \mathbf{w}(n) + \mu \mathbf{e}^*(n)\mathbf{x}(n),
\]

where \(\mathbf{x}(n) = [x(n)x(n-1)\ldots x(n-K+1)]^T\) is the input vector of a FIR filter of order \(K\), \(\mathbf{e}^*(n)\) is the complex conjugate of \(\mathbf{e}(n)\), the difference between a reference signal \(\mathbf{d}(n)\) and the filter output \(\mathbf{y}(n) = \mathbf{w}^H(n)\mathbf{x}(n)\), \(\mu\) is a step-size parameter and \(\mathbf{w}(n)\) is the filter coefficient vector at instant \(n\).

The practical use of the LMS algorithm raises a crucial tradeoff regarding the choice of the step-size parameter \(\mu\) in terms of convergence rate and misadjustment. The normalized LMS algorithm [1], [2] (NLMS) is an attempt to find a compromise by means of the adoption of a variable step-size parameter. This is done by introducing the term \(\mathbf{x}^H(n)\mathbf{x}(n)\) as a regulator, as it is possible to show that this term is crucial to determine the variation of the instantaneous squared error [1], [2]:

\[
\mathbf{w}(n + 1) = \mathbf{w}(n) + \frac{\mu}{\mathbf{x}^H(n)\mathbf{x}(n)}\mathbf{e}^*(n)\mathbf{x}(n).
\]

The introduction of the normalization term in (2) ends up modifying the underlying cost function, so that the NLMS algorithm is not, in fact, minimizing the instantaneous squared error, as the LMS. Hence,
it is possible that the optimum solution for this modified cost function be different from the Wiener solution. In other words, the NLMS may converge to a coefficient vector that is not the Wiener solution.

This aspect is of paramount importance since the NLMS algorithm usually is presented as an alternative to the conventional LMS for adapting the filter parameters. However, if these algorithms should converge to different solutions, there actually would be two distinct approaches for the adaptive filtering problem. In [3], it was demonstrated that the mean behavior of the NLMS converges to the Wiener solution considering white Gaussian input signal, which means that the modified optimal solution is almost equivalent to the classical Wiener solution.

Nevertheless, this result cannot be directly applied to the channel equalization problem, since the hypothesis that the input signal is a white process is not correct here due to the intersymbol interference (ISI). Additionally, depending on the characteristics of the channel, the received signal is not adequately represented as a Gaussian random variable. Other aspects regarding the NLMS algorithm, such as the convergence rate (speed) and the steady-state performance were analyzed in several works [4]–[10]. However, these studies generally focused on the system identification task and, in most cases, with Gaussian inputs.

Therefore, to the best of our knowledge, an analysis of the behavior of NLMS – in terms of the expected optimum filter it may obtain – specifically in the context of digital channel equalization has not been performed yet. In this work, we aim at contributing to bridge this gap, giving particular attention to the question as to whether the NLMS algorithm can converge to a solution different from the Wiener filter and, in such case, analyze the adequacy of the obtained filter in performing the desired task. Hence, the applicability of the NLMS in this kind of task will be further clarified.

This paper is organized as follows: Section II describes the main concepts of the channel equalization problem, as well as highlights the expected solutions obtained by the LMS and the NLMS. Then, Section III presents the experimental results, considering a representative set of input modulations, channels (both FIR and infinite impulse response (IIR) filters) and noise, and analyzes the behavior of the NLMS optimum solution when compared with the Wiener solution. Finally, Section IV brings the conclusions and perspectives for future works.

## II. Problem Statement

The main elements involved in the supervised channel equalization problem are depicted in Figure 1.

![Fig. 1. Basic diagram of the supervised channel equalization problem.](image)

The transmitted signal $s(n)$ is composed of independent and identically distributed (i.i.d.) samples belonging to the discrete alphabet $S$ associated with the chosen modulation (e.g., BPSK or 4-QAM). The channel transfer function $H(z)$ models the effect known as intersymbol interference (ISI) [1] and $\eta(n)$ represents an additive white Gaussian noise with zero mean and variance $\sigma^2_\eta$. The objective in channel equalization is to remove as much as possible the ISI in an attempt to recover $s(n)$ or a delayed version thereof $(s(n - \beta))$, reaching the so-called zero-forcing (ZF) condition [1].

In this work, the equalizer consists of a FIR filter with $K$ coefficients, defined as $w = [w_0 \ldots w_{K-1}]^T$, which shall be adapted with the aid of the LMS and the NLMS algorithms. When the channel and the involved signals do not change their properties during the communication process, by properly selecting the value of the step-size in (1), it is expected that the LMS converge to the Wiener solution. On the other hand, the NLMS algorithm actually deals with a modified cost function, so that the optimal solution it may find can, in theory, be different.

This aspect can be more clearly understood if we interpret the NLMS algorithm as an instance of the standard LMS applied to modified data. By rearranging the terms in (2), we can write:

$$w(n+1) = w(n) + \frac{\mu}{\|x(n)\|}(d(n) - y(n))^* \frac{x(n)}{\|x(n)\|}$$

$$= w(n) + \mu e^*(n)x(n), \quad (3)$$
where $\tilde{e}(n) = \tilde{d}(n) - \tilde{y}(n)$, $\tilde{d}(n) = \frac{d(n)}{\|x(n)\|}$ is the modified reference signal, $\tilde{y}(n) = w^H(n)\frac{x(n)}{\|x(n)\|}$, and $\tilde{x}(n) = \frac{x(n)}{\|x(n)\|}$ is the modified input signal.

So, while the LMS seeks the solution that minimizes $E\{e(n)\tilde{e}^*(n)\}$, the underlying cost function of NLMS corresponds to $E\{\tilde{e}(n)\tilde{e}^*(n)\}$. Therefore, there are two potentially distinct optimal solutions [6]: the conventional Wiener filter, denoted as $w_{\text{wiener}}$, which uses the statistical information of the input autocorrelation matrix $R_x = E\{x(n)x^H(n)\}$ and of the cross-correlation vector $p_{xd} = E\{x(n)d^*(n)\}$, and a modified solution, which makes use of normalized data and is given by:

$$w_{\text{mod}} = \tilde{R}_x^{-1} \tilde{p}_{xd}, \quad (4)$$

where $\tilde{R}_x = E\{\tilde{x}(n)\tilde{x}^H(n)\}$ and $\tilde{p}_{xd} = E\{\tilde{x}(n)d^*(n)\}$.

In this scenario, one may wonder whether the aforementioned solutions are equivalent or, at least, approximately equal. This is the main aspect to be investigated in this work, particularly in the context of supervised equalization of digital signals. Even though it is not feasible to compute in analytical terms the statistical entities involved in the modified (normalized) solution, we can resort to simple estimates using a sufficiently large number of samples, since the signals considered in this work are stationary and ergodic. Hence, the analysis carried out in this work shall be based on a set of experimental results in different scenarios of the channel equalization problem. Notwithstanding, by considering representative conditions with respect to the input signal, the channel and the noise, we believe that the obtained results are capable of providing a broader view concerning the adequacy of NLMS for the equalizer design.

III. Experimental Results

In this section, we are interested in comparing the characteristics and attainable performances associated with the Wiener solution and with the modified solution, defined in (4), which, as discussed in Section II, establishes the actual optimum filter that the NLMS algorithm pursues. Hence, we shall analyze the theoretical MSE value associated with each solution, defined as [1]:

$$\text{MSE}(w) = E\{|s(n-\beta)|^2\} - w^HP_{xd} \quad -p_{xd}^Hw + w^HR_xw \quad (5)$$

where $w$ can be $w_{\text{wiener}}$ or $w_{\text{mod}}$. The term $E\{|s(n-\beta)|^2\}$ is the mean energy of the transmitted signal.

In the experiments, we use the Normalized MSE Difference (NMD), given by

$$\text{NMD} = \frac{\text{MSE}(w_{\text{mod}}) - \text{MSE}(w_{\text{wiener}})}{\text{MSE}(w_{\text{wiener}})} \quad (6)$$

as a performance metric to compare the solutions, which represents the percentage of deviation between the MSE values associated with $w_{\text{wiener}}$ and $w_{\text{mod}}$.

Additionally, we also assess the normalized Euclidean distance (NED) between the corresponding filter coefficient vectors:

$$\text{NED} = \frac{\|w_{\text{wiener}} - w_{\text{mod}}\|}{\|w_{\text{wiener}}\|} \quad (7)$$

It is important to mention that the modified solution ($w_{\text{mod}}$) is computed as an average of $N_r = 50$ independent estimates, where each estimate is obtained via (4) using sample mean approximations of $R_x$ and $p_{xd}$, considering a set of $T = 10000$ transmitted symbols. On the other hand, the Wiener solution ($w_{\text{wiener}}$) is analytically calculated for the considered scenarios.

We shall consider two types of channel: (i) a minimum-phase FIR system, and (ii) an IIR system. The equalization delay was $\beta = 0$, which represents an adequate choice for these channels having in view the attainable performance of the Wiener solution.

The input signals considered in this work are related to traditional digital modulation schemes, viz., BPSK, 4-QAM, 8-PSK and 16-QAM [11], and present unitary mean energy (i.e., $E\{s^2(n)\} = 1$) in order to allow a direct comparison of the results under the same SNR conditions.

A. Minimum-Phase FIR Channel

In this scenario, the transfer function of the channel is given by $H(z) = 1 + az^{-1}$, with $0 < a < 1$. Hence, the closer is $a$ to unity, the more difficult is the inversion of the channel when using a FIR equalizer, or, in other words, more coefficients are necessary to reach an adequate cancellation of the channel.

For the case in which the equalizer has $K = 2$ coefficients, we derived the exact expression of
the modified solution by computing the statistical expectation considering all the possible received signal vectors \((x(n))\) in the absence of noise. In this case, the modified solution is given by

\[
w_{\text{mod}} = \begin{bmatrix} 1 \\ \frac{1}{1-\alpha^4} \\ -\alpha \\ \frac{1}{1-\alpha^4} \end{bmatrix}.
\]

(8)

On the other hand, the Wiener solution for the same scenario corresponds to:

\[
w_{\text{wiener}} = \begin{bmatrix} 1+\alpha^2 \\ \frac{1+\alpha^2}{1+\alpha^2+\alpha^4} \\ \frac{1}{1+\alpha^2+\alpha^4} \end{bmatrix}.
\]

(9)

These expressions shall be useful for the analysis of the results in the sequence of the text.

Figure 2 shows the NMD values as a function of \(\alpha\) in the absence of noise for a BPSK transmitted signal and for several equalizer lengths. The NED between the solutions is depicted in Figure 3.

Fig. 2. Normalized MSE difference between \(w_{\text{wiener}}\) and \(w_{\text{mod}}\) for several equalizer lengths considering the FIR channel, no noise and BPSK modulation.

Fig. 3. Normalized Euclidean distance between \(w_{\text{wiener}}\) and \(w_{\text{mod}}\) for several equalizer lengths considering the FIR channel, no noise and BPSK modulation.

It is possible to notice that there can be a significant deviation of MSE and of distance between \(w_{\text{wiener}}\) and \(w_{\text{mod}}\). In particular, we observe that both NMD and NED values increase as the channel coefficient \(\alpha\) is increased.

For \(K = 2\), as \(\alpha\) approaches the unity, the coefficients of \(w_{\text{mod}}\), given by (8), tend to increase in magnitude and, in the limit, diverge. On the other hand, the Wiener solution always preserve a limited magnitude for each coefficient, according to (9), which explains the behavior of the NED curve in this case. Additionally, based on the expressions of \(w_{\text{mod}}\) and \(w_{\text{wiener}}\), it also becomes evident why the solutions are more similar when \(\alpha \ll 1\), reaching equality for \(\alpha = 0\). Hence, we notice a potential connection between the NED values and the difficulty for inverting the channel.

This connection is also corroborated by analyzing the impact of the length of the equalizer: for any value of \(\alpha\), the more coefficients the equalizer has, the smaller is the difference between \(w_{\text{mod}}\) and \(w_{\text{wiener}}\), and the better is the approximation of the channel inverse by means of the equalizer.

The influence of the noise in the NMD and in the NED is shown on Figures 4 and 5, respectively. The results were obtained using \(K = 2\) and BPSK modulation, which is the configuration that attained the largest deviation in the previous scenario. As we can observe, the NMD and the NED are no longer monotonically increasing with \(\alpha\) as in the noiseless case. As \(\alpha\) increases, both performance metrics increase until they reach a maximum value and, then, start to decrease as \(\alpha\) approaches unity. The peaks of NMD and NME, as well the value of \(\alpha\) at which they occur, decrease as the SNR is reduced. Interestingly, the noise significantly reduces the difference between \(w_{\text{wiener}}\) and \(w_{\text{mod}}\) when the ZF condition is harder to attain.

Having in view the potential connection between the difficulty for inverting the channel and the expected differences between \(w_{\text{wiener}}\) and \(w_{\text{mod}}\), raised during the analysis of the noiseless case, we believe...
that the presence of noise ends up introducing, in a certain sense, a regularization factor in the computation of \( w_{\text{mod}} \), which avoids the divergence of the solution for \( \alpha \) close to the unity and, ultimately, makes \( w_{\text{mod}} \) more similar to the Wiener solution.

The results show that the larger the modulation cardinality, the smaller the difference between the modified and the Wiener solution. In fact, we verified through experimental simulations that if \( s(n) \) has a uniform distribution, which is equivalent to a modulation with infinite cardinality, the difference between the solutions is negligible, independently of \( \alpha \). The same behavior was observed when the
distribution of $s(n)$ is Gaussian. Therefore, the distribution of the transmitted signal has an important impact on the filter attained by the NLMS.

The difference between $w_{\text{wiener}}$ and $w_{\text{mod}}$ also impacts on the probability of error of the system. Figure 8 shows the theoretical probability of error of the BPSK [12] as a function of $\alpha$ for equalizers with $K = 2$, $K = 4$ and $K = 8$ coefficients, when the SNR is set to 20 dB. The curves shown in Figure 8 are obtained when the SNR is 15 dB.

Note that $w_{\text{mod}}$ provides a worse performance than $w_{\text{wiener}}$ for intermediate values of $\alpha$, which is in accordance with the results shown in Figures 4 and 5, since the largest deviation between the solutions also occurs for intermediate values of $\alpha$. However, the difference between the curves is smaller for larger equalizer lengths, which is expected because the deviation between the solutions is smaller in those conditions, as previously discussed. Additionally, we can observe that the performance gap increases as the SNR is reduced.

Finally, we show in Figure 10 the contours of the standard and modified MSE surfaces along with the trajectories associated with the LMS and the NLMS considering BPSK modulation, SNR of 20 dB and $\alpha = 0.8$, a scenario where a large difference between $w_{\text{mod}}$ and $w_{\text{wiener}}$ is expected based on the results obtained so far. The initial condition and the adopted step size were equal to $w = [-2; -2]^T$ and $\mu = 0.001$, respectively, for both the algorithms.

As expected, the normalization of data in the NLMS improves the conditioning of the filter input autocorrelation matrix, since the contours of the modified MSE surface are more similar to circles, which may accelerate the convergence of a gradient-based algorithm towards the optimum solution. However, the normalization has an undesirable effect: the NLMS may not lead to the Wiener filter, as can be seen by the difference between $w_{\text{mod}}$ and $w_{\text{wiener}}$ in Figure 10.
B. IIR Channel

Now, the transfer function of the channel is given by \( H(z) = \frac{1}{1 + \alpha z^{-1}} \), which means that the ZF condition can be attained through the use of a FIR equalizer with only two coefficients \((K = 2)\). Therefore, having in mind the observations raised in the previous scenario, it is expected that the difference between the Wiener and the modified solutions be less pronounced here. Additionally, since the potential difference between them is reduced as the cardinality of the alphabet associated with the input modulation increases, we shall concentrate the analysis on the BPSK modulation.

Figure 11 exhibits the NMD values as a function of \( \alpha \) considering the SNRs of 10 dB and 30 dB, whereas Figure 12 displays the NED between these solutions.

![Fig. 11. NMD values associated with classical and modified Wiener solutions for the IIR channel and the SNRs of 10 dB and 30 dB.](image)

![Fig. 12. Normalized Euclidean distance between \( w_{\text{wiener}} \) and \( w_{\text{mod}} \) considering the IIR channel and the SNRs of 10 dB and 30 dB.](image)

It is possible to notice that when the noise power is small, \( w_{\text{wiener}} \) and \( w_{\text{mod}} \) are almost identical and, consequently, the NMD values are significantly small. On the other hand, when the SNR is 10 dB, the solutions differ in a relatively higher degree, and the maximum NMD value is close to 30%. So, differently from the case with the FIR channel, as more noise is present in the received signal, the optimum solution that the NLMS algorithm should converge to becomes more distinct from the Wiener solution. Notwithstanding, the distances between the solutions are quite smaller when compared with those observed for the FIR channel, which means that the obtained results have confirmed our expectation with respect to the potential difference between \( w_{\text{mod}} \) and \( w_{\text{wiener}} \) when the equalizer approaches the ZF condition.

In order to complete our analysis, we shall verify the behavior of the NLMS algorithm in this scenario. Thus, we show in Figure 13 the contours of the standard and modified MSE surfaces along with the trajectories associated with the LMS and the NLMS considering the SNR of 10 dB and \( \alpha = 0.8 \), which was a case with a large difference between \( w_{\text{mod}} \) and \( w_{\text{wiener}} \). The initial condition and the adopted step size were equal to \( w = [1.5; -2.2]^T \) and \( \mu = 0.005 \), respectively, for both the algorithms.

Similarly to the previous scenario, we can infer that the normalization of data contributes to a faster convergence of a gradient-based algorithm, but, due to the presence of noise, the optimum solution is slightly different than the Wiener filter.

IV. CONCLUSION

In this work, we investigated the behavior of the NLMS algorithm in terms of the expected optimum filter it may obtain in the context of the channel equalization problem. The analysis considered different situations regarding the transmitted signal modulation, the channel and the noise power, aiming at verifying the circumstances that may lead to a deviation from the Wiener solution.
The obtained results indicate that the optimum solution found by NLMS can be considerably different when compared with the Wiener solution in certain cases. In particular, the difference between these solutions tends to be more pronounced when the equalizer does not have as many coefficients as needed for a proper inversion of the channel. In such condition, the optimum equalizer found by NLMS yielded a worse performance in terms of the bit error probability when compared with the Wiener filter.

On the other hand, as we increase the size of the input modulation, the difference between the LMS and NLMS solutions is reduced, reaching negligible values when the input signal has a continuous distribution, even when the equalizer is not capable of perfectly inverting the channel. With respect to the effect of noise, two different aspects have been observed: (i) for the IIR channel, the presence of noise may increase the difference between $w_{\text{mod}}$ and $w_{\text{wiener}}$; (ii) for the FIR channel, the addition of noise makes the modified solution more similar to the Wiener solution. As perspective for future works, a theoretical analysis of the NLMS optimum solution is certainly pertinent.
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