Accelerating Carbon Capture and Storage Modeling using Fourier Neural Operators
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Carbon capture and storage (CCS) is an important strategy for reducing carbon dioxide emissions and mitigating climate change. We consider the storage aspect of CCS, which involves injecting carbon dioxide into underground reservoirs. This requires accurate and high-resolution predictions of carbon dioxide plume migration and reservoir pressure buildup. However, such modeling is challenging at scale due to the high computational costs of existing numerical methods. We introduce a novel machine learning approach for four-dimensional spatial-temporal modeling, which speeds up predictions nearly 700,000 times compared to existing methods. It provides highly accurate predictions under diverse reservoir conditions, geological heterogeneity, and injection schemes. Our framework, Nested Fourier Neural Operator (FNO), learns the solution operator for the family of partial differential equations governing the carbon dioxide-water multiphase flow. It uses a hierarchy of FNO models to produce outputs at different refinement levels. Thus, our approach enables unprecedented real-time high-resolution modeling for carbon dioxide storage.

Main

Carbon capture and storage (CCS) is the process of capturing carbon dioxide and permanently storing it in subsurface geological formations to mitigate climate change\textsuperscript{1}. We consider the storage modeling of CCS, which involves the multiphase flow of carbon dioxide and water through porous media. Numerical simulations are used to guide critical engineering decisions in CCS projects by forecasting carbon dioxide gaseous plume migration in the formation and pressure buildup caused by the injection.

Current numerical simulations are very expensive due to the multi-scale and multi-physics modeling involved, the high-resolution grids required, and the large spatial-temporal ranges needed for real-world scenarios. The governing partial differential equations (PDEs) involving the multiphase variation of Darcy’s law are expensive to solve\textsuperscript{2,3}. Carbon dioxide and water are immiscible and mutually soluble, requiring multi-physics simulation coupled with thermodynamics\textsuperscript{4}. High-resolution spatial grids (1-2 m resolution) are necessary to provide accurate estimates of the carbon dioxide plume migration, which is controlled by the complex interplay of buoyancy, viscous, and capillary forces\textsuperscript{5,6}. Pressure buildup, as well as the dry-out effect, i.e., evaporation of formation fluid into the gas phase\textsuperscript{7,8}, also demand particularly high resolutions around the injection well. In real-world scenarios, CCS projects often involve large reservoir spatial domains of hundreds of kilometers\textsuperscript{9} and long time frames that span from decades to hundreds of years\textsuperscript{10}.

One approach for reducing the computational costs of numerical simulations is to use non-uniform grids to capture different responses at different grid resolutions. A popular method, known as local grid refinement (LGR), has enabled scaling simulations to real-world three-dimensional (3D) carbon dioxide storage projects, where the fine-grid responses capture the plume migration while the coarser grid responses capture the far-field pressure buildup\textsuperscript{12-14}. However, even with non-uniform grid approaches, these numerical models are still too expensive for tasks that require repetitive forward simulations, e.g., site selection\textsuperscript{15}, inversion\textsuperscript{16}, or optimization\textsuperscript{17,18}. In practice, these numerical simulation methods are forced to reduce computational costs by coarsening the grid resolution\textsuperscript{19} and/or simplifying the physics\textsuperscript{20}, which reduces the accuracy of modeling.

In recent years, machine learning (ML) approaches are emerging as a promising alternative to numerical simulation for subsurface flow problems\textsuperscript{21-25}. ML methods are usually much faster than numerical simulators because the inference is very cheap once the ML models
Figure 1. Introduction to Nested-FNO. **a-b.** Permeability for a dipped 3D reservoir with four injection wells; white and black lines indicate level 0 to 4’s boundary; the black dotted lines in the zoomed-in circles show the locations of injection perforation intervals. **c.** Each grey block represents an FNO model; light grey arrows point to the input and output’s level; dark grey arrows show when one model’s output is used as another model’s input. Notice we feed level 0 pressure buildup output to level 1 gas saturation model because carbon dioxide plumes never migrate to level 0. **d.** Pressure buildup and gas saturation at 30 years.

are trained. However, standard ML methods suffer from the lack of generalization and fail to provide accurate estimates away from the domain of training data. This limits the usage of ML in challenging applications such as carbon dioxide storage modeling because it requires generalization under diverse geology, reservoir conditions, and injection schemes. A recent machine-learning framework, termed neural operators, overcomes these generalization challenges by directly learning the solution operator for the PDE system family instead of just learning a single instance. By learning the solution operator, neural operators generalize well to different conditions in the PDE system as well as discretizations without the need for re-training the ML model.

Fourier neural operator (FNO) is a class of neural operators that uses Fourier transform to learn the solution operator efficiently. A variant of FNO was previously used in carbon dioxide storage modeling that showed 60,000 times speedup and excellent generalization. This previous model is limited to a 2D spatial domain that...
can only represent flat reservoirs with a single injection well. However, in real-world scenarios, CCS projects often involve multiple injection wells and dipped reservoirs. Due to the buoyancy effect, reservoir dipping angles can significantly influence the gaseous plume migration. These processes can only be accurately captured by high-resolution 3D spatial domains, where the costs of collecting training data from numerical solvers become prohibitive. We incorporate these practical modeling features in the current work.

Here, we present an ML approach with unprecedented capabilities of high-resolution 4D spatial-temporal modeling of pressure buildup and gas saturation for realistic carbon dioxide storage projects. We integrate the FNO architecture with the LGR modeling approach to obtain a Nested Fourier Neural Operator (Nested FNO) architecture. As shown in Figure 1, five levels of FNOs are used to predict outputs in five levels of grid refinements; each coarser-level model’s output is used as the finer-level model’s input. This nested approach vastly reduces the computational cost needed during data collection and overcomes the memory constraints in model training. For instance, Nested FNO only needs less than 2,500 training data at the coarsest resolution (level 0) and about 6,000 samples for the finer levels (1-4). Despite the small training size, Nested FNO generalizes well to large problem dimensions with millions of cells. The spatial resolutions provided by Nested FNO are finer than most current simulations run with existing numerical models (e.g., Sleipner benchmark model and Decatur model). Nested FNO provides 700,000 times speedup. The fast inference enables rigorous probabilistic assessments for maximum pressure buildup and carbon dioxide plume footprint. Such assessments are important for decisions on injection design and land lease acquisition. Running such assessments take nearly two years with traditional simulators, and it took only 2.8 seconds with the Nested FNO model.

Results

We consider carbon dioxide injection into dipped 3D reservoirs through multiple wells over 30 years, as shown in Figure 1 a. Our data set considers a comprehensive collection of input variables for practical carbon dioxide storage projects, covering most realistic scenarios of potential sites. Each input variable is sampled according to expert knowledge, including reservoir conditions (depth, temperature, dip angle), injection schemes (number of injection wells, rates, perforation intervals), and permeability heterogeneity (mean, standard deviation, correlation lengths). See Supplementary, Data set generation for details for the input variable sampling.

Prediction accuracy

Gas saturation
The migration of carbon dioxide plumes is governed by the complex interplay of viscous, capillary, and gravity forces. Due to the presence of the dip angle, the reservoir condition around each well can lead to various fluid properties in the same reservoir. In addition, carbon dioxide plumes can form distinctively different shapes and sizes according to different injection schemes and permeability heterogeneity.

As shown in Figure 2 a, Nested FNO captures these complex processes with excellent accuracy. Near the injection perforation interval, we observe dry-out zones where the gas saturation is near one, e.g., at the bottom half of well 1. This is a highly nonlinear response caused by the vaporization of the formation fluids into the gas phase. This important physical process is neglected by many numerical models because it can only be captured with high grid resolutions and high-fidelity simulations. Nevertheless, Nested FNO predicts the dry-out with high accuracy. We observe slightly more errors at the plumes and dry-out zones’ edges. This is because the simulation data around discontinuous saturation transitions consist of inherent numerical artifacts that are less systematic.

Overall, Nested FNO displays small overfitting considering the problem’s high dimensionality (Figure 2 d). The average saturation error ($\delta_S$) for the gaseous carbon dioxide plume is 1.2% for the training set and 1.8% for the testing set. See Methods for $\delta_S$’s definition. This accuracy is sufficient for practical applications such as forecasting plume footprints and estimating sweep efficiencies.

Pressure buildup
As demonstrated in Figure 3 a, Nested FNO precisely captures the local pressure buildup responses around each well, as well as the global interaction among them. The high resolution provides accurate estimates of the maximum pressure buildup, which is an essential indicator of reservoir integrity. The global level prediction provides the spatial extent of the region of pressure buildup influence, another important parameter required for regulatory purposes. Additionally, Figure 3 a-c shows that accuracy is consistent across different predic-
Figure 2. Gas saturation prediction. a. Visualizations of gas saturation predictions at 30 years for a 3-well case. Each row shows permeability, gas saturation ground truth, prediction, and error. The white lines indicate the boundary between each level. b. Reservoir permeability and the location of each well. c. Testing set plume saturation error versus time for 250 random cases. The red dotted line shows the 95% prediction bands of the error. d. Error histograms for 250 cases in the training and test set. The solid red column indicates the error for the shown example.

These predictions are sufficient to guide important engineering decisions such as injection schemes and monitoring program designs.

The relative pressure buildup error $\delta^P$ (as defined in Methods) for the training and the testing set are 0.3% and 0.5%, respectively. Similar to the gas saturation, we observe small overfitting from the error histogram (Figure 3 d) for the training and testing set. This generalization is remarkable, considering the training data size for this high-dimensional problem. The generalizability is achieved through a fine-tuning technique which we will introduce in Methods.

Computational Speed-up
Once the Nested FNO model is trained, we can use it as a general-purpose numerical simulator alternative in realistic 3D reservoirs. This approach allows traditional users to skip numerical simulations for an entire class of problems and directly obtain efficient, high-fidelity, and high-resolution predictions. Our approach differs from the task-specific “surrogate” modeling approach, which often involves a specific set of reservoir conditions.

As a result, we calculate the computational speedup by comparing the Nested FNO’s prediction time to the numerical simulation run time of a state-of-the-art full-physics simulator ECLIPSE. Each model in Nested FNO takes about 0.005s to infer, while the total prediction time depends on the number of injection wells. On average, the Nested FNO provides 400,000 (1-well case) to 700,000 (4-well case) times speedup compared to traditional simulation. Refer to Supplementary, Speedup analysis for detailed specifications for the simulator and ML models.

Probabilistic assessment
Nested FNO’s fast prediction speed enables rigorous probabilistic assessments that were previously unattainable. As an example, we investigate the maximum pressure buildup and carbon dioxide plume footprint for a
Figure 3. Pressure buildup prediction. **a.** Global and **b.** well pressure buildup predictions at 30 years. Each row shows pressure buildup ground truth, prediction, and relative error. The white lines indicate the boundary between each level. **c.** Testing set pressure relative error versus time for 250 random cases. The red dotted line shows the 95% prediction bands of the error. **d.** Error histograms for 250 cases in the training and test set. The solid red column indicates the error for the visualized example.

A four-well reservoir where each well injects at a 1MT/year rate. Refer to Supplementary, Probabilistic assessment for detailed setups. We generate 1,000 permeability realizations using the same distribution and spatial correlations, then use Nested FNO to predict gas saturation plumes and pressure buildup for each realization. As shown in Figure 4, the probabilistic estimates of the carbon dioxide plume footprint and maximum pressure buildup can support project developers and regulators in making important engineering decisions. For example, the plume footprint helps determine the area of the land lease acquisition required and the monitoring program’s design; the maximum reservoir pressure buildup helps evaluate the safety of an injection scheme and ensure reservoir integrity. Running such assessments takes nearly two years with traditional numerical simulators, and it takes only 2.8 seconds with Nested FNO.

Discussion

We present the Nested FNO model for high-resolution 4D gas saturation and pressure buildup in CO₂ storage problems. The trained model provides exceptionally fast predictions and can support many engineering tasks that require repetitive forward simulations, including but not limited to (1) probabilistic assessment - as demonstrated above, (2) site selection - quick screening for a large number of potential reservoirs, (3) storage optimizations - exhaustive search in the parameter space, and (4) seismic inversion - provide forward simulation outputs and gradients. Nested FNO can readily serve as a high-fidelity and high-resolution numerical simulator alternative and facilitate rigorous analyses for these tasks.

A highlight of the Nested FNO is its excellent gen-
Figure 4. Probabilistic assessment. a. Histogram of CO$_2$ plume footprint predictions given 1,000 permeability realizations from the same geological parameters. The result satisfies a log-normal distribution; P5, P50, and P95 are marked on the distribution. b. Ten realizations of CO$_2$ plume at 30 years. c. Histogram of CO$_2$ pressure buildup predictions given the same 1,000 permeability realizations. The result satisfies a log-normal distribution; P5, P50, and P95 are marked on the distribution. d. Ten realizations of pressure buildup at 30 years.

eralizability. The training sizes for Nested FNO are small (2,408 for the level 0 model and 5,916 for level 1-4 models), considering the large problem dimension with millions of cells. We achieve this generalizability through (1) a novel fine-tuning technique for nested architecture as introduced in Methods and (2) the utilization of the FNO architecture. Most existing machine learning approaches for subsurface flow use convolutional neural network (CNN)-based models with local kernels and deep architectures that are prone to overfitting$^{38-42}$. Unlike CNN, FNO uses global kernels to learn an infinite-dimensional input and output mapping in the function space$^{29}$. Our previous study shows that FNO-based models require only one-third of the training data compared to the CNN-based model in a 2D spatial-temporal setting$^{30}$. As a result, using FNO greatly reduces the demand for training data; combining FNO with the LGR approach makes this high-resolution 3D problem tractable.

Besides data-driven approaches, another line of work, often referred to as a physics-informed neural network, attempts to solve the governing PDE by parameterizing governing relations and initial/boundary conditions using neural networks$^{43}$. However, these approaches have not yet shown significant advantages in computational efficiency for subsurface multiphase flow through heterogeneous media$^{44-47}$. On the contrary, as a data-driven approach, Nested FNO provides a framework with great potential not only for CO$_2$ storage but also for other scientific problems that involve multi-level modeling. For instance, in weather forecast modeling, different cyclones can develop locally while interacting with each other on a global level$^{48}$; in nuclear fusion, the collision of multiple nuclei in a particle involves long-distance interactions as well as inner-nucleus many-particle physics$^{49}$.

Methods

Refer to Supplementary for detailed descriptions of the governing PDEs and numerical simulation setups.

Data overview

The data set is generated using a semi-adaptive LGR approach to ensure both high fidelity and computational tractability. We use the global (level 0) resolution grid in the large spatial domain to mimic typical saline storage formations with infinite boundary conditions. Next, we apply four levels of local refinements (levels 1 to 4)
around each well to gradually increase the grid resolutions. Going from levels 0 to 4, we reduce the cell size by 80x on the x, y dimensions and 10x on the z dimension to resolve near-well plume migration, dry-out, and pressure buildup. See Supplementary, Local Grid Refinement for details on the LGR design.

**Nested FNO architecture**

Nested FNO uses a sequence of FNO models to predict the data set with multiple refinement levels. The computational domain of the Nested FNO is a 3D space with time, $D = \Omega \times T$, where $T$ is the time interval of 30 years and $\Omega$ is the reservoir domain. As shown in Figure 1, the 3D reservoir domain consists of subdomains $\Omega_i$ at levels 0 to 4 for each grid refinement. We use nine FNO models: $\mathcal{G}_{0,4}^P$ for pressure buildup ($P$), and $\mathcal{G}_{4}^S$ for gas saturation ($S$), to predict outputs at each level. We extend the original FNO architecture into 4D to produce outputs in the 3D space-time domain. See Supplementary, Fourier Neural Operator for detailed architecture and parameters.

The input for each model includes the permeability field, initial hydro-static pressure, reservoir temperature, injection scheme, as well as spatial and temporal encoding. In carbon dioxide-water multiphase flow, pressure buildup travels significantly faster than gas saturation. Therefore, we use $\mathcal{G}_{0}^P$ to predict level 0 (global) pressure buildup as well as the pressure interaction between wells. We then feed level 0 pressure buildup prediction around each injection well ($\hat{P}_0|_{\text{well}}$) to models on level 1. Each subsequent model takes the input on domain $\Omega_i$ together with the coarser-level prediction of $\hat{P}$ or $\hat{S}$ on $\Omega_{i-1}$, and outputs the prediction of $\hat{P}$ or $\hat{S}$ on $\Omega_i$. By giving the coarser-level prediction to the finer-level model as an input, we also provide the boundary conditions of the finer-level subdomain, which significantly improves the finer-level predictions.

**Training procedure**

To train the Nested FNO, we first prepare the input-output pairs for each subdomain and train each of the nine models independently. For each model, we use the ground truth, i.e., numerical simulation, pressure buildup and gas saturation on the coarse-level training domain to construct the input. This approach is time efficient because it allows us to train all models concurrently instead of sequentially going from coarser-level to finer-level models. Refer to Supplementary, Training procedure for more details.

**Inference procedure**

Once we train the nine models in the Nested FNO, we can predict the gas saturation and pressure buildup according to Algorithm 1. Notice that the number of subdomains in $\Omega$ depends on the number of injection wells. For example, a reservoir with three injection wells has 13 subdomains $\Omega = \{\Omega_0, \Omega_{\text{level1,..,4,well1}}, \Omega_{\text{level1,..,4,well2}}, \Omega_{\text{level1,..,4,well3}}\}$. Therefore, we repeat the inference for each injection well. The input can be constructed given any random combination of reservoir condition (depth, temperature, and dip angle), injection scheme (number of wells, rate, location, perforation interval), and permeability field, as long as the variables are within the training data sampling ranges.

**Algorithm 1** Predict gas saturation and pressure buildup in a reservoir with $n$ injection wells. $\mathcal{G}$ denotes the a model, $P$ denotes pressure buildup, $S$ denotes gas saturation, and $a$ denotes input.

```
Use $\mathcal{G}_0^P$ to predict $\hat{P}_0$ given $a_0$
for each well $j = 1, \ldots, n$ do
    Construct input $(a_{1,j}, \hat{P}_0|_{j})$
    Use $\mathcal{G}_1^P$ and above input to predict $\hat{P}_1|_{j}$
    Use $\mathcal{G}_2^S$ and above input to predict $\hat{S}_1|_{j}$
    for each level $i = 2, \ldots, 4$ do
        Construct input $(a_{i,j}, \hat{S}_{i-1}|_{j})$
        Use $\mathcal{G}_i^S$ and above input to predict $\hat{S}_i|_{j}$
        Construct input $(a_{i,j}, \hat{P}_{i-1}|_{j})$
        Use $\mathcal{G}_i^P$ and above input to predict $\hat{P}_i|_{j}$
    end for
end for
```

**Evaluation metrics**

To evaluate the gas saturation prediction accuracy in reservoirs with multiple levels of refinements, we introduce the plume saturation error $\delta_S$, defined as:

$$
\delta_S = \frac{1}{\sum_{i,j} \sum_{t \in T} I_{t,i,j} |S_{t,i,j} - \hat{S}_{t,i,j}|},
$$

where

$$
I_{t,i,j} = 1 \quad \text{if} \quad (S_{t,i,j} > 0.01) \cup (|\hat{S}_{t,i,j}| > 0.01).
$$

$S$ is the ground truth gas saturation, $\hat{S}$ is the predicted gas saturation, $T$ includes all times snapshots over the 30 years, and $\Omega$ includes all the cells as in the original domain of the numerical simulator; refer Supplementary, Training procedure for more details. We use this metric because the reservoir domain includes many cells with
Fine-tuning procedure

Separate vs. sequential prediction. As described in Algorithm 1, during inference, the input for each model in levels 1 to 4 includes the $\hat{S}$ or $\hat{P}$ predicted by their corresponding coarser-level model. However, during training, the inputs are constructed by ground truth numerical simulation data. The discrepancy in training and inference leads to error accumulation, especially for the models that appear later in the prediction sequence.

To investigate this effect, we introduce two ways to evaluate each model: (1) separate prediction using the ground truth input taken from the numerical simulation (as in training), and (2) sequential prediction using predicted values from the coarser level as input (as in inference). Figure 5 a compares the average relative pressure buildup $\delta^P$ for each model using both separate and sequential prediction methods. Unlike $\delta^P$, $\delta^P_\Omega$ focuses on the ability of each model to produce outputs similar to the training data, defined as:

$$\delta^P_\Omega = \frac{1}{n_\Omega n_T} \sum_{t \in T} \sum_{i \in \Omega} \frac{|P_{i,t} - \hat{P}_{i,t}|}{P_{i,max}}$$  \hspace{1cm} (2)
\[ \delta_{\Omega_j}^P = \frac{1}{n_T n_{\Omega_j}} \sum_{i \in T} \sum_{i \in \Omega_j} \frac{|P_{i,j} - \hat{P}_{i,j}|}{P_{i,max}}. \] (3)

Figure 5 a shows that all models have low errors and negligible overfitting when using separate predictions. However, with sequential prediction, \( \delta_{\Omega_j}^P \) quickly accumulates, going from coarser to finer-level models. The validation error of level 4 using sequential prediction increased by 13 times compared to separate predictions.

Similarly, for the gas saturation, the plume gas saturation error \( \delta_{\Omega_j}^S \) for each model is defined as:

\[ \delta_{\Omega_j}^S = \frac{1}{n_T n_{\Omega_j}} \sum_{i \in T} \sum_{i \in \Omega_j} |S_{i,j} - \hat{S}_{i,j}| \]

\[ I_{r,i} = 1 \quad \text{if} \quad (S_{i,j} > 0.01) \cup (|\hat{S}_{i,j}| > 0.01) \] (4)

Figure 5 d compares \( \delta_{\Omega_j}^S \) using separate verses sequential prediction. We observed less error accumulation for gas saturation than pressure buildup, which indicates that the prediction of gas saturation does not rely as heavily on coarser-level models.

**Random perturbation.** To reduce the error accumulation, we explored several fine-tuning techniques to improve generalizability using the level 4 pressure prediction as an example. To fine-tune \( \mathcal{G}_4^P \), we add a perturbation to the ground truth input, \( P'_{i,j} = P_{i,j} + \zeta_i \) where \( i \) represents a sample taken from the training set. We defined the coarser-level model’s error in the training set as \( \varepsilon_3 = \hat{P}_3 - P_3 \), and explore three configurations of perturbation \( \zeta_i \).

- Option 1: \( \zeta_i = \varepsilon_{3,i} \) - randomly sample an instance from \( \varepsilon_3 \).
- Option 2: \( \zeta_i = \varepsilon_{3,i} \) - choose the error corresponding to the specific training sample (i.e., fine-tune with the predicted label \( \hat{P}_{3,i} \)).
- Option 3: \( \zeta_i \sim \mathcal{N}(\mu_{\varepsilon_3}, \sigma_{\varepsilon_3}) \) - generate a random Gaussian error using the mean and standard deviation of \( \varepsilon_3 \).

As shown in Figure 5 c, Option 1 provides the best validation set performance with the smallest overfitting. By providing a randomly sampled noise instance from \( \varepsilon_3 \) with each training data, we let the finer-level models become aware of the presence of a structured error and learn to filter it out. Option 2 gives the best training set error but is significantly overfitted. Interestingly, Option 3 leads to the largest errors in both the training and validation set despite being a commonly used machine learning technique for introducing randomness.

We applied Option 1 to \( \mathcal{G}_1^P, \mathcal{G}_4^P, \mathcal{G}_3^P, \) and \( \mathcal{G}_2^P \). After fine-tuning, sequential prediction errors are reduced for both pressure buildup and gas saturation (Figure 5 b and e). For pressure buildup, we observe a dramatic improvement on level 4, where the validation error decreased by more than 50%.

**Structure of prediction error.** We hypothesize that the FNO model’s predictions and errors lie in a perturbed low-dimensional manifold in the output function spaces due to its structure. To verify our hypothesis, we analyzed the functional principle components on error \( \varepsilon_3^{30} \). As shown in Figure 5 f, only a few principal components are needed to describe nearly a third of the error. Gaussian noised functions did not improve prediction because the Gaussian noise resides in an infinite-dimensional space, whereas the actual error only lives in a small linear sub-space.

**Web application**

The trained Nested FNO model will be hosted at publicly accessible web application [https://ccsnet.ai](https://ccsnet.ai) to provide real-time pressure buildup and gas saturation predictions upon the publication of this manuscript.

**Code and data availability**

The python code for the Nested FNO model architecture and the data set used in training will be available at [https://github.com/gegewen/nestfno](https://github.com/gegewen/nestfno) upon the publication of this manuscript.
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1 Governing equation

We consider the immiscible multiphase flow problem with CO\textsubscript{2} and water in the context of CO\textsubscript{2} geological storage. The multiphase flow is governed by the basic mass balance equations, and the general forms of mass accumulations are written as:\(^2\)

\[
\frac{\partial M_\eta}{\partial t} = -\nabla \cdot F_\eta + q_\eta,
\]

where \(\eta\) denotes component of \(CO_2\) or \(water\), \(F\) denotes the flux, and \(q\) denotes the source term. For each component, the mass accumulation term is summed over phase \(p = w\) (wetting) or \(n\) (non-wetting)

\[
M_\eta = \phi \sum_p S_p \rho_p X_\eta^p. \tag{6}
\]

Here \(\phi\) is the porosity, \(S_p\) is the saturation of phase \(p\), and \(X_\eta^p\) is the mass fraction of component \(\eta\) in phase \(p\). Component \(water\) is the wetting phase in most storage formations with siliciclastic rocks\(^5\). Meanwhile, \(CO_2\) and \(water\) have mutual solubility; therefore, a small amount of \(CO_2\) dissolves into the wetting phase, and a small amount of \(water\) vaporizes into the non-wetting phase.

For both components, the advective mass flux \(F_\eta^{|adv}\) is obtained by summing over phases \(p\),

\[
F_\eta^{|adv} = \sum_p X_\eta^p F_p = \sum_p X_\eta^p \left( -k_{r,p} \rho_p \frac{\mu_p}{\mu_p} (\nabla P_p - \rho_p g) \right) \tag{7}
\]

where each individual phase flux \(F_p\) is governed by the multiphase flow extension of Darcy's law derived from the Navier-Stokes equation\(^3\). \(k\) denotes the absolute permeability, \(k_{r,p}\) is the relative permeability of phase \(p\) that non-linearly depends on \(S_p\), \(\mu_p\) is the viscosity of phase \(p\) that depends on \(P_p\), and \(g\) is the gravitational acceleration.

Due to the effect of capillarity, the fluid pressure \(P_p\) of each phase is

\[
P_n = P_w + P_c \tag{8}
\]
\[
P_w = P_w \tag{9}
\]

where the capillary pressure \(P_c\) is a non-linear function of \(S_p\). Additionally, porosity \(\phi\), density \(\rho_p\), and the flow composition in Equation 6 and Equation 7 are also non-linear functions that depend on \(P_p\).

2 Local Grid Refinement

We inject \(CO_2\) into a 3D saline formation with multiple vertical injection wells. The reservoir is 160,000 m \(\times\) 160,000 m \(\times\) 100 m with a dip angle along the \(x\)-axis. The large spatial domain is chosen to mimic saline formations with infinite-acting boundaries; no flow boundary conditions are used for the top and bottom of the formation. On the global level (level 0), we used a grid resolution of 1,600 m \(\times\) 1,600 m \(\times\) 20 m to simulate the entire reservoir domain.

Each reservoir has 1 to 4 injection wells. Around each injection well, we apply high-resolution local refinements to capture the multi-phase flow processes. Specifically, since \(CO_2\) is lighter than the formation fluid, the \(CO_2\) plume will migrate upward due to gravity forces. Large grid thicknesses, such as the 20 m at level 0, will suppress gravity override and leads to underestimation of the plume footprint\(^6\). In addition, the injection of \(CO_2\) leads to rapid near-well pressure buildup. Using large lateral grids will greatly underestimate the maximum pressure buildup. Large lateral grids will also ignore the dry-out zone near the injection wells\(^8\). Therefore, we gradually refine the grid cell size from 1,600 m \(\times\) 1,600 m \(\times\) 20 m to 20 m \(\times\) 20 m \(\times\) 2 m, and named each refinement from level 1 being the coarsest to level 4 being the finest. The injection wells are placed in the middle of level 4. The level 1
Figure 6. Grid visualizations for the entire reservoir (x-y view), local refinements around the injection well (x-y view), entire reservoir (x-z view) and local refinements around the injection well (x-z view).

Table 1. Spatial dimension, cell size, matrix dimension, and the number of cells for level 0-4 grids.

| Level | Spatial dimension (m) | Cell size (m) | Matrix dim | # of cells |
|-------|----------------------|---------------|------------|------------|
| level 0 | 160,000×160,000×100 | 1,600×1,600×20 | 100×100×5  | 50,000     |
| level 1 | 16,000×16,000×100  | 400×400×4    | 40×40×25  | 40,000     |
| level 2 | 8,000×8,000×100   | 200×200×2   | 40×40×50  | 80,000     |
| level 3 | 4,000×4,000×100  | 100×100×2   | 40×40×50  | 80,000     |
| level 4 | 800×800×100   | 20×20×2    | 40×40×50  | 80,000     |

refinements never overlap with each other. Table 1 summarizes detailed information for each level, and Figure 6 provides visualizations for levels 0 to 4 grid in a 4-well reservoir.

We designed the LGRs so that the CO₂ plume always stays within levels 1 to 4. Specifically, levels 2 to 4 are placed on the right-hand side of level 1 (Figure 6) because the simulated reservoir dips downwards along the x-axis. CO₂ is more likely to migrate up-dip, especially for high permeable reservoirs. This design ensures the CO₂ gas saturation plume never enters the level 0 grids.

3 Data set generation

To demonstrate the potential to make the Nested FNO a general-purpose numerical simulator alternative, we sampled a wide range of inputs to cover most realistic scenarios for CO₂ injection into saline formations. This differs from most ‘surrogate’ modeling approaches with fixed reservoir conditions and permeability maps constrained by a prior. The following sections introduce the sampling ranges for reservoir conditions, injection schemes, and permeability fields. Sampling ranges are summarized in Table 2.

3.1 Reservoir conditions

We sample the reservoir depth from 800 m to 4,500 m. For the upper bound, injecting deeper than 800 m ensures that the CO₂ plume stays in the supercritical state. For the lower bound, our sampling range is deeper than commonly used ranges for CCS (∼3,000 m) to include deep offshore formations such as in the Gulf of Mexico. Reservoir temperatures are calculated according to the reservoir depth and a geothermal gradient variable, which we sampled from 15 to 35 °C per km. Within each formation, we assume isothermal conditions. Deeper reservoirs lead to higher initial pressures and temperatures, which in turn introduce a more diverse range of CO₂ properties (e.g., density, solubility, and viscosity).

Our data set also considers a range of reservoir dip angles. Since CO₂ is lighter than formation fluid, it would naturally migrate up-dip. The influence on plume migration is particularly significant for large dip angles and
high permeability formations. We sampled dip angles from 0 to 2° to consider this effect and then discarded the reservoirs that are shallower than 800 m or deeper than 4,500 m. The dip angle is applied to the x-axis, and the initial hydrostatic pressure in each cell is assigned according to the cell depth. Figure 1 in the main manuscript document demonstrates a reservoir with four injection wells, where the deepest and shallowest injection depths are more than 1,000 meters apart vertically due to the dip angle. As a result, the plume migration and pressure buildup around these two wells are influenced by significantly different reservoir conditions.

### 3.2 Injection scenarios

We randomly place one to four wells in each reservoir. Each well is at least 5,000 m away from the reservoir boundaries to avoid pressure influence. Each well has a constant injection rate sampled from 0.5 to 2 MT/year over 30 years. We also sampled perforation lengths from 20 m to 100 m for each injection well and randomly placed the perforation interval along the well.

### 3.3 Permeability fields

To generate the 3D heterogeneous permeability fields, we used a modified version of Stanford Geostatistical Modeling Software (SGeMS)\(^5\) to create random media according to 3D spatial correlations. For each permeability field, we sampled random correlation lengths on the x-axis from 800 m to 4,000 m, y-axis from 800 m to 4,000 m, and z-axis from 4 m to 20 m. The random field is generated at the resolution of level 2 and subsequently up-sampled for levels 0-1 level and down-sampled for levels 3-4 using tri-linear interpolation. Note that the up-sampling and down-sampling of the permeability map is not performed to capture the flow characteristics. Instead, it simply re-grids the random field to another resolution while maintaining the spatial correlations for training. This is different from an ‘up-scaling’ context, where the coarser permeability field is expected to capture the flow of the finer permeability field.

Then, we scaled the distribution of each permeability field according to a pair of the randomly sampled \(\ln\) permeability mean and \(\ln\) permeability standard deviation (Table 2). The maximum cell permeability in the data set is 14 Darcy, and the minimum is kept at 0.1 mD. Figure 1 (main text) shows an example of the permeability field.

### 4 Numerical simulation setting

We use a full physics numerical simulator, ECLIPSE (e300), to solve the governing PDEs. ECLIPSE uses the finite difference method with upstream weighting for spatial discretization and the fully implicit method for temporal discretization\(^3\). ECLIPSE uses the non-conforming grid technique to simulate the domain with local grid refinement. We do not explicitly simulate molecular diffusion and hydrodynamic dispersion. However, numerical simulation results include some unavoidable numerical diffusion and dispersion resulting from finite difference gradient approximation. Since we applied LGRs around each injection well, the number of cells in each reservoir ranges...
from ~0.3 million to ~1 million, depending on the number of injection wells. We run each ECLIPSE numerical simulation on 20 parallel Intel® Xeon® E5-2640 CPU using Stanford University’s HPC cluster. The average ECLIPSE run times are summarized in Table 6 (b).

Corey’s curve and Leverette-J function scaling is used for relative permeability and capillary pressure. In our previous work, we demonstrated that these curves could also be variables in deep learning models by sampling the irreducible water saturation and the scaling factor for capillary pressure curves. We did not vary rock properties in this study; however, they can be incorporated using the same approach.

After running the numerical simulation, we extract 24-time snapshots for gas saturation and pressure buildup during 30 years of injection. We sampled the time snapshots with higher frequencies at the beginning of the injection and lower frequencies near the end of the injection. This technique is commonly used in numerical simulations to guide engineering decisions.

The data set includes 3011 cases for level 0 and 7374 for levels 1-4 because each reservoir can have one to four injection wells. We then split the data into training/validation/testing sets at an 8/1/1 ratio, which gives us 2408/301/302 for level 0 and 5916/731/727 for LGR models.

5 Fourier Neural Operator

The computational domain of the Nested Fourier Neural Operator (FNO) is a 3D space with time, $D = \Omega \times T$, where $T$ is the time interval of 30 years and $\Omega$ is the 3D spatial domain. The Nested FNO consists of nine FNOs for five levels of sub-domains $\Omega = \{\Omega_0, \Omega_1, \ldots, \Omega_4\}$, where each subdomain corresponds to a level of grid refinement. The inputs and outputs are functions defined on the 4D domain from the corresponding function spaces $\mathcal{A} = \mathcal{U} = L^\infty(D)$.

Each FNO model learns an infinite-dimensional-space mapping from a finite collection of input-output observations (i.e. data set $\{a_j, u_j\}_{j=1}^N$). We use $n$-point space-time discretization $D_j = \{\xi_1, \ldots, \xi_n\} \subset D$, where $\xi = (\omega, t)$, to numerically represent $a_j|D_j \in \mathbb{R}^{n \times d_i}$ and $u_j|D_j \in \mathbb{R}^{n \times d_o}$ so that $a_j$ consists of the input coefficient functions and $u_j$ consists of output functions of gas saturation $S$ and pressure buildup $P$. FNO is a type of neural operator (Definition 1) where we use the Fourier integral kernel operator (Definition 2) as the linear integral operator to achieve efficient and accurate training.

Definition 1 (Neural operator). A $L$-layered neural operator $\mathcal{G}_\theta$ is defined as:

$$
\mathcal{G}_\theta := \mathcal{D} \circ (W_L + \mathcal{K}_L) \circ \ldots \circ \sigma(W_1 + \mathcal{K}_1) \circ \mathcal{P},
$$

where $\mathcal{P}$ is a pointwise operator that expands the input function to a higher co-dimension space, parameterized with $\mathcal{P} : \mathbb{R}^{d_o} \rightarrow \mathbb{R}^{d_o-l}$. In each layer for $l \in 1 \ldots L$, $\mathcal{K}$ is a linear integral operator, $W$ is a linear matrix operator, and $\sigma$ is a non-linear activation. Lastly, $\mathcal{D}$ is a pointwise operator that projects the function to the output space, parameterized with $\mathcal{D} : \mathbb{R}^{d_o-l} \rightarrow \mathbb{R}^{d_o}$.

All parameters in $\mathcal{P}, \mathcal{K}_l, W_l$, and $\mathcal{D}$ are learned through training. By stacking multiple neural operator layers, $\mathcal{G}_\theta$ can approximate the mapping of high dimensional functions with strong non-linearity.

Definition 2 (Fourier integral kernel operator). An integral kernel operator $\mathcal{K}$ is defined by

$$
(\mathcal{K}(v_j))(\xi) = \int_D \kappa(\xi, \xi')v_j(\xi')d\xi', \quad \forall \xi' \in D.
$$

To efficiently parameterize kernel $\mathcal{K}$, the FNO method represents $v_j$ in the Fourier space to directly parameterize $\kappa$ by its Fourier coefficients:

$$
(\mathcal{K}(v_j))(\xi) = \mathcal{F}^{-1}(R \cdot \mathcal{F}(v_j))(\xi), \quad \forall \xi \in D.
$$

where $R$ is the Fourier transform of a periodic function $\kappa$, $\mathcal{F}$ denotes a Fourier transform of a function $f : D \rightarrow \mathbb{R}^c$ and $\mathcal{F}^{-1}$ is its inverse. To further improve computational efficiency and reduce memory consumption, we truncate...
the Fourier series at a maximum number of modes \((k_{\text{max}})\), and then parameterize \(R\) with the truncated Fourier coefficients. Therefore, we can implement \(R\) using a linear parameterization as

\[
(R \cdot \mathcal{F}(v_l))_{k,i} = \sum_{j=1}^{c} R_{k,i,j}(\mathcal{F}(v_l))_{k,j}, \quad \forall k = 1, \ldots, k_{\text{max}}, \quad i = 1, \ldots, c.
\]

(13)

Using the Fourier integral kernel operator as \(\mathcal{K}_{\text{L}}\) gives us the FNO architecture. Since the data is provided on uniform grids, we utilize the Fast Fourier Transform (FFT) to implement and approximate the Fourier transform. The speed and low memory requirement of FFT make our proposed method computationally fast with a significantly low memory footprint. We denote FNO with \(\mathcal{G}\) (in short of \(\mathcal{G}_\theta\)) throughout this paper.

We summarized the parameters in the following tables: level 0 (Table 3), level 1 (Table 4), and levels 2 to 4 (Table 5). We used 4 Fourier layers for each sub-model with a width of 28. The modes \((t,x,y,z)\) are \((4,20,20,2)\) for the level 0 and \((6,10,10,10)\) for levels 1 to 4.

**Table 3.** FNO model parameters for the level 0 level. The Padding denotes a padding operator that accommodates the non-periodic boundaries; Linear denotes the linear transformation to lift the input to the high dimensional space, and the projection back to original space; Fourier4d denotes the 4D Fourier operator; Conv1d denotes the bias term; Add operation adds the outputs together; GELU denotes a Gaussian Error Linear Units layer.

| Layer   | Operation | Output Shape |
|---------|-----------|--------------|
| Input   | -         | (24, 100, 100, 5, 8) |
| Padding | Padding (8) | (40, 116, 116, 21, 8) |
| Lifting | Linear   | (40, 116, 116, 21, 28) |
| Fourier 1 | Fourier4d/Conv1d/Add/GELU | (40, 116, 116, 21, 28) |
| Fourier 2 | Fourier4d/Conv1d/Add/GELU | (40, 116, 116, 21, 28) |
| Fourier 3 | Fourier4d/Conv1d/Add/GELU | (40, 116, 116, 21, 28) |
| Fourier 4 | Fourier4d/Conv1d/Add | (40, 116, 116, 21, 28) |
| De-padding | Depadding (8) | (24, 100, 100, 5, 28) |
| Projection 1 | Linear | (24, 100, 100, 5, 112) |
| Projection 2 | Linear | (24, 100, 100, 5, 1) |

**Table 4.** FNO model parameters for the level 1 level. The Padding denotes a padding operator that accommodates the non-periodic boundaries; Linear denotes the linear transformation to lift the input to the high dimensional space, and the projection back to original space; Fourier4d denotes the 4D Fourier operator; Conv1d denotes the bias term; Add operation adds the outputs together; GELU denotes a Gaussian Error Linear Units layer.

| Layer   | Operation | Output Shape |
|---------|-----------|--------------|
| Input   | -         | (24, 40, 40, 25, 9) |
| Padding | Padding (8) | (40, 56, 56, 41, 9) |
| Lifting | Linear   | (40, 56, 56, 41, 28) |
| Fourier 1 | Fourier4d/Conv1d/Add/GELU | (40, 56, 56, 41, 28) |
| Fourier 2 | Fourier4d/Conv1d/Add/GELU | (40, 56, 56, 41, 28) |
| Fourier 3 | Fourier4d/Conv1d/Add/GELU | (40, 56, 56, 41, 28) |
| Fourier 4 | Fourier4d/Conv1d/Add | (40, 56, 56, 41, 28) |
| De-padding | Depadding (8) | (24, 40, 40, 25, 28) |
| Projection 1 | Linear | (24, 40, 40, 25, 112) |
| Projection 2 | Linear | (24, 40, 40, 25, 1) |

**6 Training procedure**

We use Nvidia A100-SXM GPUs for the training. Each model fits into the GPU with a batch size of one. We use the relative \(l^2\)-loss function for the training because it provides normalized loss across cases, leading to excellent
Table 5. FNO model parameters for levels 2-4. The Padding denotes a padding operator that accommodates the non-periodic boundaries; Linear denotes the linear transformation to lift the input to the high dimensional space, and the projection back to original space; Fourier4d denotes the 4D Fourier operator; Conv1d denotes the bias term; Add operation adds the outputs together; GELU denotes a Gaussian Error Linear Units layer.

| Layer   | Operation                          | Output Shape     |
|---------|------------------------------------|------------------|
| Input   | -                                  | (24, 40, 40, 50, 9) |
| Padding | Padding (8)                        | (40, 56, 56, 66, 9) |
| Lifting | Linear                             | (40, 56, 56, 66, 28) |
| Fourier 1 | Fourier4d/Conv1d/Add/GELU        | (40, 56, 56, 66, 28) |
| Fourier 2 | Fourier4d/Conv1d/Add/GELU        | (40, 56, 56, 66, 28) |
| Fourier 3 | Fourier4d/Conv1d/Add/GELU        | (40, 56, 56, 66, 28) |
| Fourier 4 | Fourier4d/Conv1d/Add             | (40, 56, 56, 66, 28) |
| De-padding | Depadding (8)                   | (24, 40, 40, 50, 28) |
| Projection 1 | Linear                       | (24, 40, 40, 50, 112) |
| Projection 2 | Linear                       | (24, 40, 40, 50, 1)  |

Gradient propagation compared to a vanilla $l^2$-loss or RMSE error. Each model was trained for 30 and 40 epochs and fine-tuned for around 10 epochs until the validation set error plateaus. Instead of relative $l^2$-loss, we monitored the plume gas saturation error (main text, Equation 3) and relative pressure buildup error (main text, Equation 4) on the validation set as an indicator of when to stop training. We do not monitor the relative $l^2$-loss because it is normalized over the sample’s norm, making the magnitudes carry different meanings among different refinement levels.

Note that the numerical simulator domains at levels 0 to 3 are annular because they do not include information at the finer refinement levels. To help with the FNO learning (which prefers continuous functions), we construct the continuous training domains by down-sampling the information from the finer LGRs to populate the annular domains. Our experiments show that the continuous training domains provide more efficient learning than the annular simulator domains. The down-sampled information is only used during the training and is not reported in the final prediction. Figure 7 shows the simulator domain and training domain at each level.

7 Speedup analysis

Once the Nested FNO model is trained, we can directly use it as a numerical simulator alternative for CO$_2$ gas saturation and pressure buildup prediction in 3D saline formations. Therefore, we compared the ML model prediction time with the numerical simulation time to compute the computational efficiency speed-up. We summarized each model’s training and prediction times in the Nested FNO in Table 6 (a). The machine learning models are evaluated on Nvidia A100-SXM GPUs. All models take $\sim$0.005 s to evaluate. The prediction time depends on the number of injection wells: $t_{\text{total}} = t_{\text{global}} + n_{\text{well}} \times \sum_{i=1}^{4} t_i$. We run each ECLIPSE numerical simulation on 20 parallel Intel® Xeon® E5-2640 CPU using Stanford HPC cluster. The run time also depends on the number of injection wells since more wells lead to more cells. Table 6 (b) shows that the Nested FNO provides $4 \times 10^5$ to $7 \times 10^5$ times speed-up compared to traditional numerical simulation. Interestingly, four-well cases with larger cell counts have the most significant speed-up. The advantage of using Nested FNO is more prominent with higher dimensional cases. The advantage of using Nested FNO is more prominent with higher dimensional cases. In addition, Nested FNO can predict pressure buildup or gas saturation separately, whereas numerical simulation always calculates all variables regardless of whether they are needed. The speed-up is calculated considering separate predictions for gas saturation and pressure buildup.

8 Accuracy summary

Table 7 shows an accuracy summary for train, validation, and test sets in the simulator domain, the training domain with separate prediction, and the training domain with sequential prediction.
9 Probabilistic assessment

We use Nested FNO to conduct probabilistic assessments on CO$_2$ plume footprint and maximum pressure buildup. We consider CO$_2$ injection through 4 injection wells where each well injects at a 1MT/year rate. All wells inject through a perforation located at the bottom 20 meters of the reservoir. We generated 1,000 permeability realizations where the permeability average and standard deviation for each map are 85mD and 100mD, respectively. The correlation lengths on x, y, and z directions are 2000, 4000, and 20 meters, respectively. The 10 realizations shown in Figure 4 (main text) were taken from the same injection well.

CO$_2$ plume footprint is defined as the area of land under the separate phase CO$_2$ plume, which has a gas saturation larger than 0.01. We calculate the plume footprint using the Nested FNO’s gas saturation prediction and the $xy$-cross section area of each grid cell. The plume footprint reported in Figure 4 (main text) is the reservoir’s total plume footprint; the maximum pressure buildup reported in Figure 4 (main text) is the reservoir’s maximum.
Table 6. (a) Prediction time, training time, and the number of parameters for levels 0-4 models. The prediction time is calculated based on an average of 250 runs. (b) Speed up calculation for ECLIPSE vs. Nested FNO. We show the number of cells and average run time of the ECLIPSE simulation and the Nested FNO prediction time, both averaging over 250 cases. The speed-up is calculated for predicting gas saturation and pressure buildup separately.

(a)

| Model | Prediction (s) | Training (hr/epoch) | # of parameter |
|-------|----------------|---------------------|----------------|
| level 0 | 0.005          | 0.96                | 80,288,461     |
| level 1 | 0.005          | 1.43                | 150,534,889    |
| level 2 | 0.005          | 2.20                | 150,534,889    |
| level 3 | 0.005          | 2.20                | 150,534,889    |
| level 4 | 0.005          | 2.20                | 150,534,889    |

(b)

| # of Wells | # of Cells | ECLIPSE (hr) | Nested FNO (s) | Speed-up |
|------------|------------|--------------|----------------|----------|
| 1          | 296,300    | 2.75         | 0.025          | $3.96 \times 10^2$ |
| 2          | 542,600    | 6.43         | 0.045          | $5.14 \times 10^2$ |
| 3          | 788,900    | 11.00        | 0.065          | $6.09 \times 10^2$ |
| 4          | 1,035,200  | 15.93        | 0.085          | $6.75 \times 10^2$ |

Table 7. Accuracy summary for train, validation, and test sets in the simulator domain, the training domain with separate prediction, and the training domain with sequential prediction.

(a) Pressure buildup

| Simulator domain | Train (%) | Validation (%) | Test (%) |
|------------------|-----------|----------------|----------|
| $\delta^p$       | 0.34      | 0.48           | 0.47     |
| Training domain, separate | Train (%) | Validation (%) | Test (%) |
| $\delta^p_0$     | 0.02      | 0.02           | 0.02     |
| $\delta^p_1$     | 0.09      | 0.11           | 0.10     |
| $\delta^p_2$     | 0.15      | 0.16           | 0.16     |
| $\delta^p_3$     | 0.14      | 0.14           | 0.14     |
| $\delta^p_4$     | 0.42      | 0.47           | 0.45     |
| Training domain, sequential | Train (%) | Validation (%) | Test (%) |
| $\delta^p_0$     | 0.02      | 0.02           | 0.02     |
| $\delta^p_1$     | 0.08      | 0.15           | 0.16     |
| $\delta^p_2$     | 0.19      | 0.31           | 0.30     |
| $\delta^p_3$     | 0.38      | 0.50           | 0.51     |
| $\delta^p_4$     | 0.59      | 0.81           | 0.82     |

(b) Gas saturation

| Simulator domain | Train (%) | Validation (%) | Test (%) |
|------------------|-----------|----------------|----------|
| $\delta^s$       | 1.16      | 1.81           | 1.79     |
| Training domain, separate | Train (%) | Validation (%) | Test (%) |
| $\delta^s_0$     | 0.78      | 1.32           | 1.27     |
| $\delta^s_1$     | 0.84      | 1.02           | 1.00     |
| $\delta^s_2$     | 0.48      | 0.61           | 0.61     |
| $\delta^s_3$     | 0.67      | 0.79           | 0.74     |
| Training domain, sequential | Train (%) | Validation (%) | Test (%) |
| $\delta^s_0$     | 0.73      | 1.36           | 1.39     |
| $\delta^s_1$     | 1.17      | 1.88           | 1.91     |
| $\delta^s_2$     | 1.00      | 1.74           | 1.77     |
| $\delta^s_3$     | 1.16      | 1.85           | 1.82     |