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Abstract. The two-dimensional Dirac operator describes low-energy excitations in graphene. Different choices for the boundary conditions give rise to qualitative differences in the spectrum of the resulting operator. For a family of boundary conditions, we find a lower bound to the spectral gap around zero, proportional to $|\Omega|^{-1/2}$, where $\Omega \subset \mathbb{R}^2$ is the bounded region where the Dirac operator acts. This family contains the so-called infinite mass and armchair cases used in the physics literature for the description of graphene quantum dots.

1. Introduction

Graphene is a two-dimensional layer of carbon atoms forming a honeycomb lattice. Due to its hexagonal symmetry [24, 10], in absence of external fields, low-energy electronic excitations in an extended graphene sheet behave as Dirac fermions. Their dynamics is described effectively by the Hamiltonian

$$H = \begin{pmatrix} T & 0 \\ 0 & T \end{pmatrix} \quad \text{on} \quad \mathcal{H} \oplus \mathcal{H},$$

where $\mathcal{H} = L^2(\mathbb{R}^2, \mathbb{C}^2)$ and $T$ is the massless two-dimensional Dirac operator

$$T = v_f \hbar (-i \sigma \cdot \nabla) \quad \text{on} \quad \mathcal{H},$$

where $v_f \sim 10^6$ m/s is the Fermi velocity. Here $\sigma = (\sigma_1, \sigma_2)$ are the first two Pauli matrices. Through the orthogonal sum in (1), the operator $H$ takes into account contributions from the two inequivalent Dirac points (or valleys) $K$ and $K'$ of the first Brillouin zone associated to the lattice. The components of a wavefunction in $\mathcal{H}$ describe the electronic density on each of the two triangular sublattices that constitute the honeycomb lattice. In many applications the contributions from the two valleys do not couple and the description is reduced to the study of the operator $T$ only (see [9] for a review).

When considering (quasi-)particles confined to some region $\Omega \subset \mathbb{R}^2$, one should impose boundary conditions that might break the block-diagonal structure of $H$. In the physics literature, much attention has been devoted to the so-called zigzag, armchair and infinite mass boundary conditions. The choice of a boundary condition influences the spectrum and therefore the transport properties of graphene ribbons and flakes, see for instance [11, 16, 25] for theoretical considerations or [20] for experimental observations. In particular, the presence of a gap in its spectrum allows to use a graphene device as a semiconductor.

We move on to a brief description of the above mentioned boundary conditions. Zigzag and armchair boundary conditions emerge from the tight-binding model and
correspond to two different orientations of a straight lattice termination \[1,16\]. The zigzag boundary conditions are known to be gapless, having zero as an eigenvalue of infinite multiplicity. From the mathematical point of view this has been observed in \[21\] (see also \[12\] for the absence of gaps of certain perturbed zigzag operators). The associated zero-energy states are well localized close to the boundary. In contrast, for armchair boundary conditions the presence of a gap has been noted (see e.g. \[8,17,26\]), and the lowest energy states are rather delocalized. Infinite mass boundary conditions, on the other hand, do not arise from the lattice termination. In fact, they were first studied in 1987 by Berry and Mondragon \[6\] for the operator \(T\). They emerge from the Dirac operator with an effective mass term supported outside \(\Omega\), as a limiting case when the mass tends to infinity, see \[6,22\]. In the description of graphene, infinite mass boundary conditions have been also used to model quantum dots or nano-ribbons exhibiting a gap independent of the lattice orientation \[1,4,9,18\]. Zigzag and infinite mass boundary conditions do not couple the valleys and thus can be defined for \(T\) too. Armchair boundary conditions do mix the valleys and make sense only when considering the full operator \(H\).

In the present work, we obtain a lower bound on the gap size for \(H\) with armchair or infinite mass boundary conditions in terms of \(|\Omega|\). We start our analysis by studying the Dirac operator \(T\) on a bounded simply connected domain \(\Omega \subset \mathbb{R}^2\). In Theorem 1 we prove the desired estimate for a certain class of boundary conditions including the infinite mass case. The proof of the theorem will be given in Section 2. In Section 3, through an elementary observation, we show that the lower bound for the infinite mass operator \(T\) applies equally well to the operator \(H\) with armchair boundary conditions. In this section, we also provide some further details on the physically relevant boundary conditions. We complete this introduction with the necessary definitions and the precise statement of the theorem. In our proof we follow the scheme developed by Bär in \[3\]. However in his case, Bär considers a manifold with curvature but without boundary. Towards the end of our proof we need to choose a trial function \(f\). This is similar to what is done in \[3\]. In Bär’s case his choice is dictated by the curvature of the manifold while in our case the choice is related to a boundary value problem which depends on our boundary conditions (see equation (4)).

**Note added in proof:** When preparing this manuscript, we were not aware of the work of Raulot \[19\] and we thank the referee for pointing out this reference to us. The case \(n = 2\) of \[19\] Theorem 1 is a generalization of our Theorem 1 with \(B = 1\), to arbitrary manifolds with boundary and so-called chiral boundary conditions. It is interesting to note that these chiral boundary conditions from differential geometry coincide for manifolds \(\Omega \subset \mathbb{R}^2\) with the infinite mass boundary conditions known in the literature on graphene. Here, we stress the connection with the physics of graphene and provide a self-contained proof. It does not require sophisticated tools from differential geometry and also works in cases with limited regularity. Through an elementary observation (see Lemma 2) we can treat a family of boundary conditions \((0 < B \leq 1)\).

### 1.1. Definitions and the main theorem.

We consider a two-dimensional Dirac operator on a bounded domain \(\Omega \subset \mathbb{R}^2\) with \(C^2\)-boundary \(\partial \Omega\). Choosing appropriate units, the Dirac operator acts as the differential expression

\[ T \equiv -i\sigma \cdot \nabla = \sigma_1(-i\partial_1) + \sigma_2(-i\partial_2). \]
Here, the Pauli matrices are defined as
\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]
and we use the convention \(\sigma \cdot v = \sum_{i=1}^3 v_i \sigma_i\). We will write \(D_\eta\) for the operator acting as \(T\) on functions in the domain
\[
\mathcal{D}(D_\eta) \equiv \{ u \in H^1(\Omega, \mathbb{C}^2) \mid P_{-\eta} \gamma u = 0 \}.
\]
Here \(\gamma\) is the trace operator on the boundary of \(\Omega\) and the orthogonal projections \(P_{\pm, \eta}\) are defined as
\[
P_{\pm, \eta} = \frac{1}{2}(1 \pm A_\eta), \quad A_\eta = \cos(\eta) / (1 - \sin(\eta)) + \sin(\eta) / (1 - \cos(\eta))
\]
where \(t\) is the unit vector tangent to the boundary. This is the only family of local boundary conditions making \(T\) into a symmetric operator on \(H^1(\Omega)\). A priori, \(\eta\) can be any real function of \(\partial \Omega\), but in the physically relevant cases it is a constant on each connected component of \(\partial \Omega\). Infinite mass boundary conditions correspond to \(\eta \equiv 0\) or \(\eta \equiv \pi\). If \(\eta\) is \(C^1\) and \(\cos(\eta) \neq 0\) for all \(s \in \partial \Omega\), \(D_\eta\) is self-adjoint [5]. In this case, it follows from the compact embedding of \(H^1(\Omega)\) in \(L^2(\Omega)\) that the resolvent of \(D_\eta\) is compact. Thus, its spectrum consists of eigenvalues of finite multiplicity accumulating only at \(\pm \infty\).

For constant \(\eta\) and simply connected domains, we obtain the following lower bound for the spectral gap.

**Theorem 1.** Take \(\Omega \subset \mathbb{R}^2\) simply connected with \(C^2\)-boundary. Let \(\eta\) be a constant such that \(\cos(\eta) \neq 0\) and define \(D_\eta\) as before. Define \(B = \min(|\cos(\eta)/(1 - \sin(\eta))|, |(1 - \sin(\eta))/\cos(\eta)|)\). If \(\lambda\) is an eigenvalue of \(D_\eta\), then
\[
\lambda^2 \geq \frac{2\pi |\Omega|}{B^2}.
\]

**Remark 1.** In physical units our lower bound for infinite mass boundary conditions \((B = 1\) in the theorem\) gives a gap larger than \(2\sqrt{2}\pi \hbar v_f |\Omega|^{-1/2}\). This means that in order to obtain a gap of \(1\) eV one needs a domain with a diameter of about \(10\) nm.

**Remark 2.** The bound is not sharp, but it is quite good, as a comparison with the case of a disc shows. When \(B = 1\), the lowest eigenvalue for a disc of unit radius is \(k_0\), the smallest positive number such that \(J_n(k_0) = J_1(k_0)\), where \(J_n\) is the \(n\)-th Bessel function of the first kind (see [6]). Numerically, \(k_0 \approx 1.435\), and our lower bound reads
\[
k_0 > \sqrt{2} \approx 1.414.
\]

It is an open problem to obtain a sharp bound among all bounded two dimensional domains with the type of boundary conditions we consider.

**Remark 3.** The bound obtained by Raulot [19] is sharp and the case of equality is obtained by a manifold isomorphic to a half sphere \(S^n_r\) with radius \(r\), where \(r\) depends on the first eigenvalue of the Dirac operator on the manifold with the boundary conditions he considers.

In the differential geometry literature, much attention has been devoted to lower bounds for the square of Dirac operators on surfaces. Most of these results deal with closed surfaces [13, 3]. For Dirac operators on two-dimensional manifolds with boundaries a less explicit bound has been derived in [15]. Our proof uses ideas from [3].
1.2. Notation. Before going further, we need to fix some notations. We will consider a fixed domain $\Omega$ with $C^2$-boundary $\partial\Omega$. We denote by $n(s)$ and $t(s)$ the outward normal and the tangent vector to the boundary at the point $s \in \partial\Omega$. The orientation of $t$ is chosen such that $n, t$ is positively oriented, so we have $t \cdot \nabla t(s) := \partial_s t(s) = -\kappa(s)n(s)$, where $\kappa(s)$ is the curvature of the boundary. If $t(s) = (t_1(s), t_2(s))$, we define $t(s) = t_1(s) + it_2(s)$, the tangent vector seen as a number in $\mathbb{C}$.

Functions in $H^1(\Omega)$ have well-defined traces on $\partial\Omega$, and since this will not cause confusion, we use the same notation for a function and its trace. In $L^2(\Omega, \mathbb{C}^2)$, the notations $\langle \cdot, \cdot \rangle$ and $\|\cdot\|$ will be used for the inner product and norm, respectively.

2. Proof of the theorem

Before going into the proof of Theorem 1, let us give a heuristic interpretation of the result. In [3] the following lower bound for the eigenvalues of the (classical) Dirac operator on closed surfaces $M$ of genus one (surfaces homeomorphic to a sphere) is proved:

$$\lambda^2 \geq \frac{4\pi}{\text{area}(M)}. \quad (2)$$

The bound we obtain for an open and simply connected surface $\Omega$ with boundary condition $\eta \equiv 0$, $B = 1$, is

$$\lambda^2 \geq \frac{2\pi}{|\Omega|}.$$  

At least formally, these particular boundary conditions provide the possibility to extend spinors in $D(D)$ to the invertible double $\tilde{\Omega}$, which is the closed surface obtained by glueing $\Omega$ to its mirror image. Details of this construction can be found in [7, chapter 9]. The bottom line is that an eigenspinor $u$ of $D$ can be extended to an eigenspinor $\tilde{u}$ of the extended Dirac operator $\tilde{D}$ by identifying $\tilde{u} \approx (u, -u)$. Then, the bound of Theorem 1 follows from Bär's bound (2), since $\text{area}(\tilde{\Omega}) = 2|\Omega|$.

This argument can be made rigorous by considering closed surfaces $\Omega_\epsilon \subset \mathbb{R}^3$ consisting of two copies of $\Omega$ in parallel planes with a distance $\epsilon$ between them, joined smoothly by a ribbon of width proportional to $\epsilon$. There is some work involved in computing explicitly the extension of $D$ to the curved ribbon and in checking that eigenspinors can be extended correspondingly. One has to make sure that the contribution of the curved part to the Rayleigh quotient tends to zero with $\epsilon$ in order to obtain the result. If $\Omega$ is not simply connected, we can still perform the doubling construction, but the resulting closed manifold will be homeomorphic to a torus or a surface of higher genus. In principle, this case can be treated using the results in [2] that extend (2).

Instead of going through calculations with spinors on curved surfaces we will use the strategy from [3] taking care of the boundary terms. The boundary conditions for constant $\eta \not\in \{0, \pi\}$ do not have the above described doubling property. However, one can extend the result for $\eta = 0$ to the general case, as the following lemma shows.

**Lemma 2.** Take $D_\eta$ satisfying the hypotheses of Theorem 1 and

$$B = \min\{|\cos\eta/(1 - \sin\eta)|, |(1 - \sin\eta)/\cos\eta|\}.$$
If $\lambda_\eta$ is the eigenvalue of $D_\eta$ of smallest absolute value, then
\[ \lambda_\eta^2 \geq B^2 \lambda_\eta^2. \]

Proof. Assume $\eta \in (0, \pi/2)$ such that $B = (1 - \sin \eta)/\cos \eta \in (0, 1)$. Take an eigenspinor $u$ of $D_\eta$ associated to the eigenvalue $\lambda_\eta$. Writing out the boundary conditions explicitly, we obtain $u_2 = Btu_1$ on $\partial \Omega$. Then, we may write $u = v + w$, where $v = (\begin{smallmatrix} B & 0 \\ 0 & 1 \end{smallmatrix}) u$. This gives $v \in \mathcal{D}(D_0)$, while $w \in \mathcal{D}(D_{\pi/2})$. Now we have
\[ \lambda_\eta^2 \|u\|^2 = \|Tv + Tw\|^2 = \|Tv\|^2 + \|Tw\|^2 + 2 \text{Re} \langle Tv, Tw \rangle. \]
The last two terms can be combined using the fact that $w$ has only its first component nonzero. We get
\[ \|Tv\|^2 + 2 \text{Re} \langle Tv, Tw \rangle = (1 - B)^2 \|(-i\partial_1 - \partial_2)u_1\|^2 + 2B(1 - B)\|(-i\partial_1 - \partial_2)u_1\|^2 = (1 - B^2)\|(-i\partial_1 - \partial_2)u_1\|^2. \]
Since $|B| \leq 1$ by definition, we have
\[ \lambda_\eta^2 \|u\|^2 \geq \|D_0v\|^2 \geq \lambda_\eta^2 \|v\|^2 \geq \lambda_\eta^2 B^2 \|u\|^2, \]
which is the desired inequality. The other cases are analogous: it suffices to define $v = (\begin{smallmatrix} -B & 0 \\ 0 & 1 \end{smallmatrix}) u$ when $\eta$ lies in $(\pi/2, \pi)$ or $v = (\begin{smallmatrix} 1 & 0 \\ 0 & \pm B \end{smallmatrix}) u$ for $\eta \in (\pi, 3\pi/2)$ and $\eta \in (3\pi/2, 2\pi)$. \hfill $\square$

Proof of Theorem [4]. By the previous lemma we can restrict our attention to $\eta = 0$, so to simplify notations, we will write $D_0 = D$. Recall that the Pauli matrices satisfy the (anti-)commutation relations
\[ \{\sigma_j, \sigma_k\} = 2\delta_{jk}, \quad [\sigma_j, \sigma_k] = 2i\epsilon_{jkl}\sigma_l, \quad j, k, l \in \{1, 2, 3\}, \]
where $\delta_{jk}$ is the Kronecker delta and $\epsilon_{jkl}$ is the Levi-Civita symbol, which is totally antisymmetric and normalized by $\epsilon_{123} = 1$. We start by a calculation for $C^1$-spinors $u, v \in \mathcal{D}(D)$
\[ (Du, Dv) = \sum_{k,j} \int_\Omega \langle \partial_k u, \sigma_k \sigma_j \partial_j v \rangle_{C^2} = \sum_k \int_\Omega \langle \partial_k u, \partial_k v \rangle_{C^2} + i \sum_{k,j} \epsilon_{k,j,3} \int_\Omega \langle \partial_k u, \sigma_3 \partial_j v \rangle_{C^2}. \]
In the second term we can integrate by parts using the antisymmetry of $\epsilon_{k,j,3}$ and introduce the tangent vector at the boundary $t = (-n_2, n_1)$. We obtain
\[ \sum_{k,j} i\epsilon_{k,j,3} \int_\Omega \langle \partial_k u, \sigma_3 \partial_j v \rangle_{C^2} = \sum_{k,j} i\epsilon_{k,j,3} \int_\Omega \langle \partial_k (u, \sigma_3 \partial_j v) \rangle_{C^2} = \sum_{k,j} i\epsilon_{k,j,3} \int_{\partial \Omega} <n_k (u, \sigma_3 \partial_j v) \rangle_{C^2} = i \int_{\partial \Omega} <u, \sigma_3 t \cdot \nabla v \rangle_{C^2}. \]
Since only the tangent derivative is involved, this term depends solely on the boundary values of $u$ and $v$. We can explicitly write out the spinor components and
introduce the boundary condition in the form $u_2 = tu_1$:

$$(u,\sigma_3 t \cdot \nabla v)_{C^2} = u_1^* t \cdot \nabla v_1 - u_2^* t \cdot \nabla v_2 = -u_1^* v_1 t^* t = -iu_1^* v_1 \kappa(s)$$

In the last equality, we used $\partial_s t(s) = -\kappa(s) n(s)$ (see Subsection [2]). By density, (3)

$$(Du, Dv) = (\nabla u, \nabla v) + \frac{1}{2} \int_{\partial \Omega} (u, v)_{C^2} (s) \kappa(s) \, ds$$

holds for all $u, v \in D(D)$.

For a real constant $\alpha$ and a real $C^1$-function $f$ we define a modified connection

$$\tilde{\partial}_j = \partial_j - i\alpha \sigma_j - \sigma_f \sigma_j,$$

where $\sigma_f := \sigma \cdot \nabla f$. For spinor fields $u, v$ we compute the product

$$\sum_j \left( \tilde{\partial}_j u, \tilde{\partial}_j v \right)_{C^2} = \sum_j \left( (\partial_j u, \partial_j v)_{C^2} + \alpha^2 (\sigma_j u, \sigma_j v)_{C^2} + (\sigma_f \sigma_j u, \sigma_f \sigma_j v)_{C^2} 
- (\partial_j u, (i\alpha \sigma_j + \sigma_f \sigma_j) v)_{C^2} - ((i\alpha \sigma_j + \sigma_f \sigma_j) u, \partial_j v)_{C^2} 
+ i\alpha (\sigma_j u, \sigma_f \sigma_j v)_{C^2} - i\alpha (\sigma_f \sigma_j u, \sigma_j v)_{C^2} \right)$$

$$= (\nabla u, \nabla v)_{C^2} + (2\alpha^2 + 2|\nabla f|^2) (u, v)_{C^2} 
- \alpha((Du, v)_{C^2} + (u, Dv)_{C^2}) 
- \sum_j ((\partial_j u, \sigma_f \sigma_j v)_{C^2} + (\sigma_f \sigma_j u, \partial_j v)_{C^2}).$$

By the anti-commutation relations, we obtain

$$\sum_j (\sigma_f \sigma_j u, \partial_j v)_{C^2} = -i (u, \sigma_f Dv)_{C^2} + 2 \sum_j (\partial_j f) (u, \partial_j v)_{C^2},$$

so

$$\sum_j \left( \tilde{\partial}_j u, \tilde{\partial}_j v \right)_{C^2} = (\nabla u, \nabla v)_{C^2} + (2\alpha^2 + 2|\nabla f|^2) (u, v)_{C^2} 
- \alpha((Du, v)_{C^2} + (u, Dv)_{C^2}) 
- \sum_j ((\partial_j u, \sigma_f \sigma_j v)_{C^2} + 2(\partial_j f) (u, \partial_j v)_{C^2}) + i (u, \sigma_f Dv)_{C^2}.$$
Inserting these identities, we obtain

$$
\sum_j \int_\Omega e^{-2f} \left( \bar{\partial}_j u, \bar{\partial}_j v \right) = \int_\Omega e^{-2f} (\bar{\partial}_j u, D^2 v) + 2 \sum_j \left( e^{-2f} u, (\partial_j f) \bar{\partial}_j v \right)
$$

$$
+ \left( e^{-2f} (2\alpha^2 + 2|\nabla f|^2) u, v \right) - \alpha \left( e^{-2f} u, Dv \right) - \alpha \left( e^{-2f} Du, v \right)
$$

$$
+ 2i \left( e^{-2f} u, \sigma_j Dv \right) + \left( e^{-2f} u, (\Delta f - 2|\nabla f|^2) v \right)
$$

$$
- 2 \sum_j \left( e^{-2f} u, (\partial_j f) \bar{\partial}_j v \right)
$$

$$
+ \int_{\partial\Omega} e^{-2f} \left( -\frac{\kappa}{2} (u, v)_{\mathbb{C}^2} - (u, \sigma_j \sigma \cdot n v)_{\mathbb{C}^2} \right).
$$

Note that the four terms containing first derivatives of $f$ cancel exactly. Applying this identity with $v = u$ and $Du = \lambda u$, it reduces to

$$
\sum_j \int_\Omega e^{-2f} \left( \bar{\partial}_j u, \bar{\partial}_j u \right) = (\lambda^2 + 2\alpha^2 - 2\alpha \lambda) \|e^{-f} u\|^2
$$

$$
+ 2i \lambda \left( u, \sigma_j u \right) + \left( e^{-2f} u, \Delta f u \right)
$$

$$
+ \int_{\partial\Omega} e^{-2f} \left( -\frac{\kappa}{2} (u, u)_{\mathbb{C}^2} - (u, \sigma_j \sigma \cdot n u)_{\mathbb{C}^2} \right).
$$

Now we use the fact that the left hand side is real and nonnegative, and choose $\alpha = \lambda / 2$ in order to minimize the coefficient of the first term. We obtain the inequality

$$
0 \leq \frac{\lambda^2}{2} \|e^{-f} u\|^2 + \left( e^{-2f} u, (\Delta f) u \right) + \int_{\partial\Omega} e^{-2f} \left( -\frac{\kappa}{2} (u, u)_{\mathbb{C}^2} - Re (u, \sigma_j \sigma \cdot n u)_{\mathbb{C}^2} \right).
$$

Using anti-commutation relations, $Re (u, \sigma_j \sigma \cdot n u)_{\mathbb{C}^2} = (n \cdot \nabla f) (u, u)_{\mathbb{C}^2}$, so we obtain

$$
\frac{\lambda^2}{2} \|e^{-f} u\|^2 \geq -\left( e^{-2f} u, (\Delta f) u \right) + \int_{\partial\Omega} e^{-2f} (u, u)_{\mathbb{C}^2} \left( \frac{\kappa}{2} + n \cdot \nabla f \right).
$$

This suggests to take $f$ solving, for some $C \in \mathbb{R}$,

$$
(4) \quad \begin{cases}
\Delta f = C \\
n \cdot \nabla f = -\kappa / 2
\end{cases}
$$

in $\Omega$, $\partial \Omega$.

To see that such an $f$ exists, set $f_0(x) = C|x|^2 / 4$. By [11] Theorem 3.40, p138, we can find $f_h$ satisfying

$$
\begin{cases}
\Delta f_h = 0 \\
n \cdot \nabla f_h = -\kappa / 2 - n \cdot \nabla f_0
\end{cases}
$$

in $\Omega$, $\partial \Omega$,

provided $\int_{\partial\Omega} (-\kappa / 2 - n \cdot \nabla f_0) = 0$. Since $\Omega$ is simply connected, $\int_{\partial\Omega} \kappa = 2\pi$. On the other hand, $\int_{\partial\Omega} n \cdot \nabla f_0 = \int_{\partial\Omega} \Delta f_0 = C|\Omega|$. So with the choice $C = -\pi / |\Omega|$, $f_h + f_0$ satisfies (4). The final result is

$$
\lambda^2 \geq -2C = \frac{2\pi}{|\Omega|}.
$$

□
3. Application to the two-valley description of graphene

We now apply our results to the description of electronic excitations in graphene as a four-component spinor with

$$H = \begin{pmatrix} T & 0 \\ 0 & T \end{pmatrix}.$$  

If the boundary conditions are local and uniform, the four-spinors should fulfill

$$P_-(A)\psi := \frac{1}{2} (1 - A)\psi = 0 \quad \text{on } \partial \Omega.$$  

Here $A$ is a unitary matrix that belongs to a four-parameter family, see [1] for its explicit form. For simplicity we will restrict our attention to the boundary conditions most commonly used in the physics literature, following the notations of [1].

**Zigzag boundary conditions.** Zigzag boundary conditions arise from the tight-binding model when the honeycomb lattice is terminated in a direction perpendicular to the bonds, see Figure 1. In this case,

$$A = \begin{pmatrix} \sigma_3 & 0 \\ 0 & -\sigma_3 \end{pmatrix}.$$  

Thus, these boundary conditions do not mix the two valleys. We obtain two copies of $D_{\pi/2}$, which is not self-adjoint on $H^1(\Omega, \mathbb{C}^2)$ and has zero as an eigenvalue of infinite multiplicity [21].

**Infinite Mass boundary conditions.** These boundary conditions have been used as an effective model describing a graphene quantum dot or nanoribbon, when a detailed microscopical description of the boundary is lacking [4, 9, 18]. In addition, infinite mass boundary conditions are obtained as a limiting case of $T$ acting on $L^2(\mathbb{R}^2)$ with a mass term $M(x) = M(1 - \chi_\Omega(x))$ when the mass tends to infinity. Physically, such a term is the continuum limit of a staggered potential (opposite signs on both sublattices) and several mechanisms to realize this in practice have been proposed [14, 23, 27].

The matrix giving the boundary conditions here is

$$A = \begin{pmatrix} \sigma \cdot t & 0 \\ 0 & -\sigma \cdot t \end{pmatrix},$$
This does not mix the valleys and gives a block diagonal operator with $D_0$ and $D_\pi$ on the diagonal. Therefore, the operator is self-adjoint with domain $\mathcal{D}(D_0) \oplus \mathcal{D}(D_\pi) \subset H^1(\Omega, \mathbb{C}^4)$ and the estimate of Theorem 1 holds.

**Armchair boundary conditions.** Armchair boundary conditions also arise from the termination of a lattice, when the direction of the boundary is parallel to the bonds (see Figure 1). It has been noted in some particular cases that these boundary conditions give rise to a gap in the spectrum around zero (see for instance \cite{8,17,26}). The boundary conditions are determined by

$$A = \begin{pmatrix} 0 & \nu \sigma \cdot t \\ \nu^* \sigma \cdot t & 0 \end{pmatrix}$$

where $|\nu| = 1$. We show how these boundary conditions can be brought into a block-diagonal form in order to apply our theorem. Using the unitary transformation

$$U_\nu = \begin{pmatrix} \nu^1 \nu^2 & 0 \\ 0 & 1 \end{pmatrix}$$

we can restrict our attention to the case $\nu = 1$. Consider the unitary transformation

$$U_p = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}$$

corresponding to a permutation of the second and fourth spinor components. This transforms the boundary conditions in

$$\tilde{A} = U_pAU_p^* = \begin{pmatrix} \sigma \cdot t & 0 \\ 0 & \sigma \cdot t \end{pmatrix},$$

and the Hamiltonian as

$$\tilde{H} = U_pHU_p^* = \begin{pmatrix} 0 & T \\ T & 0 \end{pmatrix}.$$

After this transformation, a four-spinor $\psi$ in the domain of $\tilde{H}$ can be written as $\psi = (u_1^* u_2)$ with $u_1, u_2 \in \mathcal{D}(D_0)$. A short calculation shows that the same holds for the adjoint: $\phi \in \mathcal{D}(\tilde{H}^*)$ if and only if $\phi = (v_1^* v_2)$ with $v_1, v_2 \in \mathcal{D}(D_0^*) = \mathcal{D}(D_0)$. Thus, $\tilde{H}$ is self-adjoint on a domain included in $H^1(\Omega, \mathbb{C}^4)$. Furthermore,

$$||\tilde{H}\psi||^2 = ||\begin{pmatrix} D_0u_2 \\ D_0u_1 \end{pmatrix}||^2 \geq \frac{2\pi}{|\Omega|} ||\psi||^2.$$

In other words, the estimate of Theorem 1 holds in this case as well.
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