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Abstract

Information about the quality of a Spoken Dialogue System (SDS) is usually used only for comparing SDSs with each other or manually improving the dialogue strategy. This information, however, provides a means for inherently improving the dialogue performance by adapting the Dialogue Manager during the interaction accordingly. For a quality metric to be suitable, it must suffice certain conditions. Therefore, we address requirements for the quality metric and, additionally, present approaches for quality-adaptive dialogue management.

1 Introduction

For years, research has been focused on enabling Spoken Dialogue Systems (SDSs) to behave more adaptively to the user’s expectations and needs. Möller et al. (2009) presented a taxonomy for quality of human-machine interaction, i.e., Quality of Service (QoS) and Quality of Experience (QoE). For QoE, several aspects are identified. They contribute to good user experience, e.g., interaction quality, usability and acceptability. These aspects can be combined to the term User Satisfaction (US), describing the degree by which the user is satisfied with the system’s performance. The dialogue community has been investigating this aspect for years. Most prominently is the PARADISE framework by Walker et al. (2000) which maps objective performance metrics of an SDS to subjective user ratings.

Recent work mostly discusses how to evaluate Spoken Dialogue Systems. However, the issue of how this information can be useful for improving dialogue performance remains hardly addressed. Hence, we focus on exploring techniques for incorporating dialogue quality information into the Dialogue Manager (DM). This is accompanied by the problem of defining characteristics of a suitable dialogue quality metric.

In Section 2, we present related work both on measuring dialogue quality and on approaches for incorporating user state information into the DM. In Section 3, requirements for a quality metric are presented along with a suitable example. Section 4 presents our ongoing and future work on incorporating quality measures into dialogue strategies. Finally, Section 5 concludes this work.

2 Related Work

In recent years, several studies have been published on determining the qualitative performance of a SDS. Engelbrecht et al. (2009) predicted User Satisfaction on a five-point scale at any point within the dialogue using Hidden Markov Models (HMMs). Evaluation was based on labels the users applied themselves during a Wizard-of-Oz experiment. To guarantee for comparable conditions, the dialogue flow was controlled by predefined scenarios creating transcripts with equal length for each scenario.

Further work based on HMMs was presented by Higashinaka et al. (2010). They trained on US ratings and exchange ratings. The authors compare their approach with HMMs trained on manually annotated exchanges achieving a better performance for the latter.
In order to predict US, Hara et al. (2010) created n-gram models from dialogue acts (DA). Based on dialogues from real users interacting with a music retrieval system, overall ratings for the whole dialogue have been labeled on a five-point scale after the interaction. An accuracy (i.e., rate of correctly predicted ratings) of 34% by a 3-gram model was the best performance which could be achieved.

Dealing with true User Satisfaction, Schmitt et al. presented their work about statistical classification methods for automatic recognition of US (Schmitt et al., 2011b). The data was collected in a lab study where the users themselves had to rate the conversation during the ongoing dialogue. Labels were applied on a scale from 1 to 5. Performing automatic classification using a Support Vector Machine (SVM), they achieved an Unweighted Average Recall (UAR) of 49.2 (i.e., average rate of correctly predicted ratings, compensated for unbalanced data).

An approach for affective dialogue modeling based on Partially Observable Markov Decision Processes (POMDPs) was presented by Bui et al. (2007). Adding stress to the dialogue state enables the dialogue manager to adapt to the user. To make belief-update tractable, the authors introduced Dynamic Decision Networks as means for reducing complexity.

Pittermann et al. (2007) presented another approach for adaptive dialogue management. The authors incorporated emotions by modeling the dialogue in a semi-stochastic way. Thus, an emotional dialogue model was created as a combination of a probabilistic emotional model and probabilistic dialogue model defining the current dialogue state.

3 Interaction Quality Metric

In order to enable the Dialogue Manager to be quality-adaptive, the quality metric must suffice certain criteria. In this Section, we identify the important issues and render the requirements for a suitable quality metric.

3.1 General Aspects

For adapting the dialogue strategy to the quality of the dialogue, the quality metric is required to implement certain characteristics. We identify the following items:

- exchange-level quality measurement,
- automatically derivable features,
- domain-independent features,
- consistent labeling process,
- reproducible labels and
- unbiased labels.

The performance of a Spoken Dialogue System may be evaluated either on the dialogue level or on the exchange level. As dialogue management is performed after each system-user exchange, dynamic adaption of the dialogue strategy to the dialogue performance requires exchange-level performance measures. Therefore, Dialogue-level approaches are of no use. Furthermore, previous presented methods for exchange-level quality measuring could not achieve satisfying accuracy in predicting dialogue quality (Engelbrecht et al., 2009; Higashinaka et al., 2010).

Features serving as input variables for a classification algorithm must be automatically derivable from the dialogue system modules. This is important because other features, e.g., manually annotated dialogue acts (Higashinaka et al., 2010; Hara et al., 2010), produce high costs and are also not available immediately during run-time in order to use them as additional input to the Dialogue Manager. Furthermore, for creating a general quality metric, features have to be domain-independent, i.e., not depending on the task domain of the dialogue system.

Another important issue is the consistency of the labels. Labels applied by the users themselves are subject to large fluctuations among the different users (Lindgaard and Dudek, 2003). As this results in inconsistent labels, which do not suffice for creating a generally valid quality model, ratings applied by expert raters yield more consistent labels. The experts are asked to estimate the user’s satisfaction following previously established rating guidelines. Furthermore, expert labelers are also not prone to be influenced by certain aspects of the SDS, which are not of interest in this context, e.g., the character of the synthesized voice. Therefore, they create less biased labels.
3.2 Interaction Quality

As metric, which fulfills all previously addressed requirements, we present the Interaction Quality (IQ) metric, see also (2011a). Based on dialogues from the “Let’s Go Bus Information System” of the Carnegie Mellon University in Pittsburgh (Raux et al., 2006), IQ is labeled on a five point scale. The labels are (from best (5) to worst (1)) “satisfied”, “slightly unsatisfied”, “unsatisfied”, “very unsatisfied” and “extremely unsatisfied”. They are applied by expert raters following rating guidelines, which have been established to allow consistent and reproducible ratings.

Additionally, domain-independent features used for IQ recognition have been derived from the dialogue system modules automatically for each exchange grouped on three levels: the exchange level, the dialogue level, and the window level. As parameters like ASRCONFIDENCE or UTTERANCE can directly be acquired from the dialogue modules they constitute the exchange level. Based on this, counts, sums, means, and frequencies of exchange level parameters from multiple exchanges are computed to constitute the dialogue level (all exchanges up to the current one) and the window level (the three previous exchanges).

A corpus containing the labeled data has been published recently (Schmitt et al., in press) containing 200 calls annotated by three expert labelers, resulting in a total of 4,885 labeled exchanges. Using statistical classification of IQ based on SVMs achieves an Unweighted Average Recall of 0.58 (Schmitt et al., 2011a).

4 Quality-Adaptive Spoken Dialogue Management

The goal of our work is to enable Dialogue Managers to directly adapt to information about the quality of the ongoing dialogue. We present two different approaches that outline our ongoing and future work.

4.1 Dialogue Design-Patterns for Quality Adaptation

Rule-based Dialogue Managers are still state-of-the-art for commercial SDSs. It is hardly arguable that making the rules quality-dependent is a promising way for dialogue improvement. However, the number of possibilities for adapting the dialogue strategy to the dialogue quality is high. Based on the Speech-Cycle RPA Dialogue Manager, we are planning on identifying common dialogue situations in order to create design-patterns. These patterns can be applied as a general means of dealing with situations that arise by introducing quality-adaptiveness to the dialogue.

4.2 Statistical Quality-Adaptive Dialogue Management

For the incorporation of Interaction Quality into a statistical DM, two approaches have been found.

First, based on work on factored Partially Observable Markov Decision Processes by Williams and Young (2007) and similar to Bui et al. (2006), we presented our own approach for incorporating additional user state information (Ultes et al., 2011).

In the factored POMDP by Williams and Young (2007), the state of the underlying process is defined as \( s = (u, g, h) \). To incorporate IQ, it is extended by adding the IQ-state \( s_{iq} \), resulting in \( s = (u, g, h, s_{iq}) \).

Following the concept of user acts, we further introduce IQ-acts \( iq \) that describe the current quality predicted by the classification algorithm for the current exchange. Incorporating IQ acts into observation \( o \) results in the two-dimensional observation space

\[
O = U \times IQ,
\]

where \( U \) denotes the set of all user actions and \( IQ \) the set of all possible Interaction Quality values.

Second, for training an optimal policy for action selection in POMDPs, a reward function has to be defined. Common reward functions are task-oriented and based on task success and dialogue length. As an example, a considerable positive reward is given for reaching the task goal, a considerable negative reward for aborting the dialogue, and a small negative reward for each exchange in order to keep the dialogue short. Interaction Quality scores offer an interesting and promising way of defining a reward function, e.g., by rewarding improvements in IQ. By that, strategies that try to keep the quality at an overall high can be trained allowing for a better user experience.
5 Conclusion

For incorporating information about the dialogue quality into the Dialogue Manager, we identified characteristics of a quality metric defining necessary prerequisites for being used during dialogue management. Further, the Interaction Quality metric has been proposed as measure, which suffices all requirements. In addition, we presented concrete approaches of incorporating IQ into the DM outlining our ongoing and future work.
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