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Abstract Mobile apps have become indispensable for daily life, not only for individuals but also for companies/organizations that offer their services digitally. Inherited by the mobility of devices, there are no limitations regarding the locations or conditions in which apps are being used. For example, apps can be used where no internet connection is available. Therefore, offline-first is a highly desired quality of mobile apps. Accordingly, inappropriate handling of connectivity issues and miss-implementation of good practices lead to bugs and crashes occurrences that reduce the confidence of users on the apps’ quality. In this paper, we present the first study on Eventual Connectivity (ECn) issues exhibited by Android apps, by manually inspecting 971 scenarios related to 50 open-source apps. We found 304 instances of ECn issues (6 issues per app, on average) that we organized in a taxonomy of 10 categories. We found that the majority of ECn issues are related to the use of messages not providing correct information to the user about the connectivity status and to the improper use of external libraries/apps to which
the check of the connectivity status is delegated. Based on our findings, we distill a list of lessons learned for both practitioners and researchers, indicating directions for future work.
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1 Introduction

Mobile apps have become an indispensable tool for daily activities. There are no limitations regarding the locations or conditions in which mobile devices are used, and *offline-first* practice is a highly desired quality of mobile apps. However, despite high-speed access to the internet is more and more common worldwide and “data plans” are more accessible/cheap in terms of costs, there are still complex connectivity scenarios, such as locations with zero/unreliable connection. Therefore, inappropriate handling of connectivity issues may lead to bugs and crashes that negatively affect the user experience when an app is used under *Eventual Connectivity (ECn)* scenarios.

*Offline first* practices – i.e., programming practices that allow an app to provide network-enabled features without internet access – have been initially promoted for web applications (in particular progressive web apps), and are motivated by the need for providing a better user experience even when there is no connectivity [1,2]. Several specific implementation practices are well known in the web development community, such as using app shells, local caching in the browser, bundle network requests when users are offline, and connectivity awareness. These practices have also been transferred to the mobile app domain and complemented with app-specific “guidelines/practices” proposed by practitioners [3] and Google developers [4]. An example of those guidelines is offline data-synchronization with backend services via APIs (e.g., local caching enabled by Firebase).

As of today, there is no empirical study analyzing bugs/crashes in Android apps that are caused by connectivity issues. As a consequence, it is unknown the prevalence of those issues and their impact on the quality as perceived by users. Indeed, state-of-the-art studies are mostly devoted to (i) network traffic characterization [5,6], (ii) its security and privacy implications [7,8], and (iii) possible exploitable scenarios addressed by malicious agents [9]. Previous studies have indeed focused on cataloging bugs/crashes for mobile apps in general [10], and bugs/crashes specific to quality attributes such as performance [11–15], security [16–18], behavioral/GUI inconsistency [19–22], and energy consumption [23–27].

Moreover, there is no tool available for detecting this type of bugs statically or dynamically. The closest available approaches/tools for automated detection of crashes related to the lack of connectivity are CrashScope [28,29], Thor [30], and Caiipa [31]. Those approaches systematically explore an app, generate events like turning-off WiFi, and look for crashes (i.e., the application stops). However, as we will show in this work, crashes caused by a lack of connectivity only represent a subset of the connectivity issues that affect mobile apps.

Despite the lack of literature strictly related to connectivity issues, the latter are prevalent in Android apps. Indeed, as a preliminary step towards the study we present in this work, we checked whether connectivity-related issues were discussed in the issue trackers of open source Android apps hosted on GitHub. By mining
issues from 3,256 apps used in previous work [32, 33] we collected ∼219k issues of which 11,350 — belonging to 943 apps — matched in their title or description with the keywords offline, or connectivity, that we used as a mechanism to identify the presence of connectivity-related issues. Knowing that false positives are likely to be retrieved in this way, the first two authors manually inspected 400 instances each to verify whether they were true positives (i.e., reports actually related to connectivity-issues) or false positives; 400 instances ensure a significance interval of ±5% with a confidence level of 95%. After solving 81 conflicts through an open discussion, they agreed on 213 true positives (53.2%). Being conservative, and assuming a level of precision of 50% for the employed keyword-based heuristic, this suggests that ∼5.6k connectivity-related issues could be present in the issue trackers of the mined apps. More detailed information regarding this analysis can be found on our online appendix [34].

In this work we present the very first study on Eventual Connectivity (ECn) issues exhibited by Android apps in-the-wild. Our study aims at building the empirical foundations needed to (i) increase practitioners’ awareness about the prevalence of these issues and how they manifest in Android apps; and (ii) build techniques and tools aimed at automatically detecting the ECn issues we document. Compared to other studies (focused on other type of bugs) that followed a mining-based strategy over code repositories and online markets, we preferred an inspection-based approach to (i) avoid any of the imprecisions and limitations of analyzing user reviews [35–38], and (ii) have detailed information of the conditions that triggered the bugs in the apps. In particular, we manually executed and inspected 50 open source Android apps and we build a catalog of bad practices/iss-ues that are exhibited by those apps in ECn issues. The execution is based on a total of 971 scenarios we designed for the 50 apps; on average, each scenario has 3.5 steps (i.e., interactions with the app). We found 320 instances of ECn issues that we grouped into a taxonomy of 10 categories. In addition, we contribute an online appendix [34] that describes the cause of the identified issues with videos, execution steps and code snippets. Our results and online resources can be used by researchers and practitioners to (i) create approaches for the automated detection of these issues, (ii) being aware of testing cases that should be included into the quality assurance processes of mobile apps, and, in general, (iii) avoid the issues reported in our taxonomy.

Paper organization. Section 2 presents the design of our study, detailing the selection of the context and the process used to test the apps. Section 3 discusses the achieved results and presents the taxonomy of eventual connectivity issues in Android apps that we built. Section 4 presents the literature related to different quality aspects of Android apps (e.g., security, performance), while Section 5 reports the threats to the validity of our findings. Finally, Section 6 discusses the learned lessons and our future work.

2 Study design

Despite mobile apps widely rely on connections to back-end services/resources via WiFi or cell network, there is no previous work that analyzes the practices followed by Android developers. Therefore, we carried out an empirical study in which we manually analyzed 50 open source Android apps to build a taxonomy
and an online catalogue of the most common issues/bad practices in Android apps that are related to eventual connectivity. We relied on open source apps for the analysis because we were interested in the coding practices followed by developers, thus requiring access to the code. The analysis is based on the execution of the apps and the manual localization of the issues in the code. For the 50 apps, we analyzed 971 scenarios, 320 of which allowed to spot issues related to eventual connectivity. The tagging process for building the taxonomy was performed by three authors, who categorized each spotted issue and organized them into a taxonomy. The generated taxonomy was revised by the remaining authors. That taxonomy was the foundation for answering the following question:

**RQ₁:** What are the eventual connectivity issues observed in Android open-source apps?

With this research question, our goal is to find and classify eventual connectivity issues in a group of open-source Android apps. Also, we intend to understand how these issues affect user-experience and what are the issues in the code causing them. To this aim, we (i) test the apps directly on Android devices, and (ii) check the source code repositories. Additionally, to ease the discussion of the ECn bugs, we also link them to criteria described in the ISO/IEC 25010 quality model, indicating the quality attributes on which each type of bug has an impact. The answer to this question is expected to help developers and researchers to prevent eventual connectivity issues in apps and to develop new tools for automatic identification of ECn issues.

In the rest of this section, we describe the open-source mobile apps used for this study and how we selected them. Then, we present the manual analysis we followed to identify/classify the eventual connectivity issues.

### 2.1 Context Selection

To answer **RQ₁**, we targeted the selection of 50 popular open-source Android apps with features relying on Internet connection. The limit to a maximum of 50 apps was defined due to the expensive manual process adopted in our study to test the apps (details follow). The apps were manually selected from publicly available lists of open source Android apps: (i) the Wikipedia list, featuring 90 free/open source Android apps [39], and (ii) a GitHub repository listing over 300 of open source Android apps [40]. We looked for apps meeting the following criteria:

1. **To be a native Android application (built in Java or Kotlin):** we focused our study on native Android apps excluding hybrid apps, since they may be subject to different types of connectivity issues and we wanted to keep our analysis cohesive. Three authors manually inspected the code repositories of the apps by checking their manifest, the programming language and the code in the project to ensure that the selected apps were not hybrid.

2. **To be an open-source app available on Google Play:** for this study, we needed access to the source code of the evaluated applications, since we were interested in analyzing code snippets exhibiting issues. In addition, the app should be publicly available on Google Play to ensure that the analyzed apps are neither a library nor a class/toy project.
3. **To be a popular app:** to guarantee we are studying eventual connectivity behaviors on real apps used by a large amount of people, we focused on popular apps in the market. We consider an application to be popular if (i) it has at least 1,000 downloads and (ii) its average rating is above 3.0. Fig. 1 depicts the number of apps per downloads range. The download ranges are defined by the Google Play website. The number of downloads is reported as a single number (e.g., 500) when it is lower than 1,000, otherwise, the number is reported as a range e.g., 10,000 - 50,000. Fig. 2 depicts the distribution of average rating for the 50 apps.

4. **Covering a diverse set of categories on the Google Play store:** We selected apps covering 20 different categories from the Google Play store, as depicted in Fig. 3.

5. **To have functionalities relying on or network connection:** as we wanted to study issues related to eventual connectivity, we needed our selected apps to have features relying on Internet or network connections. We manually checked this criterion by looking for network-related features in the apps’ description (e.g., README file, shared screenshots) and permissions definition.

The list of 50 selected apps is presented in Table 1. Our rationale for limiting the study to 50 applications is based on the amount of effort required to manually test the apps (details about the testing process are reported in the following). The column “Date” corresponds to the date in which the information and APKs were downloaded. The “Downloads interval”, “Average Rating”, “Version”, and
the “Category” information of each app was collected from the Google Play Store. The values presented in the column “Version” refer to the latest version of the artifacts available on the market when we collected the information. As we can see, the set of apps we selected cover a total of 20 different categories, ensuring some diversity of the selected apps. Still, we do not claim that our dataset is representative of all native Android apps, since this would require to run our analyses on a much larger number of apps.

2.2 Data Collection

The testing and analysis process of the selected apps was organized in three-steps: (i) scenarios design, (ii) scenarios execution, and (iii) taxonomy building. The process was carried out by three authors with experience in mobile apps development (hereinafter referred as “analysts”) and took about six months of work with partial dedication. Details about each of the three steps in the data collection are reported in the following.

2.2.1 Scenarios design

Each application was assigned to one of the three analysts, who had as first task to explore the application and the features it provides. Then, the analyst had to fill-in a template composed by two parts:

1. **App information**: Which contains for the given app (i) its purpose, (ii) its category, (iii) the link to its Google Play page, and (iv) the link to its source code repository.
### Table 1 Analyzed applications.

| ID | Application | Category | Downloads | Average rating | Version | Revision date |
|----|-------------|----------|-----------|----------------|---------|---------------|
| 1  | QKSMS       | Communication | 100,000 - 500,000 | 4.1 | 28.7 | 11/07/2017 |
| 2  | Wire        | Communication | 1,000,000 - 5,000,000 | 4.2 | 2.26.9.7 | 13/08/2017 |
| 3  | St argent   | Social | 100,000 - 500,000 | 4.2 | 78 | 23/08/2017 |
| 4  | Daily Zen   | Education | 5,000 - 10,000 | 4.8 | 1.09 | 02/09/2017 |
| 5  | developer   | Books and reference books | 100,000 - 500,000 | 4.3 | 1.51 | 20/08/2017 |
| 6  | Pyr mini    | Workers | 100,000 - 500,000 | 4.5 | 5.1.10 | 02/08/2017 |
| 7  | AmogusPod   | Finance and Edition | 100,000 - 500,000 | 4.6 | 1.4.2.3 | 08/09/2017 |
| 8  | i fun       | Books and reference books | 1,000,000 - 5,000,000 | 4.3 | 2.8 | 03/08/2017 |
| 9  | Dark Drawer | Books and reference books | 1,000,000 - 5,000,000 | 4.4 | 3.1.11(101) | 20/08/2017 |
| 10 | Omahed      | Books | 3,000,000 | 4.2 | 27.5 | 20/08/2017 |
| 11 | Mozilla     | Tools | 50,000 - 100,000 | 4.5 | 4.8.5 | 26/08/2017 |
| 12 | X h i n a   | Books and reference books | 1,000,000 - 5,000,000 | 3.9 | 21.17a | 21/08/2017 |
| 13 | Journal with Narrate | Lifestyle | 50,000 - 100,000 | 4.2 | 2.4.8 | 09/09/2017 |
| 14 | Wi fi re a d e r | Books and reference books | 10,000,000 - 50,000,000 | 4.3 | 1.51 | 20/08/2017 |
| 15 | Wordpress   | Social | 10,000,000 | 4.2 | 8.0 | 24/08/2017 |
| 16 | O t h e r s  | Finance | 100,000 - 500,000 | 4.5 | 7.4.5Google | 24/08/2017 |
| 17 | My Expend   | Finance | 50,000,000 - 1,000,000 | 4.4 | 27.9 | 21/08/2017 |
| 18 | FBReader    | Books | 10,000,000 | 4.5 | 29.2 | 20/08/2017 |
| 19 | Ko Mail     | Communication | 1,000,000 | 4.3 | 5.3.87 | 24/08/2017 |
| 20 | MAPS.ME     | Travel and Local | 100,000,000 | 4.5 | 7.5.4Google | 24/08/2017 |
| 21 | O n e s i t e  | Productivity | 100,000 - 500,000 | 4.4 | 5.2 | 24/08/2017 |
| 22 | Rabbit Gallery | Education | 3,000,000 - 10,000,000 | 4.6 | 15.4 | 08/09/2017 |
| 23 | i f y        | Tools | 1,000,000 - 5,000,000 | 4.2 | 1.7 | 24/08/2017 |
| 24 | k a w a i i   | Weather | 5,000 - 10,000 | 4.2 | 1.2 | 24/08/2017 |
| 25 | Tracker for Twitter | Social | 100,000 - 500,000 | 4.1 | 10.14 | 24/08/2017 |
| 26 | R o g e r e r | Entertainment | 50,000 - 100,000 | 4.4 | 7.5.4 | 24/08/2017 |
| 27 | Anti Virus   | Communication | 100,000 - 500,000 | 4.6 | 10.5 | 24/08/2017 |
| 28 | T r i p s   | Maps | 5,000 - 10,000 | 4.6 | 1.8 | 08/09/2017 |
| 29 | O n e s i t e  | Communication | 10,000 - 50,000 | 3.5 | 0.10.1 | 01/10/2017 |
| 30 | E x a m s e c t o r | Finance | 10,000 - 50,000 | 4.4 | 10.1.3 BETA | 15/09/2017 |
| 31 | Open Weather | Weather | 1,000 - 5,000 | 3.5 | 4.4 | 28/09/2017 |
| 32 | C on n e x i o n | Game | 1,000 - 5,000 | 4.4 | 1.8.2 | 26/09/2017 |
| 33 | Open BibleReading | Maps | 1,000 - 5,000 | 4.6 | 1.50.8 | 15/09/2017 |
| 34 | e g o    | Entertainment | 1,000,000 - 5,000,000 | 4.4 | 20.7.18.23 | 15/09/2017 |
| 35 | F A T Track | Maps | 10,000 - 50,000 | 4.6 | 7.0.4 | 15/09/2017 |
| 36 | Pandora   | Education | 50,000,000 - 100,000,000 | 4.9 | 2.42.2 | 15/09/2017 |
| 37 | RunnerUp  | Health and Fitness | 10,000 - 50,000 | 4.1 | 1.2 | 15/09/2017 |
| 38 | W a l k on a Mile | Health and Fitness | 10,000 - 50,000 | 4.4 | 13.1 | 15/09/2017 |
| 39 | R adio live | Productivity | 500,000 - 1,000,000 | 4.3 | 1.16 | 15/09/2017 |
| 40 | O n e s i t e  | Education | 1,000 - 5,000 | 4.2 | 1.2 | 15/09/2017 |
| 41 | O b s e r ve  | Medicine | 10,000 - 50,000 | 4.2 | 1.0 | 20/09/2017 |
| 42 | Sig n al Pr e s e n t   | Communication | 5,000,000 | 4.6 | 4.15 | 08/11/2017 |
| 43 | T e a k  a r c h | Productivity | 100,000 - 500,000 | 4.4 | 6.9 | 10/11/2017 |
| 44 | M e t e o r o l o g i c s - J e a n hook | News and Magazine | 50,000 - 100,000 | 4.8 | 3.1 | 28/09/2017 |
| 45 | K o t a l h a m e r | Communication | 10,000 - 50,000 | 4.3 | 4.1 | 01/11/2017 |
| 46 | Open Food Facts | Health and Fitness | 10,000 - 50,000 | 4.7 | 0.4 | 28/09/2017 |
| 47 | RedReader | News and Magazine | 50,000 - 100,000 | 4.6 | 19.8.21 | 10/11/2017 |
| 48 | Tram Hunter | Travel and Local | 100,000,000 | 4.6 | 1.7 | 09/10/2017 |
| 49 | F i c h i t t h | Books and reference books | 10,000,000 - 50,000,000 | 4.2 | 0.3 | 08/10/2017 |
| 50 | Kickstarter | Social | 1,000,000 - 5,000,000 | 4.5 | 1.4.4 | 20/09/2017 |

2. **Scenarios:** The set of scenarios to be executed on the app during the testing. We define a scenario as a specific feature to be executed in the app in a specific context. With “context”, we refer to the connectivity conditions of the app (e.g., execute the feature when the Wi-Fi connection is off, turn off the connection after starting the execution of the feature, etc.). In summary, a scenario includes the description of the feature to be executed and the steps to follow to reproduce the scenario in the desired context (e.g., which connection to turn on/off at a certain moment).
the app’s behavior. Finally, a vertical dashed line represents a transition between connectivity states (e.g., from connection on to connection off).

Scenario a evaluates a feature using Internet or network connection (connection state) ON. In scenario b, the feature was tested with the connection state OFF (i.e., Airplane mode on). In scenario c the goal was to execute the feature while the connection is OFF, and then turning the connection ON after executing the feature. Finally, the scenario d evaluates if the app has a normal behavior when executing the feature right after turning ON the connection. These scenarios allow to test cases in which the features that rely on back-end services include the implementation of local caches (in the devices), local queues for later dispatching of messages when the connection is recovered, etc.

There are two additional scenarios (e and f) that were only defined for specific apps that can support them. Scenario e aims at testing features related to SMS sending. For this action, network connection is usually required. In scenario e, we trigger the sending process with Internet connection (i.e., WiFi) but without phone network connection to test the behavior of the application. For example, the Glucosio app (v1.4.0) allows users to invite friends via SMS message. When a user tries to send the invitation without both Network and Internet connection an error message reports “Message failed to send”. If a user has Internet connection but no Network connection, the application shows a success message saying “Your invitation has been sent”. However, the message is not delivered.

Scenario f covers app-specific cases that were defined by the analysts. For example, in Hubble Gallery app (v1.5.1), when a user tries to see the details of an image the application request a large amount of data. Therefore, one of the f scenarios for this app consists of removing the available connection while the download process is in progress.

A total of 971 scenarios were defined for the 50 apps. Note that for one app we can have multiple x-type scenarios (where x is one of the six types of scenario we described) involving different features. The minimum number of steps found in a scenario is one, for the apps that present a network-dependent activity when launched (e.g., maps, news feeds), and a maximum of eight steps. These numbers do not take into account the steps required to set the network state to be tested (e.g., turn on airplane mode).
2.2.2 Scenarios execution

Once the scenarios for an app were designed, an analyst executed each of them at least twice by running the app on a physical device. This re-execution process was performed to avoid issues related to inconsistent behaviours. All the executions were made under the same WiFi connection, and the offline cases were obtained by activating the airplane mode. The mobile devices used for this step were a Samsung S6, an Asus Zenphone 2, and a Motorola Moto G, all equipped with the Android API level 25. During the execution, each analyst collected (i) the specific steps followed to execute a scenario (including screenshots of the app and a video of the execution), (ii) the results obtained when executing the scenario, and (iii) the issues exhibited in the app.

Regarding the issues, those were documented by assigning them a description, a name, and a tag. For instance, the “Redirection to a different application without connectivity check” tag was assigned to the cases in which the app does not check the availability of a connection before redirecting the user to a different view or app that requires the connection. This lack of verification derives in views or apps displaying errors (or displaying nothing) because of the assumption of an existent connection. Every-time a new tag was assigned, the other analysts were notified to verify whether the new tag also applied to apps already analyzed. Note that multiple tags could be assigned to the same issue.

2.3 Taxonomy building

After executing all the scenarios, we analyzed the assigned tags to build a taxonomy categorizing the issues exhibited in the apps. The taxonomy was defined by the three analysts through multiple open meetings. Once the taxonomy was built, for each scenario exhibiting an issue we analyzed the source code of the corresponding apps to identify the parts involved in the issue and the performed implementation choices. Using this information, we derive a set of lessons learned describing good practices that should be followed by developers to avoid eventual connectivity issues. All the created scenarios, the documents resulting from their execution, and an extensive list of examples for the detected issues are available in our online appendix [34].

2.4 Impacted Factors

As it was mentioned previously, we enhanced our results by analyzing the impact of the identified issues over different quality attributes. In order to do this, two authors used the list of quality attributes depicted in the ISO/IEC 25010 standard to evaluate separately the impact of each ECn category using a 4 values scale (i.e., High, Medium, Low, None). Once both authors finished this step, they removed the quality attributes that where not impacted by any ECn category and compared the assigned values for the remaining ones. Additionally, they solved the conflicts by presenting examples of issues that support the assigned value. After solving the conflicts the obtained classification was presented to other two authors to validate it. At the end, they identified 7 impacted quality attributes: (i) Functionality, (ii) Performance, (iii) User Experience, (iv) User Interface Aesthetics, (v) Availability, (vi) Resource integrity and Consistence, and (vii) Testability.
Fig. 5 Taxonomy of eventual connectivity issues in the 50 analyzed apps. Each node contains the tag of the corresponding issue and the number of instances we found for each issue.
3 Results

Fig. 5 depicts the taxonomy of eventual connectivity issues, which can be described as errors, usability issues, or confusing behaviors of an app in scenarios where a connection is required. The taxonomy includes high level categories (represented by rounded squares) and low level categories (represented by rectangles). We found 21 low-level types of issues, grouped into 10 high-level categories. Our taxonomy includes a total of 304 issues identified during our analysis & testing process. Note that the high level categories are organized into two sub-trees. The first, representing the bulk of our taxonomy, is related to bad practices we observed that resulted in connectivity issues. The second, named “Hybrid practices”, groups cases in which we identified an issue in the tested app but also accompanied by a correct behavior. For example, when a connectivity issue happened, the app shows both a non-informative message and an expressive and useful message. Table 2 summarizes the number of instances and affected apps for each ECn issue presented in the taxonomy. Additionally, we link the ECn issues with the apps’ IDs presented in Table 1.

In order to highlight the more common issues identified within the study, we only discuss the categories in our taxonomy having more than one instance. Additionally, we present qualitative examples of code snippets that generate the identified issue. In our online appendix [34] we provide the complete list of eventual connectivity issues we identified, the corresponding code snippets, and videos exhibiting the issues.

3.1 Bad Practices

3.1.1 Blocked Application (BA)

In this category we classified scenarios where the app gets blocked (or crashes) due to a connectivity problem. This type of issue usually happens when the user tries to perform an action requiring network or Internet connection and the GUI is blocked as result of the lack of connection. The app and/or the device does not respond to the user’s commands and it is necessary to restart the app or to wait for a long time until it unblocks. We divided this high-level category into two types: Completely blocked and Partially Blocked.

Completely Blocked (CB) refers to cases in which it is necessary to restart the app after it gets blocked. This case implies a crash or an Application-Not-Responding error (ANR), which means that the app stops and needs to be launched again. Subfig. 6(a) depicts the bug found in PocketHub (v0.3.1), with the app crashing because it is not properly handling the lack of connectivity. When a user selects the Repositories tab, a new request to a backend service is made. However, there is no code for handling errors in the request/response. To get more details about the code-level issue, we inspected the source code and we found that the app is missing a null check for a returning value. In this case (see Snippet 1, lines 112 and 113), the application uses the getRepository method for a service generated using Retrofit library. Therefore, due to connectionless state, getRepository returns a null value. Because of this, the concatenated calls starting at line 114 fall into a NullPointerException that is not properly handled.
Table 2 Summary of amount of instances and affected apps per ECn issues

| ECn Issue | # Instances | # Apps | Applications |
|-----------|-------------|--------|--------------|
| Blocked Application | | | |
| Completely Blocked | 5 | 3 | 7, 49, 50 |
| Partially Blocked | 1 | 1 | 6 |
| Stuck Progress Notification | | | |
| Lost Content | | | |
| Blank Map | 6 | 4 | 6, 33, 34, 35 |
| Blurred Map | 1 | 1 | 37 |
| Blank Image | 10 | 9 | 10, 15, 18, 22, 26, 30, 36, 39, 50 |
| User Content | 1 | 1 | 39 |
| Lost Text | 11 | 7 | 22, 31, 36, 39, 44, 46, 50 |
| Lost Functionality | 6 | 5 | |
| Lost Functionality after Connection Lost | 5 | 5 | 21, 35, 37, 39, 44 |
| Lost Functionality after Connection Recovery | 1 | 1 | 39 |
| Non-existent Result Notification | | | |
| Non-existent Result Notification of Retrying an Action | 8 | 4 | 41, 44, 48, 49 |
| Non-existent Result Notification of Queued Process | 6 | 4 | 4, 14, 19, 44 |
| Non-existent Result Notification of Problem when Performing an Action | 31 | 20 | 8, 15, 21, 25, 26, 30, 31, 35, 36, 37, 38, 39, 45, 46, 50 |
| Non-existent Result Notification of an Issue while Downloading Content | 7 | 5 | 4, 5, 10, 12, 20 |
| Redirection to a Different Application without Connectivity Check | | | |
| Redirection to a Webpage without Connectivity Check | 45 | 33 | 1, 2, 4, 6, 7, 8, 11, 12, 13, 14, 15, 16, 17, 18, ... |
| Unclear Behaviour | | | |
| Browser Embedded Incorrectly | | | |
| Map File Embedded Incorrectly | 1 | 1 | 23 |
| External Webpage Embedded Incorrectly | 17 | 11 | 5, 9, 10, 14, 23, 25, 26, 27, 39, 47, 49 |
| Local Webpage Embedded Incorrectly | 1 | 1 | 18 |
| Non-Informative Message | | | |
| Generic Message | 82 | 33 | 1, 2, 3, 4, 5, 6, 8, 14, 15, 16, 18, 19, 22, ... |
| Message with Exception Trace | 15 | 8 | 7, 12, 19, 34, 44, 46, 48, 49 |
| Inconsistent Message | 6 | 6 | 6, 7, 14, 23, 34, 38 |
| Browser Embedded Incorrectly & Expressive Message | | | |
| Non-informative Message & Expressive Message | | | |

Snippet 1 Code snippet from PocketHub (app/src/main/java/com/github/pockethub/android/ui/repos/RepositoryViewActivity.java) showing the reasons behind an example of CB.
The \textit{Partially Blocked} (PB) type covers the cases in which the app does not respond to commands given by the user, but just for a short period of time. After waiting, the app just keeps working normally and sometimes displays a message indicating that there was an issue. This happened in the PressureNet app (see Subfig. 6(b)).

### 3.1.2 Stuck Progress Notification (SPN)

The \textit{Stuck Progress Notification} type is exhibited when a progress notification gets stuck in the GUI (not necessarily blocking the app) because of a connection problem. For example, this happens in PocketHub (v0.3.1) (see Subfig. 6(c)): The app shows a loading dialog while singing in and there is no connectivity. However, the dialog gets stuck. PocketHub uses an embedded \texttt{WebView} to show the GitHub login page. In PocketHub the \texttt{WebViewClient.onPageStarted} method is overridden to show the loading dialog every time a webpage is requested (see Snippet 2); and the \texttt{WebViewClient.onPageFinished} method is overridden to dismiss the dialog when a requested page URL finishes loading.

The \texttt{onReceiveError} callback is supposed to define the corresponding action to execute. However, PocketHub does not override the method which is the right place for dismissing the loading dialog when there is a connectivity error.

**Snippet 2** Code snippet from PocketHub showing the reasons for an example of SPN.

```java
@Override
public void onPageStarted(android.webkitWebView view, String url, Bitmap favicon) {
    dialog.show();
}

@Override
public void onPageFinished(android.webkitWebView view, String url) {
    dialog.dismiss();
}
```
3.1.3 Lost Content (LC)

A Lost Content issue happens when an app (i) does not have connectivity, (ii) it shows empty, incomplete, or blurred content where it is supposed to be, and (iii) it does not notify the user about the connectivity problem.

The Blank Map (BM) type refers to cases in which an app provides a map functionality, and due to lack of connection, the map is blank (i.e., does not show any layer of the map) and there is no message notifying the issue. For instance, the C:Geo app (see Subfig. 7(a)) allows users to see a “Live Map”. However, when a user selects this option when connectivity lacks, the app shows a blank space in the view dedicated to the map. After reviewing the code (see Snippet 3) we found that the map is created and loaded without checking the connection state.

```
// initialize map
mapView = (MapViewImpl) activity.findViewById(mapProvider.getMapViewId());
mapView.setMapSource();
mapView.setBuiltInZoomControls(true);
mapView.displayZoomControls(true);
mapView.preLoad();
mapView.setOnDragListener(new MapDragListener(this));
```

The Blurred Map (BMA) type describes scenarios in which the app still shows a map even in the absence of connection. However, the map is blurred. This behavior was found only once in RunnerUp (v1.2).

The Blank Image (BI) low-level type covers the cases in which the app uses external images inside the application and, due to connectionless state, the app displays a blank image (or empty content) where the image is supposed to be. For example, OpenGur (v4.7.1) shows a grid with images by using the Android-Universal-Image-Loader library. However, if the app is launched without Internet no image is loaded in the grid (Subfig. 7(b)) and the user is not notified about the issue. After inspecting the code we found that the issue is generated because (i)
the connection state is not validated before filling the grid, and (ii) the developer is not using the caching feature provided by the library (Snippet 4).

**Snippet 4** Code snippet for displaying an image using the Android-Universal-Image-Loader library (Opengur)

```
protected void displayImage ( ImageView imageView , String url ) {
    if ( imageLoader == null ) {
        throw new IllegalStateException ("Image Loader has not been created");
    }
    imageLoader . cancelDisplayTask (imageView);
    imageLoader . displayImage (url , imageView , getDisplayOptions ());
}
```

The **User Content (UC)** type describes scenarios in which, due to lack of connectivity, content generated by the user is lost. This behavior was found only in the chat feature of Habitica (v1.1.6).

The **Lost Text (LT)** low-level type covers the cases in which a text section is not available due to connectionless state. For instance, Habitica app (v1.1.6): when a user tries to enter to the “Shops” option without connection (see Subfig. 7(c)), the app shows an empty view. Specifically, Habitica uses the Retrofit library when retrieving the ‘Shops’ option information. As it can be seen in Snippet 5, when there is an error it is handled using the “handleEmptyError” method (see line 132).

**Snippet 5** Code snippet showing the ‘Shops’ information retrieving process in Habitica

```
this . inventoryRepository . retrieveShopInventory (shopUrl)
.map { shop1 ->
    if (shop1 . identifier == Shop . MARKET) {
        val user = user
        if (user != null && user . isValid && user . purchased . plan . isActive) {
            val specialCategory = ShopCategory ()
            specialCategory . text = getString (R . string . special)
            val item = ShopItem . makeGemItem (context ?. resources)
            item . limitedNumberLeft = user . purchased . plan . numberOfGemsLeft ()
            specialCategory . items . add (item)
            shop1 . categories . add (specialCategory)
        }
    }
    .subscribe (Action1 {
        this . shop = it
        this . adapter ?. setShop (it , configManager . shopSpriteSuffix ())
    }, RxErrorHandler . handleEmptyError ());
}
```

Nevertheless, as it can be seen in Snippet 6, “handleEmptyError” sends a message to the Crashlytics log but does not notify the user.

**Snippet 6** Code snippet showing how errors are handled in Habitica

```
public static Action1 < Throwable > handleEmptyError () {
    //Can’t be turned into a lambda, because it then doesn’t work for some reason.
    return new Action1 < Throwable >() {
        @Override
        public void call (Throwable throwable) {
            RxErrorHandler . reportError (throwable);
        }
    };
}
```

The **Lost Functionality (LF)** type describes scenarios in which a functionality that requires Internet is missed, or hidden when there is no connectivity, and
the user is not notified about the case. Within this category we defined two sub-categories, namely Lost Functionality After Connection Lost (LFACL) and Lost Functionality After Connection Recovery (LFACR).

The Lost Functionality After Connection Lost (LFACL) category describes the behavior in which a feature of an app is no longer functional when connection status is OFF. One example from Omni Notes (v5.3.2) is depicted in Subfig. 7(d). When a user selects the location option and there is connection, then a dialog is displayed; however, if the same feature is invoked without connectivity, the dialog does not show up and there is no notification about the connection error. In this specific case, the application uses the latest location the phone registered before losing connection.

Lost Functionality After Connection Recovery (LFACR) covers the issues appearing in mobile apps when the following events occur: (i) a user performs an action in the app (with connectivity) and everything works as expected; (ii) the user performs the same action again but this time without connectivity; (iii) the action is not performed because it relies on having a connection (and it is the expected behavior); (iv) the user turns on the required connection (or the connection is back) to perform again the action; (iv) the functionality is not available/functional anymore. Note that this is similar to LFACL. However, while LFACL happens when there is no connectivity, in the case of LFACR the functionality is “lost” after recovering connectivity. We found only one instance of this issue in the Habitica app (v1.1.6), that is detailed in our online appendix [34].

3.1.4 Non-existent Result Notification (NRN)

In this case the app does not show any result or message indicating that (i) the action executed by the user or by the system was performed successfully (or not), or (ii) the user must execute a retry/refresh action. We found 45 examples of NRN in 26 apps.
The **Non-existent notification of retrying an action (NNRA)** type covers the cases in which a user must retry an action due to connection state but she is not notified about it. TramHunter (v1.7) invokes an external service each time a “Tram Station” is selected to show buses/trams schedule. However, as shown in Subfig. 8(a), if there is no connection the application neither shows any content nor a message warning that the action must be retried later because there is no Internet connection.

A **Non-existent notification of queued process (NNQP)** issue happens when the following sequence of events occur: (i) the user attempts to perform an action without connection and the app does not execute the background process; then (ii) the connection is recovered and the application executes the actions implemented by the background process. However, the user is not notified about the execution. Galaxy Zoo app (v1.69) exhibits this bad practice (see Snippet 7) when a user attempts to download a galaxy image and there is no connection. In this scenario, the user clicks the “Download” option, and the download is not executed because of the lack of connection. However, the action is queued for later execution without notifying the user that it will be executed when a connection is established, and then it is started automatically without notifying the user (again). Therefore, if the user clicks $n$ times, when the connection is recovered $n$ download requests will be executed. This is an issue that can have implications on resource consumption and usability, because background processes can consume a lot of device resources and the user is not notified about them.

**Snippet 7** Code snippet download request handling from the GalaxyZoo app

```java
final DownloadManager.Request request = new DownloadManager.Request(uri);
request.setNotificationVisibility(DownloadManager.Request.VISIBILITY_VISIBLE_NOTIFY_COMPLETED);
final Activity activity = getActivity();
if (activity == null) {
  Log.error("doDownloadImage(): activity was null.");
  return;
}
final Object systemService = activity.getSystemService(Context.DOWNLOAD_SERVICE);
if (systemService == null || !(systemService instanceof DownloadManager)) {
  Log.error("doDownloadImage(): Could not get DOWNLOAD_SERVICE.");
  return;
}
final DownloadManager downloadManager = (DownloadManager)systemService;
downloadManager.enqueue(request);
```

**Non-existent notification of problem when performing an action (NNPPA)** refers to scenarios in which an app had a problem while performing a connectivity-related action and it does not inform users about the issue. For example, with the Good Weather app (v4.4) users can query weather conditions for a specific location. However, when they try to search for a location without Internet, the application is unable to invoke external services for locations that match the queries and it shows an empty list of locations as illustrated in Subfig. 8(c). It is worth noticing that the issue identified by this tag is the lack of notification regarding the disabled internet connection, not the lack of text from the response. Namely, this category should not be confused with the Lost Text category.

The **Non-existent notification of an issue while downloading content (NNDC)** issue describes scenarios in which an app provides a download option and there is no notification when an error occurs. This is an important category in our
taxonomy since it represents 22.5% of the issues identified within NNPPA. For example, the FanFiction Reader app (v1.51) allows users to check manually if there are updates for the books downloaded before. However, if the user refreshes the book without connectivity, the application tries to check for new chapters but it fails and then it does not notify the user about the failure, which could make the user thinks the last version is already downloaded. This behavior is depicted in Subfig. 8(d).
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**Fig. 9** Examples of Redirection to a Different Application without Connectivity Check and Unclear Behavior connectivity issues in the analyzed apps

### 3.1.5 Redirection to a Different Application without Connectivity Check (RDAC)

This category is the second most frequent in our study. It occurs when an app does not check the connection before redirecting a user to a different view in which Internet connection is required. It is worth noticing that the interaction with the app the user is being redirected to is not necessarily synchronic, nevertheless, the lack of network state validation could impact the usability of the original app. For this category, we identified a special subtype in which the application to which the user is redirected to is an external browser.

In the My Expenses app (v2.7.9), users can “Tell a friend” about their My Expenses usage. This feature redirects to the messaging apps in the phone (e.g., WhatsApp) without checking connection state. Most of the messaging apps (chats) require connection. Thus, if there is no connection, the responsibility of telling the user that there is no connection relies on the communication apps. From the usability perspective this is not ideal because the app starting the redirection should inform the user about the connection state. Subfig. 9(a) shows an example of RDAC in which the flow is redirected from MyExpenses (without connectivity check) to WhatsApp (note the loading icon in the message because of the connectionless state). As shown in Snippet 8, the issue happens since the app sends the implicit intent without checking connection state.
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(a) RDAC  (b) RDAC → RWPC  (c) UB
A Redirection to a Web Page without Connectivity Check (RWPC) describes scenarios in which an app needs to redirect users to the browser to open a web page. An example of this case is in QKSMS (v2.7.3). This app lets users send and receive SMS/MMS. When a user tries to donate with PayPal through QKSMS, it redirects the user to a web page in a browser. If there is no connection, after a while waiting for a response, the browser displays a message declaring that there is no connectivity. Subfig. 9(b) shows an example of this behavior in QKSMS when redirecting the user to a browser. This behavior is caused by not validating the connection state before doing the redirection as it can be seen in Snippet 9.

### Snippet 8 Example of redirection to an app without connectivity check at MyExpenses

```java
603 case R.id.SHARE_COMMAND:
604     i = new Intent();
605     i.setAction(Intent.ACTION_SEND);
606     i.putExtra(Intent.EXTRA_TEXT, Utils.getTellAFriendMessage(this));
607     i.setType("text/plain");
608     startActivity(Intent.createChooser(i, getResources().getText(R.string.menu_share)));
609     return true;
```

3.1.6 Unclear Behavior (UCB)

This category refers to the cases in which an app can have different or unexpected behaviors as a consequence of connectivity issues and the reasons are not clear (from the user point of view).

UCBs are exhibited in a situation in which the application, under the same scenario, has different results/responses after performing the same action multiple times. In Wire (a messenger app), when a user tries to send multiple messages to a contact without connectivity, the app shows different behaviors like (see Subfig. 9(c)). First, a message of error with a “Resend” option is displayed. After sending a few messages, a message saying “Sending...” is displayed. This situation confuses the user because the app seems to have different behaviors depending on the number of times that an action is performed.

3.1.7 Browser Embedded Incorrectly (BEI)

This category represents the scenarios in which the app redirects the user to an activity with an embedded content and it does not work because there is no connection. We found three sub-types for this category: Local webpage Embedded Incorrectly, External Webpage Embedded Incorrectly, and Map File Embedded Incorrectly.

The Map File Embedded Incorrectly (MFEI) type happens when an app opens an Android activity with a local map (i.e., there is a local file with the map information) and it does not work because there is no connectivity. An example
of this issue was detected in Forecastie (v1.2), an app for checking surrounding weather conditions (see Subfig. 10(a)). It is worth highlighting that unlike Blank Map and Blurred Map, MFEI uses a local file to display the map, therefore, the ECn issue is generated by the developers.

The External Webpage Embedded Incorrectly (EWEI) type is exhibited in scenarios in which the app opens an Android Activity with an embedded WebView that points to an external source (URL). RedReader (v1.9.8.2.1), an unofficial open source client for Reddit, is affected by this issue. When a user tries to access an article without connection, the app shows an embedded page with an error stating “Web page not available. The webpage could not be loaded because: net::ERR_INTERNET_DISCONNECTED” as in Subfig. 10(b). This scenario is problematic because (i) the error message shown by the WebView is not user friendly; and (ii) the user has to wait for a time-out until the notice. It is worth noticing that there is a difference between EWEI and RWPC, since EWEI issues do not redirect users to an external app.

The Local Webpage Embedded Incorrectly (LWEI) type characterizes the scenarios in which the app opens an Android Activity that has an embedded WebView, but the web content is not displayed because of lack of connectivity. We detected an instance of this type in FBReader (v2.8.2), a free ebook reader (see Subfig. 10(c)).

3.1.8 Non-Informative Message (NIM)

A Non-Informative Message manifests in apps showing generic, unclear or inconsistent messages when there is a connection problem. Examples of NIMs are “An error occurred” or “¡Exception¡: ¡Exception_trace¡”. A more detailed list of NIMs can be found in our online appendix [34]. We distinguish three low-level types in this category: Generic Message, Message with Exception Trace and Inconsistent Message.

The Generic Message (GM) type describes those scenarios in which a user is performing an action in the app, a connectivity problem arises and a message is
presented asserting that something happened. However, the message does not tell anything about what the problem is, how to solve it, or what is going to happen with the user action. In Subfig. 11(a) we present an example of this behavior at the Prey app (v1.7.7). Since the error handling mechanism in the app is generic (i.e., it does not distinguish different types of error), Prey does not have a catch block for specific exceptions, showing a generic message to the user. Therefore, as it can be seen in Snippet 10, the app throws a general exception called PreyException with the string error communication exception, that contains the message shown in Subfig. 11(a): “Prey couldn’t connect to the web Control Panel. Check your settings and try again”. A similar programming error (i.e., generic error handling) was found in the Surespot Encrypted Messenger app (v70) when using the feature to invite a friend. Any connection error when invoking the REST URL used in that feature is handled by the onFailure method which always displays “Could not invite friend, please try again later”.

Instances of Message with Exception Trace (MET) happen when there is an exception trace displayed in the app as a result of a connectivity problem. In Subfig. 11(b) we present an example of this behavior in AntennaPod (v1.6.2.3), showing a message saying “An error occurred: java.net.UnknownHostException: Unable to resolve host “gpodder.net” [...]”. As is can be seen in Snippet 11, the message that is shown to the user is built using the caught exception.
**Snippet 11** Example of code for displaying Message with Exception Trace

```
147 txtvError.setText(getString(R.string.error_msg_prefix) + exception.getMessage());
```

**Inconsistent Message (IM)** groups the cases in which the app reports the execution of an action, which from the user’s perspective is not related to the action triggered. In these cases, it is worth noting that despite performing the correct action, the message shown by the app suggests that another action was performed. For instance, Openshop.io (v1.2) exhibits this issue (see Fig. 11(c)). When a user accesses the Terms section with Internet connection, it displays info related to the terms when buying clothes and accessories. Conversely, when the user attempts to perform the same action without Internet connection, the app states that the content (i.e., the terms section) is empty (in the same place where the terms should be listed). This message is inconsistent because there is actually content that should be displayed and that, due to the lack of connection, cannot be retrieved.

Another example is in AntennaPod (v1.6.2.3) when a user tries to subscribe to a podcast without having connection. It is worth noting that AntennaPod downloads all media related to the podcast when the “Subscribe” button is pressed. To this, AntennaPod creates an instance of `DownloadService` (Snippet 12). Then, the background service starts downloading the data. During the download, the method `saveDownloadStatus` sets a boolean variable `createReport` in the case of lack of connectivity. Finally, this variable is used to create a notification (Snippet 13).

The notification displays the string `download_report_content` which is defined as “%1d downloads succeeded, %2d failed” (Snippet 14). In summary, this scenario has an inconsistent message from the user’s perspective because it is not informing about the status of the “Subscribe” request; the message reports the number of successful and failed downloads.

**Snippet 12** Code snippet showing how a background service for downloading data is started in AntennaPod

```
82 Intent launchIntent = new Intent(context, DownloadService.class);
83 launchIntent.putExtra(DownloadService.EXTRA_REQUEST, request);
84 context.startService(launchIntent);
```

**Snippet 13** Code snippet for generating a notification in AntennaPod

```
501 if (createReport) {
502     Log.d(TAG, "Creating report");
503     // create notification object
504     NotificationCompat.Builder builder = new NotificationCompat.Builder(this)
505         .setTicker(getString(R.string.download_report_title))
506         .setContentTitle(getString(R.string.download_report_content_title))
507         .setContentText(
508             String.format(
509                 getString(R.string.download_report_content),
510                 successfulDownloads, failedDownloads)
511         )
512 }
```

**Snippet 14** Inconsistent message definition at AntennaPod

```
212 <string name="download_report_content">%1d downloads succeeded, %2d failed</string>
```
3.2 Hybrid practices

*Hybrid practices* represent scenarios in which both good and bad practices are applied by developers. An example of these practices is when the user is trying to send an e-mail without Internet connection and two messages are displayed at the same time: One of the messages says “An error occurred” and the other message states “Your e-mail cannot be sent. It is going to be saved in the draft folder.”. Note that both messages should appear separately to be considered as a hybrid practice. In this situation, there is a generic message about an error, but at the same time, there is a clear message about what is going to happen with the email because of the lack of Internet connection. This example of a hybrid practice is called *Non-Informative Message & Expressive Message (NIM-EM).*

In this section we present the hybrid practices identified in the analyzed apps. In order to be clear which issue and good practice are happening, the hybrid practices are named using names referring to the observed issue and good practice, using the issue name first in order to emphasize the error. Each hybrid practice has its description and a label which represents it. It is worth noting that these are less common and we found only 4 instances in the “Materialistic - Hacker News” mobile app (v3.1).
3.2.1 Browser Embedded Incorrectly & Expressive Message (BEI-EM)

In this case, the application shows an activity with an embedded browser displaying the default content for connectivity errors, and at the same time it displays an error message instead of the expected content. We consider this case as “Browser Embedded Incorrectly” because when there is a connectivity problem, the embedded browser should not be displayed or should not display the default error page (which is not expressive). This example was found in the Materialistic - Hacker news app when a user selects a news from a list (this action triggers the display of the content associated with the news). However, for this purpose the app uses an activity with a header section where some metadata is shown (e.g., News title, username of the contributor, etc.) and a body section where the url from the news is loaded using a WebView component (i.e., embedded browser). Despite the error, after the load event is triggered by the WebView, the app makes a validation of the connection state in order to show a message. This message, even being an expressive message, is shown at the same time of the load message, as it can be seen in Subfig. 12(a). Therefore, the user sees two messages that do not match in their meaning.

The complete example at code level can be seen in our online appendix [34]. However, the main code snippets are shown here. First, the starting point of this behavior as is can be seen in Snippet 15 happens when application call “bindData” method at line 177 and then validates the connection to show a message.

**Snippet 15** Browser Embedded Incorrectly but with an Expressive Message Code Snippet in Materialistic app

```java
if (mItem != null) {
    bindData(mItem);
} else if (!TextUtils.isEmpty(mItemId)) {
    mItemManager.getItem(mItemID,
    getIntent().getIntExtra(EXTRA_CACHE_MODE, ItemManager.MODE_DEFAULT),
    new ItemResponseListener(this));
}
if (!AppUtils.hasConnection(this)) {
    Snackbar.make(mCoordinatorLayout, R.string.offline_notice, Snackbar.LENGTH_LONG).show();
}
```

When “bindData” method is triggered the webview that shows the news is started and launched as it can be seen in Snippet 16 at lines 412 and 413.

**Snippet 16** Browser Embedded Incorrectly but with an Expressive Message Code Snippet in Materialistic app

```java
if (story.isStoryType() && mExternalBrowser && !hasText) {
    TextView buttonArticle = (TextView) findViewById(R.id.button_article);
    buttonArticle.setVisibility(View.VISIBLE);
    buttonArticle.setOnClickListener(v -> 
    AppUtils.openWebUrlExternal(ItemActivity.this, 
    story, story.getUrl(), mCustomTabsDelegate.getSession()));
}
```

3.2.2 Non-Informative Message & Expressive Message (NIM-EM)

In this case the app shows at the same time multiple messages when performing an action, some of them are inexpressive messages while the rest are expressive
ones. For example, the Materialistic - Hacker news app redirects the user to an activity that shows that the operation was not successful, but at the same time, it shows an expressive message confirming that the user is using the app without an internet connection.

The reported example shows up when after selecting a news from a list, the user clicks on the contributors username to see more information; this action displays the content associated with the contributor. Due to connectionless state the information cannot be retrieved and the app shows a generic message that does not provide enough information about the problem. However, the app makes a validation of the connection state in order to show a message. This message even being an expressive message is shown at the same time of the inexpressive message Subfig. 12(b).

3.3 ECn issues impact on Quality attributes

In addition to the taxonomy figure, we present in Fig. 13 how the ECn bug types identified in Android might potentially impact the set of quality attributes defined in Section 2.4. In the figure, the columns represent quality attributes, and the rows represent ECn issues. The colors associated to each issue type (i.e., from white to black using different scales of gray) indicate their level in the taxonomy, with black being root categories and white the leaf categories. A black entry at the intersection between an issue type and a quality attribute indicates a possible negative impact of the issue on the attribute, while a white entry represents no impact. By negative impact we mean that the issue can affect the quality attribute as perceived by the user.

The starting point for defining the impact of the ECn issues was an open coding-inspired stage in which the first two authors, who are Ph.D. students with experience in mobile app development, assigned impact-level tags to each combination of issue type and quality attribute. Once the tags were independently assigned by the two authors, a merging stage was conducted to identify the cases in which there was disagreement: The two authors agreed on 189 out of the 217 entries, resulting in a Krippendorff’s alpha coefficient [41] indicating a substantial agreement level (0.73). All conflicts have then be solved through an open discussion.

Accordingly to our assessment, ECn bugs can thoroughly impact several quality characteristics within Android applications. From a quality attribute perspective, it is worth noticing that there are three main vertical clusters. Firstly, the most impacted quality attributes are User Experience (UUX) and User Interface Aesthetics (UUI). Therefore, when users face ECn issues in most cases they cannot successfully accomplish their tasks within the app, since (i) they cannot conduct such tasks neither in an effective nor efficient manner, and (ii) the interface does not enable a pleasing interaction in presence of ECn issues. A representative issue negatively impacting such quality attributes is Non-Informative Message.

Secondly and consequently with the previous mentioned cluster, it is important to mention that ECn issues widely impact the Functionality (FUN) of the apps; this happens, for example, when an application is completely blocked, thus, the application does not provide internal functionalities meeting the needs of a user when experiencing lack of connectivity. Thirdly and in regards to Testability (TI),
when apps exhibit ECn issues, some tests cannot be easily performed because complete test sequences can not be executed; therefore, code coverage and fault detection capabilities can be limited if ECn issues do not allow test cases to explore and execute features of an app under test.

The ECn issues having a negative impact on the widest range of quality attributes is *Lost Content*, particularly the ones related to *Lost Functionality*.

## 4 Related work

*Network permission* is the most popular permission among Android apps [42, 43] which suggest that Android apps are highly dependent on internet access. This has pushed the research community to study network-related aspects of mobile apps, and in particular: (i) network traffic profiling/characterization/usage [5, 6, 43–50]; (ii) security and privacy concerns, namely how private information is being manipulated and protected in apps [7, 8, 51–55]; and (iii) network-related vulnerable scenarios which can be exploited by mischievous attackers [9, 56, 57]. To the best of our knowledge, our study is the first one empirically analyzing *Eventual Connectivity* issues in Android apps. From this perspective, our work is mostly related to previous studies looking for other types of issues that can affect mobile apps. Thus, we start by discussing these works categorized by type of issue they investigate and, then, we briefly describe tools presented in the literature that, while not directly related to *Eventual Connectivity* issues, could be used to identify network-related issues.

**Security and privacy.** Security-related issues affecting mobile apps are the most studied “quality issues”. For this reason, we only focus on some representative works, since our purpose is not to present a complete survey of the literature in this field.

Munaiah *et al.* [60] mined and reverse engineered ~65k Android apps from the Google Play store in order to (i) classify them as malicious or benign, and (ii) collect a variety of quality and security-related information that have been organized in a dataset which could be used for further research in the field.

Thomas *et al.* [61] mined OS updates installed on 20k+ Android devices to measure the delivery time of security updates and to define a scoring model of insecure devices; their main finding suggests that, on average, 87.7% of the devices are exposed to at least one of the 11 analyzed vulnerabilities. Moreover, Thomas [62] investigated the CVE-2012-6636 [63] vulnerability on the JavaScript-to-Java interface of the WebView API. The authors statically analyzed over 102k+ APKs in order to quantify the number of apps in which the security issue could be exploited, showing that after ~5 years from the release of its security patch, the vulnerability was still exploitable in many apps.

Linares-Vásquez *et al.* [64] analyzed a set of 660 Android OS vulnerabilities (mined from CVE [65]) to analyze their survivability, the subsystems and components of the Android OS involved in the vulnerabilities, and defined a taxonomy of security issues based on the Common Weakness Enumeration (CWE) hierarchy of vulnerabilities [66]. This paper was later extended with a larger dataset by Mazuera-Rozo *et al.* [67].

---

1 The interested reader can refer to [58, 59].
Fig. 13 Impact of Eventual Connectivity bugs in Android apps to quality attributes. (FUNC) Functionality, (PERF) Performance, (UUX) User Experience, (UUI) User Interface Aesthetics, (AVA) Availability, (RI&C) Resource integrity and Consistency, and (TI) Testability.
Although our study also aims at identifying quality issues in Android apps as done in [60, 62], we focus on eventual connectivity issues rather than security concerns. We share with the work by Linares-Vásquez et al. [64] and Mazuera-Rozo et al. [67] the manual analysis aimed at building a taxonomy of (different types of) issues. However, our taxonomy is not built by mining issues fixed by developers in open source projects, but rather by testing several Android applications in order to identify connectivity issues in-the-wild.

**Performance in mobile apps.** Performance bugs are particularly relevant in mobile apps due to the limited resources usually available on devices running them (e.g., limited energy available in their battery). For this reason, several studies have been conducted in this field. Lin et al. [14] performed a study on 104 popular open-source Android apps to investigate threading issues. This study provides evidence that even though half of the apps use AsyncTask, there is a huge number of places where long-running operations are not encapsulated in AsyncTask. Guo et al. [11] proposed an Android specific approach called Relda, which has a special focus on characterizing and detecting resource leaks related to operations with hardware-components such as sensors.

Linares-Vásquez et al. [13] presented a taxonomy of practices and tools adopted by developers to detect and fix performance bottlenecks. The authors surveyed 485 open source Android app and library developers. Also, they analyzed performance bugs and fixes in the app’s repositories. Their findings show that Android developers rely on manual testing and analysis of the reviews for detecting performance bottlenecks.

More similar to the design adopted in our study is the work by Liu et al. [12]. The authors conducted the first empirical study on performance bugs in mobile apps by analyzing 70 real-world performance bugs collected from eight Android apps. As main contribution they manually classified the 70 bugs into three categories: (i) GUI lagging, (ii) energy leak, and (iii) memory bloat.

Stemming from the aforementioned seminal paper Mazuera-Rozo et al. [68] aimed at expanding the empirical knowledge about performance bugs in mobile apps. The authors presented a larger study on the types of performance bugs affecting not only Android but also iOS applications. For each platform the authors manually analyzed 250 commits aimed at fixing real performance bugs, they categorized the type of bug being fixed and later the authors created two taxonomies of performance bugs for Android and iOS apps.

In terms of goal, our work is similar to the latter, since we also aim at classifying in a taxonomy a specific type of issues affecting mobile apps (i.e., Eventual Connectivity issues). However, the focus (Eventual Connectivity vs performance issues) as well as the methodology of the two studies are different. While Mazuera-Rozo et al. analyzed commits in which developer fixed performance bugs, we manually executed and inspected 50 Android open source apps looking for Eventual Connectivity issues.

**Usability.** The usability of software interfaces has been tackled in the seminal work by Nielsen and Molich [69]. With the advent of mobile platforms with device-specific constraints (e.g., small screens) several researchers investigated usability issues that can affect mobile apps (an exhaustive survey of the literature in this context can be found in [70, 71]). We discuss a few representative examples.

Ghazizadeh et al. [72] compare the usability of apps providing user guides in form of animations vs text. To this aim the authors conduct a study in which two
different versions of an Android application was provided to 68 users (one using animations and one using text). The authors found that users with animated guide spend less time to learn functionalities as compared to participants having a text-based guide.

Parente Da Costa et al. [71] extend the work by Nielsen and Molich [69] to mobile apps. These heuristics are derived through a systematic literature review, conveying a model intended to be used in empirical validation of the usability of mobile apps. Similarly, researchers and practitioners could use our taxonomy when investigating and validating how connectivity impacts user experience of mobile apps.

Bessghaier and Soui [73] also conducted a study to measure usability of four Android hybrid apps based on a predefined list of 13 structural usability defects. The authors aimed at creating a usability defects base of examples of hybrid applications. Similarly, Lelli et al. [74] empirically identified and classified several types of GUI errors that can affect GUI, thus resulting in a GUI fault model designed to categorize GUI faults. Escobar-Velásquez et al. [75] present an empirical study on how internationalization can impact the GUIs of Android apps. In particular, the authors evaluated the changes, bugs and bad practices related to GUIs when strings of a given default language are translated to 7 different languages. They used a set of 31 Android apps and their translated versions for such purpose. While some of these studies are similar to our work for what concerns the study design (i.e., manual inspection of issues in apps), the focus of our study is on a different category of issues.

Energy issues. Several studies have conducted research on energy issues in mobile apps [23,24,76–88]. A representative work in the area is the one by Carroll and Heiser [89], who performed a detailed analysis of the energy consumption of a smartphone, based on measurements of a physical device, thus presenting (i) a list of the different components of the device contributing to power consumption, and (ii) a model of the energy consumption for different usage scenarios.

Cruz et al. [76] inspect commits, issues and pull requests of ∼1k Android and 756 iOS apps, then present a catalog of 22 design patterns that contribute to improve the energy efficiency of mobile applications. Linares-Vásquez et al. [79] analyze the energy consumption of APIs used in Android apps. For such purpose the authors measure energy consumption of method calls when executing typical usage scenarios in 55 mobile apps from different domains, summarizing their findings in a set of guidelines for developers and researchers on how to reduce energy consumption while using APIs. The goal of our study is similar to the one by Linares-Vásquez et al. [79] (i.e., release a set of guidelines for practitioners and academics) but in a different context.

Detection of quality issues. The closest existing tools for automated detection of crashes related to eventual connectivity are CrashScope [28,29], Thor [30] and the one proposed by Azim et al. [90]. These approaches systematically explore an app, generate events like intermittent network connectivity, and look for crashes (i.e., the application stops). As the reader appreciated in our taxonomy, crashes because of lack of connectivity are only a subset of the issues taxonomy, that also include issues that impact usability and user experience.

In addition, JazzDroid [91] is an automated fuzzer for Android platforms taking a gray-box approach which injects into applications various environmental interference, such as network delays, thus identifying issues related, but not limited to,
connectivity. More in general, there exist approaches to test and diagnose common poor responsiveness behaviours, such as Monkey [92], AppSPIN [93], TRIANGLE [94] and the one proposed by Yang et al. [95] can test Android applications in eventual connectivity scenarios.

5 Threats to Validity

Construct validity. In our study, they are mainly related to the measurements we performed, and in particular, the subjectivity during the manual tagging and construction of the taxonomy. The catalog of connectivity issues was extracted by manually testing Android apps and the testing was driven by execution scenarios defined by the authors accordingly to the guidelines described in Section 2.2. It is possible that some scenarios that lead to connectivity issues were not executed. However (i) we tried to be exhaustive when defining scenarios for any of the visible features requiring connectivity; (ii) the apps were tested manually to avoid any issue with automated tests (e.g., inconsistent behaviour), and (iii) all the scenarios and corresponding information (including videos of the issues) are available in our online appendix [34]. In the case of issues tagging, we mitigated the subjectivity bias with weekly meetings (involving four authors) to revise the defined tags. Three of the authors have experience in developing Android apps. When a new tag was reported or when the taxonomy changed (e.g., because two tags were merged) the scenarios execution was redone to check whether the already executed scenarios generated behaviors representative of the new tags. The tags, description of the tags, taxonomy, and mapping between scenarios and tags were always visible to the taggers to reduce the probability of duplicating tags. Subjectivity is also a concern when it comes to the definition of ECn issues itself. Indeed, different app’s users can perceive as more/less problematic specific types of ECn issues defined in our taxonomy. In our work, we considered as an ECn issue anything that could negatively affect the user experience in eventual connectivity scenarios. Assessing the relevance of the issues we identified with developers is part of our future research agenda. Finally, a threat could be generated due to the usage of real devices, since background tasks can impact the evaluation of the scenarios and using different devices could lead to have different execution conditions between taggers.

Internal validity. We are aware that external factors we did not control could affect the apps execution and results. To mitigate the effect of those factors we designed detailed scenarios that describe the device, app and their version, connectivity states, among other information (see Section 2.2). Therefore, the scenarios could be replicated with the same conditions. In addition, the scenarios execution were recorded and screenshots of the results were collected (see our online appendix [34]).

External validity. We analyzed 50 open source native Android apps. We focused on open source apps because we wanted to analyze source code looking for implementation errors leading to the connectivity issues. Therefore, we recognize that we can not generalize our results to commercial/non-free apps that could follow different implementation and testing practices. Our target of 50 apps is another threat to external validity. However, we found such a number to be a good compromise between the generalizability of our study and the effort required
for the data collection. Indeed, for each app we had to build the scenarios, manually execute them and manually analyze the source code looking for the root cause of the observed issue. Such a process required six months of work. While we do not claim generalizability of our findings over the set of apps we analyzed, we targeted heterogeneity of the considered apps that belong to 20 different domain categories, and have a medium-to-high-quality as perceived by users and reported in review ratings (min=3.4, median=4.3, max=4.8). Nevertheless, we acknowledge that our findings cannot be generalized outside of the set of 50 studied apps.

It is also important to highlight our focus on connectivity issues related to the Internet connection rather than to other network protocols (e.g., Bluetooth, NFC). Such an analysis, that would require the usage of multiple devices rather than the single one we used, is part of our future work.

Finally, it is worth mentioning that, due to our selection criteria we focused on apps having an average rating above 3.0. This means that the derived taxonomy might not be fully representative of apps having a substantially lower rating that could be affected by a more diverse set of ECn issues, possibly even more severe. Additional studies are needed to investigate this aspect.

**Conclusion validity.** This type of threats concerns the relationship between treatment and outcome. This is an observational study and we did not consider statistical tests because we were neither interested on comparing samples nor measuring significance of differences. However, we used exploratory data analysis techniques to understand the apps sample. We report frequencies for each of the identified issues (see Fig. 5), and each scenario is mapped to their corresponding tags.

### 6 Learned Lessons and Future Work

We analyzed 50 popular open source apps looking for bad practices. We executed 971 scenarios designed to test app functionalities that rely on Internet connection, with different connectivity scenarios. As result we found 320 issues that we have grouped into 12 categories. Our study is relevant for both researches and practitioners: The former could use the findings in our paper to design approaches aimed at automatically identifying connectivity issues. For the latter, we propose a list of recommendations discussed in the following.

#### 6.1 Checking the Connection Status

Most of the issues we found are related to a missing verification of the connection state before performing an action. This was the root cause for many of the errors and exceptions that, when not being properly handled, cause application blockage, execution break, and the lack of informative messages. The connection status can be obtained using the “Connectivity Manager” [96, 97]. The correct verification of connection status can prevent several of the error types in our taxonomy. For example, the Blocked Application issues could be avoided by not triggering a request in case the connection is not ready. Note that request time-outs can also lead to those issues, however, for this case a post-API invocation check is required to avoid issues, such as try-catch blocks for catching the corresponding exceptions,
or `onError` method definitions when the network operation is invoked with a `Future/Promise`. If practitioners prefer to monitor the connectivity status while the app is running, it can be done by using a `BroadcastReceiver` as described in [98].

Another example is the Map Component that belongs to Google Maps. It uses an API in order to display a map as a Fragment. However, it does not provide a mechanism to handle the lack of connectivity when retrieving map information. This results in showing a black map when using this component without connectivity. We also found several cases in which accessing a WebView component without checking the connection status resulted in errors.

6.2 Proper Handling of Libraries

6.2.1 Correct use of callbacks

Most of the libraries that provide HTTP services use callbacks function. It is important to use wisely the error callback to improve the user experience. Additionally, if the backend service is not managed by the app developer, it is important to fully understand the default values used by the library as response when no result is found (e.g., due to missing connectivity). Therefore, if there is an error or the response is the library’s default value, the app could react properly without execution breaks.

6.2.2 Thread Handling

When using libraries to connect to a backend service it is important to understand how responsibilities are delegated. Some of the libraries delegate the management of threads to developers. Also, heavy processes must be performed in a worker/secondary thread (rather than in the main one handling the user interface) to improve the user experience and avoid GUI lagging and ANRs [13]. In the case of Kotlin, coroutines can be used with an specific dispatcher that is optimized for network operations off the main thread (i.e., `Dispatchers.IO`) [99, 100]. In the case of Java-Android apps, worker threads for network operations can be implemented by using `Executor` [101], `Handler` [102], the deprecated `AsyncTask` [103], or the classic Java Threads. Finally, off-the-main-thread HTTP requests are automatically handled by libraries like Volley [104] and Retrofit with asynchronous calls [105].

6.2.3 Map Libraries

Using the GoogleMaps component is not the only way to display maps in Android apps. Other libraries allow developers to improve the map experience, applying custom themes and layers. However, it is important to be aware of possible issues these libraries could have, such as those documented in our study. Even more important, it is crucial for apps to properly inform the user about what is being shown. For example, if an app downloads a shell map that is used as default map when there is no connection, the user must be aware of this and knowing the specific features (e.g., zooming) will not be available.

---

Note that Androids apps are prone to GUI lags and ANRs because of the single thread policy of the Android framework.
6.3 Considering the Behavior of Android Components

Knowing the behavior of the Android components is fundamental to properly handle cases in which connectivity errors arise. For example, the `SwipeRefreshLayout` component allows the user to use the “Swipe-down” gesture to refresh the GUI. Such a behavior is managed by overwriting the `onRefresh()` method that is called each time the user “refreshes” the GUI. While the application processes the refresh action, the `SwipeRefreshLayout` displays a progress notification that hides only once `setRefreshing(false)` is invoked. Therefore, if the process in `onRefresh()` fails and the `setRefreshing(false)` method is not called, the progress notification will stay on screen until a further (successful) refresh is performed.

6.4 Proper use of Informative Messages and Notifications

One of the most common issues we found is related to messages not providing the correct information to the user. These issues can be avoided by adopting the following practices:

- Exception Messages, unless properly phrased by the app developer, must not be included in the messages shown to the user. Most of the times users do not know the meaning of messages like: `IndexOutOfBoundsException`, `NullPointerException`, `ConnectException`, etc.

- The phrasing of the messages must take into account their “consumer” (i.e., the app’s user): It is important to avoid technical words (e.g., server, exception, connection error, etc.).

- Avoid reusing messages in several parts of the application: They could lead to misunderstandings due to the fact those messages are, more often than not, quite generic and may not provide enough information for users to understand the problem.

Similarly, a proper use of notifications is required. As recommended in the Android Developers Guide (ADvG), notifications should be used for foreground services and, in general, for notifying users of events relevant for them (e.g., a request sent to an online service, the progress of such a request, etc.). A proper combination of notifications and meaningful messages can substantially improve the user experience. Fig. 14 illustrates examples of this notifications in Android apps that follow good practices for notifying users about connectivity issues.

6.5 Queuing Actions Managing User Generated Content

As shown in our study, connectivity issues can result in the loss of content or actions generated by users. To avoid this, all user-generated content and actions that require network operations (e.g., sending a message in a communications apps) must be queued or locally stored when connection is not available. In this way, in case of connectivity errors, the content and actions will stay in a queue/cache and can be triggered/submitted again when connectivity is back. It is also important to show to the user that its content has not been sent/processed yet, but it is stored for future actions. This makes the user aware of both the connection
problem and the “safe” state of its data. To enable this, offline-first strategies [106] must be implemented by relying on a combination of cached/local data and an actions queue.

 Local caching can be implemented in Android apps by using:
- Application specific on-memory data structures
- Android specific data structures such as the LruCache [107]
- Retrofit and Volley to enable HTTP requests caching
- the Picasso [108] and Glide [109] libraries for image caching
- Firebase framework [110] or Realm [111] to enable caching of non-relational collection
- SQLite for local storage of relational data

 To enable a local actions queue, the WorkManager [112] and RequestQueue [113] APIs can be used. In addition, as part of the JetPack architecture components, Google suggest the usage of the Repository design pattern [114] that allows retrieval of cached data when connection is not available.

 Finally, a widely used strategy in web apps is to display “generic fallbacks” when data is neither available from cache not network. A fallback is a local resource (e.g., image) that is displayed to the user when the expected data is not available, with the purpose of improving the user experience or avoiding layout issues.

6.6 Delegating Actions to Other Apps

When an app must perform an action already implemented in pre-installed apps (e.g., sending an email), they can delegate the execution of such a feature. However, this means that the main application loses control of behavior and an error in the delegated app might lead the user to think that the main app has failed too. Knowing that the delegated actions require connectivity should push the app’s developers to properly handle failing cases in order to communicate to their users the issue experienced with the delegated app.
6.7 Summing Up

While we tried to summarize in this paper the most important lessons learned from our study, our online appendix [34] provides developers with an extensive catalogue of “bad-practices” that must be avoided when handling eventual connectivity scenarios. Those bad-practices and the aforementioned recommendations could be used by researchers to design detectors and tools for automated refactoring/patching of eventual connectivity issues.

For instance, static analyses could be used to detect code statements invoking network operations and then (i) identify the existence of connectivity status checks and statements for catching connectivity errors such as time-outs or null responses, and (ii) verify the proper execution of the network operations off-the-main-thread. Such analyses will help practitioners to mitigate several of the reported issues such as BA, LC, and RDAC. An interesting avenue for research here is the automated detection of NERN and NIM; this requires more specialized static analyses and automated test cases generation that are able to execute the features related to the network operations and check that there are visual hints when connectivity is disabled in the device. Finally, recommender systems and tools for automated refactoring could be designed to analyze source code and suggest the usage of good implementation practices (e.g., generic fallback, repository pattern, request queue, images caching, etc), and also automatically apply the corresponding refactorings.

Acknowledgements Escobar-Velásquez and Linares-Vásquez were partially funded by a Google Latin America Research Award 2018-2021. Escobar-Velásquez was supported by a ESKAS scholarship, No. 2020.0820. Mazuera-Rozo and Bavota gratefully acknowledge the financial support of the Swiss National Science Foundation for the CCQR project (SNF Project No. 175513).

References

1. Google, “Offline first. https://developer.chrome.com/apps/offline_apps.”
2. J. Archibald, “Offline cookbook. https://developers.google.com/web/fundamentals/instant-and-offline/offline-cookbook.”
3. G. Machado, “Mobile apps offline support. https://www.infoq.com/articles/mobile-apps-offline-support,” 2015.
4. Google, “Network and battery best practices. http://goo.gl/vbiV7.”
5. H. Falaki, D. Lymberopoulos, R. Mahajan, S. Kandula, and D. Estrin, “A first look at traffic on smartphones,” in Proceedings of the 10th ACM SIGCOMM Conference on Internet Measurement, ser. IMC ’10. New York, NY, USA: Association for Computing Machinery, 2010, pp. 281–287. [Online]. Available: https://doi.org/10.1145/1879141.1879176
6. A. Rao, A. Legout, Y.-s. Lim, D. Towsley, C. Barakat, and W. Dabbous, “Network characteristics of video streaming traffic,” in Proceedings of the Seventh Conference on Emerging Networking EXperiments and Technologies, ser. CoNEXT ’11. New York, NY, USA: Association for Computing Machinery, 2011. [Online]. Available: https://doi.org/10.1145/2079296.2079321
7. H. Kuzuno and S. Tonami, “Signature generation for sensitive information leakage in android applications,” in 2013 IEEE 29th International Conference on Data Engineering Workshops (ICDEW), 2013, pp. 112–119.
8. Y. Song and U. Hengartner, “Privacyguard: A vpn-based platform to detect information leakage on android devices,” in Proceedings of the 5th Annual ACM CCS Workshop on Security and Privacy in Smartphones and Mobile Devices, ser. SPSM ’15. New York, NY, USA: Association for Computing Machinery, 2015, pp. 15–26. [Online]. Available: https://doi.org/10.1145/2808117.2808120
9. A. Shabtai, U. Kanonov, Y. Elovici, C. Glezer, and Y. Weiss, “andromaly”: a behavioral malware detection framework for android devices,” Journal of Intelligent Information Systems, vol. 38, no. 1, pp. 161–190, Jan. 2011. [Online]. Available: https://doi.org/10.1007/s10844-010-0148-x
10. H. Khalid, E. Shihab, M. Nagappan, and A. E. Hassan, “What do mobile app users complain about?,” IEEE Software, vol. 32, no. 3, pp. 70–77, May 2015.
11. C. Guo, J. Zhang, J. Yan, Z. Zhang, and Y. Zhang, “Characterizing and detecting resource leaks in android applications,” in Proceedings of the 39th IEEE/ACM International Conference on Automated Software Engineering, ser. ASE’13. Piscataway, NJ, USA: IEEE Press, 2013, pp. 389–398. [Online]. Available: https://doi.org/10.1109/ASE.2013.6693097
12. Y. Liu, C. Xu, and S.-C. Cheung, “Characterizing and detecting performance bugs for smartphone applications,” in Proceedings of the 36th International Conference on Software Engineering, ser. ICSE 2014. New York, NY, USA: ACM, 2014, pp. 1013–1024. [Online]. Available: http://doi.acm.org/10.1145/2568225.2568229
13. M. Linares-Vásquez, C. Vendome, Q. Luo, and D. Poshvanyk, “How developers detect and fix performance bottlenecks in android apps,” in Proceedings of the 28th IEEE/ACM International Conference on Automated Software Engineering, ser. ASE'13. Piscataway, NJ, USA: IEEE Press, 2013, pp. 389–398. [Online]. Available: https://doi.org/10.1109/ASE.2013.6693097
14. Y. Zhou and X. Jiang, “Dissecting android malware: Characterization and evolution,” in Proceedings of the 9th International ACM Sigsoft Conference on Quality of Software Architectures, ser. QoSA '13. New York, NY, USA: ACM, 2013, pp. 63–68. [Online]. Available: http://doi.acm.org/10.1145/2463478.2465597
15. I. T. Mercado, N. Munaiiah, and A. Meneely, “The impact of cross-platform development approaches for mobile applications from the user’s perspective,” in Proceedings of the International Workshop on App Market Analytics, ser. WAMA 2016. New York, NY, USA: ACM, 2016, pp. 43–49. [Online]. Available: http://doi.acm.org/10.1145/2903259.2903268
16. A. Pathak, Y. C. Hu, and M. Zhang, “Bootstrap energy debugging on smartphones: A first look at energy bugs in mobile devices,” in Proceedings of the 10th ACM Workshop on Hot Topics in Networks, ser. HotNets-X. New York, NY, USA: ACM, 2011, pp. 5:1–5:6. [Online]. Available: http://doi.acm.org/10.1145/2070562.2070567
17. A. Pathak, A. Jinind, Y. C. Hu, and S. P. Midkiff, “What is keeping my phone awake?: Characterizing and detecting no-sleep energy bugs in smartphone apps,” in Proceedings of the 10th International Conference on Mobile Systems, Applications, and Services, ser. MobiSys ’12. New York, NY, USA: ACM, 2012, pp. 267–280. [Online]. Available: http://doi.acm.org/10.1145/2307636.2307661
25. J. Zhang, A. Musa, and W. Le, “A comparison of energy bugs for smartphone platforms,” in 2013 1st International Workshop on the Engineering of Mobile-Enabled Systems (MOBS), May 2013, pp. 25–30.

26. Y. Liu, C. Xu, and S. C. Cheung, “Where has my battery gone? finding sensor related energy black holes in smartphone applications,” in 2013 IEEE International Conference on Pervasive Computing and Communications (PerCom), March 2013, pp. 2–10.

27. M. Linares-Vásquez, G. Bavota, C. Bernal-Cárdenas, R. Oliveto, M. Di Penta, and D. Poshyvanyk, “Mining energy-greedy api usage patterns in android apps: An empirical study,” in Proceedings of the 11th Working Conference on Mining Software Repositories, ser. MSR 2014. New York, NY, USA: ACM, 2014, pp. 2-11. [Online]. Available: http://doi.acm.org/10.1145/2597073.2597085

28. K. Moran, M. Linares-Vasquez, C. Bernal-Cardenas, C. Vendome, and D. Poshyvanyk, “Crashscope: A practical tool for automated testing of android applications,” in 2017 IEEE/ACM 39th International Conference on Software Engineering Companion (ICSE-C), May 2017, pp. 15–18.

29. K. Moran, M. Linares-Vasquez, C. Bernal-Cardenas, C. Vendome, and D. Poshyvanyk, “Automatically discovering, reporting and reproducing android application crashes,” in 2016 IEEE International Conference on Software Testing, Verification and Validation (ICST), April 2016, pp. 33–44.

30. C. Q. Adamsen, G. Mezzetti, and A. Møller, “Systematic execution of android test suites in adverse conditions,” in Proceedings of the 2015 International Symposium on Software Testing and Analysis, ser. ISSTA 2015. New York, NY, USA: ACM, 2015, pp. 83–93. [Online]. Available: http://doi.acm.org/10.1145/2771783.2771786

31. C.-J. M. Liang, N. D. Lane, N. Brouwers, L. Zhang, B. F. Karlsson, H. Liu, Y. Liu, J. Tang, X. Shan, R. Chandra, and F. Zhao, “Caiipa: Automated large-scale mobile app testing through contextual fuzzing,” in Proceedings of the 20th Annual International Conference on Mobile Computing and Networking, ser. MobiCom ’14. New York, NY, USA: Association for Computing Machinery, 2014, pp. 519–530. [Online]. Available: https://doi.acm.org/10.1145/2639108.2639131

32. F.-X. Geiger, I. Malavolta, L. Pascarella, F. Palomba, D. Di Nucci, and A. Bacchelli, “A graph-based dataset of commit history of real-world android apps,” in Proceedings of the 15th International Conference on Mining Software Repositories, ser. MSR ’18, 2018.

33. R. Coppola, L. Ardito, and M. Torchiano, “Characterizing the transition to kotlin of android apps: A study on f-droid, play store, and github,” in Proceedings of the 3rd ACM SIGSOFT International Workshop on App Market Analytics, ser. WAMA 2019, 2019.

34. C. Escobar-Velásquez, A. Mazuera-Rozo, C. Bedoya, M. Osorio-Riaño, M. Linares-Vásquez, and G. Bavota, “Online appendix: https://thesoftwaredesignlab.github.io/android-eventual-connectivity.”

35. N. Chen, J. Lin, S. C. H. Hoi, X. Xiao, and B. Zhang, “Ar-miner: Mining informative reviews for developers from mobile app marketplace,” in Proceedings of the 36th International Conference on Software Engineering, ser. ICSE 2014. New York, NY, USA: ACM, 2014, pp. 767–778. [Online]. Available: http://doi.acm.org/10.1145/2568225.2568263

36. L. Villarroel, G. Bavota, B. Russo, R. Oliveto, and M. Di Penta, “Release planning of mobile apps based on user reviews,” in Proceedings of the 38th International Conference on Software Engineering, ser. ICSE ’16. New York, NY, USA: ACM, 2016, pp. 14–24. [Online]. Available: http://doi.acm.org/10.1145/2884781.2884818

37. F. Palomba, M. Linares-Vásquez, G. Bavota, R. Oliveto, M. D. Penta, D. Poshyvanyk, and A. D. Lucia, “User reviews matter! tracking crowdsourced reviews to support evolution of successful apps,” in 2015 IEEE International Conference on Software Maintenance and Evolution (ICSM’2015), Sept 2015, pp. 291–300.

38. ——, “Crowdsourcing user reviews to support the evolution of mobile apps,” Journal of Systems and Software, vol. 137, pp. 143 – 162, 2018. [Online]. Available: https://en.wikipedia.org/wiki/List_of_free_and_open-source_android_applications. [Online]. Available: https://en.wikipedia.org/wiki/List_of_free_and_open-source_Android_applications

39. (2017) open-source-android-apps. [Online]. Available: https://github.com/pcqpcq/open-source-android-apps

40. K. Krippendorff, Content analysis: An introduction to its methodology. Sage publications, 2018.
42. M. Frank, B. Dong, A. Porter Felt, and D. Song, “Mining permission request patterns from android and facebook applications,” in 2012 IEEE 12th International Conference on Data Mining, 2012, pp. 870–875.

43. S. Mostafa, R. Rodriguez, and X. Wang, “Netdroid: Summarizing network behavior of android apps for network code maintenance,” in 2017 IEEE/ACM 25th International Conference on Program Comprehension (ICPC), 2017, pp. 165–175.

44. S. K. Baghel, K. Keshav, and V. R. Manepalli, “An investigation into traffic analysis for diverse data applications on smartphones,” in 2012 National Conference on Communications (NCC), 2012, pp. 1–5.

45. Hyo-Sik Ham and Mi-Jung Choi, “Application-level traffic analysis of smartphone users using embedded agents,” in 2012 14th Asia-Pacific Network Operations and Management Symposium (APNOMS), 2012, pp. 1–4.

46. X. Wei, L. Gomez, I. Neamtiu, and M. Faloutsos, “Profiledroid: Multi-layer profiling of android applications,” in Proceedings of the 18th Annual International Conference on Mobile Computing and Networking, ser. Mobicom ’12. New York, NY, USA: Association for Computing Machinery, 2012, pp. 137–148. [Online]. Available: https://doi.org/10.1145/2348543.2348563

47. K. Fukuda, H. Asai, and K. Nagami, “Tracking the evolution and diversity in network usage of smartphones,” in Proceedings of the 2015 Internet Measurement Conference, ser. IMC ’15. New York, NY, USA: Association for Computing Machinery, 2015, pp. 253–266. [Online]. Available: https://doi.org/10.1145/2815675.2815697

48. W. Nayam, A. Laoloe, L. Charoenwatana, and K. Sripandikulchai, “An analysis of mobile application network behavior,” in Proceedings of the 12th Asian Internet Engineering Conference, ser. AINTEC ’16. New York, NY, USA: Association for Computing Machinery, 2016, pp. 361–374. [Online]. Available: https://doi.org/10.1145/2906388.2906392

49. Z. Cheng, X. Chen, Y. Zhang, S. Li, and Y. Sang, “Detecting information theft based on mobile network flows for android users,” in 2017 International Conference on Networking, Architecture, and Storage (NAS), 2017, pp. 1–10.

50. P. Gadient, M. Ghafari, M. Tarnutzer, and O. Nierstrasz, “Web apis in android through the lens of security,” in 2020 IEEE 27th International Conference on Software Analysis, Evolution and Reengineering (SANER), 2020, pp. 13–22.

51. T. Wei, C. Mao, A. B. Jeng, H. Lee, H. Wang, and D. Wu, “Android malware detection via a latent network behavior analysis,” in 2012 IEEE 11th International Conference on Trust, Security and Privacy in Computing and Communications, 2012, pp. 1251–1258.

52. A. Sadeghi, H. Bagheri, J. Garcia, and S. Malek, “A taxonomy and qualitative comparison of program analysis techniques for security assessment of android software,” IEEE Transactions on Software Engineering, vol. 43, no. 6, pp. 492–530, June 2017.

53. L. Li, T. F. Bissyandé, M. Papadakis, S. Rasthofer, A. Bartel, D. Octeau, J. Klein, and L. Traon, “Static analysis of android apps: A systematic literature review,”
Studying Eventual Connectivity Issues in Android Apps

Information and Software Technology, vol. 88, pp. 67 – 95, 2017. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S0950584917302987

60. N. Munaiah, C. Klimkowsky, S. McRae, A. Blaine, S. A. Malachowsky, C. Perez, and D. E. Krutz, “Darwin: A static analysis dataset of malicious and benign android apps,” in Proceedings of the International Workshop on App Market Analytics, ser. WAMA 2016. New York, NY, USA: ACM, 2016, pp. 26–29. [Online]. Available: http://doi.acm.org/10.1145/2909325.29093264

61. D. R. Thomas, A. R. Beresford, and A. Rice, “Security metrics for the android ecosystem,” in Proceedings of the 5th Annual ACM CCS Workshop on Security and Privacy in Smartphones and Mobile Devices, ser. SPSM ’15. New York, NY, USA: ACM, 2015, pp. 87–98. [Online]. Available: http://doi.acm.org/10.1145/2808117.2808118

62. D. R. Thomas, The Lifetime of Android API Vulnerabilities: Case Study on the JavaScript-to-Java Interface (Transcript of Discussion). Cham: Springer International Publishing, 2015, pp. 139–144. [Online]. Available: http://dx.doi.org/10.1007/978-3-319-26096-9_14

63. (2020) Cve-2012-6636. https://www.cvedetails.com/cve/cve-2012-6636.

64. M. Linares-Vásquez, G. Bavota, and C. Escobar-Velásquez, “An empirical study on android-related vulnerabilities,” in 2017 IEEE/ACM 14th International Conference on Mining Software Repositories (MSR), May 2017, pp. 2–13.

65. MITRE. (2020) Cve details. https://www.cvedetails.com/.

66. ——. (2020) Common weakness enumeration. http://cwe.mitre.org/.

67. A. Mazuera-Rozo, J. Bautista-Mora, M. Linares-Vásquez, S. Rueda, and G. Bavota, “The android os stack and its vulnerabilities: an empirical study,” Empirical Software Engineering, vol. 24, no. 4, pp. 2056–2101, 2019. [Online]. Available: https://doi.org/10.1007/s10664-019-09689-7

68. A. Mazuera-Rozo, C. Trubiani, M. Linares-Vásquez, and G. Bavota, “Investigating types and survivability of performance bugs in mobile apps,” Empirical Software Engineering, 2020. [Online]. Available: https://doi.org/10.1007/s10664-019-09795-6

69. J. Nielsen and R. Molich, “Heuristic evaluation of user interfaces,” in Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, ser. CHI ’90. New York, NY, USA: Association for Computing Machinery, 1990, pp. 249–256. [Online]. Available: https://doi.org/10.1145/97243.97281

70. P. Weichbroth, “Usability of mobile applications: A systematic literature study,” IEEE Access, vol. 8, pp. 55 563–55 577, 2020.

71. R. Parente Da Costa, E. D. Canedo, R. T. De Sousa, R. De Oliveira Albuquerque, and L. J. García Villalba, “Set of usability heuristics for quality assessment of mobile applications on smartphones,” IEEE Access, vol. 7, pp. 116 145–116 161, 2019.

72. F. Z. Ghazizadeh and S. Vafadar, “A quantitative evaluation of usability in mobile applications: An empirical study,” in 2017 International Symposium on Computer Science and Software Engineering Conference (CSSE), 2017, pp. 1–6.

73. N. Bessghaier and M. Souii, “Towards usability evaluation of hybrid mobile user interfaces,” in 2017 IEEE/ACS 14th International Conference on Computer Systems and Applications (AICCSA), Oct 2017, pp. 895–900.

74. V. Lelli, A. Blouin, and B. Baudry, “Classifying and qualifying gui defects,” in 2015 IEEE 8th International Conference on Software Testing, Verification and Validation (ICST), 2015, pp. 1–10.

75. C. Escobar-Velásquez, M. Osorio-Riaño, J. Domínguez-Osorio, M. Arevalo, and M. Linares-Vásquez, “An empirical study of 18n collateral changes and bugs in guis of android apps,” in 2020 IEEE International Conference on Software Maintenance and Evolution (ICSME), 2020, pp. 581–592.

76. L. Cruz and R. Abreu, “Catalog of energy patterns for mobile applications,” Empirical Software Engineering, pp. 1–27, 2019.

77. A. Pathak, Y. Hu, and M. Zhang, “Where is the energy spent inside my app? fine grained energy accounting on smartphones with eprof,” in European Conference on Computer Systems (EuroSys), 2012, pp. 29–42.

78. A. Pathak, Y. Hu, M. Zhang, P. Bahl, and Y. M. Wang, “Fine-grained power modeling for smartphones using system call tracing,” in European Conference on Computer Systems (EuroSys), 2011, pp. 153–168.

79. M. Linares-Vásquez, G. Bavota, C. Bernal-Cárdenas, R. Oliveto, M. D. Penta, and D. Poshvanyk, “Mining energy-greedy API usage patterns in android apps: an empirical study,” in Working Conference on Mining Software Repositories (MSR), 2014, pp. 2–11.
80. S. Hao, D. Li, W. G. J. Halfond, and R. Govindan, “Estimating Android applications’ CPU energy usage via Bytecode profiling,” in *International Workshop on Green and Sustainable Software (GREENS)*, 2012, pp. 1–7.

81. D. Li, S. Hao, W. G. J. Halfond, and R. Govindan, “Calculating source line level energy information for android applications,” in *International Symposium on Software Testing and Analysis (ISSTA)*, 2013, pp. 78–89.

82. S. Hao, D. Li, W. G. J. Halfond, and R. Govindan, “Estimating mobile application energy consumption using program analysis,” in *ICSE’13*, 2013, pp. 92–101.

83. D. Li, Y. Jin, C. Sahin, J. Clause, and W. Halfond, “Integrated energy-directed test suite optimization,” in *International Symposium on Software Testing and Analysis (ISSTA)*, 2014, pp. 339–350.

84. D. Li, S. Hao, J. Gui, and W. Halfond, “An empirical study of the energy consumption of Android applications,” in *International Conference on Software Maintenance and Evolution (ICSME)*, 2014, pp. 121–130.

85. M. Wan, Y. Jin, D. Li, and W. G. J. Halfond, “Detecting display energy hotspots in Android apps,” in *International Conference on Software Testing, Verification and Validation (ICST)*, 2015.

86. C. Sahin, M. Wan, P. Tornquist, R. McKenna, Z. Pearson, W. G. J. Halfond, and J. Clause, “How does code obfuscation impact energy usage?” *Journal of Software: Evolution and Process*, pp. 565–588, 2016.

87. D. Li, Y. Lyu, J. Gui, and W. G. Halfond, “Automated energy optimization of http requests for mobile applications,” in *International Conference on Software Engineering (ICSE)*, 2016, pp. 249–260.

88. T. Babakol, A. Canino, K. Mahmoud, R. Saxena, and Y. D. Liu, “Calm energy accounting for multithreaded java applications,” in *Proceedings of the 28th ACM Joint Meeting on European Software Engineering Conference and Symposium on the Foundations of Software Engineering*, ser. ESEC/FSE 2020. New York, NY, USA: Association for Computing Machinery, 2020, pp. 976–988. [Online]. Available: https://doi.org/10.1145/3368089.3409703

89. A. Carroll and G. Heiser, “An analysis of power consumption in a smartphone,” in *USENIX Annual Technical Conference*, 2010.

90. M. T. Azim, I. Neamtiu, and L. M. Marvel, “Towards self-healing smartphone software via automated patching,” in *Proceedings of the 29th ACM/IEEE International Conference on Automated Software Engineering*, ser. ASE ’14. New York, NY, USA: Association for Computing Machinery, 2014, pp. 623–628. [Online]. Available: https://doi.org/10.1145/2642937.2642955

91. W. Xiong, S. Chen, Y. Zhang, M. Xia, and Z. Qi, “Reproducible interference-aware mobile testing,” in *2018 IEEE International Conference on Software Maintenance and Evolution (ICSME)*, 2018, pp. 36–47.

92. “Monkey,” https://developer.android.com/studio/test/monkey, [Online; accessed 6-June-2019].

93. W. Zhao, Z. Ding, M. Xia, and Z. Qi, “Systematically testing and diagnosing responsiveness for android apps,” in *2019 IEEE International Conference on Software Maintenance and Evolution (ICSME)*, 2019, pp. 449–453.

94. L. Panizo, A. Díaz, and B. García, “Model-based testing of apps in real network scenarios,” *International Journal on Software Tools for Technology Transfer*, vol. 22, no. 2, pp. 105–114, Apr. 2019. [Online]. Available: https://doi.org/10.1007/s10009-019-00518-2

95. S. Yang, D. Yan, and A. Rountev, “Testing for poor responsiveness in android applications,” in *2013 1st International Workshop on the Engineering of Mobile-Enabled Systems (MOBS)*, 2013, pp. 1–6.

96. Google, “Connectivity manager. https://developer.android.com/reference/android/net/ConnectivityManager.”

97. Android, “Manage network usage. https://developer.android.com/training/basics/network-ops/managing.”

98. ——, “Monitor network connectivity while the app is running. https://bit.ly/3np3gDU.”

99. ——, “Kotlin io. https://kotlin.github.io/kotlinx.coroutines/kotlinx-coroutines-core/kotlinx.coroutines/-dispatchers/-i-o.html.”

100. ——, “Improve app performance with kotlin coroutines. https://developer.android.com/kotlin/coroutines-adv.”
101. ——, “Running android tasks in background threads. https://developer.android.com/guide/background/threading.”
102. ——, “Running android tasks in background threads - using handlers. https://bit.ly/3pTknaPC.”
103. ——, “Async task class. https://developer.android.com/reference/android/os/AsyncTask.”
104. ——, “Volley. https://developer.android.com/training/volley.”
105. I. Square, “Retrofit. https://square.github.io/retrofit/.”
106. J. Archibald, “The offline cookbook. https://web.dev/offline-cookbook.”
107. Android., “Lru cache. https://developer.android.com/reference/android/util/LruCache.”
108. Square., “Picasso. https://square.github.io/picasso/.”
109. B. Ruth., “Glide. https://bumptech.github.io/glide/.”
110. Firebase, “Firebase - access data offline. https://firebase.google.com/docs/firestore/manage-data/enable-offline.”
111. Realm, “Realm for android. https://realm.io/blog/realm-for-android/.”
112. Android, “Schedule tasks with workmanager. https://developer.android.com/topic/libraries/architecture/workmanager.”
113. ——, “Set up request queue. https://developer.android.com/training/volley/requestqueue.”
114. ——, “Guide to app architecture - cache data. https://bit.ly/3nqTwc4.”