CONVERGENCE ANALYSIS OF INEXACT DESCENT ALGORITHM FOR MULTIOBJECTIVE OPTIMIZATIONS ON RIEMANNIAN MANIFOLDS WITHOUT CURVATURE CONSTRAINTS
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Abstract. We study the convergence issue for inexact descent algorithm (employing general step sizes) for multiobjective optimizations on general Riemannian manifolds (without curvature constraints). Under the assumption of the local convexity/quasi-convexity, local/global convergence results are established. On the other hand, without the assumption of the local convexity/quasi-convexity, but under a Kurdyka-Lojasiewicz-like condition, local/global linear convergence results are presented, which seem new even in Euclidean spaces setting and improve sharply the corresponding results in [24] in the case when the multiobjective optimization is reduced to the scalar case. Finally, for the special case when the inexact descent algorithm employing Armijo rule, our results improve sharply/extend the corresponding ones in [3, 2, 38].

1. Introduction

Let $F: \mathbb{R}^m \to \mathbb{R}^n$ be a vector function defined on $\mathbb{R}^m$. The multicriteria optimization problem consists of minimizing several objective functions simultaneously, which is formulated as follows:

(1.1) $\min_{x \in \mathbb{R}^m} F(x)$.

Since there is usually no single point which will minimize all given objective functions simultaneously, the concept of Pareto-optimality or efficiency is considered in stead of the concept of optimality. Recall from [15, 35] that a point $p \in \mathbb{R}^m$ is called a Pareto point of (1.1) (or an efficient point), if there does not exist a different point $q \in \mathbb{R}^m$ such that $F(q) \preceq F(p)$ and $F(q) \neq F(p)$ (where sign “$\preceq$” means the classical partial order on Euclidean space $\mathbb{R}^n$; see (2.2) in Section 2 for the definition.)

Problem (1.1) arises in many applications such as engineering disciplines, location science, statistics, management science; see, e.g., [5,6,13,24] and the references therein. One of the standard techniques for finding the Pareto points of (1.1) is the scalarization approach, which in fact tries to compute a discrete approximation to the whole set of the Pareto points. Since it was
proposed by Geoffrion in [19] for solving the multicriteria optimization problems in Euclidean spaces, the scalarization technique has been extensively studied in the literature; see, e.g., [7, 10, 20, 25, 16, 27] for more details. In general, the scalarization approach requires some parameters to be specified in advance, leaving the modeler and the decision-maker with the burden of choosing them. Another important approach for finding the Pareto points is the descent-type method. This type of method usually does not require any parameter information, which includes such as the (steepest) descent algorithm, Newton method, proximal point method and trust-region method; see, e.g., [15, 14, 9, 11, 17, 18, 5, 6, 30]. We are particularly interested in the (steepest) descent algorithm proposed by Fliege and Svaiter in [15] for solving the multicriteria optimization problem in Euclidean spaces, which was well-studied and has been extended to the multiobjective optimization (equipped with the partial order induced by a general closed convex pointed cone); see, e.g., [9, 11, 17, 18] and the references therein.

Recently, some important notions, techniques and approaches in Euclidean spaces have been extended to Riemannian manifold settings; see, e.g., [12, 21, 22, 23, 28, 40] and the references therein. As pointed out in [3], such extensions are natural and, in general, nontrivial; and enjoy some important advantages; see, e.g., [1, 33, 34, 41, 24] for more details. In particular, in [24], the gradient algorithm (employing general step sizes) was extended for scalar optimization problems on general Riemannian manifolds (without curvature constraints). Under the assumption of the local convexity/quasi-convexity (resp. weak sharp minima), local/global convergence (resp. linear convergence) results are established (see [24]).

One the other hand, the exact/inexact descent algorithm employing Armijo rule was recently extended to solve the multicritera optimization problem on Riemannian manifolds in [2, 3], where it was shown that the partial convergence property (i.e., each cluster point of the generated sequence by the inexact descent algorithm is a Pareto critical point) holds on general Riemannian manifolds, while the full convergence does for the (vector) objective function being quasi-convex on the whole manifold of nonnegative sectional curvatures; see [3, Theorems 5.1 and 5.2]. The further development of this full convergence results of the exact/inexact descent algorithm employing Armijo rule have been given in [38] where they were established under the following weaker assumption

(A) the objective function is quasi-convex only on a sub-level set which is of curvatures bounded from below.

The main purpose of the present paper is to study the local/global convergence issue for the inexact descent algorithm (employing general step sizes) for multiobjective optimizations on general Riemannian manifolds (without curvature constraints). The present paper contains two topics of convergence results for the descent algorithm employing more general step sizes (which includes the Armijo step sizes as a special case).
One is the local/global convergence for locally quasi-convex function $F$ which includes local convergence, that is, any sequence generated with initial point close enough to a critical point converges to a critical point (see Theorem 3.5, which seem new in the linear space setting), and the global convergence which means that any sequence generated with arbitrary initial point from the domain of the function $F$ does (see Theorem 5.1(i) and Corollary 5.3). In particular, the global convergence result is established for the descent algorithm employing the Armijo step sizes under the following weaker assumption than (A) (see Lemma 5.2):

\((H)\) The generated sequence \(\{p_k\}\) has a cluster point \(\bar{p}\) and $F$ is quasi-convex around \(\bar{p}\).

The other is the locally/globally linear convergence without locally quasi-convex assumption for $F$ which includes local convergence, that is, any sequence generated with initial point close enough to a weak Pareto optimum converges to a weak Pareto optimum(see Theorem 4.1 which seems new in the linear space setting in the case when the Kurdyka-Lojasiewicz-like property holds at the weak Pareto optimum), and the global convergence which means that any sequence generated with arbitrary initial point from the domain of the function $F$ does (see Theorem 5.1(ii) and Corollary 5.3), that is, if the following assumption is assumed, we show that the sequence \(\{p_k\}\) converges linearly:

- The generated sequence \(\{p_k\}\) has a cluster point \(\bar{p}\) which is a locally weak Pareto optimum, the Kurdyka-Lojasiewicz-like property holds at \(\bar{p}\) and the step sizes \(\{t_k\}\) has a positive lower bound.

(Note by Lemma 4.3 that the Armijo step sizes has a positive lower bound if Jacobian $JF$ is Lipschitz continuous around \(\bar{p}\)). To the best of our knowledge, this global linear convergence result also seems new even in the linear space setting.

Note that our results in the present paper extend/improve the corresponding results in [24] for scalar optimization problems on Riemannian manifolds to multiobjective optimizations on Riemannian manifolds. In particular, it should be remarked that for the linear convergence of the gradient method, our result improves sharply the corresponding result in [24] in the sense that we remove the local quasi-convexity assumption; see Remark 4.2.

The remaining of the paper is organized as follows. Some basic notions and notation on Riemannian manifolds and the inexact descent algorithm employing general step sizes for solving the multicriteria problem on Riemannian manifolds are presented in the next section. In Section 3, some related properties about the convexity properties of vector functions and some useful lemmas are presented, and local convergence results are established, while locally linear convergence result is presented in Section 4. Global convergence (resp. linear convergence) results are presented in the last section.
2. Preliminaries and inexact descent algorithm

2.1. Notation and notions on Riemannian manifolds.

The notation and notions on Riemannian manifolds used in the present paper are standard, and the readers are referred to some textbooks for more details; see, e.g., [8, 32, 34].

Let $M$ be a connected and complete $m$-dimensional Riemannian manifold. We use $\nabla$ to denote the Levi-Civita connection on $M$. Let $p \in M$, and let $T_pM$ stand the tangent space at $p$ to $M$. We denote by $\langle \cdot, \cdot \rangle_p$ the scalar product on $T_pM$ with the associated norm $\| \cdot \|_p$, where the subscript $p$ is sometimes omitted. For $q \in M$, let $\gamma : [0, 1] \to M$ be a piecewise smooth curve joining $p$ to $q$. Then, the arc-length of $\gamma$ is defined by $l(\gamma) := \int_0^1 \| \gamma'(t) \| dt$; and the Riemannian distance from $p$ to $q$ is defined by $d(p, q) := \inf_{\gamma} l(\gamma)$, where the infimum is taken over all piecewise smooth curves $\gamma : [0, 1] \to M$ joining $p$ to $q$. A smooth curve $\gamma$ is called a geodesic if and only if $\nabla_{\gamma'} \gamma' = 0$. A geodesic joining $p$ to $q$ is said to be minimal if its arc-length equals the Riemannian distance between $p$ and $q$. By the Hopf-Rinow theorem [8], $(M, d)$ is a complete metric space, and there is at least one minimal geodesic joining $p$ to $q$. The closed metric ball in $M$ centered at the point $p$ with radius $r > 0$ is denoted by $B(p, r)$, i.e.,

$$B(p, r) := \{ q \in M : d(p, q) \leq r \}.$$

Let $Q \subseteq M$ be a subset and $p, q \in Q$. The set of all geodesics $\gamma : [0, 1] \to M$ with $\gamma(0) = p$ and $\gamma(1) = q$ satisfying $\gamma([0, 1]) \subseteq Q$ is denoted by $\Gamma^Q_{pq}$, that is,

$$\Gamma^Q_{pq} := \{ \gamma : [0, 1] \to Q : \gamma(0) = p, \gamma(1) = q \text{ and } \nabla_{\gamma'} \gamma' = 0 \}.$$

Recall the convexity radius $r_{cvx}(p)$ of $p \in M$ which is defined by (2.1)

$$r_{cvx}(p) := \sup \left\{ r > 0 : \text{ each ball in } B(p, r) \text{ is strongly convex and each geodesic in } B(p, r) \text{ is minimal } \right\}.$$

Then, $r_{cvx}(p) > 0$ for any $p \in M$; see, e.g., [32, Theorem 5.3].

Definition 2.1 below presents the notions of different kinds of convexities about subsets in $M$; see e.g., [23, 36].

Definition 2.1. A nonempty subset $Q$ of the Riemannian manifold $M$ is said to be

(a) weakly convex if and only if, for any $p, q \in Q$, there is a minimal geodesic of $M$ joining $p$ to $q$ and it is in $Q$;

(b) totally convex if and only if, for any $p, q \in Q$, all geodesics of $M$ joining $p$ to $q$ lie in $Q$.

Note by definition that the strong/total convexity implies the weakly convexity for any subset $Q$. 

2.2. Convexity.

Below, we recall the notion of convexity of a real-valued scalar function $f : M \to \mathbb{R}$. Item (b) in the following definition was known in [21, Definition 6.1 (b)] (for the convexity) and [31, Definition 2.2] (for the quasi-convexity).

**Definition 2.2.** Let $f : M \to \mathbb{R}$ and let $Q \subseteq M$ be weakly convex. Then, $f$ is said to be

(a) convex (resp. quasi-convex) on $Q$ if, for any $x, y \in Q$ and any geodesic $\gamma \in \Gamma_{xy}^{Q}$, the composition $f \circ \gamma : [0, 1] \to \mathbb{R}$ is convex (resp. quasi-convex) on $[0, 1]$;

(b) pseudo-convex on $Q$ if $f$ is differentiable and for any $p, q \in Q$, any geodesic $\gamma \in \Gamma_{pq}^{Q}$, there holds:

$$\langle \nabla f(p), \gamma'(0) \rangle \geq 0 \implies f(q) \geq f(p).$$

(c) convex (resp. quasi-convex, pseudo-convex) if $f$ is convex (resp. quasi-convex, pseudo-convex) on $M$.

(d) convex (resp. quasi-convex, pseudo-convex) around $x \in M$ if $f$ is convex (resp. quasi-convex, pseudo-convex) on $B(x, r)$ for some $r > 0$.

It is clear that the convexity implies the quasi-convexity and pseudo-convexity (assuming $f$ is differentiable). The assertions in the following lemma can be proved directly by definition and are known for some special cases; see, e.g., [31, Theorems 5.1, 6.2] for assertion (i) and [29, Proposition 3.1] for assertion (ii).

**Lemma 2.3.** Let $f : M \to \mathbb{R}$ be differentiable. Let $Q$ be weakly convex and let $x \in Q$. Then, the following assertions hold.

(i) If $f$ is convex on $Q$, then it holds for any $y \in Q$ that

$$f(y) \geq f(x) + \langle \nabla f(x), \gamma_{xy}'(0) \rangle \quad \text{for all } \gamma_{xy} \in \Gamma_{xy}^{Q}.$$ 

(ii) If $f$ is quasi-convex on $Q$, then it holds for any $y \in Q$ with $f(y) \leq f(x)$ that

$$\langle \nabla f(x), \gamma_{xy}'(0) \rangle \leq 0 \quad \text{for all } \gamma_{xy} \in \Gamma_{xy}^{Q}.$$ 

Below, we extend the notions of different kinds of convexities to vector functions on $M$, which are known for the case when $Q = M$; see, items (a), (b) in [21, definition 5.1] and item (c) in [3, definition 5.1]. To proceed, as usual, we use “≤” and “<” to denote the classical partial order and the strictly partial order defined by

(2.2) $x \leq y$ (or $y \geq x$) $\iff y - x \in \mathbb{R}_+^n$ \quad \text{for } x, y \in \mathbb{R}^n$

and

$x < y$ (or $y > x$) $\iff y - x \in \mathbb{R}_{++}^n$ \quad \text{for } x, y \in \mathbb{R}^n,$

respectively, where

$$\mathbb{R}_+^n := \{ x = (x_i) \in \mathbb{R}^n : x_i \geq 0, i \in I \}$$

and

$$\mathbb{R}_{++}^n := \{ x = (x_i) \in \mathbb{R}^n : x_i > 0, i \in I \}.$$
Definition 2.4. Let \( Q \subseteq M \) be weakly convex. The vector function \( F : M \to \mathbb{R}^n \) is said to be

(a) convex on \( Q \) if for any \( p, q \in Q \) and any geodesic \( \gamma \in \Gamma_{pq}^Q \), there holds:
\[
F(\gamma(t)) \preceq (1-t)F(p) + tF(q) \quad \text{for any} \; t \in [0,1].
\]

(b) quasi-convex on \( Q \) if for any \( p, q \in Q \) and any geodesic \( \gamma \in \Gamma_{pq}^Q \), there holds:
\[
F(\gamma(t)) \preceq \max \{ F(p), F(q) \} \quad \text{for any} \; t \in [0,1].
\]

(c) pseudo-convex on \( Q \) if \( F \) is differentiable and for any \( p, q \in Q \), any geodesic \( \gamma \in \Gamma_{pq}^Q \), there holds:
\[
JF(p)(\gamma'(0)) \preceq 0 \implies F(q) \preceq F(p).
\]

Clearly for a vector function, the convexity implies both the pseudo-convexity (assuming that \( F \) is differentiable) and the quasi-convexity.

Proposition 2.5 below shows the equivalence between the convexity of \( F \) and its scalarization. Its proof is easy and so is omitted here.

Proposition 2.5. Let \( Q \subseteq M \) be weakly convex. \( F := (f_i)_{i \in I} : M \to \mathbb{R}^n \) is convex (resp. quasi-convex, pseudo-convex) on \( Q \) if and only if for each \( \{\alpha_i : i \in I\} \subset [0,1] \) with \( \sum_{i \in I} \alpha_i = 1 \), \( \sum_{i \in I} \alpha_i f_i \) is convex (resp. quasi-convex, pseudo-convex) on \( Q \).

Furthermore, using the same arguments for proving [3, Proposition 5.1] (for the case when \( Q := M \)), one can check the following lemma.

Lemma 2.6. Let \( F \) be a differentiable vector function. Then, \( F \) is quasi-convex on \( Q \) if and only if, for any \( p, q \in Q \) and any geodesic \( \gamma_{pq} \in \Gamma_{pq}^Q \),
\[
F(q) \preceq F(p) \implies JF(p)(\gamma_{pq}'(0)) \preceq 0.
\]

Consequently, \( F \) is pseudo-convex implies that it is quasi-convex.

The following lemma is useful; see [3, Proposition 5.2].

Lemma 2.7. If \( F \) is pseudo-convex (e.g., convex) (on \( M \)), then a point \( p \in M \) is a Pareto critical point of \( F \) if and only if it is a weak Pareto optimum of \( (2.4) \).

2.3. Multiobjective optimizations on Riemannian manifold.

Below, we consider a vector function \( F : M \to \mathbb{R}^n \) given by
\[
F(p) := (f_i(p))_{i \in I} = (f_1(p), f_2(p), \ldots, f_n(p)) \quad \text{for any} \; p \in M,
\]
where \( I := \{1, 2, \cdots, n\} \) and for each \( i \in I, f_i : M \to \mathbb{R} \) is a function defined on \( M \). The vector function \( F \) is said to be (continuously) differentiable if each \( f_i \) is (continuously) differentiable \( (i \in I) \). For a continuously differentiable vector function \( F \), the Riemannian Jacobian \( JF \) and its image at \( p \in M \) are respectively denoted by
\[
JF(p) := (\nabla f_i(p))_{i \in I} \quad \text{and} \quad \text{Im}JF(p) := \{JF(p)(v) : v \in T_p M\},
\]
where

\[(2.3) \quad JF(p)(v) := (\langle \nabla f_i(p), v \rangle)_{i \in I}.\]

In the remainder of this paper, we always assume that \( F := (f_i)_{i \in I} : M \to \mathbb{R}^n \) is continuously differentiable. The vector optimization problem considered in the present paper is denoted by

\[(2.4) \quad \min_{p \in M} F(p).\]

Recall that a point \( p \in M \) is called a (globally) Pareto (resp. weak Pareto) optimum of \( (2.4) \) if there does not exist other point \( q \in M \) such that

\[(2.5) \quad F(q) \preceq F(p) \quad \text{(resp.} \quad F(q) \prec F(p) \text{)} \quad \text{and} \quad F(q) \neq F(p)\]

(see, e.g., [15, 35] in Euclidean space settings). Furthermore, a point \( p \in M \) is called a locally Pareto (resp. weak Pareto) optimum of \( (2.4) \) if there exists a neighborhood \( U \subset M \) of \( p \) such that there does not exist other point \( q \in U \setminus \{p\} \) satisfying \( (2.5) \).

Recall from [2, 3], that a point \( p \in M \) is called a Pareto critical point of \( F \) if the image of \( JF(p) \) satisfies

\[\text{Im}(JF(p)) \cap (-\mathbb{R}^n_{++}) = \emptyset.\]

By definition, each (locally) Pareto optimum of \( F \) is a Pareto critical point of \( F \).

Let \( p \in M \) and assume that it is not a Pareto critical point of \( F \). By definition, there exists a direction \( v \in T_p M \) satisfying \( JF(p)(v) \in -\mathbb{R}^n_{++}, \) that is, \( v \) is a descent direction at \( p \). We shall give some notation related to the descent directions of \( F \) at \( p \). As done in [3], we consider the following unconstrained optimization problem on \( T_p M \):

\[(2.6) \quad \min_{v \in T_p M} \alpha_p(v) := \max_{i \in I} \langle \nabla f_i(p), v \rangle + \frac{1}{2} \|v\|^2.\]

Noting that \( \alpha_p \) is strongly convex on \( T_p M \), problem \( (2.6) \) has a unique solution. The solution of problem \( (2.6) \) and the associated value are denoted by \( v(p) \) and \( \alpha_p^* \) respectively, that is,

\[(2.7) \quad v(p) := \text{argmin}_{v \in T_p M} \alpha_p(v), \quad \alpha_p^* := \alpha_p(v(p)).\]

As pointed out in [3], the vector \( v(p) \) is in fact a descent direction at \( p \) and always called the steepest descent direction at \( p \). Furthermore, we need the concept of the \( \sigma \)-approximate steepest descent direction, which can be found in [3, Definition 4.2] (see also [11, Definition 3.4] for the Euclidean space version).

**Definition 2.8.** Let \( \sigma \in [0, 1) \). A vector \( v_p \in T_p M \) is said to be a \( \sigma \)-approximate steepest descent direction at \( p \) if it satisfies \( \alpha_p(v_p) \leq (1 - \sigma)\alpha_p^* \).

For convenience, for any \( p \in M \) and \( \sigma \in [0, 1) \), we use \( D_\sigma(p) \) to denote the set of all \( \sigma \)-approximate steepest descent direction at \( p \). It is clear that for
any \( \sigma \in [0,1) \), \( v(p) \in D_\sigma(p) \). The following lemma shows some properties related to the (approximate) steepest descent directions.

**Proposition 2.9.** Let \( p \in M \). The following assertions hold:

(i) \( v(p) = 0 \) (or \( \alpha_p^* = 0 \)) if and only if \( p \) is a Pareto critical point.

(ii) There exist \( \{\lambda_i : i \in I(p)\} \subseteq [0,1) \) with \( \sum_{i \in I(p)} \lambda_i = 1 \), such that

\[
(2.8) \quad v(p) = - \sum_{i \in I(p)} \lambda_i \nabla f_i(p),
\]

where \( I(p) := \{i \in I : \langle \nabla f_i(p), v(p) \rangle = \max_{j \in I} \langle \nabla f_j(p), v(p) \rangle\} \); and the function: \( M \ni p \mapsto v(p) \in T_p M \) is continuous on \( M \).

(iii) If \( p \in M \) is not a Pareto critical point and \( v_p \in D_\sigma(p) \), then there holds

\[
(2.9) \quad \alpha_p(v_p) := \max_{i \in I} \langle \nabla f_i(p), v_p \rangle + \frac{1}{2} \|v_p\|^2 < 0,
\]

which particularly implies that \( v_p \) is a descent direction. Furthermore, the following relation holds:

\[
(2.10) \quad \|v_p\| \geq (1 - \sqrt{\sigma})\|v(p)\|.
\]

(iv) Let \( p \in M \) be a Pareto critical point. Then, for any \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that

\[
(2.11) \quad \|v_q\| \leq \varepsilon \quad \text{for any} \quad v_q \in D_\sigma(q), q \in B(p, \delta).
\]

**Proof.** Assertions (i)-(ii) are known in [3, Lemmas 4.1, 4.2]. To show assertion (iii), suppose that \( p \) is not a Pareto critical point. Then, we see from assertion (i) that \( v(p) \neq 0 \). First, we show that

\[
(2.12) \quad \alpha_p^* = -\frac{1}{2} \|v(p)\|^2.
\]

Granting this, we get that \( \alpha_p^* < 0 \), and so (2.10) is valid by recalling \( \alpha(v_p) \leq (1 - \sigma)\alpha_p^* \). To show (2.12), by definition of the subindex \( I(p) \), there holds

\[
(2.13) \quad \langle \nabla f_i(p), v(p) \rangle = \max_{i \in I} \langle \nabla f_i(p), v(p) \rangle \quad \text{for each} \quad i \in I(p).
\]

Note by (2.8) that there exist \( \{\lambda_i : i \in I(p)\} \subseteq [0,1) \) with \( \sum_{i \in I(p)} \lambda_i = 1 \) such that \( v(p) = - \sum_{i \in I(p)} \lambda_i \nabla f_i(p) \). Then, there holds:

\[
-\|v(p)\|^2 = \bigl( \sum_{i \in I(p)} \lambda_i \nabla f_i(p), v(p) \bigr) = \sum_{i \in I(p)} \lambda_i \langle \nabla f_i(p), v(p) \rangle.
\]

In view of (2.13), we get that \( \max_{i \in I} \langle \nabla f_i(p), v(p) \rangle = -\|v(p)\|^2 \), and so (2.12) holds by definition. Letting \( v_p \in D_\sigma(p) \), we estimate that

\[
-\langle v(p), v_p \rangle + \frac{1}{2} \|v_p\|^2 = \bigl( \sum_{i \in I(p)} \lambda_i \nabla f_i(p), v_p \bigr) + \frac{1}{2} \|v_p\|^2 \\
\leq \max_{i \in I} \langle \nabla f_i(p), v_p \rangle + \frac{1}{2} \|v_p\|^2 \\
\leq (1 - \sigma)\alpha_p^* = -\frac{1}{2}(1 - \sigma)\|v(p)\|^2,
\]

where the last equality is by (2.12). Then, we have that \( \|v(p) - v_p\|^2 \leq \sigma\|v(p)\|^2 \). This implies (2.10), and so assertion (iii) is shown.
To show assertion (iv), let \( p \) be a Pareto critical point. Then, by definition, for any \( v \in T_p M \), there exists an index \( i_v \in I \) such that \( \langle \nabla f_{i_v}(p), v \rangle \geq 0 \). Since \( F \) is continuously differentiable, for any \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that

\[
\tag{2.14}
\langle \nabla f_{i_v}(q), P_{q,p}v \rangle \geq -\frac{\varepsilon^2}{2} \quad \text{for any } \ q \in \mathbb{B}(p, \delta).
\]

Fix \( q \in \mathbb{B}(p, \delta) \) and \( v_q \in D_\sigma(q) \). Then \( P_{p,q}v_q \in T_p M \) and it follows from (2.14) that there exists \( i_{v_q} \in I \) satisfying \( \langle \nabla f_{i_{v_q}}(q), P_{q,p}P_{p,q}v_q \rangle \geq -\frac{\varepsilon^2}{2} \). Thus, in view of \( v_q \in D_\sigma(q) \), we get by definition that

\[
0 \geq (1 - \sigma)\alpha_{q}^{*} \geq \alpha_{q}(v_q) \geq \langle \nabla f_{i_{v_q}}(q), v_q \rangle + \frac{1}{2}\|v_q\|^2 \geq -\frac{\varepsilon^2}{2} + \frac{1}{2}\|v_q\|^2,
\]
which shows (2.11), completing the proof.

We end this subsection by recalling the concept of \( s \)-compatible decent direction at \( p \). Recall from [11, Definition 3.4] (see also [3], where the authors used the notion of the compatible scalarization) that a vector \( v \in T_p M \) is said to be \( s \)-\emph{compatible} at \( p \) if there exist \( \{\alpha_i^p : i \in I\} \subset [0,1] \) with \( \sum_{i \in I} \alpha_i^p = 1 \) such that

\[
\tag{2.15}
v = -\sum_{i \in I} \alpha_i^p \nabla f_i(p).
\]

2.4. Inexact descent algorithm with general step sizes for multiobjective optimizations.

Below, we propose an inexact descent algorithm employing general step sizes for solving problem (2.4).

**Algorithm 2.1.** (Inexact descent algorithm with general step sizes)

**Step 0.** Select \( p_0 \in M, \sigma, \beta \in (0,1), R \in [1, +\infty) \) and set \( k := 0 \).

**Step 1.** If \( p_k \) is a Pareto critical point, then stop; otherwise select \( v_k \in D_\sigma(p_k) \) and construct the geodesic \( \gamma_k \) such that

\[
\tag{2.16}
\gamma_k(0) = p_k \quad \text{and} \quad \gamma'_k(0) = v_k.
\]

**Step 2.** Select the step size \( t_k \in (0, R] \) which satisfies the following inequality:

\[
\tag{2.17}
F(\gamma_k(t_k)) \leq F(p_k) + \beta t_k JF(p_k)(v_k).
\]

**Step 3.** Set \( p_{k+1} := \gamma_k(t_k) \), replace \( k \) by \( k + 1 \) and go to step 1.

Recall that Algorithm 2.1 is said to be well defined if for each \( k \in \mathbb{N} \), there always exists \( t_k \in (0, 1] \) satisfying (2.17) in Step 2. Let \( \nu \in (0, 1) \). Algorithm 2.1 is said to employ the (generalized) Armijo step sizes (cf. [3]) if each step size \( t_k \) in Step 2 is chosen by

\[
\tag{2.18}
t_k := \max\{\nu^{-i} : i \in \mathbb{N}, \ F(\gamma_k(\nu^{-i})) \leq F(p_k) + \beta \nu^{-i} JF(p_k)(v_k)\}.
\]
Define a mapping \( \varphi : M \to \mathbb{R} \) by
\[
\varphi(p) := \sup_{q \in M} \min_{i \in I} (f_i(p) - f_i(q)) \quad \text{for each } p \in M.
\]

Clearly, \( \varphi(p) \geq 0 \) for each \( p \in M \) and \( \varphi(p) = 0 \) if and only if \( p \) is a weak Pareto optimum of (2.4). Moreover, the following lemma quantifies some properties of the function \( \varphi \).

**Proposition 2.10.** (i) \( \varphi \) is locally Lipschitz continuous on \( M \), that is, for each \( \bar{p} \in M \), there exist \( \delta > 0 \) and \( L > 0 \) such that the function \( \varphi \) is Lipschitz continuous on \( B(\bar{p}, \delta) \) with modulus \( L \):
\[
|\varphi(p) - \varphi(p')| \leq Ld(p, p') \quad \text{for each } p, p' \in B(\bar{p}, \delta).
\]

(ii) Let \( p, q \in M \). If \( F(q) \preceq F(p) \), then \( \varphi(q) \leq \varphi(p) \).

(iii) Let \( \{p_k\} \) (together with associated sequences \( \{t_k\}, \{v_k\} \)) be a sequence generated by Algorithm 2.1. Then, we have the following estimate
\[
\frac{\beta t_k}{2} \Vert v_k \Vert^2 \leq \varphi(p_k) - \varphi(p_{k+1}) \quad \forall k \in \mathbb{N}.
\]

**Proof.** (i). Let \( \bar{p} \in M \). Noting that \( F \) is continuously differentiable, there exist \( \delta > 0 \) and \( L > 0 \) such that
\[
|f_i(p) - f_i(p')| \leq Ld(p, p') \quad \text{for each } p, p' \in B(\bar{p}, \delta) \quad \text{and for each } i \in I.
\]

Fix \( p, p' \in B(\bar{p}, \delta) \). Then, it follows that
\[
f_i(p) - f_i(q) \leq f_i(p') - f_i(q) + Ld(p, p') \quad \text{for each } i \in I \quad \text{and for each } q \in M,
\]
which implies that
\[
\sup_{q \in M} \min_{i \in I} (f_i(p) - f_i(q)) \leq \sup_{q \in M} \min_{i \in I} (f_i(p') - f_i(q)) + Ld(p, p'),
\]
that is,
\[
\varphi(p) - \varphi(p') \leq Ld(p, p').
\]
With similar technique, we can also check that
\[
\varphi(p') - \varphi(p) \leq Ld(p, p').
\]

Hence, it follows that
\[
\|\varphi(p) - \varphi(p')\| \leq Ld(p, p'),
\]
showing assertion (i).

(ii). It’s clearly by definition.

(iii). By the definition of function \( \varphi \), one has that
\[
\varphi(p_{k+1}) = \sup_{q \in M} \min_{i \in I} (f_i(p_{k+1}) - f_i(q))
\leq \sup_{q \in M} \min_{i \in I} (f_i(p_k) + \beta t_k \nabla f_i(p_k)^T v_k - f_i(q))
\leq \sup_{q \in M} \min_{i \in I} (f_i(p_k) - \frac{\beta t_k}{2} \|v_k\|^2 - f_i(q))
= -\frac{\beta t_k}{2} \|v_k\|^2 + \varphi(p_k),
\]

(2.21)
where the first inequality is by (2.17) and the second inequality thanks to $\nabla f_i(p_k)^T v_k \leq -\frac{1}{2} \|v_k\|^2$ by (2.9). Hence, (2.20) is seen to hold, completing the proof.

The following proposition is about some useful properties of sequence $\{p_k\}$ (together with $\{t_k\}$ and $\{v_k\}$) generated by Algorithm 2.1 which includes the partial convergence result for Algorithm 2.1 (see assertion (iii) below), while assertion (ii) improves the corresponding results in [3, Theorem 5.1(i)] where (2.23) holds under the assumption that $\{p_k\}$ has a cluster point.

**Proposition 2.11.** Algorithm 2.1 is well defined and each sequence $\{p_k\}$ generated by Algorithm 2.1 has the following properties:

(i) $\{F(p_k)\}$ is non-increasing monotonically and for any $k \in \mathbb{N}$:

\[
d(\gamma_k(t), p_k) \leq t \|v_k\| \text{ for any } t \in [0, t_k].
\]

(ii) \[
\sum_{k \in \mathbb{N}} t_k^2 \|v_k\|^2 < +\infty.
\]

(iii) If $\{t_k\}$ has a positive lower bound or that $\{t_k\}$ satisfies the Armijo step sizes, then each cluster point of the sequence $\{p_k\}$ is a Pareto critical point of $F$.

**Proof.** The well definedness of Algorithm 2.1 follows from [3, Proposition 4.1]. By Steps 2 and 3 of Algorithm 2.1 assertion (i) is clear.

By (2.20), one has

\[
\sum_{j=0}^{k} \frac{\beta t_j^2}{2} \|v_j\|^2 \leq \varphi(p_0) - \varphi(p_{k+1}) < \varphi(p_0) < +\infty,
\]

showing assertion (ii).

To show assertion (iii), suppose that $\{t_k\}$ has a positive lower bound. Then, it follows from (2.23) that $\|v_k\| \to 0$. Note by (2.10) $\|v_k\| \geq (1 - \sqrt{\sigma}) \|v(p_k)\|$. Hence, one has that $v(p_k) \to 0$ which, together with Proposition 2.9(i) and (ii), implies that each cluster point of the sequence $\{p_k\}$ is a Pareto critical point of $F$. In the case when $\{t_k\}$ satisfies the Armijo step sizes, the conclusion follows from [3, Theorem 5.1(ii)]. The proof is complete.

3. **Local convergence under locally quasi-convex assumption**

This section is devoted to establishing local convergence of Algorithm 2.1 under locally quasi-convex assumption. Firstly, we need some useful lemmas.

The inequality in the following lemma plays an important role in our study.
Lemma 3.1. Let $Q \subseteq M$ be weakly convex with nonempty interior, let $p \in \text{int}Q$ and $v \in T_pM$ be a s-compatible vector at $p$. Let $t \geq 0$ and $\gamma : [0, +\infty) \rightarrow M$ be the geodesic satisfying
\begin{equation}
\gamma(0) = p, \quad \gamma'(0) = v \neq 0 \quad \text{and} \quad \gamma([0, t]) \subset \text{int}Q.
\end{equation}
Suppose further that the sectional curvatures on $Q$ are bounded from below by some $\kappa < 0$, and that $F$ is quasi-convex on $Q$. Then the following inequality holds for any $q \in \text{int}Q$ satisfying $F(q) \preceq F(p)$:
\begin{equation}
\text{d}^2(\gamma(t), q) < \text{d}^2(p, q) + \frac{3t^2\|v\|^2}{2h(\sqrt{|\kappa|d(p, q)})} \quad \text{if} \quad \sqrt{|\kappa|\|v\|} \leq 1.
\end{equation}

Proof. By assumption, there exist $\{\alpha^p_i : i \in I\} \subset [0, 1]$ with $\sum_{i \in I} \alpha^p_i = 1$ such that $v = -\sum_{i \in I} \alpha^p_i \nabla f_i(p)$. Define a function $f : M \rightarrow \mathbb{R}$ by
\begin{equation}
f(\cdot) := \sum_{i \in I} \alpha^p_i f_i(\cdot).
\end{equation}
Then $f$ is quasi-convex (due to Proposition 2.5) and differentiable on $Q$, $\nabla f(p) = -v$, $f(q) \leq f(p)$. Hence, [24, Lemma 2.5] is applicable with $q, p$ in place of $z, x$ to concluding that (3.2) holds, completing the proof. \square

The following lemmas is known in [37, Lemma 2.3].

Lemma 3.2. Let $\{a_k\}, \{b_k\} \subset (0, +\infty)$ be two sequences satisfying
\begin{equation}
a_{k+1} \leq a_k(1 + b_k) \quad \text{for all} \quad k \in \mathbb{N},
\end{equation}
and $\sum_{k=0}^{\infty} b_k < \infty$. Then, $\{a_k\}$ is convergent and so it is bounded.

Let $S \subset M$ be a subset. Recall that a sequence $\{p_k\} \subset M$ is said to be quasi-Fejér convergent to $S$ if, for any $s \in S$, there exists a sequence $\{\varepsilon_k\} \subset (0, +\infty)$ satisfying $\sum_{k=1}^{\infty} \varepsilon_k < \infty$ such that
\begin{equation}
\text{d}^2(p_{k+1}, s) \leq \text{d}^2(p_k, s) + \varepsilon_k \quad \text{for each} \quad k \in \mathbb{N}.
\end{equation}
We end this section with the following lemma, which provides some properties for quasi-Fejér convergent sequences (see e.g., [13, Theorem 4.3]).

Lemma 3.3. Let $\{p_k\} \subset M$ be a sequence quasi-Fejér convergent to $S$. Then, $\{p_k\}$ is bounded. If, furthermore, a cluster point $p$ of $\{p_k\}$ belongs to $S$, then $\lim_{k \rightarrow \infty} p_k = p$.

For the remainder of the paper, we make the following assumption:

(A_{sc}): Each vector $v_k$ in $\{v_k\}$ is s-compatible at $p_k$.

To study the local convergence of Algorithm 2.1, we further need the following assumption:
\begin{equation}
\bar{p} \text{ is a Pareto critical point and } F \text{ is quasi-convex around } \bar{p}.
\end{equation}

For the following key lemma, recall that $R$ is the constant given at the beginning of Algorithm 2.1.
Lemma 3.4. Suppose that assumption (3.5) holds. Then, for any \( \delta > 0 \), there exist \( \bar{\delta}, \hat{\delta}, c > 0 \) satisfying \( \bar{\delta} < \hat{\delta} < \frac{\delta}{2} \) such that, for any \( k \in \mathbb{N} \), if \( \{p_j : 0 \leq j \leq k+1\} \) generated by Algorithm 2.1 satisfies that

\[(3.6) \quad p_0 \in \mathbb{B}(\bar{p}, \bar{\delta}) \quad \text{and} \quad \{p_j : 1 \leq j \leq k\} \subset \mathbb{B}(\bar{p}, \hat{\delta}), \]

then one has that

\[(3.7) \quad d^2(p_{k+1}, q) \leq d^2(p_k, q) + 2R_k \|v_k\|^2 \leq d^2(p_0, q) + cd(p_0, q) \]

if \( q \in \mathbb{B}(\bar{p}, \hat{\delta}) \) satisfies \( F(q) \leq F(p_{k+1}) \), and that

\[(3.8) \quad p_{k+1} \in \mathbb{B}(\bar{p}, \hat{\delta}) \quad \text{if} \quad F(\bar{p}) \leq F(p_{k+1}). \]

Proof. Noting that any closed ball is compact, we have by [4, p. 166] that the curvatures of the ball \( \mathbb{B}(\bar{p}, r_{\text{cvx}}(\bar{p})) \) are bounded, where \( r_{\text{cvx}}(\bar{p}) \) is the convexity radius at \( \bar{p} \) defined in (2.1). Let \( \kappa < 0 \) be a lower bound of the curvatures of \( \mathbb{B}(\bar{p}, r_{\text{cvx}}(\bar{p})) \). Thanks to assumption (3.5), there exists \( \delta > 0 \) (using a smaller \( \delta \) if necessarily) such that \( F \) is quasi-convex on \( \mathbb{B}(\bar{p}, \delta) \) and that

\[(3.9) \quad \delta < \min \left\{ 1, \frac{r_{\text{cvx}}(\bar{p})}{\sqrt{|\kappa|}} \right\}. \]

Furthermore, let \( L > 0 \) be such that \( \varphi \) is Lipschitz continuous on \( \mathbb{B}(\bar{p}, \delta) \) with constant \( L \) (recalling Proposition 2.10(i)):

\[(3.10) \quad \varphi(p) - \varphi(q) \leq Ld(p, q) \quad \text{for any} \quad p, q \in \mathbb{B}(\bar{p}, \delta). \]

Now set \( c := \frac{2RL}{\delta} \) and choose \( \hat{\delta}, \bar{\delta}, \delta > 0 \) be such that

\[(3.11) \quad \hat{\delta} < \bar{\delta} < \frac{\delta}{2}, \quad (\bar{\delta} + c)\bar{\delta} \leq \bar{\delta}^2 \]

and

\[(3.12) \quad \|v_p\| \leq \frac{\beta \delta}{2R} \quad \text{for any} \quad p \in \mathbb{B}(\bar{p}, \hat{\delta}) \quad \text{and} \quad v_p \in D_{\sigma}(p), \]

(where existence of \( \hat{\delta} \) of the second item of (3.12) is because of Proposition 2.9(iv)). To proceed, we verify that the implication (3.6) \( \implies \) (3.7) holds for any \( k \in \mathbb{N} \), any \( \{p_j : 0 \leq j \leq k + 1\} \) generated by Algorithm 2.1 and any \( q \in \mathbb{B}(\bar{p}, \hat{\delta}) \) satisfying \( F(q) \leq F(p_{k+1}) \). Granting this and assuming that \( F(\bar{p}) \leq F(p_{k+1}) \). Then we estimate by (3.7) (applied to \( \bar{p} \) in place of \( q \) and noting \( d(p_0, \bar{p}) \leq \bar{\delta} \) that

\[(3.13) \quad d^2(p_{k+1}, \bar{p}) \leq d^2(p_0, \bar{p}) + cd(p_0, \bar{p}) \leq (\bar{\delta} + c)\bar{\delta} < \hat{\delta}^2, \]

which implies \( p_{k+1} \in \mathbb{B}(\bar{p}, \hat{\delta}) \). Then, the triple \( (c, \bar{\delta}, \delta) \) is as desired.

Thus to complete the proof, let \( k \in \mathbb{N} \), and let \( \{p_j : 0 \leq j \leq k + 1\} \) be generated by Algorithm 2.1 to satisfy (3.6). Fix \( j \in \{0, 1, \ldots, k\} \), and let
\( \gamma_j \) be the geodesic determined by (2.16). Then, \( d(p_j, \bar{\rho}) \leq \bar{\delta} \) by (3.6) and so \( \|v_j\| \leq \frac{\bar{\delta}}{2} \) by (3.12). Therefore it follows from (2.22) that, for any \( t \in [0, t_j] \),

\[
d(\gamma_j(t), \bar{\rho}) \leq d(\gamma_j(t), p_j) + d(p_j, \bar{\rho}) < t \|v_j\| + \bar{\delta} \leq \frac{\bar{\delta}}{2} + \frac{1}{2} \bar{\delta} < \delta,
\]

(noting that \( t \leq t_j \leq R \)) and then one has that

\[
\gamma_j([0, t_j]) \subseteq \text{int}\mathbb{B}(\bar{\rho}, \bar{\delta}) \subseteq \mathbb{B}(\bar{\rho}, \text{cvx}(\bar{\rho})�.
\]

Now let \( q \in \mathbb{B}(\bar{\rho}, \bar{\delta}) \) be such that \( F(q) \leq F(p_{k+1}) \). Then, we have that

\[
d(p_j, q) \leq d(p_j, \bar{\rho}) + d(q, \bar{\rho}) \leq 2\bar{\delta} < \delta.
\]

Noting that \( \sqrt{|\kappa|}\delta < 1 \) by the choice of \( \delta \) in (3.9), one has that

\[
h\left(\sqrt{|\kappa|}d(p_j, q)\right) \geq h(\sqrt{|\kappa|}\delta) \geq h(1) > \frac{3}{4}.
\]

Recalling that \( F(q) \leq F(p_j) \) and \( \sqrt{|\kappa|}t_j\|v_j\| \leq \sqrt{|\kappa|}R\|v_j\| \leq 1 \) by (3.9) and (3.12), it follows from (3.2) (with \( t_j, v_j \) and \( p_j \) in place of \( t, v \) and \( p \) that

\[
d^2(\gamma_j(t_j), q) \leq d^2(p_j, q) + \frac{3t_j^2\|v_j\|^2}{2h(\sqrt{|\kappa|}d(p_j, q))} \leq d^2(p_j, q) + 2Rt_j\|v_j\|^2,
\]

where the last inequality holds by (3.14) and \( t_j \leq R \). Since \( p_{k+1} = \gamma_k(t_k) \), it follows that

\[
d^2(p_{k+1}, q) \leq d^2(p_k, q) + 2Rt_k\|v_k\|^2.
\]

Moreover, we first estimate by (2.20) that

\[
\sum_{l=0}^{k} t_l\|v_j\|^2 \leq \sum_{l=0}^{k} \frac{2(\varphi(p_l) - \varphi(p_{l+1}))}{\beta} = \frac{2(\varphi(p_0) - \varphi(p_{k+1}))}{\beta} \leq \frac{2(\varphi(p_0) - \varphi(q))}{\beta},
\]

where the last inequality holds because \( \varphi(q) \leq \varphi(p_{k+1}) \) by \( F(q) \leq F(p_{k+1}) \) and Proposition 2.10(ii). Summing up the inequalities in (3.15) over \( 0 \leq j \leq k - 1 \), one concludes that

\[
d^2(p_k, q) + 2Rt_k\|v_k\|^2 \leq d^2(p_0, q) + \frac{2R}{\beta} (\varphi(p_0) - \varphi(q))\).
\]

This, together with (3.10), implies that

\[
d^2(p_k, q) + 2Rt_k\|v_k\|^2 \leq d^2(p_0, q) + cd(p_0, q)
\]

Thus (3.7) is seen to hold by (3.16), showing the implication. The proof is complete.

Now, we are ready to establish local convergence of Algorithm 2.1 under locally quasi-convex assumption.
Theorem 3.5. Let \( \bar{p} \in M \) be such that assumption (3.5) holds. Then, for any \( \delta > 0 \), there exist \( \hat{\delta}, \delta > 0 \) satisfying \( \hat{\delta} < \delta < \frac{\delta}{2} \) such that, for any sequence \( \{p_k\} \) generated by Algorithm 2.1 with initial point \( p_0 \in \mathbb{B}(\bar{p}, \hat{\delta}) \), if it satisfies

\[
(3.19) \quad \lim_{k \to +\infty} F(p_k) \preceq F(\bar{p}),
\]

then one has the following assertions:

(i) The sequence \( \{p_k\} \) stays in \( \mathbb{B}(\bar{p}, \hat{\delta}) \) and converges to a point \( p^* \).

(ii) If it is additionally assumed that \( \{t_k\} \) has a positive lower bound or that \( \{t_k\} \) satisfies the Armijo step sizes, then \( p^* \) is a critical point of \( F \).

Proof. By the assumed (3.5), Lemma 3.4 is applicable. Thus, for any \( \delta > 0 \), there exist \( \bar{\delta} < \hat{\delta} < \delta \) such that, for any sequence \( \{p_k\} \) generated by Algorithm 2.1 if it satisfies (3.6) then (3.8) holds (for any \( k \)); hence the following implication holds for each \( k \in \mathbb{N} \):

\[
(3.20) \quad [(3.6) \text{ and } (3.19) \text{ hold}] \implies p_{k+1} \in \mathbb{B}(\bar{p}, \hat{\delta}).
\]

Now, let \( \{p_k\} \) be a sequence generated by Algorithm 2.1 with initial point \( p_0 \in \mathbb{B}(\bar{p}, \hat{\delta}) \) such that (3.19) holds. Then one checks by (3.20) (applied to \( k = 0 \)) that \( p_1 \in \mathbb{B}(\bar{p}, \hat{\delta}) \), and concludes by mathematical induction that \( \{p_k\} \subset \mathbb{B}(\bar{p}, \hat{\delta}) \), showing the first conclusion of assertion (i). Consequently, the sequence \( \{p_k\} \) has at least one cluster point, say \( p^* \). Letting \( L_{\bar{\delta}} := \{p \in \mathbb{B}(\bar{p}, \hat{\delta}) : F(p) \preceq \inf_{k \in \mathbb{N}} F(p_k)\} \), one sees that \( p^* \in L_{\bar{\delta}} \) since \( \{F(p_k)\} \) is decreasing and \( F \) is continuous on \( \mathbb{B}(\bar{p}, \hat{\delta}) \) (using a smaller \( \delta \) if necessary). Then, (3.7) holds for each \( q \in L_{\bar{\delta}} \). Thanks to \( \sum_{k=1}^{\infty} t_k \|v_k\|^2 < +\infty \) by (2.23), we get that \( \{p_k\} \) is quasi-Fejér convergent to \( L_{\bar{\delta}} \). Hence, we conclude by Lemma 3.3 that \( \lim_{k \to \infty} p_k = p^* \) (recalling \( p^* \in L_{\bar{\delta}} \)). Thus, the second conclusion of assertion (i) is seen to hold.

Assertion (ii) is a direct consequence of assertion (i) and Proposition 2.11(iii). This completes the proof. \( \square \)

4. Local linear convergence without locally quasi-convex assumption

To study the linear convergence property, we need the following Kurdyka-Lojasiewicz-like property. Let \( \bar{p} \) be a locally weak Pareto optimum of \( F \). Consider the following condition on some ball \( \mathbb{B}(\bar{p}, r) \) with some constant \( \alpha > 0 \):

\[
(4.1) \quad \|v(p)\|^2 \geq \alpha \varphi(p) \quad \text{for each } p \in \mathbb{B}(\bar{p}, r),
\]

where \( v(p) \) is the steepest descent direction at \( p \) given by (2.7) and \( \varphi \) is defined by (2.19). Our second main result in this subsection is on the linear convergence property of Algorithm 2.1 without locally quasi-convex assumption. Note that, to guarantee the linear convergence, it is required in Theorem 4.1 that the corresponding step sizes \( \{t_k\} \) have a positive lower
bound, which is satisfied by the Armijo step sizes in the case when $JF(\cdot)$ is Lipschitz continuous around $\bar{p}$; see Lemma 4.3 below.

**Theorem 4.1.** Let $\bar{p} \in M$ be a weak Pareto optimum of (2.4) such that

$$d^2(p_k, p^*) \leq \mu \varphi(p_k) \leq \mu \rho^{2k} \varphi(p_0) \quad \text{for each } k \in \mathbb{N},$$

where $\mu := \frac{2R}{(1-\rho)^2}$ and $\rho := \sqrt{1 - \frac{\alpha \beta (1-\sqrt{\sigma})^2}{2}}$.

**Proof.** Note by definition that $\varphi(\bar{p}) = 0$. Recalling that $\varphi$ is continuous on $M$, one can choose $\delta > 0$ small enough such that $\delta < r$ and

$$\frac{1}{1-\rho} \sqrt{\frac{2R \varphi(p)}{\beta}} \leq r - \delta \quad \text{for all } p \in B(\bar{p}, \delta).$$

Below we show that $\delta$ is as desired. To this end, let $\{p_k\}$ be a sequence generated by Algorithm 2.1 with initial point $p_0 \in B(\bar{p}, \delta)$. Then by step 3 of Algorithm 2.1 and (2.20), the following relation holds for each $k, l \in \mathbb{N}$,

$$d^2(p_{k+l+1}, p_{k+l}) \leq R t_{k+l} \|v_{k+l}\|^2 \leq \frac{2R(\varphi(p_{k+l}) - \varphi(p_{k+l+1}))}{\beta} \leq \frac{2R \varphi(p_{k+l})}{\beta}$$

(notating $t_k \in (0, R]$ and $\varphi(p) \geq 0$ for all $p \in M$). We first show inductively that

$$\{p_k\} \subseteq B(\bar{p}, r).$$

Clearly, (4.6) holds for $k = 0$. Now assume that

$$\{p_j : j = 0, 1, \ldots, k\} \subseteq B(\bar{p}, r).$$

Then, it follows from (2.10) and (4.2) that

$$\|v_j\|^2 \geq (1 - \sqrt{\sigma})^2 \|v(p_j)\| \geq \alpha(1 - \sqrt{\sigma})^2 \varphi(p_j) \quad \text{for all } j = 0, 1, \ldots, k.$$

Hence, for all $j = 0, 1, \ldots, k$, one checks from (2.20) that

$$\varphi(p_{j+1}) \leq \varphi(p_j) - \frac{\beta t_j}{2} \|v_j\|^2 \leq \varphi(p_j) - \frac{\alpha(1 - \sqrt{\sigma})^2 \beta t_j}{2} \varphi(p_j) \leq \rho^2 \varphi(p_j).$$

Thus, we get that

$$\varphi(p_j) \leq \rho^{2j} \varphi(p_0) \quad \text{for all } j = 0, 1, \ldots, k.$$

This, together with (4.3), implise that for all $j = 0, 1, \ldots, k$,

$$d^2(p_{j+1}, p_j) \leq \rho^{2j} \frac{2R \varphi(p_0)}{\beta}.$$
and so
\[
\begin{align*}
    d(p_{k+1}, \bar{p}) & \leq \sum_{j=0}^{k} d(p_{j+1}, p_{j}) + d(p_{0}, \bar{p}) \\
    & \leq \sum_{j=0}^{k} \sqrt{\rho_{j}^2 \frac{2R\varphi(p_{j})}{\beta}} + d(p_{0}, \bar{p}) \\
    & \leq \frac{1}{1-\rho} \sqrt{\frac{2R\varphi(p_{0})}{\beta}} + d(p_{0}, \bar{p}) \\
    & \leq r - \delta + \delta = r,
\end{align*}
\]
where the last inequality is by the choice of \(\delta\) (see (4.4)). Thus, (4.6) is valid by mathematical induction. Furthermore, by the arguments for proving (4.6), we see that (4.8) and (4.9) hold for all \(j \in \mathbb{N}\). Hence the following relations hold for each \(k, l \in \mathbb{N}\):
\[
\begin{align*}
    & \varphi(p_{k+l}) \leq \rho^{2l} \varphi(p_{k}) \quad \text{and} \quad \varphi(p_{k}) \leq \rho^{2k} \varphi(p_{0}).
\end{align*}
\]
Recalling \(\varphi(p_{k}) \geq 0\) for each \(k\), there holds
\[
\lim_{k \to \infty} \varphi(p_{k}) = 0.
\]
Combing (4.5) and (4.10) yields that
\[
\begin{align*}
    d(p_{k+l+1}, p_{k+l}) & \leq \rho^{l} \sqrt{\frac{2R\varphi(p_{k})}{\beta}} \quad \text{for any} \ k, l \in \mathbb{N},
\end{align*}
\]
and then
\[
\begin{align*}
    d(p_{k+l}, p_{k}) & \leq \sum_{j=1}^{l} d(p_{k+j}, p_{k+j-1}) \leq \frac{1}{1-\rho} \sqrt{\frac{2R\varphi(p_{k})}{\beta}}.
\end{align*}
\]
Thus, in view of (4.11), the sequence \(\{p_{k}\}\) is a Cauchy sequence, and then \(\{p_{k}\}\) converges to some point \(p^{*}\) satisfying \(\varphi(p^{*}) = 0\) (noting that \(\varphi\) is continuous), and so \(p^{*}\) is a weak Pareto optimum of (2.4). Letting \(l\) goes to infinite in (4.12) and noting the second item of (4.10), we have that
\[
\begin{align*}
    d(p_{k}, p^{*}) & \leq \frac{1}{1-\rho} \sqrt{\frac{2R\varphi(p_{k})}{\beta}} \leq \frac{1}{1-\rho} \sqrt{\frac{2R\varphi(p_{0})}{\beta}} \rho^{k}.
\end{align*}
\]
Hence, (4.3) is seen to hold, completing the proof.

Remark 4.2. Theorem 4.1 establishes the linear convergence property of Algorithm 2.1 without locally quasi-convex assumption, which seems new even in linear spaces setting. Furthermore, in the case when the multiobjective optimization is reduced to scalar optimization (i.e., \(I = \{1\}\)), our result improves sharply the corresponding result in [24] in the sense that we remove the local quasi-convexity assumption.

The following lemma provides a sufficient condition for the step size sequence \(\{t_{k}\}\) generated by the Armijo step sizes to have a positive lower bound.

Lemma 4.3. Let \(\bar{p} \in M\) be such that assumption (3.5) holds, and suppose that \(JF(\cdot)\) is Lipschitz continuous around \(\bar{p}\). Then, there exist \(\delta > 0\) and \(t > 0\) such that, for any \(p_{0} \in B(\bar{p}, \delta)\), if Algorithm 2.1 employs the Armijo step sizes and the generated sequence \(\{p_{k}\}\) satisfies (3.19), then the generated step sizes \(\{t_{k}\}\) satisfies that \(\inf_{k \in \mathbb{N}} t_{k} \geq t\).
Proof. By assumption, Theorem 3.5 is applicable to getting that, for any $\delta > 0$, there exist $\delta, \hat{\delta} > 0$ satisfying $\delta < \hat{\delta} < \frac{\delta}{2}$ with the property stated there. Without loss of generality, we may assume further that $3\nu^{-1}\hat{\delta} < r_{cvx}(\bar{p})$, and there exists $L > 0$ such that for each $i \in I$,

\begin{equation}
\|\nabla f_i(p) - P_{p,q}\nabla f_i(q)\| \leq Ld(p,q) \quad \text{for any } p, q \in B(\bar{p}, 3\nu^{-1}\hat{\delta})
\end{equation}

(where $\nu$ is chosen by the Armijo step size rule (2.18)).

Let $t := \min \left\{ \nu, \frac{\nu(1-\beta)}{2L} \right\}$. Below, we show that $t, \hat{\delta}$ are as desired. To do this, let $p_0 \in B(\bar{p}, \delta)$, and let $\{t_k\}$ and $\{p_k\}$ be the generated Armijo step sizes and the generated sequence by Algorithm 2.1 with initial point $p_0$, respectively. Now fix $k$ and assume that $t_k \leq \nu$. Then, by (2.18), we see that there exists $i \in I$ such that

\begin{equation}
f_i(\gamma_k(\nu^{-1}t_k)) - f_i(p_k) \geq \nu^{-1}\beta t_k \langle \nabla f_i(p_k), v_k \rangle.
\end{equation}

Noting that $B(\bar{p}, \delta)$ is strongly convex, one sees that $\gamma_k([0, t_k])$ is the unique minimal geodesic joining $p_k$ to $p_{k+1}$. Therefore $t_k \|v_k\| = d(p_k, p_{k+1})$, and it follows that

$$d(p_k, \gamma_k(\nu^{-1}t_k)) \leq \nu^{-1}t_k \|v_k\| = \nu^{-1}d(p_k, p_{k+1}) \leq 2\nu^{-1}\hat{\delta},$$

(see Theorem 3.5(i) for the last inequality). Thus, using the triangle inequality and noting that $1 < \nu^{-1}$, one checks that $\gamma_k(\nu^{-1}t_k) \in B(\bar{p}, 3\nu^{-1}\hat{\delta})$ because

$$d(\bar{p}, \gamma_k(\nu^{-1}t_k)) \leq d(\bar{p}, p_k) + \nu^{-1}d(p_k, p_{k+1}) \leq 3\nu^{-1}\hat{\delta}.$$ 

Using the mean value theorem, we can choose $\bar{t}_k \in (0, t_k)$ to satisfy that

\begin{equation}
f_i(\gamma_k(\nu^{-1}t_k)) - f_i(p_k) = \langle \nabla f_i(\gamma_k(\nu^{-1}\bar{t}_k)), \nu^{-1}t_k P_{\gamma_k, \gamma_k(\nu^{-1}\bar{t}_k), p_k} v_k \rangle.
\end{equation}

Since

$$\langle \nabla f_i(\gamma_k(\nu^{-1}\bar{t}_k)), P_{\gamma_k, \gamma_k(\nu^{-1}\bar{t}_k), p_k} v_k \rangle = \langle P_{\gamma_k, \gamma_k(\nu^{-1}\bar{t}_k)} \nabla f_i(\gamma_k(\nu^{-1}\bar{t}_k)) - \nabla f_i(p_k), v_k \rangle + \langle \nabla f_i(p_k), v_k \rangle \leq \nu^{-1}t_k L \|v_k\|^2 + \|\nabla f_i(p_k)\| \cdot \|v_k\| + \langle \nabla f_i(p_k), v_k \rangle,$$

where the last inequality holds by (1.13) (as $\gamma_k(\nu^{-1}\bar{t}_k) \in B(\bar{p}, 3\nu^{-1}\hat{\delta})$), it follows from (1.15) that

$$f_i(\gamma_k(\nu^{-1}t_k)) - f_i(p_k) \leq \nu^{-1}t_k(\nu^{-1}t_k L \|v_k\|^2 + \langle \nabla f_i(p_k), v_k \rangle).$$

Combining this and (4.14), we conclude that

$$0 \leq \nu^{-1}t_k L \|v_k\|^2 + (1 - \beta) \langle \nabla f_i(p_k), v_k \rangle.$$

Hence, it follows from (2.9) that

$$0 \leq \left( \nu^{-1}t_k L + (1 - \beta) \left( -\frac{1}{2} \right) \right) \|v_k\|^2.$$
This implies that $t_k \geq \frac{\nu(1-\beta)}{2L}$ (in the case when $t_k \leq \nu$), and so $\inf_{k\in\mathbb{N}} t_k \geq \min\left\{\nu, \frac{\nu(1-\beta)}{2L}\right\}$ as desired to show.

□

5. Global convergence

The following theorem regards the global convergence and the linear convergence of Algorithm 2.1. We emphasize that the convergence result as well as the linear convergence rate of Algorithm 2.1 is independent of the curvatures of $M$.

**Theorem 5.1.** Suppose that the sequence $\{p_k\}$ generated by Algorithm 2.1 has a cluster point $\bar{p}$. Then, the following assertions hold:

(i) If (3.5) holds, then $\{p_k\}$ converges to $\bar{p}$.

(ii) If $\bar{p}$ is a weak Pareto optimum of (2.4), $\inf_{k\geq0} \{t_k\} > 0$ and assumption (4.2) holds, then $\{p_k\}$ converges linearly to $\bar{p}$.

**Proof.** Noting that (3.19) is naturally satisfied as $\{F(p_k)\}$ is non-increasing monotone and $\bar{p}$ is a cluster point, we get from Theorem 3.5(i) that there exists $\delta > 0$ such that any sequence generated by Algorithm 2.1 with initial point in $B(\bar{p}, \delta)$ is convergent. Now $\bar{p}$ is a cluster point, so there exists some $k_0 \in \mathbb{N}$ such that $p_{k_0} \in B(\bar{p}, \delta)$. Thus, $\{p_k\}$ converges to some point, which in fact equals to $\bar{p}$ and assertion (i) holds.

With a similar argument that we did for assertion (i), but using Theorem 4.1 instead of Theorem 3.5(i), one sees that assertions (ii) holds. The proof is complete.

The following lemma provides some sufficient conditions ensuring the boundedness of the sequence $\{p_k\}$ generated by Algorithm 2.1 (and so the existence of a cluster point). Set

\[ \mathcal{L}_0 := \{p \in M : F(p) \preceq F(p_0)\}. \]

**Lemma 5.2.** Let $\{p_k\}$ be a sequence generated by Algorithm 2.1 with initial point $p_0$. Then, $\{p_k\}$ is bounded provided one of the assumptions (a) and (b) holds:

(a) $\mathcal{L}_0$ is bounded.

(b) $\mathcal{L}_0$ is totally convex with its curvatures being bounded from below and $F$ is quasi-convex on $\mathcal{L}_0$ (e.g., $F$ is quasi-convex on $M$ and $M$ is of lower bounded curvatures).

**Proof.** Note that $\{p_k\} \subseteq \mathcal{L}_0$ as $\{F(p_k)\}$ is non-increasing monotone. Then, $\{p_k\}$ is clearly bounded under assumption (a). Under assumption (b), with a similar argument as in the proof for [38, Theorem 3.7], one can check that $\{p_k\}$ is bounded.

□

The following corollary is immediate from Theorem 5.1 and Lemma 5.2. Particularly, the global convergence result (assertion (i)) under assumption (b) in Lemma 5.2 extends the corresponding one in [38, Theorem 3.7] which was established for the case when Algorithm 2.1 employs the Armijo step.
sizes (noting that in this case any cluster point $\bar{p}$ of a generated sequence satisfies (3.5) by Proposition 2.11(iii)). As for assertion (ii), as far as we know, it is new even in the linear space setting.

**Corollary 5.3.** Suppose that one of assumptions (a) and (b) in Lemma 5.2 holds. Then, any sequence $\{p_k\}$ generated by Algorithm 2.1 has at least a cluster point $\bar{p}$; furthermore, if $\bar{p}$ satisfies (3.5), then assertions (i) and (ii) in Theorem 5.1 hold.
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