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Abstract—In the context of searching for COVID-19 related scientific literature, we present an information retrieval methodology for effectively finding relevant publications for different information needs. We discuss different components of our architecture consisting of traditional information retrieval models, as well as modern neural natural language processing algorithms. We present recipes to better adapt these components to the case of an infodemic, where, from one hand, the number of publications has an exponential growth and, from the other hand, the topics of interest evolve as the pandemic progresses. The methodology was evaluated in the TREC-COVID challenge, achieving competitive results with top-ranking teams participating in the competition. In retrospect to this challenge, we provide additional insights with further useful impacts.
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I. INTRODUCTION

In parallel to its public health crisis with vast social and economic impacts, the COVID-19 pandemic has resulted in an explosive surge of activities within scientific communities and across many disciplines [1]. The number of publications related to the pandemic has had an exponential growth since early 2020 when the pandemic was officially announced. In addition to the volume and velocity of the generated data, the heterogeneity of the data as a result of the typical variety of concept naming found in the biomedical field (e.g., COVID-19, SARS-COV2, Coronavirus disease 19, etc.), spelling mistakes (e.g., chloroquin, hydroxychloroquine), and the different collection types (scientific reports, grey literature, preprint archives, etc.), among others, make searching and finding relevant literature within these corpora an important challenge.

To help clinical researchers, epidemiologists, medical practitioners and healthcare policy makers, among others, find the most relevant information for their needs, effective information retrieval models for these large and fast changing corpora became then a prominent necessity. The information retrieval community, in turn, has responded actively and quickly to this extraordinary situation and has been aiming at addressing these challenges. To facilitate research for all the communities involved, the COVID-19 Open Research Dataset (CORD-19) [2] collection was built to maintain all the related publications to the family of corona-viruses. This dataset helped research in various directions and several tasks are build around it, including NLP-related tasks like question answering and language model pre-training, and information retrieval challenges in Kaggle †, as well as the TREC-COVID ‡.

The TREC-COVID [3], [4] challenge ran in 5 rounds, each asking for a particular set of information needs to be retrieved from the publications of the CORD-19 collection. During each round of the TREC-COVID challenge, the participants were asked to rank documents of the CORD-19 corpus in decreasing order of the likelihood of containing answers to corresponding query topics. At the end of each round, experts provided judgments of the relevance of the top-ranking documents submitted by different participants using a pooling strategy [5], [3]. TREC-COVID used a ternary labeling scheme to specify the relevance of each publication-topic (document-query) pair. Although limited to the first several top-submissions of the participating teams, these relevance judgments are valuable training examples to train retrieval models for the subsequent rounds of the challenge.

More than 50 teams participated in the TREC-COVID challenge worldwide. Several of them have published their methodologies used to approach this complex task [6], [7], [8], [9], [10], [11]. These works describe different information retrieval and natural language processing (NLP) techniques, as well as how to further adapt them to the infodemic case of the COVID-19. Having participated in the TREC-COVID challenge, this paper follows the same trend by detailing our retrieval pipeline, which brought us competitive results with the top-ranking teams. The aim is to help practitioners and researchers from the information retrieval community to provide timely solutions in case of potential future infodemics.

† https://www.kaggle.com/allen-institute-for-ai/CORD-19-research-challenge
‡ https://ir.nist.gov/covidSubmit
II. RELATED WORK

A. Two-stage information retrieval

Currently, two main methodologies are used to rank documents in information retrieval systems: i) the classic query-document probabilistic approaches, such as BM25 [12] and language models [13], and ii) the learning to rank approaches, which usually post-process results provided by classic systems to improve the original ranked list [14], [15]. When there are sufficient training data, i.e., queries with relevance judgments in the case of information retrieval, learning to rank models tend to outperform classic one-stage retrieval systems [14], [16]. Nevertheless, empiric results have also shown that the re-ranking step may degrade the performance of the original rank [17]. Progress on learning to rank algorithms have been fostered thanks to the public release of annotated benchmark datasets, such as the LETOR [18] and the Microsoft Machine Reading Comprehension (MS MARCO) [19].

The learning to rank approaches can be categorised in three main classes of algorithms - pointwise, pairwise and listwise - based on whether they consider one document, a pair of documents or the whole ranking list in the learning loss function, respectively [20], [15], [14], [16]. Variations of these learning to rank algorithms are available based on neural networks [20], [15] and other learning algorithms, such as boosting trees [21]. More recently, pointwise methods leveraging the power of deep language models have attracted great attention [22], [23]. These models use the query and document learning representations provided by the language models to classify whether a document in the ranked list is relevant to query. While these two stage neural re-rankers provide interesting features, such as learned word proximity, in practice, the first stage based on classic probabilistic retrieval algorithms is indispensable, as the algorithmic complexity of the re-ranking methods makes them prohibitive to classify the whole collection [16].

B. TREC-COVID retrieval efforts

Recently, the specific case of retrieval of COVID-related scientific publications has been addressed in several efforts [6], [7], [8], [9], [10], [11]. These works follow mostly the above two-stage retrieval process. Among the first efforts is the SLEDGE system [6], where the authors detail their solutions for the first round of TREC-COVID challenge using a BM25-based ranking method followed by a neural re-ranker. An important difficulty for the first round of the challenge is the absence of labelled data. To overcome this limitation, the authors lightly tune the hyper-parameters of the first stage ranking model using minimal human judgements on a subset of the topics. As for the second stage, they use SciBERT [24] pre-trained on biomedical texts and fine tuned on the general MS MARCO set [19] with a simple cross-entropy loss. Their work provides further insights, including the usefulness of the date filtering, i.e., excluding all the publications before 1st of January 2020, as well as the effectiveness of using only specific query fields of the standard topics for both stages of search. CO-Search [8] uses a slightly different approach, wherein they incorporate semantic information, as captured by Siamese-BERT [25], also within the initial retrieval stage. Moreover, they use the citation information of publications in their ranking pipeline.

In the work of COVIDex [7], the authors provide a full-stack search engine including an active web service dedicated to the CORD-19 data. Their system follows a multi-stage ranking pipeline, where their first stage is based on the Anserini information retrieval toolkit [26]. To address the issue of length variability between the articles and to account for the lack of abstract or full-text for some of the publications, the authors study different scenarios on what to consider as the atomic unit of a document, including concatenation of abstract and title, versus a paragraph-level index. They provide different strategies for neural re-ranking. In particular, starting from round 2 of the challenge, they use the official relevance feedbacks provided by domain experts as labels to train a classification algorithm on the data from the previous round.

III. MATERIAL AND METHODS

In this section, we describe the TREC-COVID challenge and our methodology for searching COVID-19 related literature. We start by introducing the CORD-19 dataset, which is the corpus used in the competition. We then detail the queries and briefly the challenge organisation. Then, we describe our ranking methodology. Finally, we present the evaluation criteria used to score the participant’s submissions. For further details on the TREC-COVID challenge, please see [3], [4].

A. The CORD-19 dataset

A prominent effort to gather publications, preprints and reports related to the coronavirus (COVID-19, SARS, MERS) is the CORD-19 collection of the Allen Institute for Artificial Intelligence (in collaboration with other partners) [2]. As shown in Figure 1, this is a large and dynamically growing semi-structured dataset from various sources like PubMed, PubMed Central, WHO and preprint servers like bioRxiv, medRxiv, and arXiv. The dataset contains document metadata, including title, abstract, authors, among others. A diverse set of related disciplines, e.g., from virology and immunology to genetics, are represented in the collection. Throughout the challenge, the dataset was updated on a daily basis and snapshot versions representing its status at a certain time were provided to the participants for each round. In the last round of the TREC-COVID challenge, the corpus contained almost 200'000 documents.

B. The TREC-COVID query and challenge organisation

The TREC-COVID challenge provided a query set trying to capture important information needs of researchers during the pandemic from the CORD-19 collection described above [3], [4]. These needs are stated in different “topics”, where each topic consists of a “query”, a “question” and a “narrative”, as shown in Table I. The challenge comprised 5 rounds, starting
school reopening coronavirus

With the possibility of schools re-opening while the COVID-19 pandemic is still ongoing, this topic is looking for evidence or projections on what the potential implications of this are in terms of COVID-19 cases, hospitalizations, or deaths, as well as other benefits or harms to re-opening schools. This includes both the impact on students, teachers, families, and the wider community.

TABLE I: An example of an information need “topic” (# 48 out of 50) from the TREC-COVID challenge with 3 fields.

---

C. Proposed methodology

Fig. 2 shows the different components of our proposed retrieval system. These components can be divided into 3 main categories: i) first-stage retrieval using classic probabilistic methods; ii) (neural) re-ranking models; and iii) rank fusion algorithms. In the next sections, we detail these different components.

1) First-stage retrieval: We first apply a set of preprocessing steps to the publication texts. This includes lower-casing, removal of symbols, Porter stemming, as well as enrichment of some COVID-related keywords with a set of synonyms, which is a minimal set of commonly occurring variations of keywords that we manually extract, e.g., “covid-19”, “sars-cov-2”, . . .

Our implementation of the indexing is based on the Elastic-search framework, where we use 3 separate indices for each round of the challenge. In particular, we use the classical BM25 [27], DFR [28] and the LMD [29] as our basic indices.

These methods are based on the general idea of bag-of-words-based ranking, where a histogram of tokenized words within a document replaces the text of the document. This idea, while neglecting the relative position of words in documents, brings about the significant advantage of using the inverted-file structure, where the query words can find the frequency of their occurrences within the documents very efficiently since these histogram-like statistics are calculated once and offline.

This efficiency of inverted-files is the core basis of very-large size retrieval systems, making the bag-of-words-based ranking an indispensable part of information retrieval. However, simply scoring the documents by their frequency count of the query words provides poor results, since commonly occurring words (like the article “the” in English) will dominate the score.

A re-weighting of the words is used using the “tf-idf” framework, which is the product of term-frequency and the inverse document frequency statistics. Denote \( f(t,d) \) as the number of times a term \( t \) appears in a document \( d \) within a collection \( C \). The basic tf-idf is calculated as:

\[
\text{tf-idf}(t, d; C) = \text{tf}(t, d) \cdot \text{idf}(t; C) = \log (1+f(t,d)) \cdot \log \left( \frac{|C|}{n_t} \right),
\]

where \( n_t \) is the number of documents containing the term \( t \), and \( |C| \) is the size of the collection.

Okapi BM25 [27] is based on tf-idf and is a very popular and effective ranking function. For a query \( q \) containing \( \{q_1, \cdots, q_i, \cdots, q_n\} \) terms, the score of each document in the collection is calculated as:

\[
s(d; q, C) = \sum_{1=1}^{n} \text{idf}(q_i; C) \cdot \frac{f(q_i, d) \cdot (k_1 + 1)}{f(q_i, d) + k_1 \cdot \cdot \cdot \cdot (1 - b + b \cdot \frac{|d|}{\mathbb{E}[|D|]})},
\]

where \( |d| \) is the length of the document \( d \), \( \mathbb{E}[|D|] \) is the average length of the documents in the collection \( C \), and \( b_1 \) and \( k \) are the hyper-parameters of the model to be tuned.

As another probabilistic model for information retrieval, we also use the DFR [28] which measures the divergence from randomness of the frequency of a term in a document. We furthermore use the LMD [29], which is a language model-based retrieval with Dirichlet-prior smoothing. In a retrieval
context, a language model specifies the probability that a document generated a query, and smoothing is used to avoid overfitting. Each of these models has one hyper-parameter to tune.

At each round of the challenge (except for the first round), we minimally fine-tune the basic hyper-parameters of each index by cross-validation. As an example, to tune the $b$ and $k$ for the BM25 index of round 3, we take the index of round 2 and submit the topics of round 2 and tune the hyper-parameters for the best $P@10$ w.r.t. the relevance judgments of round 2 (excluding round 1). We then preset the index of round 3 with these values.

A particularly effective technique in the case of TREC-COVID (also adopted by some other participating teams) is filtering documents based on their publication dates. As for our submissions, we cut off all publications before December 2019, when the outbreak was first detected. This reduces a bit the recall, but highly improves the precision.

Finally, we use the Reciprocal Rank Fusion [30] to combine the results of different retrieval runs. This is a very simple, yet highly effective technique to re-score the retrieval list based on the scores of multiple retrieval lists. We used the standard hyper-parameter ($k = 60$), and noticed consistent improvement in different experiments.

**Querying strategies:** Apart from the indexing models which we discussed above, the creation of the indices, as well as the querying strategies can have substantial impacts on the retrieval performance. In particular, the atomic unit of index, i.e., the “document” in the IR language can be defined in different ways. Also, different components of the query can be arranged in different ways.

As for the atomic document, we notice that separately indexing each of the paragraphs of the publications does not provide a noticeable advantage, so we consider each publication as the basic unit. We consider the title and abstract of the publications as separate fields for our index, and use full-text of them, if possible to download from PubMed Central.

We submit queries to the index in a combinatorial way, in terms of these fields, as well as the fields of the topics. This means that, for each of the “query”, “question” and “narrative” parts of each of the challenge “topics”, we submit a separate query for each of the title and abstract fields of the publications. This provides us with 6 queries for each topic that we submit to each of the 3 indices. We simply sum up the scores of each of these queries together to provide us with an initial list for each index.

2) Neural re-ranking stage: The above models are all based on bag-of-words like statistics, where essentially, we only look at the histogram of words in a document and neglect the sequential nature of text. Significant achievements have been made within the NLP communities to take the sequential nature of language into consideration. Many neural network-based language models have been proposed.

A seminal effort in this direction is BERT [22], showing
significant success in a wide range of NLP tasks. This is based on a bi-directional version of the famous transformer architecture [31], and is pre-trained with the tasks of masked language modeling, as well as next sentence prediction. Ever since BERT was introduced, several works tried to augment its performance. A successful work in this direction is RoBERTa [32], using larger and more diverse corpora for pre-training, as well as removing the next sentence prediction task, but using a novel masked language modeling. While it needs larger compute power, it noticeably improves the performance of BERT across different tasks. Another similar effort is the XLNet [33] with a permutation-based masking, showing consistent improvement over BERT.

In our pipeline, after the first-stage retrieval, we use neural language models to fine-tune our results. Fig. 3 sketches the general idea of how we use a transformer into our pipeline. So for each query topic at round 4, we take a list of top 1000 publications retrieved and use the relevance judgments of round 4 to classify them under \{1, 2, 3\} relevance classes. For this, we use the [CLS] token of neural language models and use the cross-entropy loss for the classification. We limit the input to the neural models to 512 tokens.

We learn a BERT, a RoBERTa and an XLNet separately using the above strategy and combine the re-ranked lists for each of these models for round 5 using the RRF technique.

Another element in this stage of our pipeline is to use explicit learning to rank losses. While the BERT-based classification was an instance of a simple point-wise ranking loss, more intricate losses are possible. A successful algorithm is LambdaMART [15] which uses a pair-wise loss and is based on gradient-boosted decision trees.

3) Submitted runs: With the elements discussed thus far, Table II summarizes our submitted runs for round 5 of TREC-COVID.

Our first run bm25-bs is the baseline BM25 and our second run bm25-dfr-lmd-rrf is fusion of BM25, DFR and LMD with the RRF technique. Run3 trf-brx-rrf uses the fusion of BERT, RoBERTa and the XLNet each trained independently from the ranked list of run2 as detailed above. On top of these, run4 ir-bdl-trf-brx-lm re-ranks the results based on LambdaMART, while run5 ir-bdl-trf-brx-rrf combines them again with run2 using RRF. Run6 bdl-brx-logit takes the classic IR features, along with neural language model features and simply uses logistic regression to re-rank the results. Finally, run7 ir-trf-logit-rrf merges it with run3 and run5 using RRF.

D. Evaluation criteria

Per each of the queries, the retrieval pipeline provides an ordered list of candidate publications. The quality of the returned list of candidates is evaluated against the relevance judgments provided by the trec-evaluators, and is measured by the following metrics.

**Precision at K** ($P@K$), simply measures the ratio of relevant publication in the top-$K$ items returned. More precisely:

$$P@K = \frac{\sum_{q=1}^{Q} \text{#of relevant documents to query } q \text{ in top-}K}{K}$$

where $q = \{1, \cdots, Q\}$ is the set of queries (topics) of the challenge. Note that both the “highly relevant” and “somehow relevant” documents are considered simply as relevant documents with the same weight.

**Non-Discounted Cumulative Gain at K** ($\text{NDCG}@K$) takes into account the degree of relevance $\text{rel}_q(d_t)$ of the document $d$ returned at position $t$ for the query $q$, as well as the position in which the document is presented in the submitted run. This is to give increasingly less importance as the position of a publications increases in the list.

This measure is based on the $\text{DCG}_q@K$, defined as:

$$\text{DCG}_q@K = \sum_{t=1}^{K} \frac{\text{rel}_q(d_t)}{\log_2(t+1)},$$

as well as the $\text{IDCG}_q@K$ which measures its ideal value, and is normalized and averaged over all queries as:

$$\text{NDCG}@K = \frac{1}{Q} \sum_{q=1}^{Q} \frac{\text{DCG}_q@K}{\text{IDCG}_q@K}.$$  

These two measures, however, do not directly take into account the “recall” and are based on “precision”.

**Mean Average Precision (MAP)** also takes into account the recall of the retrieval, and is defined as the area under the precision-recall curve averaged over all queries:

$$\text{MAP} = \frac{1}{Q} \sum_{q=1}^{Q} \int_{0}^{1} p_q(r)dr,$$  

where $p_q(r)dr$ is the precision-recall curve. In practice, this curve is discretized and a finite sum is used instead of the integral.

**Binary Preference (Bpref)** measures how frequently relevant publications are ranked before non-relevant ones. This is more robust than the above measures to the missing values of the relevance judgments and is defined as:

$$\text{Bpref} = \frac{1}{R} \sum_{r=1}^{R} \left( 1 - \frac{\lfloor \frac{n}{R} \rfloor}{R} \right),$$

where $R$ is the number of judged relevant documents that were retrieved, $r$ is one of those, and $n$ is an irrelevant document that was retrieved in a list of size $R$.

IV. RESULTS

Table III shows the official results of the leading submitted runs of each team for the 5th round of TREC-COVID, where we ranked 4th out of the 22 participating teams. Table IV sketches the results of each of our 7 submitted runs. In order to see the effect of each of the components of our runs (sketched in Fig. 2 and summarized in Table II), Fig. 4 shows the cumulative effect of each of these runs on the final performance. Note that in our submitted runs, each run is not
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For a figure as inputs to the pre-trained transformer, the topics and candidate publications are separated by the [CLS] tag. Moreover, position embedding to enforce the sequential structure of text, as well as sentence embedding are added to the main embedding for each token. The output of the special [CLS] token is finally used to determine the relevance of the candidate publication to the queried information topic.

M1: bm25-bs Baseline BM25 model using the metadata index and trained on round 4 queries.

M2: bm25-dfr-lmd-rrf A combination of BM25, DFR and LM Dirichlet runs using RRF (k = 60) on metadata and full text indices.

M3: trf-brx-rrf A combination of deep neural language models (BERT, RoBERTa and XLNet) runs, fine tuned on round 4 QREL and combined using RRF (k = 60). Classic IR models (BM25, DFR, XLNet) was used as the baseline run.

M4: ir-bdl-trf-brx-ln A learning-to-rank model using the LambdaMART algorithm with features from classic information retrieval models (BM25, DFR and LM Dirichlet) and deep neural language models (BERT, RoBERTa and XLNet) extracted from metadata and full text indices.

M5: ir-bdl-trf-brx-rf A combination of classic information retrieval models (BM25, DFR and LM Dirichlet) with neural language models. RRF (k = 60) was used to combined the runs.

M6: bdl-brx-logit A logistic regression model trained on round 4 QREL using features (query, question, narrative, title, abstract, etc.) of the BM25, DFR and LM Dirichlet information retrieval models and deep neural language models (BERT, RoBERTa and XLNet).

M7: ir-trf-logit-rrf A combination of information retrieval (BM25, DFR, LM Dirichlet), neural language (BERT, RoBERTa, XLNet) and logistic regression models trained on round 4 QREL. RRF (k = 60) was used to combined the runs.

TABLE II: Description of each run-tag used in Table IV. Refer to Fig. 2 for a pictorial description.

Fig. 4: Transformer-based retrieval used within the second stage of our retrieval pipeline. As inputs to the pre-trained transformer, the topics and candidate publications are separated by the [CLS] tag. Moreover, position embedding to enforce the sequential structure of text, as well as sentence embedding are added to the main embedding for each token. The output of the special [CLS] token is finally used to determine the relevance of the candidate publication to the queried information topic.

Fig. 4: Cumulative contribution of each run on the overall performance in terms of NDCG@20.

Apart from the obvious BM25 baseline, the most significant contribution comes from the inclusion of neural language models. It is important to notice the consistent benefit of Reciprocal Rank Fusion, which always tends to improve the results. Interestingly, the effect of LambdaMART seems to be detrimental for P@10, NDCG@20 and MAP, but beneficial for Bpref. Also, logistic regression, when applied alone provides poor results, but helps when combined with other runs.

A. Per-topic performance

To get a per-topic picture of our performance, Fig. 6 shows the performance of our ir-bdl-trf-brx-ln run per each of the 50 topics in comparison to the submissions from other participants to the challenge and in terms of Bpref.

To further analyze the effect of different runs per each of the topics, Fig. 6 shows the NDCG@20 for our run2: bm25-dfr-lmd-rrf with classical IR and run7: ir-trf-logit-rrf with neural re-ranking.

As is clear from the figure, while the average performance has significantly improved in run7 compared to run2, the topics which perform the worst (#12, #19 and #50) in run7, are also among the worst performing topics in run2. This shows that in this double-stage retrieval, not surprisingly, the low
TABLE III: Official leader-board of the final round of TREC-COVID

| team                  | NDCG@20 | P@20 | rdp_p5 | Bpref | map    |
|-----------------------|---------|------|--------|-------|--------|
| Unique-ptr            | 0.8496  | 0.876| 0.9399 | 0.6378| 0.4731 |
| covidex               | 0.8311  | 0.846| 0.937  | 0.533 | 0.3922 |
| Elhuyar-NLP-team      | 0.8116  | 0.834| 0.9028 | 0.6284| 0.4169 |
| risklick (ours)       | 0.7956  | 0.826| 0.88   | 0.5759| 0.3789 |
| Udel-fang             | 0.7929  | 0.827| 0.8988 | 0.5555| 0.3682 |
| CIR                   | 0.7921  | 0.832| 0.8885 | 0.5735| 0.3983 |
| uogTr                 | 0.7913  | 0.842| 0.8683 | 0.5709| 0.3901 |
| UCD-CS                | 0.7859  | 0.844| 0.8457 | 0.4488| 0.3348 |
| sabir                 | 0.7791  | 0.821| 0.8902 | 0.6078| 0.4061 |
| mpiid5                | 0.7761  | 0.811| 0.862  | 0.5873| 0.3903 |
| U IowaS               | 0.7719  | 0.82 | 0.8657 | 0.573 | 0.3768 |
| anserini              | 0.7346  | 0.779| 0.8424 | 0.5103| 0.328  |
| BioinformaticsUA      | 0.6879  | 0.726| 0.8251 | 0.5205| 0.2614 |
| WiscIRLab             | 0.6877  | 0.74 | 0.7987 | 0.5748| 0.3254 |
| UH_UAQ                | 0.6788  | 0.701| 0.8045 | 0.3925| 0.2448 |
| SFDC                  | 0.6772  | 0.715| 0.7939 | 0.5253| 0.3089 |
| BRPHJ                 | 0.6731  | 0.711| 0.7667 | 0.4506| 0.2836 |
| xj4wang               | 0.6685  | 0.703| 0.7767 | 0.5254| 0.2647 |
| HKPU                  | 0.6494  | 0.704| 0.7226 | 0.4883| 0.2973 |
| CSIROmed              | 0.6439  | 0.672| 0.773  | 0.4013| 0.2223 |

Fig. 5: Difference of the Bpref to the median of all submissions per each topic of round 5.

V. DISCUSSION

We mentioned in III-C1 about the effect of excluding publications before the detection of the outbreak, which are about other coronaviruses before the SARS-COV-2. The effect recall associated to the classical IR stage is imposed to the neural re-ranking, no matter how powerful they are.

An interesting case is topic # 19, where apparently most teams performed very poorly. This can be seen in Fig. 7, where the number of relevant publications judged by TREC-COVID domain experts are very low.
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Fig. 8: Distribution of the publication dates of the “highly relevant” articles for each of the 5 rounds of TREC-COVID.

As is clear from the figure, more recent publications tend to have a higher probability of being more relevant to the information need. This is somehow expected in the case of a pandemic where new evidence is arriving with an explosive rate, possibly refuting the older knowledge.

VI. CONCLUSIONS

For the case of the COVID-19 pandemic, we presented our information retrieval pipeline to find the most relevant publications to different information needs. As the global pandemic continues, the amount of scientific publications grows in an unprecedented rate causing an infodemic within the many different disciplines involved. From the other hand, finding the most relevant answers to different information needs within this huge volume of data becomes of utmost necessity.

To help medical doctors and practitioners, as well as healthcare decision makers and other researchers, our information retrieval pipeline can provide a potential solution to this unique situation. We detailed the different components of this pipeline, including the traditional index-based information retrieval solutions, the modern NLP-based neural network solutions, as well as many insights and practical recipes to increase the quality of information retrieval of scientific publications targeted to the case of a pandemic. We grounded our results to the TREC-COVID challenge, where around 50 different teams participated in 5 rounds of competition. We showed very competitive results as judged by the official leaderboard of the challenge.

Apart from the case of COVID-19, we believe our solutions can also serve useful for other potential infodemics in the future.
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