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This article presents GRAM (GPU-based Runtime Adaption for Mixed-precision) a framework for the effective use of mixed precision arithmetic for CUDA programs. Our method provides a fine-grain tradeoff between output error and performance. It can create many variants that satisfy different accuracy requirements by assigning different groups of threads to different precision levels adaptively at runtime. To widen the range of applications that can benefit from its approximation, GRAM comes with an optional half-precision approximate math library. Using GRAM, we can trade off precision for any performance improvement of up to 540%, depending on the application and accuracy requirement.

CCS Concepts: • Software and its engineering → Source code generation; • Computing methodologies → Graphics processors; • Mathematics of computing → Approximation;

Additional Key Words and Phrases: GPU, approximate computing, half precision, mixed precision

1 INTRODUCTION

In recent years, along with the emergence of deep learning and data analytics, approximate computing has regained prominence. A common characteristic among these applications is the use of floating point—which itself is an approximation of real number arithmetic. One of the most widely adopted techniques for approximation in commodity hardware is to use lower precision formats. Furthermore, many hardware vendors have started to provide low precision format as alternatives to the widely used IEEE float (FP32) and double (FP64) types in traditional hardware. Most notably, the introduction of half precision (FP16) in GPUs by both Nvidia and AMD have sparked a general interest in using lower precision data types. Mixed precision for deep learning and tensor-core-based applications [11, 28] can be enabled by re-engineering the BLAS libraries and frameworks to support tensor operations in FP16. However, the same is not true for more general applications, especially those that do not use BLAS libraries. In this article, we introduce GRAM (GPU-based...
Runtime Adaption for Mixed-precision), a mixed precision framework that solves this problem. Traditionally, mixed precision tuning frameworks on CPU applications try to search for a subset of variables that can be switched to lower precision for performance gains. This strategy is adopted to some recent works to support GPU applications. However, GPU applications are usually data-parallel and inherently different from CPU applications. Adopting the same searching strategy and precision mixing method may not be beneficial.

The main difference between GPU and CPU programs is that the data dimension (number of data elements) is changing and usually larger than the number of variables for the former. As a result, other approximation techniques on GPUs [24, 40, 47] have exploited the data dimension to provide tradeoff between performance and error. However, these approximations usually result in higher error than what mixed precision tuning can yield.

Based on the above observation, the key innovation in GRAM is to treat the mixed precision tuning problem on GPU applications in a way that is similar to other data-wise approximations. Instead of allocating variables using different precisions, we allocate data elements to precision levels. This technique is analogous to a milder version of loop perforation on CPU programs. The “perforated” loops are replaced with low precision computation instead of removing the computation completely.

Given an original CUDA program and a user-defined accuracy objective, GRAM will automatically generate a mixed-precision version that achieves the accuracy using a performant combination of FP16 and FP32. The same strategy works for mixing FP32 and FP64. In summary, our contributions are as follows:

- We introduce a data-wise precision tuning strategy that generates a mixed-precision version for CUDA programs with hundreds of tradeoff points that can be changed at runtime.
- We are the first to introduce an effective method to mix half2 type of FP16 with FP32. The effect of using half precision on error of various applications is also reported.
- Our method can work well either independently or as a complement to traditional mixed-precision tuning techniques to better exploit the performance-accuracy tradeoff in large programs.
- As far as we know, GRAM is the only framework that allows for varying the mix of precision at runtime.

The rest of this article is organized as follows: Section 2 briefly reviews mixed precision tuning methods and GPU programming. Section 3 presents the challenges faced and how we solved them. Sections 4 and 5 give the full details of GRAM. Section 6 shows the experimental results, followed by the related works survey and conclusion.

2 BACKGROUND

2.1 Mixed Precision Tuning

There has been extensive research on using mixed precision floating point in programs. Given a program that performs a significant amount of floating point arithmetic operations, the safe choice for most programmers will be to have all variables represented in the higher precision (FP64). However, that choice is usually too conservative. Previous works in mixed-precision tuning methods [4, 27, 39] have shown that most of these variables are actually approximable. By reducing the precision of these variables (usually to FP32), the performance of these programs will most likely improve on many platforms. However, the choice of which variables to have in low precision affects the output error. Therefore, it is important to find a suitable mix of precision in the program that meets some user given accuracy threshold while maximizing performance. The most common
approach to this problem is some form of smart searching and analysis [27, 39]. We will give a thorough review of such techniques in Section 7.

Interestingly, while the CUDA platform was introduced some 10 years ago, only recently have techniques for mixed precision tuning specifically for CUDA programs emerged. The current state-of-the-art techniques, namely, ADAPT [27], GPUMixer [22], and AMPT-GA [21] can target CUDA programs. However, all of the works are variable-wise tuning and can only work well on mixing FP32 and FP64. The support for newly introduced FP16 type is limited due to challenges involving the use of the half2 datatype. Also, because GPU programs are highly data-parallel, switching variables to lower precision yields a very coarse-grained tradeoff. Furthermore, analyzing them is very time-consuming. We will compare our method with all of the related works in Section 6.

The method used in our GRAM framework is more general than previous works. Besides the traditional mixing between FP32 and FP64, we provide solution for mixing FP32-FP16 of highly approximable CUDA applications. To the best of our knowledge, GRAM is the first framework that can mix half2 data type and float efficiently. We will show that besides deep learning that motivated the introduction of FP16, other general purpose floating point CUDA applications can also benefit from its use.

2.2 CUDA Programming and FP16

In this section, we shall briefly introduce the GPU programming model that our method is based on, mainly for completeness. A program written in CUDA will have multiple kernels. Each kernel invocation will launch $N$ threads running in parallel. To map the threads to actual hardware at runtime, they are grouped into warps. Warp typically consists of 32 threads that will execute the same instruction in hardware. This is the smallest unit that the instruction scheduler will issue instruction for. Multiple warps then form a block. All threads in a block are executed in a streaming multiprocessor (SM), allowing them to share the fast shared memory. All the blocks in turn form a grid, which contains all the threads used to compute the problem in that particular CUDA kernel.

An additional level of parallelism inside each thread is required to fully exploit the advantage of FP16 arithmetic. Each half2 instruction inside each thread now can perform a 2-way SIMD operation on the two halves of the half2 datatype. FP16 operands are in half2 type, which is simply two FP16 data located next to each other. To simplify the notation, we shall use FP16 and half2 interchangeably, which means the fastest SIMD half precision version of the program. The same FPU can now either execute a single FP32 instruction or a single SIMD half2 instruction (with the same operation applied to each FP16 data). The throughput of half precision arithmetic in Nvidia GPUs is reported to be twice the throughput of FP32 [34].

3 CHALLENGES IN CUDA MIXED PRECISION

3.1 Usage of Half Precision on GPUs

In their latest architectures, both Nvidia and AMD provide support for FP16 arithmetic. This support is primarily driven by deep learning applications that use enhanced BLAS libraries and, more recently, tensor cores via vendor-supplied libraries. Support for general applications is still limited. Currently, the following options are available for the use of FP16 [12, 16]:

- In linear algebra and deep learning applications, one can use the tensor cores and FP16 CUBLAS libraries as well as automatic tool provided by Nvidia.
- Memory bound applications can double their data throughput with the use of FP16.

Nvidia’s Volta architecture allows sub-warp synchronization, but the change does not affect the correctness or the efficacy of our work.
• Compute-bound applications must use the half2 data type to enjoy any of the up to 2× theoretical speedup.
• Applications with a mix of compute and memory operations will still need to use the half2 data type for higher performance.

In this article, we shall consider compute-bound general applications as our main targets for tuning.

3.2 Conversion Overhead and Coarse Granularity

3.2.1 An Example of Mixing FP32 and FP64. To highlight the problem with applying the traditional approach for mixed precision tuning to CUDA programs, we ported a classic example for CPU to its CUDA equivalent with the same computations so we can compare their results. Listing 1 shows one such example for a mixed precision program, arclength. It has been used in various papers [8, 39] to showcase the mixed-precision tuning opportunity on FP64, FP80, and FP128. Because CUDA only supports FP64 as maximum precision, we will consider a mix of FP32 and FP64 types in this example.

We introduce TYPE4 as an additional tuning opportunity, as it is the result of the math function \( \sin() \) for FP64 or \( \_\_\sinf() \) for FP32 in CUDA program.

```c
void arclength(double x[], double y[], int nthreads)
{
    // y = \( f(x) \) for 1E6 elements
    int tid = blockDim.x * blockIdx.x + threadIdx.x;
    int k, n = 5;
    if (tid < nthreads) {
        TYPE1 t1; TYPE2 d1 = 1.0;
        TYPE3 x_temp = x[tid];
        t1 = x[tid];
        for (k = 1; k <= n; k++)
        { 
            d1 = 2.0 * d1;
            TYPE4 sin_res = sin(d1 * x_temp);
            t1 = t1 + sin_res / d1;
        }
        y[tid] = t1;
    }
}
```

Listing 1. Mixed precision example of arclength in CUDA.

There are 4 variables in the sample program; therefore, we have \( 2^4 = 16 \) possible configurations of mixed precision between FP64 and FP32 for all variables. We tested all the combinations using Listing 1 and measured the performance and floating point error of the kernel. The version where all variables are in FP32 and FP64 shall be labeled \( P_{FP32} \) and \( P_{FP64} \), respectively. After obtaining \( y[tid] \) from Listing 1, the outputs will be used to calculate the final summation similar to the example in Reference [39]. The error before normalization is the absolute error of the sum compared to the reference output in FP64 (i.e., 5.79577632…). The execution time and absolute error then will be normalized so the runtime and error of \( P_{FP32} \) are 1.0 with the absolute error of \( P_{FP64} \) being 0.0. In other words, the normalized error is the current error divided by the maximum possible error (when all variables are in FP32). Because there are 4 variables, there are 4 different levels of approximation (each level may consists of multiple different combinations). These are 0% where all variables are in FP64 precision, 25%, 50%, 75%, and 100% where 1, 2, 3, and all variables are in FP32, respectively. We collected all the runtime (average of 5 runs) and error using the same system as
in Section 6.1 and plotted them in Figure 1. The green columns are the runtime with normalized values on the left y-axis. The series shows the normalized error induced with values on the right y-axis. The blue horizontal line is the normalized runtime of P_FP64, which is 1.26x slower than P_FP32. Due to the conversion overhead, some mixed versions are actually slower than P_FP64.

Figure 1 shows that the variables-wise precision allocation has two main drawbacks:

- The granularity is too coarse. For example, there is no mixed-precision version gives the error between 0.0 and 0.28. Also, the error incurred by mixing precisions in this way fluctuates wildly. Complex analysis tools have to be created to find good configurations.
- The overhead of type conversion can be significant. This varies depending on the architecture. In this example, 9 out of the 16 mixed-precision configurations had worse performance than the all-FP64 versions.

When two operands of an operation (e.g., addition) have two different data types, an expensive conversion is unavoidable. This limits the number of useful configurations that actually results in any speedup. Also the coarse granularity makes it hard for any precision tuning tool to find the configuration that matches the desired error threshold given by the user. Taking the arclength example of Figure 1, if we use a normalized error that is 0.2 as the target error tolerance, any existing mixed-precision tuning tool will have to suggest the all-FP64 version with 0.0 error as recommendation. To solve this problem, we introduce a new method that does fair for every error threshold, and, in particular, will work in the region between 0.0 and 0.28 for arclength where no combination of mixed precision variables will yield. This is validated in our experiments in Section 6.3.3.

3.2.2 Mixing FP16 and FP32. Besides the limitations described in Section 3.2.1, the traditional variable-wise method cannot be easily applied for mixing FP16 and FP32. The naïve way of mixing half type and FP32 via conversions and the FPU without SIMD will likely slow down the program, unless the program is memory-intensive as pointed out in Reference [16]. To fully utilize the FPU, the half instruction has to be used. Users end up with the option to vectorize the program to operate in the float2 vector type to be compatible to with half. This vectorization task is not trivial. At worst, when the shared memory and registers are already fully utilized in the FP32 version, the float2 version will result in a non-compilable (shared memory limit) or very slow (registers spilling) program.

4 DATA-AWARE PRECISION TUNING

This section describes the intuition behind our method and details for generating mixed precision CUDA code.
4.1 Data-wise and Variable-wise Mixed Precision in CUDA Applications

Unlike traditional CPU programs, CUDA programs are highly parallel and process on large arrays of data. While the number of variables is static and determined at compile time, the size of data is usually determined at runtime. Let us not consider the overhead of type conversion for the time being, so, using a traditional technique, we can create a mixed precision version, as shown in Figure 2. Consider a single instruction performed by each thread in Figure 2; the traditional method points out which variable is approximable (B) or non-approximable (A and C). The decision is fixed for the entire array of data named by a single variable. In case of local variable (not an array), that decision also affects all the local versions of the same variable in all the threads executed. This method is illustrated in Figure 2(a).

In contrast, Figure 2(b) shows a different approach to approximation where we consider each element of the array separately. We decide at runtime which part of the data in an array needs to be in lower precision for faster execution. The example in Figure 2 only demonstrates this for a small number of threads. For larger programs with thousands to millions of threads, we can get a very fine-grained degree of approximation by varying the amount of threads being executed in low precision. As stated, the hardware constraints of GPU do not allow thread level of granularity. Therefore, we have to assign group of threads to be either executed in high precision or lower, but not both. A solution for this will be introduced in Section 4.2.

If the application is compute-bound as described in Section 3, we can keep the data in higher precision and use conversion once before intensive arithmetic operations. This way, the mixed precision version can be constructed with ease. The proportion of threads that use low precision can be adjusted as a runtime argument, removing the need for any recompilation.

To showcase the advantage of GRAM in terms of the conversion overhead, we conduct a set of microbenchmarks to compile the kernel in Listing 1 using different approaches shown in Figure 2. The applications are compiled with the “--ptx” flag and the number of the implicit floating point conversion instructions (e.g., cvt.fp32., cvt.fp64.) of each thread is counted and reported in Table 1. The table explains the poor performance of mixed precision program version in Figure 1. When all of the variables are in FP32 (the 100% column in Table 1), we can clearly see that the compiler will implicitly use 3 floating point conversions, shown in Listing 1. When all the variables are in FP64 (the 0% column in Table 1), no floating point conversion is needed. Besides these two configurations, other mixed precision versions suffer from a significant conversion overhead (up to
Table 1. The Number of Floating Point Conversion Instructions of the Arclength Kernel in Listing 1 When Using the Conventional Mixed Precision Method Compared with Our Method in Figure 2

| Percentage of variables in FP32 | 0%   | 25%  | 50%  | 75%  | 100% |
|--------------------------------|------|------|------|------|------|
| Conventional method (Figure 2(a)) | 0    | 0–12 | 7–22 | 7–22 | 3    |
| GRAM (Figure 2(b))              | 0    | 25% of threads: 3 | 0–3 | 50% of threads: 0 | 0–3 | 25% of threads: 0 | 50% of threads: 3 | 75% of threads: 3 | 3 |

The percentage of variables in FP32 was defined and used in Section 3.2.1.

22 instructions used in the worst case, where each loop of Listing 1 requires several conversions). The conversions are added by the compiler to make sure each two-operand instruction will have both operands in the same type. It is a low-level hardware constraint. In contrast, the number of conversion instructions of the compiled program generated by GRAM is between the two extremes (0 conversions or 3 conversions). Each thread using GRAM will execute either a copy of the “no-conversion” version (the 0% column in Table 1) or a “3-conversion” version of the program (the 100% column in Table 1).

4.2 Warp-level Approximation

In CUDA, a warp is the unit of instruction issuance. Any difference in execution path between threads in a warp will cause divergence. Therefore, the smallest granularity possible for approximation is a warp. This technique was introduced in Reference [24] where the authors consider the effect of the whole warp doing an approximate version of math function or not. In a similar manner, we must make the whole warp run the same instruction, be it FP16 add or FP32 add, say. Hence, our mixed precision code will run each warp either in higher or lower precision, but not both. The technique we use is similar to Reference [24]. We will generalize it to the block level as in the next section. The overhead from this approach is reported to be insignificant, because no divergence occurs.

4.3 Block-level Approximation

The usage of shared memory to improve speed is common in real-world applications. To avoid type conversion, maintaining two versions of shared memory data, one using FP32 and another using FP16, can be used. However, when the original program is probably optimized to fully utilize the limited shared memory capacity, allocating extra shared memory space for half precision may not be possible. Therefore, we have to set the granularity at block-wise approximation; in other words, the whole block of threads either doing all FP32 computation or half precision computation, and not mix. Inside each block doing half precision, we can fuse two adjacent threads to form 2-way SIMD version that makes use of half precision as was done in Reference [16]. Given a program running with hundreds of blocks, this blocks level of granularity can give enough degree of freedom to create any mixed precision version at the resolution of 1% of threads.

Listing 2 demonstrates the fusing technique for creating a half2 version of the arclength example in Listing 1. Fusion is applied within each FP16 block, which will see half of the threads disabled. Other blocks in FP32 are not affected. For this to work, the occupancy after fusion must remain acceptable. As will be demonstrated in our experiments, this is the case for a variety of benchmarks.

We enhanced the techniques from References [12, 16] by adding the block localization control to isolate the usage of FP16 to a specific block instead of the entire program. Note that, for the example in Listing 2, we can also vectorize the for loop to use half2 type and achieve similar...
results. We consider both options when processing benchmarks, especially when the number of threads per block is too small for effective threads fusing.

4.4 Constructing a Mixed Precision Program

Based on the block-level of approximation, we can construct the mixed precision version of the given program. In our experiments, block-level approximation is good enough to provide a 1% step in our tuning process, since most benchmarks use more than 100 blocks. The next task is to realize the isApproximable condition in Listing 2. Finally, we simply copy the code of the two versions (e.g., FP16 and FP32) and enclose them in the if-then-else condition statement as shown in Listing 2. We choose to keep all the input and output data in high precision to maintain compatibility with the original version. For mixed precision between FP32 and FP16, we use the thread fusion technique as described in Section 4.3. To mix FP32 and FP64, no thread fusing is needed to create the two versions.

isApproximable can be realized using some simple policies based on the degree of approximation, $\alpha$, (expressed as a percentage) as a runtime parameter. There are two simple ways to realize the isApproximable condition:

- **Scattered** distribution policy: $\text{block\_idx mod 100 < } \alpha$ or $\text{block\_idx mod 10 < } \alpha/10$. In this policy, $\alpha\%$ of blocks will be executed in lower precision. All the lower precision blocks will be scattered evenly every 100 or 10 blocks. This is the default policy, because it scatters the low precision elements more evenly on the output arrays.
• **Clustered policy:** \( \text{block\_idx} < \alpha \% \text{ of max\_block\_idx} \). This policy differs from the first in that the first \( \alpha \% \) of blocks, arranged by the \( \text{block\_idx} \)s, will be assigned low precision first.

In the end, we have a single mixed precision program that can be configured at runtime via the \( \alpha \) parameter without the need for recompilation. \( \alpha \) is an intuitive knob for adjusting how much of the operations will be run in lower precision. For all the benchmarks we tested on, the two policies are enough for generating mixed precision programs from many application domains. When the original programs generate input randomly and the error metrics are average relative error or root mean squared error, we observed no significant error variation between the two schemes. In rare cases, for some benchmarks with custom error metrics and fixed test inputs, the variations between two policies can be significant. If no error threshold is specified, GRAM chooses the policy that results in almost linear error tradeoff in the entire tuning range. For a particular error threshold supplied by user, we simply try the two policies and select the one that gives the most performance. Both policies are included in the mixed precision code. Selecting the appropriate policy can be done by simply using the corresponding `isApproximable` implementation.

### 4.5 Finding \( \alpha \) for a Given Accuracy

After constructing the mixed-precision version, we now need to find the degree of approximation, \( \alpha \), described above that will maintain a given accuracy threshold, \( \epsilon \). From our experiment in Section 6, the error monotonically increases as \( \alpha \) is increased. We can use a binary search for the search. If we choose to configure the program with the smallest tunable resolution of 1%, say, the search will terminate at \( \lceil \log_2(100) \rceil = 7 \) steps. As the minimum tunable resolution is set to a constant, the complexity for searching is constant \( O(1) \). The binary search procedure is presented in Algorithm 1. `RunProgram(mid)` will return the error with \( \text{mid} \) percent of threads running in lower precision (FP16 in general).

**Algorithm 1:** Finding \( \alpha \) satisfies an error threshold \( \epsilon \)

```plaintext
lower_bound = 0 ; upper_bound = 100 ; stop_resolution = 1;
while (upper_bound - lower_bound) > stop_resolution do
    mid = (upper_bound + lower_bound)/2;
    if `RunProgram(mid)` < \( \epsilon \) then
        lower_bound = mid;
    else
        upper_bound = mid;
end
return lower_bound as \( \alpha \);
```

### 5 IMPLEMENTATION OF GRAM

#### 5.1 Overview of the Framework

Figure 3 shows the overview of GRAM. In our framework, given a single version of the program and an error threshold, we first create three extra program versions that will be used for mixing. Depending on the error supplied, the controller will decide which pair of program to be mixed together. In all of the benchmarks, the errors of the FP16 version and FP32 version are vastly different (error of FP16 version is usually more than \( 100 \times \) FP32). Given an error threshold, we can clearly pick the two versions so the error threshold is between the high precision “high\_prec” version and low precision “low\_prec” version. Then, the automatic script in Figure 4 will construct the mixed precision version given the two versions of each kernel (“low\_prec” and “high\_prec”),
using the policies in Section 4.4. Then, with a representative input and an error threshold, the user will run our searching script to determine $\alpha$. Finally, the $\alpha$ value found is supplied as a program argument at runtime to achieve the desired output quality. The workflow is developed in Python. The construction of the “low_prec” kernel using FP16 uses our extension of the framework from Reference [16]. This module was developed from Clang LibTooling to rewrite CUDA kernels to a new half2 version that is using CUDA math library by default. The main modification is to include block-localized indexing as described in Section 4.3. The fast_math version is simply the output program with a new math header file inserted to extend the error/performance tradeoff region. The fast_math library will be introduced in Section 5.4. For the FP32-FP64 pair, we simply switch between type float and double in all variable declarations in the target kernels, which is straightforward. The input and output arrays are kept in their original precision. Hence, no additional global memory storage is required. However, more registers are needed to handle the conversions inside each low precision thread. This register usage, along with register reuse strategy and other optimizations from nvcc compiler, resulted in the speedups reported in Section 6.1.

For the extension of Reference [16], we reused the original code rewriting strategy. Reference [16] automatically finds all the floating point declarations in the kernel and puts them in a configuration file before rewriting. By default, all the variables will be marked to be converted to lower precision. In this extension, because we keep the original input and output in their higher precision, the tool needs to read such information from the same configuration file that specifies the variable names that belong to input and output of a kernel. From users’ perspective, the user can either remove the input/output variables from the "to_be_converted" list or add the list of variable to the exclusion list. floats2half2_rn and half22float2 will be used when a variable in the exclusion list is read or written, respectively. We targeted a single kernel in one pass of rewriting,
the kernel name is also supplied by user in the configuration file. The main rewriting method
does not change from the original work in Reference [16]. More specifically, RecursiveASTVisitor
is used to traverse the program and rewrite each type of statement to the predefined patterns that
use half2 (e.g., when binary operator is detected, VisitBinaryOperator will be called to replace
the current operation with the appropriate half2 equivalence).

After obtaining the two versions of the same kernel for mixing the precisions, we can use the
mixing script to combine the two versions. An example is shown in Figure 4. Entire function
bodies are copied, and the predefined if/else condition is added along with the new argument
for the kernel (inta). We implemented this functionality using straightforward string processing
functions in the aforementioned Python script without the need of compiler tools.

5.2 Adapting with New Inputs and Error Thresholds

Previous works use expensive searching on a subset of variables, and therefore the result is depend-
ent on having a representative input. To adapt to new input, the search has to be performed again,
which makes runtime quality calibration or adapting to new input nearly impossible. In GRAM,
to choose how many percent of operations should be done in lower precision requires at most
seven re-executions of the program. Therefore, it can be quickly reused for new inputs set or error
threshold with a few additional re-executions needed in Algorithm 1. We use a calibration method
when running the program with new inputs similar to Sage [40]. The approximation degree is
represented as α with maximum calibration overhead $\lceil \log_2(100) \rceil = 7$ steps for the resolution of
1% change in error. Furthermore, the resolution can be reduced to 10% change in α if marginal
tradeoff is not necessary. This effectively reduced the number of steps to $\lceil \log_2(10) \rceil = 4$. As with
Sage, the calibration should only happen after a significant number of executions or after the user
decides to change the error threshold. This variable is called calibration interval, which was thor-
oughly studied in Sage [40]; we adopt a similar controller to GRAM. In Sage, it has been proven to
effectively provide output quality under a certain confidence (>90%) with minimal overhead de-
pends on the calibration interval used. We adopt Sage’s default scheme in GRAM: The calibration
interval (the number of normal executions between two consecutive calibrations) increases by 10
after each calibration.

5.3 Runtime Precision Adaptation: An Example

Figure 5 shows runtime precision adaptation using the Blackcholes benchmark as an example. The
L1norm error of the all-FP32 version on a random set of 20M inputs is $\approx 1.6 \times 10^{-7}$. We assume
that the user wants Blackcholes to run with a L1norm that does not exceed $\approx 1.26 \times 10^{-7}$ (the error
when $\alpha \approx 75\%$). GRAM automatically finds the approximation degree $\alpha$ in seven runs. During
tuning, apart from running with mid value of $\alpha$ in Algorithm 1, we always use the correct output. The subsequent calibration intervals happen according to Section 5.2. At each calibration, the error drops to 0, because we run the exact version to compare with the current tuned version. If the output error exceeds the original threshold, Algorithm 1 is applied again. Otherwise, the calibration ends, because changing $\alpha$ is not necessary. To change the error threshold, we reset the calibration by using Algorithm 1 similar to what happens at the first execution of the program. Figure 5 shows the error and the cumulative performance of Blackscholes during the first 100 executions of the above use case. Each of the 100 runs used a different inputs set generated by the original benchmark with a different random seed. All of the error values induced by these inputs do not exceed our defined error threshold. We observed a very small variation that is almost unnoticeable in Figure 5 in the error between different inputs. This example shows how users (or some autotuner) can freely switch between different error thresholds at runtime when using GRAM. It will adapt the subsequent executions of the same program accordingly.

5.4 Approximate FP16 Math Library

Because our target will be a broad approximable program domain, we also consider the speed gained in FP16 math functions, which is executed by the Special Functional Unit (SFU) in GPUs. Reference [16] pointed out that the SFU unit does not support half precision natively in Nvidia Pascal GPUs. To use FP16 math functions, the nvcc compiler will implicitly convert the input to FP32 precision, perform a FP32 SFU call, and convert the result back to FP16 precision. Therefore, this will slow down the half-precision kernels compared to FP32 if they use the slow math functions more often. We also observe the similar behavior in Volta and Turing by inspecting the generated SASS code using nvdisasm in CUDA 10. The upper half of Figure 6 shows the speedup of the supported half2 math function relative to FP32 (with -use_fast_math=true, which provides the fastest and most approximate math functions available) in CUDA 10. Using the blue dashed horizontal line at speedup $= 1.0 \times$ as reference, we can clearly see that the CUDA’s half2 math functions are slower than float in most of the cases. Note that asin and acos are still not available in CUDA half2 math library version 10.1 [33]; therefore, we did not measure their speed and error.
To overcome the issues with FP16 SFU, we develop an entire half-precision math library using all SIMD instructions, which is much faster than the math functions provided in CUDA 10. By replacing all conversion instructions and SFU calls with full SIMD half2 arithmetic instructions, our implementation comes with an acceptable error compared to naïve SFU calls, especially when we consider the fact that half precision programs are highly approximable. We converted all the approximate math functions from FP32 to the equivalent half2 bit patterns using the instruction provided in the respective source. The rsqrt and sqrt functions use the method in Reference [37], while div and rcp functions use the Newton-Raphson method [7]. The exp and log functions are the faster versions from References [29, 43]. For other functions, namely, sin, cos, asin, and acos, we used the standard Taylor expansions [1] and range reduction from Reference [29]. We chose these approximation schemes because they cause little divergence between the two halves of half2 (due to conditional statements). They are widely used in different domains from hardware design to machine learning. Figure 6 shows the relative speedup and error of our math functions compared to calling CUDA 10’s standard math library using the half2 data type. The lower half of Figure 6 shows the average relative error compared to double precision math functions over 10⁷ randomly generated values in the working range of each function, which does not cause arithmetic overflow in CUDA FP16 math library. The execution time is measured by microbenchmarking a Titan V GPU. The execution times of each function is averaged over five runs and are compared with the same number of math function calls with the “-use_fast_math” compiler flag. Note that this relative speedup is for reference only. Each math function consists of multiple instructions, and in real applications, there may be effects from latency hiding and resource contention in the GPUs. For a better insight, we will provide the actual speedup gained in real applications from several benchmark suites in Section 6.1. This library gives some benchmarks that are slower than FP32 a competitive chance. This fast_math library uses an API compatible to the half2 math functions in CUDA. Therefore, switching between fast math and CUDA math is simply done by replacing a header file. For quality control, our framework automatically detects whether the use of CUDA math or our fast math is appropriate according to user’s supplied error threshold. The approximate math library and microbenchmarks are available online.²

6 EXPERIMENTS

6.1 Methodology

To validate our method, we conduct experiments on the Nvidia Titan V GPU, which supports half precision arithmetic natively [34]. The system and software used for performance measurement in this section, if not explicitly described, has installed CUDA version 10 with the host running Ubuntu 18.04. All performance values reported are the averages of five runs each. The variation between the measurements within the five runs of the same experiment is insignificant and is not reported. Unlike other mixed-precision tuning tools, we have a single version of program with runtime tunable approximation degree. We plotted the entire tunable region from all threads executing high precision to all threads executing low precision at the resolution of 10% of threads. Table 2 lists all benchmarks involved in this section. The main error metric is Average_Rel., which is the average relative error. This metric is used widely in data-parallel applications on GPUs and in various approximation works [24, 40, 50]. Some benchmarks (e.g., Lulesh) have customized error measurement; therefore, we keep their original error metrics without alteration. For the first nine benchmarks, we are able to achieve a reasonable accuracy with half precision (<15% error); thus,

²https://github.com/minhhn2910/fp16-fast-math.
Table 2. List of Benchmarks Used in Our Experiments

| Name           | Domain                  | Input Size               | Error metric   | Ref  |
|----------------|-------------------------|--------------------------|----------------|------|
| bilateral filter | Image processing       | 512x512 image            | Average Rel.   | [35] |
| nbody          | Simulation              | 65,536 bodies            | Average Rel.   | [35] |
| matrix mult    | Linear algebra          | 3,200x6,400              | Average Rel.   | [35] |
| lavaMD         | Molecular Dynamics      | -boxes1d 20              | Average Rel.   | [35] |
| kmeans         | Data mining             | 640,000 points           | Average Rel.   | [2]  |
| mri-q          | Medical imaging         | 64x64x64 dataset         | Average Rel.   | [44] |
| cp             | Molecular Dynamics      | 100,000 atoms            | Average Rel.   | [44] |
| inversek2j     | Robotics                | 2^20 coordinates         | Average Rel.   | [49] |
| newtonraph     | Numerical analysis      | 2^20 equations           | Average Rel.   | [49] |
| blackscholes   | Financial               | 200M options             | L1 Norm        | [35] |
| arclength      | Numerical analysis      | k=5, n=1M                | Absolute Error | [39] |

Table 3. Speedup (on Nvidia Titan V) and Error Characteristics of Each Benchmark When \( a = 50\% \)

|                          | bilateral filter | nbody | matrix mult | lavaMD | kmeans | mri-q | cp  | inversek2j | newtonraph |
|--------------------------|------------------|-------|-------------|--------|--------|-------|-----|------------|------------|
| Speedup                  | 1.14             | 1.36  | 1.34        | 1.35   | 1.35   | 1.36  | 1.56| 1.63       | 1.49       |
| Average Rel. Error       | 0.0011           | 0.094 | 0.0074      | 0.0031 | 0      | 0.028 | 0.06| 0.0056     | 0.0035     |
| Error_std                | 0.009            | 0.1   | 0.007       | 0.0068 | 0      | 0.083 | 0.12| 0.03       | 0.16       |

they are included in the mixing FP16 and FP32 experiments. For the remaining, we have to use FP32 as the lowest possible precision due to FP16’s numerical limitations.

For clarity, we shall now give the definition of speedup and average relative error used in this section. Let us consider the programs in the experiments in Section 6.2 where we mixed the two versions of FP32 and FP16. Let \( T_{FP32} \) and \( T_{FP16} \) be the execution time of the program where all blocks are in FP32 and FP16, respectively. For any measurement, the execution time of the mixed program is \( T_{measured} \). First, we define the normalized runtime \( T_{normalized} \), which will be used in Section 6.2 and Figure 8. The normalized runtime is calculated as in Equation (1). It simply normalizes the execution time by computing the ratio between the mixed precision program and the fastest version of the program (\( T_{FP16} \)). We use the normalized runtime in Figure 8 and all of our tradeoff curves, because it will produce the increasing trend when the degree of approximation increases. It avoids the overlap in plotting two similar increasing series of error and speedup when we increased the approximation degree.

\[
T_{normalized} = \frac{T_{measured}}{T_{FP16}}
\]  

As was defined by previous works, speedup refers to the ratio between the reference and the mixed precision program. When the reference is FP32, we use the execution time \( T_{FP32} \) to compute the speedup as in Equation (2). This definition of speedup is used in Figure 9 and Table 3. Furthermore, Equation (3) shows the relationship between speedup and \( T_{normalized} \) used the tradeoff chart in Figure 8. Note that the ratio \( T_{FP32}/T_{FP16} \) is actually the largest possible value of \( T_{normalized} \) in each benchmark. To compute the speedup based on normalized runtime, we simply take the maximum value of the left y axis of each benchmark in Figure 8 and divided it by the corresponding
normalized runtime value.

\[
\text{speedup} = \frac{T_{FP32}}{T_{measured}}
\]  

(2)

\[
\text{speedup} = \frac{T_{FP32}}{T_{FP16}} \times \frac{1}{T_{normalized}}
\]  

(3)

For the definition of error, we used the error metric defined by the benchmarks (e.g., Lulesh, arclength) when available. For other applications that do not have any predefined error metric, we used the average relative error to report on the output quality, as shown in Equation (4).

Suppose the reference program’s output is an \(N\)-dimensional array \(A\), while the approximated program yields an array \(A’\) that also has \(N\) elements. Let \(R_i\) be the relative error of the \(i\)th element, and the average relative error is the average of all the relative error values (all \(R_i\)). In rare cases where \(A_i\) is 0 and \(|A_i - A'_i| > 0\), we simply set the relative error of that element (\(R_i\)) to 1.0. To normalize the error, we simply divide the measured Average.Rel with the maximum possible Average.Rel when all blocks are in FP16.

\[
R_i = \frac{|A_i - A'_i|}{|A_i|}
\]

\[
\text{Average.Rel} = \frac{\sum_{i=0}^{N-1} R_i}{N}
\]  

(4)

To generalize to other pairs of precision (e.g., FP64:FP32), we simply replaced FP16 in the above equations with the lower precision in the pair. Likewise, FP32 is replaced by the higher precision in the pair.

### 6.2 Mixing FP16 and FP32 for Highly Approximable Programs

This section shows the trading-off curves for nine approximable benchmarks in Table 2. The benchmarks selected are compute-intensive floating-point applications from different domains. We measured the speed and error of FP16 version of each benchmark using CUDA standard library and using our fast math library described in Section 5.4.

In summary, our approximate math library opens up tuning opportunity in some benchmarks (mri-q, inversek2j, and bilateral-filter) where the standard CUDA math library actually slows down the half precision program. The cost is an extra amount of error. When half precision gives high error as in nbody with 9.9% and cp with 14%, the error caused by the inherent issues with half precision numbers (low precision, limited range) overshadow the extra error incurred by our approximate math library. Therefore, for benchmarks resulting in high output error, our math library is faster while maintaining similar accuracy. Note that the use of our math library is entirely optional. Users can easily change to any other, possibly more precise, math library in the future simply by replacing a header file. The error is controlled by checking the user-supplied error threshold; if our math library gives higher error in a particular error metric than requested by user, then we simply use the original CUDA library as the low precision version.

\(cp\) and \(kmeans\) have approximability beyond half precision. If we use the original error measurement in \(cp\), which only considers one array of the output set, the error of that array is \(\approx 0\) when using half precision. In \(cp\), we measured the error on the full set of output instead. For \(kmeans\), the outputs are the centroids of clusters and the membership of data points in the clusters. We observe no error when using full FP16 for this benchmark. This is reasonable, because the output of \(kmeans\) is only affected by the comparison operations between the distances.

Figure 8 presents the tradeoff curve with the axes normalized for readability. For each program, the x-axis shows the \(\alpha\) value mentioned in Section 4.4, i.e., the percentage of blocks in lower precision (from 0% to 100%). The runtime series connects all the measurements of normalized
Fig. 7. The effect of using our approximate math library and standard CUDA math library for FP16.

runtime (the minimum runtime equals 1.0). The error series connects all measurements of all normalized error values. Hence, for each $\alpha$ value, there are two measurements—the normalized runtime with the scale on the left y-axis and the normalized error induced scaled by the right y-axis. As expected, when we move from left to right, i.e., increase the percentage of blocks running in FP16, the normalized runtime will decrease while the error will increase. The maximum error values (1.0) on the right axis are equivalent to the numbers on top of Figure 7. When the reference output is in FP64, the error of FP32 is diminisingly small compared to FP16 (see Section 6.3.1). Therefore, for simplicity, we use minimum error $\approx 0$ on all benchmarks. We use the fast math library for all applications where possible. In Figure 8, most applications show a fairly smooth tradeoff curve when the percentage of threads running in FP16 is changed. The error profile is also mostly linear, except for nbody, where the error increases much faster than the reduction in execution time. This is because nbody repeatedly computes the force from all bodies to each body. Therefore, the error induced by a small percentage of threads will propagate quickly to all threads.

To better understand the error characteristic and the relationship between speedup and Normalized Runtime, we show the error and its standard deviation (Error_std) in Table 3. The actual speedup derived from Figure 8 is also provided when $\alpha = 50\%$ with the formulae described in Section 6.1.

6.2.1 Efficacy across GPU Architectures. We ran the experiments on the Titan V (Volta architecture), Tesla P100 (Pascal architecture), and Tesla T4 (Turing architecture). Their FP32 throughput is half of the FP16 throughput [34]. The speedup values we measured in this section use the reference runtime of FP32 versions of the respective architecture. The P100 and Titan V systems used the same setup as they ran on our servers. For T4, we used a Google Cloud instance [17] with 2vCPUs, 7.5 GB RAM, and default installation of CUDA 10 and Ubuntu 16.04. To simplify the chart, we shall only report the speedup of the mixed precision program where $\alpha = 50\%$ of operation is in FP16 for each benchmark. The speedups are reported in Figure 9 while the normalized errors can be retrieved from Figure 8.
6.3 FP32-FP64 Mixed Precision

6.3.1 Error Performance Tradeoff. This section presents the error performance tradeoff of FP32-FP64 pair. Because most of the tradeoff curves are similar to the FP16-FP32 pair, we present the results for the three benchmarks that have the highest errors in Figure 7. In addition, we also include some large benchmarks from related works to present in the next section. Most of these benchmarks could be considered to have unacceptably high error when running on half precision and therefore FP32-FP64 mixing is more viable for approximation. For complex application, we included LULESH [20], which is an application used by the US Department of Energy with more than 5,000 lines of CUDA code. It is considered a standard benchmark for mixed precision tuning by established works [21, 22, 27].

The results for the first three programs are presented in Figures 10(a), (b), and (c). We can clearly see that the error induced by FP32 is much (hundreds to thousands times) smaller than FP16. Therefore, there is no need for mixing between FP64 and FP16, as a single block of threads in FP16 can cause catastrophic error with insignificant performance improvements compared to an FP32 version.
Fig. 10. Mixed precision tuning between FP32 and FP64 in various benchmarks. In figures (d) and (e), the blue filled boxes represent the normalized runtime of other approaches while achieving the same output error as green boxes (GRAM) at the same x coordinate. When we consider a single vertical blue line connecting a blue box and a green box, the higher position of the blue box means that the normalized runtime of their mixed precision program is longer than GRAM while achieving the same output error.

6.3.2 Comparison with Other Precision Tuning Schemes. The most recent works on variable-wise or operation-wise precision tuning specifically for GPU are GPUMixer [22] and AMPT-GA [21]. ADAPT [27] and fpTuning [13] can also be used in the GPU setting via proxy applications in CPU code. All of these works showed results that are comparable and sometimes better than that of Precimonious [39], which was the state-of-the-art for precision tuning on CPU applications. With whatever is available in the public domain, we were able to reproduce the results of GPUMixer, AMPT-GA, and ADAPT for LULESH [20] and fpTuning for BlackScholes [35] on our system, with the input sizes of “-s 50” for LULESH and 20M options for BlackScholes, respectively. The results are presented in Figures 10(d) and (e).

We compared in total seven error thresholds for the three frameworks (three from GPUMixer, three from AMPT-GA and one from ADAPT) on LULESH. For readability in LULESH’s chart, we plotted the error threshold that achieved the highest performance compared to GRAM in each framework and plotted in Figure 10(d). The blue filled squares ■ are the normalized execution times (with values on the left y-axis) of the tuned version produced by the other works. We use “(1),” “(2),” “(3),” and “(4)” to denote the results for ADAPT, AMPT-GA, GPUMixer, and fpTuning, respectively. For LULESH, they are mainly in the region less accurate than three digits. For other higher accuracies, the variable-wise approaches cannot find good configurations with the given input size of “-s 50.” For BlackScholes, we choose the threshold to be 25%, 50%, and 75% of the error induced by the all-FP32 version given by Nvidia (with an L1 norm error of $1.6 \times 10^{-7}$).

For our method to work on large programs, in this section, we create a simple kernels profile estimating runtime reduction and error increase when converting each kernel to FP32 separately. This approach is used in AMPT-GA and GPUMixer to narrow down the list of kernels that can benefit from precision tuning. In case of LULESH, the top three kernels contribute to $\approx 80\%$ of the application’s runtime. The target kernel for mixing precision is CalcKinematicsAndMonotonicQ-Gradient. Tuning other kernels results in minimal performance gain while inducing significant additional error.

In summary, for these error thresholds, GRAM can create a version of the code that is up to 15% faster than that produced by these state-of-the-art precision tuning approaches. This improvement can be seen in Figure 10(d), where the blue square denotes the normalized runtime of $\approx 1.2$ while GRAM’s normalized runtime is at $\approx 1.05$; both versions give the same output error on the right.
y-axis. Furthermore, GRAM only needed to execute the program seven times to do this, while other searching methods mostly require hundreds of executions, the lowest being 61 executions when using GPUMixer for LULESH. Although we do not exclude the possibility that GRAM can be slower than other approaches in certain cases, GRAM stands out, as its complexity is deterministic and is much faster than other approaches most of the time. The only error threshold where the variable-wise approaches achieve slightly higher performance (2% improvement) than GRAM is in LULESH at $\alpha = 97\%$ when the error equals 3.6, which is near the maximum error achieved by having all variables in FP32.

6.3.3 Synergy with Variable-wise Precision Tuning. GRAM can be combined with variable-wise analysis. Consider the arclength example in Listing 1. By default, the method can generate a tradeoff region that is $[1.0, 1.26]$ normalized runtime and $[0, 1]$ normalized error between FP32 and FP64. Since this is a small program, by exhaustive search, we can get an “Optimal” version with a normalized error and runtime of 0.28 and 1.02, respectively, with two of the variables in FP32, the other two in FP64. In the region of error of $[0, 0.28]$, any variable-wise method has to pick the 0.0 error version, because there are no configurations with an error threshold between 0.0 and 0.28. In this case, GRAM can create a mixed version between “Optimal” and FP64 with a normalized runtime in $[1.02, 1.26]$ (see Figure 10(f)). Interestingly, this version is faster with the same error amount than either our method or variable-wise approximation alone in the $[0, 0.28]$ error region.

7 RELATED WORK

The problem of mixed-precision tuning and approximate computing have been studied for the past few decades [30, 46, 48]. In this section, we only review a relevant subset.

For CPU applications, one of the early attempts was EnerJ [41]. It was followed by the introduction of dynamic techniques such as Precimonious [39] and more recent works [3, 9, 38]. Precimonious can analyze fairly mid-size programs having 50 variables. Recently, ADAPT [27] was introduced to scale to HPC applications. There are also rigorous analyses [4, 5, 18] that can give exact error bounds or calculate the sensitivity of variables to approximation error. However, scalability remains an issue in such approaches. Moreover, these methods do not work on CUDA’s paradigm.

FPGAs and customized ASIC provides the means to create customized hardware for any precision. Hence, there are many techniques to find an optimized representation for each variable or operation in FPGA applications. Some notable works on the static and hybrid analysis are References [6, 23]. More recently, more dynamic approaches solve the scalability of fine-grained precision allocation on larger programs, with some supporting CPU programs [13, 45]. Notably, bit-level reduced precision was recently exploited for the deep neural network inference where even FP16 is too precise [10, 14, 15, 19, 25, 36].

For GPU applications, there were different approximation techniques for memory reads [51], memory refresh reduction [31, 32], task skipping including threads fusion [47] and loop/thread perforation [26], SFU [24], neural accelerators [50], or combined different approaches [40]. Compared to these, GRAM has a lower error tradeoff than other more aggressive approximation approaches. More recently, some works target GPU floating point programs and half precision [11, 28, 42]. Unfortunately, they only support tensor core operations, which are not applicable to normal programs. Recently, ADAPT [27], AMPT-GA [21], and GPUMixer [22] are able to analyze GPU programs. Some of these preliminary experiments can work on half type, which mostly improves speedup in memory-bound applications. However, they cannot fully exploit FP16 (in half type) without using thread fusing as in our work. The performance of half precision
in most general applications is much slower when using half compared to half2 as reported in Reference [16]. Variable-wise or operation-wise approaches rewrite the program to be used identically on all threads. To the best of our knowledge, fully utilizing half2 interchangeably with float or double in a single thread is a hard problem, because we need to gather pairs of the same operations to use the SIMD half2 instructions.

8 LIMITATIONS AND FUTURE WORK

8.1 Program Characterization

Although our method is fast and deterministic, it works more effectively with certain types of programs. GRAM works well with applications that are compute-intensive and use average error as the standard error metric. For application-specific error, we showed that the tradeoff may not be in the ideal form of near-linear relationship as when we use average error.

Besides, some applications may be sensitive on local error. One example happens when half precision blocks produce too high local error that is beyond user’s defined tolerance. Thus, we recommend using GRAM on application that has either specific error metric that can be relied on. Otherwise, the user must be aware of the worst-case error caused by half precision. Such error is application-dependent and can be estimated by running the whole program in half precision using our method.

Although GRAM may not work in all programs, we believe its simplicity can make it a good candidate to apply before trying much more complex analyses, which could take hours or days to complete. In the future, we plan to explore more complex methods to solve the above issues by possibly integrating variable-wise analysis into the framework as described in Section 6.3.3, where the variable-wise solution ensures the worst-case error requirement if requested by the user.

8.2 Block Allocation Strategy

As described in Section 4.4, there is a variance in the output error between different block allocation schemes. The variance can be observed when supplying a fixed input array and changing the if-then-else condition statement in Listing 2. Between the two default allocation schemes, namely, scattered and clustered, we observed that the variance vastly depends on each application. More specifically, given a fixed input, switching allocation scheme may change the normalized error to up to 10% in nbody and cp. The variance is much smaller in other benchmarks. Thus, the variance in error when using different allocation schemes is a known issue of our approach. It is conceivable that, given a fixed input, there will be an optimal blocks mapping scheme for each value. When we change the input (reading new input files or generating new inputs set), such allocation is also changed. Thus, the overhead to analyze and derive the optimal allocation scheme for every unique input overshadows the performance gained by the mixed precision program. Searching for the best block allocation scheme becomes the problem of considering the tradeoff between gaining accuracy (<10% * 10% maximum error = 1% actual error) and the possible overhead the search may incur.

In a more realistic setting, we observed that the inputs are always changing. Although the variance exists, it becomes less noticeable when we consider the average error over hundreds or thousands of runs with different inputs. It is the case in our experiment in Section 5.3 and Figure 5. In summary, the current scheme supported by GRAM is only suboptimal when we consider each input alone. The search for each optimal block allocation scheme for each unique input becomes less relevant and less beneficial when considering the runtime adaptation scenario in Section 5.3. Nonetheless, GRAM will benefit from future proposal on a runtime method to quickly identify better allocation scheme than our default schemes.
8.3 Multi-kernel and Multi-precision Combination

8.3.1 Multi-kernel Mixed Precision. The multi-kernel scenario has been studied in previous works such as GPUMixer. The current idea is that we only need to focus on a subset of kernels that contributes the most to runtime and accuracy. The default profiler tool (nvprof) from Nvidia can identify such kernels. Thus, GRAM can leverage the profiling technique on top of our framework to select the subset of kernels for processing. After profiling the list of top kernels, we simply apply the same approximation degree $\alpha$ to all of the kernels. As our benchmarks mostly reduce to 1–2 top kernels, we currently support setting the same $\alpha$ for all kernels as default.

If we consider the output of each kernel independently and let the user decide on how much error of each kernel can be tolerated, the problem in multi-kernel mixed precision allocation is reduced to multiple single-kernel mixed precision. Such problem is well solved by GRAM and only takes around seven runs to analyze each kernel.

When we consider a combined output after passing through multiple kernels, the problem is more sophisticated. We can either set the same $\alpha$ for all kernels and achieve smooth overall tradeoff like in Section 6.3.1. If we assume the final output error is positively correlated with $\alpha$ as in the single kernel method, we can simply use Algorithm 1 to find the suitable $\alpha$ for each kernel. This approach costs approximately $\log_2(10^N)$ runs, assuming $N$ is the number of kernels and 10 levels of $\alpha$ is supported for each kernel. However, this approach may not give the optimal $\alpha$ for each value when the impact of each kernel to the final output error is not trivial. When the positive correlation cannot be assumed, this problem could have the difficulty of searching in the search space of $10^N$ possibilities.

In summary, we currently support setting the same $\alpha$ for the top kernels profiled by “nvprof” as in GPUMixer. Although this approach gives a smooth tradeoff curve when changing $\alpha$, it cannot guarantee that the mixed precision program constructed is always the optimal choice. We plan to study sophisticated method of analyzing multiple kernels independently in our future work.

8.3.2 More Than two Precision Levels. For mixing more than two precision levels, GRAM can support adding extra if-else condition to Listing 2 to achieve the required effect. For example, if we consider three types, there will be two different $\alpha_1$ and $\alpha_2$ values to identify which block runs which data type. $\alpha_1$ controls which blocks run in FP16, $\alpha_2$ controls which blocks run in FP32, and the rest will run in FP64. Assume that we allow M levels of approximation degree on each $\alpha_1$ and $\alpha_2$, the tuning complexity is approximately $\log_2(M^2)$.

In the real benchmarks, the output quality is vastly different between FP32, FP64, and FP16 and such three types mixing does not give any clear advantage to GRAM. More specifically, our matrix multiplication benchmark shows that the relative error of FP32 is 0.000035, while the relative error of FP16 is around 0.014768 compared to the FP64 version. If we consider the normalized error of FP16 is 1.0 as in Figure 8, the normalized error of FP32 is $\approx$ 0.00237. In performance, FP32 is 1.72× faster than FP64. Thus, replacing blocks in Figure 8 from FP32 to FP64 only gives < 0.00237 changes in error while reducing the performance significantly.

The effect can be seen in Figure 11 when we measure the speedup of mixed precision program compared to FP64 version. The speedup_{FP32} columns show the speedup of the mixed precision program when the corresponding $\alpha$% of blocks in FP16 and the remaining blocks are in FP32. The speedup_{FP64} columns show the speedup when the higher precision blocks use FP64 instead of FP32. This clearly shows that there is no visible advantage in terms of speedup and error when using FP64 blocks in the mixed precision constructed between FP16 and FP32.

When any block of FP16 presents, switching any of the remaining blocks from FP32 to FP64 does not give significant changes to the final output error while inducing extra overhead due to
computation in FP64. This explains our design of GRAM to select two appropriate precision levels before running the mixing script instead of including every datatype choice to the final program.

9 CONCLUSION

We presented GRAM, a framework that mixes precision for approximable programs on GPUs. We first introduce our data-wise precision tuning techniques that allocate different precision to different data elements instead of the entire arrays. We then build the GRAM framework, which supports the wide spectrum of error-performance tradeoff spread from half precision to double precision. To accelerate some approximable benchmarks, we include the fast math library as an option for GRAM to further extend the performance improvement. We have also shown that GRAM is effective on its own or as a complement to other techniques for the purpose of mixed precision tuning of CUDA programs. Furthermore, it works on all architectures that support FP16 natively. What is even more novel is that GRAM can adaptively change the mix of precision at runtime, all with no additional hardware. We believe that GRAM opens up new possibilities in adaptive, system-wide approximation. The framework is available under an open source license.
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