QUANTUM $f$-DIVERGENCE PRESERVING MAPS ON POSITIVE SEMIDEFINITE OPERATORS ACTING ON FINITE DIMENSIONAL HILBERT SPACES

DÁNIEL VIROSZTEK

ABSTRACT. We determine the structure of all bijections on the cone of positive semidefinite operators which preserve the quantum $f$-divergence for an arbitrary strictly convex function $f$ defined on the positive halfline. It turns out that any such transformation is implemented by either a unitary or an antiunitary operator.

1. INTRODUCTION

In classical information theory and statistics the so-called $f$-divergences — which were introduced by Imre Csiszár, see [3] — are widely used to measure dissimilarity between probability distributions. For example the famous Kullback-Leibler divergence [6] is a particular $f$-divergence. The quantum information theoretical counterpart of the notion of $f$-divergence was developed by Dénes Petz. In 1985, he introduced the concept of quasi-entropies for states of a von Neumann algebra [13]. The quasi-entropies form a wide family of generalized distance measures. The reader who is interested in this large class of divergences should consult also [14]. The quantum $f$-divergences are recovered from quasi-entropies with a particular choice of a particular parameter — see [5] for more details.

A few years ago, Molnár, Nagy and Szokol determined the structure of those (not necessarily bijective) transformations which act on the state space of a finite quantum system and leave the quantum $f$-divergence invariant [11]. The state space of an $n$-level quantum system consists of positive semidefinite operators acting on an $n$-dimensional Hilbert space with trace 1. Quantum $f$-divergences were originally defined on positive semidefinite operators acting on finite dimensional Hilbert spaces.
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semidefinite operators (see, e.g., \cite{5} and \cite{14}), hence the following question naturally appears. What happens if the cone of positive semidefinite operators is taken into consideration instead of the state space. Our aim is to answer this question.

In this paper we describe the structure of the preserver transformations of the set of positive semidefinite operators with respect to an arbitrary quantum $f$-divergence. The only restriction is that the generating function $f$ must be strictly convex.

Let us mention some of the previous results which are related to our work. In the paper \cite{9} Molnár shows that if $\phi$ is a bijective map on the set of nonsingular states which preserves Umegaki’s relative entropy, then $\phi(.) = UU^*$ for some unitary or antiunitary operator $U$, see \cite{9} Thm. 3]. Later on, Molnár and Nagy provided the same result for other important sorts of divergences, namely the Tsallis relative entropy and the quadratic relative entropy, see \cite{10} Thm. 3. It is proved in the same work that concerning any of the aforementioned two relative entropies or the Belavkin-Staszewski relative entropy or the Jensen-Shannon divergence, the preserver transformations on the whole state space are exactly the unitary or antiunitary conjugations \cite{10} Thm. 2]. The notion of quantum $f$-divergence may be considered as a certain generalization of the Umegaki relative entropy. Another possible generalization of Umegaki’s relative entropy is the notion of Bregman $f$-divergence. The preservers of Bregman $f$-divergences on the set of positive definite matrices and on the state space are determined in \cite{12} and in \cite{16}, respectively. For some other recent results on Bregman divergences the reader should consult, e. g., the papers \cite{7} and \cite{15}.

Throughout this paper the following notation will be used. $\H$ stands for a finite dimensional complex Hilbert space and $\B(\H)$ denotes the set of linear operators on the Hilbert space $\H$. Usually, $\B(\H)$ denotes the set of bounded linear operators on a Hilbert space $\H$. However, in the finite dimensional case — which is the object of this paper — every linear operator is bounded. The symbols $\B^{sa}(\H)$ and $\B^+(\H)$ stand for the self-adjoint and positive semidefinite operators on $\H$, respectively. The linear space $\B(\H)$ is endowed with the Hilbert-Schmidt inner product $\langle X, Y \rangle_{HS} = \text{Tr} XY^*$ and $\| \cdot \|_{HS}$ denotes the induced norm. $\I(\H)$ stands for the state space of $\H$ (the set of positive semidefinite operators with unit trace) and $\P_1(\H)$ denotes the set of rank-one projections on $\H$.

If $f : I \to \mathbb{R}$ is a function defined on an interval $I \subset \mathbb{R}$ then the corresponding standard operator function is the following map:

$$ f : \{ A \in \B^{sa}(\H) : \sigma(A) \subseteq I \} \to \B(\H) $$
\[ A = \sum_{a \in \sigma(A)} aP_a \triangleright f(A) := \sum_{a \in \sigma(A)} f(a)P_a, \]

where \( \sigma(A) \) is the spectrum and \( P_a \) is the spectral projection corresponding to the eigenvalue \( a \).

The following statement is folklore and can be verified by easy computations. However, we would like to refer to it in the following several times, hence we present this statement as a proposition.

**Proposition 1.** Let \( f : I \to \mathbb{R} \) be a function defined on some interval \( I \subset \mathbb{R} \). Then \( f \) is strictly convex — that is, \( f(\lambda a + (1 - \lambda)b) < \lambda f(a) + (1 - \lambda)f(b) \) for any \( a \neq b \in I, \lambda \in (0, 1) \) — if and only if the corresponding difference quotient function \( h(a, b) = \frac{f(a) - f(b)}{a - b} \) is strictly monotone increasing in its both variables.

1.1. Quantum \( f \)-divergences on positive semidefinite operators. Let \( f : [0, \infty) \to \mathbb{R} \) be a strictly convex function. By the convexity, \( f \) is necessarily continuous on \((0, \infty)\). The difference quotient \( \frac{f(x) - f(0)}{x - 0} \) is monotonically increasing, hence the limit \( \lim_{x \to +\infty} \frac{f(x) - f(0)}{x} \) exists and is finite or \( +\infty \). Therefore, the limit \( \lim_{x \to +\infty} \frac{f(x)}{x} \) exists as well, since

\[
\lim_{x \to +\infty} \frac{f(x) - f(0)}{x - 0} = \lim_{x \to +\infty} \frac{f(x)}{x}.
\]

Let us introduce the notation \( \omega_f := \lim_{x \to +\infty} \frac{f(x)}{x} \).

So, according to [5, Def. 2.1], \( f \) is regular enough to define the quantum \( f \)-divergence of positive semidefinite operators acting on a finite dimensional Hilbert space. The definition is the following.

**Definition 2** ([5, Def. 2.1]). Let \( f : [0, \infty) \to \mathbb{R} \) be a real-valued function on \([0, \infty)\) such that \( f \) is continuous on \((0, \infty)\) and the limit \( \omega_f = \lim_{x \to +\infty} \frac{f(x)}{x} \) exists in \([-\infty, +\infty]\). Let \( A \) and \( B \) be positive semidefinite operators on a finite dimensional Hilbert space \( \mathcal{H} \). The quantum \( f \)-divergence of \( A \) with respect to \( B \) is defined as

\[
(1) \quad S_f(A||B) := \langle B^{\frac{1}{2}}, f \left( L_A R_B^{-1} \right) B^{\frac{1}{2}} \rangle_{HS}
\]

if \( \text{supp}(A) \subseteq \text{supp}(B) \). If \( \text{supp}(A) \not\subseteq \text{supp}(B) \), we define

\[
(2) \quad S_f(A||B) := \lim_{\varepsilon \to 0} S_f(A||B + \varepsilon I).
\]

1.1.1. Computation rules. A rather complicated computation shows that the quantum \( f \)-divergence of the positive semidefinite operators \( A =
DÁNIEL VIROSZTEK

∑_{a \in \sigma(A)} aP_a and B = ∑_{b \in \sigma(B)} bQ_b can be computed by the formula

\[ S_f (A\|B) = \sum_{a \in \sigma(A)} \left( \omega_f a \text{Tr} P_a Q_0 + \sum_{b \in \sigma(B) \setminus \{0\}} b f \left( \frac{a}{b} \right) \text{Tr} P_a Q_b \right), \]

see [5, Cor. 2.3]. It can be immediately seen from (3) that

\[ S_f (\lambda A\|A) = f(\lambda) \text{Tr} A \quad (A \in \mathcal{B}(\mathcal{H})^+, \lambda \in [0, \infty)). \]

1.2. Examples.

Example 1. For the standard entropy function

\[ f(x) = \begin{cases} x \log x, & \text{if } x > 0, \\ 0, & \text{if } x = 0, \end{cases} \]

the induced quantum \( f \)-divergence on positive semidefinite matrices is the Umegaki relative entropy

\[ S_f(A\|B) = \begin{cases} \text{Tr} A (\log A - \log B), & \text{if } \text{supp}(A) \subseteq \text{supp}(B), \\ +\infty, & \text{if } \text{supp}(A) \nsubseteq \text{supp}(B), \end{cases} \]

which is one of the most important numerical quantities in quantum information theory. Therefore, quantum \( f \)-divergences may be considered as generalized relative entropies [5].

Example 2. For any \( q > 0, q \neq 1 \) the function \( f_q : x \mapsto f_q(x) := \frac{x^q - x}{q-1} \) is strictly convex, and the induced quantum \( f \)-divergence is

\[ S_{f_q}(A\|B) = \begin{cases} \frac{1}{q-1} \text{Tr} (A^q B^{1-q} - A), & \text{if } \text{supp}(A) \subseteq \text{supp}(B) \text{ or } q < 1, \\ +\infty, & \text{if } \text{supp}(A) \nsubseteq \text{supp}(B) \text{ and } q > 1, \end{cases} \]

which is the Tsallis relative entropy of \( A \) and \( B \) if \( 0 < q < 1 \) — see, e. g., [1] or [4].

Example 3. For the strictly convex function \( f(x) = (\sqrt{x} - 1)^2 \) the induced quantum \( f \)-divergence is

\[ S_f(A\|B) = \left\| \sqrt{A} - \sqrt{B} \right\|_{HS}^2 \]

see [11].

2. The main results

It is clear that any unitary or antiunitary conjugation leaves the quantum \( f \)-divergences invariant. The main result of this paper is that the converse statement is also true, i. e., for any strictly convex function \( f \), the preservers of quantum \( f \)-divergences are necessarily unitary or antiunitary conjugations.
Remark. Let $f$ be an arbitrary affine function, that is, $f(x) = \alpha x + \beta$ for some $\alpha, \beta \in \mathbb{R}$. Easy computations show that in this case we have

$$S_f(A||B) = \alpha \text{Tr} A + \beta \text{Tr} B \quad (A, B \in \mathcal{B}(\mathcal{H})^+).$$

So the quantum $f$-divergence of $A$ and $B$ depends only on the traces of the operators. Consequently, any trace preserving transformation of $\mathcal{B}(\mathcal{H})^+$ preserves the quantum $f$-divergence, as well. This case is clearly out of our interest. Therefore, we investigate only those quantum $f$-divergences which are generated by strictly convex functions.

The precise formulation of our main statement is as follows.

**Theorem 3.** Let $f : [0, \infty) \to \mathbb{R}$ be a strictly convex function. Let $\phi : \mathcal{B}(\mathcal{H})^+ \to \mathcal{B}(\mathcal{H})^+$ be a bijection which preserves the quantum $f$-divergence, that is,

$$S_f(\phi(A)||\phi(B)) = S_f(A||B) \quad (A, B \in \mathcal{B}(\mathcal{H})^+).$$

Then there exists a unitary or antiunitary transformation $U : \mathcal{H} \to \mathcal{H}$ such that

$$\phi(A) = U A U^* \quad (A \in \mathcal{B}(\mathcal{H})^+).$$

3. PROOFS

3.1. **The proof of Theorem 3.** Let $f : [0, \infty) \to \mathbb{R}$ be a strictly convex function and assume that $\phi : \mathcal{B}(\mathcal{H})^+ \to \mathcal{B}(\mathcal{H})^+$ is a bijection which preserves the quantum $f$-divergence, that is,

$$S_f(\phi(A)||\phi(B)) = S_f(A||B) \quad (A, B \in \mathcal{B}(\mathcal{H})^+).$$

Our aim is to prove that there exists a unitary or antiunitary transformation $U : \mathcal{H} \to \mathcal{H}$ such that

$$\phi(A) = U A U^* \quad (A \in \mathcal{B}(\mathcal{H})^+).$$

The proof is divided into two steps.

**Step 1.** Any quantum $f$-divergence preserving bijective transformation $\phi : \mathcal{B}(\mathcal{H})^+ \to \mathcal{B}(\mathcal{H})^+$ preserves the trace.

**Proof.** By the computation rule (1),

$$S_f(A||A) = f(1) \text{Tr} A \quad (A \in \mathcal{B}(\mathcal{H})^+).$$

If $\phi$ preserves the $f$-divergence, then

$$f(1) \text{Tr} \phi(A) = S_f(\phi(A)||\phi(A)) = S_f(A||A) = f(1) \text{Tr} A \quad (A \in \mathcal{B}(\mathcal{H})^+).$$

So if $f(1) \neq 0$ then the equation (5) immediately implies that $\phi$ preserves the trace, that is,

$$\text{Tr}\phi(A) = \text{Tr} A \quad (A \in \mathcal{B}(\mathcal{H})^+).$$
From now, throughout this proof we assume that \( f(1) = 0 \). Let us consider the following two possibilities.

First case: \( f \) is strictly monotone decreasing. In this case \( \omega_f = \lim_{x \to +\infty} \frac{f(x)}{x} \leq 0 \) as \( f(x) < 0 \) for any \( x > 1 \). Assume that the positive semidefinite operators \( X \) and \( A \) admit the spectral decompositions \( X = \sum_{x \in \sigma(X)} xP_x \) and \( A = \sum_{a \in \sigma(A)} aQ_a \). By (3),

\[
S_f (X||A) = \sum_{x \in \sigma(X)} \left( \omega_f x \text{Tr} P_x Q_0 + \sum_{a \in \sigma(A) \setminus \{0\}} af \left( \frac{x}{a} \right) \text{Tr} P_x Q_a \right)
\]

\[
\leq \sum_{x \in \sigma(X)} \left( 0 \cdot x \text{Tr} P_x Q_0 + \sum_{a \in \sigma(A) \setminus \{0\}} af (0) \text{Tr} P_x Q_a \right) = f(0) \text{Tr} A.
\]

We used that in the above expressions \( x \text{Tr} P_x Q_0 \geq 0 \) and \( a \text{Tr} P_x Q_a \geq 0 \) as the trace of the product of two projections is nonnegative. On the other hand, by (4),

\[
S_f (0||A) = f(0) \text{Tr} A.
\]

So

\[
\max_{X \in \mathcal{B}(\mathcal{H})^+} S_f (X||A) = f(0) \text{Tr} A.
\]

By the bijectivity and the \( f \)-divergence preserving property of \( \phi \), one gets

\[
f(0) \text{Tr} A = \max_{X \in \mathcal{B}(\mathcal{H})^+} S_f (X||A) = \max_{X \in \mathcal{B}(\mathcal{H})^+} S_f \left( \phi(X)||\phi(A) \right)
\]

\[
= \max_{Y \in \mathcal{B}(\mathcal{H})^+} S_f (Y||\phi(A)) = f(0) \text{Tr} \phi(A).
\]

Clearly, \( f(0) \neq 0 \) as \( f(0) > f(1) = 0 \) by the strict monotonicity of \( f \). Therefore, \( \text{Tr} \phi(A) = \text{Tr} A \).

Second case: \( f \) is not strictly monotone decreasing, that is, \( f(\gamma') \leq f(\delta) \) for some \( 0 \leq \gamma' < \delta \). By the strict monotonicity of the difference quotient function \( h(a,b) = \frac{f(a) - f(b)}{a-b} \) (Proposition\[\Pi\]), for any \( \gamma \in \mathbb{R} \) which satisfies \( 0 \leq \gamma' < \gamma < \delta \) we have

\[
\frac{f(\delta) - f(\gamma)}{\delta - \gamma} > \frac{f(\delta) - f(\gamma')}{\delta - \gamma'} \geq 0.
\]

So, \( f(\gamma) < f(\delta) \) for some \( 0 < \gamma < \delta \). Let us make a few observations.

- The function \( f \) is continuous on the closed interval \([\gamma, \delta] \subset (0,\infty)\), hence it is bounded on \([\gamma, \delta]\).
- By Proposition\[\Pi\] the inequality

\[
\frac{f(\delta) - f(\beta)}{\delta - \beta} < \frac{f(\delta) - f(\gamma)}{\delta - \gamma}
\]
holds for any \( \beta \in [0, \gamma) \). The above inequality is equivalent to

\[
f(\beta) > f(\delta) + \frac{\delta - \beta}{\delta - \gamma} (f(\gamma) - f(\delta)).
\]

Clearly, the right hand side is bounded from below as \( \beta \) runs through the interval \([0, \gamma)\). Therefore, \( f \) is bounded from below on \([0, \gamma)\).

- Let us use again the statement of Proposition [I] For any \( \varepsilon > \delta \) one has \( f(\varepsilon) > f(\gamma) \) as

\[
\frac{f(\varepsilon) - f(\gamma)}{\varepsilon - \gamma} > \frac{f(\delta) - f(\gamma)}{\delta - \gamma} > 0.
\]

So \( f \) is bounded from below on \((\delta, \infty)\).

By the above three observations, \( f \) is bounded from below, hence \( f \) has a finite infimum. This infimum is not necessarily a minimum. For example, the strictly convex function

\[
f(x) = \begin{cases} x^2 - 1, & \text{if } x > 0, \\ 0, & \text{if } x = 0 \end{cases}
\]

does not have a minimum on \([0, \infty)\).

Let us introduce the notation \( K := \inf_{x \in [0, \infty)} f(x) \). We intend to show that

\[
\inf_{X \in \mathcal{B}(\mathcal{H})^+} S_f(X||A) = K \text{Tr} A.
\]

The inequality \( \inf_{X \in \mathcal{B}(\mathcal{H})^+} S_f(X||A) \leq K \text{Tr} A \) is an immediate consequence of the computation rule [I] which states that \( S_f(\lambda A||A) = f(\lambda) \text{Tr} A \) for any \( A \in \mathcal{B}(\mathcal{H})^+ \) and \( \lambda \geq 0 \). On the other hand — using that \( \omega_f \geq 0 \) as \( f \) is bounded from below — for any \( X = \sum_{x \in \sigma(X)} x P_x \in \mathcal{B}(\mathcal{H})^+ \) we have

\[
S_f(X||A) = \sum_{x \in \sigma(X)} \left( \omega_f x \text{Tr} P_x Q_0 + \sum_{a \in \sigma(A) \setminus \{0\}} a f \left( \frac{x}{a} \right) \text{Tr} P_x Q_a \right)
\]

\[
\geq \sum_{x \in \sigma(X)} \left( 0 \cdot x \text{Tr} P_x Q_0 + \sum_{a \in \sigma(A) \setminus \{0\}} a K \text{Tr} P_x Q_a \right) = K \text{Tr} A,
\]

hence \( \inf_{X \in \mathcal{B}(\mathcal{H})^+} S_f(X||A) \geq K \text{Tr} A \). (The operator \( A \) is assumed to admit the spectral decomposition \( A = \sum_{a \in \sigma(A)} a Q_a \).) The transformation \( \phi \) is bijective and preserves the quantum \( f \)-divergence, hence

\[
K \text{Tr} A = \inf_{X \in \mathcal{B}(\mathcal{H})^+} S_f(X||A) = \inf_{X \in \mathcal{B}(\mathcal{H})^+} S_f(\phi(X)||\phi(A))
\]

\[
= \inf_{Y \in \mathcal{B}(\mathcal{H})^+} S_f(Y||\phi(A)) = K \text{Tr} \phi(A).
\]
Note that $K \leq 0$ as $f(1) = 0$. If $K < 0$, then the above equation clearly implies that $\text{Tr} \phi(A) = \text{Tr} A$.

If $K = 0$, then $f(x) > 0$ for any $x \neq 1$, as $f$ is strictly convex. Moreover, the strict convexity of $f$ immediately implies that $f$ is strictly monotone decreasing on $[0, 1]$. By Proposition 1, $f(x) - f(1) = \frac{f(x)}{x-1}$ is strictly monotone increasing (and positive) on $(1, \infty)$, and so is the function $x \mapsto \frac{x-1}{x}$. The product of two strictly monotone increasing positive functions is strictly monotone increasing, hence $\frac{f(x)}{x} = \frac{f(x)}{x-1}$ is strictly monotone increasing on $(1, \infty)$. In particular,

\begin{equation}
\frac{b}{a} f\left(\frac{a}{b}\right) < \omega_f \text{ for any } 0 < b < a.
\end{equation}

We intend to prove the following characterization of the element $0 \in \mathcal{B}(\mathcal{H})^+$. Let $X \in \mathcal{B}(\mathcal{H})^+$. Then $X = 0$ if and only if

$$S_f(A\|B) \leq S_f(A\|X) + S_f(X\|B)$$

for every $A, B \in \mathcal{B}(\mathcal{H})^+$.

Assume that $X \neq 0$. Consequently, $\text{Tr} X > 0$. By Proposition 1,

$$\frac{f(\lambda \mu) - f(\lambda)}{\lambda (\mu - 1)} < \frac{f(\mu) - f(1)}{\mu - 1}$$

for any $\lambda > 1$ and $\mu > 1$. Equivalently,

$$\lambda f(\mu) + f(\lambda) < f(\lambda \mu).$$

Multiplying with $\text{Tr} X$ we get that

$$f(\mu) \text{Tr} \lambda X + f(\lambda) \text{Tr} X < f(\lambda \mu) \text{Tr} X$$

which is equivalent by (4) to

$$S_f(\lambda \mu X\|\lambda X) + S_f(\lambda X\|X) < S_f(\lambda X\|X).$$

To see the converse statement, we need to show that $S_f(A\|B) \leq S_f(A\|0) + S_f(0\|B)$ for any $A, B \in \mathcal{B}(\mathcal{H})^+$. By the computation rule (3), if $A = \sum_{a \in \sigma(A)} aP_a$ and $B = \sum_{b \in \sigma(B)} bQ_b$, then

$$S_f(A\|B) = \sum_{a \in \sigma(A)} \left( \omega_f a \text{Tr} P_a Q_0 + \sum_{b \in \sigma(B) \setminus \{0\}} b f\left(\frac{a}{b}\right) \text{Tr} P_a Q_b \right)$$

$$= \sum_{a \in \sigma(A)} \omega_f a \text{Tr} P_a Q_0 + \sum_{\{(a,b)\mid a \in \sigma(A), b \in \sigma(B) \setminus \{0\}, a < b\}} \sum_{\{b\}} b f\left(\frac{a}{b}\right) \text{Tr} P_a Q_b$$

$$+ \sum_{\{(a,b)\mid a \in \sigma(A), b \in \sigma(B) \setminus \{0\}, a = b\}} b f\left(\frac{a}{b}\right) \text{Tr} P_a Q_b$$

$$+ \sum_{\{(a,b)\mid a \in \sigma(A), b \in \sigma(B) \setminus \{0\}, a > b\}} b f\left(\frac{a}{b}\right) \text{Tr} P_a Q_b.$$
The term
\[ \sum_{(a,b)|a \in \sigma(A), b \in \sigma(B) \setminus \{0\}, a=b} bf\left(\frac{a}{b}\right) \text{Tr} P_a Q_b \]
is zero as \( f(1) = 0 \). Furthermore,
\[ \sum_{(a,b)|a \in \sigma(A), b \in \sigma(B) \setminus \{0\}, a<b} bf\left(\frac{a}{b}\right) \text{Tr} P_a Q_b \]
\[ \leq \sum_{(a,b)|a \in \sigma(A), b \in \sigma(B) \setminus \{0\}, a<b} b f(0) \text{Tr} P_a Q_b \]
\[ = f(0) \sum_{b \in \sigma(B)} b \text{Tr} Q_b \left( \sum_{a \in \sigma(A), a<b} P_a \right) \leq f(0) \sum_{b \in \sigma(B)} b \text{Tr} Q_b = f(0) \text{Tr} B, \]
because \( f \) is strictly monotone decreasing on \([0, 1]\). By (5),
\[ \sum_{a \in \sigma(A)} \omega_f a \text{Tr} P_a Q_0 + \sum_{(a,b)|a \in \sigma(A), b \in \sigma(B) \setminus \{0\}, a>b} bf\left(\frac{a}{b}\right) \text{Tr} P_a Q_b \]
\[ = \sum_{a \in \sigma(A)} \omega_f a \text{Tr} P_a Q_0 + \sum_{(a,b)|a \in \sigma(A), b \in \sigma(B) \setminus \{0\}, a>b} \frac{b}{a} f\left(\frac{a}{b}\right) \text{Tr} P_a Q_b \]
\[ \leq \sum_{a \in \sigma(A)} \omega_f a \text{Tr} P_a Q_0 + \sum_{(a,b)|a \in \sigma(A), b \in \sigma(B) \setminus \{0\}, a>b} a \omega_f \text{Tr} P_a Q_b \]
\[ = \sum_{(a,b)|a \in \sigma(A), b \in \sigma(B), a>b} a \omega_f \text{Tr} P_a Q_b = \omega_f \sum_{a \in \sigma(A)} a \text{Tr} P_a \left( \sum_{b \in \sigma(B), b<a} Q_b \right) \]
\[ \leq \omega_f \sum_{a \in \sigma(A)} a \text{Tr} P_a = \omega_f \text{Tr} A. \]
We deduced that \( S_f(A\|B) \leq f(0) \text{Tr} B + \omega_f \text{Tr} A \). On the other hand, (3) shows that
\( S_f(A\|0) = \omega_f \text{Tr} A \) and \( S_f(0\|B) = f(0) \text{Tr} B \).
That is,
\[ S_f(A\|B) \leq S_f(A\|0) + S_f(0\|B). \]
Now we can easily deduce that \( \phi(0) = 0 \). If \( \phi \) preserves the \( f \)-divergence, then
\[ S_f\left(\phi(A)\|\phi(B)\right) \leq S_f\left(\phi(A)\|\phi(0)\right)+ S_f\left(\phi(0)\|\phi(B)\right) \]
holds for any \( A, B \in \mathcal{B}(\mathcal{H})^+ \). The map \( \phi \) is bijective, hence this implies that \( \phi(0) = 0 \). The function \( f \) is strictly monotone decreasing on \([0, 1]\) and \( f(1) = 0 \), so \( f(0) > 0 \). By the computation rule (4) and by the preserver property of \( \phi \), the equation
\[ f(0) \text{Tr} A = S_f\left(0\|A\right) = S_f\left(\phi(0)\|\phi(A)\right) = S_f\left(0\|\phi(A)\right) = f(0) \text{Tr} \phi(A) \]
holds for any \( A \in \mathcal{B}(\mathcal{H})^+ \). Consequently, \( \text{Tr} \phi(A) = \text{Tr} A \), that is, \( \phi \) preserves the trace. \( \square \)
Step 2. If a bijection $\phi : \mathcal{B}(\mathcal{H})^+ \rightarrow \mathcal{B}(\mathcal{H})^+$ preserves the quantum $f$-divergence and the trace, then it is implemented by a unitary or an antiunitary operator.

Proof. Let us introduce the notation

$$\mathcal{B}(\mathcal{H})_1^+ := \{ A \in \mathcal{B}(\mathcal{H})^+ : \text{Tr} A = \lambda \}. $$

Note that $\mathcal{B}(\mathcal{H})_1^+$ is nothing else but the state space and it is denoted by $\mathcal{S}(\mathcal{H})$. Observe that by the trace preserving property, $\phi$ restricted to $\mathcal{B}(\mathcal{H})_1^+$ is a bijection from $\mathcal{B}(\mathcal{H})_1^+$ onto itself. It can be easily seen by the computation rule (3) that the quantum $f$-divergence is homogeneous, that is,

$$S_f (\lambda A || \lambda B) = \lambda S_f (A || B) \quad (A, B \in \mathcal{B}(\mathcal{H})_1^+, \lambda \in [0, \infty)).$$

For any $\lambda \in (0, \infty)$, let us define a map $\psi_\lambda$ in the following way:

$$\psi_\lambda : \mathcal{S}(\mathcal{H}) \rightarrow \mathcal{S}(\mathcal{H}), \quad A \mapsto \psi_\lambda (A) := \frac{1}{\lambda} \phi (\lambda A).$$

$\psi_\lambda$ preserves the $f$-divergence, because

$$S_f (\{ \psi_\lambda (A) || \psi_\lambda (B) \}) = S_f \left( \frac{1}{\lambda} \phi (\lambda A) || \frac{1}{\lambda} \phi (\lambda B) \right)$$

$$= \frac{1}{\lambda} S_f (\phi (\lambda A) || \phi (\lambda B)) = \frac{1}{\lambda} S_f (\lambda A || \lambda B) = S_f (A || B)$$

holds for any $A, B \in \mathcal{S}(\mathcal{H})$ and $\lambda \in (0, \infty)$. Therefore, by the result of Molnár, Nagy and Szokol [11, Theorem],

$$\psi_\lambda (A) = U_\lambda A U_\lambda^*$$

for some unitary or antiunitary operator $U_\lambda$ acting on $\mathcal{H}$. Let $P \in \mathcal{P}_1(\mathcal{H})$ and $\lambda, \mu > 0$ be arbitrary. Clearly,

$$S_f (\lambda P || \mu P) = \mu f \left( \frac{\lambda}{\mu} \right).$$

On the other hand, for any positive $\lambda$ and $\mu$,

$$S_f (\phi (\lambda P) || \phi (\mu P)) = S_f (\lambda \psi_\lambda (P) || \mu \psi_\mu (P))$$

$$= \mu f \left( \frac{\lambda}{\mu} \right) \text{Tr} \psi_\lambda (P) \psi_\mu (P)$$

$$+ \lambda \omega_f \text{Tr} \left( I - \psi_\mu (P) \right) \psi_\lambda (P) + \mu f (0) \text{Tr} \left( I - \psi_\lambda (P) \right) \psi_\mu (P).$$

The operators $\psi_\lambda (P)$ and $\psi_\mu (P)$ are rank-one projections, so their traces are equal to one. Using this fact and the $f$-divergence preserving property of $\phi$, we get that

$$0 = S_f (\phi (\lambda P) || \phi (\mu P)) - S_f (\lambda P || \mu P)$$
\[
\begin{align*}
&= \left(1 - \text{Tr} \psi_\lambda(P) \psi_\mu(P)\right) \left(\lambda \omega_f + \mu f(0)\right) - \left(1 - \text{Tr} \psi_\lambda(P) \psi_\mu(P)\right) \mu f\left(\frac{\lambda}{\mu}\right) \\
&= \left(1 - \text{Tr} \psi_\lambda(P) \psi_\mu(P)\right) \left(\lambda \omega_f + \mu f(0) - \mu f\left(\frac{\lambda}{\mu}\right)\right).
\end{align*}
\]

The term \(\lambda \omega_f + \mu f(0) - \mu f\left(\frac{\lambda}{\mu}\right)\) is strictly positive, as by the strict monotonicity of the difference quotient function (Proposition \[\Box\])

\[
\frac{f\left(\frac{\lambda}{\mu}\right) - f(0)}{\frac{\lambda}{\mu} - 0} < \omega_f
\]

for any \(0 < \lambda, \mu\). Therefore, \(\text{Tr} \psi_\lambda(P) \psi_\mu(P) = 1\), hence \(\psi_\lambda(P) = \psi_\mu(P)\). We know that both \(\psi_\lambda\) and \(\psi_\mu\) are affine maps and any element of \(\mathcal{S}(\mathcal{H})\) is a convex combination of rank-one projections, so \(\psi_\lambda = \psi_\mu\) for any \(\lambda\) and \(\mu\). This means that there is a unitary or antiunitary operator \(U\) such that \(\phi(A) = UAU^* \left( A \in \mathcal{B}(\mathcal{H})^+ \right)\).

We close this paper with the following

**Remark.** In contrast with the result of \[\Box\], our Theorem concerns only bijective transformations of the cone of positive semidefinite operators. The description of non-bijective transformations which leave quantum \(f\)-divergences invariant seems to be a challenging problem. We propose it as an open question.
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