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Abstract: Tree comparisons are used in various areas with various statistical or dissimilarity measures. Given that data in various domains are diverse, and a particular comparison approach could be more appropriate for specific applications, there is a need to evaluate different comparison approaches. As gathering real data is often an extensive task, using generated trees provides a faster evaluation of the proposed solutions. This paper presents three algorithms for generating random trees: parametrized by tree size, shape based on the node distribution and the amount of difference between generated trees. The motivation for the algorithms came from unordered trees that are created from class hierarchies in object-oriented programs. The presented algorithms are evaluated by statistical and dissimilarity measures to observe stability, behavior, and impact on node distribution. The results in the case of dissimilarity measures evaluation show that the algorithms are suitable for tree comparison.

Keywords: generating trees; algorithms; tree edit distance; tree analysis; class hierarchy; object-oriented languages

1. Introduction

Trees as data structures are used to represent hierarchically organized data in various areas, such as pattern recognition [1,2], phylogenetic studies [3], structured documents [4], and problem-solving by searching [5]. In the mentioned areas, one of the key tasks is to compare trees, e.g., by tree characteristics and dissimilarity measures. Tree characteristics such as tree height and node degree, and conclusions based on these characteristics, such as branching factor [5], can provide insight into the relationships in the data. In order to determine how similar two data patterns represented by trees are, dissimilarity measures are introduced [6], such as tree inheritance distance (TID) from our previous work [7]. Dissimilarity measures are related to the problem domain; e.g., dissimilarity measures used in computer vision rely on the structural differences between ordered trees. When there is a need to use or to introduce dissimilarity measures specific to the problem domain, it is useful to compare various trees by the results from the dissimilarity measures. The data used to evaluate various approaches can be extracted from real-world cases or generated. Real data is the basis for problem-solving from a specific domain. However, gathering real data is often an extensive task, whereas data generated by a random tree or a tree similar to the tree created from real data provides a faster evaluation of the proposed problem solutions.

In this paper, we briefly describe tree comparison based on the dissimilarity measures and tree characteristics such as height and degree, followed by the elaboration of trees’ statistical data relevant for use in the presented algorithms. The contributions of this paper are three algorithms for generating unordered trees: random, using a given node distribution corresponding to the data in the problem domain, and trees created by the modification of the existing tree. Our primary motivation is to generate trees representing the class hierarchy in object-oriented languages. As an example, to create
a tree that reflects real data from a problem domain, a distribution pattern is obtained from several open-source programs to form parameters. However, the presented algorithms can also be used in other problem domains. Besides, a web tool for generating trees is developed based on the presented algorithms (see Appendix A for more information).

The remainder of the paper is organized as follows. In Section 2, as the preliminaries, statistical and dissimilarity measures are briefly described and presented in the context of the class hierarchy of an object-oriented program. In Section 3, tree algorithms to generate trees, with emphasis on the tree comparison, are introduced. Furthermore, the evaluation of presented algorithms is performed by analyzing the results of the experiments in Section 4. The last section is the conclusion.

2. Preliminaries

2.1. Dissimilarity Measures

The dissimilarity value is a single number that represents the difference between trees and graphs [8–10]. There are various dissimilarity measures; however, in this paper, we use edit distance since it provides "error-tolerant" matching of trees [11], because compared trees can be entirely dissimilar. Edit distance is calculated by operations applied to nodes and edges of a tree, such as add, delete, and substitute. Each operation is assigned a cost, where edit distance is the minimal cost of operations to transform a tree from one to another. There are various algorithms and constraints to calculate edit distance, based on the type of the tree or problem domain; e.g., TED—tree edit distance is used on ordered trees where add and delete operations are performed only on leaf nodes [6], whereas GED—graph edit distance is suitable for graphs, and used in pattern recognition [11]. E.g., GED in [11] uses a best-first algorithm (A*) to calculate the minimum distance in result space over all possible operation combinations. Since edit distance depends on the constraints and the algorithm being implemented, edit distances differ in the result and operation set or sequence; e.g., Figure 1 shows nodes mapping between two trees as the results of the GED and TED algorithms. The GED value in Figure 1a is equal to seven, while the TED value in Figure 1b is equal to six. The GED includes the cost of both node and edge operations, whereas in TED, the cost of edge operations is implicitly included in the cost of operations performed on nodes. Specified distance values are valid when the costs for add, delete, and substitute operations are equal to 1, and in the case of the GED, add and delete edge operations. On Figure 1 nodes and edge operations are shown in squares, where λ represents empty node and edge, such that, e.g., λ → c denotes add node operation. Moreover, if nodes b and d as children of the root node change order, GED value will remain unchanged, whereas the TED value, in that case, is equal to 7. There is an additional add node operation λ → b and instead of operation c → b operation c → λ is performed. The difference is a consequence of the fact that the TED algorithm is used for ordered trees, whereas the GED algorithm is used for unordered trees. These two algorithms are selected to show how various algorithms result in different distance values, which is discussed as the result of the experiments in Section 4.
2.2. Statistical Measures

Tree characteristics such as the number of nodes \((n)\), height \((h)\), and the level and degree of nodes are used to analyze the shape of a tree. Statistical values based on these measures involve a number of nodes per level; i.e., the number of nodes per level—\(N_l\) and average nodes degree per level \(D_a\). The number of nodes per level is a sequence \(N_l = (n_1, \ldots, n_i, \ldots, n_m)\), where the \(n_i\) denotes number of nodes in the tree at the level \(i\). Average node degree per level, i.e., average number of children per level, is a sequence \(D_a = (d_1, \ldots, d_i, \ldots, d_n)\), where \(d_i\) is the average degree at level \(i\). \(N_l\) provides information about the distribution of nodes at each level, while \(D_a\) provides insight into average branching at each level. Note that the \(D_a\) is similar to the average branching factor used in the domain of solving problems by searching [5], where the emphasis is on the branching factor of the entire tree or algorithm iteration. However, in this paper, \(D_a\) is based on the node level. Both \(N_l\) and \(D_a\) provide information about the shape of the tree.

Table 1 shows statistics based on the class hierarchy of an open-source program NewPipe [12] for program versions 0.8.9 and 0.9.0. The data in Table 1 show that version 0.9.0 in comparison to the 0.8.9 contains fewer nodes \((n)\); it is shallower \((h)\), but the distribution is relatively stable, since nodes are mostly contained in the first two levels \((N_l)\); and it has a similar branching at the level 2, with a tendency of reducing the number of nodes at higher levels.

![Diagram of trees](image)

**Figure 1.** Node mapping and operations as a result of dissimilarity measures.

|     | v0.8.9 | v0.9.0 |
|-----|--------|--------|
| \(n\) | 97     | 70     |
| \(h\) | 5      | 3      |
| \(N_l\) | 1/30/49/10/5/2 | 1/22/44/3 |
| \(D_a\) | 30/1.63/0.2/0.5/0.4/0 | 22/2/0.07/0 |
| \(dist[\%]\) | 31.25/51.04/10.42/5.21/2.08 | 31.88/63.77/4.35 |

Moreover, Figure 2a shows how the distribution of nodes per level \(N_l\) is similar between trees of NewPipe class hierarchy for 10 subsequent program versions from 0.8.8 to 0.9.12. The average number of nodes per level for all currently available 62 NewPipe [12] versions is represented by the blue line in Figure 2a. The distribution shape for 10 subsequent version corresponds to the node distribution in 62 versions. In order to get a more precise approximation of tree shape and node distribution, besides NewPipe, another four programs with publicly available source code were analyzed and the average node distribution is shown in Figure 2b. Average values show a similar tendency on the same levels between different programs and correspond to the values shown in Figure 2a. Both figures show a pattern for class hierarchy in the form of a node distribution.
3. Generating Trees

3.1. Random Variants

A simple approach to generate a single tree is by randomly creating a given number of nodes and edges. In this paper, to generate trees randomly, we rely on a pseudo-random generator. The algorithm to generate a tree by randomly selecting nodes to connect is shown in Algorithm 1. The presented algorithm is generic, where variants of the algorithm are shown using Table 2. The algorithm variant is obtained from generic Algorithm 1 by replacing the keywords denoted with square brackets with the corresponding values in Table 2. The algorithm accepts the number of nodes \( n \) as input, and the output is a set of nodes \( V \) and a set of edges \( E \). The algorithm first creates \( n \) nodes, and then selects parent ([parent]) and child ([child]) nodes to connect based on the condition ([condition]) until there is \( n-1 \) edges. Algorithm variants differ in use of an additional node sets which are initialized ([initialize]) before connecting the nodes and adjusted ([adjust]) after the pair of nodes is connected. Function newNode creates a new node, whereas newEdge returns an edge consisting of two nodes, the parent and child nodes. Function getRandomNode from Table 2 randomly selects a node from the given set of nodes, whereas getNextNode returns nodes consecutively. Function getPreds traverse tree from the given node to the root node returning the predecessor node-set.

Algorithm 1: Random tree algorithm

input : the number of nodes \( n \).
output : Tree \( T(V,E) \)

1. \( V \leftarrow \emptyset, E \leftarrow \emptyset; \)
2. for \( i \leftarrow 1 \) to \( n \) by 1 do
3. \( V \leftarrow V \cup \{\text{newNode}\}; \)
4. end
5. [initialize];
6. do
7. \( u_p \leftarrow [\text{parent}]; \)
8. \( u_c \leftarrow [\text{child}]; \)
9. if [condition] then
10. \( E \leftarrow E \cup \text{newEdge}(u_p,u_c); \)
11. [adjust];
12. end
13. while \( |E| < n - 1; \)
There are four variants of algorithm, depending on the parent and child selection, random or consecutive, and depending on the sets of nodes from which the nodes are selected (Table 2).

Various variants are considered in order to determine how variants with different time and space complexities affect generating different trees. The algorithm variant with random parent and child node selection from node-set \( V \) (random P-C) contains a condition given in Table 2 to avoid cycles. However, this variant performs traversal of both \( u_c \) and \( u_p \) nodes to the root node by function \( \text{getPreds} \) to obtain predecessor nodes, increasing the time complexity. Traversal complexity is equal to \( O(k) \), where \( k \) represents the average node level in the tree. In order to discuss the time complexity of the given algorithm only, a particular random function complexity (\( \text{getRandomNode} \)) and a function for retrieving consecutive nodes (\( \text{getNextNode} \)) are not considered. Therefore, it is assumed that both functions have complexity \( O(1) \). Algorithm time complexity is \( O(n + k) \), besides random P-C with \( U_r/U_n \) variant with time complexity \( O(n) \). The Algorithm 1 variant with random parent and child node selection from the node-set \( V \) and unused set \( U_r \) (random P-C with \( U_r \)) use additional space to store nodes without a parent node. Therefore, only predecessor nodes for node \( u_p \) are retrieved. Another algorithm variant (random P iterative C) is with a random selection of parent node only, where child nodes are iteratively selected. The stated algorithm variants require the condition whether the selected child and parent nodes are equal (Algorithm 1 line 9), which can increase the number of attempts to select a different parent and child. Therefore, another algorithm variant (random P-C with \( U_r/U_n \)) is evaluated with used (\( U_r \)) and unused (\( U_n \)) sets of nodes. The unused set is equal to the node set \( U_n \) in variant random P-C with \( U_n \), containing nodes without a parent, whereas a set of nodes \( U_r \) contains nodes with the already added parent. Using two disjoint sets of nodes avoids checking that the randomly selected parent and child are the same node. Since various algorithm variants to create connections could randomly be incorporated, some algorithms tend to expand horizontally and others vertically. A desirable random tree algorithm is the one that can generate both wide and deep trees randomly between different runs. Algorithm variants are empirically evaluated by generating 10,000 trees with 100 nodes. Figure 3 shows a box plot for the height of trees generated by Algorithm 1 variants. The first three variants generate trees with a similar range of heights, whereas random P-C with \( U_r/U_n \) generates shallower and wider trees. A wider tree is the result of connecting nodes in order from the root node, where each step of the algorithm creates a valid tree. Furthermore, random P iterative C algorithm variant generates deeper trees, but the first two algorithm variants generate trees with a slightly better height variation (Figure 3). A similar conclusion can be drawn from the average tree height values in Table 3. In addition, Table 3 contains an average number of selected equal parent and child nodes corresponding to equal hits (EH) for each variant in Table 3. It can be concluded that random P-C with \( U_r \) variant provides a good variation of tree height shown in Figure 3, with smaller EH values (Table 3) and less time complexity. In the experiments in Section 4, variant random P-C with \( U_r \) is used as Algorithm 1 for the algorithm evaluation.
### 3.2. Generating Trees by Node Distribution

The tree generated by Algorithm 1 is shown in Figure 4, represented by the radial visual layout (\texttt{twopi}) [13]. Figure 4 shows how tree branching is scattered, corresponding to random connections between nodes, which is also confirmed by node distribution per level on Figure 5 denoted as \texttt{alg1}. Algorithm 1 is suitable for scenarios where a random connection between nodes is required. However, domain data usually follows certain patterns; e.g., a distribution of nodes per level for the class hierarchy of \texttt{NewPipe} in versions 0.8.9 and 0.9.0 is shown in Figure 5. The shown pattern reflects that the nodes are mostly concentrated on the first two levels. At higher levels, the concentration of the nodes decreases. In order to generate a tree that reflects real data from a particular domain or observed phenomenon, another approach is required, based on the distribution pattern obtained from the real data. Therefore, we introduce Algorithm 2 to generate a tree based on the given distribution of nodes per level. Connections between nodes are generated randomly, where nodes at current level are randomly selected from a set of nodes without parent node—\(N\), and are connected to a randomly selected node from a set of nodes at the previous level—\(P\). The algorithm creates a tree level by level: first, the root node is randomly selected—\(r\), and then nodes for each level—\(u\). The number of nodes at each level (\(C\)) is determined by function \texttt{getNodeCountPerLevel1} based on the given distribution of nodes in percentage—\(D\), number of nodes—\(n\), and current level \(i\). Finally, a set of nodes in the current step in algorithm—\(T\) becomes a set of predecessor nodes—\(P\) in the next step.

#### Table 3. Tree heights and equal hits (EH) for Algorithm 1 variants (avg(std.dev.)).

| Algorithm Variant | Avg. Height | Avg. EH |
|-------------------|-------------|---------|
| rand. P-C         | 21.802      | 1.029   |
| [±4.979]          | [±1.017]    |         |
| rand. P-C with \(U_n\) | 21.746      | 1.045   |
| [±4.951]          | [±1.035]    |         |
| rand. \(P\) iterative C | 24.590      | 1.530   |
| [±5.294]          | [±1.487]    |         |
| rand. P-C with \(U_n/Us\) | 8.471       | 0.000   |
| [±1.312]          | [±0.000]    |         |
Instead of the given distribution of nodes, a random distribution can be used in Algorithm 2. The `getNodeCountPerLevel` function can return a random number of nodes per level for a given level, resulting in distribution of nodes, as shown in Figure 5, for the tree height of 5 as `alg2-rand-dist`. In addition to the random node distribution, the number of levels could also be randomly determined, e.g., in pre-defined intervals to achieve randomization both of node distribution and tree height.

![Tree with 100 nodes generated by Algorithm 1.](image)

**Figure 4.** Tree with 100 nodes generated by Algorithm 1.

![Node distribution per level for generated trees (alg1, alg2-rand-dist) and NewPipe class hierarchy in versions 0.8.9 and 0.9.0.](image)

**Figure 5.** Node distribution per level for generated trees (alg1, alg2-rand-dist) and NewPipe class hierarchy in versions 0.8.9 and 0.9.0.
Algorithm 2: Random tree by node distribution.

**input**: the number of nodes \( n \) and node distribution per level \( D \) (expressed as percentages)

**output**: Tree \( T(V, E) \)

1. \( V \leftarrow \emptyset, E \leftarrow \emptyset; \)
2. \( \text{for } i \leftarrow 1 \text{ to } n \text{ by } 1 \text{ do} \)
3. \( V \leftarrow V \cup \{\text{newNode()}\}; \)
4. \( \text{end} \)
5. \( N \leftarrow V; \)
6. \( u_r \leftarrow \text{getRandomNode}(N); \)
7. \( N \leftarrow N \setminus \{u_r\}; \)
8. \( P \leftarrow \{u_r\}; \)
9. \( \text{for } i \leftarrow 1 \text{ to } |D| \text{ by } 1 \text{ do} \)
10. \( T \leftarrow \emptyset; \)
11. \( C \leftarrow \text{getNodeCountPerLevel}(D, n, i); \)
12. \( \text{for } j \leftarrow 1 \text{ to } C \text{ by } 1 \text{ do} \)
13. \( u_c \leftarrow E \text{getRandomNode}(N); \)
14. \( u_p \leftarrow \text{getRandomNode}(P); \)
15. \( E \leftarrow E \cup \text{newEdge}(u_p, u_c); \)
16. \( N \leftarrow N \setminus \{u_c\}; \)
17. \( T \leftarrow T \cup \{u_c\}; \)
18. \( \text{end} \)
19. \( P \leftarrow T; \)
20. \( \text{end} \)

3.3. Distorted Tree

The first two algorithms generate random trees by the given number of nodes and distribution of nodes. In order to compare two trees, one of the possibilities is to generate two independent trees using these algorithms. However, it is unlikely that two unrelated trees would be compared. In the case of the class hierarchy, a comparison is performed between two versions of the program. Therefore, it is necessary to modify the original tree to obtain another tree for comparison; e.g., to evaluate dissimilarity measures described in Section 2. The difference between created trees can be controlled by distortion parameters as the amount of added, deleted, and matched nodes with the changed parent, similarly to operations performed on nodes in edit distance algorithms. Moreover, by changing the specific distortion parameter, tree dissimilarity measures can be evaluated, and tree statistics analyzed. Generally, parameters can be used in domains where the controlled difference between generated trees for comparison is required; e.g., a domain where the tree can differ in only added or deleted nodes. The algorithm to generate trees based on the given tree and the amount of distortion is given in Algorithm 3.
Algorithm 3: Tree generated by given source tree and distortion parameters.

```
input : Tree $T_1(V_1, E_1)$, distortion parameters $a, d, m_p$
output: Tree $T_2(V_2, E_2)$

1 $V_2 \leftarrow V_1, E_2 \leftarrow E_1$

2 for $i \leftarrow 1$ to $d$ by 1 do
3     $u_d \leftarrow getRandomNode(V_2)$;
4     $V_2 \leftarrow V_2 \setminus \{u_d\}$;
5     $E_2 \leftarrow E_2 \setminus \text{getEdgeToParent}(u_d)$;
6     if hasChildren($u_d$) then
7         $u_p \leftarrow \text{getParent}(u_d)$;
8         foreach $c$ in getChildren($u_d$) do
9             $E_2 \leftarrow E_2 \setminus \{\text{getEdgeToParent}(c)\}$;
10            $E_2 \leftarrow E_2 \cup \{\text{newEdge}(u_p, c)\}$;
11         end
12     end
13 end

14 $M \leftarrow V_2$

15 for $i \leftarrow 1$ to $a$ by 1 do
16     $u_a \leftarrow \text{newNode}()$
17     $u_p \leftarrow \text{getRandomNode}(V_2)$;
18     $V_2 \leftarrow V_2 \cup \{u_a\}$;
19     if hasChildren($u_p$) AND spreadDecision() then
20         $c \leftarrow \text{getRandomChild}(u_p)$;
21         $E_2 \leftarrow E_2 \setminus \{\text{getEdgeToParent}(c)\}$;
22         $E_2 \leftarrow E_2 \cup \{\text{newEdge}(u_a, c)\}$;
23     end
24     $E_2 \leftarrow E_2 \cup \{\text{newEdge}(u_p, u_a)\}$;
25 end

26 $m_c \leftarrow m_p \ast |M|$
27 $N \leftarrow M$

28 for $i \leftarrow 1$ to $m_c$ by 1 do
29     $u_m \leftarrow \text{getRandomNode}(N)$
30     $u_{op} \leftarrow \text{getParent}(u_m)$;
31     $u_{np} \leftarrow \text{getParent}(V_2 \setminus \{u_m, u_{op}\})$;
32     $E_2 \leftarrow E_2 \setminus \{\text{getEdgeToParent}(u_m)\}$;
33     if hasChildren($u_{np}$) AND spreadDecision() then
34         $c \leftarrow \text{getRandomChild}(u_{np})$;
35         $E_2 \leftarrow E_2 \setminus \{\text{getEdgeToParent}(c)\}$;
36         $E_2 \leftarrow E_2 \cup \{\text{newEdge}(u_m, c)\}$;
37     end
38     $E_2 \leftarrow E_2 \cup \{\text{newEdge}(u_{np}, u_m)\}$;
39     $N \leftarrow N \setminus \{u_m\}$;
40 end
```

Algorithm 3 accepts source tree ($T_1$) and distortion parameters to create a target tree ($T_2$) as the number of added ($a$) and deleted nodes ($d$), and percentage of matched nodes with changed parent ($m_p$). Matched nodes are nodes with the same labels in both source and target tree. The algorithm works as follows: first, nodes $V_1$ and edges $E_1$ of the source tree are copied into $V_2$ and $E_2$. Matched
nodes are stored in set $M$, corresponding to the set $V_2$ after the node deletion. The algorithm randomly selects $d$ nodes from set $V_2$ by using function $\text{getRandomNode}$. Randomly selected node $u_1$ is deleted from set $V_2$, together with the corresponding edge to the parent node from the set of edges $E_2$. The edge that is deleted is obtained by function $\text{getEdgeToParent}$ and given the child node. Upon deletion, the algorithm creates new nodes and adds them to the node-set $V_2$. For each new node $u_a$ the algorithm randomly selects its parent node $u_p$ and creates a corresponding edge $(u_p, u_a)$. If the parent node has children, the tree can be additionally modified by replacing the parent of one of the randomly selected children $c$ and set $u_a$ as the new parent. This modification depends on the spreadDecision function, which in this paper decides with a 50% chance. However, the function can be parametrized or defined differently based on specific usage. The third step of the algorithm is to replace parent node for matched nodes from set $M$. First, the number of parent-changing nodes $m_p$ is calculated over the parameter $m_p$ and the number of matched nodes $|M|$. Node $u_m$ is selected from a set of nodes $N$, which initially contains matched nodes $M$. At each iteration performed $m_p$ times, set $N$ is reduced by node $u_m$. The algorithm acts similarly for adding the nodes; it randomly selects a new parent node $u_{np}$ from a set of nodes $V_2 \setminus \{u_m, u_{op}\}$, where a newly added node, as a matched node, can be the new parent node. Similarly to the adding node, node $u_m$ can be added as child to the new parent $u_{np}$ in two ways: by replacing the existing child node $c$ or adding it as the new child node. The difference is that the edge $(u_{op}, u_m)$ to the previous parent node $u_{op}$ is deleted from set $E_2$. On the other hand, the final number of nodes with a changed parent may eventually be greater than $M$. Deleting a node with children involves changing the parent of the child, and in cases where a new or an existing node replaces the child, that child changes the parent. However, in this paper, we consider such changes implicitly with the initial distortion parameters. Future work could include an evaluation of Algorithm 3 that would consider such changes separately. Algorithm 3’s complexity is in the worst-case $O(n_1 + n_2)$ when $n_1$ nodes are deleted, and $n_2$ nodes are added, where $n_1$ corresponds to $d$, and $n_2$ corresponding to $a$. An example of tree generated by Algorithm 3 from the tree shown in Figure 6a as the source tree with 100 nodes is shown in Figure 6b. The distortion parameters used are 10 added and deleted nodes and 10% of matched nodes with changed parents (10, 10, 0.1). Note that tree in Figure 6a is generated by Algorithm 2 with the following distribution: 32.5%, 50%, 10%, 5%, and 2.5%. The given distribution of nodes corresponds to the distribution of tree representing class hierarchy of NewPipe program version 0.8.9 shown in Figure 5. Trees in Figure 6a,b are similar, since the tree in Figure 6b is generated by controllable distortion of source tree in Figure 6a. On the other hand, the tree in Figure 6c is generated by Algorithm 2 with the same distribution as the tree in Figure 6a. An approach where both trees are generated by Algorithm 2 can also be used to generate trees for comparison. In this case, the distribution of nodes in both trees is equal, but the distortion is in the form of a possibly different number of nodes and random connections between nodes.

![Figure 6](image)

**Figure 6.** Trees generated by node distribution and tree distortion: (a) by node distribution; (b) distorted from (a); (c) by node distribution equal to (a).

4. Experiments

Experiments evaluate algorithms proposed in the previous section by the effect of the variation in the statistical and dissimilarity measures of generated trees. The effect is observed by changing
the distortion parameters and node distribution. In the first experiment, the source tree generated by Algorithm 1 and target tree generated by Algorithm 3 are analyzed to show the stability of the algorithms. The analysis is performed by using the $N_l$ and $D_a$ statistical measures, and GED and TED edit distances described in Section 2. Stability is evaluated by whether the algorithms will generate relatively similar trees between different runs with the same parameters. In the second experiment, the change in edit distance is analyzed by changing the distortion parameters. TED is calculated between the source tree generated by Algorithm 1 and target distorted tree generated by Algorithm 3. Through the experiment, we want to gain insight into the behavior of the Algorithm 3 when applied to the random tree generated by Algorithm 1. The influence of a single distortion parameter is analyzed by the difference between trees in the form of the TED algorithm and operations. In the third experiment, the source tree is generated by Algorithm 2 and the target tree by Algorithm 3. By the third experiment, changes in node distribution between the source and the target tree are analyzed to observe how the distribution is affected by the distortion when it is necessary to compare trees from various domains represented by a corresponding node distribution pattern. In the experiments, the cost for all edit distance operations is set to 1, where substitute operation has a cost of 1 if the labels of the nodes differ. The results of the experiments were obtained using a software tool developed using the algorithms described in Section 3 (see Appendix A for the source code).

4.1. Statistical and Edit Distance Measurements

In the experiment, the generated source tree is distorted to obtain a target tree for ten consecutive comparisons of the source and target tree by statistical and dissimilarity measures. Both the source and target trees are the size of 10 nodes because the time complexity for the used GED best-first algorithm (A*) without heuristics grows exponentially with the number of nodes [11]. To generate a source tree, number 10 is used as an input parameter for the Algorithm 1, whereas to generate the target tree, the source tree and distortion parameters (1, 1, 0.5) are used as input parameters for Algorithm 3. The generated source tree is a random tree with 10 nodes, and the target tree is the source tree with one deleted node, one added node, and four nodes with the changed parents. Between the source and target tree, eight nodes are matched, where 50% of these nodes correspond to four nodes with the changed parent. Since add and delete operations in TED are performed on the leaf nodes only, the number of TED operations is higher than the number of GED operations, it is expected that the TED values will be higher than the GED values.

The results of ten consecutive executions of Algorithms 1 and 3 are shown in Table 4. The last row contains the average results of 30 runs. Results for $N_{l1}$ in Table 4 show that Algorithm 1 generated trees of 10 nodes with height from 4 to 8, while $N_{l2}$ shows that height for trees generated by Algorithm 3 is on average smaller. In Algorithm 3, nodes are randomly selected between all nodes in the tree with equal probability. In the case of adding a node and changing node parent, there is a higher chance of adding a node at lower levels, increasing the tree in width and decreasing the height of the tree. Deleting a node can also cause a decrease in tree height, as children of a deleted node move to the previous level. Average degree per level $D_{a1}$ corresponds to the ratio between the number of nodes at the next and current level. Moreover, Table 4 shows as expected smaller values for GED than TED. Average and standard deviation values indicate that the distance values between generated trees for both GED and TED are stable between runs. The results of distance values are related to the number of nodes in the tree, which means that the number of nodes limits the number of edit operations. We can also conclude that the algorithms for generating trees are stable because, for the same parameters and distortion between trees, the algorithms generate on average trees with relatively similar edit distances.
Table 4. \(N_l\) and \(D_a\) with edit distance results for trees generated by Algorithms 1 and 3.

| \(N_l\)  | \(N_l\)  | \(D_a\)  | \(D_a\)  | GED TED |
|-------|-------|-------|-------|-------|
| 1/1/3/2/1/2 | 1/4/3/1/1 | 1/3/0.67/0.50/2/0 | 4/0.75/0.33/1/0 | 12 14 |
| 1/2/3/3/4/1 | 2/1/1.50/0.33/1/0 | 4/0.50/1/0.50/0 | 10 12 |
| 1/2/3/3/2/1 | 1/3/1/0.67/0 | 3/1/0.67/0.50/0 | 9 10 |
| 1/2/3/2/1/1 | 1/3/0.50/0.67/0.50/1/0 | 5/1.33/0.25/1/0 | 9 12 |
| 1/2/1/1/2/1/1 | 1/1/2/4/1/1 | 1/2/0.50/1/2/0.50/1/0 | 1/2/2/0.25/1/0 | 11 10 |
| 1/2/2/2/2/1 | 1/3/3/2/1 | 2/1/1.50/0.50/0 | 3/1/0.67/0.50/0 | 10 13 |
| 1/2/1/1/2/1/2 | 2/0/50/2/0/50/2/0/50/0 | 2/2/0.25/2/0 | 12 14 |
| 1/1/4/3/1 | 1/4/0.75/0.50/0 | 5/0.60/0.50/0 | 10 15 |
| 1/1/1/1/2/1/1/1 | 1/1/1/1/2/0.50/1/1/0 | 2/1/0.50/3/0.33/0 | 9 13 |
| 1/1/2/3/2/1 | 1/2/2/3/2 | 1/2/1.50/0.67/0.50/0 | 2/1/0.50/0.67/0 | 10 14 |

4.2. Distortion Parameters

The experiment consists of three experimental setups in which the source tree generated by Algorithm 1 is compared with the target tree obtained by Algorithm 3, to show the effect of the single distortion parameter of the Algorithm 3 separately on the source tree change. Unlike the first experiment, the source tree is the size of 100 nodes; therefore, to calculate edit distance in a reasonable time, we use the TED algorithm only. In the first experimental setup, the number of deleted nodes incrementally increases from the initial 10 (10, 0, 0) to the final 90 nodes (90, 0, 0) in increments of 10 nodes. Similarly, in the second experimental setup, instead of deleted nodes, the number of added nodes increases. In the third experimental setup, the percentage of matched nodes between the source and target trees, that change the parent, incrementally increases from the initial 10% (0, 0, 0.1) to the final 90% (0, 0, 0.9) in increments of 10%. Since there are no added or deleted nodes, the source and target tree contain the same node-set of 100 nodes, therefore all nodes are matched, and the number of nodes with changed parent incrementally increases from the initial 10 to the final 90 nodes in increments of 10 nodes. As the number of nodes involved in changes increases, the number of operations is expected to increase. Considering the expected increase in the number of operations and the cost of operations is equal to 1, the resulting edit distance is also expected to increase. For each experimental setup separately, source and target trees were generated 100 times and compared using the TED algorithm. The results of the experiment are shown as the distribution of TED values obtained during the comparisons in the form of box-whisker graphs shown in Figure 7.

The results of the first experimental setup are shown in Figure 7a. A variation of the edit distance value, observed as the interquartile range in the box-whisker graph, decreases with the number of deleted nodes. Edit distance, observed as the median value, increases with the increased number of deleted nodes but decreases after 40 deleted nodes. An increase and then decrease of distance are related to the used distance algorithm and the number of deleted nodes. Deletion of a smaller number of random nodes in the source tree results in variations of possible \textit{add}, \textit{delete}, and \textit{substitute} TED operations. The consequence is a considerable variation of distance. Moreover, as the number of deleted nodes slightly increases, there is an increase in the number of operations. However, when the number of deleted nodes is significant compared to the total number of nodes in the source tree, the distance decreases because delete operations prevail. For the same reason, there is a decrease in variation. In that case, edit distance is mostly calculated based on the cost of delete operations. Furthermore, as there is an unchanged number of deleted nodes between different runs, edit distances are similar, resulting in smaller variations.
The results of the second experimental setup, where the number of added nodes is increasing, are shown in Figure 7b. As expected, the distance increases with the increasing number of added nodes. Since the number of added nodes increases, the number of operations increases, and therefore the total transformation cost. On the other hand, the change in distance variation is not constant as the number of added nodes increases because Algorithm 3 can add a new node as a child node of the existing or previously added nodes, resulting in different edit distance values.

Figure 7c shows the results of the third experimental setup, where matched nodes change the parent node. An increase in distance with the increased percentage of changes is as expected, similar to the setup with adding nodes. However, the increase in distance slows as the number of nodes with the changed parent increases. As the number of nodes with changed parent increases, the total number of nodes does not change, which limits the possible number of operations and, as a consequence, the value of edit distance. On the other hand, the number of add and delete operations increases, with the increasing number of randomly selected nodes with changed parent. However, variation decreases with an increasing percentage of involved nodes, similar to delete setup. Furthermore, a large number of nodes involved in operations results in similar distances between different runs.

Experiment results show that in the case of the add and parent change distortion parameters, trees are more dissimilar, as parameters increase. A relatively large variation in the case of add node parameter is the consequence of the Algorithm 3 random placement of the inserted node. Although Algorithm 3 for the parent change parameter, similar to the add parameter, randomly relocates nodes in the tree, there is a decrease in the variation as a consequence of the unchanged number of nodes. On the other hand, distance decreases in the case of the delete parameter, which is related to the smaller number of affected nodes in operations and used TED algorithm.

4.3. Node Distribution

Since the experiment analyzes the influence of distortion parameters on the distribution of nodes by level, the source tree is generated by Algorithm 2 to generate a tree with initial node distribution, and a target tree is generated by Algorithm 3 to distort the source tree and analyze resulting node distribution in the target tree. Similarly to the second experiment, various combinations of distortion parameters of Algorithm 3 are used, with only added (50, 0, 0), deleted (0, 50, 0), and nodes with the changed parent (0, 0, 0.5). Furthermore, to analyze the influence of a single distortion parameter on the changes in the node distribution, the results of a single parameter are compared with the result of the combined distortion parameters (10, 10, 0.1).

Besides the node distribution pattern detected in Section 2.2 for class hierarchy of object-oriented languages, different node distributions are possible, depending on the problem domain. Therefore, in the experiment, various initial distribution of nodes are used to analyze changes in the distribution for various possible domains. In Table 5 column $T_1$ Input Distribution contains input distribution to generate the source tree, and column $T_1$ Output, node distribution of the generated source tree.
as a spark-line graph. The first row contains the source tree generated by the node distribution corresponding to the average node distribution of NewPipe class hierarchy in available versions shown in Figure 2a and the rest of the rows contain source trees generated by various node distributions. Furthermore, Table 5, from columns 3 to 6 (T2 Output by Distortion Parameters), contains the node distribution in the target tree for various distortion parameters to observe the effect of the distortion parameters on the node distribution in the target trees. Node distribution in target trees is shown as a spark-line graph of the average node distribution in the target tree, calculated from the experiment results obtained by 100 runs. Markers on spark-line correspond to the node distribution at a particular level. For analysis of the experiment results, spark-line graphs of the source and target trees are compared.

Table 5. Tree node distribution generated by Algorithm 2 (T1) and Algorithm 3 (T2).

| T1 Input Distribution | T1 Output | T2 Output by Distortion Parameters |
|-----------------------|----------|-----------------------------------|
|                       |          | (10, 10, 0.1) (50, 0, 0) (0, 50, 0) (0, 0, 0.5) |
| 22.77%, 48.04%, 16.05%, 6.38%, 3.74%, 3.02% | ![Graph](chart1.png) | ![Graph](chart2.png) |
| 20%, . . . , 20% | ![Graph](chart3.png) | ![Graph](chart4.png) |
| 10%, . . . , 10% | ![Graph](chart5.png) | ![Graph](chart6.png) |
| 10%, 20%, 30%, 40% | ![Graph](chart7.png) | ![Graph](chart8.png) |
| 40%, 30%, 20%, 10% | ![Graph](chart9.png) | ![Graph](chart10.png) |
| 6.25%, 12.5%, 18.75%, 25%, 18.75%, 12.5%, 6.25% 3.9%, 6.3%, 7.8%, 8.75%, 9.15%, 9.35%, 9.5 | ![Graph](chart11.png) | ![Graph](chart12.png) |
| 9.35%, 9.15%, 8.75%, 7.8%, 6.3%, 3.9% | ![Graph](chart13.png) | ![Graph](chart14.png) |

The results in Table 5 show that the distribution of nodes in the target tree, generated by adding 50 nodes to the source tree (50, 0, 0), closely follows the distribution of nodes in the source tree, up to the level of the height of the source tree. At levels higher than the height of the source tree, the number of nodes in the target tree decreases. The height of the target tree can increase in a couple of cases. In the case when the leaf node at the height of a tree is selected as the parent for the new node, tree height increases. The same applies when the non-leaf node is selected because when the new node is inserted as a child instead of the existing child, children move to the next level. Consequently, the number of nodes at the next level increases with a possible decrease in the previous level. On the other hand, if a new node is added as the new child of the selected parent, the number of nodes at the children’s level increases without increasing the tree height. Therefore, the target tree increases in height, and possibly in the number of nodes at the particular levels. Such behavior of Algorithm 3 is visible by the node distribution among the source trees with different node distributions, but mostly on the source tree with the even distribution of nodes. Similar behavior of the algorithm is in the case when 50 nodes change the parent node (0, 0, 0.5). Then, the algorithm randomly selects another parent for matching nodes, where a node can be inserted instead of the existing children or added as a new child. Contrary to the case of adding nodes, the effect of a decreased number of nodes at higher levels is more pronounced since the total number of nodes remains equal. On the other hand, observed through the node distribution, for delete distortion parameter (0, 50, 0) target tree, the
number of levels decreases because children of deleted nodes move to the previous level. For the same reason, the number of nodes with higher levels decreases resulting in falling node distribution.

Furthermore, in the case of the half-rounded distribution, there is a visible effect of variation in the number of nodes at the end of the tree in a sinusoidal form. A similar effect is observable in the case of deleting nodes, which is a consequence of moving child nodes between levels. The detected variation effect is also visible in a tree with 10 levels and even distribution, and since in the case of half-rounded distribution, the tree is of 13 levels, it can be concluded that for a source tree of greater height, the effect of the variation will be higher. On the other hand, results in the case of the combined parameters (10, 10, 0.1) with 10 added, deleted, and nodes with the changed parent show that all three single parameters influence the target distribution. However, the target distribution is mostly influenced by the change of the parents’ distortion parameter, since the resulting spark-line is most similar to the spark-line in the case of the parents change.

5. Related Work

Random trees from the related literature do not apply to the case of the class hierarchy in object-oriented languages. Random trees are usually generated from the root node [14], whereas Algorithm 1 variants, besides random P-C with \( U_i/U_e \), create trees by selecting nodes without a parent. Recursive tree [14] is created by connecting a new node to the randomly selected node in the previously added set of nodes, starting with the root node. The process of generating tree in the Algorithm 1 variant random P-C with \( U_i/U_e \) corresponds to the generating recursive trees. However, unlike trees generated by algorithms presented in this paper, recursive trees are labeled with distinct integer numbers, which incrementally increase starting from the root node labeled with the number 1, which is not feasible for scenarios with arbitrary labels. Furthermore, random binary tree [15,16] can be created in two ways by randomly inserting nodes, one by one or by randomly selecting one tree from all possible trees for the given set of nodes. The former is similar to the Algorithm 1, however random binary trees are used as binary search tree data structure, whereas Algorithm 1 is considered in the problem domain of the class hierarchy in object-oriented languages. Therefore binary trees are ordered trees with limited number of children for each node, whereas Algorithm 1 generate unordered trees without limitation on the number of children. Treap [17] and randomized binary search tree (BST) [18] as binary search data structures enable addition and deletion of nodes. Similarly, Algorithm 3 enables addition and deletion but additionally enables changing the parent of the node. On the other hand, in general, random graphs are used [19,20]. Creating random graphs by creating nodes and connecting them with edges, is similar to the process of creating a tree by Algorithm 1. However, random graphs are created based on different probability distributions to connect nodes, whereas, in this paper, the focus is on the distribution of nodes in trees obtained from the problem domain is used as input for Algorithm 2, to create trees that reflect data in the domain. Table 6 shows the described generated data structure characteristics as the method to connect nodes, structure-specific details, structure type, and usage. Furthermore, Table 7 shows presented algorithms in this paper by similarity to the data structures from the related literature and differences in relation to them.

| Structure                  | Nodes Connection | Specifics            | Structure Type | Usage  |
|----------------------------|------------------|----------------------|----------------|--------|
| recursive tree [14]        | from root        | integer labels       | unordered      | *      |
| random binary tree [15,16] | random insert    | two child nodes      | ordered        | binary search |
| treap/randomized BST [17,18]| add/delete ops   | two child nodes      | ordered        | binary search |
| random graphs [19,20]      | probability of connection |        | graph           |        |

* various (e.g., networks, pattern recognition, biochemistry) ** general data structure.
Table 7. Characteristics of tree generation algorithms for comparison.

| Algorithm                         | Similarity | Differences                                           |
|-----------------------------------|------------|-------------------------------------------------------|
| random (Algorithm 1)              | binary trees | unordered, arbitrary number of child nodes            |
| random (Algorithm 1) *            | recursive trees | arbitrary labels                                      |
| node distribution (Algorithm 2)   | graphs      | distribution of nodes, unordered trees                |
| distort (Algorithm 3)             | treap/randomized BST | unordered, arbitrary number of child nodes, parent change operation |

* Random P-C with $U_n/U_r$.

6. Conclusions

For tree analysis, such as tree comparison, gathering real data in the problem domain can be extensive and challenging. Therefore, generated trees as a supplement for real data can ease comparison evaluation. This paper presents algorithms for generating trees with an emphasis on the comparison. As preliminaries for algorithms, trees are analyzed by the statistical values of the average or dominant values by which a tree reflects data from the domain. The example of the class hierarchy shows that data in the problem domain correspond to the pattern of tree shape observed as node distribution by levels. Furthermore, differences between trees can be observed through added, deleted, and nodes with a changed position in the tree observed as a distortion between the compared trees. The first algorithm generates trees with random connections between nodes, and the second algorithm by given node distribution. The second algorithm is useful in scenarios where the data in the problem domain reflects specific node distribution patterns, whereas the first algorithm can be used in scenarios where the specified number of nodes is relatively small or there is no need to generate trees with a specified distribution. Furthermore, to generate a tree based on the existing tree, the third algorithm is presented, which modifies an existing tree by the amount of added, delete, and nodes with the changed parent. The third algorithm provides a comparison of trees with a controllable difference. In the experiments, algorithms are evaluated by the statistical and edit distance measures. The evaluation shows that algorithms are relatively stable, providing the controllable difference between trees by given node distribution and distortion parameters, which can be used for tree comparison, as shown by the use case of dissimilarity measures evaluation. Besides, to evaluate new dissimilarity measures approaches or to compare to and validate existing approaches, algorithms can be used for other purposes, such as testing the new algorithms for graph drawing, where two trees as for comparison are not necessarily needed. In the domain of software analysis, generated trees that represent trees observed from real data could be used for evaluation of approaches such as dynamic software updating, regarding class hierarchy and inheritance. Therefore, our future work will include further research in the software analysis domain, where generated trees will be compared to the trees based on the history of the real open-source libraries.
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Appendix A

The web tree generation tool based on this work can be found here: http://treegenerator.herokuapp.com. The source code of the tool used in the article and the web tool are available at https://gitlab.com/treegenerator.
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