Incorporating nuclear vibrational energies into the “atom in molecules” analysis: An analytical study
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Abstract

The quantum theory of atoms in molecules (QTAIM) is based on the clamped nucleus paradigm and solely working with the electronic wavefunctions, so does not include nuclear vibrations in the AIM analysis. On the other hand, the recently extended version of the QTAIM, called the multi-component QTAIM (MC-QTAIM), incorporates both electrons and quantum nuclei, i.e. those nuclei treated as quantum waves instead of clamped point charges, into the AIM analysis using non-adiabatic wavefunctions. Thus, the MC-QTAIM is the natural framework to incorporate the role of nuclear vibrations into the AIM analysis. In this study, within the context of the MC-QTAIM, the formalism of including nuclear vibrational energy in the atomic basin energy is developed in detail and its contribution is derived analytically using the recently proposed non-adiabatic Hartree product nuclear wavefunction. It is demonstrated that within the context of this wavefunction the quantum nuclei may be conceived pseudo-adiabatically as quantum oscillators and both isotropic harmonic and anisotropic anharmonic oscillator models are used to compute the zero-point nuclear vibrational energy contribution to the basin energies explicitly. Inspired by the results gained within the context of the MC-QTAIM analysis, a heuristic approach is proposed within the context of the QTAIM to include nuclear vibrational energy in the basin energy from the vibrational wavefunction derived adiabatically. The explicit calculation of the basin contribution of the zero-point vibrational energy using uncoupled harmonic oscillator model leads to results consistent with those derived from the MC-QTAIM.
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I. Introduction

The multi-component quantum theory of atoms in molecules (MC-QTAIM) is the extension of the QTAIM,\textsuperscript{1-3} aiming to widen the domain of the “atoms in molecules” (AIM) analysis.\textsuperscript{4-18} This widening includes the AIM analysis of the usual molecular species beyond the clamped nuclei paradigm and various exotic molecules, i.e. positronic and muonic species, as well. The AIM analysis of the exotic species is a completely novel dimension, which is only materialized within the context of the MC-QTAIM since in these species not only electrons but also exotic particles, i.e. positrons or positively charged muons, are treated as quantum waves instead of clamped point charges. In other words, the kinetic energy operators of both electrons and the exotic particle appear in corresponding Schrödinger equation and the resulting wavefunction contains the variables of both types of particles. The QTAIM is inherently a single-component theory, inevitably rooted in the clamped nuclei paradigm, only dealing with the electronic wavefunctions and unable to derive the AIM structure of systems containing two or more types of quantum particles. Besides, in usual molecular species one may treat certain light nuclei as quantum waves, e.g. the isotopes of hydrogen, portraying molecule as a two or even multi-component quantum system. Evidently, both exotic species and those molecular systems considered beyond the clamped nuclei paradigm have a similar facet, a multi-component wavefunction that cannot be used as an “input” to the QTAIM to unveil the underlying AIM structure. This is where the MC-QTAIM enters the scene; employing the multi-component wavefunctions as “input” and delivering the AIM structure, i.e., both morphology and properties, as “output”. Indeed, the last fifteen years witness enormous progress in the development of various ab initio procedures that aim to solve the multi-component Schrödinger equation, treating electrons and nuclei/exotic particle from the
outset as quantum waves without invoking the clamped nucleus paradigm.\textsuperscript{19-29} The resulting ab initio multi-component wavefunctions are the raw material for the MC-QTAIM analysis which deciphers part of the “chemical content” of these wavefunctions. Although just the tip of an iceberg has been explored,\textsuperscript{4-18} the handful of systems considered computationally within the context of the MC-QTAIM reveal subtle effects that are absent in the QTAIM analysis. Examples include: I- Disclosing the uneven distribution of positrons in atomic basins and quantifying regional positron affinities,\textsuperscript{4-6} II- Disclosing dissimilar electronegativity of the hydrogen isotopes,\textsuperscript{7,15} III- Demonstrating the capacity of the positively charged muon to form its own atomic basin,\textsuperscript{13,16,17} IV- Disclosing the subtle effects of the isotope substitution on the covalent character of chemical bonds,\textsuperscript{18} V- Discovering the novel phenomena of the topological mass-induced structural transitions,\textsuperscript{14} all unconceivable within the context of the QTAIM.

Beyond the computational considerations, the MC-QTAIM formalism offers new theoretical possibilities for “analytical” studies of various basin properties, e.g. the energy of AIM, which rarely have been pursued within the context of the QTAIM.\textsuperscript{30} This stems from the fact that the electronic and the nuclear contributions in basin properties are distinct and in contrast to the delocalized nature of the electrons, in most cases the nuclei are rather localized quantum particles and usually well-described with simplified localized wavefunctions. It is relatively straightforward to perform analytical studies on the nuclear contributions, apart from the electronic contributions, using localized wavefunctions particularly when the total translational-rotational motions of nuclei are discarded and just the vibrational motions are in focus. As an example, using a Hartree product nuclear wavefunction proposed by Auer and Hammes-Schiffer,\textsuperscript{31} the explicit mass-dependence of the nuclear contribution of various basin
properties was derived; more recently, it was demonstrated that Hartree product nuclear wavefunction may be interpreted “pseudo-adiabatically” and in this scheme the localized nuclei act as quantum oscillators. Interestingly, in the asymptotic case when the mass of a nucleus is infinite, the nuclear contributions to various basin properties are null and results of the MC-QTAIM analysis are indistinguishable from the QTAIM. This finding, because of its analytical nature, is quite general and points to the fact that the QTAIM emerges as an asymptote of the MC-QTAIM therefore in the large nuclear mass limit, the MC-QTAIM recovers all the known results of the QTAIM. In another analytical study the explicit mass-dependence of the localization/delocalization indices of the quantum nuclei was derived and it was demonstrated that a massive quantum nucleus resides in its own atomic basin with no tendency to be delocalized into neighboring basin. This is also in line with the emerging image of the AIM structure within the context of the QTAIM where each atomic basin is composed of a clamped nucleus and surrounding electronic population within the atomic basin. This report is also a continuation of the previous analytical studies that were confined to the two-component systems.

Generally, the molecular systems considered within context of the MC-QTAIM can be categorized into two classes: A- Molecules containing quantum nuclei/exotic particles with low-amplitude vibrations around their equilibrium centers where the distribution of each quantum nucleus/exotic particle is effectively confined to a single atomic basin, B- Molecules containing quantum nuclei/exotic particles with large-amplitude vibrations or intra-molecular tunneling, where the distributions of these particles are not localized around a single center in 3D space and penetrate into neighboring atomic basins beyond their own basins. Present study focuses on the class A trying to incorporate nuclear vibrational energies into the atomic basin
energies analytically, employing the Hartree product nuclear wavefunction, leaving a thorough analysis of the class B to a future study.

II. Introducing the basin energies within the context of the MC-QTAIM

A. Background

The formalism of the MC-QTAIM has been discussed thoroughly elsewhere,\textsuperscript{10} and herein, only its basic tenets are reiterated briefly before introducing the basin energies. Let’s assume a molecular system composed of $p$ types of quantum particles (type 1 is the set of electrons), where $N_n$ is the number of particles for each type ($n=1,...,p$), all within the external coulombic field generated by $m$ clamped nuclei. The Schrödinger equation, governing the stationary states of the system, is as the following:

$$\hat{H}\Psi = E\Psi$$

$$\hat{H} = \sum_n^p \hat{T}_n + \hat{V}, \quad \hat{V} = \sum_n^p \hat{V}_{nn} + \sum_n^p \sum_{n'\neq n}^p \hat{V}_{nn'} + \sum_n^p \hat{V}_{nc} + \hat{V}_{cc}$$

$$\hat{T}_n = \left(-\frac{\hbar^2}{2m_n}\right) \sum_i^{N_n} \nabla_i^2 \psi_n^i,$$

$$\hat{V}_{nn} = \sum_{i,j}^{N_n} N_n \frac{Q_n\hat{T}_n}{r_{nn}^i}, \quad \hat{V}_{nn'} = \sum_{i,j}^{N_n} N_n \frac{Q_n\hat{T}_n}{r_{nn'}^i}, \quad \hat{V}_{nc} = \sum_{i}^{m} \sum_{i}^{N_n} \frac{Q_nZ}{\hat{r}_{nc}^i}, \quad \hat{V}_{cc} = \sum_{i}^{m} \sum_{i}^{m} \frac{Z\hat{T}_n}{\hat{r}_{cc}^{i\alpha}} \tag{1}$$

In this equation $Q$ and $Z$ are the electric charges of the quantum particles and clamped nuclei, respectively, while $m_n$ is the mass of type $n-th$ quantum particles. Also, the inter-particle distances are as the following: $r_{nn}^i = |\vec{r}_n^i - \vec{r}_n^j|$, $r_{nn'}^i = |\vec{r}_n^i - \vec{r}_{n'}^j|$, $r_{na}^i = |\vec{r}_n^i - \vec{R}_{\alpha}|$, $r_{\alpha \beta} = |\vec{R}_{\alpha} - \vec{R}_{\beta}|$. This Hamiltonian is the basis for introducing the MC-QTAIM theorems in all subsequent discussions.
The boundaries delineating the atomic basins of the molecular system are derived from the following equation:

\[ \nabla \Gamma(\vec{q}) \cdot \vec{n}(\vec{q}) = 0 \]

\[ \Gamma(\vec{q}) = \sum_{n} \left( \frac{m_{\tau}}{m_{n}} \right) \rho_{n}(\vec{q}), \quad \rho_{n}(\vec{r}_{n}^{1}) = N_{n} \int d\tau_{n}^{1} \Psi^{*} \Psi \]  

(2)

\( \rho_{n}(\vec{r}_{n}^{1}) \) stands for the one-particle density while \( d\tau_{n} \) implies summing over spin variables of all quantum particles and integrating over spatial coordinates of all quantum particles except the coordinate of one quantum particle corresponding to \( n-th \) type. \( \Gamma(\vec{q}) \) is called the Gamma density and equation (2) is the local zero-flux equation while \( \vec{n}(\vec{q}) \) is the unit vector normal to the surface (the justification behind introducing the Gamma density instead of the one-electron density, used within the context of the QTAIM, into the zero-flux equation has been disclosed previously,\(^{10}\) and is not reiterated herein). It is important to realize that the construction scheme of the Gamma density is the typical approach used to construct all other densities within the context of the MC-QTAIM; the combination strategy involves separate construction of the one-particle densities then using a “unified” coordinate, \( \vec{q} \), to combine them and producing the final combined density.\(^{10}\) The surfaces satisfying the zero-flux equation and going through the \((3,-1)\) critical points of \( \nabla \Gamma(\vec{q}) \) are the boundaries delineating the atomic basins. Each basin, denoted hereafter as \( \Omega \), is the union of a \((3,-3)\) critical point of \( \nabla \Gamma(\vec{q}) \) and its attracting basin.

To each mechanical property, \( M \), a property density is attributed, \( \rho_{M}^{n}(\vec{r}_{n}^{1}) \), which is constructed according to the combination strategy and then integrated within the boundaries of the target basin to yield the basin contribution, \( \tilde{M}(\Omega) \):
\[ \tilde{M}(\Omega) = \int_{\Omega} d\vec{q} \: \tilde{\rho}_M(\vec{q}), \quad \tilde{\rho}_M(\vec{q}) = \sum_{n=1}^{p} \rho^n_M(\vec{q}) \]  

(3)

The sum of basin contributions yields the total property attributed to the whole molecule:

\[ M_{\text{total}} = \sum_{\Omega} \tilde{M}(\Omega). \]

To derive the proper property density the local hypervirial theorem is used:

\[ \tilde{\rho}_M(\vec{q}) = \mathbf{\nabla} \cdot \tilde{J}_G(\vec{q}) \]

\[ \rho^n_M(\vec{r}^n) = \text{Re} \left\{ N_n \int d\tau_n' \Psi^* \left( \frac{i}{\hbar} \left[ \hat{H}, \hat{G}^1_n \right] \Psi \right) \right\}, \quad \tilde{J}_G(\vec{q}) = \sum_{n=1}^{p} \tilde{J}^n_G(\vec{q}) \]

\[ \tilde{J}^n_G(\vec{r}^n) = \text{Re} \left\{ \left( \frac{N_n \hbar}{2m_i} \right) \int d\tau_n' \left\{ \Psi^* \mathbf{\nabla} \cdot \left( \hat{G}^1_n \Psi \right) - \left( \hat{G}^1_n \Psi \right) \cdot \left( \mathbf{\nabla} \Psi^* \right) \right\} \right\} \]  

(4)

In this equation \( i = \sqrt{-1} \), and the symbol \( \cdot \) is used to emphasize on the dyadic nature of the product while \( \hat{G}^1_n \) stands for the one-particle Hermitian operator for \( n \)-th type of the quantum particles, used as the generator of the property \( \hat{M} \). Employing the following generator:

\[ \hat{G}^1_n = \left( \frac{1}{2} \right) \left( \vec{p}^1_n \cdot \vec{p}^1_n + \vec{\mathbf{1}}^1_n \cdot \vec{\mathbf{1}}^1_n \right), \]

the “local” virial theorem results:

\[ 2\tilde{T}(\vec{q}) = -\tilde{V}^T(\vec{q}) - \left( \frac{\hbar^2}{4m_i} \right) \mathbf{\nabla}^2 \Gamma(\vec{q}) \]

\[ T_n(\vec{r}^n) = N_n \int d\tau_n' \Psi^* \left( -\frac{\hbar^2}{2m_n} \mathbf{\nabla}^2 \Psi \right), \quad \tilde{V}^T(\vec{q}) = \tilde{V}^B(\vec{q}) + \tilde{V}^S(\vec{q}) \]

\[ V^B_n(\vec{r}^n) = N_n \int d\tau_n' \Psi^* \left( -\vec{r}^1_n \cdot \mathbf{\nabla}^1_n \tilde{V}^1 \right) \Psi, \quad V^S_n(\vec{r}^1_n) = \mathbf{\nabla}^1_n \left( \vec{r}^1_n \cdot \mathbf{\sigma}_n(\vec{r}^1_n) \right) \]

(5)

In these equations \( \tilde{T}(\vec{q}) \), \( \tilde{V}^B(\vec{q}) \), \( \tilde{V}^S(\vec{q}) \), \( \tilde{V}^T(\vec{q}) \) stand for the combined kinetic energy density, the combined basin virial density, the combined surface virial density, and the
combined total virial density, respectively, while $\bar{\sigma}_n^{(1)}$ is the Schrödinger-Pauli-Epstein stress tensor density of $n-$th type of the quantum particles defined as follows:

$$\bar{\sigma}_n^{(1)} = \left( \frac{N_n \hbar^2}{4m_n} \right) \int d\tau_n \left\{ \psi^* \left( \nabla \cdot \nabla \psi \right) + \psi \left( \nabla \cdot \nabla \psi^* \right) - \left( \nabla \psi^* \right) \left( \nabla \psi \right) - \left( \nabla \psi \right) \left( \nabla \psi^* \right) \right\}. \quad (10)$$

For an atomic basin, enclosed by the zero-flux surfaces, the “regional” virial theorem is as follows:

$$2\tilde{T}(\Omega) = -\tilde{V}^T(\Omega) \quad (6)$$

The last term in the local virial theorem disappears from the regional variant because of Gauss’s theorem:

$$\int d\bar{q} \nabla^2 \Gamma(\bar{q}) = \oint dS \nabla \Gamma(\bar{q}).\bar{n}(\bar{q}) = 0. \quad (6)$$

Taking this background into account, let’s at this stage of development introduce the basin energies.

**B. Basin energies**

In order to introduce the basin energies, the two-particle terms of the coulombic potential energy operator are partitioned into the one-particle contributions and the virial operator is introduced at the first step as the “projection” operator to materialize this partitioning:

$$\hat{V} = -\sum_n \sum_i \hat{r}_n^i \cdot \hat{\nabla}_n^i \hat{V} - \sum_{\alpha} \hat{R}_{\alpha} \cdot \hat{\nabla_\alpha} \hat{V} \quad (7)$$

Employing this operator, the Hamiltonian proposed in equation (1) is transformed as the following:

$$\hat{H} = \sum_n \hat{H}_n - \sum_{\alpha} \hat{R}_{\alpha} \cdot \hat{\nabla_\alpha} \hat{V}$$
\[ \widehat{H}_n = \sum_{i}^{N_n} \widehat{H}_n = \sum_{i}^{N_n} \left\{ \left( \frac{-\hbar^2}{2m_n} \right) \nabla_n^2 - \nabla_n \cdot \nabla_n^* \right\}. \] (8)

According to the Hellmann-Feynman theorem for a molecular system, at the mechanical equilibrium the forces operative on clamped nuclei are null, \( \bar{F}_a = -\nabla_a \bar{V} = 0 \), and the second term in the Hamiltonian disappears: \( \widehat{H} = \sum_{n} \widehat{H}_n \). Now, the energy of the system is partitioned into distinct contributions emerging from each type of the quantum particles:

\[ E = \sum_{n} E_n, \quad E_n = \int d\vec{r}_n^i E_n (\vec{r}_n^i), \quad E_n (\vec{r}_n^i) = N_n \int d\tau_n \Psi^* \widehat{H}_n \Psi \] (9)

The energy density appeared in the last expression is particularly proper for introducing the energy density within the context of the MC-QTAIM. Accordingly, one may rewrite equations (9) as the following:

\[ E = \int dq \bar{E} (\bar{q}), \quad \bar{E} (\bar{q}) = \sum_{n} E_n (\bar{q}), \quad E_n (\bar{q}) = T_n (\bar{q}) + V_n^B (\bar{q}) \] (10)

Although these equations are properly extended, the basin virial is origin-dependent and this is an undesired feature for a consistent definition of basin energies.\(^9\) The clue for a proper modification comes from the local or the regional virial theorems where the surface virial term also appears in the equations, which is absent in equations governing the total molecular system. Accordingly, equations (10) are modified as the following:

\[ \bar{E} (\bar{q}) = \bar{T} (\bar{q}) + \bar{V}^T (\bar{q}) \] (11)

Based on this energy density as well as the regional virial theorem, the basin energy is introduced:
\[
\tilde{E}(\Omega) = \tilde{T}(\Omega) + \tilde{V}^T(\Omega) = -\tilde{T}(\Omega) = \left(\frac{1}{2}\right)\tilde{V}^T(\Omega)
\] (12)

In the next section employing the developed formalism, the contribution of the nuclear vibrational energies of the quantum nuclei in the basin energies is considered in detail.

III. Analytical derivation of nuclear vibrational energy contribution to the basin energy

A. The simplified formalism for the localized quantum nuclei

Equation (12) yields the total energy of an atomic basin where all the quantum particles contribute to the energy while the contribution of each type of the quantum particles is derived as follows:

\[
E_n(\Omega) = \int_\Omega d\vec{r}_n E_n(\vec{r}_n^1)
\]

\[
E_n(\vec{r}_n) = T_n(\vec{r}_n^1) + V_n^T(\vec{r}_n^1), \quad V_n^T(\vec{r}_n^1) = V_n^B(\vec{r}_n^1) + V_n^S(\vec{r}_n^1)
\] (13)

If the ground state wavefunction is used to derive the energy density, then \(E_n(\Omega), n > 1\), maybe interpreted as the contribution of the vibrational energies of the \(n-th\) type of the quantum nuclei in the atomic basin \(\Omega\). Let’s now assume that one is faced with a molecule from the class A and each quantum nucleus is effectively localized into its own atomic basin, i.e., \(\int_{\Omega_n} d\vec{r}_n^1 \rho_n(\vec{r}_n^1) \approx 1\) and \(\int_{\Omega_{n-p}} d\vec{r}_n^1 \rho_n(\vec{r}_n^1) \approx 0, n > 1\). In this case, the quantum nuclei are practically distinguishable and each quantum nucleus could be conceived as a single type, i.e., \(N_n = 1, n > 1\) (since there are \(p\) number of the quantum nuclei thus the superscript “1” is redundant, and dropped from all subsequent equations). Now, the interpretation of \(E_n(\Omega)\) is even more straightforward since it is the vibrational energy of the \(n-th\) quantum nucleus and
because of the assumed localization, it is null for all basins except the basin $\Omega_n$ where the nucleus is confined within. Let’s now consider the consequences of this localization on the formalism developed in the previous section.

The local virial theorem is the combination of $n$-th local virial theorems, one for electrons, and $n-1$ for each quantum nucleus:

$$2T_1(\vec{r}_1^n) = -V_1^T(\vec{r}_1^n) - \left( \frac{\hbar^2}{4m_i} \right) \nabla^2 \rho_1(\vec{r}_1^n)$$

$$2T_n(\vec{r}_n^n) = -V_n^T(\vec{r}_n^n) - \left( \frac{\hbar^2}{4m_n} \right) \nabla^2 \rho_n(\vec{r}_n^n), \quad n > 1$$

(14)

The logic behind the combination strategy is the fact that in general, after integration within an atomic basin, the last terms do not disappear from the equations and a separate regional virial theorem does not emerge for each type of the quantum particles. However, because of the assumed localization of each quantum nucleus within its own atomic basin, one may claim:

$$\int_{\Omega_n} \nabla^2 \rho_n(\vec{r}_n^n) d\vec{r}_n^n \approx 0, \quad n > 1.$$  This means that now two separate regional theorems may be derived for the systems of the class A:

$$2T_n(\Omega_n) = -V_n^\Omega(\Omega_n), \quad n > 1,$$

$$2T_1(\Omega_n) = -V_1^\Omega(\Omega_n) - \left( \frac{\hbar^2}{4m_i} \right) \oint_{\partial \Omega_n} \nabla \rho_1(\vec{r}_1^n) d\vec{S}.$$  (15)

In the first equation, the total virial has been transformed into the basin virial since the nuclear stress tensor densities are practically null at boundaries of the basins, $\vec{\sigma}_n(\partial \Omega_n) \approx 0$, and consequently:

$$V_n^\Sigma(\Omega_n) = \int_{\Omega_n} \nabla \cdot \vec{\sigma}_n(\vec{r}_n^n) = \oint_{\partial \Omega_n} \vec{r}_n^n \cdot \vec{\sigma}_n(\vec{r}_n^n) d\vec{S} \approx 0.$$  Also, the boundaries of the atomic basins are derived from the local zero-flux equation of the one-
particle density of electrons: \(\tilde{\nabla} \rho_1(\vec{r}_i^1) \tilde{n}(\vec{r}_i^1) = 0\), which replaces the more general zero-flux equation of the Gamma density given in equation (2), and the second equation reduces to:

\[2T_1(\Omega_n) = -V^T_1(\Omega_n)\].

This reasoning justifies the neglect of the quantum particles other than electrons in the zero-flux equation used in the QTAIM to delineate the atomic boundaries; the QTAIM is applicable when the vibrational amplitudes of nuclei are localized enough to neglect their role in the delineation of the basin boundaries. Now, combining equations (12), (13) and (15) one arrives at:

\[
\tilde{E}(\Omega_n) = E_1(\Omega_n) + E_n(\Omega_n),
\]

\[
E_1(\Omega_n) = -T_1(\Omega_n) = \left(\frac{1}{2}\right)V^T_1(\Omega_n)
\]

\[
E_n(\Omega_n) = -T_n(\Omega_n) = \left(\frac{1}{2}\right)V^B_n(\Omega_n), \quad n > 1
\]

(16)

The message delivered by these equations are transparent; the energy of an atomic basin containing a quantum nucleus is the sum of the electronic and the nuclear energies while the latter is the vibrational energy of the nucleus. At this stage of development, the simplified formalism is complete and one may introduce an explicit model wavefunction for the nuclear vibrations and considers the consequences of equation (16).

**B. The isotropic harmonic oscillator model of the quantum nuclei**

In order to calculate the contribution of the nuclear vibrations to the basin energies analytically, a simplified but reliable enough wavefunction must be employed. Accordingly, the Hartree product nuclear wavefunction proposed by Auer and S. Hammes-Schiffer,\(^{31}\) is used in present study for all subsequent analytical calculations:
\[ \Phi = \psi_1 \left( \left( \vec{r}_1^{1}, \sigma_1^{1} \right), \ldots, \left( \vec{r}_{N_i}^{N_i}, \sigma_{N_i}^{N_i} \right) \right) \prod_{n=2}^{\mu} \psi_n(\vec{r}_n) \sigma_n, \quad \sigma_1^i = \alpha \text{ or } \beta, \quad \sigma_n = \alpha \quad (17) \]

The nuclear part of the wavefunction is in its highest spin-state (all \( \alpha \) spin states may be changed to \( \beta \) states simultaneously without affecting the subsequent discussions) while \( \psi_1 \) has a quite general nature and in principle, may contain the full electron-electron correlation.

The logic behind proposing this wavefunction is the fact that the nuclear wavefunction does not need to be described by a Slater determinant since the nuclear exchange and correlation effects are effectively null because of the assumed localization, as has also been demonstrated computationally.\(^{31}\) The electron-nucleus correlation has also been neglected in this wavefunction so this affects the numerical accuracy of the wavefunction if it is used for \textit{ab initio} quantum mechanical calculations,\(^{33}\) however, for the present purpose this wavefunction seems to be proper. It is important to emphasize that while this product wavefunction may seem adiabatic-like in the first glance, since in practice the nuclear and electronic wavefunctions are determined through the variational principle “simultaneously”,\(^{31}\) they are non-adiabatic and numerically distinct from their adiabatic counterparts. In order to proceed, \( \psi_n(\vec{r}_n) \) must be specified and to do so, a model for nuclear vibrations must be constructed.

In a recent study,\(^{32}\) it has been proposed that the Hartree product nuclear wavefunction implies that each quantum nucleus is conceived as a quantum oscillator in a hypothetical external field, \( V_n^{\text{ext}} \), and the following Schrödinger equation governs the oscillator:

\[ \left( -\frac{\hbar^2}{2m_n} \right) \nabla_n^2 \psi_n(\vec{r}_n) + V_n^{\text{ext}}(\vec{r}_n) \psi_n(\vec{r}_n) = \varepsilon_n \psi_n(\vec{r}_n) \quad (18) \]

Generally, \( V_n^{\text{ext}} \) is not \textit{a priori} known and one may “design” an external field based on available non-adiabatic \textit{ab initio} results. First, Let’s consider the simplest conceivable model
potential namely, the isotropic harmonic oscillator, \( \hat{V}^{\text{extr.}}_n = \left( \frac{2\alpha_n^2 \hbar^2}{m_n} \right) |\vec{r}_n - \vec{R}_{n,c}|^2 \), where \( \alpha_n \) and \( \vec{R}_{n,c} \) are the parameters to be determined for each oscillator; the optimized values of the parameters are found using the wavefunction in equation (17) as a trial wavefunction in the variational principle.\(^{31}\) The ground state wavefunction of the isotropic harmonic oscillator model is: \( \psi_n(\vec{r}_n) = g_s(\alpha_n) = \left( \frac{2\alpha_n}{\pi} \right)^{\frac{3}{4}} \exp \left( -\alpha_n |\vec{r}_n - \vec{R}_{n,c}|^2 \right) \), and the product of the s-type Gaussian functions is used as the explicit form of the nuclear wavefunction as is done also in the ab initio calculations.\(^{13-18}\)

In order to compute the nuclear contribution to the basin energies, according to equations (16), the basin kinetic or virial energies must be computed using the product of the s-type Gaussian functions. After some mathematical manipulation, one arrives at:

\[
E_n(\Omega_n) = -\frac{3\alpha_n \hbar^2}{2m_n}
\]  

(19)

This simple equation makes it possible to consider the effect of the variations of \( m_n \) and \( \alpha_n \) on the nuclear contribution of the basin energies. Since for an isotropic harmonic oscillator:

\[
\alpha_n = \left( \frac{\sqrt{k_n}}{2\hbar} \right) \sqrt{m_n} \quad (k_n \text{ stand for the force constant}), \text{ thus: } \lim_{m_n \to \infty} E_n(\Omega_n) \to 0 .
\]

In this limit the clamped nucleus model is materialized and the Gaussian functions practically reduce to the Dirac delta functions and the MC-QTAIM formalism reduces to that of the QTAIM wherein, only electrons contribute to the basin properties. Also, since both \( m_n \) and \( \alpha_n \) are distinct for each isotope of an atom, the nuclear contribution to the basin energies is also different for atomic basins containing various isotopes of an atom.\(^{13-18}\) On the other hand, and from a
computational viewpoint, the use of a single s-type Gaussian function as a nuclear basis set is common in ab initio calculations\textsuperscript{13-18} and when employed in conjunction with the Hartree type nuclear wavefunction\textsuperscript{31} equation (19) could used directly without any computational MC-QTAIM analysis to derive the contribution of nuclear vibrational energies to the basin energies.

C. The anisotropic anharmonic oscillator model of the quantum nuclei

The isotropic harmonic oscillator model though offers a unique opportunity to derive a simple analytical equation, is just a simplified representation of complicated nuclear vibrations. Very recently, it has been demonstrated that the anisotropic anharmonic oscillator model maybe employed instead and within the context of this model a linear combination of various types of the Gaussian functions is used to represent \( \psi_n(\vec{r}_n) \).\textsuperscript{34} The nuclear basis set used in the original ab initio study employing the Hartree product wavefunction was a [2s2p2d] Gaussian basis set,\textsuperscript{31} designed especially for the hydrogen isotopes,\textsuperscript{19} which is the result of a specific anisotropic anharmonic oscillator model for \( V_n^{\text{ex}} \).\textsuperscript{34} The general structure of this basis set is used in this subsection as an example of employing the anisotropic anharmonic oscillator model to derive \( \psi_n(\vec{r}_n) \).

In order to have sufficient computational flexibility and encompass the previously used nuclear basis sets in ab initio calculations,\textsuperscript{19} a general basis set containing an arbitrary number of the s-, p- and d-type Cartesian Gaussian functions are used to expand \( \psi_n(\vec{r}_n) \):

\[
\psi_n(\vec{r}_n) = \sum_{i} N_s a_i g_{sx_i} + \sum_{k} (b_k g_{px_{x_k}} + c_k g_{py_{y_k}} + d_k g_{pz_{z_k}}) + \sum_{q} (e_q g_{dx_{x_q}} + f_q g_{dy_{y_q}} + h_q g_{dz_{z_q}} + r_q g_{dx_{y_q}} + s_q g_{dx_{z_q}} + t_q g_{dy_{z_q}})
\]
\[
\begin{align*}
g_{s,i} & = \left( \frac{8\alpha_i^3}{\pi^3} \right)^{1/4} \exp \left( -\alpha_i |\vec{r}_n - \vec{R}_{n,c} |^2 \right) \\
g_{p,z,k} & = \left( \frac{128\beta_k^5}{\pi^3} \right)^{1/4} x \exp \left( -\beta_k |\vec{r}_n - \vec{R}_{n,c} |^2 \right), \quad g_{p,y}^k \text{ and } g_{p,z}^k \text{ similarly} \\
g_{d_{x,y},q} & = \left( \frac{2048\gamma_q^7}{9\pi^3} \right)^{1/4} x^2 \exp \left( -\gamma_q |\vec{r}_n - \vec{R}_{n,c} |^2 \right), \quad g_{d_{xy}}^q \text{ and } g_{d_{xz}}^q \text{ similarly} \\
g_{d_{x,y},q} & = \left( \frac{2048\gamma_q^7}{\pi^3} \right)^{1/4} xy \exp \left( -\gamma_q |\vec{r}_n - \vec{R}_{n,c} |^2 \right), \quad g_{d_{x,y}}^q \text{ and } g_{d_{xz}}^q \text{ similarly (20)}
\end{align*}
\]

In these Gaussian functions, the subscript \( n \) has been dropped for brevity and the enumeration of the functions is done using a new superscript. Employing equations (16), (17) and (20), and after some mathematical manipulations, one arrives at the nuclear contribution to the basin energies:

\[
E(\Omega) = -\left( \frac{2\sqrt{2}h^2}{m} \right) \left[ \sum_{i,j}^{N_e} a_i a_j \left( \frac{3(\alpha_i\alpha_j)^{7/5}}{(\alpha_i + \alpha_j)^2} + \sum_k^{N_p} \left( b_k b_i + c_k c_i + d_k d_i \right) \frac{10(\beta_i\beta_j)^{9/7}}{(\beta_i + \beta_j)^2} \right. \\
+ \sum_{i}^{N_e} \sum_{q}^{N_d} a_i (e_q + f_q + h_q) \frac{4(\alpha_i\gamma_q)^{7/4}\left(3\gamma_q - 2\alpha_i\right)}{\sqrt{3}(\alpha_i + \gamma_q)^{7/2}} \\
+ \sum_{q}^{N_d} \sum_{p}^{N_d} (e_p e_q + f_p f_q + h_p h_q) \frac{4(\gamma_p\gamma_q)^{7/4}\left(17\gamma_p\gamma_q - 2\gamma_p^2 - 2\gamma_q^2\right)}{3(\gamma_p + \gamma_q)^{9/2}} \bigg].
\]
\[
\sum_{p} \sum_{q} \left( e_p f_q + e_p h_q + f_p h_q \right) \frac{8 \left( \gamma_p \gamma_q \right)^7}{3 \left( \gamma_p + \gamma_q \right)^2} \left( 3 \gamma_p \gamma_q - 2 \gamma_p^2 - 2 \gamma_q^2 \right) \\
+ \sum_{p} \sum_{q} \left( r_p r_q + s_p s_q + t_p t_q \right) \frac{28 \left( \gamma_p \gamma_q \right)^{11}}{(\gamma_p + \gamma_q)^2}
\]

(21)

Clearly, this equation is more complicated than equation (19) but it has the required flexibility to include subtle effects emerging from the anisotropy and the anharmonicity of the nuclear vibrations. If a specific basis set is used in an ab initio calculation and the optimized linear coefficients and the exponents of the basis set are determined in a variational calculation, then equation (21) could be used to derive the contribution of the nuclear vibrations to the basin energy directly without any computational MC-QTAIM analysis.

D. A “heuristic” approach toward inclusion of the zero-point vibrational energies into the QTAIM

The developed formalism in the previous subsections and particularly equation (16) set the stage to evaluate the contribution of the zero-point nuclear vibrational energy to the basin energy analytically where equations (19) and (21) were vivid examples. The contribution of the nuclear vibrational energies to the basin energies was one of the missing ingredients of the QTAIM and now, within the context of the MC-QTAIM, this is understandable; the orthodox formalism is based on the electronic Hamiltonian where the clamped nucleus model is assumed from the outset.\(^1\) In other words, the MC-QTAIM is the “natural” framework to incorporate the nuclear contributions into various basin properties since it is based on a more general Hamiltonian, equation (1), where certain nuclei are treated as quantum waves. However,
inspired by the MC-QTAIM formalism, it is interesting to contemplate how one may "heuristically" incorporate the vibrational energies into the orthodox formalism.

In the adiabatic view, the molecular Hamiltonian is divided to the electronic and the nuclear Hamiltonians therefore the molecular wavefunction is the product of the electronic and the nuclear wavefunctions. In this framework, the electronic Schrödinger equation is solved at first step, \( \hat{H}_e \Psi_e = E_e \Psi_e \), and then its eigenvalues are employed as the potential energy surfaces for the nuclear Schrödinger equation. The nuclear Schrödinger equation may itself be divided to translational, rotational, and vibrational Schrödinger equations, \( \hat{H}_{vib} \Psi_{vib} = E_{vib} \Psi_{vib} \), if the coupling between rotational and vibrational motions is negligible. The electronic wavefunction is used as input to the QTAIM analysis thus the resulting boundaries of the atomic basins and their properties are completely unaffected by the vibrational wavefunction. With this background in mind, it seems legitimate to suppose that the basin contributions of the vibrational energies of nuclei must be added to the "predetermined" electronic basin energies derived from the formalism of the QTAIM at the equilibrium geometry,\(^1\) to yield the total basin energies: \( E_v (\Omega) = E_e (\Omega) + E_{vib} (\Omega) \), \( E_e = \sum_\Omega E_e (\Omega) \), \( E_{vib} = \sum_\Omega E_{vib} (\Omega) \). Accordingly, extrapolating the reasoning of subsection II.B, a vibrational energy density must be introduced that upon basin integration, yields the basin contribution of the vibrational energies:

\[
E_{vib} (\Omega) = \int_{\Omega} d\vec{q} E_{vib} (\vec{q}) .
\]

In general we have no recipe from the orthodox formalism to construct the proper vibrational energy density.\(^1\) However, it has been demonstrated very recently that the partitioning based on the virial projection operator is extendable to the whole class of the homogenous potential energy functions,\( \hat{V} (s_{\vec{q}_1}, ..., s_{\vec{q}_N}) = s^k \hat{V} (\vec{q}_1, ..., \vec{q}_N) \), where the coulombic
potential energy function is just an example, \( k = -1 \). On the other hand, the usual vibrational Hamiltonian is based on the model of coupled harmonic oscillators, which also belongs to this class, \( k = 2 \). Accordingly, introducing vibrational energy density based on the same formalism which was used to introduce the energy density for the coulombic potentials seems feasible. In this paper, as a proof of concept, only a “toy model” for vibrations based on a set of uncoupled harmonic oscillators is considered in detail, neglecting the translational and rotational contributions, leaving a comprehensive analysis of the more reliable model of coupled harmonic oscillators to a future report.

Let’s introduce the following vibrational Hamiltonian assuming there are \( m \) distinguishable nuclei and each nucleus experiences a harmonic potential energy surface locally:

\[
\hat{H}_{vib} = \sum_i \left(\frac{-\hbar^2}{2m_i} \nabla_i^2 + \hat{V} \left( \vec{q}_i, \ldots, \vec{q}_N \right) = \frac{1}{2} \sum_i k_i |\vec{q}_i|^2 \right)
\]

In this Hamiltonian \( \vec{q}_i = \vec{r}_i - \vec{r}_{i,e} \) where \( \vec{r}_{i,e} \) is the equilibrium position of the \( i-th \) nucleus and \( k_i \) is the corresponding force constant. The potential energy surface of the system is a homogenous function and the corresponding virial projection operator is as follows:

\[
\hat{V} = \left( \frac{1}{2} \right) \sum_i \vec{q}_i \cdot \nabla_i \hat{V} .
\]

Using this projection operator, the vibrational Hamiltonian transformed as the following:

\[
\hat{H}_{vib} = \sum_i \hat{h}_i = \sum_i \left\{ \left( \frac{-\hbar^2}{2m_i} \right) \nabla_i^2 + \left( \frac{1}{2} \right) \vec{q}_i \cdot \nabla_i \hat{V} \right\}.
\]

This equation set the stage, similar in spirit to equation (18), to introduce the proper energy density, similar in spirit to equation (11), as the following:
\[ E_{vib}(\vec{q}) = T_{vib}(\vec{q}) - \left(\frac{1}{2}\right) V_{vib}^T(\vec{q}) \]

\[ V_{vib}^T(\vec{q}) = V_{vib}^B(\vec{q}) + V_{vib}^S(\vec{q}). \quad T_{vib}(\vec{q}) = \sum_i T_{vib}^i(\vec{q}), \quad V_{vib}^B(\vec{q}) = \sum_i V_{vib, i}^B(\vec{q}) \]

\[ V_{vib}^S(\vec{q}) = \sum_i V_{vib, i}^S(\vec{q}), \quad T_{vib}^i(\vec{q}) = \int d\tau_i' \Psi_{vib}^* \left( -\frac{\hbar^2}{2m_i} \right) \nabla_i^2 \Psi_{vib}, \]

\[ V_{vib, i}^B(\vec{q}_i) = \int d\tau_i' \Psi_{vib}^* \left( -\vec{q}_i \cdot \vec{\nabla}_i \vec{\nabla}_i' \right) \Psi, \quad V_{vib, i}^S(\vec{q}_i) = \vec{\nabla}_i \cdot \vec{\sigma}_{vib, i}(\vec{q}_i) \]

In these equations \( d\tau_i' \) implies integrating over spatial coordinates of all nuclear variables except the coordinate of \( i-th \) nucleus. Also, \( \vec{\sigma}_{vib, i}(\vec{q}_i) \) is the Schrodinger-Pauli-Epstein stress tensor density of \( i-th \) nucleus defined as follows:

\[ \vec{\sigma}_{vib, i}(\vec{q}_i) = \frac{\hbar^2}{4m_i} \left[ \int d\tau_i' \left( \Psi_{vib} \nabla_{vib} \Psi_{vib} + \Psi_{vib} \nabla_{vib} \Psi_{vib}^* - (\nabla_{vib} \Psi_{vib}) \bullet (\nabla_{vib} \Psi_{vib}) - (\nabla_{vib} \Psi_{vib}) \bullet (\nabla_{vib} \Psi_{vib})^* \right) \right]. \]

At this stage of development, the formalism is complete and using the vibrational wavefunctions derived from the Schrödinger equation the energy density must be calculated explicitly and then integrated within the atomic basins delineated through the QTAIM analysis. However, for the case of the localized vibrations, the formalism maybe simplified further using the local virial theorem of \( k = 2 \) systems.

In some previous studies, it was demonstrated that the local virial theorem is not tied to the coulomnic interactions and can be used for the whole class of the systems with the homogenous potential energy functions. Thus, similar to equations (14), the local virial theorem for the system under study is as the following:
\[ 2T^i_{\text{vib}}(\bar{q}_i) = -V^T_{\text{vib},i}(\bar{q}_i) - \left(\frac{\hbar^2}{4m_i}\right) \nabla^2 \rho_i(\bar{q}_i), \quad i = 1,...,m \]

\[ V^T_{\text{vib},i}(\bar{q}_i) = V^B_{\text{vib},i}(\bar{q}_i) + V^S_{\text{vib},i}(\bar{q}_i), \quad \rho_i(\bar{q}_i) = \int d\tau' \Psi^*_{\text{vib}} \Psi_{\text{vib}} \quad (25) \]

Since each nucleus resides in a single atomic basin, \(\Omega_i\), and throughout this paper the localized nature of nuclear distribution in the class A systems is assumed, then:

\[ \int_{\Omega_i} d\bar{q}_i \nabla^2 \rho_i(\bar{q}_i) \approx 0, \]

\[ \bar{\sigma}_{\text{vib},i}(\partial\Omega_i) \approx 0, \quad \text{and so:} \quad V^S_{\text{vib},i}(\Omega_n) = \int_{\Omega_i} d\bar{q}_i \nabla_i \cdot (\bar{q}_i \cdot \bar{\sigma}_{\text{vib},i}(\bar{q}_i)) = \oint_{\partial\Omega_i} dS(\bar{q}_i \cdot \bar{\sigma}_{\text{vib},i}(\bar{q}_i)) \bar{\jmath} \approx 0. \]

Accordingly, combining equation (24) and (25) and integrating within the atomic basins the following equation is derived for the localized vibrations:

\[ E_{\text{vib}}(\Omega_i) = 2T_{\text{vib}}(\Omega_i) = -V^B_{\text{vib}}(\Omega_i) \]

\[ T_{\text{vib}}(\Omega_i) = \int_{\Omega_i} d\bar{q} T_{\text{vib}}(\bar{q}), \quad V^B_{\text{vib}}(\Omega_i) = \int_{\Omega_i} d\bar{q} V^B_{\text{vib}}(\bar{q}) \quad (26) \]

This equation offers a simple way to incorporate zero-point vibrational energies into the atomic basin energies just knowing the ground state kinetic or basin virial energy densities of the vibrating nuclei. In order to evaluate the energy density for the model of uncoupled harmonic oscillators, the ground state wavefunction of the model, \(\Psi_{\text{vib}} = \prod_i \phi_{\text{vib},i}(q_i)\),

\[ \phi_{\text{vib},i}(\bar{q}_i) = \left(\frac{\sqrt{m_i k_i}}{\hbar \pi}\right)^{\frac{3}{4}} \exp\left(-\sqrt{\frac{m_i k_i}{2\hbar}}|\bar{q}_i|^2\right) \]

is used to compute the basin contribution of the vibrational zero-point energies. After some mathematical manipulations, one arrives at:

\[ E_{\text{vib}}(\Omega_i) = \left(\frac{3\hbar}{2}\right)^\frac{3}{2} \sqrt{\frac{k_i}{m_i}} \quad (27) \]
This is the zero-point energy of a single 3D isotropic harmonic oscillator revealing the expected “local” nature of vibrations namely, each nucleus is a quantum oscillator confined to its own atomic basin; the total basin energy is the sum of the electronic basin energy emerging from the QTAIM analysis and the vibrational energy of the nucleus resides in the basin, which seems to be an appealing physical picture. This localized nature is even more evident if the vibrational wavefunctions of any excited state of the introduced model are used to compute the regional vibrational energy; in such cases, the extra energy of the vibrational excitation contributes only to those basins containing the vibrationally excited nuclei. In a more advanced study on the nuclear vibrations, the normal mode analysis must be introduced within the context of the coupled harmonic oscillator model, and the vibrational energy contribution of a nucleus from each normal mode must be disentangled and added together in order to reach a formalism similar to the present toy model (Shabazian, under preparation).

IV. Conclusion and Prospects

To be fair, the effect of nuclear vibrations on the QTAIM analysis had been appreciated by Bader and coworkers since the start of developing the theory. However, the role of nuclear vibrations was confined to the topological analysis of the electron density; since the electronic wavefunctions and corresponding electron densities depend on nuclear coordinates parametrically, the gradient vector field of the electron density is distinct for each molecular geometry. In other words, the topological analysis could be done not only at the equilibrium geometry, but also at non-equilibrium geometries and this opens the door to pursue the evolution of the topology of the electron density, e.g. molecular graphs, because of the zero-point nuclear vibrations, as well as during the course of chemical reactions. However as also emphasized previously, beyond the topological analysis, the effect of nuclear vibrations on
the basin properties had not been considered within the context of the QTAIM analysis and this is even more pronounced for the basin energies since the electronic basin energies are only defined at the equilibrium geometries. The present study demonstrates that if one is interested to incorporate the nuclear vibrational contribution into the basin energies then the formalism must be inevitably extended; the MC-QTAIM formalism naturally includes nuclear vibrations not only at the level of the topological analysis, through introducing the Gamma density, but also at the level of basin properties, through introducing combined property densities. However, a heuristic method, like that proposed in this paper, may also be used to estimate the contribution of the vibrational energies within the context of the QTAIM though proposing such a method is also an extension of the conventional formalism through introducing the vibrational energy density as a new ingredient. Let’s have a view to future possibilities that these extensions are promising.

It was intellectually appealing to incorporate nuclear vibrational energies into the AIM analysis, however, beyond academic curiosity, this achievement opens the door for a direct comparison of the predictions of the QTAIM on the contribution of the functional groups to thermodynamic functions and corresponding experimentally derived group additive values.\(^1\)

The tradition of decomposing a molecular property, e.g. energy or polarizability, into contributions of the functional groups constituting the molecule has a long history in organic chemistry, which has been well documented in the pioneering studies of Benson and coworkers.\(^{44-46}\) While Bader and coworkers have considered the idea of group additivities within the context of the QTAIM in detail,\(^1,47-49\) any quantitative comparison to experimentally derived values needs to take the vibrational contribution to thermodynamic functions into account. The fact that any derivation of the group additive contributions from the usual ab
initio quantum mechanical has an indirect nature,\textsuperscript{50} the capability of deriving computational group additive values from the QTAIM analysis plus the proposed heuristic vibrational correction is rewarding. The modern literature on the additivity schemes is quite rich,\textsuperscript{51-70} and the prospect for a detailed comparison to experimentally derived values seems to be promising. This line of research will be pursued computationally after introducing the model of coupled harmonic oscillators in a future report.

The Hartree product nuclear wavefunction used in present study though yield proper results within the context of the MC-QTAIM analysis, lacks the electron-nucleus correlation which is an important ingredient if one tries to derive the vibrational frequencies quantitatively from non-adiabatic ab initio calculations. Thus, in next step it is desirable to design simple (minimal) wavefunctions that capture the main “physics” of this correlation through introducing the explicit correlation of the quantum nuclei and electrons into the wavefunction with a proper correlation factor.\textsuperscript{33,71-79} The linear combination of the explicitly correlated Gaussian functions used by Hammes-Schiffer and coworkers as the correlation factor is a natural choice for future analytical studies though other promising mathematical functions are also worth trying. In the ideal situation one may hope to find a wavefunction simple enough to be used for the analytical studies and flexible enough to be able to reproduce the correct values of vibrational frequencies in computational studies. This is a challenging line of research that is now under investigation in our laboratory.

The next step for the incorporation of nuclear vibrational energies into the QTAIM analysis, after considering the model of the coupled harmonic oscillators, is going beyond the harmonic oscillator model and try to introduce the energetic contribution of anharmonicity regionally, though, this is probably an order of magnitude smaller than the harmonic
contribution. Since the anharmonic models of vibrations in general are not the members of the class of the homogenous potential energy functions,\textsuperscript{36,39} the strategy used in this paper is not directly applicable to these types of models. Accordingly, a more general strategy to construct energy densities needs to be introduced, not tied to the homogeneity of the used potential energy function. Such possibility will be considered in a future study.

Finally, one may conclude that while analytical studies are scare in the domain of the QTAIM, the present and previous analytical studies within the context of the MC-QTAIM demonstrate that analytical studies reveal aspects of the AIM analysis, which are hard to be grasped solely by the computational studies. A fresh look at the QTAIM formalism, through constructing analytical models, seems to be a promising path to be pursued in future studies.
References

1. R. F. W. Bader, *Atoms in Molecules: A Quantum Theory* (Oxford University Press, Oxford, 1990).

2. P. L. A. Popelier, *Atoms in Molecules an Introduction* (Pearson, London, 2000).

3. C. Matta, R. J. Boyd, *Quantum Theory of Atoms in Molecules: From Solid State to DNA and Drug Design* (Wiley-VCH, Weinheim, 2007).

4. P. Nasertayoob, M. Goli and Sh. Shahbazian, Int. J. Quantum Chem. **111**, 1970 (2011).

5. M. Goli and Sh. Shahbazian, Int. J. Quantum Chem. **111**, 1982 (2011).

6. F. Heidar Zadeh and Sh. Shahbazian, Int. J. Quantum Chem. **111**, 1999 (2011).

7. M. Goli and Sh. Shahbazian, Theor. Chem. Acc. **129**, 235 (2011).

8. M. Goli and Sh. Shahbazian, Theor. Chem. Acc. **131**, 1208 (2012).

9. M. Goli and Sh. Shahbazian, Theor. Chem. Acc. **132**, 1362 (2013).

10. M. Goli and Sh. Shahbazian, Theor. Chem. Acc. **132**, 1365 (2013).

11. M. Goli and Sh. Shahbazian, Theor. Chem. Acc. **132**, 1410 (2013).

12. Sh. Shahbazian, Found. Chem. **15**, 287 (2013).

13. M. Goli and Sh. Shahbazian, Phys. Chem. Chem. Phys. **16**, 6602 (2014).

14. M. Goli and Sh. Shahbazian, Phys. Chem. Chem. Phys. **17**, 245 (2015).

15. M. Goli and Sh. Shahbazian, Comput. Theor. Chem. **1053**, 96 (2015).

16. M. Goli and Sh. Shahbazian, Phys. Chem. Chem. Phys. **17**, 7023 (2015).

17. M. Goli and Sh. Shahbazian, Chem. Eur. J. **22**, 2525 (2016).

18. M. Goli and Sh. Shahbazian, ChemPhysChem **17**, 3875 (2016).

19. S. P. Webb, T. Iordanov and S. Hammes-Schiffer, J. Chem. Phys. **117**, 4106 (2002).

20. M. Cafiero, S. Bubin and L. Adamowicz, Phys. Chem. Chem. Phys. **5**, 1491 (2003).
21 S. Bubin, M. Cafiero and L. Adamowicz, Adv. Chem. Phys. 131, 377 (2005).
22 H. Nakai, Int. J. Quantum Chem. 107, 2849 (2007).
23 E. Kamarchik and D. Mazziotti, Phys. Rev. A. 75, 013203 (2007).
24 T. Kreibich, R. van Leeuwen and E. K. U. Gross, Phys. Rev. A. 78, 022501 (2008).
25 T. Ishimoto, M. Tachikawa and U. Nagashima, Int. J. Quantum Chem. 109, 2677 (2009).
26 T. Udagawa and M. Tachikawa, Multi-Component Molecular Orbital Theory (Nova Science Publishers, New York, 2009).
27 S. Bubin, M. Pavanelo, W.-C. Tung, K. L. Sharkey and L. Adamowicz, Chem. Rev. 113, 36 (2013).
28 J. Mitroy, S. Bubin, W. Horiuchi, Y. Suzuki, L. Adamowicz, W. Cencek, K. Szalewicz, J. Komasa, D. Blume and K. Varga, Rev. Mod. Phys. 85, 693 (2013).
29 R. Flores-Moreno, E. Posada, F. Moncada, J. Romero, J. Charry, M. Díaz-Tinoco, S. A. González, N. F. Aguirre and A. Reyes, Int. J. Quantum Chem. 114, 50 (2014).
30 D. Ferro-Costas and R. A. Mosquera, Chem. Phys. Lett. 618, 83 (2015).
31 B. Auer and S. Hammes-Schiffer, J. Chem. Phys. 132, 084110 (2010).
32 M. Gharabaghi and Sh. Shahbazian, Phys. Lett. A. 380, 3983 (2016).
33 A. Chakraborty, M. V. Pak and S. Hammes-Schiffer, J. Chem. Phys. 129, 014101 (2008); Erratum: 134, 079902 (2011).
34 M. Rayka, M. Goli and Sh. Shahbazian, arxiv.org/abs/1611.07960.
35 Sh. Shahbazian, in Applications of Topological Methods in Molecular Chemistry, Edited by R. Chauvin, Ch. Lepetit, B. Silvi and E. Alikhani, pp. 89-100 (Springer, Switzerland, 2016).
36 I. N. Levine, Molecular Spectroscopy (Wiley-Interscience, New York, 1975).
37 P. Nasertayoob and Sh. Shahbazian, Int. J. Quantum Chem. 110, 1188 (2010).
38 H. Joypazadeh and Sh. Shahbazian, Found. Chem. **16**, 63 (2014).
39 E. B. Wilson, J. C. Decius and P. C. Cross, *Molecular vibrations: The theory of Infrared and Raman vibrational spectra* (McGraw-Hill book company, New York, 1955).
40 Sh. Shahbazian, arxiv.org/abs/1306.6350.
41 C. Foroutan-Nejad, Sh. Shahbazian and R. Marek, *Chem. Eur. J.* **20**, 10140 (2014).
42 Z. A. Keyvani, Sh. Shahbazian and M. Zahedi, *Chem. Eur. J.* **22**, 5003 (2016).
43 F. Cortés-Guzmán, T. Rocha-Rinza, J. M. Guevara-Vela, G. Cuevas and R. M. Gómez, *Chem. Eur. J.* **2014**, 20, 5665-5672.
44 S. W. Benson, F. R. Cruickshank, D. M. Golden, G. R. Haugen, H. E. O’Neal, A. S. Rodgers, R. Shaw and R. Walsh, Chem. Rev. **69**, 279 (1969).
45 S. W. Benson, *Thermochemical Kinetics: Methods for the estimation of thermochemical data and rate parameters* (John Wiley & Sons, New York, Second edition, 1976).
46 N. Cohen and S. W. Benson, Chem. Rev. **93**, 2419 (1993).
47 R. F. W. Bader and D. Bayles, J. Phys. Chem. A. **104**, 5579 (2000).
48 F. Cortés-Guzmán and R. F. W. Bader, J. Phys. Org. Chem. **17**, 95 (2004).
49 H. Gao, R. F. W. Bader and F. Cortés-Guzmán, Can. J. Chem. **87**, 1583 (2009).
50 K. B. Wiberg, J. Comput. Chem. **5**, 197 (1984).
51 W. P. Jencks, Proc. Natl. Acad. Sci. **78**, 4046 (1981).
52 K. G. Joback and R. C. Reid, Chem. Eng. Comm. **57**, 233 (1987).
53 L. Constantinou and R. Gani, ALChE J. **40**, 1697 (1994).
54 K. A. Dill, J. Bio. Chem. **272**, 701 (1997).
55 J. Marrero and R. Gani, Fluid Phase Eq. **183-184**, 183 (2001).
56 Y. Nannooolal, J. Rarey, D. Ramjugernath and W. Cordes, Fluid Phase Eq. **226**, 45 (2004).
57J. Yu. Raman Sumathi and W. H. Green, Jr., J. Am. Chem. Soc. 126, 12685 (2004).

58T. S. Whiteside and L. A. Carreira, J. Theor. Comput. Chem. 3, 451 (2004).

59Z. Wu and R. Glaser, J. Theor. Comput. Chem. 4, 373 (2005).

60T. S. Whiteside and L. A. Carreira, J. Theor. Comput. Chem. 4, 461 (2005).

61B. Ruscic, R. E. Pinzon, G. von Laszewski, D. Kodeboyina, A. Burcat, D. Leahy, D. Montoy and A. F. Wagner, J. Phys.: Conf. Ser. 16, 561 (2005).

62I. Fishtik, J. Phys. Chem. A 110, 13264 (2006).

63J. P. Leal, J. Phys. Chem. Ref. Data. 35, 55 (2006).

64A. Bhattacharya and S. Shivalkar, J. Chem. Eng. Data. 51, 1169 (2006).

65D. W. Rogers, Heats of Hydrogenation: Experimental and computational hydrogen thermochemistry of organic compounds (World Scientific, New Jersey, 2006).

66Y. Nannoolal, J. Rarey and D. Ramjugernath, Fluid Phase Eq. 252, 1 (2007).

67M. K. Sabbe, F. De Vleeschouwer, M.-F. Reyniers, M. Waroquier and G. B. Marin, J. Phys. Chem. A. 112, 12235 (2008).

68R. C. Santos, J. P. Leal and J. A. M. Simões, J. Chem. Thermodyn. 41, 1356 (2009).

69I. Fishtik, J. Phys. Chem. A 116, 1854 (2012).

70K. Müller, L. Mokrushina and W. Arlt, J. Chem. Eng. Data. 57, 1231 (2012).

71C. Swalina, M.V. Pak, A. Chakraborty and S. Hammes-Schiffer, J. Phys. Chem. A 110, 9983 (2006).

72A. Chakraborty, M. V. Pak and S. Hammes-Schiffer, J. Chem. Phys. 129, 014101 (2008).

73M. V. Pak, A. Chakraborty and S. Hammes-Schiffer, J. Phys. Chem. A 113, 4004 (2009).

74C. Ko, M. V. Pak, C. Swalina and S. Hammes-Schiffer, J. Chem. Phys. 135, 054106 (2011).

75C. Swalina, M. V. Pak and S. Hammes-Schiffer, J. Chem. Phys. 136, 164105 (2012).
76. A. Sirjoosingh, M. V. Pak, C. Swalina and S. Hammes-Schiffer, J. Chem. Phys. **139**, 034102 (2013).

77. A. Sirjoosingh, M. V. Pak, C. Swalina and S. Hammes-Schiffer, J. Chem. Phys. **139**, 034103 (2013).

78. A. Sirjoosingh, M. V. Pak, K. R. Brorsen and S. Hammes-Schiffer, J. Chem. Phys. **142**, 214107 (2015).

79. K. R. Brorsen, A. Sirjoosingh, M. V. Pak and S. Hammes-Schiffer, J. Chem. Phys. **142**, 214108 (2015).
