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Abstract—Directional and pairwise measurements are often used to model interactions in a social network setting. The mixed-membership stochastic blockmodel (MMSB) was a seminal work in this area, and its ability has been extended. However, models such as MMSB face particular challenges in modeling dynamic networks, for example, with the unknown number of communities. Accordingly, this paper proposes a dynamic infinite mixed-membership stochastic blockmodel, a generalized framework that extends the existing work to potentially infinite communities inside a network in dynamic settings (i.e., networks are observed over time). Additional model parameters are introduced to reflect the degree of persistence among one’s memberships at consecutive time stamps. Under this framework, two specific models, namely mixture time variant and mixture time invariant models, are proposed to depict two different time correlation structures. Two effective posterior sampling strategies and their results are presented, respectively, using synthetic and real-world data.

Index Terms—Bayesian nonparametric, dynamic, Gibbs sampling, Markov Chain Monte Carlo (MCMC) inference, mixed-membership stochastic blockmodel (MMSB), slice sampling.

I. INTRODUCTION

NETWORKING applications with dynamic settings (i.e., networks observed over time) are widely seen in real-world environments, such as link prediction and community detection in social networks, social media interactions, capital market movements, and recommender systems. A deep understanding of such dynamic network mechanisms relies on latent relation analysis and latent variable modeling of dynamic network interactions and structures. This presents both challenges and opportunities to existing learning theories. The intricacy associated with the time-varying attributes makes learning and inference a difficult task, but at the same time, one can explore the evolutionary behavior of a network structure more realistically in this time-varying setting. The various dynamic characteristics of such a network can therefore be revealed in real applications.

A number of researchers have recently attempted to address this issue. Some notable earlier examples include stochastic blockmodel [1] and its infinite community case infinite relational model (IRM) [2] where the aim is to partition a network of nodes into different groups on the basis of their pairwise and directional binary interactions. It was extended in [3] to infer the evolving community’s behavior over time. Their work assumes that a fixed number of $K$ communities exist to which one node can potentially belong. However, in many applications, an accurate estimate of $K$ beforehand may be impractical and its value may also vary during time stamps.

A dynamic IRM [4] is an alternative way to address the same problem, where $K$ can be inferred from data itself. However, just as described in [2], its drawback is that this model assumes each node $i$ must belong to only one single community. Therefore, an interaction between nodes $i$ and $j$ can only be determined by their community indicators. This approach can be inflexible in many scenarios, such as the monastery example depicted in [5], where one monk can belong to different communities. To this end, Airoldi et al. [5] introduce the concept of mixed-membership, where they assume each node $i$ might belong to multiple communities. The membership indicators of one’s interaction are no longer a fixed value of a special community. Instead, they are sampled from the nodes’ mixed-membership distributions.

The aforementioned work addresses some aspects (such as infinite, dynamic, mixed-membership, and data-driven inference) of relational modeling. An emergent need is to effectively unify these models to provide a flexible and generalized framework which can encapsulate the advantages of most of this paper and address multiple aspects of complexities in one model. This is certainly not an easy thing to do because of the need to understand the relations among aspects and to build a seamless approach to aggregate the challenges. Accordingly, we propose a dynamic infinite mixed-membership stochastic blockmodel (DIM3).

DIM3 has the following features: 1) it allows a network to have an infinite number of latent communities; 2) it allows mixed-membership associated with each node; 3) the model adapts to dynamic settings and the number of communities varies with the time; and 4) it is apparent that in many social networking applications, a node’s membership may become consistent (i.e., unchanged) over consecutive time stamps. For example, a person’s opinion of a peer is more likely to be consistent in two consecutive time stamps.
To model this persistence, we devise two different implementations. The first is to have a single mixed-membership distribution for each node at different time intervals. The persistence factor is dependent on the statistics of each node’s interactions with the rest of the nodes. The second implementation is to allow a set of mixed-membership distributions to associate with each node, and they are time-invariant. The number of elements in the set varies nonparametrically, as reported in [6]. The persistence factor is dependent on the value of the membership indicator at the previous time stamp.

Consequently, two effective sampling algorithms are designed for our proposed models, using either the Gibbs or slice sampling technique for efficient model inference. Their convergence behavior and mixing rate are analyzed and displayed in the first part of the experiment. In the experimental analysis, we show that we can assess nodes’ positions in the network and their developing trends, predict unknown links according to the current structure, understand the network structure and identify change points. The techniques proposed can be used for forecasting the political tendencies of senators [7], predicting the function of a protein in biology [8], and tracking authors’ community cooperation in academic circles [9].

The rest of the article is organized as follows. Section II introduces the preliminary knowledge for our work, including a brief introduction to mixed-membership stochastic blockmodel (MMSB) and Dirichlet processes. Section III details our main framework and explains how it can incorporate infinite communities in a dynamic setting. The related work is reviewed in Section IV. The inference schemes for the two proposed models are detailed in Section V. In Section VI, we show the experimental results of the proposed models by using both synthetic and real-world social network data. The conclusion is given in Section VII.

II. PRELIMINARY KNOWLEDGE

A. Notations

For notational clarity, we first define the key terms and their meanings, as shown in Table I.

B. Introduction to MMSB and Bayesian Nonparametrics

1) Mixed-Membership Stochastic Blockmodel: MMSB [5] aims to model each node’s individual mixed-membership distribution. In MMSB, each interaction $e_{ij}$ corresponds to two membership indicators: $s_{ij}$ from the sender $i$ and $r_{ij}$ to the receiver $j$ (w.l.o.g. (Without Loss Of Generality), we assume $s_{ij} = k$, $r_{ij} = l$). The interaction’s value is determined by the compatibility of two corresponding communities $k$ and $l$. Fig. 1 shows the graphical model, and the detailed generative process can be described as:

1) $\forall \{k, l\} \in N > 0$, draw the communities’ compatibility values $W_{k,l} \sim Beta(\lambda_1, \lambda_2)$;
2) $\forall i \in \{1, \cdots, n\}$, draw node $i$’s mixed-membership distribution $\pi_i \sim Dirichlet(\beta)$;
3) $\forall \{i, j\} \in \{1, \cdots, n\}^2$, for interaction $e_{ij}$:
   a) sender’s membership indicator $s_{ij} \sim Multi(\pi_i)$;
   b) receiver’s membership indicator $r_{ij} \sim Multi(\pi_j)$;
   c) the interaction $e_{ij} \sim Bernoulli (W_{s_{ij}, r_{ij}})$.

It should be noted that each $\pi_i$ is responsible for generating both the sender’s label $\{s_{ij}\}_{j=1}^n$ from node $i$ and the receiver’s label $\{r_{ji}\}_{j=1}^n$ for node $i$.

$W$ is the communities’ compatibility matrix as described previously. The prior $P(W)$ is elementwise beta distributed, which is a conjugate to the Bernoulli distribution $P(e_{ij}|.)$. Therefore, a marginal distribution of $P(e_{ij})$, that is, $\int_W p(e_{ij}|W)p(W)d(W)$ can be obtained on the basis of data analysis, and hence there is no need to explicitly sample the values of $W$.

2) Bayesian Nonparametrics: In the dynamic setting, the Bayesian nonparametric method is a perfect tool for allowing the communities’ numbers to vary across time periods. In our case, we use variants of the hierarchical Dirichlet
Let us focus on the mixed-membership distribution’s construction in the MTV model, which is

$$\pi_i^t \sim DP \left( \frac{a \beta + \kappa}{\alpha + \kappa}, \frac{\sum_{k=1}^{N_t} \delta_k}{\alpha + \kappa} \right)$$ (1)

$$s_{ij}^t \sim \pi_i^t, r_{ij}^t \sim \pi_j^t \quad \forall i, j \in N, t \geq 1.$$ (2)

The mixed-membership distribution \(\{\pi_i^t\}_{i=1}^{N_t} \) is sampled from the Dirichlet process with a concentration parameter \((\alpha + \kappa)\) and a base measure \((a \beta + \frac{\kappa}{\alpha} \sum_{k=1}^{N_t} \delta_k) / (\alpha + \kappa)\). There will be \(N \times T\) of these distributions. They jointly describe each node’s activities.

In the base measure, the introduced sticky parameter \(\kappa\) stands for each node’s time influence on its mixed-membership distribution. In other words, we assume that each node’s mixed-membership distribution at time \(t\) is largely influenced by its activities at time \(t-1\). This is reflected in the hidden label’s multinomial distribution whereby the previous explicit activities will occupy a fixed proportion \(\kappa / (\alpha + \kappa)\) of the current distribution. The larger the value of \(\kappa\), the more weight the activities at \(t-1\) will have at time \(t\).

As our method is largely based on the HDP framework, we use the popular Chinese Restaurant Franchise (CRF) [6], [10] analogy to explain our model. Using the CRF analogy, the mixed-membership distribution associated with a node \(i\) at time \(t\) can be seen as a restaurant \(\pi_i^t\), with its dishes representing the communities. If a customer \(s_{ij}^t\) (or \(r_{ij}^t\)) eats the dish \(k\) at the \(i\)th restaurant at time \(t\), then \(s_{ij}^t(r_{ij}^t) = k\). For all \(t > 1\), the restaurant \(\pi_i^t\) will have its own specials on the dishes served, representing the sticky configuration in the graphical model. In contrast to the sticky HDP–hidden Markov model (HMM) [6] approach, which places emphasis on one dish only, we allow multiple specials in our work, where the weight of each special dish is adjusted according to the number of dishes served at this restaurant at time \(t-1\), that is, \((\kappa / 2m) \sum_{k=1}^{N_t} \delta_k\). Therefore, we can ensure that the special dishes are served persistently across time in the same restaurant.

**C. Mixture Time Invariant (MTI) Model**

We show the MTI model in Fig. 3. Here we only show the interaction \(e_{ij}^t\) and omit the other interactions, whose structure is directly derived.

The \(\beta\) in the MTI model is identical to that in the MTV model, and we sample the mixed-membership distribution and membership indicators as follows:

$$\pi_i^{(k)} \sim DP \left( \alpha + \kappa, \frac{a \beta + \kappa \delta_k}{\alpha + \kappa} \right) \quad \forall i, k \in N$$ (3)

$$s_{ij}^t \sim \pi_i^{(r_{ij}^t)}, r_{ij}^t \sim \pi_j^{(r_{ij}^t)} \quad \forall i, j \in N, t \geq 1.$$ (4)

We assign uninformative priors on sampling the initial membership indicators \(\{s_{ij}^0, r_{ij}^0\}_{i,j}\), that is, \(\{s_{ij}^0, r_{ij}^0\}_{i,j}\) are sampled from a multinomial distribution, with each category having an
and hence to stay at restaurant $k$ value as it has in the previous time stamp. The current number of communities in the model.

On each node’s membership distribution, our MTI model is essentially a Sticky HDP–HMM [6], [12], [13]. In this model, each node has a variable number of mixed-membership distributions associated with it, which may be infinite. At time $t \geq 2$, its membership indicator $s_{ij}^{(t)}$ (or $r_{ij}^{(t)}$) is generated from $\pi_i^t$ (or $\pi_j^t$). To encourage persistence, each $\pi_{ik}$ is generated from the corresponding $\beta_k$’s $k$th component [6], [12], [13].

Returning to the CRF [10] analogy, we have $N \times \infty$ matrix, where its $(i, k)$th element refers to $\pi_i^{(k)}$, which can be seen as the weights of eating each of the available dishes. A customer $s_{ij}^t$ (or $r_{ij}^t$) can therefore only travel between restaurants located at the $i$th row of the matrix. When $\pi_i^{(k)}$’s $k$th component is more likely to be larger, it means that the dish $k$ is a special dish for restaurant $k$. Therefore, a customer at restaurant $k$ at time $t-1$ is more likely to eat the same dish (i.e., $k$th dish), and hence to stay at restaurant $k$ at time $t$.

D. Discussion and Comparison

Here, we discuss the difference between the two models in the design of the time-persistence property. The MTV model allows the mixed-membership distribution itself to change over time stamps. However, there is only a single (but different) distribution for each node at each individual time stamp. The membership indicator of a node at time $t$ is dependent on the statistics of all membership indicators of the same node at $t-1$ and $t+1$. With a larger value of the sticky parameter $\kappa$, the current mixed-membership distribution tends to be more similar to that of the previous time stamp.

In contrast, the MTI model requires the mixed-membership distributions to stay invariant over time. However, there may be an infinite number of possible distributions associated with each node, due to a HDP prior, often only a few distributions will be discovered. In this case, the membership indicator at the current time is dependent and more likely to have the same value as it has in the previous time stamp.

IV. RELATED WORK

We here provide a detailed review of some of the current state-of-the-art in relational learning and at the same time, distinguish our paper from existing ones. In general, we categorize the relational learning models into two major frameworks: the latent feature model (LFM) and latent class model (LCM). Both frameworks assume that a node’s interaction is a Bernoulli draw, which is parameterized by an entry from the role-compatibility matrix. Their main difference is hence in the way the entry is indexed. For LCM, it is assumed that the indices for each pair of nodes are derived from the two associated hidden class labels; in case of LFM, it is assumed that the indices are, however, determined from a set of latent features associated with the pair of nodes.

A representative work for LFM is the latent feature relational model (LFRM) [14], which uses a latent feature matrix and a corresponding link generative function to define the model. To account for the variable number of features associated with each node, it uses the Indian Buffet Process [15], [16] as a prior. The max-margin latent feature relational model (Med-LFRM) [17] uses the maximum entropy discrimination (MED) [18] technique to minimize the hinge loss which measures the quality of link prediction. The infinite latent attribute (ILA) model [19] uses a Dirichlet process to construct a substructure within each feature, and all the features are used through the LFRM model.

On the LCM front, the classical approach is the MMSB which enables each node to be associated with multiple membership indicators, and an interaction is formed using one of these indicators. Several variants are subsequently proposed from MMSB, with examples including [20] which extends the MMSB into the infinite communities case [21], which uses the nested Chinese Restaurant Process [22] to build a communities’ hierarchical structure, and [23] which incorporates the node’s attribute information into its membership indicator construction in MMSB.

Like any data modeling problem, interaction data may also change over time; therefore, dynamic extensions are found in both the LCM and LFM frameworks. Examples such as [24] and [25] describe the time dependency by using Gaussian linear motion models. The dynamic relational infinite feature model (DRIFT) [26], which employs an independent Markov dynamic transition matrix to correlate consecutive time interaction data, is a natural extension of the LFRM. Latent feature propagation (LFP) [9] directly integrates observed interactions, rather than the latent feature matrix, in the current time to model the distribution of latent features at the next time stamp. On the dynamic setting of MMSB, Xing et al. [8] and Fu et al. [27] place a parameter (the mean)-dependent Gaussian distribution to consider the time correlation, whereas Ho et al. [7] consider hierarchical communities modeling that evolves. However, as both of these two models require predefinition of the number of communities, additional techniques, such as cross-validation, are necessary when choosing the number of communities. Furthermore, their implicit description of the time dependency may not be sufficiently intuitive.

V. INFERENCE

Two sampling schemes are implemented to complete the inference on the MTV model: standard Gibbs sampling and
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slice-efficient sampling, which both target the same posterior distribution.

A. Gibbs Sampling for the MTV Model

The Gibbs sampling scheme is largely based on [10]. The variables of interest are: \( \beta, Z \) and auxiliary variables \( \hat{m} \), where \( \hat{m} \) refers to the number of tables having dish \( k \) as in [6] and [10] without counting the tables that are generated from the sticky portion, that is, \( \kappa N_{ik}^{-1} \). Note that we do not sample \( \{ \pi_i^t \}_{i=1}^{T} \), as it gets integrated out.

1) Sampling \( \beta \): \( \beta \) is the prior for all \( \{ \pi_i^t \}_{i=1}^{T} \), which can be viewed as the ratios between the community components for all communities. Its posterior distribution is obtained through the auxiliary variable \( \hat{m} \)

\[
(\beta_1, \ldots, \beta_K, \beta_\mu) \sim \text{Dir}(\hat{m}_1, \ldots, \hat{m}_K, \gamma)
\]  

where its detail can be found in [10].

2) Sampling \( \{ s_{ij}^t \}_{i=1}^{T}, \{ r_{ij}^t \}_{i=1}^{T} \): Each observation \( e_{ij}^t \) is sampled from a fixed Bernoulli distribution, where the Bernoulli’s parameter is contained within the role-compatibility matrix \( W \) whose rows and columns are indexed by a pair of corresponding membership indicators \( \{ s_{ij}^t, r_{ij}^t \} \). W.l.o.g., \( v_k, l \in \{1, \ldots, K+1\} \), the joint posterior probability of \( \{ s_{ij}^t, r_{ij}^t \} \) is

\[
\Pr(s_{ij}^t = k, r_{ij}^t = l | Z \{ s_{ij}^t, r_{ij}^t \}, e, \beta, \alpha, \lambda, \lambda_1, \lambda_2, \kappa) \\
\propto \Pr(s_{ij}^t = k | \{ s_{ij}^t \}_{j \neq j}^n, \{ r_{ij}^t \}_{j = 1}^n) \\
\cdot \Pr(r_{ij}^t = l | \{ r_{ij}^t \}_{j \neq j}^n, \{ s_{ij}^t \}_{j = 1}^n) \\
\cdot \Pr(e_{ij}^t | \{ e_{ij}^t \}) \\
\Pr(s_{ij}^t = k, r_{ij}^t = l) = I(\sum_{j \neq j} I(s_{ij}^t = k, r_{ij}^t = l) = 1)
\]

where \( n_k = \sum_{j=1}^{n} I(s_{ij}^t = k, r_{ij}^t = l) \).

The following two terms of (6) are:

\[
\Pr(r_{ij}^t = l | \{ r_{ij}^t \}_{j \neq j}^n, \{ s_{ij}^t \}_{j = 1}^n) = \frac{n_{k,l}^{i,j} - 1}{n_{k,l}^{i,j} - \lambda_1 + \lambda_2}
\]

The detailed derivation of (7)–(9) is given in Assuming the current sample of \( \{ s_{ij}^t, r_{ij}^t \} \) has values ranging between 1...K, we let the undiscovered (i.e., new) community be indexed by \( K+1 \). Then, to sample a pair \( \{ s_{ij}^t, r_{ij}^t \} \) in question, we need to calculate all \( (K+1)^2 \) combinations of values for the pair.

3) Sampling \( \hat{m} \): Using the restaurant-table-dish analogy, we denote \( m_{ik}^t \) as the number of tables having dish \( k, \forall i, k, t \). This is related to the variable \( \hat{m} \) used in sampling \( \beta \); it also includes the counts of the unsticky portion, that is, \( \alpha \beta_k \).

The sampling of \( m_{ik}^t \) incorporates a similar strategy as in [6] and [10], which is independently distributed from

\[
\Pr(m_{ik}^t = m | \alpha, \beta_k, N_{ik}^{-1}, \kappa) \propto S(N_{ik}, m) \left( \alpha \beta_k + \kappa N_{ik}^{-1} \right)^m
\]

where \( S(\cdot, \cdot) \) is the Stirling number of the first kind.

For each node, the ratio of generating new tables is the result of two factors: 1) a Dirichlet prior with parameter \( \{ \alpha, \beta \} \) and 2) the sticky configuration from membership indicators at \( t-1 \), that is, \( \kappa N_{ik}^{-1} \).

To sample \( \beta \), we need to only include tables generated from the unsticky portion, that is, \( \hat{m} \), where each \( \hat{m}_{ik}^t \) can
be obtained from a single binomial raw
\[
\hat{m}_{ik}^t \sim \text{Binomial} \left( m_{ik}^t, \frac{\alpha \beta_k}{\sum_{i,j} N_{ik}^t + \alpha \beta_k} \right), \quad (11)
\]
\[
\hat{m}_k = \sum_{i,j} \hat{m}_{ik}^t. \quad (12)
\]

### B. Adapted Slice-Efficient Sampling for the MTV Model

We also incorporate the slice-efficient sampling [28], [29] to our model. The original sampling scheme was designed to sample the Dirichlet process mixture model. To adapt it to our framework, which is based on a HDP prior and also to sample the Dirichlet process mixture model. To adapt it to our model. The original sampling scheme was designed to be obtained from a single binomial raw

\[
\begin{align*}
\text{Proposal distribution of } & \pi_{ik}^t: \text{We generate } \pi_{ik}^t \text{ using the stick-breaking process [11], where each kth component is generated using } \\
& \pi_{ik}^t \sim \text{beta} (\pi_{ik,0}^t; a_{ik}, b_{ik}) \\
& a_{ik} = \alpha \beta_k + N_{ik}^t + \kappa N_{ik}^{t-1} \\
& b_{ik} = \left( 1 - \sum_{j=1}^k \beta_j^t \right) + N_{ik, j > k}^t + \kappa N_{ik, t > k}^{t-1} \\
\end{align*}
\]

where \( \pi_k = \pi_k \prod_{i=1}^{t-1} (1 - \pi_i) \).

2) Sampling \( u_{ij,s,r}^t \): We use \( u_{ij,s,r}^t \sim U(0, \pi_{ij}^t) \), \( u_{ij,s}^t \sim U(0, \pi_{ij}^t) \). The hidden label subsequently obtained is then independently sampled from the finite candidates.

\[
P(s_{ij}^t = k, r_{ij}^t = l | Z, e_{ij}^t, \beta, \kappa, \kappa, N, \pi, u_{ij,s,r}^t) \propto \prod_{i=1}^{2n} \Pr(s_{ij}^t | z_{ij}^t, s_{ij}^t = k, \beta, \kappa, N_{ij}^{t+1}) \cdot \prod_{i=1}^{2n} \Pr(s_{ij}^t | r_{ij}^t, r_{ij}^t = l, \beta, \kappa, N_{ij}^{t+1}) \cdot \Pr(e_{ij}^t | E \setminus \{e_{ij}^t\}, s_{ij}^t = k, r_{ij}^t = l, Z \setminus \{s_{ij}^t, r_{ij}^t\}, \lambda_1, \lambda_2).
\]

We refer the reader to (7)–(9) for the detailed calculation of each term in (14).

3) Sampling \( \beta \): An obvious choice for the proposal distribution of \( \beta \) used in M-H is its prior \( p(\beta | \gamma) = \text{stick-breaking}(\gamma) \). However, this proposal may be noninformative, which results in a low acceptance rate. We sample \( \beta^* \) conditioned on an auxiliary variable \( \tilde{m}: (\beta_1, \ldots, \beta_K, \tilde{m}_K + 1) \sim \text{Dir}(\tilde{m}_1, \ldots, \tilde{m}_K, \gamma) \), to increase the M-H’s acceptance rate, where \( \tilde{m} \) are sampled in accordance with the method proposed in Section V-A3 [(10)–(12)]. However, instead of sampling \( \beta \) directly from \( m \) as described in Section V-A3, we only use it for our proposal distribution, as we explicitly sample \( \{\pi_{ij}^t\}_{i,j=1}^{n} \). The acceptance ratio is hence \( \tau \) (indexes the iteration time)

\[
A(\beta^*, \beta^{(t)}) = \min \left( 1, a \right)
\]

\[
a = \frac{\prod_{i=1}^{K} \Gamma (\alpha \beta_1^{(t)}) \cdot \prod_{d=1}^{K} \left[ \beta_d^{(t)} \right] \hat{m}_d^t - \gamma}{\prod_{i=1}^{K} \Gamma (\alpha \beta_1^*) \cdot \prod_{d=1}^{K} \left[ \beta_d^* \right] \hat{m}_d^t - \gamma}
\]

C. Hyperparameter Sampling

The hyperparameters involved in the MTV model are \( \gamma, \alpha, \kappa, \beta \). However, it is impossible to compute their posterior individually. Therefore, we place three prior distributions on some combination of the variables. A vague gamma prior \( \gamma(1,1) \) is placed on both \( \gamma, \kappa, \alpha, \kappa \). A beta prior is placed on the ratio \( \kappa/\alpha + \kappa \).

To sample \( \gamma \), we use the auxiliary variable sampling [10], and this needs the auxiliary variable \( m \) in (10), as proposed in [10].

To sample \( \kappa/(\alpha + \kappa) \), we place a vague beta prior \( \beta(1,1) \) on it, with a likelihood of \( \hat{m}_{ik} - \hat{m}_{ik} \), \( \forall t, i, k, t > 1 \) in (11). The posterior is in an analytical form that can be sampled, owing to its conjugate property.

D. Gibbs Sampling for the MTI Model

The variables of interest are: \( \beta, Z \) and auxiliary variables \( \tilde{m} \), where \( \tilde{m} \) refers to the number of tables having dish \( k \) as used in [6] and [10] without counting the tables generated from the sticky portion, that is, \( N_{ik}^{t-1} \). As the hyperparameters in the MTI model are quite similar to those in [12], we do not present the hyperparameters here. Interested readers can refer to [6], [12], and [13] for the detailed implementation.

1) Sampling \( \beta \): \( \beta \)'s sampling is the same as (1).

2) Sampling \( s_{ij}^t, r_{ij}^t \): The posterior probability of \( s_{ij}^t, r_{ij}^t \) is

\[
\begin{align*}
\Pr & (s_{ij}^t = k, r_{ij}^t = l | \alpha, \beta, \kappa, \{N_{ij}^{(t)}\}, e_{ij}^t, \lambda_1, \lambda_2, Z) \\
& \propto \Pr(s_{ij}^t = k | \alpha, \beta, \kappa, N_{ij}^{t-1}) \cdot \Pr(r_{ij}^t = l | \alpha, \beta, \kappa, N_{ij}^{t-1}) \\
& \cdot \Pr(e_{ij}^t | e \setminus e_{ij}^t, s_{ij}^t = k, r_{ij}^t = l, Z \setminus \{s_{ij}^t, r_{ij}^t\}, \lambda_1, \lambda_2).
\end{align*}
\]

The first term of (17) is

\[
\begin{align*}
\Pr & (s_{ij}^t = k | \alpha, \beta, \kappa, N_{ij}^{t-1}) \\
& \propto \alpha \beta_k + N_{ij}^{t-1} + \kappa \delta(s_{ij}^t - 1, k)
\end{align*}
\]

\[
\begin{align*}
& \cdot \frac{\alpha \beta_k + N_{ij}^{t-1} + \kappa \delta(s_{ij}^t - 1, k)}{\alpha + N_{ij}^{t-1} + \kappa + \delta(s_{ij}^t - 1, k)}.
\end{align*}
\]
The second term of (17) is
\[
\Pr (r'_{ij} = l|\alpha, \beta, \kappa, N^{(s)}_{ij}, r^{l-1}_{ij}) \\
\propto (\alpha \beta_i + N^{(s)}_{ij} + \kappa\delta(r^{l-1}_{ij}, l)) \\
\cdot \left( \frac{\alpha \beta_{ij} + N^{(s)}_{ij} + \lambda\delta(l, r^{l+1}_{ij}) + \delta(l, r^{l+1}_{ij})\delta(l, r^{l+1}_{ij})}{\alpha + N^{(s)}_{ij} + \kappa + \delta(r^{l-1}_{ij}, l)} \right).
\]
(19)

The likelihood of \( \Pr(e_{ij}^t|e_{ij}^t, s_{ij} = k, r_{ij} = l, Z/\{s_{ij}^t, r_{ij}^t\}, \lambda_1, \lambda_2) \) is the same as (9).

3) Sampling \( \hat{m} \): \( \hat{m} \) is similar to that in the MTV model; however, it differs in the incorporation of \( \kappa \)
\[
\Pr (m^{(s)}_{qk} = m|\alpha, \beta_k, \kappa, N^{(s)}_{qk}) \sim S(N^{(s)}_{qk}, m)(\alpha \beta_k + \kappa) \]
(20)
\[
\hat{m}^{(s)}_{qk} \sim \text{Binomial}\left( m^{(s)}_{qk}, \frac{\alpha \beta_k}{\kappa + \alpha \beta_k} \right) \]
(21)
\[
\hat{m}_k = \sum_{q,l} \hat{m}^{(s)}_{qk}. \]
(22)

E. Inference Discussions

Both the Gibbs sampling and slice-efficient sampling are two feasible ways to accomplish our task. They have different advantages and disadvantages.

As mentioned previously, Gibbs sampling in our MTV model integrates out the mixed-membership distribution \( \{\pi_j^t\} \). It is the marginal approach [31]. The property of community exchangeability makes it simple to implement. However, theoretically, the obtained samples mix slowly as the sampling of each label is dependent on other labels.

Slice-efficient sampling is a conditional approach [28] whereas the membership indicators are independently sampled from \( \{\pi_j^t\} \). In each iteration, given \( \{\pi_j^t\} \) and the role-compatibility matrix \( W \), we can parallelize the process of sampling membership indicators, which may help to improve the computation, especially when the number of nodes (\( N \)) becomes larger, and the number of communities (\( k \)) becomes smaller.

VI. EXPERIMENTS

The performance of our DIM3 model is validated by experiments on both synthetic and real-world datasets. On the synthetic datasets, we implement the finite-communities cases of our models as baseline algorithms, namely as the f-MTV and f-MTI model. On the real-world datasets, we individually implement three benchmark models: MMSB, IRM, and LFRM to the best of our understanding. Also, we compare DRIFT with our models on real-world datasets, and the source code is provided by [26].

A. Synthetic Datasets

For the synthetic data generation, the variables are generated by following [7]. We use \( N = 20, T = 3 \), and hence \( E \) is a \( 20 \times 20 \times 3 \) asymmetric and binary matrix. The parameters are set up in a way so that 20 nodes are equally partitioned into four groups. The ground-truth of the mixed-membership distributions for each of the groups are \( [0.8, 0.2, 0; 0, 0.8, 0.2; 0.1, 0.05, 0.85; 0.4, 0.4, 0.2] \).

We consider four different cases to fully assess DIM3 against the ground-truth; all lie in the three-role-compatibility matrix.

The detailed results of the role-compatibility matrix on these four cases are shown in Fig. 4.

1) Markov Chain Monte Carlo Analysis: The convergence behavior is tested in terms of two quantities: the cluster number \( K \), that is, the number of different values \( Z \) can take, and the deviance \( D \) of the estimated density [28], [31], which is defined as
\[
D = -2 \sum_{l,j} \log \left( \sum_{k,l} N^l_{ik} \cdot N^j_{lj} \cdot p(e_{ij}^t|Z, \lambda_1, \lambda_2) \right) . \]
(23)

In our Markov Chain Monte Carlo (MCMC) stationary analysis, we run five independent Markov chains and discard the first half of the Markov chains as a burn-in. With the random partition of three initial classes as the starting point, 20000 iterations are conducted in our samplings.

The simulated chains satisfy the standard convergence criteria, when the test was implemented using the CODA package [32]. In Gelman and Rubin's diagnostics [33], the value of the proportional scale reduction factor is 1.09 (with upper C.I. 1.27) for \( k \), 1.03 (with upper C.I. 1.09) for \( D \) in the Gibbs sampling, and 1.02 (with upper C.I. 1.06) for \( k \), 1.02 (with upper C.I. 1.02) for \( D \) in slice sampling. Geweke's convergence diagnostics [34] are also employed, with the proportion of the first 10% and last 50% of the chain for comparison. The corresponding z-scores are calculated in the interval \([-2.09, 0.85]\) for five chains. In addition, the stationarity and half-width tests of the Heidelberg and Welch Diagnostic [35] are both passed in all cases, with the \( p \)-value higher than 0.05. On the basis of all these statistics, the Markov chain's stationarity can be safely ensured in our case.

The efficiency of the algorithms can be measured by estimating the integrated autocorrelation time \( \tau \) for \( K \) and \( D \). \( \tau \) is a good performance indicator as it measures the statistical error of Monte Carlo approximation on a target function \( f \). The smaller the \( \tau \), the more efficient the algorithm is.

Reference [28] used an estimator \( \hat{\tau} \) as
\[
\hat{\tau} = \frac{1}{2} + \sum_{l=1}^{C-1} \hat{\rho}_l \]
(24)
where $\hat{\rho}_l$ is the estimated autocorrelation at lag $l$ and $C$ is a cutoff point, which is defined as $C := \min\{l : |\hat{\rho}_l| < 2/\sqrt{M}\}$, and $M$ is the number of iterations.

We test the sampling efficiency of the MTV-g and MTV-s models on Case 1 with the same setting as [31]. Of the whole 20,000 iterations, the first half of the samples is discarded as a burn-in and the remainder are thinned $1/20$. We manually try different values of the hyperparameters $\gamma$ and $\alpha$ and show the integrated autocorrelation time estimator in Table II. Although some outliers exist, we can see that there is a general trend that, with a fixed $\alpha$ value, the autocorrelation function decreases when the $\gamma$ value increases. This same phenomenon happens on $\alpha$ while $\gamma$ is fixed. This result confirms our empirical knowledge. The larger value of $\gamma, \alpha$ will help to discover more clusters, followed by a smaller autocorrelation function.

On the other hand, we confirm that MTV-g and MTV-s models do not show much difference in the mixing rate of the Markov Chain, as shown in Table II. As mentioned in the previous section, slice sampling provides a mixed-membership distribution-independent sampling scheme, which enjoys the time efficiency of parallel computing in one iteration. For large-scale datasets, it is a feasible solution. In Gibbs sampling, parallel computing is impossible as the sampling variables are in a dependent sequence.

Fig. 5 shows the trace plot of the training log-likelihood against the iterations on Case 1. As we can see, the sampler in the MTI model converges to the high training log-likelihood region faster than the MTV model. Also, the MTI model reaches a higher training log-likelihood than the MTV model.

2) Further Performance: We will compare the models in terms of the log-likelihood (Fig. 6); the average $l_2$ distance between the mixed-membership distributions and its ground-truth; and the $l_2$ distance between the posterior role-compatibility matrix and its ground-truth (Table III).

From the log-likelihood comparison shown in Fig. 6, we can see that the MTI model performs better than the MTV model in general. On the average $l_2$ distance to the ground-truth performance, the MTI model also performs better. The superiority of the MTI model’s performance over that of the MTV model is within our expectation, as the MTI model describes the membership indicator’s time consistency more accurately (i.e., integrating the sticky parameter $\kappa$ on the specific membership indicator, rather than the mixed-membership distribution). Also, the hidden Markov property enables the MTI model to categorize membership indicators into the same mixed-membership distributions on the basis of its previous value. This seems to be a more effective method than the time-based grouping in the MTV model. However, in situations where there are dramatic changes amongst the membership distributions over time, the MTI model will not respond well. The MTV model is much more effective and robust under these settings as the distribution consistency is a more robust modeling strategy. In addition, the assumption
that there exist different membership distributions at each time instant makes it possible to parallelize the MTV model to some extent, making it suitable for dealing with large-scale problems.

Here, we compare the computational complexity (running time) of the models in one iteration, with $K$ discovered communities, and show the results in Table IV. We discuss the MTV-g and MTV-s models as an instance. In the MTV-g model, the number of variables to be sampled is $(2K + 2n^2T)$, whereas a total of $(2K + 4n^2T + nT)$ variables are sampled in the MTV-s model. However, the posterior calculation of $Z$ in the MTV-s model can be directly obtained from the mixed-membership distribution, while we need to calculate the ratio for each of $Z$ in the MTV-g model. Also, the $U$ value at each time can be sampled in one operation as its independence in the MTV-s model. The result shows that the MTV-s model runs faster than the MTV-g model, which is in accordance with our assumption.

We also tried a parallel implementation of the slice variables $\{ut_{ij,t}, sl_{ij,t}\}_{i,j,t}$ in the MTV-s model. During each iteration, these slice variables are partitioned into four parts (as our machine has four cores) and are sampled independently, while other variables are still sampled in a sequence. Its corresponding running time is shown in the last column of Table IV. It shows that the parallel design costs even more time when the dataset size is small ($N \leq 500$). This may be due to the time spent on transferring the variables. However, it needs less time when the dataset size becomes larger ($N > 500$). This verifies that our parallel slice sampling method is a promising approach in achieving scalability.

3) Larger Data Size Results: We also conduct the experiments with a larger synthetic dataset ($N = 100, T = 20$). With the same construction as previous ones, we increase the role number to 5 and set the role-compatibility matrix as shown in Fig. 7.

We set five groups in this network, with the group sizes as $[35, 20, 20, 20, 5]$ and the mixed-membership distributions for each of the groups as $[0.8, 0.1, 0, 0.05, 0.05, 0.02, 0.85, 0.05, 0.03, 0.05; 0.1, 0.9, 0, 0; 0.05, 0.1, 0, 0.85, 0; 0, 0.2, 0.4, 0.4]$. The detailed results are also given in Table III. As we can see, our MTI model still achieves the best performance of all the models.

B. Real-World Datasets Performance

We select ten real-world datasets for benchmark testing. Their detailed information, including the number of nodes, the number of edges, edge types, and time intervals, is given in Table VII. Following a general test on the training log-likelihood of the training data and area under the ROC (Receiver Operating Characteristic) curve (AUC) of the test data, we elaborate the results on three selected datasets in the following.

We use a fivefold cross validation method to certify our model’s performance on the real-world datasets. The hyper-parameters $\gamma, \kappa, \alpha$ are sampled according to the sampling strategy mentioned in Section V. Each experiment is run ten times and we report their mean and standard deviation in Tables V and VI.

In these two tables, the bold type denotes the best value in each row. As we can see, our MTI model performs best in eight of the ten datasets on the training log-likelihood and six of the ten datasets on the AUC value. In the remaining datasets, although our MTI model’s performance is still quite competitive, the DRIFT model has the best values, possibly because, in these datasets, all associated communities from both nodes are considered in generating the link between these two nodes [14]. The MTV models still do not perform well enough, for the reason previously given. The IRM’s results are the worst, which reflects that the simple structure (i.e., each node occupies only one class) may not be enough to capture the full structure in relational learning.

C. Kapferer Tailor Shop

The Kapferer Tailor Shop data [1] records interactions in a tailor shop at two time points. In this time period, the employees in the shop negotiate for higher wages. The dataset

| Cases | f-MTV | MTV-g | MTV-s | f-MTI | MTI | MMSB |
|-------|-------|-------|-------|-------|-----|------|
| 1     | 0.239 | 0.243 | 0.259 | 0.114 | 0.086 | 0.271 |
| 2     | 0.206 | 0.225 | 0.240 | 0.195 | 0.204 | 0.285 |
| 3     | 0.134 | 0.201 | 0.246 | 0.117 | 0.087 | 0.280 |
| 4     | 0.195 | 0.214 | 0.267 | 0.220 | 0.219 | 0.249 |
| large | 0.220 | 0.239 | 0.215 | 0.122 | 0.059 | 0.237 |

| Mixed-memberships | f-MTV | MTV-g | MTV-s | f-MTI | MTI | MMSB |
|-------------------|-------|-------|-------|-------|-----|------|
| 1                 | 0.366 | 0.384 | 0.403 | 0.199 | 0.191 | 0.411 |
| 2                 | 0.355 | 0.355 | 0.319 | 0.207 | 0.227 | 0.398 |
| 3                 | 0.278 | 0.289 | 0.589 | 0.208 | 0.187 | 0.329 |
| 4                 | 0.258 | 0.285 | 0.277 | 0.192 | 0.182 | 0.310 |
| large             | 0.243 | 0.316 | 0.285 | 0.147 | 0.120 | 0.296 |

Fig. 7. Larger dataset’s role-compatibility matrix.

TABLE III

| Cases | f-MTV | MTV-g | MTV-s | f-MTI | MTI | MMSB |
|-------|-------|-------|-------|-------|-----|------|
| 1     | 0.239 | 0.243 | 0.259 | 0.114 | 0.086 | 0.271 |
| 2     | 0.206 | 0.225 | 0.240 | 0.195 | 0.204 | 0.285 |
| 3     | 0.134 | 0.201 | 0.246 | 0.117 | 0.087 | 0.280 |
| 4     | 0.195 | 0.214 | 0.267 | 0.220 | 0.219 | 0.249 |
| large | 0.220 | 0.239 | 0.215 | 0.122 | 0.059 | 0.237 |

| Mixed-memberships | f-MTV | MTV-g | MTV-s | f-MTI | MTI | MMSB |
|-------------------|-------|-------|-------|-------|-----|------|
| 1                 | 0.366 | 0.384 | 0.403 | 0.199 | 0.191 | 0.411 |
| 2                 | 0.355 | 0.355 | 0.319 | 0.207 | 0.227 | 0.398 |
| 3                 | 0.278 | 0.289 | 0.589 | 0.208 | 0.187 | 0.329 |
| 4                 | 0.258 | 0.285 | 0.277 | 0.192 | 0.182 | 0.310 |
| large             | 0.243 | 0.316 | 0.285 | 0.147 | 0.120 | 0.296 |

TABLE IV

| N   | f-MTV | MTV-g | MTV-s | f-MTI | MTI | p-MTV-s |
|-----|-------|-------|-------|-------|-----|---------|
| 20  | 0.20  | 0.28  | 0.23  | 0.15  | 0.31 | 0.29    |
| 50  | 1.03  | 1.52  | 1.29  | 0.95  | 1.91 | 1.79    |
| 100 | 3.69  | 5.76  | 4.81  | 3.74  | 7.49 | 5.06    |
| 200 | 15.61 | 24.17 | 19.87 | 15.82 | 30.19| 21.64   |
| 500 | 106.96| 154.45| 119.82| 105.61| 202.09| 132.43  |
| 1000| 343.44| 888.86| 642.28| 597.29| 1102.90| 393.24  |

Table V and VI.

Table VII.

In these two tables, the bold type denotes the best value in each row. As we can see, our MTI model performs best in eight of the ten datasets on the training log-likelihood and six of the ten datasets on the AUC value. In the remaining datasets, although our MTI model’s performance is still quite competitive, the DRIFT model has the best values, possibly because, in these datasets, all associated communities from both nodes are considered in generating the link between these two nodes [14]. The MTV models still do not perform well enough, for the reason previously given. The IRM’s results are the worst, which reflects that the simple structure (i.e., each node occupies only one class) may not be enough to capture the full structure in relational learning.
TABLE V

| Dataset  | MTI-g  | MTI-a  | MTI  | MMSB  | IRM  | LFRM  | DRIFT |
|----------|--------|--------|------|-------|------|-------|-------|
| Kapferer | -617.3 ± 15.9 | -609.8 ± 15.2 | -501.8 ± 0.0 | -618.4 ± 59.9 | -606.5 ± 70.3 | -865.1 ± 70.1 | -783.2 ± 92.3 |
| Sampson  | -347.6 ± 23.4 | -350.4 ± 22.2 | -242.0 ± 0.0 | -353.0 ± 16.3 | -366.8 ± 0.6 | -332.2 ± 16.9 | -275.2 ± 52.0 |
| Student-net | -1054.4 ± 48.5 | -1059.3 ± 46.2 | -594.3 ± 0.0 | -881.4 ± 29.9 | -1201.2 ± 1.6 | -1069.6 ± 42.2 | -905.8 ± 46.3 |
| Enron    | -2274.2 ± 25.6 | -2154.4 ± 43.3 | -1335.7 ± 17.1 | -1525.5 ± 6.5 | -2264.8 ± 26.2 | -1742.9 ± 36.0 | -1492.3 ± 13.2 |
| Senator  | -897.3 ± 16.2 | -887.4 ± 34.2 | -657.4 ± 12.3 | -713.2 ± 64.2 | -834.6 ± 23.5 | -672.3 ± 43.6 | -678.6 ± 48.5 |
| DBLP-link| -1923.9 ± 19.4 | -2124.6 ± 26.4 | -1049.8 ± 7.5 | -2082.0 ± 12.0 | -2053.1 ± 4.9 | -1746.5 ± 15.4 | -1426.1 ± 46.2 |
| Hyper-text| -5278.7 ± 9.6 | -5281.4 ± 10.3 | -2932.2 ± 0.0 | -6035.7 ± 77.8 | -5432.7 ± 19.6 | -3747.5 ± 94.3 | -3942.3 ± 48.5 |
| Coleman  | -1500.8 ± 63.7 | -1532.8 ± 64.2 | -1003.9 ± 0.0 | -1302.8 ± 130.2 | -689.5 ± 3.2 | -606.7 ± 65.1 | -546.1 ± 26.9 |

TABLE VI

| Dataset  | MTI-g  | MTI-a  | MTI  | MMSB  | IRM  | LFRM  | DRIFT |
|----------|--------|--------|------|-------|------|-------|-------|
| Kapferer | 0.816 ± 0.074 | 0.816 ± 0.011 | 0.928 ± 0.000 | 0.889 ± 0.001 | 0.751 ± 0.016 | 0.891 ± 0.034 | 0.905 ± 0.013 |
| Sampson  | 0.804 ± 0.000 | 0.821 ± 0.098 | 0.927 ± 0.000 | 0.836 ± 0.002 | 0.738 ± 0.005 | 0.841 ± 0.012 | 0.855 ± 0.029 |
| Student-net | 0.867 ± 0.030 | 0.877 ± 0.095 | 0.934 ± 0.000 | 0.938 ± 0.001 | 0.809 ± 0.004 | 0.862 ± 0.076 | 0.949 ± 0.015 |
| Enron    | 0.834 ± 0.097 | 0.853 ± 0.143 | 0.920 ± 0.000 | 0.907 ± 0.013 | 0.820 ± 0.082 | 0.894 ± 0.073 | 0.956 ± 0.079 |
| Senator  | 0.849 ± 0.129 | 0.839 ± 0.046 | 0.931 ± 0.001 | 0.880 ± 0.022 | 0.829 ± 0.064 | 0.892 ± 0.056 | 0.925 ± 0.076 |
| DBLP-link| 0.831 ± 0.046 | 0.816 ± 0.017 | 0.926 ± 0.000 | 0.918 ± 0.000 | 0.817 ± 0.010 | 0.891 ± 0.062 | 0.891 ± 0.034 |
| Hyper-text| 0.861 ± 0.029 | 0.843 ± 0.027 | 0.901 ± 0.023 | 0.844 ± 0.008 | 0.788 ± 0.015 | 0.853 ± 0.042 | 0.871 ± 0.010 |
| Coleman  | 0.814 ± 0.049 | 0.795 ± 0.090 | 0.931 ± 0.000 | 0.886 ± 0.001 | 0.765 ± 0.013 | 0.879 ± 0.041 | 0.960 ± 0.027 |
| Freeman  | 0.875 ± 0.133 | 0.862 ± 0.041 | 0.915 ± 0.000 | 0.867 ± 0.001 | 0.790 ± 0.008 | 0.883 ± 0.026 | 0.897 ± 0.022 |
| Coleman  | 0.891 ± 0.067 | 0.872 ± 0.052 | 0.928 ± 0.000 | 0.928 ± 0.001 | 0.888 ± 0.004 | 0.929 ± 0.018 | 0.945 ± 0.052 |

Fig. 8. MTI model’s performance on Kapferer Tailor Shop dataset. The x-axis stands for the nodes, while the y-axis represents the mixed-membership distribution. Different colors represent various communities we discovered. Top bar chart: all the employees’ mixed-membership distributions in Time 1. Bottom bar chart: all the employees’ mixed-membership distributions in Time 2.

is of particular interest because two strikes occur after each time point, with the first failing and the second successful.

We mainly use the work–assistance interaction matrix in the dataset. The employees have eight occupations: head tailor (19), cutter (16), line 1 tailor (1-3, 5-7, 9, 11-14, 21, 24), button machiner (25-26), line 3 tailor (8, 15, 20, 22-23, 27-28), ironer (29, 33, 39), cotton boy (30-32, 34-38), and line 2 tailor (4, 10, 17-18).

In Fig. 8, we can see that the yellow communities at Time 2 are larger than those at Time 1, which means that people tend to have another community at Time 2, rather than being mostly dominated by one large group at Time 1. This larger yellow community may be the result of the first failed strike, after which employees start to shift to the minor (yellow) community for a successful strike.
Fig. 11. MTI model’s performance on the hypertext 2009 dynamic contact network. Numbers on the left side: orders of nodes. Each bar chart: dynamic behavior of one node’s mixed-membership distribution, where the x-axis stands for the ten time stamps. Different colors are interpreted as the communities we have discovered, and their role-compatibility is represented below the bar chart.

D. Sampson Monastery Dataset

The Sampson Monastery dataset is used here to extend the study. There are 18 monks in this dataset, and their social linkage data is collected at three different time points with various interactions. Here, we especially focus on the like-specification. In the like-specification data, each monk selects three monks as his closest friends. In our settings, we mark the selected interactions as 1, otherwise 0. Thus, an $18 \times 18 \times 3$ social network dataset is constructed, with each row having three elements valued at 1.

According to the previous studies in [8] and [23], the monks are divided into four communities: young Turks, loyal opposition, outcasts, and an interstitial group.

Fig. 9 shows the detailed results of the MTI model. As three communities have been detected, we put all the results in a two-simplex, in which we denote the communities as A, B, and C. For trajectory convenience, we also color the nodes according to which special group they belong. The results show that these groups behave significantly differently. The loyal opposition group lies closer to C, and the interstitial group tends to belong to A. Both of their mixed-membership distributions are stable across time. The outcasts and young Turks groups lie much closer to B.

We also show the role-compatibility matrix in Fig. 10 for comparison. Compared with the results given in [8], our results have larger compatibility values for the same role. Also, the first role’s value in our model is 0 versus 0.6 that is reported in [8].

E. Hypertext 2009 Dynamic Contact Network

This dataset [42] is collected from the ACM Hypertext 2009 conference. 113 conference attendees volunteered to wear radio badges that recorded their face-to-face contacts during the conference. The original data is composed of records such as $(t, i, j)$, where $t$ is the communication time and $i, j$ are the attendees’ ID. By adaptively partitioning the whole time period into ten parts and noting the interaction data as 1 if communicated during the time stamps, we obtain a $113 \times 113 \times 10$ binary matrix. Fig. 11 shows the dynamic
behavior of the nodes’ mixed-membership distributions and the corresponding role-compatibility matrix.

The results show that almost half of all the mixed-membership distributions fluctuate during these time stamps. This phenomenon coincides with our common knowledge that people at academic conferences tend to communicate causally. Thus, people’s roles may change during different time stamps.

The learned value of the role-compatibility matrix is about the sky blue community, whose intrarole-compatibility value is 0.6932. It has a small probability of interaction with other communities. The other community’s compatibility value is almost 0. This might be the reason for sparsity in the interaction data.

Here we specially mention node 108. In the record, this person is always the first to communicate with others on each of the three days. His/her mixed-membership distribution is mainly composed of the sky blue community 1, which indicates he/she could be an organizer of this conference. The other nodes with mixed-membership distribution dominated by community 1, such as nodes 24, 53, 61, all were engaged actively with others according to the record.

Another interesting phenomenon is that the nodes containing the orange community 2 interact with community 1 at a probability of 0.2. This might be an indication that most of the attendees communicated with the organizers for various reasons.

VII. CONCLUSION

Modeling complex networking behaviors in a dynamic setting is crucial for widespread applications, including social media, social networks, online business, and market dynamic analysis. This challenges the existing learning systems that have limited power to address the dynamics. In this paper, we have provided a generalized and flexible framework to improve the popular MMSB by allowing a network to have infinite types of communities with relationships that change across time periods. By incorporating a time-sticky factor into the mixed-membership distributions, we have realistically modeled the time-correlation among latent labels. Both Gibbs sampling and adapted slice-efficient sampling have been used to infer the desired target distribution. Quantitative analysis on the MCMC’s convergence behavior, including the convergence test, autocorrelation function, and so forth, has been provided to demonstrate the inference performance. The results of the experiments verify that our proposed DIM3 is effective in constructing the dynamic mixed-membership distribution and role-compatibility matrix.

Possible future work includes a systematic application of DIM3 to various large real-world social networks. In particular, we are also interested in adapting our model to many atypical applications, for example, where sequences of networks have nonbinary and directional measurements. We will also study many other flexible frameworks for modeling persistence of memberships across time. Lastly, we will perform an extensive study into patterns of joint dynamics of $\{\pi_i^t\}$ to extract meaningful latent information from them. This is done in a setting where the number of components between $\pi_i^t$ and $\pi_i^{t+1}$ may differ.

Recent developments [46], [47] in the large-scale learning of latent space modeling give us more insights for possible future work. These improvements include parsimonious link modeling [46] that reduces the parameter size from $O(n^2K^2)$ to $O(nK)$, the utilization of the stochastic variational inference method [48], and a triangular representation of networks [49], [47], which could reduce the parameter size to $O(nK^2)$. Through these, we are hoping to enlarge our model’s scalability to millions of nodes and hundreds of communities.

To describe the time dependency, the dependent Dirichlet process (DDP) [50] provides an alternative. Among the various constructions of the DDP [51]–[55], we may construct the DDP by projecting the gamma process into different subspaces and normalizing them individually, through which the overlapping spaces reflect the correlation. Lin et al. [56] discuss the intrinsic relationship between the Poisson process, gamma process and Dirichlet process and uses three operations namely superposition, subsampling, and point transition to evolve from one Dirichlet process to another, with an elegant and solid theory support. Subsequent literatures including [57]–[59] extend this paper from different perspectives.
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Abstract—Directional and pairwise measurements are often used to model interactions in a social network setting. The mixed-membership stochastic blockmodel (MMSB) was a seminal work in this area, and its ability has been extended. However, models such as MMSB face particular challenges in modeling dynamic networks, for example, with the unknown number of communities. Accordingly, this paper proposes a dynamic infinite mixed-membership stochastic blockmodel, a generalized framework that extends the existing work to potentially infinite communities inside a network in dynamic settings (i.e., networks are observed over time). Additional model parameters are introduced to reflect the degree of persistence among one’s memberships at consecutive time stamps. Under this framework, two specific models, namely mixture time variant and mixture time invariant models, are proposed to depict two different time correlation structures. Two effective posterior sampling strategies and their results are presented, respectively, using synthetic and real-world data.

Index Terms—Bayesian nonparametric, dynamic, Gibbs sampling, Markov Chain Monte Carlo (MCMC) inference, mixed-membership stochastic blockmodel (MMSB), slice sampling.

I. INTRODUCTION

NETWORKING applications with dynamic settings (i.e., networks observed over time) are widely seen in real-world environments, such as link prediction and community detection in social networks, social media interactions, capital market movements, and recommender systems. A deep understanding of such dynamic network mechanisms relies on latent relation analysis and latent variable modeling of dynamic network interactions and structures. This presents both challenges and opportunities to existing learning theories. The intricacy associated with the time-varying attributes makes learning and inference a difficult task, but at the same time, one can explore the evolutionary behavior of a network structure more realistically in this time-varying setting. The various dynamic characteristics of such a network can therefore be revealed in real applications.

A number of researchers have recently attempted to address this issue. Some notable earlier examples include stochastic blockmodel [1] and its infinite community case infinite relational model (IRM) [2] where the aim is to partition a network of nodes into different groups on the basis of their pairwise and directional binary interactions. It was extended in [3] to infer the evolving community’s behavior over time. Their work assumes that a fixed number of $K$ communities exist to which one node can potentially belong. However, in many applications, an accurate estimate of $K$ beforehand may be impractical and its value may also vary during time stamps.

A dynamic IRM [4] is an alternative way to address the same problem, where $K$ can be inferred from data itself. However, just as described in [2], its drawback is that this model assumes each node $i$ must belong to only one single community. Therefore, an interaction between nodes $i$ and $j$ can only be determined by their community indicators. This approach can be inflexible in many scenarios, such as the monastery example depicted in [5], where one monk can belong to different communities. To this end, Airoldi et al. [5] introduce the concept of mixed-membership, where they assume each node $i$ might belong to multiple communities. The membership indicators of one’s interaction are no longer a fixed value of a special community. Instead, they are sampled from the nodes’ mixed-membership distributions.

The aforementioned work addresses some aspects (such as infinite, dynamic, mixed-membership, and data-driven inference) of relational modeling. An emergent need is to effectively unify these models to provide a flexible and generalized framework which can encapsulate the advantages of most of this paper and address multiple aspects of complexities in one model. This is certainly not an easy thing to do because of the need to understand the relations among aspects and to build a seamless approach to aggregate the challenges. Accordingly, we propose a dynamic infinite mixed-membership stochastic blockmodel (DIM3).

DIM3 has the following features: 1) it allows a network to have an infinite number of latent communities; 2) it allows mixed-membership associated with each node; 3) the model adapts to dynamic settings and the number of communities varies with the time; and 4) it is apparent that in many social networking applications, a node’s membership may become consistent (i.e., unchanged) over consecutive time stamps. For example, a person’s opinion of a peer is more likely to be consistent in two consecutive time stamps.

This paper has supplementary downloadable material available at http://ieeexplore.ieee.org, provided by the author. Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
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To model this persistence, we devise two different implementations. The first is to have a single mixed-membership distribution for each node at different time intervals. The persistence factor is dependent on the statistics of each node’s interactions with the rest of the nodes. The second implementation is to allow a set of mixed-membership distributions to associate with each node, and they are time-invariant. The number of elements in the set varies nonparametrically, as reported in [6]. The persistence factor is dependent on the value of the membership indicator at the previous time stamp.

Consequently, two effective sampling algorithms are designed for our proposed models, using either the Gibbs or slice sampling technique for efficient model inference. Their convergence behavior and mixing rate are analyzed and displayed in the first part of the experiment. In the experimental analysis, we show that we can assess nodes’ positions in the network and their developing trends, predict unknown links according to the current structure, understand the network structure and identify change points. The techniques proposed can be used for forecasting the political tendencies of senators [7], predicting the function of a protein in biology [8], and tracking authors’ community cooperation in academic circles [9].

The rest of the article is organized as follows. Section II introduces the preliminary knowledge for our work, including a brief introduction to mixed-membership stochastic blockmodel (MMSB) and Dirichlet processes. Section III details our main framework and explains how it can incorporate infinite communities in a dynamic setting. The related work is reviewed in Section IV. The inference schemes for the two proposed models are detailed in Section V. In Section VI, we show the experimental results of the proposed models by using both synthetic and real-world social network data. The conclusion is given in Section VII.

II. PRELIMINARY KNOWLEDGE

A. Notations

For notational clarity, we first define the key terms and their meanings, as shown in Table I.

| TABLE I | NOTATIONS FOR DIM3 |
|---------|-------------------|
| \( n \) | number of nodes |
| \( K \) | number of discovered communities |
| \( T \) | number of whole time stamps |
| \( t \) | the specific time stamp |
| \( c_{ij} \) | directional, binary interactions at time \( t \) |
| \( \beta \) | a stick-breaking representation to denote the “significance” of all existing communities at all times |
| \( \gamma_{ij} \) | concentration parameters for HDP |
| \( \sigma \) | a sticky parameter representing the time-persistence effect |
| \( s_{ij} \) | sender’s (from \( i \) to \( j \)) membership indicator at time \( t \) |
| \( r_{ij} \) | receiver’s (from \( j \) to \( i \)) membership indicator at time \( t \) |
| \( Z \) | all the membership indicators, i.e. \( Z = \{s_{ij}, r_{ij} \}_{i,j,t} \) |
| \( z_{ij} \) | node \( i \)’s membership indicators at time \( t \), i.e. \( \{s_{ij}, r_{ij} \}_{i,j} \) |
| \( m_{ik} \) | in the Chinese Restaurant Franchise analogy, the number of tables having dish \( k \) at restaurant \( i \) and time \( t \) |
| \( \pi_{k,i} \) | mixed-membership distribution for node \( i \) at time \( t \), it generates \( s_{ij}, r_{ij} \) |
| \( \pi_{k,i}^{0} \) | the “significance” of community \( k \) for node \( i \) at time \( t \) |
| \( W_{k,i} \) | compatibilities between communities \( k \) and \( i \) |
| \( n_{k,i}^{1} \) | number of links from communities \( k \) to \( i \) at time \( t \), i.e. \( n_{k,i}^{1} = \# \{ \{ j : s_{ij} = k, r_{ij} = l \} \} \) |
| \( n_{i,k}^{1} \) | part of \( m_{i,k} \) corresponding to \( e_{ij} = 1 \) at time \( t \), i.e. \( n_{i,k}^{1} = \sum_{s_{ij} = k \& r_{ij} = l} n_{k,j}^{1} \) |
| \( n_{i,k}^{0} \) | part of \( m_{i,k} \) corresponding to \( e_{ij} = 0 \) at time \( t \), i.e. \( n_{i,k}^{0} = n_{k,i}^{1} - n_{i,k}^{1} \) |
| \( N_{k,i}^{j} \) | number of times that a node \( i \) has participated in community \( k \) (either sending or receiving message) at time \( t \), i.e. \( N_{k,i}^{j} = \# \{ j : s_{ij} = k \} + \# \{ j : r_{ij} = k \} \) |

Fig. 1. MMSB model.

It should be noted that each \( \pi_{i} \) is responsible for generating both the sender’s label \( \{s_{ij} \}_{j=1}^{n} \) from node \( i \) and the receiver’s label \( \{r_{ij} \}_{j=1}^{n} \) for node \( i \).

\( W \) is the communities’ compatibility matrix as described previously. The prior \( P(W) \) is elementwise beta distributed, which is a conjugate to the Bernoulli distribution \( P(e_{ij} | \cdot) \). Therefore, a marginal distribution of \( P(e_{ij}) \), that is, \( \int \! \! P(e_{ij}) \! d(W) \) can be obtained on the basis of data analysis, and hence there is no need to explicitly sample the values of \( W \).

2) Bayesian Nonparametrics: In the dynamic setting, the Bayesian nonparametric method is a perfect tool for allowing the communities’ numbers to vary across time periods. In our case, we use variants of the hierarchical Dirichlet
process (HDP) [10] to model the mixed-membership distribution \( \{ \pi_i \}_{i=1}^n \), where \( \forall i \in \{1, \ldots, n\} \), \( \pi_i \sim \text{DP}(\alpha, \beta) \) and \( \beta \) is generated from a stick-breaking construction \( \beta = \sum_{k=1}^{\infty} \beta_k \delta_k, \beta_k = \beta'_k \prod_{l=1}^{k-1} (1 - \beta'_l), \beta'_l \sim \text{Beta}(1, \gamma) \) [11].

III. DYNAMIC INFINITE MIXED-MEMBERSHIP STOCHASTIC BLOCKMODEL

A. General Settings

In DIM3, we allow each node’s membership indicators to change across time periods. Additionally, it is imperative that these indicators should contain the time-persistence property with past values, through which the reality of social behavior can be reflected. Here, we use the strategy of incorporating a sticky parameter \( \kappa \) into the mixed-membership distributions to overcome this issue [6], [12]. Different detailed designs are proposed for the mixture time variant (MTV) and mixture time invariant (MTI) models; however, the common idea is that the current mixed-membership distributions are influenced by the corresponding distributions at the previous time.

Once the current mixed-membership distributions have been selected, the interaction data is generated in the same way as MMSB. Thus, this paper is focused on the details of mixed-membership distribution constructions following the main route of the HDP [10]. Also, we should note that the intermediate variable \( \beta \) is identical for both models, representing the significance of all the communities across time periods, and its construction is the same as the stick-breaking construction as described in Section II-B2.

B. Mixture Time Variant (MTV) Model

Fig. 2 shows the graphical model of the MTV model. Here we only show all the variables involved for time \( t \), and omit those for the other time points, where the structure is identical at any other time \( \tau \neq t \).

Let us focus on the mixed-membership distribution’s construction in the MTV model, which is

\[
\pi_i^t \sim \text{DP} \left( \frac{\kappa}{\alpha + \kappa}, \frac{\alpha \beta + \frac{\kappa}{\alpha + \kappa} \sum_{l \in L} \delta_{l}^{t-1}}{\alpha + \kappa} \right)
\]

(1)

\[
s_{ij}^t \sim \pi_{ij}^t, r_{ij}^t \sim \pi_j^t \quad \forall i, j \in N, t \geq 1.
\]

(2)

The mixed-membership distribution \( \{ \pi_i^t \}_{i=1}^T \) is sampled from the Dirichlet process with a concentration parameter \( (\alpha + \kappa) \) and a base measure \( (\alpha \beta + \frac{\kappa}{\alpha + \kappa} \sum_{l \in L} \delta_{l}^{t-1}) \). There will be \( N \times T \) of these distributions. They jointly describe each node’s activities.

In the base measure, the introduced sticky parameter \( \kappa \) stands for each node’s time influence on its mixed-membership distribution. In other words, we assume that each node’s mixed-membership distribution at time \( t \) will be largely influenced by its activities at time \( t-1 \). This is reflected in the hidden label’s multinomial distribution whereby the previous explicit activities will occupy a fixed proportion \( \kappa/\alpha + \kappa \) of the current distribution. The larger the value of \( \kappa \), the more weight the activities at \( t-1 \) will have at time \( t \).

As our method is largely based on the HDP framework, we use the popular Chinese Restaurant Franchise (CRF) [6], [10] analogy to explain our model. Using the CRF analogy, the mixed-membership distribution associated with a node \( i \) at time \( t \) can be seen as a restaurant \( \pi_i^t \), with its dishes representing the communities. If a customer \( s_{ij}^t \) (or \( r_{ij}^t \)) eats the dish \( k \) at the \( i \)th restaurant at time \( t \), then \( s_{ij}^t (r_{ij}^t) = k \). For all \( t > 1 \), the restaurant \( \pi_i^t \) will have its own specials on the dishes served, representing the sticky configuration in the graphical model. In contrast to the sticky HDP–hidden Markov model (HMM) [6] approach, which places emphasis on one dish only, we allow multiple specials in our work, where the weight of each special dish is adjusted according to the number of dishes served at this restaurant at time \( t-1 \), that is, \( (\kappa/\alpha n) \sum_{l \in L} \delta_{l}^{t-1} \). Therefore, we can ensure that the special dishes are served persistently across time in the same restaurant.

C. Mixture Time Invariant (MTI) Model

We show the MTI model in Fig. 3. Here we only show the interaction \( e_{ij}^t \) and omit the other interactions, whose structure is directly derived.

The \( \beta \) in the MTI model is identical to that in the MTV model, and we sample the mixed-membership distribution and membership indicators as follows:

\[
\pi_i^{(k)} \sim \text{DP} \left( \frac{\alpha + \kappa, \alpha \beta + \kappa \delta_{k}}{\alpha + \kappa} \right) \quad \forall i, k \in N
\]

(3)

\[
s_{ij}^{(r_{ij}^{t-1})}, r_{ij}^{t-1} \sim \pi_j^{r_{ij}^{t-1}} \quad \forall i, j \in N, t \geq 1.
\]

(4)

We assign uninformative priors on sampling the initial membership indicators \( \{ s_{ij}^0, r_{ij}^0 \}_{i,j} \), that is, \( \{ s_{ij}^0, r_{ij}^0 \}_{i,j} \) are sampled from a multinomial distribution, with each category having an
equalized success probability. The dimension of this multinomial distribution is automatically adjusted according to the current number of communities in the model.

On each node’s membership distribution, our MTI model is essentially a Sticky HDP–HMM [6], [12], [13]. In this model, each node has a variable number of mixed-membership distributions associated with it, which may be infinite. At time $t \geq 2$, its membership indicator $s_{ij}^t$ (or $r_{ij}^t$) is generated from $\pi_i^{g_{ij}^{t-1}}$ (or $\pi_j^{g_{ij}^{t-1}}$). To encourage persistence, each $\pi_{ik}$ is generated from the corresponding $\beta$, where $\kappa$ is added to $\beta$’s $k$th component [6], [12], [13].

Returning to the CRF [10] analogy, we have $N \times \infty$ matrix, where its $(i, k)$th element refers to $\pi_i^{(k)}$, which can be seen as the weights of eating each of the available dishes. A customer $s_{ij}^t$ (or $r_{ij}^t$) can therefore only travel between restaurants located at the $t$th row of the matrix. When $\pi_i^{(k)}$’s $k$th component is more likely to be larger, it means that the dish $k$ is a special dish for restaurant $k$. Therefore, a customer at restaurant $k$ at time $t - 1$ is more likely to eat the same dish (i.e., $k$th dish), and hence to stay at restaurant $k$ at time $t$.

D. Discussion and Comparison

Here, we discuss the difference between the two models in the design of the time-persistence property. The MTV model allows the mixed-membership distribution itself to change over time stamps. However, there is only a single (but different) distribution for each node at each individual time stamp. The membership indicator of a node at time $t$ is dependent on the statistics of all membership indicators of the same node at $t - 1$ and $t + 1$. With a larger value of the sticky parameter $\kappa$, the current mixed-membership distribution tends to be more similar to that of the previous time stamp.

In contrast, the MTI model requires the mixed-membership distributions to stay invariant over time. However, there may be an infinite number of possible distributions associated with each node, due to a HDP prior, often only a few distributions will be discovered. In this case, the membership indicator at the current time is dependent and more likely to have the same value as it has in the previous time stamp.

IV. RELATED WORK

We here provide a detailed review of some of the current state-of-the-art in relational learning and at the same time, distinguish our paper from existing ones. In general, we categorize the relational learning models into two major frameworks; the latent feature model (LFM) and latent class model (LCM). Both frameworks assume that a node’s interaction is a Bernoulli draw, which is parameterized by an entry from the role-compatibility matrix. Their main difference is hence in the way the entry is indexed. For LCM, it is assumed that the indices for each pair of nodes are derived from the two associated hidden class labels; in case of LFM, it is assumed that the indices are, however, determined from a set of latent features associated with the pair of nodes.

A representative work for LFM is the latent feature relational model (LFRM) [14], which uses a latent feature matrix and a corresponding link generative function to define the model. To account for the variable number of features associated with each node, it uses the Indian Buffet Process [15], [16] as a prior. The max-margin latent feature relational model (Med-LFRM) [17] uses the maximum entropy discrimination (MED) [18] technique to minimize the hinge loss which measures the quality of link prediction. The infinite latent attribute (ILA) model [19] uses a Dirichlet process to construct a substructure within each feature, and all the features are used through the LFRM model.

On the LCM front, the classical approach is the MMSB which enables each node to be associated with multiple membership indicators, and an interaction is formed using one of these indicators. Several variants are subsequently proposed from MMSB, with examples including [20] which extends the MMSB into the infinite communities case [21], which uses the nested Chinese Restaurant Process [22] to build a communities’ hierarchical structure, and [23] which incorporates the node’s attribute information into its membership indicator construction in MMSB.

Like any data modeling problem, interaction data may also change over time; therefore, dynamic extensions are found in both the LCM and LFM frameworks. Examples such as [24] and [25] describe the time dependency by using Gaussian linear motion models. The dynamic relational infinite feature model (DRIFT) [26], which employs an independent Markov dynamic transition matrix to correlate consecutive time interaction data, is a natural extension of the LFRM. Latent feature propagation (LFP) [9] directly integrates observed interactions, rather than the latent feature matrix, in the current time to model the distribution of latent features at the next time stamp. On the dynamic setting of MMSB, Xing et al. [8] and Fu et al. [27] place a parameter (the mean)-dependent Gaussian distribution to consider the time correlation, whereas Ho et al. [7] consider hierarchical communities modeling that evolves. However, as both of these two models require predefinition of the number of communities, additional techniques, such as cross-validation, are necessary when choosing the number of communities. Furthermore, their implicit description of the time dependency may not be sufficiently intuitive.

V. INFERENCE

Two sampling schemes are implemented to complete the inference on the MTV model: standard Gibbs sampling and
slice-efficient sampling, which both target the same posterior distribution.

A. Gibbs Sampling for the MTV Model

The variables of interest are: β, Z and auxiliary variables ̂m, where ̂m refers to the number of tables having dish k as in [6] and [10] without counting the tables that are generated from the sticky portion, that is, κN^{t−1}_{ik}. Note that we do not sample  {π^{t}_{i}}_{l=1}^{T}, as it gets integrated out.

1) Sampling β: β is the prior for all  {π^{t}_{i}}s, which can be viewed as the ratios between the community components for all communities. Its posterior distribution is obtained through the auxiliary variable ̂m

\[(β_1, \ldots, β_K, β_μ) \sim \text{Dir}(m_1, \ldots, m_K, γ) \]  

where its detail can be found in [10].

2) Sampling  {s^{t}_{ij}}_{l=1}^{T} \times m_{k}: Each observation e_{ij} is sampled from a fixed Bernoulli distribution, where the Bernoulli’s parameter is contained within the role-compatibility matrix W whose rows and columns are indexed by a pair of corresponding membership indicators  {s^{t}_{ij}, r^{t}_{ij}}. W.l.o.g., v_k, l ∈ {1, ..., K + 1}, the joint posterior probability of  {s^{t}_{ij}, r^{t}_{ij}} = l is

\[\Pr (s^{t}_{ij} = k, r^{t}_{ij} = l | Z \{s^{t}_{ij}, r^{t}_{ij}\}, e, β, α, λ, μ, κ) \]

\[\propto \Pr (s^{t}_{ij} = k | s^{t}_{ij, j0} = k, r^{t}_{ij, j0} = l, β, α, κ, N^{t−1}_{i}) \times \prod_{l=1}^{2n} \Pr (z^{t+1}_{ij} | s^{t}_{ij}, r^{t}_{ij} = l, β, α, κ, N^{t−1}_{i}) \]

\[\times \Pr (r^{t+1}_{ij} = l | r^{t}_{ij, j0} = l, s^{t}_{ij, j0} = k, β, α, κ, N^{t−1}_{i}) \]

\[\propto \frac{\Gamma(αβ_k + N^{t+1}_{ik} + κN^{t−sij}_{ik})}{\Gamma(αβ_k + κN^{t−sij}_{ik})} \frac{\Gamma(αβ_k + κN^{t−sij}_{ik})}{\Gamma(αβ_k + κN^{t−sij}_{ik})} \]

\[\times \left\{ \begin{array}{ll} αβ_k + κN^{t−sij}_{ik} + N^{t−sij}_{ik}, & k \in \{1, \ldots, K\}; \\ αβ_k + κN^{t−sij}_{ik}, & k = K + 1 \end{array} \right\}

The following two terms of (6) are:

\[\Pr (r^{t}_{ij} = l | \{z^{t}_{ij}\}_{j0}, \{s^{t}_{ij}\}_{j0} = k, β, α, κ, N^{t−1}_{i}) \]

\[\prod_{l=1}^{2n} \Pr (z^{t+1}_{ij} | s^{t}_{ij}, r^{t}_{ij} = l, β, α, κ, N^{t−1}_{i}) \]

\[\Gamma(αβ_k + N^{t+1}_{ik} + κN^{t−sij}_{ik}) \times \Gamma(αβ_k + κN^{t−sij}_{ik}) \]

\[\Gamma(αβ_k + κN^{t−sij}_{ik}) \Gamma(αβ_k + κN^{t−sij}_{ik}) \]

\[\times \left\{ \begin{array}{ll} αβ_k + κN^{t−sij}_{ik} + N^{t−sij}_{ik}, & k \in \{1, \ldots, K\}; \\ αβ_k + κN^{t−sij}_{ik}, & k = K + 1 \end{array} \right\}

where N^{0}_{ik} = 0, N^{T+1}_{ik} = 0, ∀i ∈ \{1, \ldots, n\}, k ∈ \{1, \ldots, K\}.

The last term, that is, the likelihood term, is calculated as

\[\Pr (e^{t}_{ij} | E \{e^{t}_{ij}\}, s^{t}_{ij} = k, r^{t}_{ij} = l, Z \{s^{t}_{ij}, r^{t}_{ij}\}, λ_1, λ_2) \]

\[\times \left\{ \begin{array}{ll} n^{t−eij}_{k,l} + λ_1, & e^{t}_{ij} = 1 \\ n^{t−eij}_{k,l} + λ_1 + λ_2, & e^{t}_{ij} = 0 \end{array} \right\}

The detailed derivation of (7)–(9) is given in Assuming the current sample of  {s^{t}_{ij}, r^{t}_{ij}} has values ranging between 1…K, we let the undiscovered (i.e., new) community be indexed by K + 1. Then, to sample a pair (s^{t}_{ij}, r^{t}_{ij}) in question, we need to calculate all (K + 1)^2 combinations of values for the pair.

3) Sampling ̂m: Using the restaurant-table-dish analogy, we denote ̂m^{t}_{ik} as the number of tables having dish k, ∀k, i, t. This is related to the variable ̂m used in sampling β; it also includes the counts of the unsticky portion, that is, αβ_k.

The sampling of ̂m^{t}_{ik} incorporates a similar strategy as in [6] and [10], which is independently distributed from

\[\Pr (m^{t}_{ik} = m | αβ_k, κN^{t−1}_{ik}, αβ_k + κN^{t−1}_{ik}) \approx S(N^{t}_{ik}, m)(αβ_k + κN^{t−1}_{ik})^m\]

where S(·, ·) is the Stirling number of the first kind.

For each node, the ratio of generating new tables is the result of two factors: 1) a Dirichlet prior with parameter  {α, β} and 2) the sticky configuration from membership indicators at t − 1, that is, κN^{t−1}_{ik}.

To sample β, we need to only include tables generated from the unsticky portion, that is, ̂m, where each ̂m^{t}_{ik} can
be obtained from a single binomial raw
\[ \hat{m}_{ik} \sim \text{Binomial} \left( m_{ik}^{*}, \frac{\alpha \beta_{k}}{\sum_{l} N_{ik}^{*} + \alpha \beta_{k}} \right) \] (11)
\[ \hat{m}_{k} = \sum_{i,j} \hat{m}_{ik}^{*} \] (12)

**B. Adapted Slice-Efficient Sampling for the MTV Model**

We also incorporate the slice-efficient sampling [28], [29] to our model. The original sampling scheme was designed to sample the Dirichlet process mixture model. To adapt it to our framework, which is based on a HDP prior and also has pairwise membership indicators, we use the auxiliary variables \( U = \{ u_{ij}, r_{ij} \} \) for each of the latent membership pairs \( \{ i, j \} \). With \( U \)'s, we are able to limit the number of components in which \( \pi \) needs to be considered, which is otherwise infinite.

Under the slice-efficient sampling framework, the variables of interest are now extended to: \( \pi_{i}', u_{ij}, r_{ij}, \beta \), \( m \):

1) **Sampling \( \pi_{i}' \):** For each node \( i = 1, \ldots, N \); \( t = 1, \ldots, T \): we generate \( \pi_{i}' \) using the stick-breaking process [11], where each kth component is generated using \( \pi_{ik} \sim \beta(\pi_{ik}^{*}; a_{ik}, b_{ik}) \) where
\[ a_{ik} = \alpha \beta_{k} + N_{ik} + \kappa N_{ik}^{*} - 1 \]
\[ b_{ik} = \alpha \left( 1 - \sum_{l} \beta_{l} \right) + N_{ik}^{*} + \kappa N_{ik}^{*} - 1 \] (13)

2) **Sampling \( u_{ij}, r_{ij} \):** We use \( u_{ij,s} \sim U(0, \pi_{ij,s}) \)
\[ u_{ij,r} \sim U(0, \pi_{ij,r}) \]. The hidden label subsequently obtained is then independently sampled from the finite candidates
\[ P(s_{ij}' = k, r_{ij}' = l | Z, e_{ij}, \beta, \kappa, \alpha, \pi, u_{ij,s}, u_{ij,r}) \]
\[ \propto 1(\pi_{i}' > u_{ij,r}) \cdot 1(\pi_{j}' > u_{ij,r}) \cdot \prod_{l=1}^{n} \Pr(s_{ij}^{*+1} | s_{ij}', s_{ij} = k, \beta, \kappa, N_{ij}^{*+1}) \]
\[ \cdot \prod_{l=1}^{n} \Pr(s_{ij}^{*+1} | r_{ij}', r_{ij} = l, \beta, \kappa, N_{ij}^{*+1}) \]
\[ \cdot \Pr(e_{ij}' | e_{ij}', s_{ij} = k, r_{ij} = l, Z \setminus \{ s_{ij}', r_{ij}' \}, \lambda_{1}, \lambda_{2}) \] (14)

We refer the reader to (7)–(9) for the detailed calculation of each term in (14).

3) **Sampling \( \beta \):** An obvious choice for the proposal distribution of \( \beta \) used in M-H is its prior \( p(\beta | \gamma) = \text{stick-break}(\gamma) \). However, this proposal may be noninformative, which results in a low acceptance rate. We sample \( \beta^{*} \) conditioned on an auxiliary variable \( \hat{m} \):
\( \beta_{i}' \sim Dir(\hat{m}_{i} \ldots \hat{m}_{k}, \gamma) \), to increase the M-H’s acceptance rate, where \( \hat{m} \) are sampled in accordance with the method proposed in Section V-A3 ([10])–([12]). However, instead of sampling \( \beta \) directly from \( m \) as described in Section V-A3, we only use it for our proposal distribution, as we explicitly sample \( \{ \pi_{i}' \}_{i=1}^{n} \). The acceptance ratio is hence \( r \) (indexes the iteration time)
\[ A(\beta^{*}, \beta^{(r)}) = \min(1, a) \]
\[ a = \frac{\prod_{i=1}^{K} \prod_{d=1}^{K+1} \Gamma(\alpha \beta_{d}^{(r)}) \cdot [\pi_{i, d}^{(r)}]^{\alpha \beta_{d}}}{\prod_{i=1}^{K} \prod_{d=1}^{K+1} \Gamma(\alpha \beta_{d}^{*}) \cdot [\pi_{i, d}^{*}]^{\alpha \beta_{d}^{*}}} \cdot \frac{\prod_{d=1}^{K} \beta_{d}^{(r)} \hat{m}_{d}^{-\gamma}}{\prod_{d=1}^{K} \beta_{d}^{*} \hat{m}_{d}^{-\gamma}} \] (15)

**C. Hyperparameter Sampling**

The hyperparameters involved in the MTV model are \( \gamma, \alpha, \) and \( \kappa \). However, it is impossible to compute their posterior individually. Therefore, we place three prior distributions on some combination of the variables. A vague gamma prior \( \varphi(1, 1) \) is placed on both \( \gamma, (\alpha + \kappa) \). A beta prior is placed on the ratio \( \kappa/\alpha + \kappa \).

To sample \( \gamma \) value, since log(\( \gamma \))’s posterior distribution is log-concave, we use the adaptive rejection sampling (ARS) method [30].

To sample \( (\alpha + \kappa) \), we use the auxiliary variable sampling [10], and this needs the auxiliary variable \( m \) in (10), as proposed in [10].

To sample \( \kappa/(\alpha + \kappa) \), we place a vague beta prior \( B(1, 1) \) on it, with a likelihood of \( \{ m_{ik} - \hat{m}_{ik} \} \), \( \forall i, k, t > 1 \) in (11). The posterior is in an analytical form that can be sampled, owing to its conjugate property.

**D. Gibbs Sampling for the MTI Model**

The variables of interest are: \( \beta, Z \) and auxiliary variables \( \hat{m} \), where \( \hat{m} \) refers to the number of tables having dish \( k \) as used in [6] and [10] without counting the tables generated from the sticky portion, that is, \( \kappa N_{ik}^{*} \). As the hyperparameters in the MTI model are quite similar to those in [12], we do not present the hyperparameters here. Interested readers can refer to [6], [12], and [13] for the detailed implementation.

1) **Sampling \( \beta \):** \( \beta \)’s sampling is the same as (1).

2) **Sampling \( s_{ij}, r_{ij} \):** The posterior probability of \( s_{ij}, r_{ij} \) is
\[ \Pr(s_{ij} = k, r_{ij} = l | \alpha, \beta, \kappa, \{ N_{ij}^{(l)} \}, e_{ij}, \lambda_{1}, \lambda_{2}, Z) \]
\[ \propto \Pr(s_{ij} = k | \alpha, \beta, \kappa, N_{ij}^{(l)}, s_{ij}^{*}) \]
\[ \cdot \Pr(r_{ij} = l | \alpha, \beta, \kappa, N_{ij}^{(l)}, r_{ij}^{*}) \]
\[ \cdot \Pr(e_{ij} | e_{ij}', s_{ij} = k, r_{ij} = l, Z \setminus \{ s_{ij}', r_{ij}' \}, \lambda_{1}, \lambda_{2}) \] (17)

The first term of (17) is
\[ \Pr(s_{ij} = k | \alpha, \beta, \kappa, N_{ij}^{(l)} - s_{ij}^{*}) \]
\[ \propto (a \beta_{k} + N_{ij}^{(l)} - k + \kappa \delta(s_{ij}^{*} - k)) \]
\[ \times \frac{a \beta_{k}^{*+1} + \kappa \delta(k, s_{ij}^{*+1}) + \delta(k, s_{ij}') \delta(k, s_{ij}')} \]
\[ \times \frac{a + N_{k}^{(l)} + \kappa + \delta(s_{ij}^{*} - k)}{a + N_{k}^{(l)} + \kappa + \delta(s_{ij}^{*} - k)} \] (18)
The second term of (17) is
\[
\text{Pr}(r'_{ij} = l|\alpha, \beta, \kappa, N_{ij}^{(1)}, r_{ij}^{(-1)}) \\
\propto (\alpha \beta_i + N_{i1}^{(1)} + \kappa \delta(r_{ij}^{(-1)}, l)) \\
\times \left(\frac{\alpha \beta_{r_{ij}^{(-1)} + l} \delta(l, r_{ij}^{(+1)}) + \delta(l, r_{ij}^{(-1)}) \delta(l, r_{ij}^{(+1)})}{\alpha + N_{i1}^{(1)} + \kappa + \delta(r_{ij}^{(-1)}, l)}\right).
\]
(19)

The likelihood of \(\text{Pr}(e_{ij}^t|e_i^t, s_{ij}^t = k, r_{ij} = l, Z|s_{ij}^t, r_{ij}^t, \lambda_1, \lambda_2)\) is the same as (9).

3) Sampling \(\hat{m}\): \(\hat{m}\) is similar to that in the MTV model; however, it differs in the incorporation of \(\kappa\).
\[
\text{Pr}(m_{qk}^{(i)} = m|\alpha, \beta_k, \kappa, N_{qk}^{(1)}) \propto S(N_{qk}^{(1)}, m)(\alpha \beta_k + \kappa)
\]
(20)
\[
m_{qk}^{(i)} \sim \text{Binomial}(m_{qk}^{(i)}, \frac{\alpha \beta_k}{\kappa + \alpha \beta_k})
\]
(21)
\[
\hat{m}_k = \sum_{q,l} m_{qk}^{(i)}.
\]
(22)

E. Inference Discussions

Both the Gibbs sampling and slice-efficient sampling are two feasible ways to accomplish our task. They have different advantages and disadvantages.

As mentioned previously, Gibbs sampling in our MTV model integrates out the mixed-membership distribution \(\{\pi_j^i\}\). It is the marginal approach [31]. The property of community exchangeability makes it simple to implement. However, theoretically, the obtained samples mix slowly as the sampling of each label is dependent on other labels.

Slice-efficient sampling is a conditional approach [28] whereas the membership indicators are independently sampled from \(\{\pi_j^i\}\). In each iteration, given \(\{\pi_j^i\}\) and the role-compatibility matrix \(W\), we can parallelize the process of sampling membership indicators, which may help to improve the computation, especially when the number of nodes (\(N\)) becomes larger, and the number of communities (\(k\)) becomes smaller.

VI. EXPERIMENTS

The performance of our DIM3 model is validated by experiments on both synthetic and real-world datasets. On the synthetic datasets, we implement the finite-communities cases of our models as baseline algorithms, namely as the f-MTV and f-MTI model. On the real-world datasets, we individually implement three benchmark models: MMSB, IRM, and LFRM to the best of our understanding. Also, we compare DRIFT with our models on real-world datasets, and the source code is provided by [26].

A. Synthetic Datasets

For the synthetic data generation, the variables are generated by following [7]. We use \(N = 20, T = 3\), and hence \(E\) is a \(20 \times 20 \times 3\) asymmetric and binary matrix. The parameters are set up in a way so that 20 nodes are equally partitioned into four groups. The ground-truth of the mixed-membership distributions for each of the groups are \([0.8, 0.2, 0; 0, 0.8, 0.2; 0.1, 0.05, 0.85; 0.4, 0.4, 0.2]\).

We consider four different cases to fully assess DIM3 against the ground-truth; all lie in the three-role-compatibility matrix.

The detailed results of the role-compatibility matrix on these four cases are shown in Fig. 4.

1) Markov Chain Monte Carlo Analysis: The convergence behavior is tested in terms of two quantities: the cluster number \(K\), that is, the number of different values \(Z\) can take, and the deviance \(D\) of the estimated density [28], [31], which is defined as
\[
D = -2 \sum_{l,i,j} \log \left(\frac{\sum_k N_{ik}^l \cdot N_{jk}^l}{4n_l T} p(e_{ij}|Z, \lambda_1, \lambda_2)\right).
\]
(23)

In our Markov Chain Monte Carlo (MCMC) stationary analysis, we run five independent Markov chains and discard the first half of the Markov chains as a burn-in. With the random partition of three initial classes as the starting point, 20,000 iterations are conducted in our samplings.

The simulated chains satisfy the standard convergence criteria, when the test was implemented using the CODA package [32]. In Gelman and Rubin’s diagnostics [33], the value of the proportional scale reduction factor is 1.09 (with upper C.I. 1.27) for \(K\), 1.03 (with upper C.I. 1.09) for \(D\) in the Gibbs sampling, and 1.02 (with upper C.I. 1.06) for \(K\) and 1.02 (with upper C.I. 1.02) for \(D\) in slice sampling. Geweke’s convergence diagnostics [34] are also employed, with the proportion of the first 10% and last 50% of the chain for comparison. The corresponding z-scores are calculated in the interval [−2.09, 0.85] for five chains. In addition, the stationarity and half-width tests of the Heidelberg and Welch Diagnostic [35] are both passed in all cases, with the p-value higher than 0.05. On the basis of all these statistics, the Markov chain’s stationarity can be safely ensured in our case.

The efficiency of the algorithm can be measured by estimating the integrated autocorrelation time \(\tau\) for \(K\) and \(D\). \(\tau\) is a good performance indicator as it measures the statistical error of Monte Carlo approximation on a target function \(f\). The smaller the \(\tau\), the more efficient the algorithm is.

Reference [28] used an estimator \(\hat{\tau}\) as
\[
\hat{\tau} = \frac{1}{2} \sum_{l=1}^{C-1} \hat{\rho}_l
\]
(24)
where $\hat{\rho}_l$ is the estimated autocorrelation at lag $l$ and $C$ is a cutoff point, which is defined as $C := \min\{l : |\hat{\rho}_l| < 2/\sqrt{M}\}$, and $M$ is the number of iterations.

We test the sampling efficiency of the MTV-g and MTV-s models on Case 1 with the same setting as [31]. Of the whole 20,000 iterations, the first half of the samples is discarded as a burn-in and the remainder are thinned $1/20$. We manually try different values of the hyperparameters $\gamma$ and $\alpha$ and show the integrated autocorrelation time estimator in Table II. Although some outliers exist, we can see that there is a general trend that, with a fixed $\alpha$ value, the autocorrelation function decreases when the $\gamma$ value increases. This same phenomenon happens on $\alpha$ while $\gamma$ is fixed. This result confirms our empirical knowledge. The larger value of $\gamma, \alpha$ will help to discover more clusters, followed by a smaller autocorrelation function.

On the other hand, we confirm that MTV-g and MTV-s models do not show much difference in the mixing rate of the Markov Chain, as shown in Table II. As mentioned in the previous section, slice sampling provides a mixed-membership distribution-independent sampling scheme, which enjoys the time efficiency of parallel computing in one iteration. For large-scale datasets, it is a feasible solution. In Gibbs sampling, parallel computing is impossible as the sampling variables are in a dependent sequence.

Fig. 5 shows the trace plot of the training log-likelihood against the iterations on Case 1. As we can see, the sampler in the MTI model converges to the high training log-likelihood region faster than the MTV model. Also, the MTI model reaches a higher training log-likelihood than the MTV model.

2) Further Performance: We will compare the models in terms of the log-likelihood (Fig. 6); the average $l_2$ distance between the mixed-membership distributions and its ground-truth; and the $l_2$ distance between the posterior role-compatibility matrix and its ground-truth (Table III).

From the log-likelihood comparison shown in Fig. 6, we can see that the MTI model performs better than the MTV model in general. On the average $l_2$ distance to the ground-truth performance, the MTI model also performs better. The superiority of the MTI model’s performance over that of the MTV model is within our expectation, as the MTI model describes the membership indicator’s time consistency more accurately (i.e., integrating the sticky parameter $\kappa$ on the specific membership indicator, rather than the mixed-membership distribution). Also, the hidden Markov property enables the MTI model to categorize membership indicators into the same mixed-membership distributions on the basis of its previous value. This seems to be a more effective method than the time-based grouping in the MTV model. However, in situations where there are dramatic changes amongst the membership distributions over time, the MTI model will not respond well. The MTV model is much more effective and robust under these settings as the distribution consistency is a more robust modeling strategy. In addition, the assumption

| Table II | Integrated Autocorrelation Times Estimator $\hat{\tau}$ for $K$ and $D$ |
|----------|------------------|
| Sampling | $\gamma$ | $\alpha$ | $K$ | $D$ | $K$ | $D$ |
|---------|------|-------|------|-----|------|-----|
| MTV-g   | 0.1  | 177.2 | 93.65 | 26.91 | 50.21 | 11.24 | 358.8 | 148.3 | 23.94 | 84.75 | 4.31 |
|         | 0.3  | 260.5 | 54.09 | 19.89 | 5.31  | 6.56  | 389.5 | 315.0 | 3.11  | 26.32 | 4.78 |
|         | 0.5  | 1.83  | 8.33  | 7.54  | 3.95  | 5.24  | 2.88  | 79.94 | 90.93 | 3.17  | 3.82 |
|         | 1.0  | 5.57  | 6.45  | 3.44  | 3.64  | 4.56  | 3.19  | 2.78  | 1.76  | 8.14  | 5.74 |
|         | 2.0  | 4.30  | 2.87  | 3.35  | 2.98  | 3.28  | 95.48 | 1.91  | 3.29  | 8.74  | 6.55 |
| MTV-s   | 0.1  | 248.6 | 90.63 | 161.3 | 9.58  | 17.69 | 8.67  | 59.90 | 57.57 | 1.87  | 3.70 |
|         | 0.3  | 120.6 | 66.23 | 44.35 | 11.40 | 7.28  | 29.05 | 20.64 | 30.01 | 45.57 | 3.40 |
|         | 0.5  | 18.99 | 27.27 | 6.08  | 8.76  | 10.40 | 39.66 | 3.87  | 5.30  | 3.17  | 5.83 |
|         | 1.0  | 5.79  | 9.19  | 11.85 | 8.46  | 7.25  | 40.51 | 4.85  | 3.12  | 6.88  | 10.51 |
|         | 2.0  | 3.17  | 8.41  | 5.35  | 5.48  | 5.05  | 25.54 | 34.82 | 4.61  | 35.61 | 12.68 |
TABLE III
AVERAGE $l_2$ DISTANCE TO THE GROUND-TRUTH

| Cases | Role-compatibility matrix | Mixed-memberships |
|-------|----------------------------|-------------------|
|       | f-MTV | MTV-g | MTV-s | f-MTI | MTI | MMSB | f-MTV | MTV-g | MTV-s | f-MTI | MTI | MMSB |
| 1     | 0.239 | 0.243 | 0.259 | 0.114 | 0.086 | 0.271 | 0.366 | 0.384 | 0.403 | 0.199 | 0.191 | 0.411 |
| 2     | 0.206 | 0.225 | 0.240 | 0.195 | 0.204 | 0.285 | 0.355 | 0.355 | 0.319 | 0.207 | 0.227 | 0.398 |
| 3     | 0.134 | 0.201 | 0.246 | 0.117 | 0.087 | 0.280 | 0.278 | 0.289 | 0.589 | 0.208 | 0.187 | 0.329 |
| 4     | 0.195 | 0.214 | 0.267 | 0.220 | 0.219 | 0.249 | 0.258 | 0.285 | 0.277 | 0.192 | 0.182 | 0.310 |
| large size | 0.233 | 0.239 | 0.215 | 0.142 | 0.059 | 0.237 | 0.243 | 0.316 | 0.256 | 0.147 | 0.120 | 0.296 |

Table IV
RUNNING TIME (SECONDS PER ITERATION)

| N     | f-MTV | MTV-g | MTV-s | f-MTI | MTI | p-MTV-s |
|-------|-------|-------|-------|-------|-----|---------|
| 20    | 0.29  | 0.28  | 0.23  | 0.15  | 0.31 | 0.29    |
| 50    | 1.03  | 1.52  | 1.29  | 0.95  | 1.91 | 1.79    |
| 100   | 3.69  | 5.76  | 4.81  | 3.74  | 7.49 | 5.06    |
| 200   | 15.61 | 24.17 | 19.87 | 15.82 | 30.19| 21.64   |
| 500   | 106.96| 154.45| 119.82| 105.61| 202.09| 132.43  |
| 1000  | 493.44| 888.86| 642.28| 597.29| 1102.90| 393.24  |

* p-MTV-s denotes the parallel implementation of the MTV-s inference.

that there exist different membership distributions at each time instance makes it possible to parallelize the MTV model to some extent, making it suitable for dealing with large-scale problems.

Here, we compare the computational complexity (running time) of the models in one iteration, with $K$ discovered communities, and show the results in Table IV. We discuss the MTV-g and MTV-s models as an instance. In the MTV-g model, the number of variables to be sampled is $(2K + 2n^2T)$, whereas a total of $(2K + 4n^2T + nT)$ variables are sampled in the MTV-s model. However, the posterior calculation of $Z$ in the MTV-s model can be directly obtained from the mixed-membership distribution, while we need to calculate the ratio for each of $Z$ in the MTV-g model. Also, the $U$ value at each time can be sampled in one operation as its independency in the MTV-s model. The result shows that the MTV-s model runs faster than the MTV-g model, which is in accordance with our assumption.

We also tried a parallel implementation of the slice variables $\{u_{ij,t}, u_{ij,t}'\}_{1,\ldots,T}$ in the MTV-s model. During each iteration, these slice variables are partitioned into four parts (as our machine has four cores) and are sampled independently, while other variables are still sampled in a sequence. Its corresponding running time is shown in the last column of Table IV. It shows that the parallel design costs even more time when the dataset size is small ($N \leq 500$). This may be due to the time spent on transferring the variables. However, it needs less time when the dataset size becomes larger ($N > 500$). This verifies that our parallel slice sampling method is a promising approach in achieving scalability.

3) Larger Data Size Results: We also conduct the experiments with a larger synthetic dataset ($N = 100, T = 20$). With the same construction as previous ones, we increase the role number to 5 and set the role-compatibility matrix as shown in Fig. 7.

We set five groups in this network, with the group sizes as $[35, 20, 20, 20, 5]$ and the mixed-membership distributions for each of the groups as $[0.8, 0.1, 0, 0.05, 0.05; 0.02, 0.85, 0.05, 0.03, 0.05; 0.1, 0, 0.9, 0, 0; 0.05, 0.1, 0.85, 0; 0, 0, 0.2, 0, 0.4, 0.4]$. The detailed results are also given in Table III. As we can see, our MTI model still achieves the best performance of all the models.

B. Real-World Datasets Performance

We select ten real-world datasets for benchmark testing. Their detailed information, including the number of nodes, the number of edges, edge types, and time intervals, is given in Table VII. Following a general test on the training log-likelihood of the training data and area under the ROC (Receiver Operating Characteristic) curve (AUC) of the test data, we elaborate the results on three selected datasets in the following.

We use a fivefold cross validation method to certify our model’s performance on the real-world datasets. The hyper-parameters $\gamma, \kappa, \alpha$ are sampled according to the sampling strategy mentioned in Section V. Each experiment is run ten times and we report their mean and standard deviation in Tables V and VI.

In these two tables, the bold type denotes the best value in each row. As we can see, our MTI model performs best in eight of the ten datasets on the training log-likelihood and six of the ten datasets on the AUC value. In the remaining datasets, although our MTI model’s performance is still quite competitive, the DRIFT model has the best values, possibly because, in these datasets, all associated communities from both nodes are considered in generating the link between these two nodes [14]. The MTV models still do not perform well enough, for the reason previously given. The IRM’s results are the worst, which reflects that the simple structure (i.e., each node occupies only one class) may not be enough to capture the full structure in relational learning.

C. Kapferer Tailor Shop

The Kapferer Tailor Shop data [1] records interactions in a tailor shop at two time points. In this time period, the employees in the shop negotiate for higher wages. The dataset...
TABLE V
TRAINING LOG-LIKELIHOOD PERFORMANCE (95% CONFIDENCE INTERVAL = MEAN ± 1.96 × STANDARD DEVIATION)

| Dataset   | MTV-g     | MTV-α     | MTI       | MMSB     | IRM       | LFRM     | DRIFT     |
|-----------|-----------|-----------|-----------|----------|-----------|----------|-----------|
| Kapferer  | -673.7 ± 15.9 | -698.9 ± 15.2 | -501.8 ± 0.0 | -618.4 ± 59.8 | -656.5 ± 70.3 | -855.1 ± 70.1 | -783.2 ± 92.3 |
| Sampson   | -347.6 ± 23.4 | -350.4 ± 23.2 | -242.0 ± 0.0 | -350.3 ± 16.3 | -366.8 ± 8.6 | -332.2 ± 16.9 | -275.2 ± 52.0 |
| Student-net | -1054.4 ± 48.5 | -1059.3 ± 46.2 | -594.3 ± 0.0 | -881.4 ± 29.9 | -1201.2 ± 1.6 | -1069.6 ± 42.2 | -905.8 ± 46.3 |
| Enron     | -2274.2 ± 25.6 | -2154.4 ± 43.3 | -1335.7 ± 17.1 | -1525.2 ± 6.5 | -2264.8 ± 26.2 | -1742.9 ± 36.0 | -1942.3 ± 13.2 |
| Senator   | -897.3 ± 16.2 | -887.4 ± 43.2 | -657.4 ± 12.3 | -713.2 ± 64.2 | -843.6 ± 23.5 | -673.2 ± 43.6 | -678.6 ± 48.5 |
| DBLP-link | -1923.9 ± 19.4 | -2124.6 ± 26.4 | -1049.6 ± 7.5 | -2082.0 ± 12.0 | -2935.1 ± 4.9 | -1746.5 ± 15.4 | -1426.1 ± 46.2 |
| Hypertext | -5276.7 ± 9.6 | -5251.4 ± 10.3 | -2932.7 ± 0.0 | -4083.5 ± 77.8 | -5432.7 ± 19.6 | -3747.5 ± 94.3 | -3942.3 ± 48.5 |
| Newcomb   | -1075.0 ± 47.6 | -1098.1 ± 48.0 | -876.7 ± 0.0 | -1835.2 ± 14.2 | -1965.9 ± 1.8 | -1203.0 ± 14.7 | -789.3 ± 63.2 |
| Freeman   | -658.5 ± 19.6 | -666.1 ± 19.2 | -405.2 ± 0.0 | -673.5 ± 73.9 | -728.9 ± 66.9 | -917.2 ± 35.7 | -794.2 ± 66.2 |
| Coleman   | -1500.8 ± 63.7 | -1532.8 ± 64.2 | -1003.9 ± 0.0 | -1302.8 ± 130.2 | -689.5 ± 3.2 | -606.7 ± 65.1 | -546.1 ± 26.9 |

TABLE VI
AUC PERFORMANCE (95% CONFIDENCE INTERVAL = MEAN ± 1.96 × STANDARD DEVIATION)

| Dataset   | MTV-g     | MTV-α     | MTI       | MMSB     | IRM       | LFRM     | DRIFT     |
|-----------|-----------|-----------|-----------|----------|-----------|----------|-----------|
| Kapferer  | 0.818 ± 0.074 | 0.816 ± 0.011 | 0.928 ± 0.000 | 0.893 ± 0.001 | 0.751 ± 0.016 | 0.891 ± 0.034 | 0.905 ± 0.013 |
| Sampson   | 0.804 ± 0.000 | 0.821 ± 0.098 | 0.927 ± 0.000 | 0.836 ± 0.002 | 0.738 ± 0.005 | 0.841 ± 0.012 | 0.855 ± 0.029 |
| Student-net | 0.867 ± 0.030 | 0.877 ± 0.095 | 0.934 ± 0.000 | 0.938 ± 0.001 | 0.809 ± 0.004 | 0.862 ± 0.076 | 0.949 ± 0.015 |
| Enron     | 0.834 ± 0.097 | 0.853 ± 0.143 | 0.920 ± 0.001 | 0.907 ± 0.013 | 0.820 ± 0.082 | 0.894 ± 0.073 | 0.956 ± 0.079 |
| Senator   | 0.849 ± 0.129 | 0.839 ± 0.046 | 0.931 ± 0.001 | 0.880 ± 0.022 | 0.829 ± 0.064 | 0.892 ± 0.056 | 0.925 ± 0.076 |
| DBLP-link | 0.831 ± 0.046 | 0.816 ± 0.017 | 0.926 ± 0.000 | 0.918 ± 0.000 | 0.817 ± 0.010 | 0.891 ± 0.062 | 0.891 ± 0.034 |
| Hypertext | 0.861 ± 0.029 | 0.843 ± 0.027 | 0.901 ± 0.023 | 0.844 ± 0.008 | 0.788 ± 0.015 | 0.853 ± 0.042 | 0.871 ± 0.010 |
| Newcomb   | 0.814 ± 0.049 | 0.795 ± 0.050 | 0.915 ± 0.000 | 0.867 ± 0.001 | 0.790 ± 0.008 | 0.883 ± 0.026 | 0.897 ± 0.022 |
| Freeman   | 0.875 ± 0.133 | 0.862 ± 0.041 | 0.915 ± 0.000 | 0.867 ± 0.001 | 0.790 ± 0.008 | 0.883 ± 0.026 | 0.897 ± 0.022 |
| Coleman   | 0.891 ± 0.067 | 0.872 ± 0.052 | 0.928 ± 0.000 | 0.928 ± 0.001 | 0.888 ± 0.004 | 0.929 ± 0.018 | 0.945 ± 0.062 |

TABLE VII
DATASET INFORMATION

| Dataset   | Nodes | Edge | Time | Link Type |
|-----------|-------|------|------|-----------|
| Kapferer  | 39    | 256  | 2    | friends   |
| Sampson   | 18    | 168  | 3    | like      |
| Student-net | 50    | 551  | 3    | friends   |
| Enron     | 151   | 1980 | 12   | email     |
| Senator   | 100   | 578  | 8    | vote      |
| DBLP-link | 100   | 5706 | 10   | citation  |
| Hypertext | 113   | 7264 | 10   | contact   |
| Newcomb   | 17    | 1020 | 15   | contact   |
| Freeman   | 32    | 357  | 2    | friends   |
| Coleman   | 45    | 506  | 2    | co-work   |

is of particular interest because two strikes occur after each time point, with the first failing and the second successful.

We mainly use the work–assistance interaction matrix in the dataset. The employees have eight occupations: head tailor (19), cutter (16), line 1 tailor (1-3, 5-7, 9, 11-14, 21, 24), button machiner (25-26), line 3 tailor (8, 15, 20, 22-23, 27-28), ironer (29, 33, 39), cotton boy (30-32, 34-38), and line 2 tailor (4, 10, 17-18).

In Fig. 8, we can see that the yellow communities at Time 2 are larger than those at Time 1, which means that people tend to have another community at Time 2, rather than being mostly dominated by one large group at Time 1. This larger yellow community may be the result of the first failed strike, after which employees start to shift to the minor (yellow) community for a successful strike.
D. Sampson Monastery Dataset

The Sampson Monastery dataset is used here to extend the study. There are 18 monks in this dataset, and their social linkage data is collected at three different time points with various interactions. Here, we especially focus on the like-specification. In the like-specification data, each monk selects three monks as his closest friends. In our settings, we mark the selected interactions as 1, otherwise 0. Thus, an $18 \times 18 \times 3$ social network dataset is constructed, with each row having three elements valued at 1.

According to the previous studies in [8] and [23], the monks are divided into four communities: young Turks, loyal opposition, outcasts, and an interstitial group.

Fig. 9 shows the detailed results of the MTI model. As three communities have been detected, we put all the results in a two-simplex, in which we denote the communities as $A$, $B$, and $C$. For trajectory convenience, we also color the nodes according to which special group they belong. The results show that these groups behave significantly differently. The loyal opposition group lies closer to $C$, and the interstitial group tends to belong to $A$. Both of their mixed-membership distributions are stable across time. The outcasts and young Turks groups lie much closer to $B$.

We also show the role-compatibility matrix in Fig. 10 for comparison. Compared with the results given in [8], our results have larger compatibility values for the same role. Also, the first role’s value in our model is 0 versus 0.6 that is reported in [8].

E. Hypertext 2009 Dynamic Contact Network

This dataset [42] is collected from the ACM Hypertext 2009 conference. 113 conference attendees volunteered to wear radio badges that recorded their face-to-face contacts during the conference. The original data is composed of records such as $(t, i, j)$, where $t$ is the communication time and $i, j$ are the attendees’ ID. By adaptively partitioning the whole time period into ten parts and noting the interaction data as 1 if communicated during the time stamps, we obtain a $113 \times 113 \times 10$ binary matrix. Fig. 11 shows the dynamic
behavior of the nodes’ mixed-membership distributions and the corresponding role-compatibility matrix.

The results show that almost half of all the mixed-membership distributions fluctuate during these time stamps. This phenomenon coincides with our common knowledge that people at academic conferences tend to communicate causally. Thus, people’s roles may change during different time stamps.

The learned value of the role-compatibility matrix is about the sky blue community, whose intrarole-compatibility value is 0.6932. It has a small probability of interaction with other communities. The other community’s compatibility value is almost 0. This might be the reason for sparsity in the interaction data.

Here we specially mention node 108. In the record, this person is always the first to communicate with others on each of the three days. His/her mixed-membership distribution is mainly composed of the sky blue community 1, which indicates he/she could be an organizer of this conference. The other nodes with mixed-membership distribution dominated by community 1, such as nodes 24, 53, 61, all were engaged actively with others according to the record.

Another interesting phenomenon is that the nodes containing the orange community 2 interact with community 1 at a probability of 0.2. This might be an indication that most of the attendees communicated with the organizers for various reasons.

VII. CONCLUSION

Modeling complex networking behaviors in a dynamic setting is crucial for widespread applications, including social media, social networks, online business, and market dynamic analysis. This challenges the existing learning systems that have limited power to address the dynamics. In this paper, we have provided a generalized and flexible framework to improve the popular MMSB by allowing a network to have infinite types of communities with relationships that change across time periods. By incorporating a time-sticky factor into the mixed-membership distributions, we have realistically modeled the time-correlation among latent labels. Both Gibbs sampling and adapted slice-efficient sampling have been used to infer the desired target distribution. Quantitative analysis on the MCMC’s convergence behavior, including the convergence test, autocorrelation function, and so forth, has been provided to demonstrate the inference performance. The results of the experiments verify that our proposed DIM3 is effective in constructing the dynamic mixed-membership distribution and role-compatibility matrix.

Possible future work includes a systematic application of DIM3 to various large real-world social networks. In particular, we are also interested in adapting our model to many atypical applications, for example, where sequences of networks have nonbinary and directional measurements. We will also study many other flexible frameworks for modeling persistence of memberships across time. Lastly, we will perform an extensive study into patterns of joint dynamics of \( \{ \pi^t_i \} \) to extract meaningful latent information from them. This is done in a setting where the number of components between \( \pi^t_i \) and \( \pi^{t+1}_i \) may differ.

Recent developments [46], [47] in the large-scale learning of latent space modeling give us more insights for possible future work. These improvements include parsimonious link modeling [46] that reduces the parameter size from \( O(n^2K^2) \) to \( O(nK^2) \), the utilization of the stochastic variational inference method [48], and a triangular representation of networks [49], [47], which could reduce the parameter size to \( O(nK^2) \). Through these, we are hoping to enlarge our model’s scalability to millions of nodes and hundreds of communities.

To describe the time dependency, the dependent Dirichlet process (DDP) [50] provides an alternative. Among the various constructions of the DDP [51]–[55], we may construct the DDP by projecting the gamma process into different subspaces and normalizing them individually, through which the overlapping spaces reflect the correlation. Lin et al. [56] discuss the intrinsic relationship between the Poisson process, gamma process and Dirichlet process and uses three operations namely superposition, subsampling, and point transition to evolve from one Dirichlet process to another, with an elegant and solid theory support. Subsequent literatures including [57]–[59] extend this paper from different perspectives.
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