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Abstract. The specific objective of the article is to propose a methodology for predicting future price development of the ČEZ, a.s., share prices on Prague Stock Exchange using artificial neural networks and time series exponential smoothing to validate the results on a part of the time series, and to compare the success rate of these two methods. The data used in our analysis is the data on the share prices for the period of 2014-2019. Multilayer perceptron (MLP) and radial basis function (RBF) networks are generated, with the time series time lag of 1, 5, and 10 days. In the case of exponential smoothing of time series, multiplicative models (triple smoothing of time series) are used. Based on residuals and absolute residuals, the best model for share prices’ prediction is chosen. In the case of time series smoothing, the method of exponential smoothing appears to be more successful; however, predictions of the best neural network are significantly more accurate. The resulting neural network can be used in practice to predict future development of ČEZ share prices. The neural network is able to self-train for a certain period of time to provide current and more accurate predictions.
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1. INTRODUCTION

At present, predicting as such is considered to be one of the most important parts in the planning and decision-making process in a wide variety of areas, such as natural sciences and humanities, informatics and, above all, finance. Effective prediction plays a key role in dealing with uncertainties and ambiguities that may arise in the future (Dash et al., 2019). Koutroumanidis et al. (2011) state that being able to predict stock prices is of crucial importance for all persons dealing with the stock market. Given the unpredictability of the global crisis, Qun et al. (2017) believe that predicting stock prices is an extremely complex and chaotic process, which makes the presence of a dynamic environment a great challenge. On the other hand, it must be said that a successful prediction of future stock price development can be very useful and beneficial. For example, Hašková (2017) states that stock price prediction has a huge potential, both for the entire market economy and for investors themselves, as it helps them to improve their return on shares. According to Koutroumanidis et al. (2011), stock price prediction plays a key role for investors, especially in terms of profit maximization. Li et al. (2019) state that the issue of stock price prediction is important in terms of the investment strategy, efforts to stabilize the financial system or market risk control. According to Ticknor (2013), accurate stock price predictions form the basis for financial investment decisions and represent probably the biggest challenges in capital investment. According to Dash et al. (2019), prediction of future stock price movements has always been a fascinating research area, not only for investors who want to make a profit from stock trading, but also for the researchers trying to discover hidden information from complex time series data at stock markets. Groda & Vrbka (2017) also add that such issues attract investors and researchers from all over the world, who focus on subjective investment judgments based on objective technical indicators.

Klieštik & Majerová (2015) argue that predicting share prices is a topical issue for shareholders, dealers, and stockbrokers. Therefore, it is essential to make share prices predictions be of high accuracy. Etemadi et al. (2015) state that investors, managers, and financial analysts consider earnings per share to be one of the key financial indicators. This indicator is often used for assessing profitability, making investment decisions or predicting share prices. According to Mettle et al. (2014), fluctuations in prices make investing in shares risky, leaving investors uncertain. For improving investors’ confidence, several methods have been proposed, such as models of neural networks (ANNs), exponential smoothing, hybrid models using a combination of several models, etc. According to Sheelapriya & Murugesan (2016), it is now very important to have a reliable method that would overcome the difficulties related to complex prediction and enables capturing the development of share prices at financial markets.

The prices of many companies on the capital markets of Central European countries that have undergone political transformation change in response to specific factors, specific only to these economies (Redo, 2015, Pinteric, 2017). The image of the economy is not without significance here (Chugajev, 2015), which in this case means that investors often treat these countries on an equal footing with unstable, developing markets. This is despite high ratings assigned to them by international organizations (Ciak and Plókarz, 2016) or leveling the level of so-called creative economy (Krawiec and Noga, 2017).

It follows from the aforementioned facts that the issue of predicting share prices is a very current and interesting topic, and each new study dealing with this topic is of great theoretical and practical importance.

The objective of this contribution in particular is to propose a method for predicting the future development of ČEZ, a.s. share prices at Prague Stock Exchange using artificial neural networks and time series exponential smoothing, validation of the results on a part of the time series, and comparison of these methods’ success rates.

Stemming from this objective, the following research questions have been formulated:
V1: Are artificial neural networks more successful in time series smoothing than the methods of exponential smoothing?

V2: Are artificial neural networks more successful in predicting than the methods of time series exponential smoothing?

2. LITERATURE REVIEW

In addition to literary research, the article describes the data and methods used for the preparation of the application part. The application part shows the results of calculations using ANNs as well as the results of calculations using exponential smoothing of time series. Subsequently, the results of both methods are compared. In the conclusion part, the relevant context is presented and the results are summarized.

León-Álvarez et al. (2016) state that time series analysis involves studying groups or individuals observed at consecutive moments, that is, series of data points in time order. By means of analysing these time series, important statistics and other necessary data characteristics can be obtained. By means of time series predicting, it is possible to predict future values on the basis of previously observed values. Accurate and clear predicting of time series is important for various areas, such as energy, transport, economics, finance, etc. (Rodrigues et al., 2019). In this article, time series analysis will be used for predicting share prices of a specific company. According to Shi et al. (2012), the development of share prices is a dynamic, complex, and nonlinear process.

Although time series prediction is a very challenging task, there are various methods for dealing with this issue (Pointer & Khoi, 2019; Amassoma & Ogbugu, 2018). It is important to note, however, that most of the existing techniques work with the historical range of values only; therefore, predictive models may not be fully effective in some cases. Often, a historical set of values is not enough. Pulungan et al. (2018) analyzed the possibility of using an autoregressive integrated moving average on the Indonesia Stock Exchange, especially for socially responsible investment. Plastun et al. (2018) investigated the frequency of overreaction to stock price fluctuations in the Ukrainian stock market. To do this, statistical tests (parametric and nonparametric) were carried out, including correlation analysis, augmented Dickey-Fuller test, Granger causality test, and regression analysis with additional variables. Tan et al. (2018) examined the uncertainty level on the UK stock market and indicated that the level affected daily earning, but the uncertainty itself did not cause a change in profit. The methods that can be used for these purposes include, for example, discriminant analysis, cluster analysis, the ARIMA model or decision trees. Majerčíková & Bartošová (2012), Vášáková et al. (2018), Gavurova et al. (2017) state that the method of multiple discriminant analysis is one of the traditional statistical models, representing a diagnostic method which consists in the interpretation and measurement of future economic risks. According to Halgaonkar et al. (2010), the aim of cluster analysis is to classify a specific number of objects into several relevant homogeneous clusters, taking into account the requirement of the objects je within one cluster being as similar to each other as possible and the objects belonging to different clusters be as similar as possible. Pai & Lin (2005) state that the autoregressive integrated moving average (ARIMA) model is one of the most widespread linear models in time series predicting. Chollet (2019) characterizes the decision tree method as data structures that can predict the resulting values of specific inputs or classify input data points. Rostan et al. (2018) add that methods based on the prediction and analysis of time series while taking into account seasonal fluctuations include, for example, seasonal differentiation and HP filter, spectral analysis, time series decomposition or Box-Jenkinson methodology. According to Vochozka et al. (2019), the method of ANNs has recently been mentioned in connection with the analysis and predicting time series.

For example, Caridad et al. (2019) prove that artificial neural networks produce more disaggregated results when constructing ratings than some multivariate statistical methods and are used to assess ratings
of credit rating agencies. Gamaliy et al. (2019) consider the possibility of using artificial neural networks to analyze the impact of political and economic factors on the situation in the global foreign-exchange market.

Horák (2019) claims that ANNs are considered a highly effective method for data collection, analysis, and prediction. Therefore, their application is possible in many complex situations or for solving complex problems, e.g. in predicting the development of share prices. According to Wu & Duan (2017), ANNs are able to reveal a complex relationship between investors and price fluctuations. For this reason, the networks start to be used for predicting share prices of individual companies. ANNs can also be used for solving many problems, but currently, their most significant application is related too-time series (Machová & Rowland, 2018). ANNs can also be used for regression, classification, etc. (Wang & Nguyen, 2015). Their advantage consists in their ability to work with big data, the accuracy of results or the possibility to use obtained neural networks simply. A significant disadvantage of these networks is the complexity of individual ANN models creation (Vochozka & Horák, 2019).

The research in the area of predicting share prices using ANNs has been addressed by many authors. Yamashita et al. (2005) confirmed that multifunctional ANNs have higher generalization and representation ability than common ANNs. ANNs are capable of learning to predict the price for the following day using share prices in time series. Zheng (2015), for example, proposed Elman neural network for predicting share prices. Laboissiere et al. (2015) proposed a methodology that predicts minimal and maximal share prices of three Brazilian energy distribution companies on the basis of ANNs. Sen & Das (2014a) applied the method of multilayer perceptron neural networks for predicting the share prices of Indian companies operating in IT. Lertyingyod & Benjamas (2016) introduced a prediction model capable of predicting share prices using data mining. Machová & Vochozka (2019) used ANNs for predicting the development of Unipetrol, a.s. stock exchange share prices on Prague Stock Exchange for a period of 62 trading days. By means of the statistic interpretation of the results obtained, it was found that all retained networks are applicable in practice.

As mentioned above, besides ANNs, another suitable prediction model for forecasting share prices is, e.g. exponential smoothing. Exponential smoothing has been successfully used in many empirical studies over the past twenty years and is currently well established as a method of accurate prediction (Marek & Vrabec, 2015). The application of exponential smoothing for forecasting time series usually depends on three basic methods: simple exponential smoothing, trend-adjusted exponential smoothing, and its seasonal variation. A common approach to selecting a method suitable for a specific time series is based on validating the prediction on a retained part of the sample using the criteria such as mean absolute percentage error (Billah et al., 2006). The aim of Horák & Krulický (2019) is to compare the method of exponential time series smoothing and using artificial neural networks as a tool for predicting the future development of Unipetrol share prices. On the basis of simple argumentation, the authors are inclined to believe that a more realistic picture of further development is obtained by a prediction based on time series exponential smoothing.

3. METHODOLOGY

The most important shareholder of the parent company ČEZ, a.s. is the Czech Republic, with a share in the registered capital of almost 70% (as of 14 June 2017). ČEZ shares are traded on Prague and Warsaw Stock Exchanges, where they are a part of the PX and WIG-CEE stock indices.

The mission of ČEZ Group is to provide safe, reliable, and positive energy for its customers and the whole society with the aim to bring innovations to address energy needs and contribute to a higher quality of life. The strategy reflects the fundamental transition of the energy market in Europe. ČEZ Group wants to operate its energy assets in the most efficient way possible and to adapt to growing share of decentralized
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and emission-free production. Another priority is to offer the customers a wide range of products and services in synergy with electricity and gas sales. The third priority is the active investment in promising energy assets with a focus on Central Europe and to the promotion of modern technologies at an early stage of their development.

In the Czech Republic, ČEZ Groups are engaged in coal mining and selling, production and distribution of electricity and heat, trading in electricity and other commodities, selling electricity, heat, and natural gas to end customers and provide them with other services. The product portfolio consists of nuclear, coal, gas, water, photovoltaic, wind, and biogas energy sources.

For the purposes of the article, there are available data on share prices in the period between 2 January 2014 and 30 December 2019, which is a total of 1,447. The data were obtained from the ČEZ database. These are closing prices of each day on which the shares were traded in the given period of time.

For the creation and possible verification of the model, the data from the period of 2 January 2014-21 October 2019 will be used.

The basic statistics of the dataset are shown in Figure 1.

![Figure 1. Basic data statistics](source: Own research)

The application in practice will be tested on the data from the period between 1 November 2019 and 30 December 2019. The basic statistics of the testing dataset are shown in Figure 2.

![Figure 2. Basic data statistics for testing](source: Own research)
3.1. Artificial neural networks

For data processing, TIBCO’s Statistica software, version 13 will be used. There will be used neural network data mining tools, specifically, time series (regressions).

Multilayer Perceptron networks (hereinafter referred to as MLP) and Radial Basis Function networks (RBF) will be generated. The independent variable will be time; the dependent variable will be the company share price. The independent variables will be:

- Date: it is a continuous variable represented by an integer in the number of days from 1 January 1900. The variable will determine the moment of share price measurement.
- Day of week: a continuous variable. Each day in a week will be represented by an integer ranging from 1 (Monday) to 7 (Sunday). By means of this variable, it will be possible to examine the weekly fluctuations of the time series or the way the day in a week in which the shares are traded influences the share price.
- Day of month: a continuous variable determined by an integer (number of day of month). The variable enables to identify potential time series fluctuations caused by the day of the month in which the shares are traded.
- Month: a continuous variable represented by an integer defined by the number of a month of the year. The variable determines potential time series fluctuation in a year by the month in which the shares are traded.
- Year: a continuous variable in the form of a year. The variable determines the trend of year-on-year development of the time series.

The time series will be divided into three sets – training, testing, and validation. The first set will contain 70% of the input data. Based on the training dataset, neural structures will be generated. The remaining two data sets will contain 15% of the input data each. Both sets will be used to verify the reliability of the found neural structure or the model created. The time series lag will be 1, 5, and 10. Time series lag indicates how much previous time data will enter in the calculation of the target variable. A very short lag can indicate that the fluctuation at the end of the time series will significantly affect all future predictions and the model will not be applicable. Too long lag can thus significantly reduce the seasonal fluctuations and simplify the development of the time series. Time series lag can thus be included only heuristically. For each time series lag, 10,000 neural networks will be generated, out of which 5 with the best characteristics will be retained. We will use the method of least squares. Generation of networks will be finished if there is no improvement, that is, if there is no reduction of the value of the sum of the squares. We will thus retain the neural structures who sum of residuals squares to the actual development will be as low as possible (zero ideally). The hidden layer will contain at least two neurons but no more than 20. In the case of RBF, the hidden layer will contain between 21 and 31 neurons. For MLP and RBF networks, the activation functions given in Table 1 will be considered.
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Table 1

| Function          | Definition                      | Range      |
|-------------------|---------------------------------|------------|
| Identity          | $a$                              | $(−∞; +∞)$ |
| Logistic sigmoid  | $\frac{1}{1 + e^{-a}}$          | (0;1)      |
| Hyperbolic tangent| $\frac{e^a - e^{-a}}{e^a + e^{-a}}$ | (-1;+1)   |
| Exponential       | $e^{-a}$                         | (0;+∞)     |
| Sine              | $(a)$                            | [0;1]      |
| Softmax           | $\frac{\exp(a_i)}{\sum_{\exp(a_i)}}$ | [0;1]     |
| Gaussian          | $\frac{1}{\sqrt{2\pi\sigma}}\exp\left[-\frac{(x - \mu)^2}{2\sigma^2}\right]$ |          |

Source: Own research

As an error function, the method of least squares will be used:

$$E_{SOS} = \frac{1}{2N} \sum_{i=1}^{N} (y_i - t_i)^2$$ (1)

Where $N$ is the number of trained cases, $y_i$ is the prediction of target variable $t_i$, $t_i$ is the target variable of the $i$-th case.

For the calculation, the BFGS (Broyden-Fletcher-Goldfrarb-Shanno) algorithm will be used. For more details, see Bishop (1995).

Other settings will remain default (according to the ANN tool – automated neural networks). If the outputs are not adequate, the results can be corrected by the modification of individual neurons’ weight in the structure. Subsequently, the time series will be evaluated using the residuals (absolute residuals). We will examine the sum of residuals, average residuals, and minimal and maximal residuals. Moreover, expert evaluation of the price development and smoothed time series will be carried out. We will choose the most successful artificial neural networks (regardless of the lag) and compare them with the most successful results of time series exponential smoothing.

### 3.2. Exponential smoothing of time series

There will also be used TIBCO’s Statistica software, version 13, for the data processing. There will be used an advanced model tool – time series/predictions. We will use triple exponential smoothing of the time series. Multiplicative models will be used for the calculation. We will include seasonal components, linear, exponential and muted trend components, which are standardly defined by the following parameters:

- **Alpha**: is a constant independent of the season and time series trend. It is contained in all models.
- **Delta**: represents seasonal fluctuations of time series.
- **Gama**: sets the time series trend.
Phi: it also sets the time series trend; it is applied only if it is possible to identify the muted (second) trend of the time series.

The calculation will be carried out by means of the modification of the following model:

\[
\begin{align*}
S_0 &= x_0 \\
S_t &= \alpha(x_t - c_{t-L}) + (1 - \alpha)(S_{t-1} + b_{t-1}) \\
b_t &= \gamma(S_t - S_{t-1}) + (1 - \gamma)b_{t-1} \\
c_t &= \delta(x_t - S_{t-1} - b_{t-1}) + (1 - \delta)c_{t-L} \\
F_{t+m} &= S_t + mb_t + c_{t-L+1+(m-1) \mod L} 
\end{align*}
\]

Where \(t\) represents the time, \(S\) is the exponentially smoothed value, \(b\) are the values of smoothed time series without seasonal influence, \(c\) are the values of smoothed time series influenced by seasonal fluctuations, \(L\) seasonal fluctuation, \(F\) prediction of value \(x\).

The setting of the individual models will be as follows:

1. Smoothed 1: Multiple season (12); \(S_0=513\); No trend; \(\text{Alpha}=0.1\); \(\text{Delta}=0.1\).
2. Smoothed 2: Multiple season (12); \(S_0=511.5\); \(t_0=0.0054\); Linear trend; \(\text{Alpha}=0.1\); \(\text{Delta}=0.1\); \(\text{Gamma}=0.1\).
3. Smoothed 3: Multiple season (12); \(S_0=510\); \(t_0=1\); Exponential trend; \(\text{Alpha}=0.1\); \(\text{Delta}=0.1\); \(\text{Gamma}=0.1\).
4. Smoothed 4: Multiple season (12). \(S_0=511.3\); \(t_0=0.541\); Damped trend; \(\text{Alpha}=0.1\); \(\text{Delta}=0.1\); \(\text{Phi}=0.1\).

3.3. Comparison of methods

Two types of methods were used for time series smoothing: artificial intelligence in the form of multilayer perceptron networks and neural networks of radial basic function, and methods of exponential smoothing of time series. According to the authors, both methods show excellent results. Nevertheless, the research shows that the evaluator cannot rely fully on the results of one or the other set of results. It is thus necessary to compare the results of both methods with each other and select the one that best describes one of the present facts and best predict the future development of the monitored share prices. After time series smoothing, the best results will be chosen (neural networks and exponentially smoothed time series) at the time interval of 2 January 2014-31 October 2019. Thus, we compare the ability to predict future developments using the data on which the models will be created, trained. The best results will be used for predicting time series at the interval of 1 November 2019-30 December 2019. Although the data are known it was not used for the time series smoothing. The ability to apply individual models in practice will be verified. We will monitor the accuracy of the prediction (i.e. the final price that the model will offer) and the error (i.e. the absolute residuals— the difference between the predicted value and the actual value). It is also possible to use other result verification methods (e.g. Hodrick-Prescott decomposition or technical analysis). In this case, however, it is easier to use the value of absolute residuals, because the development of the share price is known in the monitored (validation) period. The result of the paper will be one model able to meet the objective of the article and predict the future development of ČEZ's share price. A total of 10,004 modes will be created (10,000 neural networks, 4 models of exponential alignment of time series). Of these, we will mark 10,003 as unnecessary.
4. EMPIRICAL RESULTS AND DISCUSSION

4.1. Neural networks

The results of the first part of the experiment conducted by means of neural networks are given in Table 2.

Table 2 Retained neural networks with 1-day lag

| Index | Network name     | Training performance | Test performance | Validation performance | Training error | Test error | Validation error | Training algorithm | Error function | Hidden activation | Output activation |
|-------|------------------|----------------------|------------------|------------------------|----------------|------------|------------------|-------------------|---------------|------------------|------------------|
| 1     | MLP 5-11-1       | 0.982298             | 0.982874         | 0.982638               | 90.83495       | 85.84883   | 90.68621         | BFGS 214          | SOS           | Tanh             | Logistic          |
| 2     | MLP 5-11-1       | 0.983361             | 0.984204         | 0.982273               | 85.42373       | 79.06385   | 92.08872         | BFGS 246          | SOS           | Tanh             | Identity          |
| 3     | MLP 5-11-1       | 0.985069             | 0.986263         | 0.983816               | 76.74999       | 69.16840   | 83.98223         | BFGS 320          | SOS           | Tanh             | Logistic          |
| 4     | MLP 5-11-1       | 0.982538             | 0.983581         | 0.982864               | 89.66200       | 82.68108   | 90.02391         | BFGS 329          | SOS           | Tanh             | Exponential       |
| 5     | MLP 5-11-1       | 0.982861             | 0.983294         | 0.982245               | 87.89581       | 83.58373   | 92.19990         | BFGS 399          | SOS           | Tanh             | Tanh             |

Source: Own research

It follows from the table that only the MLP neural networks were retained. Their performance is characterized by the correlation coefficient, which is above 0.98 for all subsets of the data set for all retained neural networks. This indicates almost direct dependence. Neural networks thus found a model of the time series and present its high accuracy as well. All retained neural networks are in the structure 5-11-1, which means 5 input variables, 11 neurons in the hidden layer of the neural structure, and one output in the form of predicted ČEZ share price. For the activation of the neurons in the hidden layer, the hyperbolic tangent function. Neurons in the output layer were activated using the identity, logistic, exponential, and hyperbolic tangent functions. The course of the smoothed time series with the actual development of share price is shown in Figure 3.

Figure 3. Smoothed time series with 1-day lag and actual ČEZ share price

Source: Own research
The figure shows that the neural structures were able to capture the global trend of the time series and were able to show most local extremes in the development of the share prices.

Table 3 shows the results of retained neural networks in the case of a 5-day lag of the time series.

### Table 3

Retained neural networks with 5-day lag of time series

| Index | Network name | Training performance | Test performance | Validation performance | Training error | Test error | Validation error | Training algorithm | Error function | Hidden activation | Output activation |
|-------|--------------|----------------------|------------------|------------------------|----------------|-----------|------------------|------------------|---------------|------------------|------------------|
| 1     | MLP 25-11-1  | 0.980120             | 0.975797         | 0.976835               | 101.9486       | 120.5416  | 119.6728         | BFGS 132         | SOS           | Tanh             | Exponential      |
| 2     | MLP 25-7-1   | 0.980093             | 0.978322         | 0.975896               | 102.0282       | 108.1297  | 124.3174         | BFGS 119         | SOS           | Logistic         | Exponential      |
| 3     | MLP 25-8-1   | 0.980770             | 0.977241         | 0.975845               | 98.5894        | 113.6215  | 123.9030         | BFGS 122         | SOS           | Logistic         | Exponential      |
| 4     | MLP 25-10-1  | 0.982342             | 0.980549         | 0.978188               | 91.1146        | 98.3591   | 112.5709         | BFGS 146         | SOS           | Logistic         | Exponential      |
| 5     | MLP 25-11-1  | 0.984580             | 0.973628         | 0.977453               | 79.2083        | 133.4774  | 116.8934         | BFGS 152         | SOS           | Logistic         | Exponential      |

Source: Own research

In the case of a 5-day lag, the retained neural networks are also the MLP networks. The performance of all structures is also very high in this case, with the correlation coefficient being above 0.97, or nearly 0.98 and higher in all its subsets. The time lag results in 25 neurons in the input layer (5 inputs at 5-day time lag of the time series), 7-11 neurons in the hidden layer, and 1 neuron in the output layer (share price). For the activation of the hidden layer, logistic and hyperbolic tangent functions were used, while the exponential function was used for the activation of the neurons in the output layer. The course of the smoothed time series and the actual ČEZ share prices is shown in the graph in Figure 4.

![Figure 4. Smoothed time series with 5-day lag and actual ČEZ share price](Image)

Source: Own research
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Even in the case of a 5-day lag, it is evident that the neural networks are able to follow the global trend of the time series (including seasonal fluctuations) and record most of the local extremes. Even in this case, the retained neural networks can be considered successful.

Table 4 shows the overview of retained neural networks with a 10-day lag.

### Table 4

| Index | Network name | Training performance | Test performance | Validation performance | Training error | Test error | Validation error | Training algorithm | Error function | Hidden activation | Output activation |
|-------|--------------|----------------------|------------------|------------------------|----------------|-----------|------------------|-------------------|----------------|------------------|-------------------|
| 1     | MLP 50-10-1 | 0.982348             | 0.966022         | 0.973104               | 90.5638        | 161.1790  | 140.3202         | BFGS 125          | SOS            | Logistic          | Identity          |
| 2     | MLP 50-9-1  | 0.980557             | 0.967467         | 0.972739               | 99.6806        | 163.8211  | 139.3036         | BFGS 83           | SOS            | Logistic          | Exponential       |
| 3     | MLP 50-11-1 | 0.982099             | 0.973025         | 0.972889               | 91.8371        | 135.0127  | 139.0750         | BFGS 109          | SOS            | Logistic          | Sine              |
| 4     | MLP 50-10-1 | 0.982191             | 0.969948         | 0.971157               | 91.3700        | 153.0334  | 148.9539         | BFGS 99           | SOS            | Logistic          | Exponential       |
| 5     | MLP 50-8-1  | 0.977422             | 0.971333         | 0.971108               | 115.6405       | 143.6589  | 147.6480         | BFGS 64           | SOS            | Logistic          | Exponential       |

**Source:** Own research

The retained networks are all the MLP networks, with 50 neurons in the input layer (5 inputs at 10-day time series lag) and 8-9 neurons in the hidden layer. The networks show high performance in all data sets. The correlation coefficient is almost 0.97 and higher. This could also be considered nearly directly proportional. The neural networks use the logistic function for the activation of the neurons in the hidden layer, and the identity, exponential, and sine functions for the activation of the neurons in the output layer. The graphical representation of the course of smoothed time series and the actual share prices are shown in Figure 5.

![Figure 5. Evaluation of retained neural networks success](image)

**Source:** Own research
The retained neural networks are capable of copying the global trend of the time series and most of the local extremes. At first sight it can be stated that the most successful time series are those with a 1 and 5-day lag. The specific residuals and absolute residuals values are given in Table 5.

Table 5

| Neural network | Residuals | Absolute residuals |
|----------------|-----------|---------------------|
|                | Sum for smoothed time series | Average for smoothed time series | Sum for smoothed time series | Average for smoothed time series |
| 1. MLP 5-11-1  | 414.3362  | 0.2926              | 14661.4791                 | 10.3542                      |
| 2. MLP 5-11-1  | 290.9575  | 0.2055              | 14549.1075                 | 10.2748                      |
| 3. MLP 5-11-1  | 345.3641  | 0.2439              | 13840.7475                 | 9.7745                       |
| 4. MLP 5-11-1  | 642.9294  | 0.4540              | 14664.6544                 | 10.3564                      |
| 5. MLP 5-11-1  | 220.6957  | 0.1559              | 14747.4570                 | 10.4149                      |
| 1. MLP 25-11-1 | 160.5354  | 0.1137              | 15994.9646                 | 11.3279                      |
| 2. MLP 25-8-1  | 270.4936  | 0.1916              | 15931.6285                 | 11.2830                      |
| 3. MLP 25-7-1  | 169.6556  | 0.1202              | 15832.5812                 | 11.2129                      |
| 4. MLP 25-10-1 | 249.7128  | 0.1769              | 15180.8306                 | 10.7513                      |
| 5. MLP 25-11-1 | 891.9425  | 0.6317              | 14505.4863                 | 10.2730                      |
| 1. MLP 50-9-1  | 597.5146  | 0.4247              | 15804.2851                 | 11.2326                      |
| 2. MLP 50-11-1 | -185.1687 | -0.1316             | 16714.1813                 | 11.8793                      |
| 3. MLP 50-11-1 | 32.6537   | 0.0232              | 15589.5676                 | 11.0800                      |
| 4. MLP 50-8-1  | 323.0397  | 0.2296              | 15868.5934                 | 11.2783                      |
| 5. MLP 50-10-1 | -140.0056 | -0.0995             | 17506.4797                 | 12.4424                      |

Source: Own research

According to the table, the most successful neural networks are 3. MLP 5-11-1, 2. MLP 25-8-1, and 3. MLP 25-7-1

4.2. Exponential smoothing

Triple exponential smoothing of the time series was carried out. The smoothed time series and the actual development of ČEZ share price can be seen in the graph in Figure 6.

Figure 6. Exponentially smoothed time series – ČEZ share prices development

Source: Own research
The exponentially smoothed time series are also able to capture the overall development of ČEZ share price, as well as the majority of the local extremes. The comparison of the performance of the smoothed time series in the form of residuals and absolute residuals is shown in Table 6.

| Smoothened time series | Residuals                       | Absolute residuals          |
|------------------------|--------------------------------|-----------------------------|
|                        | Sum for smoothed time series   | Average for smoothed time series | Sum for smoothed time series | Average for smoothed time series |
| Smoothed 1             | 39.7718                        | 0.0281                      | 14531.5860                   | 10.2552                           |
| Smoothed 2             | -6.1096                        | -0.0043                     | 15025.7139                   | 10.6039                           |
| Smoothed 3             | -454.1658                      | -0.3205                     | 14972.8793                   | 10.5666                           |
| Smoothed 4             | 34.7438                        | 0.0245                      | 11054.9088                   | 7.8016                            |

*Source: Own research*

Based on the residuals and absolute residuals evaluation it can be concluded that the most successful exponentially smoothed time series appear to be Smoothed 1 and Smoothed 4.

4.3. Comparison and discussion

Figure 7 presents the residual values for the most successful smoothed time series.

![Figure 7. Residuals of most successful smoothed time series](Source: Own research)

The graph shows that there are only minimal differences between the most successful time series residuals. Therefore, we will go back to the sums and averages of residuals and absolute residuals (see Table 7).
Evaluation of smoothed time series success rate

| Smoothed time series | Residuals | Absolute residuals |
|----------------------|-----------|--------------------|
|                      | Sum for smoothed time series | Average for smoothed time series | Sum for smoothed time series | Average for smoothed time series |
| Smoothed 1           | 39.7718   | 0.0281             | 14531.5860                  | 10.2552                        |
| Smoothed 4           | 34.7438   | 0.0245             | 11054.9088                  | 7.8016                         |
| 3. MLP 5-11-1        | 345.3641  | 0.2439             | 13840.7475                  | 9.7745                         |
| 2. MLP 25-8-1        | 270.4936  | 0.1916             | 15931.6285                  | 11.2830                        |
| 3. MLP 25-7-1        | 169.6556  | 0.1202             | 15832.5812                  | 11.2129                        |

Source: Own research

On the basis of absolute residuals, the most successful smoothed time series appears to be Smoothed 4 followed by 3. MLP 5-11-1.

At this moment, it is necessary to move on to the second part of the methodology, that is, it is necessary to apply the resulting models on the time series from 1 November 2019 to 30 December 2019. The comparison of the models and the actual course can be seen in the graph in Figure 8.

![Figure 8. Prediction of most successful time series and actual ČEZ share prices development](image)

The figure shows the differences between the actual course of the time series and the smoothed time series. The least accurate one appears to be 2. MLP 25-8-1. The other time series more or less follow the course of the time series. The result can be seen from Table 8 (according to MAPE – mean absolute percentage error).
Table 8

Comparison of absolute residual values of the most successful time series models

|                          | Error in % Smoothed 1 | Error in % Smoothed 4 | Error in % 3. MLP 5-11-1 | Error in % 2. MLP 25-8-1 | Error in % 3. MLP 25-7-1 |
|--------------------------|-----------------------|-----------------------|--------------------------|----------------------------|--------------------------|
| Average for the period of 2 January 2014-30 December 2019 | 2.05                  | 1.55                  | 1.93                     | 2.29                       | 2.21                     |
| Average for the period of 2 January 2014-31 October 2019 | 2.04                  | 1.54                  | 1.95                     | 2.24                       | 2.23                     |
| Average for the period of 1 November 2019-30 December 2019 | 2.12                  | 2.25                  | 0.94                     | 5.03                       | 1.51                     |

Source: Own research

In the table, the error is calculated as a share of absolute residual to share price on a given day. It is expressed in percentage. The most interesting value appears to be the error in the period of 1 November 2019-30 December 2019 (that is, in the period of prediction). In this case, the best values are achieved by 3. MLP 5-11-1 (although Smoothed 4 showed the best values during the training period).

The course of the most successful time series, including the residuals, the smoothed time series, and prediction are shown in Figure 9.

![Figure 9. Course of smoothed time series, predictions, and residuals according to 3. MLP 5-11-1](image)

Source: Own research

Based on the discussion of the results, it is possible to formulate answers to the research question as follows:

1. V1: No, artificial neural networks did not show better results of time series smoothing than the conventional methods of time series exponential smoothing (time series was best smoothed by Smoothed 4).
   - The time series used to create all the models was best captured by the Smoothed 4 model.
2. V2: Yes, artificial neural networks are more successful in predicting than the exponential smoothing methods (in this contribution, it was 3. MLP 5-11-1).

- The time series based on which the models were not created (i.e. the period from 1 November 2019 to 30 December 2019) was best predicted by the neural network 3. MLP 5-11-1.

The result is very interesting since the model that showed the best parameters on the detaches from which it was derived did not show the best predictive power. In general, the authors of texts focused on time series make every effort to prove the excellence of their results only on the parameters of time series adjustment. They are based on the fact that if the model can describe the past course of data excellently, it will be able to equally describe the future development of the time series with the same excellence. If the authors of this article had done the same, the Smoothed 4 model would have been used. However, the authors decided to divide the data so that they could verify the predictive power using the data based on which the models were not created. It can thus be concluded that the model with the best ability to smooth the time series may not show the best parameters in predicting its future development. The analogy between the development of the data in the past and their development in the future is not absolute.

The results of this research show that the application of the artificial neural network method for predicting the future development of ČEZ share prices was proved to be a better choice compared to the method of exponential time series adjustment. In all three cases, time series lag, i.e. 1-day, 5-day, and 10-day lag, only MLP neural networks were retained. These networks always found a time series model with high accuracy. These neural networks were also able to always capture the global trend of the time series and at the same time record most of the local extremes in the development of the share price of the monitored company. Although exponentially smoothed time series affect the overall development of ČEZ's share price and are also able to record the vast majority of local extremes, the neural network method shows better values in the overall assessment.

In this context, it can be stated that our results confirmed the findings of Sen & Das (2014b), who, in their study, dealt with a similar topic. They specifically applied the methods of MLP networks to predict the share price of Indian companies operating in information technology. Also, according to Oliveira (2011), the method of artificial neural networks is one of the best prediction methods with a high level of precision in the area of share price predicting. Based on the survey conducted by Chang (2011), it can be stated that in the case of comparison with other methods, neural networks appear to be the most stable technique for predicting the development of share prices.

5. CONCLUSION

Time series smoothing, that is, searching for a model of behavior of specific variables over time, is a very topical issue. Many plans and outlooks need such a model. Nevertheless, it is very important to find a model that is able to describe the reality as precisely as possible. (However, it is necessary to realize that each model is always a certain simplification of reality. This is due to the fact that a model does not consider all factors that can influence the value of the target variable). Tasks where such a model is very needed and useful include determining the value of share prices on the capital markets. Using such a model, a company determines its business as well as the financial strategies (a possibility to attract new investors, etc.). On the other hand, investors hope to appreciate their invested funds and examine whether their expectations will be met. There is a number of methods for predicting share price. Experts use fundamental or psychological methods. In any case, they always use statistical methods for verification and checking. Artificial neural networks have been recently coming to the fore in terms of the frequency of their use. Creating a successful neural structure is a complex problem. However, its use shall be more precise. This refers not only to a
single-use of the network, but also to possible upgrading of such structures over time. It is possible to retrain the network and use its modified form. It is even possible to set the network to retrain itself within a certain time interval to provide up-to-date predictions. However, the assumption is that the neural networks will generate much more accurate prediction than the classical statistical methods. The objective of the contribution was thus to compare the success rate of the neural networks (or selected neural networks) with conventional methods (namely the method of time series exponential smoothing). Although the exponential smoothing method was more successful in terms of time series smoothing, the predictions of the most successful neural network were significantly more accurate.

There has been created a neural network that is able to predict the development of ČEZ share prices and is thus applicable in practice. The neural structure was programmed in C++. Over time (or at a predetermined time interval), the network can be retrained and re-used for predicting the share prices of a given company. The interval can be set to a day (in such a case, it is possible to retrain the network with high accuracy).

It can be assumed that the length of the time series may have some influence on the creation of the model. If the time series is too short, the model does not capture the trend, the seasonality, or both. If the time series is too long, there can also be some inaccuracy. The model considers a part of the time series that factually does not influence anything, but the time series model smooths the time series in its course, which may result in greater inaccuracy. This can be seen as a limitation to this research that has to be dealt with.
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