Robust calibration of a universal single-qubit gate set via robust phase estimation
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I. INTRODUCTION

Not all errors in a quantum computation experiment are created equal. There are actually two broad classes of error, unitary errors, also known as systematic errors, and nonunitary errors, also known as decoherence. Both sets of errors need to be corrected below a certain threshold for scalable quantum computation to take place [1,2]. Correcting systematic errors, such as overrotation or off-resonance errors, is typically regarded as the easier task; because these errors are directly related to the controls available to an experimenter, they can be directly corrected by changing those controls. In this respect systematic errors contrast with decoherence, which is typically less affected by an experimenter’s control software and more influenced by imperfect or nonideal hardware.

However, even though systematic errors are considered the easier of the two to correct, calibrating gates in a quantum computer to reduce systematic errors can still take hours even for modest system sizes and moreover this calibration may have to be repeated every time the quantum computer is switched on [3]. Not only can this process be inefficient in terms of the precision of the estimates with respect to time, but standard techniques for estimating systematic errors often suffer from measurement bias, leading to inaccurate estimates [4].

To characterize systematic errors, quantum process tomography [5] has long been a valuable tool in the experimental toolkit. However, standard techniques [5] require perfect state preparation, perfect measurement, and at least some perfect gates. Especially during the calibration stage of an experiment, it is unreasonable to assume access to such perfect resources and without them, standard process tomography results in a difficult nonlinear estimation problem [6–8] and hence the estimates obtained using this technique are typically inaccurate. Moreover, systematic errors are controlled by a few key parameters, but unless the measurement basis of the tomography procedure is specialized, as, e.g., in [9], the extraction of those few important parameters can require resources that scale exponentially with the size of the system and can be time consuming even for single-qubit processes.

Another promising approach is gate-set tomography (GST) [18,19]. Gate-set tomography makes no assumptions about state preparation, measurement, or processes, while still obtaining accurate estimates. However, GST is even more inefficient than standard tomography since to learn even a single parameter, one must fully characterize a complete gate set along with state preparation and measurement.

We propose a procedure to estimate simultaneously all the systematic errors in a universal single-qubit gate set. This procedure falls in between existing protocols in terms of required resources and assumptions, but is optimal in terms of asymptotic efficiency. Rather than doing full tomography, we extract only parameters that correspond to systematic errors, precisely the errors that the experimentalists can easily correct. We learn those parameters efficiently and nonadaptively; in fact, we are Heisenberg limited. Like GST, we require no perfect resources and, moreover, we do not require any additional gates besides the ones we are characterizing. We also never require more than a single-qubit Hilbert space. In particular, we never need entangled states, like those often employed in interferometric phase estimation procedures [20,21]. Instead, the source of the quantum advantage in our procedure is the exploitation of long
coherence times of the qubit system and our ability to apply a gate multiple times in series. This allows small variations in gates to coherently accumulate into large observables.

Of course, like other Heisenberg-limited studies [22,23], a finite coherence time ultimately limits the estimation accuracy that we can achieve. However, our procedure does retain Heisenberg scaling against state preparation errors and measurement errors. Thus, while a standard parameter estimation scheme (one that repeatedly prepares a state, applies an operation, and then measures) is limited by uncertainty in the measurement operator, our procedure can obtain Heisenberg-limited, arbitrarily precise parameter estimates even with unknown (but not too large) errors in the measurement operator. In this way, our procedure also has some of the character of randomized benchmarking.

In order to achieve these gains in efficiency and accuracy, we lose some of the flexibility of other procedures. Our procedure will fail if errors are larger than some threshold amount. Also, the procedure is most useful when the experimentalist has precise control over the gates and can undo the systematic errors once they are characterized. We hope that a calibration procedure such as the one we describe could be used to quickly tune up gates before more sophisticated procedures such as RBT or GST are employed to characterize nonsystematic (decoherence) errors.

Our main theorem says that it is possible to perform phase estimation in the presence of errors. In particular, we consider additive errors in the measurement probabilities of experiments. This is a fairly straightforward idea, but it turns out that many different effects can be swept into these additive errors. For example, state preparation and measurement errors can be seen as additive errors. We show how to do phase estimation in the presence of these additive errors and extract two parameters of a process, amplitude and off-resonance errors, instead of only learning the phase of a rotation, as is typical. It turns out that while estimating one of the parameters of interest, the effect of the other parameter can be thought of as another additive error. Moreover, when multiple additive errors occur simultaneously, the result is still an additive error, with (worst-case) magnitude equal to the sum of the magnitudes of the individual additive errors. In particular, we modify and improve a nonadaptive phase estimation technique of Higgins et al. [24] to show the following.

**Theorem 1.** Suppose that we can perform two families of experiments, $|0\rangle$ experiments and $|+\rangle$ experiments, indexed by $k \in \mathbb{Z}^+$, whose probabilities of success are, respectively,

$$p_0(A,k) = \frac{1 + \cos(kA)}{2} + \delta_0(k),$$

$$p_+(A,k) = \frac{1 + \sin(kA)}{2} + \delta_+(k).$$

Also assume that performing either of the $k$th experiments takes time proportional to $k$ and that

$$\sup_k |\delta_0(k)||\delta_+(k)| < 1/\sqrt{8}.$$

Then an estimate $\hat{A}$ of $A \in (-\pi, \pi]$ with standard deviation $\sigma(\hat{A})$ can be obtained in time $T = O(1/\sigma(\hat{A}))$ using nonadaptive experiments. On the other hand, if $|\delta_0(k)||\delta_+(k)|$ are less than $1/\sqrt{8}$ for all $k < k^*$, then it is possible to obtain an estimate $\hat{A}$ of $A$ with $\sigma(\hat{A}) = O(1/k^*)$ (with no promise on the scaling of the procedure).

We call the terms $\delta_0(k)$ and $\delta_+(k)$ additive errors. While we can only achieve Heisenberg scaling up to arbitrary precision when the additive errors have magnitude less than $1/\sqrt{8}$ for all $k$, some effects (such as depolarizing errors) cause additive errors that grow with $k$ and so eventually overwhelm the $1/\sqrt{8}$ bound. However, in that case, if $k^*$ is the $k$ at which the errors become too large, our procedure can give an estimate with precision that is $O(1/k^*)$, which is often better than standard procedures, which are limited by uncertainty in state preparation and measurement. More precise bounds on the scaling of standard deviation with time can be found in Sec. V.

The layout of the paper is as follows. In Sec. II we define the notation for single-qubit operations and errors. In Sec. III, we apply Theorem 1 to calibrate systematic errors in a single-qubit gate set and then Sec. IV discusses the robustness of this procedure to sources of error such as imperfect state preparation, measurement noise, and decoherence. In Sec. V we modify and reanalyze the nonadaptive Heisenberg-limited phase estimation procedure of [24] to achieve better scaling and simpler bounds, resulting in the proof of Theorem 1.

II. CHARACTERIZING A UNIVERSAL GATE SET

We consider systematic errors in a universal single-qubit gate set. For the moment, we assume that the implemented gates have systematic errors but no decoherence errors and hence are perfect unitaries. (We relax these assumptions in Sec. IV). Single-qubit unitaries are defined by two parameters: their axis of rotation and their angle of rotation in the Bloch sphere. (See [25] for background on the Bloch sphere).

Two unitary gates are sufficient to create a universal single-qubit gate set. We describe a scheme to characterize a gate set where the two gates are ideally orthogonal. In particular, we consider the case that one gate is a faulty implementation of $Z_{\pi/2}$, a $\pi/2$ rotation about the $Z$ axis of the Bloch sphere, and the other gate is a faulty implementation of $X_{\pi/4}$, a $\pi/4$ rotation about the $X$ axis. We also assume that the experimenter can create an imperfect $|0\rangle$ state, the 1-valued eigenstate of $Z_{\pi/2}$. How good the gates, state preparation, and measurement must be initially for our procedure to work is determined by Theorem 1 and will be made clear in the calibration procedures in Sec. III.

We chose specific rotation angles for our $Z$ and $X$ rotations. This choice is mainly for convenience, since it turns out that access to (i) imperfect versions of the states

$$|0\rangle, \quad |+\rangle = \frac{|0\rangle + |1\rangle}{\sqrt{2}}, \quad |\rightarrow\rangle = \frac{|0\rangle + i|1\rangle}{\sqrt{2}}$$

and to (ii) a $Z_{\pi}$ rotation calibrated to near perfection are sufficient to characterize $Z_{\chi}$ and $X_{\phi}$ for any rotations $\chi$ and $\phi$ using our techniques. Only calibration of $X_{\phi}$ requires the second condition. These two conditions are satisfied given the gate set in the previous paragraph. Indeed, in an experiment where $Z_{\chi}$ and $X_{\phi}$ are available, albeit erroneously, for any $\chi$ and $\phi$, it would perhaps be best to first calibrate $Z_{\pi/2}$ and $X_{\pi/4}$ rotations so that conditions (i) and (ii) are satisfied before calibrating $Z_{\chi}$ and $X_{\phi}$ for arbitrary $\chi$ and $\phi$. 062315-2
We now define our universal gates mathematically. Without loss of generality, we can define the $Z$ axis of the Bloch sphere to be aligned with the axis of rotation of our approximate $Z_{\pi/2}$ gate. This means that our initial state preparation may not be aligned with the $Z$ axis, but our scheme is robust against this type of error. Once the axis of our approximate $Z_{\pi/2}$ gate is fixed to the $Z$ axis, the only free parameter is the angle of rotation. Thus, we can write our approximate $Z_{\pi/2}$ gate as

$$Z_{\pi/2}(\alpha) = \cos\left(\frac{\pi}{4}(1 + \alpha)\right) \mathbb{I} - i \sin\left(\frac{\pi}{4}(1 + \alpha)\right) \mathbb{P}_Z,$$  \hspace{1cm} (2.2)

where $\{\mathbb{P}_X, \mathbb{P}_Y, \mathbb{P}_Z\}$ are the Pauli matrices, $\mathbb{I}$ is the $2 \times 2$ identity matrix, and $\alpha$ is a parameter that quantifies how far the implemented angle of rotation is from $\pi/2$. When $\alpha = 0$, we have implemented a perfect gate.

Likewise, without loss of generality, we define the $X$ axis of the Bloch sphere so that the axis of rotation of our approximate $X_{\pi/4}$ gate lies along the $XZ$ plane of the Bloch sphere. In this case, the approximate $X_{\pi/4}$ gate has two degrees of freedom: the location of the axis of rotation in the $XZ$ plane of the Bloch sphere and its angle of rotation. More precisely, we can write our approximate $X_{\pi/4}$ gate as

$$X_{\pi/4}(\epsilon, \theta) = \cos\left(\frac{\pi}{8}(1 + \epsilon)\right) \mathbb{I} - i \sin\left(\frac{\pi}{8}(1 + \epsilon)\right) \times (\cos(\theta)\mathbb{P}_X + \sin(\theta)\mathbb{P}_Z),$$  \hspace{1cm} (2.3)

where $\theta$ is the angle of the axis of rotation relative to the $X$ axis and $\epsilon$ is a parameter that quantifies how far the implemented angle of rotation is from $\pi/4$. When $\epsilon = \theta = 0$ we have implemented a perfect gate.

Our goal is to estimate $\alpha$, $\theta$, and $\epsilon$, with the expectation that once these systematic errors have been quantified, experimentalists can adjust the controls of the gates to set their values close to 0. If desired, the process can then be repeated: The new values of $\alpha$, $\theta$, and $\epsilon$ can be reestimated and readjusted again.

We will also need notation for a general imperfect $X$ rotation

$$X_\phi(\epsilon, \theta) = \cos\left(\frac{\phi}{2}(1 + \epsilon)\right) \mathbb{I} - i \sin\left(\frac{\phi}{2}(1 + \epsilon)\right) \times (\cos(\theta)\mathbb{P}_X + \sin(\theta)\mathbb{P}_Z),$$  \hspace{1cm} (2.4)

This expression $X_\phi(\epsilon, \theta)$ represents a rotation that is in the $XZ$ plane of the Bloch sphere, which is approximately a rotation by an angle $\phi$. In general, the parameters $\epsilon$ and $\theta$ will depend on $\phi$.

In some cases, we will apply the unitary operations $X_{\pi/4}(\epsilon, \theta)$ and $Z_{\pi/2}(\alpha)$ to mixed states instead of pure states. In this case, we will use cursive letters to represent the completely positive and trace-preserving (CPTP) maps corresponding to these unitaries. That is,

$$\mathcal{X}_{\pi/4}(\epsilon, \theta) = X_{\pi/4}(\epsilon, \theta),$$

$$Z_{\pi/2}(\alpha) = Z_{\pi/2}(\alpha),$$

where the dagger denotes the conjugate transpose.

We use the notation $Z_{\pi/2}(\alpha)\hat{\omega}$ to mean $k$ repeated applications of $Z_{\pi/2}(\alpha)$. Unitaries act right to left, so $Z_{\pi/2}(\alpha)X_{\pi/4}(\epsilon, \theta)$ means apply the $X$ rotation first and then the $Z$ rotation.

### III. SEQUENCES FOR ESTIMATING SYSTEMATIC ERRORS

In this section we describe sequences consisting of unitaries $Z_{\pi/2}(\alpha)$ and $X_{\pi/4}(\epsilon, \theta)$, which can be used to estimate the systematic error parameters $\alpha$, $\epsilon$, and $\theta$. In particular, we would like to obtain observables $p_0(\alpha, k)$, $p_+ (\alpha, k)$, $p_0 (\theta, k)$, $p_+ (\theta, k)$, $p_0 (\epsilon, k)$, and $p_+ (\epsilon, k)$, as described in Theorem 1. By Theorem 1, such observables will allow us to accurately estimate $\alpha$, $\epsilon$, and $\theta$ as long as the additive errors associated with these observables are not too large. We address the problem of initially bounding additive errors in Appendix C.

In this section we assume that we can prepare the states $|0\rangle$, $|+\rangle$, and $|\rightarrow\rangle$ perfectly and that we can measure (perfectly) the probability of being in the state $|0\rangle$ or the probability of being in the state $|+\rangle$. In Sec. IV we introduce state preparation and measurement errors to our protocols.

#### A. Estimating $\alpha$

With the assumption of perfect state preparation and measurement, we can estimate $\alpha$ using standard phase estimation, without having to resort to robust phase estimation. One can verify that

$$\langle + | Z_{\pi/2}(\alpha)^\dagger | + \rangle = \frac{1 + \cos(-k(\pi/2)(1 + \alpha))}{2},$$

$$\langle + | Z_{\pi/2}(\alpha)^\dagger | \rightarrow \rangle = \frac{1 + \sin(-k(\pi/2)(1 + \alpha))}{2}.$$  \hspace{1cm} (3.1)

Comparing with Eqs. (1.1) and (1.2), we see these sequences can be used to estimate $\alpha$. If $N$ is the number of times we apply $Z_{\pi/2}(\alpha)$, by Theorem 1, we can obtain an estimate of $\alpha$ with standard deviation $O(1/N)$. This is what is meant by Heisenberg scaling or Heisenberg limited. ($N$ is the most natural and unambiguous measure of resource consumption for phase estimation; see the Appendix of [24]).

#### B. Estimating $\epsilon$

We next describe the sequences used to estimate $\epsilon$. In this section, for ease of explication later in the paper, we will characterize the general gate $X_\phi(\epsilon, \theta)$, where we can always substitute $\pi/4$ for the variable $\phi$ to obtain the results relevant to $X_{\pi/4}(\epsilon, \theta)$. Let $\phi_\epsilon = \phi(1 + \epsilon)$. Again, a simple calculation shows that

$$\langle 0 | X_\phi(\epsilon, \theta)^\dagger | 0 \rangle = \frac{1 + \cos(k\phi_\epsilon)}{2} + \sin^2\left(\frac{k\phi_\epsilon}{2}\right) \sin^2 \theta,$$

$$\langle 0 | X_\phi(\epsilon, \theta)^\dagger | \rightarrow \rangle = \frac{1 + \sin(k\phi_\epsilon)}{2} - \sin(k\phi_\epsilon) \sin^2 \theta.$$  \hspace{1cm} (3.2)

Comparing with Eq. (1.1), we see this sequence allows us to make a measurements with success probabilities $p_{0/+/\phi_\epsilon, k}$, with $|\delta_0(k)|, |\delta_+(k)| \leq \sin^2\theta$.

By Theorem 1, as long as $|\theta|$ is less than about $36^\circ$ (along with our current assumptions of perfect state preparation and measurement), then we can estimate $\phi_\epsilon$, and hence $\epsilon$ (assuming a constant $\phi$), with standard deviation $O(1/N)$, where $N$ is the total number of times $X_\phi(\epsilon, \theta)$ is used over the course of the
protocol. In Appendix C we show how to independently bound the size of $\theta$, in order to determine if $|\theta|$ is small enough to apply this protocol.

C. Estimating $\theta$

We now discuss sequences to estimate $\theta$. For the moment, we assume that after estimating $\alpha$, we are able to set $\alpha = 0$ exactly. In Sec. IV A we will examine what happens to this protocol when $\alpha$ is not zero.

Consider the rotation

$$U = Z_{\pi/2}(0)X_{\pi/4}(\epsilon, \theta)^{4}Z_{\pi/2}(0)X_{\pi/4}(\epsilon, \theta)^{4}Z_{\pi/2}(0).$$

(3.3)

Then, because any single-qubit unitary can be written as a rotation of some angle $\Phi$ about an axis $\vec{n}$ in the Bloch sphere, we may write

$$U = \cos \left( \frac{\Phi}{2} \right) I - i \sin \left( \frac{\Phi}{2} \right) \vec{n} \cdot (\vec{P}_X, \vec{P}_Y, \vec{P}_Z).$$

(3.4)

By direct expansion, we find that the $Y$ component of $\vec{n}$ is zero and

$$n_X = -\frac{\cos(\theta) \cos(\pi \epsilon / 2)}{\sqrt{1 - \sin^2 \theta \cos^2(\pi \epsilon / 2)}},$$

(3.5)

$$n_Z = \frac{\sin(\pi \epsilon / 2)}{\sqrt{1 - \sin^2 \theta \cos^2(\pi \epsilon / 2)}},$$

(3.6)

$$\sin \left( \frac{\Phi}{2} \right) = 2 \sin(\theta) \cos \left( \frac{\pi \epsilon}{2} \right) \sqrt{1 - \sin^2(\theta) \cos^2(\pi \epsilon / 2)}.$$}

(3.7)

We define the angle $\Theta$ to be such that $\cos(\Theta) = n_X$ and $\sin(\Theta) = n_Z$. Using our notation of Sec. II, we may write $U = X_{\phi}(0, \Theta)$ and hence, using the techniques of Sec. III B, we can obtain a Heisenberg-limited estimate of $\Phi$ as long as $|\Theta|$ is not too large. All that remains is to show that an estimate of $\Theta$ allows us to estimate $\theta$ with similar precision and that $\Theta$ is not too large.

We have

$$|\Theta| = \arcsin |n_Z| = \arcsin \left| \frac{\sin(\pi \epsilon / 2)}{\sqrt{1 - \sin^2 \theta \cos^2(\pi \epsilon / 2)}} \right|,$$

(3.8)

which implies that $\sin^2 \Theta$ scales as $O(\epsilon^2)$. In particular, if $\sin^2 \theta < 1/\sqrt{8}$, as is necessary for estimating $\epsilon$ using the methods of Sec. III B, then $|\epsilon| < 0.341$ is sufficient for estimating $\Phi$. We can independently verify whether $|\epsilon|$ is small enough for the protocol to succeed using the techniques of Appendix C.

We now show that estimating $\Phi$ is sufficient to estimate $\theta$. We have

$$\sin \frac{\Phi}{2} = 2 \sin \theta \cos \frac{\pi \epsilon}{2} \sqrt{1 - \sin^2 \theta \cos^2 \frac{\pi \epsilon}{2}},$$

(3.9)

which can be expanded, assuming small $\theta$, as

$$\sin \frac{\Phi}{2} = 2 \theta \cos \frac{\pi \epsilon}{2} + O(\theta^3).$$

(3.10)

Since $\epsilon$ can be estimated from Sec. III B, we can estimate

$$\theta = \frac{\sin(\Phi/2)}{2 \cos(\pi \epsilon / 2)}.$$}

(3.11)

As long as $\epsilon$ and $\theta$ are not too large, the relationship between $\Phi$ and $\theta$ is very close to linear, so if we know the standard deviation $\sigma(\Phi)$ of $\Phi$, our estimate of $\Phi$, we can obtain the standard deviation of our estimate of $\theta$, $\sigma(\theta)$, as

$$\sigma(\theta) \leq \frac{\sigma(\Phi)}{4 \cos(\pi \epsilon / 2)}.$$}

(3.12)

Since we can estimate $\Phi$ with Heisenberg-limited uncertainty, this means we can estimate $\theta$ with Heisenberg-limited uncertainty.

In the case that the relationship between $\theta$ and $\Phi$ is not close to linear (which can be checked using Eq. (3.9)), then while our technique gives a bound on the variance of our estimate of $\Phi$, because we do not know the form of the distribution of this estimate, we cannot easily bound the variance of our estimate of $\theta$. In this case, we recommend using nonparametric bootstrapping [26], which, at the cost of a constant multiplicative overhead, can be used to estimate the variance of the estimate of $\theta$ obtained from this procedure, without any assumptions on a linear relationship between $\Phi$ and $\theta$. While it is possible that this nonlinearity would keep the estimate of $\theta$ from being Heisenberg limited, as long as the variance of our estimate of $\Phi$ is small, the relationship between $\Phi$ and $\theta$ should be approximately linear and so we expect that we will always be Heisenberg limited in our estimate.

In Sec. II we claimed that our techniques can be applied to characterize $Z_\chi(\alpha)$ and $X_\phi(\epsilon, \theta)$ for arbitrary $\chi$ and $\phi$. Our techniques immediately extend to give estimates of $a$ and $\epsilon$ for these rotations, but it may not be immediately clear how to obtain an estimate of $\theta$ in this case. The procedure is quite straightforward. First, choose a positive integer $q$ such that $q \phi = \pi t$ for an odd integer $t$.1

Construct

$$U_\phi = Z_{\pi/2}(0)X_{\phi}(\epsilon, \theta)^{q}Z_{\pi/2}(0)^{2}X_{\phi}(\epsilon, \theta)^{q}Z_{\pi/2}(0).$$

(3.13)

Using the same procedure as before, we can then estimate $\theta$, assuming that $|t \epsilon|$ is not too large [$|t \epsilon| < 0.341$ is sufficient if $\sin^2(\theta) < 1/\sqrt{8}$].

IV. BOUNDING AND QUANTIFYING OTHER ERRORS

In Sec. III we showed how to construct sequences such that, if states are prepared perfectly, measurements are performed perfectly, and the gates are exactly of the form we assume, then one can estimate $\alpha$, $\epsilon$, and $\theta$ at the Heisenberg limit. In this section we show that these assumptions can be relaxed and examine their effect on our protocol.

We will completely restrict ourselves to a Hilbert space of dimension 2. (So we assume that all states and operators exist and act only on this subspace). Let $P(2)$ be the set of positive

1It may happen such a $q$ is impossible to find (e.g., if $\phi = 2\pi/3$). Such cases occur when $\phi = (a/b)\pi$ for $a/b$ a reduced fraction and $a$ even. However, letting $c = a/2^t$ be the odd integer part of $a$, calibrating a rotation by $\phi' = (c/b)\pi$ is possible and a rotation by $\phi$ can be obtained by doing $2^t$ rotations by $\phi'$. 062315-4
semidefinite operators on the Hilbert space of dimension 2. By $A \geq B$, we mean that $A - B$ is positive semidefinite. Consider a general scenario in which we would like to prepare a state $\rho$, apply a CPTP map $E$ (which might be a sequence of gates), and then measure with the positive-operator-valued measure (POVM) $W = \{W_1, \ldots, W_k\}$. Then the probability of obtaining outcome $i$ is

$$p_i = \text{tr}[W_iE(\rho)].$$

Suppose, however, that instead of preparing the state $\rho$ perfectly, we prepare the faulty state $\rho'$, apply the faulty CPTP map $E'$, and measure using the faulty POVM $W' = \{W'_1, \ldots, W'_k\}$. In this case, the probability of obtaining outcome $i$ is

$$p'_i = \text{tr}[W'_iE'(\rho')].$$

Since we care about additive errors, which are a difference in probability between the desired experiment and the implemented experiment, we would like to bound $|p_i - p'_i|$. Using the triangle inequality, we have

$$|p_i - p'_i| = |\text{tr}[W_iE(\rho)] - \text{tr}[W'_iE'(\rho')]|$$

\[\leq |\text{tr}[W_iE(\rho)] - \text{tr}[W_iE'(\rho')]| + |\text{tr}[W_iE'(\rho')] - \text{tr}[W'_iE'(\rho')]|.

Thus the difference in experimental outcome can be split into separate contributions due to gate error, measurement error, and state preparation error. In particular, measurement error is bounded by

$$\delta_{W, E'} = \max_{\rho \in \mathcal{P}(2)} \max_{\text{tr}(\rho) = 1} |\text{tr}[W_i - W'_i]\rho|,$$

state preparation error is bounded by

$$\delta_{\rho, \rho'} = \max_{W \in \mathcal{P}(2)} \max_{\text{tr}(\rho) = 1} |\text{tr}[W_{\rho} - W'_{\rho'}]|$$

where $\| \cdot \|$ is the trace norm or trace distance (see [25]), and the gate error is bounded by

$$\delta_{E, E'} = \max_{W \in \mathcal{P}(2)} \max_{\text{tr}(\rho) = 1} |\text{tr}[W E(\rho) - W E'(\rho')]|$$

$$= \frac{1}{2} \max_{\rho \in \mathcal{P}(2)} \max_{\text{tr}(\rho) = 1} \|E(\rho) - E'(\rho')\|_1.$$
In fact, in the case of depolarizing errors, because of their simple form, one can do better than simply incorporating them into additive errors. The procedure of Sec. V can be reanalyzed in the presence of depolarizing errors, allowing for more precise bounds. In the interest of conciseness and clarity, we relegate this analysis to later work.

C. State preparation errors and measurement errors

State preparation and measurement (SPAM) errors are handled very well in general by our procedure. This is because SPAM errors contribute a constant additive error \( (δ_{M,M'} + δ_{ρ,ρ'}) \) no matter what gates or operations are applied in between state preparation and measurement. As long as these additive errors are not too large, our protocol works. However, there is a challenge in bounding state preparation errors. Up until this point, we have tried to make as few assumptions as possible. However, without good gates or good measurements, it is very difficult to empirically bound the assumptions as possible. However, without good gates or good measurements, it is very difficult to empirically bound the fiducial state preparation error. Therefore, we do have to make an assumption: We assume that the experimenter has an upper bound on the trace distance between their true state preparation \( ρ_{0|0}\) and the ideal state preparation \( |0⟩⟨0|\). (Once gates have been roughly calibrated, better bounds on this distance can then be obtained). In many experimental setups, the prepared state will be extremely close to the ideal \([27–29]\). We have

\[
δ_{0|0|0,ρ_{fin}} ≥ \frac{1}{2} \| ρ_{0|0} - |0⟩⟨0| \|_1. \tag{4.10}
\]

Now given the initial state \( ρ_{0|0|0} \) and our faulty gates \( Z_{+}/2(α) \) and \( X_{π/4}(ε,θ,α) \), we would like to create states that are close in trace distance to \(|+⟩ ⟩ ⟩ \) and \(|→⟩ ⟩ ⟩ \). We will use the states

\[
\begin{align*}
ρ_{+|+⟩+} &= Z_{π/2}(α)X_{π/4}(ε,θ,α)ρ_{0|0|0}X_{π/4}(ε,θ,α)^\dagger Z_{π/2}(α)^\dagger, \\
ρ_{→|→⟩} &= X_{π/4}(ε,θ,α)^\dagger\rho_{0|0|0}. \tag{4.11}
\end{align*}
\]

Let \( ξ_1 = \max(ε,θ,α) \) and \( ξ_2 = \max(ε,θ) \). Then using the triangle inequality, one can calculate that

\[
\begin{align*}
\frac{1}{2} \| ρ_{+|+⟩+} - |+⟩ ⟨ +| \|_1 &≤ \frac{ξ_1}{2}\left( \frac{π^4}{8}(12 + 4π^2) \right)^{1/4}, \\
&+ δ_{0|0|0,ρ_{fin}} + O(ξ_1^{5/4}), \tag{5.12}
\end{align*}
\]

\[
\begin{align*}
\frac{1}{2} \| ρ_{→|→⟩} - |→⟩ ⟨ →| \|_1 &≤ \frac{ξ_2}{2}\left( \frac{9π^2}{2}θ^2+ε^2 \right)^{1/4}, \\
&+ δ_{0|0|0,ρ_{fin}} + O(ξ_2^{5/4}).
\end{align*}
\]

In other words, we can create approximate state preparations, which induce additive errors of the order of the size of the errors in the gates used to create them, plus the base additive error from incorrect preparation of \(|0⟩⟩\).

Let \( W \) be a measurement operator that is ideally close to \(|0⟩⟨0|\). In Appendix C we show how to bound

\[
δ_{0|0|0,W} = \max_ρ | tr(Wρ) - tr(|0⟩⟨0|ρ) | \tag{4.13}
\]

given access to the state \(|0⟩⟨0|\) and any other state. As usual, if \( ρ_{0|0} \) is used instead of \(|0⟩⟩\), the difference in outcomes will be bounded by \( δ_{0|0|0,ρ_{fin}} \). A rotation similar to what is used in state preparation can be applied to \( W \) to obtain \( W_{+|+⟩+} \) (an operator close to \(|+⟩ ⟨ +|\)) and the additive error for this measurement can be found using the standard triangle inequality strategy we have employed multiple times.

V. NONADAPTIVE HEISENBERG-LIMITED PHASE ESTIMATION

In this section we will prove Theorem 1. First, in Sec. V A, to set up the main ideas, we review, and slightly improve, the proof of Heisenberg scaling without additive errors by Higgins et al. [24]. This is sufficient motivation for our proof in Sec. V B.

A. Heisenberg limit without errors

Our proof of Theorem 1 is based on the nonadaptive phase estimation procedure of Higgins et al. [24], which states the following.

Theorem 2. Say that we can perform two families of experiments, \(|0⟩⟩\) and \(|+⟩⟩\), indexed by \( k ∈ ℤ \), whose probabilities of success are, respectively,

\[
p_0(A,k) = \frac{1 + \cos(kA)}{2}, \tag{5.1}
p_+ (A,k) = \frac{1 + \sin(kA)}{2}. \tag{5.2}
\]

Also assume that performing either of the \( k \)th experiments takes time proportional to \( k \). Then, an estimate \( \hat{A} \) of \( A ∈ (−π,π] \) with standard deviation \( σ(\hat{A}) \) can be obtained in time \( T = O(1/σ(\hat{A})) \) using nonadaptive measurements.

Proof. We reprove Theorem 2 because we use techniques that give improved analytic bounds on the scaling of \( T/σ(\hat{A}) \) compared to [24]. These techniques might additionally be of broader use.

For a given \( k \), let \( \hat{a}_0 \) (\( \hat{a}_+ \)) be the number of successful outcomes of the \( |0⟩⟨+| \) \((|+⟩⟨+|) \) experiments, respectively, if \( M \) samples are taken of each experiment. Then one can obtain an estimate \( \hat{kA} \) for \( kA \) with standard deviation \( σ(\hat{kA}) \):

\[
\hat{kA} = \operatorname{atan2}(\hat{a}_+ - M/2,\hat{a}_0 - M/2) ∈ (−π,π], \tag{5.3}
\]

\[
σ(\hat{kA}) ∝ \frac{1}{\sqrt{M}}.
\]

It is tempting to use this to get an estimate \( \hat{A} = \hat{kA}/k \) for \( A \), apparently with standard deviation

\[
σ(\hat{A}) ∝ \frac{1}{k\sqrt{M}} ∝ \frac{1}{T}, \tag{5.4}
\]

which gives Heisenberg scaling if \( M \) is independent of \( k \). Unfortunately, this estimate is deceptive as it is only correct up to factors of \( 2\pi n / k \), \( n ∈ ℤ \), due to the unknown principle range of \( kA \).

To determine the correct range of \( \hat{kA}/k \) while still retaining Heisenberg scaling, Higgins et al. instead sample distributions with a range of values of \( k \). In particular, they choose \( k \) from \( \{k_1, \ldots , k_N\} \), with \( k_j = 2^{j-1} \). Let \( \hat{A}_j = \hat{kA}/k_j \) be an estimate of \( A \) obtained from setting \( k = k_j \). Then \( \hat{A}_j \) is used to restrict estimates \( \hat{A}_j \) for \( j > 1 \) to the range \( (A_1 - π/2, \hat{A}_1 + π/2) \).

Continuing in this way, we assume \( A_{j+1} ∈ (\hat{A}_j - π/2, \hat{A}_j + π/2) \). (This restriction differs slightly from Higgins et al.,...
in which they assume ĝA,+,1 ∈ (ĝA,−,1, ĊA,−,1 + π/3). This small difference allows us to apply much stronger bounds to the probability of failure at any step.

We immediately see that ĊA,K will only be in the correct principle range conditional on all prior estimates ĊA,j being within ±π/2 of the actual value of A. In other words, the probability

\[ p_{\text{error}}(k_jA) ≡ P\left[ k_j(ĝA) - A ≥ \frac{\pi}{2} \right] > \frac{\pi}{2} \]

(5.5)

must be small for all j, where the average is taken over possible estimates k_j ĊA,j. (We define p_{error}(k_jA) as stated instead of as P[|k_j(ĝA) - A| ≥ π/2] in order to obtain slightly better bounds). Any one such error occurring will lead to an incorrect range of ĊA,K and thus an incorrect estimate of ĊA. As the precise value of p_{error} has a significant impact in evaluating the scaling constant of σ(ĈA), a careful bound on p_{error} is required.

In Lemma 1 in Appendix A, we show that if M_j samples are taken of each of the k_jth |0⟩ and |+⟩ experiments,

\[ p_{\text{max}}(M_j) ≡ \frac{1}{\sqrt{2\pi M_j}} > p_{\text{error}}(k_jA). \]

(5.6)

This is a stronger bound than what appears in the work of Higgins et al., which is derived from Hoeffding’s bound. This stronger bound in turn allows us to obtain a better analytic bound on the variance of our final estimate.

To calculate the variance of our estimate, we note that if no errors occur in our principal range estimates for all k_j < k_h, then the maximum error in our estimate is

\[ ξ(h) = \frac{2\pi}{2h}. \]

(5.7)

Furthermore, even if we have no errors in our principal range estimates, our final estimate can still differ from the true value by at most

\[ ξ(K) = \frac{2\pi}{2^{K+1}}. \]

(5.8)

Thus, we can bound the variance of our estimate ĊA of A with

\[ σ^2(ĈA) \leq [1 - p_{\text{error}}(k_hA)]E[ĈA(ĈA)]^2 \]

(5.9)

\[ + \sum_{j=1}^{K} \xi(j)^2 p_{\text{error}}(k_jA) \prod_{i=1}^{j-1} [1 - p_{\text{error}}(k_iA)] \]

\[ \leq [1 - p_{\text{max}}(M_K)]E[ĈA]^2 + \sum_{j=1}^{K} \xi(j)^2 p_{\text{max}}(M_j). \]

Note that the first term is a variance contribution from the event of no errors whereas the second term is the contribution in the event where errors arise.

We assume that running the k_jth |0⟩ or |+⟩ experiment takes time k_j. Then the total time required for our estimate is

\[ T = 2 \sum_{j=1}^{K} 2^{j-1} M_j. \]

(5.10)

As in [24], setting σ_M(σ^2(ĈA)T^2) = 0, we find that Heisenberg scaling can be attained by setting

\[ M_j = α(K - j) + β \]

(5.11)

for α, β ∈ Z^+. The sum in Eq. (5.9) can be performed by making the replacement p_{max}(M_j) ≤ \frac{1}{\sqrt{2\pi M_j}}. One finds that α > 2 is necessary to prevent the sum from growing faster than \( \sim 4^{-K} \), which results in poorer-than-Heisenberg scaling. We obtain

\[ σ^2(ĈA) ≤ \frac{π^2}{4K} \left[ 1 + p_{\text{max}}(β) \left( 3 + \frac{16}{2^α - 4} \right) \right], \]

\[ T < 2^{K+1}(α + β), \]

(5.12)

\[ σ(ĈA)T ≤ 2π(α + β) \sqrt{1 + p_{\text{max}}(β) \left( 3 + \frac{16}{2^α - 4} \right)}, \]

which holds for all K > 0.

As in [24], setting σ_M(σ^2(ĈA)T^2) = 0, we find that Heisenberg scaling can be attained by setting

\[ M_j = α(K - j) + β \]

(5.11)

for α, β ∈ Z^+. The sum in Eq. (5.9) can be performed by making the replacement p_{max}(M_j) ≤ \frac{1}{\sqrt{2\pi M_j}}. One finds that α > 2 is necessary to prevent the sum from growing faster than \( \sim 4^{-K} \), which results in poorer-than-Heisenberg scaling. We obtain

\[ σ^2(ĈA) ≤ \frac{π^2}{4K} \left[ 1 + p_{\text{max}}(β) \left( 3 + \frac{16}{2^α - 4} \right) \right], \]

\[ T < 2^{K+1}(α + β), \]

(5.12)

\[ σ(ĈA)T ≤ 2π(α + β) \sqrt{1 + p_{\text{max}}(β) \left( 3 + \frac{16}{2^α - 4} \right)}, \]

which holds for all K > 0.

Thus Heisenberg scaling can be obtained for any α > 2 and β > 0. Optimizing Eq. (5.12) over the integers gives σ(ĈA)T < 12.4π at α = 3 and β = 1. Better bounds of σ(ĈA)T < 10.7π can be attained at α = 5/2 and β = 1/2, where fractional values of M_j mean one rounds up to the nearest integer value and performs that many experiments.

This improved bound also uses a more sophisticated analysis of Eq. (5.9), in which we pull out the last j = K, K−1, ..., K−z terms from the sum in Eq. (5.9) and use p_{max}(M_j) ≤ \frac{1}{\sqrt{2\pi M_j}} for values of j < K−z to transform the remainder into a geometric sum. These analytic bounds are significant practical improvements over those in [24], where σ(ĈA)T < 54π at α = 8 in 2 and β = 23/2.

We compare our result to the scaling of various other phase estimation procedures (including maximum likelihood and procedures using entanglement) in Appendix B. While the improved analysis of this section gives us better analytic scaling than was previously known for nonadaptive phase estimation, our main motivation is to obtain better results in the presence of additive errors. The present analysis allows us to include much larger additive errors than would have been possible previously.

### B. Including additive errors

We now prove Theorem 1.

**Proof.** We now consider the case that the success probabilities of our experiments differ from the ideal probabilities by constant factors δ_0(k_j) and δ_(+)(k_j) as

\[ p_0(A, k_j) = \frac{1 + \cos k_j A}{2} + δ_0(k_j), \]

\[ p_+(A, k_j) = \frac{1 + \sin k_j A}{2} + δ_+(k_j). \]

(5.13)

(5.14)

Let

\[ δ_j = \max(|δ_0(k_j)|, |δ_(+)(k_j)|). \]

(5.15)

Suppose we use exactly the same procedure to estimate A as in the case of no additive errors. Then in Lemma 2 in Appendix A we show that now

\[ p_{\text{max}}(M_j, δ_j) \equiv \frac{1}{\sqrt{2\pi(1 - \sqrt{8δ_j})}} \left[ 1 - (1/2)(1 - \sqrt{8δ_j})^2 \right]^{M_j} \]

(5.16)

\[ > p_{\text{error}}(k_jA), \]

where p_{error}(k_jA) is defined in Eq. (5.5).
Now consider replacing \( M_j \) by \( F(\delta_j, M_j) \times M_j \), where \( F(\delta_j, M_j) \) is
\[
F(\delta_j, M_j) = \frac{\log[(1/2)(1 - \sqrt{\delta_j^2})^{1/M_j}]}{\log[1 - (1/2)(1 - \sqrt{\delta_j^2})^2]}.
\]
(5.17)
Then as long as \( \delta_j < 1/\sqrt{8} \approx 0.354 \) we have
\[
p_{\text{max}}(F(\delta_j, M_j)M_j, \delta_j) \leq \frac{1}{2}\pi M_j^2 \sqrt{\delta_j}.
\]
(5.18)
This bound is the same as \( \text{Eq. (5.6)} \). This means that by increasing the number of samples of the \( j \)th experiment by a factor \( F(\delta_j, M_j) \), we can get the same error bounds as if there were no additive errors \( \delta_0(k_j) \) and \( \delta_+(k_j) \).

Suppose there is some smallest \( h \) such that \( \delta_h \geq 1/\sqrt{8} \). In this case, no matter how many times we repeat the experiments, no matter how many samples we take, \( p_{\text{error}}(h) \) will not be bounded. However, we can still use the procedure of the previous section to obtain an estimate of \( \hat{A} \) with variance proportional to \( 4^{-\delta^{h-1}} \), by using \( F(\delta_j, M_j)M_j \) samples for each \( j \leq h - 1 \), proving the second part of Theorem 1.

Furthermore, if
\[
\sup_{j} \delta_j = 1/\sqrt{8}, \quad \text{but max } \delta_j \neq 1/\sqrt{8}, \quad (5.19)
\]
then we can always increase the number of samples taken of each experiment in order to counteract the effect of additive errors. This means that we can obtain arbitrarily accurate estimates. However, the size of the required \( F(\delta_j, M_j) \) blows up, so we will no longer have Heisenberg scaling.

However, if \( \sup_j \delta_j < 1/\sqrt{8} \), then for all \( j \) we have
\[
\delta_j < 1/\sqrt{8} - \epsilon \equiv \delta' \quad (5.20)
\]
for some constant \( \epsilon \). Then if we take \( F_j M_j \) samples of the \( j \)th iteration, where
\[
F_j = \frac{\log[(1/2)(1 - \sqrt{\delta'}^2)^{1/M_j}]}{\log[1 - (1/2)(1 - \sqrt{\delta'}^2)^2]},
\]
(5.21)
we can attain the correct bounds on \( p_{\text{error}} \). If we set \( M_j = \alpha(K - j) + \beta \) as before, \( M_j \) is a monotonically decreasing sequence in \( j \), so \( F_j \) is a monotonically increasing sequence.

Thus, we have \( F_j \leq F_K \) for all \( j = 1, 2, \ldots, K \).

If for each \( M_j \) we replace \( M_j \) by \( F_j M_j \), we have increased the total time required by the procedure by at most a constant factor \( F_K \) and obtained at least as good a \( p_{\text{error}} \) at each step as in the case without any errors \( \delta_0(k_j) \) or \( \delta_+(k_j) \). Thus we can obtain Heisenberg scaling, where \( T(\epsilon A) \) increases by the constant \( F_K \) compared to the case without additive errors \( \delta_0(k_j) \) or \( \delta_+(k_j) \). This completes the proof of Theorem 1. \( \blacksquare \)

VI. CONCLUSIONS AND OPEN PROBLEMS

There are many ways to extend and refine the ideas of this paper. In particular, while the techniques described here seem to apply broadly for single-qubit operations, it would be both interesting theoretically and of great practical use if these procedures could be extended to multiqubit operations.

Additionally, there is much room for improvement in terms of error analysis. In this work we have suggested treating depolarizing or amplitude damping noise as contributing to additive errors. However, this is essentially a worst-case scenario, in which every process adversarially drives one away from the desired state by as much as possible. In reality, we would expect the repeated applications of the gate to have a twirling effect, thus mitigating, or at least averaging, the effect of noise, as in randomized benchmarking [10]. In addition, it would be of practical relevance to analyze the case where \( \theta_A \) and \( \epsilon_A \) are not fixed, but shift over time.

Finally, at least on the surface, our procedure has many similarities to randomized benchmarking: Both procedures are (more or less) robust to SPAM errors and involve applying increasingly lengthy sequences of operations. These similarities draw the following question: Is there an explicit connection between phase estimation and randomized benchmarking?
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APPENDIX A: BOUNDS ON \( p_{\text{error}} \)

In this section we bound the probability of making an error at any step during our estimation procedure. An error occurs at the \( j \)th iteration if
\[
(k_j(\hat{A}_j - A) \geq \frac{\pi}{2}) \sqrt{\left(k_j(\hat{A}_j - A) < -\frac{\pi}{2}\right)}, \quad (A1)
\]
In the below analysis, we replace \( k_j \hat{A} \) with the variable \( \varphi \) and \( k_j A \) with \( \varphi' \). In Lemma 1 we consider the case without additive errors \( \delta_0(k_j) \) and \( \delta_+(k_j) \) and in Lemma 2 we include these errors.

Lemma 1. For \( \varphi \in (-\pi, \pi] \) let
\[
p_0 = \frac{1 + \cos(\varphi)}{2}, \quad (A2)
\]
\[
p_+ = \frac{1 + \sin(\varphi)}{2} \quad (A3)
\]
and let \( \hat{a}_0 \) (respectively \( \hat{a}_+ \)) be drawn from the binomial distribution \( B(M, p_0) \) (resp. \( B(M, p_+) \)). Let
\[
\hat{\varphi} = \arctan2\left(\frac{2}{M} \hat{a}_+ - 1, \frac{2}{M} \hat{a}_0 - 1\right) \quad (A4)
\]
be an estimate for \( \varphi \) (and if \( a_0 = a_+ = M/2 \), then \( \hat{\varphi} \) is chosen uniformly at random from \((-\pi, \pi]) \).

Then
\[
p_{\text{error}}(\varphi) < \frac{1}{2\pi M 2^M}, \quad (A5)
\]
where
\[
p_{\text{error}}(\varphi) \equiv P[|\hat{\varphi} - \varphi| \geq \pi/2/ \sqrt{\left(|\hat{\varphi} - \varphi| < -\pi/2\right)}, \quad (A6)
\]
and the probability is taken over the possible outcomes \( \hat{a}_0 \) and \( \hat{a}_+ \).

Proof. While Hoeffding’s inequality gives a loose bound on \( p_{\text{error}}(\varphi) \), we will use a geometric interpretation to obtain a stronger and asymptotically exact result. In particular, we can extract an estimate \( \hat{\varphi} \) for \( \varphi \) graphically by plotting the value of \( \hat{a}_0 \) and \( \hat{a}_+ \) on orthogonal axes, as shown in Fig. I(a).
Before we take advantage of this geometric interpretation, we first will show that \( p_{\text{error}}(\psi) \) is largest when \( \psi = \pi/4 \) and thus we need only analyze \( p_{\text{error}}(\pi/4) \). We introduce the substitutions \( \hat{y} = \frac{1}{M} \hat{a}_+ - 1 \) and \( \hat{x} = \frac{2}{M} \hat{a}_0 - 1 \) and consider the inner product

\[
\hat{r} = (\hat{x}, \hat{y}) \cdot (\cos \varphi, \sin \varphi).
\]

Note that \( p_{\text{error}}(\psi) \) corresponds to the probability that \( \hat{r} \) is less than 0 (with some small correction because of one-sided error). In the limit of very large \( M \), \( \hat{r} \) becomes a weighted sum of two independent normal distributions and is hence a normal distribution itself. As normal distributions are completely characterized by their mean and variance, in this limit, \( p_{\text{error}}(\psi) \) depends only on the mean and variance of \( \hat{r} \). In particular, \( p_{\text{error}}(\psi) \) will be largest when the mean of this distribution is smallest and the variance is largest.

Using the well-known properties of binomial distributions and properties of sums of independent distributions, we have

\[
E[\hat{r}] = 1, \quad \text{Var}[\hat{r}] = \frac{1}{2M} \sin^2(2\varphi).
\]

Thus the variance of \( \hat{r} \) and hence the probability of error is largest when \( \varphi = \pi/4 + q\pi/2 \) for any integer \( q \). When \( M \) is not large, we verify (see Fig. 2) that \( p_{\text{error}}(\psi) \) is indeed largest at \( \varphi = \pi/4 \).

This leads to a drastic simplification: We need only bound \( p_{\text{error}}(\pi/4) \). (\( p_{\text{error}}(\psi) \) for \( \varphi = \pi/4 + q\pi/2 \) is the same as \( \varphi = \pi/4 \) by symmetry.) This corresponds to \( \psi \) lying along the orange line in Fig. 1(b). Then an error occurs when values of \( \hat{a}_0 \) and \( \hat{a}_+ \) correspond to the red square markers in Fig. 1(b). Thus, to bound \( p_{\text{error}}(\pi/4) \), we calculate the probability of ending up at any one of the red markers. We do this by summing over the cases where \( \hat{a}_0 + \hat{a}_+ \) is constant and no greater than \( M \), corresponding to the dashed green lines in Fig. 1(b).

For \( \varphi = \pi/4 \) we have \( p_0 = p_+ = p = (2 + \sqrt{2})/4 \) and the probability of finding \( \hat{a}_0 = a_0 \) and \( \hat{a}_+ = a_+ \) is

\[
P[\hat{a}_0, \hat{a}_+] = \left( \frac{M}{a_0} \right) \left( \frac{M}{a_+} \right) \left( \frac{p}{1-p} \right)^{a_0 + a_+} (1-p)^{2M}.
\]

The probability of lying on a line \( \hat{a}_0 + \hat{a}_+ = b \) is

\[
P_{\text{diag}}(b) = \sum_{a_0=0}^{M} P[a_0, b-a_0] = \left( \frac{2M}{b} \right) \left( \frac{p}{1-p} \right)^b (1-p)^{2M}.
\]

Summing over the lines of constant \( a_0 + a_+ \) up to \( M - 1 \) and including half of the line \( a_0 + a_+ = M \), we have

\[
p_{\text{error}}(\pi/4) = \sum_{b=0}^{M} P_{\text{diag}}(b) \quad \frac{1}{2} P_{\text{diag}}(M)
\]

\[
\begin{align*}
= & \left[ p(1-p) \right]^{M/2} \left( \frac{2M)!}{(M)!} \right] \left[ H\left( M, \frac{1-p}{p} \right) - \frac{1}{2} \right] \\
= & \left( \frac{2M)!}{8^M(M!)^2} \right] \left[ H\left( \frac{M}{2}, \frac{2-\sqrt{2}}{2+\sqrt{2}} \right) - \frac{1}{2} \right],
\end{align*}
\]

![FIG. 2. (Color online) Exact probability of error as a function of \( \varphi \) by enumeration over all possible outcomes \( \hat{a}_0 \) and \( \hat{a}_+ \) that lead to errors in \( \hat{\varphi} \) defined in Eq. (A6). Different lines correspond to the labeled number of repeats \( M = 1, 2, \ldots \) from the top. Observe that the maximum occurs at \( \varphi = \pi/4 \) for all \( M \).](image-url)
where
\[ H(M, z) = \sum_{x=0}^{M} \frac{(M!)^2 z^x}{(M-x)! (M+x)!}. \] (A12)

As the \( x = 0 \) term is 1 and the ratio of successive terms in \( H(M, z) \) is
\[ \frac{M-x}{1+M+x} < z, \] (A13)
we can bound this sum with a geometric series
\[ H(M, z) < \sum_{x=0}^{M} z^x < \frac{1}{1-z}. \] (A14)

Using Stirling’s approximation \( n! \sim \sqrt{2\pi n} (n/e)^n \) and noting that the fractional error of the approximation decreases monotonically with \( n \), we obtain the remarkably simple bound
\[ p_{\text{error}}(\varphi) < \frac{1}{\sqrt{2\pi M^2}} e^{-\frac{M}{2}}, \] (A15)
which is tight in the limit \( M \to \infty \).

We now include additive errors in the analysis.

**Lemma 2.** For \( \varphi \in (-\pi, \pi] \) and \( \delta_0, \delta_+ \) such that \( |\delta_0|, |\delta_+| \leq \delta < 1/\sqrt{8} \), let
\[ p_0 = \frac{1 + \cos(\varphi)}{2} + \delta_0, \] (A16)
\[ p_+ = \frac{1 + \sin(\varphi)}{2} + \delta_+ \] (A17)
and let \( \hat{a}_0, \hat{a}_+ \) be drawn from the binomial distribution \( B(M, p_0) \) \( B(M, p_+) \). Let
\[ \hat{\varphi} = \text{atan2} \left( \frac{2}{M} \hat{a}_+ - \frac{1}{M} \frac{2}{M} \hat{a}_0 - 1 \right) \] (A18)
be an estimate for \( \varphi \) (and if \( a_0 = a_+ = M/2 \), then \( \hat{\varphi} \) is chosen uniformly at random from \( (-\pi, \pi] \)). Then
\[ p_{\text{error}}(\varphi, \delta_+, \delta_-) < \frac{e}{2\pi} \frac{1}{1 - \sqrt{8\delta}} \frac{1 - (1/2) (1 - \sqrt{8\delta})^2}{\sqrt{M}}. \] (A19)

where
\[ p_{\text{error}}(\varphi, \delta_+, \delta_-) \equiv P \left[ (\hat{\varphi} - \varphi \geq \pi/2) \vee (\hat{\varphi} - \varphi < -\pi/2) \right]. \] (A20)

and the probability is taken over the possible outcomes \( \hat{a}_0 \) and \( \hat{a}_+ \).

**Proof.** This proof will be similar to the proof of Lemma 1, so we will omit some of the details if they parallel the previous result. As done in Lemma 1, we introduce the substitutions \( \delta = \frac{\sqrt{2}}{M} \delta_0 - 1 \) and \( \hat{\delta} = \frac{\sqrt{2}}{M} \delta_+ - 1 \) and consider
\[ \hat{\varphi} = (\hat{\delta}, \hat{\delta}) \cdot (\cos \varphi, \sin \varphi). \] (A21)
We find in this case that in the limit of large \( M \),
\[ E[\hat{\varphi}] = 1 + 2(\delta_0 \cos \varphi + \delta_+ \sin \varphi), \]
\[ \text{Var}[\hat{\varphi}] = \frac{1 - (\cos(\varphi(2\delta_0 + \cos \varphi)) - (\sin(\varphi(2\delta_+ + \sin \varphi)))^2}{M}. \] (A22)

As explained in the proof of Lemma 1, \( p_{\text{error}} \) is maximized when we simultaneously minimize \( \hat{\varphi} \)'s expectation and maximize its variance. Using \( |\delta_0|, |\delta_+| \leq \delta \), we have
\[ E[\hat{\varphi}] > 1 + \sqrt{8\delta} \cos \left( \varphi - s \right), \]
\[ \text{Var}[\hat{\varphi}] \leq \frac{1}{M} \left[ 1 - \cos^2 \left( 2\delta + \sqrt{2} \cos s \cos \varphi \right) \right] \]
\[- \sin^2 \left( 2\delta + \sqrt{2} \sin s \sin \varphi \right) \], (A23)
where \( s = \pi \left( \frac{1}{2} + \frac{1}{4} \right) \), \( j = 0, 1, 2, 3 \), is used to represent the signs of \( \delta_0 \) and \( \delta_+ \). Thus, the worst-case bounds
\[ E[\hat{\varphi}] > 1 - \sqrt{8\delta}, \]
\[ \text{Var}[\hat{\varphi}] \leq \frac{1}{M} \left[ 1 - \left( \frac{1}{\sqrt{2}} - 2\delta \right)^2 \right] \] (A24)
are obtained when \( \delta_0 = \delta_+ = -\delta \) (corresponding to \( s = \pi + \pi/4 \)) and \( \varphi = \pi/4 \), leading to \( p_0 = p_+ \equiv p = (2 + \sqrt{2})/4 - \delta \). We thus have \( p_{\text{error}}(\varphi, \delta_+, \delta_-) \leq p_{\text{error}}(\pi/4, -\delta, -\delta) \).

The bound on \( p_{\text{error}}(\pi/4, -\delta, -\delta) \) is then obtained by a calculation identical to the proof of Lemma 1 from Eq. (A9) onward, except with \( p = (2 + \sqrt{2})/4 - \delta \). We obtain
\[ p_{\text{error}}(\pi/4, -\delta, -\delta) = \frac{(2M)!}{4^M (M!)^2} \left[ 1 - \frac{1}{2} (1 - \sqrt{8\delta})^2 \right]^M \times \left[ H \left( M, 2 - \sqrt{2} + 4\delta \right) - \frac{1}{2} \right] < \frac{1}{\sqrt{2\pi}} \frac{1}{1 - \sqrt{8\delta}} \frac{1 - (1/2) (1 - \sqrt{8\delta})^2}{\sqrt{M}}. \] (A25)

Observe that Eq. (A15) is recovered in the absence of additive errors (i.e., when \( \delta = 0 \)).

**APPENDIX B: SCALING OF PHASE ESTIMATION PROCEDURES**

In Sec. VA we gave an analytic bound on the scaling of our Heisenberg-limited phase estimation technique. Optimizing Eq. (5.9) gave \( \sigma(\hat{A}) T < 10.7\pi \).

This upper bound on the Heisenberg scaling constant should of course be compared to lower bounds. A number of lower bounds are commonly cited in the literature, depending on the specification of allowed resources. The best possible bound is \( \sigma(\hat{A}) T \geq 1 \) [30], often used in the atomic clock community [31]. The resources required are similar to those used for our scheme, except that there is no iteration from \( j = 1, \ldots, K - 1 \), so only the largest \( K \) experiment is used. However, achieving this bound is only possible when the principle range of \( A \) is known, a reasonable assumption when tracking well-characterized frequencies, but not when \( A \) is completely unknown.

The next largest bound on the scaling is \( \sigma(\hat{A}) T \geq \pi \) [32], which is achievable using quantum phase estimation. Unlike the above case, \( A \) can be completely unknown initially. However, this scheme requires the resource of entanglement between different experimental runs with multiquubit gates,
or nonlocal measurements [33]. Such requirements are technically demanding, which motivates entanglement-free schemes. Reasonable lower bounds for the entanglement-free scenario can be derived, but proving whether they are achievable remains an open question. For each experiment at some \( k_i \) (with \( k_i \) as in Sec. V), the amount of information we obtain about \( A \) can be quantified by the Fisher information

\[
I(A,k_i) = E \left( \left( \frac{d \ln p(A,k_i)}{dA} \right)^2 \right) = k_i^2, \tag{B1}
\]

where expectation over success and failure is taken. As the \( 2M_f \) repetitions of the experiment are independent, the total information obtained over all values of \( k \) is \( I = \sum_{j=1}^{k} I(A,k_j)2M_j \). In the large-\( K \) limit, \( I = \frac{K}{2}4K(3\beta + \alpha) \). Using the Cramér-Rao inequality [34] then bounds the variance of \( \hat{A} \) obtained via any unbiased estimator, such as maximum-likelihood estimation, by \( \sigma^2(\hat{A}) \geq F^{-1} \). Thus we obtain

\[
\sigma(\hat{A})T \geq (\alpha + \beta) \sqrt{\frac{18}{\alpha + 3\beta}}. \tag{B2}
\]

At the settings of \( \alpha = 5/2 \) and \( \beta = 1/2 \), we obtain \( \sigma(\hat{A})T \geq 2.0\pi r \), which is about five times smaller than that obtained through Eq. (5.9).

While maximum likelihood is a reasonable approach for standard phase estimation, once additive errors are included, we no longer have an unbiased estimator, so in this setting it is unfair to compare our bound to that of the Cramér-Rao bound. Once additive errors are included, we do not have an appropriate lower bound on the scaling.

**APPENDIX C: INITIAL BOUNDING TECHNIQUES**

Our single-qubit calibration procedure works only when the errors are below a certain initial size. Here we show how the initial size of these errors can be bounded by conducting the appropriate experiments.

### 1. Bounding \( \epsilon \) and \( \theta \)

In Sec. III B we showed that we can estimate \( \epsilon \) and \( \theta \) at the Heisenberg limit as long as \( \epsilon^2 \) and \( \theta^2 \) are not too large. Here we give a procedure to bound the initial size of \( \epsilon \) and \( \theta \).

Let

\[
q_0 = |\langle 0|X_\pi A|\epsilon, \theta \rangle^4|0\rangle|^2. \tag{C1}
\]

By direct calculation, we have

\[
q_0 = \sin^2(\theta) + \cos^2(\theta) \sin^2 \left( \frac{1}{2}\pi \epsilon \right). \tag{C2}
\]

The maximum value \( \theta \) can attain is found by setting \( \epsilon = 0 \). This gives us

\[
|\theta| \leq \arcsin \sqrt{q_0}. \tag{C3}
\]

Likewise, the maximum value \( \epsilon \) can attain is found by setting \( \theta = 0 \). This gives us

\[
|\epsilon| \leq \frac{2 \arcsin \sqrt{q_0}}{t\pi}. \tag{C4}
\]

Now we just need to bound \( q_0 \). Using Hoeffding’s bound, if we make \( V \) observations of \( q_0 \), we can obtain an estimate \( \hat{q}_0 \) for \( q_0 \) such that

\[
P(\hat{q}_0 < q_0 + \mu) > 1 - \exp(-2V\mu^2). \tag{C5}
\]

Thus we have

\[
|\theta| \leq \arcsin \sqrt{q_0 + \mu}, \tag{C6}
\]

with probability \( 1 - \exp(-2V\mu^2) \).

### 2. Bounding measurement error

In this section we show how to bound \( \delta_{0|0|W} \) of Eq. (4.13), given access to \( W \), the faulty measurement operator, and the ability to prepare the states \( |0\rangle |0\rangle \) and \( \varphi \) where \( \varphi \) is ideally close to \( |1\rangle |1\rangle \). Consider the following measurements:

\[
G_0 = \text{tr}(W|0\rangle |0\rangle), \quad G_1 = \text{tr}(W|\varphi\rangle |\varphi\rangle). \tag{C7}
\]

Suppose \( V \) observations are made of each variable \( G_0 \) and \( G_1 \), producing estimates \( \hat{G}_0 \) and \( \hat{G}_1 \) of the respective variables. Then using Hoeffding’s bound, we have that

\[
P(G_0 > \hat{G}_0 - \mu) > 1 - \exp(-2V\mu^2), \quad P(G_1 < \hat{G}_1 + \mu) > 1 - \exp(-2V\mu^2). \tag{C8}
\]

We will show that if

\[
G_0 > \hat{G}_0 - \mu \equiv \hat{G}_0^+, \quad G_1 < \hat{G}_1 + \mu \equiv \hat{G}_1^+, \tag{C9}
\]

then

\[
\delta_W \leq \Delta_1 + \sqrt{\Delta_1^2 + \Delta_2^2}/2, \tag{C10}
\]

where

\[
\Delta_1 = \frac{(\hat{G}_0^+)^2 - (\hat{G}_1^+)^2 - 3\hat{G}_0^+ - 2\hat{G}_0^2 \hat{G}_1^+ - \hat{G}_1^+ + 2}{2(\hat{G}_0^+ - \hat{G}_1^+)} \tag{C11}
\]

By the union bound, we have

\[
P(\delta_W \leq \Delta_1 + \sqrt{\Delta_1^2 + \Delta_2^2}/2) \geq 1 - 2\exp(-2V\mu^2). \tag{C12}
\]

One can verify that if \( \hat{G}_0 \approx 1, \hat{G}_1 \approx 0, \) and \( \mu \ll 1 \), then \( \Delta_1 \) and \( \Delta_2 \) are small and hence \( \delta_W \) is small.

Since Pauli operators are an orthonormal basis for Hermitian operators, we can write

\[
W = \sum_{i=0}^{3} m_i P_i \tag{C13}
\]

\[
\varphi = \frac{1}{2} \left( P_0 + \sum_{i=1}^{3} r_i P_i \right),
\]

where \( P_0 = \mathbb{I}, P_1 = \mathbb{P}_x, P_2 = \mathbb{P}_y, \) and \( P_3 = \mathbb{P}_z \). Additionally, \( W \) and \( \varphi \) must be positive semidefinite and \( 0 \leq \text{tr}(W\rho) \leq 1 \) for all \( \rho \).
Using Eqs. (C9) and (C13), we have
\[
1 \geq m_0 + m_1 > \hat{G}_0^-.
\]
\[
0 \leq \sum_{i=0}^{3} m_i r_i < \hat{G}_1^+.
\]
We will use Eq. (C14) to upper bound the size of \( m_1 \) and \( m_2 \). The eigenvalues of \( W \) must lie in the range \([0,1]\). Explicitly evaluating the eigenvalues of \( W \) and requiring that they are in this range gives
\[
0 \leq m_1^2 + m_2^2 \leq (1 - m_0)^2 - m_1^2.
\]
Using Eq. (C14), we have
\[
1 - m_0 \geq m_3 > \hat{G}_0^- - m_0.
\]
Thus we can write
\[
m_3 = f - m_0
\]
for some \( \hat{G}_0^- < f \leq 1 \). Plugging Eq. (C18) into Eq. (C16) and taking the derivative with respect to \( m_0 \), we find
\[
0 \leq m_1^2 + m_2^2 \leq (1 - f)^2.
\]
Since \( \hat{G}_0^- < f \leq 1 \), we finally have
\[
0 \leq m_1^2 + m_2^2 \leq (1 - \hat{G}_0^-)^2,
\]
so
\[
|m_1|,|m_2| \leq 1 - \hat{G}_0^-.
\]
Using Eq. (C14) and that \( 1 - r_3 > 0 \), we have
\[
m_3 > \frac{\hat{G}_0^- - m_0 - m_3 r_3}{1 - r_3}
\]
\[
> \frac{\hat{G}_0^- - \hat{G}_1^- - (1 - \hat{G}_0^-)(|r_1| + |r_2|)}{1 - r_3},
\]
where in the second line we have used Eq. (C21). Assuming \( \hat{G}_0^- \approx 1 \) and \( \hat{G}_1^- \approx 0 \), the numerator of Eq. (C22) will be positive. Using the positive semidefinite constraint on \( \varrho \), we have
\[
r_3 > -\sqrt{1 - r_1^2 - r_2^2},
\]
so
\[
m_3 > \frac{\hat{G}_0^- - \hat{G}_1^- - (1 - \hat{G}_0^-)(|r_1| + |r_2|)}{1 + \sqrt{1 - r_1^2 - r_2^2}}.
\]
We always want to choose \( r_1 = r_2 \). If \( r_1 \neq r_2 \), we can replace \( r_1 \) and \( r_2 \) by their average, thereby preserving the numerator while increasing the denominator. Thus
\[
m_3 > \frac{\hat{G}_0^- - \hat{G}_1^- - 2(1 - \hat{G}_0^-)|r_1|}{1 + \sqrt{1 - 2r_1^2}}.
\]
We now minimize the right-hand side of Eq. (C23) with respect to \( r_1 \) (assuming we are in a regime where \( \hat{G}_0^- \approx 1 \) and \( \hat{G}_1^- \approx 0 \)), giving
\[
m_3 > \frac{2 - (2 - \hat{G}_0^-)^2 - \hat{G}_1^- (2\hat{G}_0^- - \hat{G}_1^-)}{2(\hat{G}_0^- - \hat{G}_1^-)}.
\]
At this point, we can bound the error that results from using \( W \) instead of the ideal \( |0\rangle\langle 0| \). For an arbitrary state \( \omega \) such that
\[
\omega = \frac{1}{2} \left( \rho_0 + \sum_{i=1}^{3} w_i \rho_i \right),
\]
we have
\[
|\text{tr}(W \omega) - \text{tr}(|0\rangle\langle 0|\omega)| \leq \Delta_1 (1 + w_3) + \Delta_2 \sqrt{\frac{1 - w_3^2}{2}},
\]
with \( \Delta_1 \) and \( \Delta_2 \) given by Eq. (C11), and we have used the trick of replacing \( w_1 \) and \( w_2 \) by their average. Maximizing (C26) with respect to \( w_3 \) we have
\[
|\text{tr}(W \omega) - \text{tr}(|0\rangle\langle 0|\omega)| \leq \Delta_1 + \sqrt{\Delta_1^2 + \Delta_2^2},
\]
as claimed.
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