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Abstract—The availability of large-scale facial databases, together with the remarkable progresses of deep learning technologies, in particular Generative Adversarial Networks (GANs), have led to the generation of extremely realistic fake facial content, which raises obvious concerns about the potential for misuse. These concerns have fostered the research of manipulation detection methods that, contrary to humans, have already achieved astonishing results in some scenarios. In this study, we focus on the entire face synthesis, which is one specific type of facial manipulation. The main contributions of this study are: i) a novel strategy to remove GAN “fingerprints” from synthetic fake images in order to spoof facial manipulation detection systems, while keeping the visual quality of the resulting images, ii) an in-depth analysis of state-of-the-art detection approaches for the entire face synthesis manipulation, iii) a complete experimental assessment of this type of facial manipulation considering state-of-the-art detection systems, remarking how challenging is this task in unconstrained scenarios, and finally iv) a novel public database named FSRemovalDB produced after applying our proposed GAN-fingerprint removal approach to original synthetic fake images.

The observed results led us to conclude that more efforts are required to develop robust facial manipulation detection systems against unseen conditions and spoof techniques such as the one proposed in this study.

Index Terms—Fake news, Face manipulation, Face recognition, FSRemovalDB, DeepFake, GAN

I. INTRODUCTION

Fake images and videos, seeing them as digital manipulations and not physical (e.g., through face masks [1], [2]), have become a great public concern recently [3]. So far, the number and realism of fake contents have been limited by the lack of sophisticated editing tools, the high domain expertise, and the complex and time-consuming process involved. However, it is becoming increasingly easy to automatically synthesise non-existent faces or even manipulate the face of a real person in an image/video, thanks to the free access to large public databases and also the improvement of deep learning techniques that eliminate manual editing steps. As a result, accessible open software and mobile applications such as ZAO and FaceApp have led to large amounts of synthetically generated fake videos [4], [5].

Currently, facial fake methods can be categorised in four different groups regarding the level of manipulation [6], [7]:

i) entire face synthesis, ii) face swapping/identity swap, iii) facial attributes, and iv) facial expression.

In this study, we focus in particular on the entire face synthesis manipulation. This manipulation creates non-existent faces, usually through powerful Generative Adversarial Networks (GANs) [8], e.g., through the recent StyleGAN approach proposed in [9]. This type of facial manipulation provides astonishing results, generating high-quality facial images with a high level of realism. Nevertheless, contrary to humans, most state-of-the-art detection systems provide very good results against this type of facial manipulation, remarking how easy it is to detect the GAN “fingerprints” included in the fake images from the real images.

The main contributions of this study are:

- A novel approach based on GAN-fingerprint removal in order to spoof state-of-the-art facial manipulation detection systems, while keeping the visual quality of the resulting images. Fig. 1 graphically summarises our proposed approach based on the use of autoencoders.
An in-depth analysis of state-of-the-art detection approaches for the entire face synthesis manipulation, explaining the key aspects of the detection systems, databases, and results achieved in each of them.

- A thorough experimental assessment of this type of facial manipulation considering state-of-the-art detection systems and different experimental conditions, i.e., controlled and in the wild scenarios.
- A novel database named Face Synthesis Removal (FSRemovalDB) produced after applying our proposed GAN-fingerprint removal approach to original synthetic images.

The remainder of the paper is organised as follows. Sec. II summarises previous studies focused on the detection of the entire face synthesis manipulation. Sec. III explains all details of our proposed GAN-fingerprint removal approach. Sec. IV summarises the key features of the real and fake databases considered in the experimental framework. Sec. V and VI describe the proposed experimental setup and results achieved, respectively. Finally, Sec. VII draws the final conclusions and points out some lines for future work.

II. RELATED WORKS

Different studies have recently evaluated how easy it is to detect manipulations based on the entire face synthesis. Table I depicts a comparison of the most relevant approaches in this area. For each study, we include information related to the features, classifiers, best performance, and databases considered.

In [10], the authors analysed the architecture of GANs in order to detect different artifacts between fake and real images. They proposed a detection system based on colour features and a linear Support Vector Machine (SVM) for the final classification. Their approach achieved a final 70% Area Under the Curve (AUC) for the best performance when considering the NIST MFC2018 dataset [14]. Later on, Yu et al. analysed in [11] the existence and uniqueness of GAN fingerprints in order to detect fake images. In particular, they proposed a learning-based formulation based on an attribution network architecture in order to map an input image to its corresponding fingerprint image. Therefore, they learned a model fingerprint for each source (each GAN instance plus the real world), such that the correlation index between one image fingerprint and each model fingerprint serves as softmax logit for classification. Their proposed approach was tested using real faces from CelebA database [15] and synthetic faces created through different GAN approaches (ProGAN [16], SNGAN [17], CramerGAN [18], and MMDGAN [19]), achieving a final 99.50% accuracy for the best performance.

Finally, we also include for completeness some important references to other recent studies focused on the detection of facial manipulation methods. They proposed to use attention mechanisms to process and improve the feature maps of Convolutional Neural Networks (CNN) models. For the facial manipulation method considered in our study (i.e., entire face synthesis), the authors achieved a final 0.05% Equal Error Rate (EER) considering real faces from CelebA-HQ [23], FFHQ [24] databases and synthetic faces created through InterfaceGAN [24] and StyleGAN [9], achieving for the best performance a final 84.78% accuracy for the FaceNet model. More recently, Stehouwer et al. carried out in [6] a complete analysis of different facial manipulation methods. They proposed to use attention mechanisms to process and improve the feature maps of Convolutional Neural Networks (CNN) models. For the facial manipulation method considered in our study (i.e., entire face synthesis), the authors achieved a final 0.05% Equal Error Rate (EER) considering real faces from CelebA-HQ [23] and FFHQ [9] databases and synthetic faces created through InterfaceGAN [24] and StyleGAN [9] approaches. Finally, Wang et al. carried out in [13] a very interesting research using publicly available commercial software from Adobe Photoshop in order to synthesise new faces [25], and also a professional artist in order to manipulate 50 real photographs. The authors began running a human study through Amazon Mechanical Turk (AMT), showing real and fake images to the participants and asking them to classify each image into one of the classes. The results remark the challenging of the task for humans, with a final 53.5% performance (chance = 50%). After the human study, the authors proposed an automatic detection system based on Dilated Residual Networks (DRN), achieving Average Precisions (AP) of 99.8% and 97.4% for automatic and manual face synthesis manipulation.

Finally, we also include for completeness some important references to other recent studies focused on the detection of
general GAN-based image manipulations, not facial ones. In particular, we refer the reader to [26], [27], [28], [29].

To summarise, this section highlights: i) how challenging is to detect this type of facial manipulation for humans, and ii) the good system performance results achieved by most current automatic detection systems against this type of manipulation, as they are able to learn the GAN fingerprints produced in fake images.

III. PROPOSED APPROACH: GAN-FINGERPRINT REMOVAL

Our proposed approach intends to remove all discriminative information that allows state-of-the-art facial manipulation detection systems to easily detect fake images from real images. Concretely, we propose to use a convolutional autoencoder.

In general, an autoencoder comprises two distinct parts, the encoder $\psi$, and decoder $\gamma$:

$$\psi : X \mapsto l \quad \gamma : l \mapsto X'$$

(1)

where $X$ denotes the input image of the network, $l$ the latent feature representation of the input image after passing through the encoder $\psi$, and $X'$ the reconstructed image learned from $l$ after passing through the decoder $\gamma$. Thus, $\psi$ and $\gamma$ can be learned by minimising the reconstruction loss $L$:

$$L(\psi, \gamma) = ||X - X'||^2$$

(2)

Therefore, when $L$ is nearly 0, $\psi$ is able to discard all redundant information from $X$ and code it into $l$ properly. However, for a reduced size of the latent feature representation vector, $L$ will increase and $\psi$ will be forced to encode in $l$ only the most discriminative information. In this sense, we claim that the autoencoder can act as a GAN-fingerprint removal system.

Fig. [2] describes the details of our proposed approach. It comprises convolutional and max-pooling layers. As described in the figure, our proposed approach is trained using only real face images from the development dataset. Later on, in evaluation, once the autoencoder is trained, we can pass synthetic face images through the autoencoder to remove the GAN fingerprint information, and enhance them with statistical information learned from the real face images.

IV. DATABASES

Four different public databases are considered in the experimental framework. Fig. [3] shows some examples of each database. We now summarise the most important features.

A. Real Face Images

1) CASIA-WebFace [30]: this database contains 494,414 face images from 10,575 actors and actresses of IMDb. Face images comprise random pose variations, illumination, facial expression and resolution.

2) VGGFace2 [31]: this database contains 3,31 million images from 9,131 different subjects, with an average of 363 images per subject. Images were downloaded from the internet and contain large variations in pose, age, illumination, ethnicity and profession (e.g., actors, athletes, and politicians).

B. Synthetic Face Images

1) TPDNE: this database comprises 150,000 unique faces, collected from the website\footnote{https://thispersondoesnotexist.com}. Synthetic images are based on the recent StyleGAN approach [9] trained with FFHQ database [32].

2) 100K-Faces [33]: this database contains 100,000 synthetic images generated using StyleGAN [9]. In this database the StyleGAN network was trained using around 29,000 photos of 69 different models, producing face images with a flat background.
V. EXPERIMENTAL SETUP

A. Pre-Processing

In order to perform a fair experimental evaluation, we first remove from all real and synthetic images those factors not related to the own face but to the specific conditions associated to each database. In this study we focus on two different factors.

Background: this is a clearly distinctive aspect among real and synthetic face images as different acquisition conditions are considered in each database.

Head pose: images generated by GANs hardly ever produce high variation from the frontal pose [6], contrasting with most popular real face databases such as CASIA-WebFace and VGGFace2. Therefore, this factor may falsely improve the performance of the detection systems since non-frontal images are more likely to be real faces.

To remove these factors from all real and synthetic images, we first extract 68 face landmarks using [34]. Given the landmarks of the eyes, an affine transformation is determined so that the location of the eyes appears in all images at the same distance from the borders. This step allows to remove all the background information of the image while keeping the maximum amount of facial region. Regarding the head pose, landmarks are used to estimate if a face is frontal or not. We keep in our experimental framework only face frontal images in order to avoid biased results.

To remove these factors from all real and synthetic images, we first extract 68 face landmarks using [34]. Given the landmarks of the eyes, an affine transformation is determined so that the location of the eyes appears in all images at the same distance from the borders. This step allows to remove all the background information of the image while keeping the maximum amount of facial region. Regarding the head pose, landmarks are used to estimate if a face is frontal or not. We keep in our experimental framework only face frontal images in order to avoid biased results. After this pre-processing stage, we always provide images of 224x224 pixels as input to the systems. Fig. 3 shows examples of the crop-out faces of each database after applying the pre-processing stage considered in this experimental framework.

B. Facial Manipulation Detection Systems

Two different state-of-the-art detection approaches are considered in this study.

On the one hand, we consider the Xception network proposed in [35], as it provides the best detection results in most recent studies [6], [7], [36]. In particular, we follow the same training approach considered in [7]: i) we first consider the XceptionNet model pre-trained with ImageNet [37], ii) we change the initial fully-connected layer of the ImageNet model by a new one (two classes, real or synthetic image), iii) we fix all weights up to the final layers and pre-train the network for few epochs, and finally iv) we train the network for 20 more epochs and choose the best performing model based on validation accuracy.

On the other hand, we replicate the recent technique proposed in [29], inspired from classical steganalysis. This approach consists of computing the co-occurrence matrices directly on the image pixels on each red, green, and blue channels, and finally pass this information through a CNN, allowing the network to extract non-linear robust features.

All experiments are implemented under PyTorch framework, with a NVIDIA Titan X GPU. Adam optimiser is considered with a learning rate of $10^{-3}$, dropout for model regularization with a rate of 0.5, and a loss function based on binary cross-entropy.

C. Protocol

The experimental protocol designed in this study intends to perform an exhaustive analysis of state-of-the-art facial manipulation detection systems. Thus, three different experiments are considered: i) controlled scenarios, ii) in the wild scenarios, and finally iii) GAN-fingerprint removal.

Each database is divided into two different datasets, one for the development and training of the systems (70%) and the other one for the final evaluation (30%). Additionally, the development dataset is divided into two different subsets, training (75%) and validation (25%). The same number of real and synthetic images are considered in the experimental framework. In addition, for real face images, different users are considered in the development and evaluation datasets in order to avoid biased results.

VI. EXPERIMENTAL RESULTS

A. Controlled Scenarios

In this first experimental section we evaluate how easy is to detect entire face synthesis manipulations in controlled scenarios, i.e., when samples from the same databases are considered for both development and final evaluation of the systems. This is the strategy commonly used in most studies, resulting in very good classification results (see Sec. IV-A).

In total, four different experiments are carried out in this section, from Exp. A.1 to Exp. A.4. Table II describes the development and evaluation databases considered in each
TABLE II
CONTROLLED AND IN THE WILD SCENARIOS: DETECTION PERFORMANCE RESULTS IN TERMS OF EER (%) FOR EACH DIFFERENT DEVELOPMENT AND EVALUATION SETUP. CONTROLLED (EXP. A.1-A.4). IN THE WILD (EXP. B.1-B.8).

| Experiment | Development | Evaluation | XceptionNet | Steganalysis |
|------------|-------------|------------|-------------|--------------|
|            | Synthetic   | Real       | Synthetic   | Real         |
| A.1        | TPDNE       | VGGFace2   | TPDNE       | VGGFace2     | 0.53         | 5.33         |
| A.2        | TPDNE       | CASIA-WebFace | TPDNE     | CASIA-WebFace | 0.10         | 5.57         |
| A.3        | 100K-Face   | VGGFace2   | 100K-Face   | VGGFace2     | 0.80         | 7.23         |
| A.4        | 100K-Face   | CASIA-WebFace | 100K-Face | CASIA-WebFace | 1.33         | 20.93        |
| B.1        | TPDNE       | VGGFace2   | 100K-Face   | VGGFace2     | 1.03         | 7.83         |
| B.2        | TPDNE       | CASIA-WebFace | 100K-Face | CASIA-WebFace | 0.13         | 11.43        |
| B.3        | 100K-Face   | VGGFace2   | TPDNE       | VGGFace2     | 8.07         | 22.40        |
| B.4        | 100K-Face   | CASIA-WebFace | TPDNE     | CASIA-WebFace | 6.50         | 31.23        |
| B.5        | TPDNE       | VGGFace2   | 100K-Face   | CASIA-WebFace | 0.27         | 9.43         |
| B.6        | TPDNE       | CASIA-WebFace | 100K-Face | VGGFace2     | 4.43         | 13.97        |
| B.7        | 100K-Face   | VGGFace2   | TPDNE       | CASIA-WebFace | 8.67         | 24.33        |
| B.8        | 100K-Face   | CASIA-WebFace | TPDNE     | VGGFace2     | 13.37        | 33.43        |

Fig. 4. Exp. A.1: evolution of the loss/accuracy with the number of epochs.

B. In the Wild Scenarios

This section evaluates the performance of facial manipulation detection systems in more realistic scenarios, i.e., in the wild. The following two aspects are considered: i) different development and evaluation databases, and ii) different image resolutions among the development and evaluation of the models. This last aspect results crucial as the quality of raw images/videos is usually modified when uploading to social media, for example. The effect of image resolution has been preliminary analysed in previous studies [7], [38], but for different facial manipulation groups, i.e., face swapping/identity swap and facial expression manipulations. The main goal of this section is to analyse the real generalisation capacity of state-of-the-art detection systems in unconstrained scenarios.

First, we focus on the scenario of considering different development and evaluation databases, from Exp. B.1 to Exp. B.8 in Table II. Analysing the scenario of considering different synthetic databases (from Exp. B.1 to B.4), a high degradation of the system performance is observed regardless of the facial manipulation detection approach. For the XceptionNet, the average EER is 3.93%, i.e., over 5 times higher than the results achieved in Exp. A.1-A.4 (0.69% average EER). Regarding the Steganalysis approach, the average EER is 18.22%, i.e., almost 2 times higher than the results achieved in Exp. A.1-A.4 (9.77% average EER). This system performance degradation is produced as different GAN models are used in each database to generate the synthetic face images. Therefore, images of each synthetic database contain different GAN fingerprints, as mentioned in previous studies [11].

This performance degradation is even higher when we consider different development and evaluation databases for both real and synthetic faces, as depicted from Exp. B.5 to B.8 in Table II. In this case, average EERs of 6.69% and 20.29% are obtained for the XceptionNet and Steganalysis, respectively. This worsening is especially critical for the XceptionNet, with a system performance degradation over 10 times compared with the controlled scenario results of Sec. VI-A.

Finally, we also analyse how the image resolution affects to this type of facial manipulation detection systems. We...
focus only on the XceptionNet model as it provides much better results compared with the Steganalysis approach. Fig. 5 depicts the system performance results in terms of EER(%), from lower to higher modifications of the image resolution. The facial manipulation detections systems trained from Exp. B.5 to B.8 are considered in this analysis. Therefore, the detection systems considered were trained with the raw image resolution provided in the databases. It is important to remark that we are just modifying the image resolution, not the image size (i.e., 224x224 pixels in all experiments). In general we can observe in all experiments a high degradation of the system performance with the image resolution. For example, when the image resolution is reduced by 4/7, the average EER is 14.04%, an average absolute worsening of 7.43% EER compared with the raw image resolution (raw equals to 7/7). This performance degradation is even higher when we further reduce the image resolution, with EERs(%) close to 50%.

These results prove the poor generalisation capacity of state-of-the-art facial manipulation detection systems to unseen conditions.

C. GAN-Fingerprint Removal

This section analyses our novel strategy based on the removal of the GAN-fingerprint information from the synthetic fake images in order to spoof current state-of-the-art facial manipulation detection systems. The XceptionNet detection system is trained using real and synthetic face images, as carried out in previous experiments. In particular, we use the experimental protocol considered in the Exp. B.6 of Table II. Fig. 6 depicts the system performance results in terms of EER for the original B.6 experiment (4.43% EER), and for the different sizes of the latent feature representations of the autoencoder (our proposed GAN-fingerprint removal approach). Moreover, we also include face image examples in order to show how the latent feature representation size of the autoencoder impacts the visual quality of the image.

In general, we can observe a high degradation of the system performance when considering our proposed GAN-fingerprint removal approach compared with the original results achieved in Exp. B.6. In particular, the average EER when considering our proposed approach is 19.66%, i.e., over 4 times higher than the results achieved in the original Exp. B.6 (4.43% EER). Finally, it is also interesting to note that the system performance does not vary significantly with the the latent feature representation size, suggesting that the performance decay observed is not due to a downsizing effect caused by the autoencoder, but to the removal of the GAN-fingerprint information from the synthetic face images. This aspect can be seen in the face image examples included in Fig. 6 (bottom), as the reconstructed images are visually similar to the original version. This can also be confirmed by the highly reduced loss of the autoencoder.

In order to confirm our theory, we perform a thorough analysis to be sure that the autoencoder is really removing the GAN-fingerprint information and not just changing the image resolution of the images (as illustrated in Fig. 5). Thus, we first train the XceptionNet model considering different levels of image resolution, and then we pass our GAN-fingerprint removal images through the detection systems. Fig. 7 shows the system performance results in terms of EER for each different detection system and latent feature representation size of the autoencoder. Therefore, five different detection systems are separately trained per image resolution. The results achieved prove that EERs do not significantly decrease when using downsized synthetic images in training, concluding that our proposed approach is actually removing the GAN-fingerprint information.
VII. Conclusions

The main idea in this work is to contribute for further improvements in performance of facial fake detection methods, by describing one relatively simple method that spooﬁs the state-of-the-art fake detection techniques. We started by training one deep autoencoder using public, genuine face databases that models the typical spatial correlations between the pixels of real facial images and simultaneously removes their high frequency components, which allows to perceive the “fingerprint” of the models used to generate synthetic images. In test time, this autoencoder is fed with synthetic data to produce manipulated versions whose properties were deliberately changed for spoof fake facial detection systems. In the empirical validation of our approach, we used various well known face datasets, coming out with three major conclusions about the performance of the state-of-the-art facial fake detection methods: i) the existing systems attain almost perfect performance when the evaluation data is derived from the same source used in the training phase, which suggests that these systems have actually learned the GAN fingerprints; ii) the observed performance decreases substantially (by up to ten times) when the methods are exposed to data from unseen databases, and over seven times if the image resolution is substantially reduced; and iii) the accuracy of the existing methods also drops signiﬁcantly when analysing synthetic data manipulated by the approach described in this paper. In short, our experiments suggest that the existing facial fake detection methods still have a poor generalisation capability and are highly susceptible to - even simple - image transformation manipulations, such as decreases in resolution or similar to the one proposed in this work. While loss of resolution may not be particularly concerning in terms of the potential misuse of the data, it is important to note that our approach is capable of confounding detection methods highly maintaining a visual similarity with the original image.
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