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Abstract

Although deep feedforward neural networks share some characteristics with the primate visual system, a key distinction is their dynamics. Deep nets typically operate in serial stages wherein each layer completes its computation before processing begins in subsequent layers. In contrast, biological systems have cascaded dynamics: information propagates from neurons at all layers in parallel but transmission occurs gradually over time, leading to speed-accuracy trade offs even in feedforward architectures. We explore the consequences of biologically inspired parallel hardware by constructing cascaded ResNets in which each residual block has propagation delays but all blocks update in parallel in a stateful manner. Because information transmitted through skip connections avoids delays, the functional depth of the architecture increases over time, yielding anytime predictions that improve with internal-processing time. We introduce a temporal-difference training loss that achieves a strictly superior speed-accuracy profile over standard losses and enables the cascaded architecture to outperform state-of-the-art anytime-prediction methods. The cascaded architecture has intriguing properties, including: it classifies typical instances more rapidly than atypical instances; it is more robust to both persistent and transient noise than is a conventional ResNet; and its time-varying output trace provides a signal that can be exploited to improve information processing and inference.

Since the earliest investigations of artificial neural nets, their design has been informed by biological neural nets [37]. Perhaps the most compelling example is the convolutional net for machine vision, which has adopted properties of primate cortical neuroanatomy including a hierarchical layered organization, local receptive fields, and spatial equivariance [12]. In this article, we investigate computational consequences of two fundamental properties of biological information processing systems that have not been considered in the design of deep neural nets. First, the brain consists of massively parallel, dedicated hardware with neurons throughout the cortex updating continuously and simultaneously. Second, information transmission between neurons introduces time delays [1]. As a result, unrefined and possibly
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incomplete neural state in one region is transmitted to the next region even as the state evolves; and feedforward connectivity yields a speed-accuracy trade off in which the initial response to a static input occurs rapidly but can be inaccurate, with the output gradually improving over internal processing time. Following McClelland [36], we refer to such an architecture as cascaded.

Cascaded dynamics contrast sharply with the dynamics of standard feedforward nets, which operate in serial stages, each layer completing its computation before subsequent layers begin processing. Cascaded dynamics are also quite different than the dynamics of vision models with recurrent connections [e.g., 23, 25, 39, 47], which, given a static input, may iteratively update, but layer updates are still computed serially with each layer completing its computation and then feeding it immediately to the next layer (or back to itself). Fundamentally, our investigation asks: Supposing we take a step toward biological realism with massively parallel hardware and relatively slow inter-neuron communication, what are the computational benefits and consequences?

We construct cascaded networks by introducing propagation delays in deep feedforward nets provided with a static input. We treat the net as massively parallel such that all units across all layers are updated simultaneously and iteratively. We focus on the ResNet architecture [14] and we introduce a propagation delay into each residual block (Figure 1a). Because the skip connection permits faster transmission of more primitive perceptual representations, the functional depth of the resulting architecture increases over internal-processing time, yielding a trade off between processing speed and complexity of processing. Consequently, the architecture offers a natural, integral mechanism for making predictions at any point in processing, known as anytime prediction [58]. Speed-accuracy trade offs are a fundamental characteristic of human information processing [22, 42] and human perception has been modeled with deep learning anytime prediction methods [29].

Although we focus on the ResNet, our approach can be incorporated into any model with skip connections (e.g., Highway Nets [18], DenseNet [19], U-Net [43], Transformers [52]). The contrast between a serial, one-layer-at-a-time model and a cascaded, parallel-update model is illustrated in Figures 1b and 1c, respectively. To step through the operation of the cascaded model, at time 1, only the first residual block has received meaningful input, and the model prediction is therefore based only on this block's computation. At time 2, all higher residual blocks have received input from block 1, and the output is therefore based on all blocks’ computations, though blocks 2 and above have deficient input. At each subsequent time, all blocks are receiving meaningful input, but it is not until time \( t \) that block \( t \) has reached its asymptotic output because its input does not stabilize until \( t - 1 \). In essence, the cascaded model behaves like a WideResNet [56] on the first steps and then becomes a deep ResNet.

Our work makes the following key contributions.

- We demonstrate the superiority of the cascaded architecture to the serial (Figures 1a, c), indicating that parallelism can be exploited in a way that has not previously been studied.
- We propose and evaluate a novel training objective aimed at improving the predictions of anytime models. This temporal-difference (TD) loss [49] encourages the most accurate response as quickly as possible. TD training improves the performance of both cascaded and serial architectures. Although a rich literature exists aimed at reducing the number of computational steps required to obtain an accurate answer [2, 3, 4, 5, 11, 15, 16, 17, 18, 24, 29, 31, 35, 40, 45, 51, 54, 57], all of this work uses a degenerate form of TD for training and our results suggest that these models can be improved using TD.
- The cascaded model trained with TD (CascadedTD) tends to respond most rapidly to prototypical exemplars, whereas training with the standard cross-entropy loss (CascadedCE) does not (Figure 2). We assess with three quantitative prototypicality measures, and we further show that CascadedTD rapidly converges on the correct semantic family, whereas CascadedCE does not. These facts indicate that CascadedTD organizes knowledge differently across layers than does CascadedCE.

2Like much other research in deep learning [8, 23], biology informs our work by providing novel forms of inductive bias. Our goal is to investigate computational consequences of these biases, not to model biological phenomena per se.
Figure 1: (a) ResNet building block, with additional delay component (Δ, in grey) that convolves a temporal kernel with the block output. Details in text. (b) A standard serial ResNet is unrolled in time, with columns depicting time slices. Each rectangle is a ResNet block, which may consist of two or more convolutional layers. In the serial model, blocks are updated sequentially. Blocks which have not yet been activated are colored white and blocks which have been activated are shown in a hue unique to that block. The input is cyan. The narrow bars within each block signify the activation state of all blocks below that are contributing to the block’s state (via skip connections). Read out from the model is via the yellow trapezoid at the top, which enables anytime prediction. The narrow bars inside the trapezoid indicate the block information available at each time for classification (via skip connections). (c) A cascaded ResNet is unrolled in time. In the cascaded model, all blocks update in parallel; however, at each step, they may rely on partial updates of lower blocks. As a result, multiple processing steps are required for a layer’s activation to reach its asymptotic state. The color intensity (saturation) of a block indicates how close a block’s activation state is to its asymptotic state.

- We show that CascadedTD obtains a strictly superior speed-accuracy profile compared to previously proposed anytime prediction models, which are all based on a serial architecture.
- We demonstrate other virtues of CascadedTD: it is more robust to input noise, and its time-varying output trace provides useful signals for meta-cognitive processes—separately trained nets that make judgments about the cascaded architecture’s accuracy.

Related Work

Prior research on cascaded models. From a psychological perspective, McClelland [36] characterizes human mental computation in terms of a hierarchy of leaky integrators that continually transmit partial information as it becomes available. We are aware of no work in deep learning on static image processing with cascaded models, but there exist two investigations focused on video sequence processing, where the model state from the previous frame is used to efficiently process the next. Fischer et al. [11] present a streaming rollout framework for recurrent nets and they very briefly explore the temporal dynamics of cascaded models, showing benefits to early predictions. They present a general taxonomy that includes our proposed feedforward cascaded model, but their focus is almost entirely on formal definitions and a framework that lays out the space of all well-formed roll out patterns (update orders). In contrast, our focus is almost entirely on training procedures that leverage the dynamics of cascaded models, on early read-out mechanisms, and on the computational consequences of these training and read-out mechanisms. Kugele et al. [28] focus on spiking neural net dynamics, on time-varying inputs, and on reductions in latency that are obtained as a sequence unfolds due to autocorrelations in the input sequence. Notably, Kugele et al. explore a variety of heuristic training losses and they settle on TD(1) as their preferred loss, but they do not explore the rest of the TD(λ) family. Our work is complementary.

Carreira et al. [5] present a causal video understanding model that performs depth-parallel computation with the objective of improving video processing efficiency via the maximizing throughput, minimizing latency, and reducing clock cycles.

Recurrent nets for vision. Recurrent nets have been used in vision [e.g., 28, 29, 25, 27, 32, 40, 47], which adds a dimension of internal processing time for every external input (see also
However, these models perform serial layerwise updates and therefore fundamentally differ in their operation from cascaded models.

**Anytime prediction.** Anytime prediction models [2, 5, 13, 16, 17, 18, 20, 24, 30, 31, 34, 38, 40, 45, 51, 53, 54, 57] assume serial operation of layers, but allow for predictions to be made from intermediate layers of the architecture. In the simplest case, after \( t \) steps, \( t \) layers have been activated, and at each step, a prediction is made from the last activated layer [e.g. [10] 24]. Figure 1b illustrates a serial model that performs anytime prediction. Some of these models have intrinsic stopping criteria [e.g. 6]; others rely on selection of a stopping confidence threshold [e.g. 24, 51, 54].

**Temporal-difference learning.** TD learning has a rich history, mostly in the RL community for value function estimation. TD can be used for supervised learning as well. In fact, the two previous works in deep learning using cascaded models [5, 11] perform a boundary case of supervised TD, TD(1), which we show to have inferior performance. A variety of non-cascaded models, both recurrent [20, 31, 38, 57] and feedforward [2, 3, 4, 15, 16, 17, 24, 31, 40, 45, 51, 54], aim to reduce the number of computational steps required to obtain an accurate output. All use TD(1) for training. No previous research has explored the general formulation of TD for improving anytime prediction.

**Deep Cascaded Networks**

Many modern deep architectures—including ResNet [14], Highway Nets [48], DenseNet [19], U-Net [43]—incorporate skip connections that bypass strictly layered feedforward connectivity, analogous to the architecture of visual cortex [10]. Under the biological assumption that signals transmitted through a neural layer are delayed relative to signals that bypass the layer, we construct a cascaded model using ResNets by introducing a novel computational component that delays the transmission of signals from the output of each computational layer, denoted \( \Delta \) in Figure 1a. Because these delays extend processing in time, the hidden states require a time index. The input to ResNet block \( i \) at time \( t \) is denoted \( z_{t,i} \). The block transforms this input via the residual transform, yielding \( z'_{t,i} = F(z_{t,i}) \). We conceive of \( \Delta \) as a tapped delay-line memory of the transform history, \( Z'_{t,i} = [z'_{t,i} \ z'_{t-1,i} \ ... \ z'_{1,i}] \), which is convolved with a temporal kernel \( \kappa \) to produce the block output

\[
\text{ReLU} \left( z_{t,i+1} + Z'_{t,i} \kappa \right).
\]

The kernel \( \kappa = [1 \ 0 \ 0 \ ... \ 0] \) recovers the standard ResNet in which communication between layers is instantaneous. We consider two kernels to introduce time delays. With \( \kappa = [0 \ 1 \ 0 \ 0 \ ... \ 0] \), a discrete one-step delay is introduced (OSD for short). With \( \kappa = (1 - \alpha)[1 \ \alpha \ \alpha^2 \ \alpha^3 \ ...] \), we obtain exponentially weighted smoothing (EWS for short), where larger \( \alpha \in [0, 1) \) yield slower transmission times. Note that both of these special kernels have efficient implementations: the OSD kernel with a one-element queue and the EWS kernel with a finite (one-step) state vector and the incremental update,

\[
Z'_{t,i} \kappa = \alpha Z'_{t-1,i} \kappa + (1 - \alpha)z'_{t,i}.
\]
We use the OSD kernel for training all models. Modifications of batch norm were required to do time-step-conditional normalization (see Appendix A). All experiments use a ResNet-18, which has 8 residual blocks and hence 8 time delays. Note, we conducted experiments with larger ResNets and the additional compute did not affect qualitative properties. We also add a time delay to the output of the model’s first convolutional layer. Consequently, with the OSD kernel, the cascaded model requires 9 updates for the output to reach asymptote. The cascaded and serial models with the same weights will necessarily produce identical asymptotic outputs.

To obtain a finer temporal granularity at evaluation, some simulations switch to the EWS kernel with $\alpha = 0.9$. Temporal dynamics are qualitatively similar for OSD and EWS, but EWS allows us to better distinguish individual examples in terms of their fine-grain timing. EWS with $\alpha = 0.9$ requires about 70 steps for the output to asymptote. We note that our findings are robust to the choice of $\alpha$, as long as $\alpha$ slows transmission.

Training Cascaded Networks with TD($\lambda$)

To allow for anytime prediction, we include an output head following each of the $T$ residual blocks in both the serial and cascaded models (see Figure 1b,c, respectively). The output heads may share weights or have separate weights. To encourage correct outputs sooner, we use temporal difference (TD) learning \[49\] over the output sequence. Readers may associate TD methods with reinforcement learning because TD methods have traditionally been used to predict future rewards. However, TD methods are fundamentally designed for supervised learning. We use TD to predict a future outcome—the correct classification of an image—from a sequence of successively more informative states—the information flowing through the ResNet at each internal time step.

TD($\lambda$) specifies a target output $y_t$ at each time $t \in \{1, ..., T\}$ based on the model’s actual output $\hat{y}_{t+i}$ at future times $t+i$ for $i > 0$, and the eventual outcome or true target, $y_{\text{true}}$:

$$y_t = (1 - \lambda) \sum_{i=1}^{T-t} \lambda^{i-1} \hat{y}_{t+i} + \lambda^{T-t} y_{\text{true}},$$

where $\lambda \in [0, 1]$ is a free parameter that essentially specifies the time horizon for prediction. TD(1) predicts the eventual outcome at each step; TD(0) predicts the model’s output at the next step (and the eventual outcome at the final step). Given target $y_t$ and actual output $\hat{y}_t$, we specify a cross-entropy loss, $L = \sum_{t=0}^T H(y_t, \hat{y}_t)$, where $H(p, q)$ is the cross-entropy. Note that $y_t$ must be treated as a constant, not as a differentiable variable, via a stop gradient (for TensorFlow or Jax) or requires_grad=False (for PyTorch). Although Equation 2 requires knowledge of all subsequent network states, the beauty of TD methods is that this loss can be computed incrementally (see Appendix A.2.1). The edge cases, TD(0) and TD(1), have trivial implementations. Past research has always used TD(1) for specifying intermediate targets, but we will show that TD(1) leads to local optima because the model is penalized for being unable to classify correctly at the earliest steps.
Results

TD(λ) Training

We conducted a sweep over hyperparameter λ to determine its effect on asymptotic accuracy of CASCADeTD. Figure 3 shows results from five replications of CASCADeTD on CIFAR-100, CIFAR-10, and TinyImageNet. The hyperparameter has a systematic effect, consistent with classic studies with linear models [50, Chapter 12]. The same effect is observed with high resolution images; see Appendix A.6, where we train a subset of ImageNet. Importantly, λ = 1, which is the implicit choice of every previous anytime-prediction model [2, 9, 15, 16, 17, 18, 20, 24, 30, 31, 34, 38, 40, 45, 51, 53, 54, 57], obtains the poorest performance for all data sets, significantly worse than λ ≈ 0.5. The essential explanation is that larger λ penalize the network for behavior it does not have the capability to achieve: obtaining the asymptotic prediction at the earliest time steps. To paraphrase the classic illustration of TD from Sutton [49], if the task is predicting the weather on December 31, no model can predict as accurately on December 1 as on December 30. Selecting λ < 1 shortens the prediction horizon; λ = 0 corresponds with requiring a prediction only of the weather on the next day.

In the rest of the article, we report results for CASCADeTD with λ = 0, or TD(0). Although TD(0) is not optimal for all data sets, it is strictly superior to TD(1) and has a trivial implementation because it does not require eligibility traces. Further, it avoids the need for a separate validation set to pick λ.

Anytime Prediction and Speed-Accuracy Trade Offs

Given a static input, an anytime prediction model attempts to obtain the best classification possible as quickly as possible. Anytime prediction can be performed by both serial and cascaded models. Both yield predictions at each time slice, as depicted by the yellow trapezoids in Figures 1b,c, which denote model readout. Critical to anytime prediction is deciding when to terminate processing and initiate a response [0, 24, 51]. Following [24] and [51], we assume that processing terminates when the confidence (probability) for the most likely class rises above threshold θ. For any θ, one can measure the mean stopping time and the mean accuracy for all instances in a test set. By sweeping θ ∈ [0, 1] and plotting mean accuracy as a function of mean stopping time, one obtains a speed-accuracy trade off curve. Figure 4 shows curves for models we’ll describe next. The horizontal axis indicates number of simulation time steps, which is linearly related to the matched number of operations (multiplies, additions, etc.) performed on simulated parallel hardware for all models. (See Appendix C for further details.)

To evaluate the cascaded model, we compare to a recent state-of-the-art method, the Shallow-Deep Network (SDN) [24]. The SDN has the serial architecture depicted in Figure 1. One critical design decision was whether to have separate read-out heads at each step (MultiHead) or a shared read-out head (SingleHead), i.e., whether weights are separate or shared. From the perspective of the cascaded model, which considers the vertical columns of Figure 1 to be copies of a network unrolled in time, the SingleHead approach is natural. The SDN, as a serial model, chose the MultiHead approach. We tested all four logical combinations of \{SerialTD, CASCADeTD\} × \{SingleHead, MultiHead\}. We use SerialTD and CASCADeTD as shorthand for the SingleHead variants, and append MultiHead to the model name for that version. Additionally, we consider SerialCE and CASCADeCE, which are SingleHead variants trained with the standard cross entropy loss that penalizes only asymptotic accuracy and does not explicitly attempt to obtain a speeded response.

The key observations from Figure 4, which shows speed-accuracy trade offs for the six models on three data sets, are as follows. First, our canonical cascaded model, CASCADeTD, obtains better anytime prediction than SerialTD-MultiHead (i.e., the architecture of SDN). CASCADeTD also achieves higher asymptotic accuracy; its accuracy matches that of CASCADeCE, a ResNet trained in the standard manner. Thus, cascaded models can exploit parallelism to obtain computational benefits in speeded perception without costs in
Figure 4: Speed accuracy trade off for three data sets and six models, obtained by varying a stopping threshold and measuring mean latency and mean accuracy. \textsc{CascadedTD} is our parallel anytime prediction model; \textsc{SerialTD-MultiHead} is the state-of-the-art method, SDN [24].

Second, while \textsc{MultiHead} is superior to \textsc{SingleHead} for serial models, the reverse is true for cascaded models. This finding is consistent with the cascaded architecture’s perspective on anytime prediction as unrolled iterative estimation, rather than, as cast in SDN, as distinct read out heads from different layers of the network. Third, models trained with TD outperform models trained with standard cross-entropy loss. Training for speeded responses reorganizes knowledge in the network so that earlier layers are more effective in classifying instances. We now turn to better understand what this reorganization entails.

Organization of Knowledge in TD-Trained Cascaded Model

Having examined the response profile of our models over an evaluation set, we now turn to analyzing the response to individual instances. Specifically, we ask about the time course of reaching a classification decision. We define the selection latency for an instance to be the minimum number of steps required to reach a confidence threshold on one class and maintain that level going forward, i.e., \( \min \{ t \mid \exists j \mid \hat{y}_{t,j} > \theta \forall t' \geq t \} \), where \( \hat{y} \) is the model output, \( j \) is an index over classes, and \( \theta \) is the threshold. The selection latency does not specify whether or not the chosen class is correct. We picked a threshold \( \theta = 0.83 \) for \textsc{CascadedTD} such that only \( \approx 10\% \) of the test examples failed to reach threshold; results that follow are robust to this selection.

What determines an instance’s selection latency? Figure 2 presents instances that have the lowest and highest latency—labeled ‘rapid’ and ‘slow’, respectively. For \textsc{CascadedTD} (Figure 2a), notice the homogeneity of the rapid images: the objects are viewed from a canonical perspective and lie against a solid background with no clutter in the image. In contrast, the slow images are more varied, both in the object’s instantiation in the image and the background complexity. Turning to \textsc{CascadedCE} (Figure 2b), instances do not appear to stratify by prototypicality. In the rest of this section, we formalize the notion of prototypicality with three measures and compute the correlation of each measure with selection latency for the cascaded model trained with a TD loss (\textsc{CascadedTD}) and with the standard cross-entropy loss (\textsc{CascadedCE}). Our three measures are as follows.

- **Centrality.** We compute the cosine distance of an instance’s embedding (the penultimate layer activation) and the target-class weight vector. The larger this quantity, the better aligned the two vectors are. Because the weight vector will tend to point near the center of class instances, the cosine distance is a measure of instance centrality.
- **C-score.** Jiang et al. [21] describe an instance-based measure of statistical regularity called the C-score. The C-score is an empirical estimate of the probability that a network will generalize correctly to an instance if it is held out from the training set. It reflects statistical regularity in that an instance similar to many other instances in the training set should have a high C-score.
- **Human labeling consistency.** Peterson et al. [41] collected human labels on images. Most images are consistently labeled, but some are ambiguous. The negative entropy of the response distribution indicates inter-human labeling agreement. Presumably, consistently labeled instances are more prototypical.

\footnote{We used \( \lambda = 1 \) to train \textsc{SerialTD} and \textsc{SerialTD-MultiHead}, as was done for all previously proposed serial models. Could SDN and other serial models be improved with \( \lambda < 1 \)? In Appendix A.5.2 we show that the serial model with \( \lambda = 0 \) still does not perform as well as \textsc{CascadedTD}.}
Table 1: Spearman rank correlations between three measures of instance prototypicality and selection latency for CIFAR-10. Prototypicality measures are formulated such that lower values correspond to higher prototypicality. Since the Spearman coefficient measures the degree to which prototypicality varies with selection latency, large coefficients indicate a correlation between fast responses and the prototypicality of an instance, whereas coefficients close to zero indicate no correlation. Here, we show that the prototypicality and selection latency of an instance for cascaded models are correlated, with **CascadedTD** yielding significantly higher correlations for two out of three measures as compared to **CascadedCE**.

| Measure          | **CascadedCE** | **CascadedTD** |
|------------------|----------------|----------------|
| centrality       | 0.140          | 0.352          |
| C-score          | 0.326          | 0.489          |
| human consistency| 0.153          | 0.142          |

All three measures are available only for the CIFAR-10 training set. Consequently, we ran 10-fold cross validation on the training set, assessing the correlation based on the held out images in each fold. To obtain a granular selection latency, we use the EWS kernel.

Table 1 presents the correlation—Spearman’s $\rho$—between the three prototypicality measures and negative selection latency for **CascadedCE** and **CascadedTD**. A positive coefficient indicates shorter latency for prototypical instances. The coefficient is reliably positive ($p < .001$) for each of the three typicality measures and both models. However, **CascadedTD** obtains reliably higher correlations than **CascadedCE** on two of the three measures ($p < .001$); they are not significantly different on the human consistency measure ($p = .29$). Thus, by these quantitative scores, the TD training procedure leads to better stratification of instances by typicality, in line with the qualitative results presented in Figure 2. Why does TD training distinguish instances based on prototypicality? Intuitively, a prototypical instance shares features with many other class instances. Because these features are frequent in the data set, the TD loss focuses on rapidly classifying instances with those features.

Beyond investigating the time course of fine-grain classification, we also examined coarse-grain classification. Forming twenty superclasses from the 100 fine-grain classes of CIFAR-100, as specified in [26], we examined the probability of correct coarse-grain classification conditional on incorrect fine-grain classification. Zamir et al. [57] refer to this probability as *taxonomic compliance*, which reflects information being transmitted about coarse category even when the specific class cannot be determined. As shown in Figure 5, taxonomic compliance rises faster for **CascadedTD** than for **CascadedCE**. Whereas chance compliance is .05, **CascadedTD** achieves a compliance probability of .35 after 2 steps. **CascadedCE** requires 8 steps to achieve the same performance. TD training pushes instances to the correct semantic neighborhood sooner, even when not to the correct class label. This result further supports the reorganization of knowledge for more robust decision making.

Robustness to Input Noise

In previous simulations, we have assumed the input was static while internal processing took place. Now we consider static inputs with time-varying noise. Figure 6 shows four types of lossy noise we consider on CIFAR-10 images. The noise types are: (1) **Focus**: a 16 $\times$ 16 foveated patch randomly placed within the image, where regions outside of the patch are Gaussian blurred; (2) **Perlin**: gradient noise randomly applied to 40% of image pixels; (3) **CASCADED**.

![Figure 5: CascadedTD performs coarse-grain classification on CIFAR-100 before fine-train classification, as assessed by a measure of conditional taxonomic compliance [57]. Graphs are based on 5 runs of each model with different random initializations. Shaded error bands indicate ±1 SEM, corrected to remove performance variance due to initial seed [35].](image-url)
Figure 6: Lossy noise types. From left to right: Focus, Perlin, Occlusion, Resolution.

Occlusion: a 16 × 16 occluding patch randomly placed within the image; (4) Resolution: random downsampling by factors of 2× or 4× via average pooling followed by k-nearest upsampling to recover the original dimensionality of 32 × 32.

For each noise type, CascadedCE and CascadedTD models are trained with the corresponding image transformation type as a data augmentation. Because the external environment changes more rapidly than any snapshot of the environment can be processed, cascaded models will necessarily integrate signals from multiple snapshots. To determine whether signal integration is beneficial for noise suppression, we compared to a serial model that is allowed to fully process each snapshot, which for the architecture requires 9× as many sequential updates as the cascaded model. We therefore refer to the model as SerialCE×9; it has the same weights as CascadedCE.

Two noise variants are applied to test images: persistent, in which a noise sample is drawn independently at each update step, and transient, which consists of three stages: first, the model reaches its asymptotic output on a noise-free input; second, the input is corrupted by noise samples for a variable number of steps; and third, the noise-free input is presented until the model returns to its previous asymptotic output. For persistent noise, we assess with asymptotic accuracy; for transient noise, we assess with a measure of drop in integrated performance over the course of the episode, which indicates how quickly the model recovers from noise perturbation (smaller is better). Simulation details provided in Appendix A.4.

Table 2 indicates that CascadedTD obtains a degree of robustness to persistent and transient noise not matched by the alternative models. Although SerialCE×9 performs a full inference pass on each noise perturbation, the stateful nature of CascadedTD allows it to smooth out noise via slow integration. Although CascadedCE shares the same architecture as CascadedTD, TD training is required to orchestrate the integration of content-specific perceptual information. This experiment indicates that laggy information processing in the cascaded model can be advantageous in a noisy environment. In Appendix A.4, we note that the benefit for CascadedTD applies only to lossy noise, not translations and rotations, as one would expect from the perspective of noise averaging.

Meta-cognitive Inference

In this section, we consider the hypothesis that temporally intermediate outputs from cascaded networks can provide additional signals to improve performance. We term this metacognition, by reference to human abilities to reason about our reasoning processes.

The temporal trace of output from CascadedTD is provided to a separate classifier, MetaCog, which is discriminatively trained for out-of-distribution (OOD) detection. MetaCog is a fully connected feedforward net with a 256-unit hidden layer and a sigmoidal output unit for binary prediction: 1 or 0 for in- or out-of-distribution instances, respectively. CIFAR-10’s validation set serves as the in-distribution training examples, whereas the validation sets of TinyImageNet, LSUN, and SVHN serve as OOD training examples; see details in Appendix B.1. The CascadedTD output is represented in one of four ways as input to MetaCog: (1) the confidence of the most probable class, known as the max softmax prediction (MSP), (2)

Table 2: Experiments on persistent and transient input noise applied to CIFAR-10. Highlight indicates the best performance.

| Noise  | Persistent Noise | Transient Noise |
|--------|------------------|-----------------|
|        | Asymptotic Accuracy (%) | Drop in Integrated Performance |
|        | SerialCE×9 | CascadedCE | CascadedTD | SerialCE×9 | CascadedCE | CascadedTD |
| Focus  | 84.27 ± 0.06 | 83.75 ± 0.10 | 87.31 ± 0.04 | 0.62 ± 0.04 | 0.66 ± 0.05 | 0.00 ± 0.01 |
| Occlusion | 86.26 ± 0.08 | 82.73 ± 0.09 | 89.76 ± 0.05 | 7.70 ± 0.55 | 8.25 ± 0.72 | 0.93 ± 0.15 |
| Perlin  | 85.18 ± 0.03 | 84.56 ± 0.05 | 87.67 ± 0.08 | 0.86 ± 0.06 | 0.87 ± 0.07 | 0.00 ± 0.01 |
| Resolution | 84.53 ± 0.07 | 85.40 ± 0.07 | 88.19 ± 0.10 | 0.81 ± 0.06 | 0.53 ± 0.05 | 0.18 ± 0.02 |
entropy of the class posterior distribution, (3) the class posterior distribution, and (4) the logit representation of the posterior. We investigate whether feeding the output of all time steps to MetaCog leads to improved prediction relative to feeding only the final asymptotic output. Only the latter information is available in a standard feedforward net.

Following [33], we assess OOD performance with AUROC, the area under the ROC curve, and FPR @ 95% TPR, the false positive rate at 95% true positive rate. A baseline metric is computed directly from the final max softmax predictions of the CascadedTD model, whereas the other metrics are based on the MetaCog model output. Figure 7 indicates that the temporal output trajectory of CascadedTD provides a valuable signal for OOD detection. Our goal here was not to propose a method for OOD detection, but merely to demonstrate that in principle, there is information about the input that is conveyed by the cascaded model’s dynamics but that is not available in a traditional classifier’s output.

Discussion

We investigated a neglected biologically-motivated architecture in which the bottleneck in neural information processing is transmission delays, not the number of neurons that can update in parallel. We proposed a temporal-difference (TD) loss that yields improved speed-accuracy trade-offs. We showed that this model beats the state-of-the-art anytime prediction method, partly because of the TD loss and partly because of the model dynamics. The cascaded model has many distinctive properties, including: it classifies prototypical instances more rapidly than outliers; it performs coarse-to-fine semantic processing in which general semantic categories are rapidly inferred even when specific class labels are not; it is able to moderate time-varying input noise; and the temporal trace of the model’s output provides an additional signal that can be exploited to improve information processing beyond that provided by the asymptotic model output. Of course, these interesting properties come at a computational cost when parallel hardware is simulated on existing compute infrastructure. We see three directions in which cascaded nets have particular potential.

- For neuroscientists using deep nets as a model of human vision, cascaded nets are a better approximation to the dynamics of the neural hardware. The properties we investigate—neurons operate in parallel, neurons are stateful, and neurons are slow to transmit information—seem likely to have a critical impact on the nature of cortical computing. As one simple illustration, cortical feedback processes are often posited to be critical for explaining differences in processing efficiency of visual stimuli [e.g., 23, 47]. We have shown that these differences might be partly explained by feedforward cascaded dynamics.

- For hardware researchers, cascaded networks are a possible direction for the future design of AI hardware. It is a direction quite unlike modern GPUs and TPUs, one that exploits massively parallel albeit slow and possibly noisy information processing. Our success in showing strong performance from cascaded models, as well as a training procedure to obtain quick and accurate responses, should encourage research in this direction.

- For AI research in anytime prediction, we’ve shown that existing models can be improved with a TD($\lambda$) loss; all past research has adopted $\lambda = 1$, which we show to be inferior to $\lambda < 1$. For researchers who care little about cascaded models per se, cascaded models offer an intriguing method to train serial feedforward models. One can take a serial feedforward model, turn it into a cascaded model for training with TD methods, and then run it in serial mode. We’ve shown that TD training can improve asymptotic model accuracy while still providing anytime predictions due to inductive biases it imposes on the organization of representations.
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A Experiment Details

A.1 CascadedCE and CascadedTD Experiment Details

For all cascaded and serial models, we used a ResNet-18 for CIFAR-10, CIFAR-100, and TinyImageNet datasets. We experimented with deeper nets, up to ResNet-52, but found no differences in model behavior. The models were trained using data parallelism over 8 GPUs (see §A.7 for infrastructure details), with the model on each GPU using a batch size of 128. SGD with Nesterov momentum, an initial learning rate of 0.1, weight decay of 0.005, and momentum of 0.9 was used to optimize a softmax cross-entropy loss for SerialCE/CascadedCE and a temporal difference cross-entropy loss for SerialTD/CascadedTD. All models were trained for 120 epochs and the learning rate was decayed with a multiplicative factor of 0.2 every 30 epochs.

The training datasets were split (class-balanced) as 90-10 train-validation, where the validation splits were held out for downstream tasks, such as training MetaCog models (see Appendix B). For CascadedTD, the batch normalization layer must be augmented such that running means and variances are tracked independently for each timestep. At run-time, if the maximum number of timesteps used during training is exceeded, as occurs when using the EWS kernel, the final timestep statistics of the batch normalization layers are used for all subsequent timesteps. Furthermore, we observed that the offset parameter of the affine transformation of the batch normalization on identity mappings blows up to NaN values during training; consequently, we do not use batch normalization on the identity mapping in the cascaded nor serial models.

A.2 Temporal Difference Loss

A.2.1 Incremental TD Formulation

TD($\lambda$) amounts to training at each time step $t$ with a target, $y^\lambda_t$, that is an exponentially decaying trace of future outputs, anchored beyond some asymptotic time $T$ to the true target, $y$. Denoting the network output at step $t \in \{1, \ldots, T\}$ as $\hat{y}_t$, the trace is:

$$y^\lambda_t = (1 - \lambda) \sum_{n=1}^{\infty} \lambda^{n-1} \hat{y}_{t+n}$$

with $\hat{y}_{t+n} = \begin{cases} \hat{y}_{t+n} & \text{if } t + n \leq T \\ y & \text{otherwise} \end{cases}$

$$= (1 - \lambda) \sum_{n=1}^{T-t} \lambda^{n-1} \hat{y}_{t+n} + \lambda^{T-t} y.$$

We train with cross entropy loss over all time steps. For a single example, the loss is

$$\mathcal{L} = \sum_{t,i} y^\lambda_{ti} \ln \bar{y}_{ti}.$$

The derivative of this loss with respect to the network parameters $w$ can be expressed in terms of the derivative with respect to the logits:

$$\nabla_w \mathcal{L} = -\sum_{t,i} (y^\lambda_{ti} - \bar{y}_{ti}) \nabla_w z_{ti},$$

where $z_{ti}$ is the logit of class $i$ at step $t$. The temporal difference method provides a means of computing this gradient incrementally, such that at each step $t$, an update can be computed based on only the difference of model outputs at $t$ and $t + 1$:

$$\nabla_w^{\text{TD}} \mathcal{L} = -\sum_{t,i} (\bar{y}_{t+1,i} - \bar{y}_{ti}) e_{ti},$$

where $e_{ti}$ is an eligibility trace, defined as:

$$e_{ti} = \begin{cases} 0 & \text{if } t = 0 \\ \lambda e_{t-1,i} + \nabla_w z_{ti} & \text{if } t \geq 1 \end{cases}$$
Table A.1: Asymptotic accuracy for CascadedTD models for various $\lambda$, as well as CascadedCE. Green font indicates best performance across TD($\lambda$) and CascadedCE models for a given dataset. Highlight indicates best performing TD($\lambda$) across $\lambda$’s for a given dataset.

| Dataset          | TD(0)     | TD(0.25)  | TD(0.5)   | TD(0.83)  | TD(1)     | CE        |
|------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| CIFAR-10         | 91.22 ± 0.18 | 91.65 ± 0.08 | 91.45 ± 0.16 | 90.98 ± 0.21 | 88.75 ± 0.42 | 91.91 ± 0.08 |
| CIFAR-100        | 67.48 ± 0.14 | 67.35 ± 0.20 | 67.00 ± 0.18 | 65.06 ± 0.11 | 63.20 ± 0.14 | 65.56 ± 0.06 |
| TinyImageNet     | 50.74 ± 0.11 | 52.03 ± 0.07 | 52.25 ± 0.07 | 51.39 ± 0.13 | 49.86 ± 0.15 | 52.46 ± 0.06 |

The incremental formulation of TD via $\nabla^T_w L$ is valuable when gradients and/or weight updates must be computed on line rather than presenting an entire sequence before computing the loss, e.g., in the situation where the network runs for many steps and truncated BPTT is required. In our experiments, we use the summed gradient, $\nabla_w L$, computed by PyTorch from the full T step sequence and our exponentially weighted target, $y^\lambda_t$.

A.2.2 TD($\lambda$) Sweep

Table A.1 shows the tabulated results for asymptotic accuracy of CascadedTD swept over $\lambda$ values on CIFAR-10, CIFAR-100, and TinyImageNet, as well as CascadedCE. Note, 5 trials per $\lambda$ were trained for each dataset.

A.3 Data Augmentation

When training all models on CIFAR-10 and CIFAR-100, for each batch the 32 $\times$ 32 images are padded with 4 pixels to each border (via reflection padding), resulting in a 40 $\times$ 40 image. A random 32 $\times$ 32 crop is taken, the image is randomly flipped horizontally, and standard normalized using the training set statistics is applied. Finally, a random 8 $\times$ 8 block cut is taken such that the cropped pixels are set to 0. Images at run-time are only standard normalized using training set statistics - no other augmentation is applied with the exception of the persistent and noise robustness experiments. The same process is followed for TinyImageNet with the following exceptions: (1) the 64 $\times$ 64 images are padded to 86 $\times$ 86 with reflection padding, random cropped back to 64 $\times$ 64, randomly flipped horizontally, then standard normalized, and (2) no 8 $\times$ 8 block cutting is applied.

A.4 Noise Experiments

The four noise perturbations studied in the main article are lossy. Here we consider two additional noise sources that are roughly information preserving: Translation: random shifts ±8 pixels in (x, y) on a reflection-padded image; Rotation: random rotations ±60° on a reflection padded image.

SerialCE$\times$9 is best on information preserving transformations such as Translation and Rotation because it is performing a full inference pass on the input whereas the cascaded models are performing a single update step.

While both CascadedTD and CascadedCE smooth responses over frames, CascadedTD performs better, indicating that beyond smoothing, TD training orchestrates the integration of image-specific perceptual information. This integration matters more for lossy transformations, where information integration is essential.

The training details are the same as previous simulations, except that we discard the 8 $\times$ 8 block data augmentation in order to avoid biasing the models toward the Occlusion noise transformation. We evaluate the cascaded models with the OSD kernel to allow for a comparison of cascaded models with SerialCE$\times$9.

In the persistent-noise experiment, five trials are run per image in the test set. In the transient-noise experiment, we present the noise-free input for 10 time steps (sufficient for the cascaded models to reach asymptote), apply one of the six noise transforms for N time steps, and then present the noise-free input for another 10 steps, allowing the model to return to its asymptotic state. We run five trials per condition for each $N \in \{1, 2, 3, 4, 5, 6\}$ and each image in the test set. Performance is evaluated as the drop-in-integrated-performance.
Table A.2: Persistent-noise experiment. Highlight indicates best asymptotic performance for a given noise type.

| Persistent   | Asymptotic Model Performance |
|--------------|------------------------------|
| Noise        | SERIALCEx9                  |
| Focus        | 84.27 ± 0.06                |
| Occlusion    | 86.26 ± 0.08                |
| Perlin       | 85.18 ± 0.03                |
| Resolution   | 84.53 ± 0.07                |
| Rotation     | 89.11 ± 0.04                |
| Translation  | 87.55 ± 0.12                |

Table A.3: Transient-noise experiment. Highlight indicates lowest DIP for a given noise type.

| Transient    | Drop in Integrated Performance (DIP) |
|--------------|---------------------------------------|
| Noise        | SERIALCEx9                            |
| Focus        | 0.62 ± 0.04                           |
| Occlusion    | 7.70 ± 0.55                           |
| Perlin       | 0.86 ± 0.06                           |
| Resolution   | 0.81 ± 0.06                           |
| Rotation     | 0.24 ± 0.02                           |
| Translation  | 0.72 ± 0.05                           |

DIP = \( \hat{y}_T - E_{t \in \{B,...,T\}}[\hat{y}_t] \), where \( T \) is the total time steps in the simulation, \( B \) is the onset time of the noise transformations, and \( \hat{y}_t \) is the model’s target-class confidence at time step \( t \). DIP indicates how quickly a model can recover from noise perturbations.

A.5 Additional Temporal Dynamics Results

A.5.1 Deadline-based stopping criterion

In the main paper, we show speed-accuracy trade offs for models based on a stopping criterion that terminates processing when a confidence threshold is reached for one output class. In Figure A.2, we examine an alternative stopping criterion that is based on a temporal deadline, i.e., after a certain number of update iterations. When the speed-accuracy curves for the two stopping criteria are directly compared, the confidence-threshold procedure is superior for all models. For this reason, we report the confidence-threshold procedure in the main paper. However, the confidence-threshold procedure does not allow us to readily compute error bars across model replications because the mean stopping time is slightly different for each.

Figure A.2: Speed accuracy trade off for CIFAR-10, CIFAR-100, and TinyImageNet. Here we show the dynamics for a temporal-deadline stopping criterion, whereas Figures 4 and A.3 show speed accuracy trade offs obtained by a confidence threshold-based criterion. Accuracy assuming a particular stopping time is computed for each deadline. Note, SERIALCEx9 produces an output only after all updates. Confidence intervals across model replications are shown by the shaded regions, which are difficult to see because the uncertainty is small.
replication. In Figure A.2 we show confidence intervals at the various stopping times using shaded regions. (The regions are very small and are difficult to see.) The main reason for presenting these curves is to convince readers of the reliability of the speed-accuracy curves.

### A.5.2 Serial models trained with TD

In the main paper, we compare cascaded models to Shallow-Deep Networks, a serial model with multi-headed outputs trained with TD(1). Just as training with $\lambda < 1$ improves performance of CascadedTD, one might hope to observe a similar benefit for serial models such as Shallow-Deep Networks. Figure A.3 shows that indeed training with TD(0) is superior to training with TD(1) for SDNs, labeled in the graph as SerialTD-MultiHead. The serial model’s performance improves significantly, nearly to the level of CascadedTD, for two data sets, but for the third, CascadedTD still has a considerable advantage over the serial model, whether trained with $\lambda = 0$ or $\lambda = 1$.

### A.5.3 Qualitative performance of TD trained models on CIFAR-10

Figure A.4 shows CIFAR-10 instances with low and high selection latency for both CascadedTD and CascadedCE models. As with CIFAR-100, the qualitative differences between low and high selection latency for CascadedTD are stark, with low selection latency instances being more representative of prototypical instances of the given class (e.g., boats on blue water; horses in fields), whereas high selection latency instances are less typical (e.g., boats on green grass; horses in snow). In contrast, the strong delineation between low and high selection latency groups is not observed for CascadedCE, supporting the claim that TD training allows the model to more rapidly respond to prototypical exemplars.

### A.6 Generalization to High Resolution Images

To assess how well our methods generalize to high resolution images, we trained a model on 224 × 224 resolution images of 10 breeds of terriers (dogs) from ImageNet2012 [44]. These breeds are visually similar to one another and cannot be discriminated perfectly based on any simple feature such as color. We observed the same qualitative behavior from
Figure A.5: ImageNet2012 Results. Left: Speed accuracy trade off for terrier breed subset of ImageNet2012, obtained by varying a stopping threshold and measuring mean latency and mean accuracy. CascadedTD is our parallel anytime prediction model; SerialTD-MultiHead is the state-of-the-art method, SDN [24]. Right: Effect of TD hyperparameter $\lambda$ on CascadedTD test accuracy. $\lambda = 1$ corresponds to the training methodology of all past research on anytime prediction, which is inferior to any $\lambda < 1$.

models as we observed for our models trained on smaller resolution images (see Figure A.5 (left)). We obtain an asymptotic test accuracy of 67.2% for CascadedTD(0) versus 63.2% for SerialTD(1)-MultiHead (i.e., Shallow-Deep Nets), and a 13% speed up for CascadedTD(0) to reach a threshold of 50% accuracy; see Figure A.5 (left).

We conducted a sweep over hyperparameter $\lambda$ to determine its effect on asymptotic accuracy of CascadedTD. Figure A.5 (right) shows results for our terrier subset of ImageNet2012. Our results here are consistent with those from our smaller resolution dataset experiments from the main paper, where the $\lambda$ hyperparameter has a systematic effect on performance such that $\lambda < 1$ yields significantly improved performance. For example, TD(0.55) achieves a performance of 69.1%, which is a 9.3% improvement over TD(1). This supports our claim that our method generalizes to higher resolution datasets.

For training details, each class consisted of 1300 examples, which were split 90/10 into train and test examples. All simulation details were the same as our previous work, except batch size had to be reduced from 128 to 32 for the larger images, and, the first convolution layer of the ResNet was changed from 3x3 to 7x7 receptive fields.

### A.7 Computing Infrastructure

We used 8x NVIDIA Telsa V100’s on Google Cloud Platform (GCP) for training all CascadedCE and CascadedTD models; a single V100 was used for all evaluations, and to train MetaCog models. All models were implemented in PyTorch v1.5.0, using Python 3.7.7 operating on Ubuntu 18.04.

Table A.4: Average runtime for training CascadedCE and CascadedTD over CIFAR-10, CIFAR-100, and TinyImageNet.

| Dataset         | Model  | Average Runtime (hours) |
|-----------------|--------|-------------------------|
| CIFAR-10        | CascadedCE | 1.48 ± 0.002 |
|                 | CascadedTD | 1.81 ± 0.001 |
| CIFAR-100       | CascadedCE | 1.48 ± 0.001 |
|                 | CascadedTD | 1.83 ± 0.001 |
| TinyImageNet    | CascadedCE | 1.45 ± 0.035 |
|                 | CascadedTD | 1.97 ± 0.020 |

### A.8 Average Runtime and Reproducibility

Table A.4 shows average run times (in hours) for CascadedCE and CascadedTD. Variability in run time, expressed as ±1 SEM, is also shown. Reproducibility was ensured in the data pipeline and model training by seeding Random, Numpy, and PyTorch packages, as well as flagging deterministic cudnn via PyTorch API. When sweeping over $\lambda$ for a given model and dataset, 5 replications were trained to obtain reliability estimates; a fixed set of 5 seeds...
was for all models to ensure matched initial conditions across models. The average runtime for training MetaCog models on a single V100 GPU requires less than 3 minutes. When training multiple trials for a given MetaCog model, all models are initialized with the same weights, and 42 was used to seed all packages as detailed above.

B Meta-cognitive Experiment Details

For all meta-cognitive experiments, training data is generated from the EWS kernel applied to CascadedTD(0).

B.1 OOD Detection Dataset Details

CIFAR-10 serves as the in-distribution dataset, which contains 5,000 validation and 10,000 test set instances. The 5,000 validation instances, which we use as the in-distribution training set for OOD, were derived from a 90-10 train-validation split of the original 50,000 training instances used for training the CascadedTD model. The OOD datasets are as follows:

TinyImageNet The Tiny ImageNet (TinyImageNet) is a 200-class subset of ImageNet [7] and it contains 10,000 validation and 10,000 test instances. Following the methods of [33], we introduce two variations: 1) resize; the image is downsampled to $32 \times 32$, and 2) crop; a random $32 \times 32$ crop is taken from the image.

LSUN The Large-scale Scene UNderstanding (LSUN) [55] consists of 10 scenes categories, such as classroom, restaurant, bedroom, etc. It contains 10,000 validation and 10,000 test instances, and similar to TinyImageNet, we use the resize and crop variations.

SVHN The Street View House Numbers (SVHN) [39] dataset is obtained from house numbers in Google Street View images. It consists of 73,257 validation and 26,032 test set images.

B.2 OOD Detection Training Details

The MetaCog model is trained for 300 epochs with batch sizes of 256. We used Adam with an initial learning rate of 0.001 and weight decay of 0.0005 to optimize a binary cross entropy loss. Dropout with keep probability 0.5 was used for regularization. Numerical values corresponding to Figure 7 are tabulated in Table B.5 with reported SEM corrected to remove random variance [35].

The OOD examples from TinyImageNet and LSUN have crop and resize variations [33] to make them match CIFAR10 images in dimensions. MetaCog is trained per (in-, out-of-distribution) dataset pairing—e.g., (CIFAR-10, SVHN)—and input representation type (discussed below). The respective test set is used for evaluation.

Table B.5: CIFAR-10 (in-distribution) vs. Aggregate OOD dataset quantitative measures corresponding to Figure 7. Each representation may include all time step outputs, $t_{all}$, or only the final output, $t_{final}$.

| OOD Representation | AUROC   | FPR @ 95% TPR |
|--------------------|---------|---------------|
| CascadedTD [MSP]   | 89.5 ± 0.5 | 63.0 ± 3.5    |
| MetaCog $t_{final}$ [MSP] | 88.8 ± 0.5 | 63.0 ± 3.1    |
| MetaCog $t_{all}$ [MSP] | 90.2 ± 0.5 | 46.4 ± 3.1    |
| MetaCog $t_{final}$ [Entropy] | 90.5 ± 0.3 | 51.2 ± 2.5    |
| MetaCog $t_{all}$ [Entropy] | 92.7 ± 0.3 | 38.9 ± 2.5    |
| MetaCog $t_{final}$ [Softmax] | 92.6 ± 0.1 | 31.7 ± 0.7    |
| MetaCog $t_{all}$ [Softmax] | 95.7 ± 0.1 | 20.5 ± 0.7    |
| MetaCog $t_{final}$ [Logits] | 96.7 ± 0.1 | 17.5 ± 0.4    |
| MetaCog $t_{all}$ [Logits] | 97.3 ± 0.1 | 13.7 ± 0.4    |
B.3 Response Initiation

We explored a third stopping criterion, in addition to the confidence-threshold and temporal-deadline criteria. The third criterion was based on a meta-cognitive model that observes the output sequence from cascaded-model updates and uses this sequence to determine when to stop. To handle sequences, this MetaCog model was an RNN, specifically a GRU, trained with a logistic output unit that produced a binary stop/don’t-stop decision. In contrast to the confidence-threshold criterion, which is based solely on the network output at step $t$, MetaCog in principle uses steps $0 - t$ to make its decision. It produces a continuous output in $[0,1]$, and by stopping when the output rises above a threshold, we can map out a speed-accuracy trajectory analogous to that obtained with the confidence-threshold criterion.

MetaCog is trained for 300 epochs with a batch size of 256. We used Adam with an initial learning rate of 0.0001 and weight decay of 0.0001 to optimize a binary cross entropy loss. The supervised target is 1.0 at step $t$ if the output with highest probability at $t$ remains unchanged for all subsequent steps, or 0.0 otherwise. Essentially, the model is trained to predict when additional compute will change its decision. To obtain a finer granularity on time steps, we trained and evaluated MetaCog with the EWS kernel.

We trained MetaCog to predict when to stop for both CascadedCE and CascadedTD. MetaCog is trained on the 4,500 instances of the CIFAR-10 validation set that have been processed by the cascaded model, yielding a training set of dimension $4,500 \times 70 \times 10$, where there are 70 timesteps and 10 logit values. We generate our evaluation set from the same method above using the CascadedCE model on the 10,000 instance test set.

Figure B.1 shows the response initiation results comparing CascadedTD (left panel) and CascadedCE (right panel) with stopping criterion using MetaCog versus a temporal deadline. The MetaCog criterion yields significant improvements to response initiation for both models. This finding lends support to the notion that there is a signal in the model output over time as information trickles through the cascaded layers. Essentially, MetaCog can interpret the temporal evolution of cascaded model outputs to improve its speed-accuracy trade off.

C Correspondence Between Model Time Steps and Run Time on Parallel Hardware

The premise of our work is that we have massively parallel hardware with delays on inter-component communication. This architecture allows all ResNet blocks to be updated simultaneously. A block update involves a sequence of matrix multiplications, vector additions, and vector thresholding operations. Because all model variants perform block updates, we needn’t break down the block update into its primitive operations; instead, we consider the basic cycle to be a block update. Due to the assumed communication delay in our hardware, the updated output from a block is not available to other blocks until the next cycle. Both the Serial and Cascaded models can be run on this parallel hardware. The Serial model does not take full advantage of the parallel hardware because it updates only block $k$ at cycle $k$. The Serial model performs anytime read out at cycle $k$ by summing the
outputs of blocks 1 through \( k - 1 \) and passing the sum through the classifier head. The Cascaded model takes full advantage of the parallel hardware by updating all blocks at each cycle \( k \) using their output from cycle \( k - 1 \). Just as the Serial model, the Cascaded model can perform any-time read out using the one-cycle lagged block outputs. Thus, comparing the Serial and Cascaded models in units of block updates—as we have done throughout the article—provides a runtime comparison on the assumed parallel hardware. Note that Fischer et al. [11] similarly compare models with different rollouts using the same notion of runtime. It is not obvious that parallel updating using partially propagated states will provide benefits.
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