Nonconverged Constraints Cause Artificial Temperature Gradients in Lipid Bilayer Simulations

Sebastian Thallmair,* Matti Javanainen,*∥ Balázs Fábián, Hector Martinez-Seara, and Siewert J. Marrink

ABSTRACT: Molecular dynamics (MD) simulations have become an indispensable tool to investigate phase separation in model membrane systems. In particular, simulations based on coarse-grained (CG) models have found widespread use due to their increased computational efficiency, allowing for simulations of multicomponent lipid bilayers undergoing phase separation into liquid-ordered and liquid-disordered domains. Here, we show that a significant temperature difference between molecule types can artificially arise in CG MD membrane simulations with the standard Martini simulation parameters in GROMACS. In particular, the linear constraint solver (LINCS) algorithm does not converge with its default settings, resulting in serious temperature differences between molecules in a time step-dependent manner. We demonstrate that the underlying reason for this behavior is the presence of highly constrained moieties, such as cholesterol. Their presence can critically impact numerous structural and dynamic membrane properties obtained from such simulations. Furthermore, any preference of these molecules toward a certain membrane phase can lead to spatial temperature gradients, which can amplify the degree of phase separation or even induce it in compositions that would otherwise mix well. We systematically investigated the effect of the integration time step and LINCS settings on membrane properties. Our data show that for cholesterol-containing membranes, a time step of 20 fs should be combined with at least lincs_iter = 2 and lincs_order = 12, while using a time step of 30 fs requires at least lincs_iter = 3 and lincs_order = 12 to bring the temperature differences to a level where they do not perturb central membrane properties. Moreover, we show that in cases where stricter LINCS settings are computationally too demanding, coupling the lipids in multiple groups to the temperature bath offers a practical workaround to the problem, although the validity of this approach should be further verified. Finally, we show that similar temperature gradients can also emerge in atomistic simulations using the CHARMM force field in combination with settings that allow for a 5 fs integration step.

I. INTRODUCTION

Membranes play a central role in biology because they enable the structuring of cells into different compartments, such as the endoplasmic reticulum or the cell nucleus. Moreover, the plasma membrane (PM) separates the interior of living cells from its environment. It is now also clear that cellular membranes, consisting of hundreds of different lipid types and crowded with proteins, are laterally heterogeneous and contain transient membrane domains with specific biophysical properties.1−3 Moreover, these different lipid environments can have distinct roles in regulating cellular processes.4,5

To study membrane heterogeneity, complex lipid mixtures present in biological systems are not absolutely necessary. Simpler mixtures of three components are sufficient to observe differentiated phases or smaller-scale heterogeneity. Ternary mixtures of two lipid species with high and low melting temperatures ($T_m$) together with cholesterol (CHOL) are of particular interest, as they mimic substantially more complex biological compositions; depending on the mixture and temperature, they can undergo phase separation into liquid-ordered ($L_o$) and liquid-disordered ($L_d$) phases, the former of which is enriched in CHOL and the high-$T_m$ lipid. These simpler mixtures have been studied extensively by means of experiments as well as theory.1−6 From a modeling perspective, molecular dynamics (MD) simulations are the obvious method of choice to study the biophysics of membrane phase separation.5,7 However, even with the currently available
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computing performance, demixing of lipids into Ld and Lp-like domains by means of atomistic MD simulations is hard to achieve due to size and time scale limitations. Only a few studies have recently managed to glimpse such phenomena using all-atom models. Instead, coarse-grained (CG) MD simulations more readily provide access to the required long simulation times and large system sizes, where domain or phase boundaries do not constitute a majority of the studied membrane. This allows for systematic studies of factors affecting membrane heterogeneity at various scales.

For reliable simulations of biomembranes, both the structural behavior of their constituents and the thermodynamic properties of the whole system have to be described with adequate accuracy. Temperature in an MD simulation can be controlled by coupling the system to a temperature bath, for example, using a stochastic velocity rescaling algorithm. The entire simulation box can be coupled to the same temperature bath; however, this can cause artifacts in heterogeneous systems. This is known as the "cold solute—hot solvent problem" where, for example, a cold protein is surrounded by an overheated solvent. To avoid such undesired artifacts, a widely accepted solution is to couple the components of systems with stable phases, such as lipid bilayers and the surrounding water, to separate temperature baths with the same target temperature. Then, the question arises as to whether coupling all membrane components inside the stable phase to the same bath ensures the correct target temperature on the whole membrane. This is especially critical when considering phase-separated membranes, where artifacts or modeling inaccuracies may influence the temperatures of certain moieties differently.

In this work, we report an artificial temperature heterogeneity in membranes that phase-separate when using CG force fields in GROMACS. These anomalies are demonstrated to affect simulations of simple ternary model membranes and a complex PM model when using the CG Martini model with its standard simulation settings. We show that the culprit is the presence of molecular moieties with constraints to be solved by the linear constraint solver (LINCS). In our case, the lipid mixtures contained cholesterol, a critical building block of biomembranes, whose Martini representation contains multiple constraints. The cooling of cholesterol due to LINCS observed in our simulations significantly impacts the degree of phase separation as well as other membrane properties. We show that the current case is not a cold solute—hot solvent problem but rather another artifact caused by inadequately converged constraints. As demonstrated in the present work, a straightforward remedy for this issue is to sacrifice some computing time to reach better convergence of the constraint equations. In cases where more stringent LINCS settings are not feasible because the associated increase in computational costs is unreasonable, using multiple temperature coupling groups may provide a potential workaround. Finally, we show that the issue with the convergence of the LINCS algorithm also compromises the validity of other simulation models that rely heavily on constraints, such as recent versions of the atomistic CHARMM force field that rely on hydrogen mass repartitioning (HMR) or virtual sites (VIS) to enable large time steps.

II. SIMULATION AND ANALYSIS METHODS

II.I. Coarse-Grained Simulations. All simulations were performed with the CG force field Martiní 2 and the

GROMACS program package (versions 2018 and 2020). For cholesterol, the most recent Martini model with two virtual sites was employed.

The ternary lipid bilayer system with a size of 30 × 30 nm² was generated with the program insane.py, and it contained 1276 dipalmityl-phosphatidylcholine (DPPC), 950 dinoleoyl-phosphatidylcholine (DLiPC), and 912 cholesterol molecules (0.42/0.28/0.30 molar ratio) in a random distribution. The bilayer was solvated in a 0.15 M NaCl solution resulting in 38 917 CG water beads (of which 10% were antifreeze water beads) and 428 NaCl ion pairs. The potential energy of this initial conformation was minimized using a steepest descent algorithm, followed by two equilibration runs for 5 ps using a 1 fs time step and 500 ps using a 10 fs time step, respectively. The production run of 15 μs was performed with a time step of 20 fs. Large membrane undulations were suppressed by weak harmonic position restraints in the direction of the membrane normal applied to the DLiPC lipids of the upper leaflet. The force constant was 2 kJ mol⁻¹ nm⁻². The cutoff values for the nonbonded terms, as well as the dielectric constant, were chosen according to the recent and suggested simulation settings (the "New-RF" set).

LINCS was used to solve the constraints with lincs_order = 4 and lincs_iter = 1. Briefly, this means that a single iteration was performed to correct for rotational lengthening of the bonds, whereas the first four terms were used in the series expansion to approximate the inverse of the coupling matrix. It is also noteworthy that GROMACS detects the triangular constraints in the CHOL topology and automatically doubles the value of lincs_order for these constraints involved. However, in this article, we refer to the lincs_order values set by the user, i.e., the doubling by GROMACS is not taken into account. See the original publications, refs 19 and 25, for further details on the LINCS algorithm.

The pressure was controlled using a Parrinello—Rahman barostat at a pressure of 1 bar (semi-isotropic coupling) using a coupling constant of ⁰ = 12.0 ps and a compressibility of ℎ = 3 × 10⁻⁴ bar⁻¹. During equilibration, a Berendsen barostat (⁰ = 3.0 ps) was applied. The temperature was kept at 310 K using a velocity rescaling thermostat with a coupling constant of ⁰ = 1.0 ps. The solvent beads (water, antifreeze, and ion beads) were grouped together in a single temperature coupling group. For the lipids, two different choices for the temperature coupling groups were tested. In the first case, all lipids were grouped together so that the whole system was divided into two temperature coupling groups. In the second case, each lipid type was put in an individual temperature coupling group, resulting in a total of four groups. We also performed two additional tests with either (1) a more conservative set of LINCS settings using lincs_order = 8 and lincs_iter = 2 or (2) switching the thermostat to the Nosé—Hoover one with a coupling constant of ⁰ = 12.0 ps. For these tests, all lipids were coupled to the same thermostat.

Finally, to provide guidelines on which LINCS settings result in satisfactory small temperature gradients, we performed additional simulations on the ternary lipid mixture with various LINCS settings and integration time steps. In these simulations, all of the lipids were coupled to the same thermostat. The initial structure of the membrane corresponds to a phase-separated configuration of the main simulation after
10 μs (see the description above). We simulated the membrane for an additional 5 μs with combinations of lincs_order = 4, 6, 8, 10, or 12, lincs_iter = 1 or 2, and the integration time step = 10, 20, or 30 fs. We also simulated lincs_order = 12, lincs_iter = 3, and the integration time step = 30 fs. Again, the internal doubling of lincs_order is not taken into account here. The simulation inputs and outputs are available at DOIs 10.5281/zenodo.4453216, 10.5281/zenodo.4445341, and 10.5281/zenodo.4445314.

A complex PM model consisting of 63 different lipid types and with 30 mol % CHOL was set up in accordance with Ingolfsson et al.30 The patch size was ≈84 × 84 nm² containing ≈27,000 lipids. The system was neutralized and solvated with a 0.15 M NaCl solution resulting in ≈417,000 CG water beads (10% antifreeze water). The simulation settings were identical to the ones of the ternary mixture described above. The production run was performed for 53.4 μs using one temperature coupling group for the lipids. The final configuration was then simulated further for 8.2 μs (cumulative simulation time of 61.6 μs) using seven temperature coupling groups for the lipids that were separated in phosphatidylcholine (PC) lipids, phosphatidylethanolamines, phosphatidylycerines, gangliosides, sphingomyelins, cholesterol, and other remaining lipids such as phosphatidylinositols.

II.II. Analysis of the Coarse-Grained Simulations. The temperature calculation of the different groups of lipids was performed with the gmx traj tool specifying the option -ot using trr trajectory files that contain velocities. The obtained values for DPPC and DLiPC were readily used, as the topologies of these lipids do not contain any constraints, and thus they both have the expected 3N degrees of freedom. For the latest Martini model for cholesterol,31 the eight CG beads of CHOL would result in 3N = 24 degrees of freedom. However, the three massless virtual particles with 9 degrees of freedom do not contribute to the kinetic energy, and in addition, five constraints are present in the CHOL topology. Thus, in fact, the CHOL molecules only have 10 degrees of freedom. Since this is not taken into account by gmx traj -ot, the resulting temperature value has to be scaled by 24/10 = 2.4. The final value is in agreement with the temperature calculated with the gmx energy tool that uses the correct number of degrees of freedom. The same holds true for the temperature calculated by gmx mdrun during propagation. Similarly, a scaling factor has to be applied to some other lipid types in the PM model that also contain constraints in their topologies.

To provide a more in-depth analysis of the temperature gradients in the simulated systems, the lateral distribution of topologies.

Most of the analyses of the ternary mixture were performed for the last 2 μs, but for clarity, all used time windows are given for the averaged values in the tables or figure captions. The area per lipid (APL) was calculated using the FATSLiM program.32 The area compressibility, lipid tail order, and the CHOL flip–flop rate were calculated using in-house programs. The bilayer thickness was evaluated for the PO4 beads using the gmx distance tool. The gmx mindist tool was applied for the calculation of the number of contacts between different lipid types using a cutoff distance of 0.7 nm. For the PM model, the temperature was evaluated for the last 5 μs of each temperature coupling scheme. The CHOL densities were averaged over the last 100 ns. The calculation was performed based on the position of the ROH bead (representing the CHOL hydroxyl group), which was broadened with a Gaussian kernel (σ = 3 nm)33 using the Python library MDAnalysis.34

Lateral diffusion coefficients were calculated for the simulations with different LINCS settings. First, a center of mass (COM) trajectory was created with gmx traj -oxt. Then, the mean squared displacement (MSD) of the COMs was extracted as a function of lag time (Δ), i.e., the MSD data were time-averaged and further averaged over each lipid type. The lateral motion was measured with respect to that of the entire bilayer, thus eliminating any possible drift. The MSD data were fitted in the lag time interval between 100 and 200 ns by MSD = 4Δ, where D is the diffusion coefficient. In this interval, the MSDs are linear,34 and the sampling is still adequate for convergent results. An overview of the simulation and analysis times, as well as the screened settings, is provided in Table S1 in the Supporting Information (SI).

II.III. Atomistic Simulations and Analysis. A pure palmitoyloleylophosphatidylcholine (POPC) membrane and a POPC membrane with 20% cholesterol were set up using the CHARMM-GUI web portal.35 These membrane patches were equilibrated and joined into a single membrane, which thus had a heterogeneous distribution of cholesterol with a CHOL-containing and a CHOL-depleted end (see Figure 1). This gradient was also maintained during the fairly short simulations. The membrane contained a total of 320 (160 + 160) POPC and 40 (40 + 0) cholesterol molecules, and it was hydrated by 50 water molecules per lipid. Water was modeled as the CHARMM-variant of the TIP3P model,36 and for the POPC and CHOL lipids, we used three variants of CHARMM36, each with its own simulation parameters: (1)
Standard CHARMM36,37,38 (2) CHARMM36 model with hydrogen mass repartitioning (HMR)39 available in CHARMM-GUI with GROMACS outputs,40 and (3) CHARMM36 model with hydrogens modeled as virtual sites.

Figure 2. Membrane organization of the ternary lipid mixture DPPC/DLiPC/CHOL (a–c) Top and side views of the DPPC (blue)/DLiPC (red)/CHOL (yellow) membrane after 15 μs of simulation. The simulations were performed using (a) one and (b) three temperature coupling groups for the lipids, respectively. In (c), stricter LINCS settings (lincs_order = 8 and lincs_iter = 2) were applied. The phospholipid headgroups are omitted for clarity, and CHOL is represented by the ROH bead only. (d) Number of contacts between DPPC–DLiPC (black) and DLiPC–CHOL (red) analyzed for the linker beads of the phospholipids and the ROH bead of CHOL. The solid lines were obtained with one temperature coupling group, the long dashed lines with three temperature coupling groups, and the short dashed lines with lincs_order = 8 and lincs_iter = 2. (e) Histograms of the number of contacts depicted in (d) calculated from the last 5 μs of simulation. Colors and line styles are identical with (d). Relative neighboring data using (f) one temperature coupling group, (g) three temperature coupling groups, and (h) lincs_order = 8 and lincs_iter = 2, respectively, calculated for the last 2 μs of simulation. Errors are below 0.01 in (f)–(h).

Table 1. Membrane Properties of the Ternary Lipid Mixture DPPC/DLiPC/CHOL Simulated Using Either One or Three Temperature Coupling Groups for the Lipids with Loose LINCS Settings (First Two Columns) or the More Conservative LINCS Options with One Coupling Group for the Lipids (the Last Column)ab

|                          | single temperature coupling group | three temperature coupling groups | lincs_iter = 2 | lincs_order = 8 |
|--------------------------|-----------------------------------|-----------------------------------|----------------|-----------------|
| average membrane temperature (K)a | 308.1 ± 0.4                       | 308.2 ± 0.2                       | 309.3 ± 0.2    | 308.7 ± 0.2     |
| temperature DPPC (K)a     | 303.3 ± 0.2                       | 308.0 ± 0.2                       | 308.7 ± 0.2     | 308.0 ± 0.2     |
| temperature DLiPC (K)a    | 316.9 ± 0.8                       | 309.1 ± 0.2                       | 310.4 ± 0.2     | 308.2 ± 0.2     |
| temperature CHOL (K)a     | 302.5 ± 0.4                       | 306.2 ± 0.5                       | 308.9 ± 0.3     | 308.0 ± 0.3     |
| temperature water(K)a     | 309.6 ± 0.1                       | 309.6 ± 0.1                       | 309.5 ± 0.1     | 309.5 ± 0.1     |
| average APL (nm)b         | 0.737 ± 0.003                     | 0.736 ± 0.003                     | 0.738 ± 0.003   | 0.738 ± 0.003   |
| average area compressibility (mN/m)b | 377 ± 11                         | 314 ± 7                          | 335 ± 9         | 338 ± 9         |
| average tail order DPPCa  | 0.633 ± 0.003                     | 0.602 ± 0.002                     | 0.607 ± 0.002   | 0.607 ± 0.002   |
| average tail order DLiPCb | 0.238 ± 0.001                     | 0.249 ± 0.001                     | 0.246 ± 0.001   | 0.246 ± 0.001   |
| average bilayer thickness (nm)b | 4.07                            | 4.07                             | 4.07            | 4.07            |
| CHOL flip-flop rate (106 s−1)c | 5.12 ± 0.07                      | 4.69 ± 0.04                      | 4.93 ± 0.06     | 4.93 ± 0.06     |

aAveraged over the last 10 μs. bAveraged over the last 2 μs. cAll errors are standard errors and they were omitted if <0.001.

Standard CHARMM36,37,38 (2) CHARMM36 model with hydrogen mass repartitioning (HMR)39 available in CHARMM-GUI with GROMACS outputs,40 and (3) CHARMM36 model with hydrogens modeled as virtual sites.
slightly lower than the reference temperature. Table 1 shows that the temperature of the whole patch is lower than that with other settings. To check if the temperature difference by coupling each lipid type to a different thermostat, this merely masks the underlying problem, as the thermostat forces the recovery of any lost energy. This is supported by the average temperature of the entire membrane patch being closer to $T_{\text{ref}}$ in the case of the stricter LINCS settings. The superiority of the use of stricter LINCS settings instead of separate coupling groups was also recently demonstrated using Martini-derived lipid models for a ternary lipid mixture.43,44

We also performed a systematic check on how different LINCS settings (lincs_iter and lincs_order) and integration time steps affect the temperature difference that builds up in the simulations of the ternary mixture. We initiated the 5 μs long simulations with various settings from a phase-separated membrane that contained a cool $L_o$ phase consisting mainly of DPPC/CHOL, as well as a warmer DLiPC-rich $L_d$ phase (see Section II).

The temperatures of the different lipid types stabilized quickly with the different settings. In Figure 3, we show this temperature difference between the DPPC and DLiPC lipids in the presence of cholesterol and with various tested LINCS settings and time steps. It is evident that both of these factors have a significant effect on the temperature difference of the lipids. Notably, the commonly used settings (lincs_iter = 1, lincs_order = 4) lead to a large temperature difference with the commonly used time steps of 30 fs (50.5 K) and 20 fs (13.0 K). Moreover, even the parameters recommended for the virtual site cholesterol model (lincs_iter = 2 and lincs_order = 8) lead to temperature differences of 4.9 and 2.3 K with the same time steps. Based on Figure 3, the larger the time step, the larger the temperature difference. Similarly, the smaller the values of the lincs_iter and lincs_order parameters, the larger the difference. Thus, the best representation of the NPT ensemble is obtained with the maximal lincs_order and lincs_iter values and minimal time steps. For the case of 10 fs, the trends are not that evident due to the error of ±0.2 K associated with the temperatures calculated for the different lipid types. Since the DPPC-rich $L_o$ phase contains some DLiPC and vice versa for the $L_d$ phase, the spatial temperature differences might be underestimated by the analysis shown in Figure 3. Indeed, as
demonstrated in Figures S1 and S2 in the SI, the local temperatures can vary by up to 70 K. In both figures, the temperatures are averaged over the axis parallel to the phase boundary, which is the vertical axis in Figure 2a–c.

In addition to scanning the different LINCS settings and time steps, we also performed two additional checks with the same protocol. First, we repeated the simulation with lincs_order = 4, lincs_iter = 1 and a time step of 20 fs with the original Martini cholesterol model.47 The temperature difference between DPPC and DLiPC again built up to ≈20 K, indicating that the virtual sites on the new CHOL model53 are not the ones causing the energy conservation issue, but rather it has persisted in every Martini simulation containing CHOL (and likely some other molecules with similar complex constraint constructions). Second, we repeated the simulation once more with a time step of 20 fs and using the SHAKE46 constraint algorithm. SHAKE is not particularly handy in modern simulations due to the challenges in its parallelization.45 Importantly, with SHAKE, no temperature difference was observed between DPPC and DLiPC, indicating that the differences observed in other simulations are solely due to the LINCS algorithm and the low values used for lincs_order and lincs_iter. With these settings, the constraints are not converged, and thus the amount of virtual work they perform is not zero, as expected from a properly converged constraint algorithm.

However, the fundamental reason for performing CG simulations is that they are computationally efficient. Therefore, the time step should be as large as possible, and the constraint algorithm should not lead to major computational overhead. Fortunately, based on our benchmarks across desktop computers and computer clusters using various numbers of computing nodes, the overhead of LINCS even with the strict settings (lincs_iter = 2, lincs_order = 12) resulted in ≈4–6% performance loss depending on the number of computing nodes used, with a single node providing the smallest performance penalty. When GPUs were used, we observed losses as large as ≈23% with the probed LINCS settings. As shown in Figure 3, the temperature differences are further suppressed by increasing lincs_iter to 3 while keeping lincs_order equal to 12. For these settings, we observed a performance loss of 10% with a single computing node. However, the performance certainly depends on the computing architecture used and the simulation system and should therefore be benchmarked separately for each study. In all, our results suggest a fairly modest performance hit, indicating that there is no LINCS-related reason not to use the maximum time step at which the simulation is stable, as a reasonable convergence of constraints can be achieved by modifying the LINCS settings likely without sacrificing all of the gains of an increased time step. A key question then is regarding the level of temperature difference that is acceptable. This naturally depends on the property of interest, and a few examples are provided below.

Figure 2a depicts the bilayer patch simulated with one temperature coupling group for all lipids and the loose LINCS settings (lincs_iter = 1 and lincs_order = 4). Upon visual inspection, the bilayer shown in Figure 2b appears to be slightly less phase-separated than the one in Figure 2a. Except for the temperature coupling of the lipids, the simulations were performed with identical settings. Here, the three lipid types were coupled separately to the temperature bath. By analyzing direct lipid–lipid contacts as well as neighboring lipids, we will get a quantitative picture to see if the impression from Figure 2a and b holds. The distributions of the DPPC–DLiPC and DLiPC–CHOL contacts are depicted in Figure 2e. Both distributions clearly show an increase in the number of contacts. The average DPPC–DLiPC contacts increase by 29% from 640 ± 27 to 828 ± 46 and the average DLiPC–CHOL contacts by 25% from 563 ± 13 to 702 ± 5 (see Table S3). The shift of the number of contacts is also reflected in the normalized numbers of neighbors. They are depicted in Figure 2f and g for both systems and show a consistent change toward reduced phase separation. This means all numbers are closer to a random statistical distribution of 1. Altogether, the contact analysis and the number of neighbors show that a lower degree of phase separation is obtained when each lipid type is coupled separately to a temperature bath ensuring the correct temperature in both phases. A similarly lower degree of phase separation coupled with a smaller temperature difference among the lipid types is obtained with stricter LINCS settings of lincs_iter = 2 and lincs_order = 8 (Figure 2c–e, and h).

A look at other structural membrane properties shown in Table 1, namely, the APL, area compressibility, tail order, and bilayer thickness, reveals different sensitivities to the different temperatures in the lipid phases. While the average APL of the membrane and the bilayer thickness do not reveal any changes, the picture changes for the area compressibility and the tail order. The area compressibility becomes lower using three temperature coupling groups, i.e., when the lipid temperatures are closer to Tref. This indicates that the compressibility of the Lβ phase majorly formed by DLiPC dominates the compressibility observed for the whole membrane patch. The tail order is sensitive to the temperature changes as well and changes in the expected way. Thus, the order increases with reduced temperature and vice versa.

The cholesterol flip–flop rate is a dynamic property, which behaves unexpectedly at first sight. While the CHOL temperature increases and the DPPC tail order decreases with separate temperature coupling groups for the lipid types, the CHOL flip–flop rate decreases by 8% from 5.12 ± 0.07 to 4.69 ± 0.04 μs⁻¹. However, several MD simulation studies showed that the flip–flop preferably occurs in the disordered Lα phase due to a lower free energy barrier.49–51 The decrease of the flip–flop rate observed here is perfectly in line with the flip–flop taking place in the vicinity of DLiPC, since DLiPC becomes more ordered in contrast to DPPC, because the lipids are coupled separately to a thermostat.

We also studied the effect of temperature differences between DPPC and DLiPC caused by different time steps and various LINCS settings on selected membrane properties. The contact fraction,52 describing the degree of phase separation, is shown as a function of the temperature difference between DLiPC and DPPC (ΔT) in the bottom panel of Figure 4, whereas the ratio of the diffusion coefficients of DPPC and DLiPC is shown in the top panel. Diffusion coefficient ratios seem to converge only at ΔT < 1 K, whereas contact fractions are unaffected up to ΔT values of 4 K. This highlights the requirement for a properly converged constraint algorithm. The LINCS settings that fulfill the requirement for the stricter threshold of 1 K are highlighted in red in Figure 3; with a time step of 30 fs, lincs_iter = 3 and lincs_order = 12 are required, whereas with a time step of 20 fs, lincs_iter = 2 suffices. Thus, the large energy drain observed in simulations with constraints has
possibly affected the properties extracted from numerous Martini simulations containing molecules with complex constraint constructions, as the looser LINCS settings (\textit{lincs\_iter = 1, lincs\_order = 4}) have been commonly used.

In the simulation of the complex PM model, different temperatures emerge for different groups of lipids similar to the ternary lipid mixture. Figure 5a shows the temperatures of seven groups of lipids for the last 5 \(\mu\)s of simulation using one and seven temperature coupling groups, respectively. The average temperatures of CHOL and the gangliosides (GM lipids) are about \(\Delta T = 11 \text{ K}\) below \(T_{\text{ref}} = 310 \text{ K}\) (see Figure 5b). An analysis of the CHOL density depicted in Figure 5c demonstrates that here also, the formation of heterogeneities in the patch is sensitive to the temperatures of the lipid groups. While the formation of regions that are strongly enriched and depleted of CHOL can be observed in the case of the one temperature coupling group (left in Figure 5c), the density is much more homogeneous with seven temperature coupling groups (right in Figure 5c).

Finally, we also performed atomistic simulations of a cholesterol/POPC membrane using (1) the CHARMM36 force field with standard models and simulation parameters, (2) the CHARMM36 model with hydrogen mass repartitioning (HMR) available in CHARMM-GUI with GROMACS outputs, and (3) the CHARMM36 model with hydrogens modeled as virtual sites (VIS). The latter two approaches lead to uneven temperatures of different molecule types. CHOL molecules are on average 24.3 K (HMR) or 8.7 K (VIS) cooler than the POPC lipids in the respective systems. When more strict LINCS settings of \textit{lincs\_iter = 2 and lincs\_order = 8} are used for HMR and VIS models, the temperature difference is suppressed, as demonstrated by the empty circles and the dashed lines in Figure 6. However, with the standard CHARMM36 force field, this temperature difference drops to a mere 0.5 K even with the default LINCS settings of \textit{lincs\_iter = 1 and lincs\_order = 4}. In the membrane with a CHOL-free and a CHOL-containing side, the poorly convergent constraints on CHOL molecules also affect other lipids in their neighborhood, akin to what happens to CHOL-associated DPPC in the CG simulations. Indeed, we observe a spatial temperature gradient with the POPC molecules with and without nearby CHOL. The temperature difference is 4.6 K for VIS, 1.8 K for HMR, and 0.2 K for the standard CHARMM36 with the default LINCS settings, yet the HMR and VIS models again behave reasonably well with stricter LINCS parameters. This demonstrates that the issue is not only limited to the

---

Figure 4. Contact fraction, describing lipid mixing, and the ratio of the lateral diffusion coefficients of DPPC and DLiPC as a function of the temperature difference of DLiPC and DPPC. The diffusion coefficients and contact fractions were extracted from the last 2 and 1 \(\mu\)s of the 5 \(\mu\)s simulations, respectively. The temperature difference is due to the loose settings of LINCS, which has far-reaching consequences regarding the static and dynamic properties of the simulated systems. All of the tested LINCS settings are shown in Figure S4 in the SI. We estimate that the diffusion coefficient ratios converge at temperature differences below 1 K, whereas the contact fractions are less sensitive, and even temperature differences of 4 K do not seem to affect the results significantly. These estimates are highlighted by dashed lines. The LINCS settings that fulfill the stricter criterion of the 1 K difference are highlighted in red in Figure 3.

Figure 5. Impact of the temperature coupling groups on large-scale PM simulations. (a) Temperature of the different lipid groups (for the color scheme, see (b)) simulated with one (top) and seven (bottom) temperature coupling groups, respectively. In addition, the water temperature is plotted. The gray dashed line indicates \(T_{\text{ref}} = 310 \text{ K}\). (b) Average temperature of the different lipid groups and water depicted in (a). (c) Cholesterol density in the outer PM leaflet averaged over the last 100 ns of simulation with the lipids coupled together (left, one group) and separate (right, seven groups) to the temperature bath. The color scale shows the enrichment and depletion of CHOL relative to the average CHOL concentration in the outer leaflet.
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molecules with inadequately behaving constraints but that it can also affect the temperatures of other molecules in their vicinity. In systems containing a heterogeneous lipid distribution, this can lead to spatial temperature gradients. In all of the described atomistic simulations, gmx energy reports a mean lipid temperature of 298.0 K, and the mean temperature of a degree of freedom calculated from the values in Figure 6 are within 0.2 K of this value. These simulations thus also highlight another important, and so far scarcely checked, property of converged equilibrium simulations, that is, the uniform spatially and moleculewise distributed temperature.

IV. SUMMARY AND CONCLUSIONS

Our CG MD simulations of a ternary DPPC/DLipC/CHOL mixture with the Martini force field showed a temperature difference between the L_{α} favoring DPPC and the L_{d} favoring DLipC of ΔT ≈ 13 K when using the common loose LINCS settings of lincs_iter = 1 and lincs_order = 4 and coupling the lipids to a single thermostat. We identified the loosely solved constraints in the cholesterol topology as a source of the temperature difference. As a consequence, the temperature of the L_{α} phase is reduced and that of the L_{d} phase is greatly increased. Our systematic investigation of the interplay between the time step and the LINCS settings revealed that this can be remedied by modifying the lincs_iter and lincs_order parameters. For a time step of 20 fs, at least lincs_iter = 2 and lincs_order = 12 should be chosen, whereas for a 30 fs time step, the even higher settings of lincs_iter = 3 and lincs_order = 12 are required to suppress the temperature difference between the lipid types to less than 1 K. This 1 K threshold was selected based on the convergence of lipid dynamics, but not all of the studied properties are equally sensitive. Updated GROMACS mdp files will be provided for Martini users at www.cgmartini.nl.

Of course, the proper convergence of the constraint algorithm comes at an additional computational cost; in the ternary lipid patch tested here, lincs_iter = 2 and lincs_order = 12 result in a ≈6% performance loss on a single node with 128 CPU cores, whereas for the lincs_iter = 3 and lincs_order = 12 settings, this increases to ≈10%. The numbers seem to increase somewhat upon parallelization to multiple nodes, and with the use of GPUs, even 20% performance hits were observed. Thus, in systems with many more constraints such as polymer melts, stricter LINCS settings might not be computationally feasible. An alternative, though not ideal, workaround is the use of multiple temperature coupling groups. We showed that a consistent temperature in the phase-separated membrane can be recovered when coupling the saturated and unsaturated lipid types and cholesterol to individual temperature baths.

For cholesterol-containing lipid bilayers, we demonstrated that the degree of phase separation is affected by the temperature difference. This is not only the case for the ternary mixture but also for more complex systems such as a large-scale PM lipid mixture. Here, the enrichment and depletion in CHOL is much more pronounced if one temperature coupling group for the lipids is used, which results in a reduced temperature of primarily CHOL and gangliosides, both enriched in L_{α} domains. In addition, our analysis revealed that besides the degree of phase separation, the lipid tail order, area compressibility, and the CHOL flip–flop rate are also affected. In contrast, the overall APL and the bilayer thickness remain unchanged. Previously, we demonstrated that the temperature difference can even induce phase separation in models that do not show any demixing when the temperature is evenly distributed among lipid types.

Importantly, not only CG MD simulations but also atomistic simulations with many constraints such as VIS or HMR where larger time steps of 5 fs are used suffer from uneven temperatures of different molecule types when loose LINCS settings are applied. To avoid artificial temperature gradients in the future, we recommend monitoring the temperature of different components in the system. In case a temperature gradient develops, stricter LINCS settings or the workaround of multiple temperature coupling groups should be considered.

Finally, it is worth asking why the coarse-grained CHOL poses such a difficulty for the LINCS algorithm. Nonconverged constraints, regardless of the algorithm, lead to the loss of energy and subsequently to cooling. For instance, Table 2 of ref 19 shows a negative energy drift during 4 ps long simulations of a 32 residue peptide, which increases with reduced accuracy of the constraint algorithms LINCS and SHAKE. Similar results were observed for a villin headpiece, a box of SPC water, and ubiquitin. The Martini CHOL parametrization contains two obtuse triangles that share an edge. This configuration results in highly coupled constraints that in the LINCS algorithm lead to high eigenvalues of the constraint coupling matrix (see original papers for details of the LINCS implementation in refs 19 and 25). For example, typical sp^3- and sp^3-hybridized bonds present in all-atom systems give eigenvalues of around 0.4, which allow for the convergence of the LINCS algorithm with the standard settings of lincs_iter = 1 and lincs_order = 4. However, with an eigenvalue of 1.0, LINCS fails to converge entirely regardless of the values of lincs_iter and lincs_order used. Unfortunately, the eigenvalues of the
coarse-grained CHOL are very close to this value. Importantly, the use of a smaller time step such as 10 fs leads to a smaller energy drift, although without affecting the convergence of LINCS per se. The resulting smaller energy drifts are better handled by a temperature bath.
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