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Abstract. We prove the symmetric version of Kottman’s theorem, that is to say, we demonstrate that the unit sphere of an infinite-dimensional Banach space contains an infinite subset $A$ with the property that $\|x \pm y\| > 1$ for distinct elements $x, y \in A$, thereby answering a question of J. M. F. Castillo. In the case where $X$ contains an infinite-dimensional separable dual space or an unconditional basic sequence, the set $A$ may be chosen in a way that $\|x \pm y\| \geq 1 + \varepsilon$ for some $\varepsilon > 0$ and distinct $x, y \in A$. Under additional structural properties of $X$, such as non-trivial cotype, we obtain quantitative estimates for the said $\varepsilon$. Certain renorming results are also presented.

1. Introduction

Kottman’s theorem [29], asserting that the unit sphere of an infinite-dimensional normed space contains a sequence of points whose mutual distances are strictly greater than one, sparked a new insight on the non-compactness of the unit ball in infinite dimensions. Elton and Odell [17] employed methods of infinite Ramsey theory to improve Kottman’s theorem significantly by showing that the unit sphere of an infinite-dimensional normed space contains a sequence $(x_n)_{n=1}^{\infty}$ such that $\|x_n - x_k\| \geq 1 + \varepsilon$ ($k, n \in \mathbb{N}, k \neq n$) for some $\varepsilon > 0$. Even though the proof of Kottman’s theorem has been greatly simplified over time ([14, pp. 7–8]), it was only recently when a new (still Ramsey-theoretic though) proof of the Elton–Odell theorem was obtained ([20]).

It is perhaps no surprise that the $\varepsilon$ appearing in the statement of the Elton–Odell theorem is intimately related to the geometry of the underlying space. Indeed, in the case of the space $\ell_p$ ($1 \leq p < \infty$) it cannot be greater than the attained bound $2^{1/p} - 1$ (see, e.g., [3, p. 31]). Thus, studying geometric or structural properties of the space will often
help in identifying possible lower bounds for separation constants of sequences in the unit sphere of the space. For example, Kryczka and Prus proved the quite remarkable result saying that in the unit sphere of a non-reflexive Banach space one may find a $\sqrt{4}$-separated sequence ([30]). Further quantitative estimates of the said lower bound expressed in terms of various moduli of convexity and related results may be found in [10, 13, 34, 37, 40].

The main objective of the paper is to revisit and investigate the above-mentioned results in the setting of symmetric separation: let us say that a subset \( A \) of a normed space is symmetrically \((\delta^+)-separated\) (respectively, symmetrically \(\delta\)-separated) when \( \|x \pm y\| > \delta \) (respectively, \( \|x \pm y\| \geq \delta \)) for any distinct elements \( x, y \in A \) (\( \delta > 0 \)). J. M. F. Castillo and P. L. Papini asked whether there is a symmetric version of the Elton–Odell theorem ([11, Problem 1]), however according to Castillo ([9]) prior to this research, it has not been known whether the unit sphere of an infinite-dimensional Banach space contains a symmetrically \((1+\varepsilon)\)-separated sequence.

Castillo and Papini proved that the answer is affirmative for uniformly non-square spaces and for \( L_\infty \)-spaces (consult [11] for more details). Also, although not stated explicitly, it follows from the proof of the main result of [13] that the answer is affirmative for asymptotically uniformly convex spaces in which case the lower bound for the symmetric separation constant is expressed in terms of the so-called modulus of asymptotic uniform convexity. Certainly the unit spheres of both \( \ell_1 \) and \( c_0 \) contain symmetrically 2-separated sequences (in the former case plainly the standard vector basis is an example of such sequence, in the latter case one may take \( x_n = -e_{n+1} + \sum_{k=1}^{n} e_k \) \( (n \in \mathbb{N}) \), where \( (e_n)_{n=1}^{\infty} \) denotes the unit vector basis of \( c_0 \)). Consequently, if \( X \) contains an isomorphic copy of either space, by the James distortion theorem, for every \( \varepsilon \in (0, 1) \) the unit sphere of \( X \) contains a symmetrically \((1 + \varepsilon)\)-separated subset. (For more details see Lemma 2.2.)

Our first main result is an extension of Kottman’s theorem to symmetrically separated sequences. (The proofs of the results presented in the Introduction are postponed to subsequent sections, where the necessary terminology is also explained.)

**Theorem A** (Symmetric version of Kottman’s theorem). Let \( X \) be an infinite-dimensional Banach space. Then the unit sphere of \( X \) contains a symmetrically \((1+\varepsilon)\)-separated sequence.

Subsequently, we identify classes of Banach spaces for which a symmetric version of the Elton–Odell theorem holds true. We prove that spaces containing boundedly complete basic sequences satisfy a symmetric version of the Elton–Odell theorem; this theorem will be the main ingredient of Theorem B in this paper.

**Theorem 1.1.** Let \( X \) be a Banach space that contains a boundedly complete basic sequence. Then for some \( \varepsilon > 0 \), the unit sphere of \( X \) contains a symmetrically \((1 + \varepsilon)\)-separated sequence.

In a reflexive Banach space, every basic sequence is boundedly complete ([26, Theorem 1]; see also [1, Theorem 3.2.13]), hence we arrive at the following corollary.
Corollary 1.2. Let $X$ be an infinite-dimensional reflexive Banach space. Then for some $\varepsilon > 0$ the unit sphere of $X$ contains a symmetrically $(1 + \varepsilon)$-separated sequence.

The above observation may be extended to more general spaces, as Johnson and Rosenthal proved that if $X$ is isomorphic to an infinite-dimensional subspace of a separable dual space, then it contains a boundedly complete basic sequence ([27, Theorem IV.1.(ii)]). Notably, spaces with the Radon–Nikodym property, or more generally, spaces with the so-called point-of-continuity property (in short, PCP) contain separable dual spaces; consult [22, Corollary II.1] for the exact definition, the proof and the relation to the Radon–Nikodym property. We may record then the following corollary to Theorem 1.1.

Corollary 1.3. Suppose that $X$ contains a subspace isomorphic to a subspace of a separable dual space. Then for some $\varepsilon > 0$ the unit sphere of $X$ contains a symmetrically $(1 + \varepsilon)$-separated sequence.

Consequently, the assertion holds true in the case where $X$ has the Radon–Nikodym property (or more generally, PCP).

For (a space isomorphic to) a Banach lattice $X$ we have the following three, not necessarily exclusive, possibilities: $X$ is reflexive, $X$ contains a subspace isomorphic to $c_0$ or $X$ contains a subspace isomorphic to $\ell_1$ (cf. [32, Theorem 1.c.5]). By Theorem [11] and our considerations from the fourth paragraph we thus obtain the following result.

Theorem B. Suppose that $X$ is a Banach space that contains an infinite-dimensional subspace isomorphic to a Banach lattice (for example, a space with an unconditional basis). Then for some $\varepsilon > 0$ the unit sphere of $X$ contains a symmetrically $(1 + \varepsilon)$-separated sequence.

An infinite-dimensional Banach space is hereditarily indecomposable when it does not contain any closed subspace $Y$ that may be decomposed as the direct sum $Y = W \oplus Z$ of two closed, infinite-dimensional subspaces $W, Z$. Gowers’ Dichotomy Theorem ([24]) asserts that an infinite-dimensional Banach space contains an infinite-dimensional subspace with an unconditional basis or a hereditarily indecomposable subspace. Certainly, hereditarily indecomposable spaces do not contain unconditional basic sequences.

Even though the original example of a hereditarily indecomposable space was reflexive, there exist hereditarily indecomposable spaces without reflexive subspaces; the first example is due to Gowers [23]. However, Gowers’ space admits an equivalent uniformly Kadets–Klee norm ([15, Corollary 10]), so it has PCP since it does not contain $\ell_1$ ([15, Proposition 2]). Consequently, Corollary [3.3] applies to any renorming of Gowers’ space.

More recently, Argyros and Motakis ([2]) constructed a $\mathcal{L}_\infty$-space $X_{AM}$ without reflexive subspaces whose dual is isomorphic to $\ell_1$. In particular, $X_{AM}$ is an Asplund space containing weakly Cauchy sequences that do not converge weakly, so the unit ball of $X_{AM}$ is not completely metrisable in the relative weak topology. By [16, Theorem A], $X_{AM}$ fails PCP; the same reasoning applies to any closed subspace of $X_{AM}$. (We are indebted to Pavlos Motakis for having explained this to us.) Nevertheless, $X_{AM}$ being a $\mathcal{L}_\infty$-space, by
a result of Castillo and Papini, contains a symmetrically \((1 + \varepsilon)\)-separated sequence in the unit sphere for some \(\varepsilon > 0\).

We then turn our attention to classes of spaces where a lower bound for the \(\varepsilon\) appearing in the statement of Theorem B may be computed explicitly. To wit, we prove the following theorem.

**Theorem C.** Let \(X\) be an infinite-dimensional Banach space. Suppose that either

(i) \(X\) contains a normalised basic sequence satisfying a lower \(q\)-estimate for some \(q < \infty\),

or

(ii) \(X\) has finite cotype \(q\).

Then for every \(\varepsilon > 0\) the unit sphere of \(X\) contains a symmetrically \((2^{1/q} - \varepsilon)\)-separated sequence.

2. **Preliminaries**

Normed spaces studied in this paper are either real or complex and the results are valid in both cases. Let \(X\) be a normed space. We denote by \(B_X\) and \(S_X\), respectively the unit ball of \(X\) and the unit sphere of \(X\).

2.1. **Two elementary lemmata.** This short section is devoted to a very simple result that we require for the justification of the observation made in the introduction asserting that if \(X\) contains an isomorphic copy of either \(c_0\) or \(\ell_1\), then for every \(\varepsilon \in (0, 1)\) the unit sphere of \(X\) contains a symmetrically \((2 - \varepsilon)\)-separated subset.

We shall make use of the following well-known inequality; its proof can be found for instance [28, Lemma 2.2] or (in a slightly weaker formulation) in [35, Lemma 6]. On the other hand, the present formulation or similar estimates can surely be found in older papers scattered throughout the literature. Let us just mention [33, Lemma 3.1], where a very similar statement (actually, under slightly more general assumptions) can be found.

**Lemma 2.1.** Let \(X\) be a normed space. Suppose that \(x, y\) are non-zero vectors in the unit ball of \(X\). If \(\|x - y\| \geq 1\), then

\[
\left\| \frac{x}{\|x\|} - \frac{y}{\|y\|} \right\| \geq \|x - y\|.
\]

It follows in particular that, if \(\left\| \frac{x}{\|x\|} - \frac{y}{\|y\|} \right\| \leq 1\), then \(\|x - y\| \leq 1\) too. Moreover, the lemma assures that in order to find a (symmetrically) \((1+)\)-separated sequence of unit vectors it is in fact sufficient to find such a sequence in the unit ball, with no need to insist that all vectors are normalised (and the analogous assertion for \((1+\varepsilon)\)-separation).

**Lemma 2.2.** Let \((X, \|\cdot\|_X)\) and \((Y, \|\cdot\|_Y)\) be normed spaces and let \(A \subseteq S_X\) be a (symmetrically) \((1 + \varepsilon)\)-separated set \((\varepsilon > 0)\). Suppose that \(T : X \to Y\) is an isomorphic embedding such that \(\|T\| \cdot \|T^{-1}\| \leq 1 + \delta\) \((\delta > 0)\). If \(\delta \leq \frac{1}{2 + \varepsilon}\), then the set

\[
\tilde{A} := \left\{ \frac{T x}{\|T x\|_Y} : x \in A \right\} \subseteq S_Y
\]
is (symmetrically) \((1 + \varepsilon/2)\)-separated.

**Proof.** Up to a scaling, we may assume without the loss of generality that for all \(x \in X\) we have \(|x|_X \leq \|Tx\|_Y \leq (1 + \delta)\|x\|_X\). Consequently, \((1 + \delta)^{-1} \cdot Tx \in B_Y\) for \(x \in A\). Moreover, for distinct \(x, y \in A\) we have

\[
\|Tx|_Y - Ty|_Y \geq \frac{1}{1 + \delta} \cdot \|x - y\|_X \geq \frac{1 + \varepsilon}{1 + \delta} \geq 1.
\]

Thus Lemma 2.1 applied to the vectors \((1 + \delta)^{-1}Tx\) and \((1 + \delta)^{-1}Ty\) gives

\[
\|Tx - Ty\|_Y \geq \|Tx - Ty\|_Y \geq \frac{1 + \varepsilon}{1 + \delta} \geq 1 + \varepsilon/2,
\]

as \(\delta \leq \frac{\varepsilon}{2 + \varepsilon}\). The symmetric assertion is proved in the same way. \(\Box\)

Let us mention that in the above proof we made use of Lemma 2.1 in order to obtain a slightly better choice for \(\delta\). If we only used the triangle inequality, we would have needed the condition \(\delta \leq \frac{\varepsilon}{4}\).

### 2.2. Boundedly complete basic sequences.

Here we collect a few remarks on boundedly complete basic sequences, that we shall use in the proof of Theorem 1.1; for convenience of the reader, we start recalling the relevant definitions.

A basic sequence \((e_j)_{j=1}^\infty\) in a Banach space \(X\) is **boundedly complete** if the series \(\sum_{j=1}^\infty a_j e_j\) converges in \(X\) for every choice of the scalars \((a_j)_{j=1}^\infty\) such that

\[
\sup_{k \in \mathbb{N}} \left\| \sum_{j=1}^k a_j e_j \right\| < \infty.
\]

It is very simple to verify that if \((e_j)_{j=1}^\infty\) is a boundedly complete basic sequence, then so is every block basic sequence of \((e_j)_{j=1}^\infty\).

We shall require a small refinement of the classical Mazur technique of constructing basic sequences (see, e.g., [18, Theorem 4.19] or [11, Corollary 1.5.3]). In particular, we shall exploit along the way the following lemma due to Mazur (the formulation given here can be found, e.g., in [24, Lemma 4.66]).

**Lemma 2.3.** Let \(E\) be a finite-dimensional subspace of a Banach space \(X\) and \(\varepsilon > 0\). Then there exists a finite-codimensional subspace \(F\) of \(X\) such that for every \(x \in E\) and \(v \in F\)

\[
\|x\| \leq (1 + \varepsilon)\|x + v\|.
\]

**Lemma 2.4.** Let \(X\) be an infinite-dimensional Banach space and let \((e_j)_{j=1}^\infty\) be a basic sequence in \(X\). Suppose that \((\varepsilon_j)_{j=1}^\infty\) is a sequence of positive real numbers that converges to 0. Then there exists a block basic sequence \((x_j)_{j=1}^\infty\) of \((e_j)_{j=1}^\infty\), such that

\[
\|P_j\| \leq 1 + \varepsilon_j \quad (j \in \mathbb{N}),
\]

where \(P_j : \text{span}\{x_j\}_{j=1}^\infty \to \text{span}\{x_j\}_{j=1}^\infty\) denotes the \(j\)th canonical projection associated to the basic sequence \((x_j)_{j=1}^\infty\).
In particular, if \((e_j)_{j=1}^\infty\) is boundedly complete, then so is \((x_j)_{j=1}^\infty\).

Proof. Fix a sequence \(\delta_j \downarrow 0\) such that \(\prod_{j=n}^{\infty} (1 + \delta_j) \leq 1 + \varepsilon_n\) for every \(n\). We start choosing a unit vector \(x_1 \in \text{span}\{e_j\}_{j=1}^\infty\). We then find a finite-codimensional subspace \(F_1\) of \(X\), obtained applying Mazur's lemma to \(\text{span}\{x_1\}\) and \(\delta_1\). For \(n_1\) sufficiently large, we have \(x_1 \in \text{span}\{e_j\}_{j=1}^{n_1-1}\); since \(F_1\) is finite-codimensional, we can choose a unit vector \(x_2\) in \(F_1 \cap \text{span}\{e_j\}_{j=n_1}^\infty\). By Mazur's lemma, for all scalars \(\alpha^1, \alpha^2\) such \(x_2\) satisfies

\[
\|\alpha^1 x_1\| \leq (1 + \delta_1)\|\alpha^1 x_1 + \alpha^2 x_2\|.
\]

We proceed analogously by induction: assume that we have already found a finite block sequence \((x_j)_{j=1}^n\) of \((e_j)_{j=1}^\infty\) such that

\[
\left\| \sum_{j=1}^k \alpha^j x_j \right\| \leq (1 + \delta_k) \left\| \sum_{j=1}^{k+1} \alpha^j x_j \right\|
\]

for every \(k = 1, \ldots, n-1\) and scalars \(\alpha^1, \ldots, \alpha^n\). Let \(F_n\) be a finite-codimensional subspace of \(X\) as in the conclusion of Mazur's lemma, applied to \(\text{span}\{x_1, \ldots, x_n\}\) and \(\delta_n\). Moreover let \(N \in \mathbb{N}\) be so large that \(x_1, \ldots, x_n \in \text{span}\{e_j\}_{j=1}^{N-1}\). We can then choose a unit vector \(x_{n+1}\) in \(F_n \cap \text{span}\{e_j\}_{j=N}^\infty\) and such a choice ensures us that

\[
\left(2.1\right) \quad \left\| \sum_{j=1}^n \alpha^j x_j \right\| \leq (1 + \delta_n) \left\| \sum_{j=1}^{n+1} \alpha^j x_j \right\|
\]

for every choice of the scalars \(\alpha^1, \ldots, \alpha^{n+1}\). This concludes the inductive procedure.

From \((2.1)\) it is clear that for every \(n, k \in \mathbb{N}\)

\[
\left\| \sum_{j=1}^n \alpha^j x_j \right\| \leq \prod_{j=n}^{\infty} (1 + \delta_j) \left\| \sum_{j=1}^{n+k} \alpha^j x_j \right\| \leq (1 + \varepsilon_n) \left\| \sum_{j=1}^{n+k} \alpha^j x_j \right\|,
\]

hence \(\|P_n\| \leq 1 + \varepsilon_n\). It is also clear from the construction that \((x_j)_{j=1}^\infty\) is a block basic sequence of \((e_j)_{j=1}^\infty\). Finally, the last assertion of the lemma follows from the comments preceding its proof.

\[\square\]

3. PROOF OF THEOREM A

Proof of Theorem A. Let \(X\) be an infinite-dimensional Banach space. We consider the following property of an infinite-dimensional subspace \(\tilde{X}\) of \(X\): \(\tilde{X}\) has property \((\Box)\) if there exist a unit vector \(x \in S_{\tilde{X}}\) and an infinite-dimensional subspace \(Y\) of \(\tilde{X}\) such that \(\|x + y\| > 1\) for every unit vector \(y \in S_Y\). In symbols,

\(\tilde{X}\) has \((\Box)\) if: \(\exists x \in S_{\tilde{X}}, \exists Y \subseteq \tilde{X}\) infinite-dimensional subspace: \(\forall y \in S_Y \|x + y\| > 1\).

Then we have the following dichotomy: either every infinite-dimensional subspace of \(X\) has \((\Box)\) or some infinite-dimensional subspace has \((\neg \Box)\).

The proof of the result in the first alternative of the dichotomy is very simple: in fact, the assumption that \(X\) has \((\Box)\) yields a unit vector \(x_1 \in X\) and an infinite-dimensional
subspace $X_1$ of $X$ such that $\|x_1 + y\| > 1$ for every $y \in S_{X_1}$. Since $X_1$ has (□) too, we can find a unit vector $x_2$ in $X_1$ and an infinite-dimensional subspace $X_2$ of $X_1$ such that $\|x_2 + y\| > 1$ for every $y \in S_{X_2}$. We proceed by induction in the obvious way and we find a sequence $(x_n)^\infty_{n=1}$ of unit vectors in $X$ and a decreasing sequence $(X_n)^\infty_{n=1}$ of infinite-dimensional subspaces of $X$ such that, for every $n \in \mathbb{N}$

(i) $x_{n+1} \in X_n$ and
(ii) $\|x_n + y\| > 1$ for every $y \in S_{X_n}$.

The sequence $(x_n)^\infty_{n=1} \subseteq S_X$ is then the desired symmetrically $(1+)$-separated sequence since for $1 \leq k < n$ we have $\pm x_n \in X_{n-1} \subseteq X_k$; hence $\|x_k \pm x_n\| > 1$.

In the second alternative, there exists an infinite-dimensional subspace $\tilde{X}$ of $X$ with property (¬□); since we shall construct the desired sequence in the subspace $\tilde{X}$, we can assume without loss of generality that $\tilde{X} = X$. We first note that the assumption $X$ to admit property (¬□) is equivalent to the formally stronger property

(□) $\forall x \in B_X, \forall Y \subseteq X$ infinite-dimensional subspace $\exists y \in S_Y : \|x + y\| \leq 1$.

In fact, for $x \in S_X$, (□) is exactly the negation of (□), while for $x = 0$ it is trivially true. Given a non-zero $x \in B_X$ and an infinite-dimensional subspace $Y$ of $X$, (¬□) provides us with a vector $y \in S_Y$ with $\|\frac{x}{\|x\|} + y\| \leq 1$; consequently $\|x + y\| \leq 1$, by Lemma 2.1.

We finally prove the result under the additional assumption that $X$ has property (□). Fix a decreasing sequence $(\delta_n)^\infty_{n=1}$ of positive reals with $\sum_{n=1}^\infty \delta_n \leq 1/4$, say $\delta_n = 2^{-(n+2)}$. Also, choose any $z \in X$ with $\|z\| = 3/4$ and find a norming functional $\psi \in S_{X^*}$ for $z$.

We now construct by induction two sequences $(y_n)^\infty_{n=1}$ in $S_X$ and $(\varphi_n)^\infty_{n=1}$ in $S_{X^*}$ such that:

(i) $\langle \varphi_n, y_n \rangle = 1 \ (n \in \mathbb{N})$;
(ii) $y_1 \in \ker \psi$ and $y_{n+1} \in \ker \psi \cap \bigcap_{i=1}^n \ker \varphi_i \ (n \in \mathbb{N})$;
(iii) $\|z + y_1\| \leq 1$ and $\|z - \delta_1 y_1 - \ldots - \delta_n y_n + y_{n+1}\| \leq 1 \ (n \in \mathbb{N})$.

In fact, by (□), there exists a unit vector $y_1 \in \ker \psi$ such that $\|z + y_1\| \leq 1$; we also find a norming functional $\varphi_1$ for $y_1$. Assume that we have already found $y_1, \ldots, y_n$ and $\varphi_1, \ldots, \varphi_n$ for some $n \geq 1$. Of course, the triangle inequality and our choice of $(\delta_n)^\infty_{n=1}$ imply

$$\|z - \delta_1 y_1 - \ldots - \delta_n y_n\| \leq 1,$$

thus (□) ensures us of the existence of a unit vector $y_{n+1}$ in $\ker \psi \cap \bigcap_{i=1}^n \ker \varphi_i$ such that

$$\|z - \delta_1 y_1 - \ldots - \delta_n y_n + y_{n+1}\| \leq 1.$$

To complete the induction step it is then sufficient to take a norming functional $\varphi_{n+1}$ for $y_{n+1}$.

We now define $x_1 := z + y_1$ and $x_{n+1} := z - \delta_1 y_1 - \ldots - \delta_n y_n + y_{n+1}$ $(n \in \mathbb{N})$. Fix two natural numbers $k < n$. By the very construction, each $y_i$ lies in $\ker \psi$, so we have

$$\|x_n + x_k\| \geq \langle \psi, x_n + x_k \rangle = \langle \psi, 2z \rangle = 2\|z\| > 1.$$
Moreover, \( y_i \in \ker \varphi_k \) for every \( i > k \), whence
\[
\| x_k - x_n \| \geq \langle \varphi_k, x_k - x_n \rangle = \langle \varphi_k, y_k + \delta_k y_k + \ldots + \delta_{n-1} y_{n-1} - y_n \rangle = \langle \varphi_k, (1 + \delta_k) y_k \rangle = 1 + \delta_k > 1.
\]
Consequently, \( (x_n)_{n=1}^{\infty} \) is a symmetrically \((1+\varepsilon)\)-separated sequence and the vectors \( x_n \) are contained in \( B_X \), due to (iii). It thus follows from Lemma 2.1 that the unit sphere of \( X \) contains a symmetrically \((1+\varepsilon)\)-separated sequence. \( \square \)

4. Symmetric \((1+\varepsilon)\)-separation

4.1. Proof of Theorem 1.1. We are ready to enter the proof of the theorem and we start introducing a bit of terminology. Given a basic sequence \((\varepsilon_j)_{j=1}^{\infty} \), a block means a vector in \( \text{span}\{e_j\}_{j=1}^{\infty} \), and we also say that a block is a finitely supported vector. A unit block is of course a block which is also a norm one vector. Two blocks \( b_1, b_2 \) are consecutive if \( b_1 \in \text{span}\{e_j\}_{j=1}^N \) and \( b_2 \in \text{span}\{e_j\}_{j=N+1}^{\infty} \); in this case we write \( b_1 < b_2 \). We also write \( N < b \), where \( N \in \mathbb{N} \), if \( b \in \text{span}\{e_j\}_{j=N+1}^{\infty} \), namely ‘the support of \( b \) begins after \( N \)’ (and analogously for \( N \leq b, b < N \) or \( b \leq N \)). An extension of a finite set of blocks \( b_1 < b_2 < \cdots < b_n \) is the choice of a block \( b \) with \( b_n < b \).

Proof of Theorem 1.1. Fix a boundedly complete basic sequence \((\varepsilon_j)_{j=1}^{\infty} \) in \( X \) and a decreasing sequence \((\varepsilon_j)_{j=1}^{\infty} \) of numbers in the interval \((0, 1)\) with \( \sum_{j=1}^{\infty} \varepsilon_j < \infty \). According to Lemma 2.4 we can assume that the canonical projections \((P_j)_{j=1}^{\infty} \) associated to \((\varepsilon_j)_{j=1}^{\infty} \) satisfy \( \|P_j\| \leq 1 + \varepsilon_j \). We are going to construct the desired symmetrically separated sequence as a block basic sequence of \((\varepsilon_j)_{j=1}^{\infty} \), so we can safely assume without loss of generality that \( X = \text{span}\{e_j\}_{j=1}^{\infty} \). In other words, our actual assumptions are that \( X \) admits a boundedly complete Schauder basis \((\varepsilon_j)_{j=1}^{\infty} \), whose associated canonical projections satisfy \( \|P_j\| \leq 1 + \varepsilon_j \).

We now begin with the construction. Either every symmetrically \((1+\varepsilon_1)\)-separated finite family of unit blocks \( b_1 < b_2 < \cdots < b_n \) admits a symmetrically \((1+\varepsilon_1)\)-separated extension \( b_1 < b_2 < \cdots < b_n < b \), with \( b \) a unit block, or there exists a symmetrically \((1+\varepsilon_1)\)-separated finite family of unit blocks \( b_1 < b_2 < \cdots < b_n \) that admits no such extension. In the first case we start with a family with cardinality 1 and we can easily produce by induction a symmetrically \((1+\varepsilon_1)\)-separated sequence \( b_1 < b_2 < \cdots < b_n < \cdots \) consisting of unit blocks. In this case the proof is complete. Alternatively, we have found a finite family of unit blocks \( B_1 := (b_{i_1}^{(1)})_{i_1 \in N_1} \) which is symmetrically \((1+\varepsilon_1)\)-separated and admits no extension with the same property. In other words, the family \( B_1 \) satisfies:
\[
b_{i_1}^{(1)} < b_{i_2}^{(1)} < \cdots < b_{i_N}^{(1)}, \|b_{i_1}^{(1)}\| = 1, \ Quad \|b_{i_1}^{(1)} \pm b_{i_j}^{(1)}\| \geq 1 + \varepsilon_1 \quad (i, j \in \{1, \ldots, N_1\}, i \neq j)
\]
and for every unit block \( b > b_{i_1}^{(1)} \) there are \( i = 1, \ldots, N_1 \) and \( \sigma = \pm 1 \) with \( \|\sigma b_{i_1}^{(1)} + b\| < 1 + \varepsilon_1 \).

We next repeat the same alternative, but now we are in search of symmetrically \((1+\varepsilon_2)\)-separated families of unit blocks and we only look for blocks \( b > b_{i_1}^{(1)} \). Hence, either every symmetrically \((1+\varepsilon_2)\)-separated finite family of unit blocks \( b_1 < b_2 < \cdots < b_n \) with \( b_{i_1}^{(1)} < b_1 \) admits a symmetrically \((1+\varepsilon_2)\)-separated extension \( b_1 < b_2 < \cdots < b_n < b \), with \( b \) a unit block, or there exists a symmetrically \((1+\varepsilon_2)\)-separated finite family of unit blocks.
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blocks $b_1 < b_2 < \cdots < b_n$ that admits no such extension. In the first case, the proof is completed by the simple induction argument, while in the second one we have obtained a family $\mathcal{B}_2 := (b_i^{(2)})_{i=1}^{N_2}$ such that

$$b_{N_1}^{(1)} < b_1^{(2)} < b_2^{(2)} < \cdots < b_{N_2}^{(2)}, \quad \|b_i^{(2)}\| = 1 \|b_i^{(2)} \pm b_j^{(2)}\| \geq 1 + \varepsilon_2 \quad (i, j \in \{1, \ldots, N_2\}, i \neq j)$$

and for every unit block $b > b_{N_2}^{(2)}$ there are $i = 1, \ldots, N_2$ and $\sigma = \pm 1$ with $\|\sigma b_i^{(2)} + b\| < 1 + \varepsilon_2$.

We proceed by induction in the obvious way: if at some step, say step $n$, we fall in the first of the two alternatives, then we easily conclude the existence of a symmetrically $(1 + \varepsilon_n)$-separated sequence of unit vectors. In this case the proof is concluded and, of course, we stop our construction. In the other case, we tenaciously proceed for every $n$ and we consequently find families $\mathcal{B}_n := (b_i^{(n)})_{i=1}^{N_n}$ such that for every $n \in \mathbb{N}$:

(i) $\|b_i^{(n)}\| = 1 \quad (i = 1, \ldots, N_n)$;
(ii) $b_1^{(n)} < b_2^{(n)} < \cdots < b_{N_n}^{(n)} < b_1^{(n+1)}$;
(iii) $\|b_i^{(n)} \pm b_j^{(n)}\| \geq 1 + \varepsilon_n \quad (i, j \in \{1, \ldots, N_n\}, i \neq j)$;
(iv) for any unit block $b > b_{N_n}^{(n)}$ there are $i = 1, \ldots, N_n$ and $\sigma = \pm 1$ with $\|\sigma b_i^{(n)} + b\| < 1 + \varepsilon_n$.

Our plan now is to show that the existence of such families $(\mathcal{B}_n)_{n=1}^{\infty}$ is in contradiction with the assumption that $(\varepsilon_j)_{j=1}^{\infty}$ is a boundedly complete Schauder basis. This implies that at some step we actually fall in the first alternative, and in turn this is sufficient to conclude the proof. The basic idea we exploit to implement our plan is to use elements of $\mathcal{B}_{n+1}$ to witness the non-extendability of $\mathcal{B}_n$. We will also use the following obvious inequality if $a, b$ are vectors in a normed space $X$ and $1 - \varepsilon \leq \|b\| \leq 1 + \varepsilon$, then

\begin{equation}
\|a + b\| \leq \left\|a + \frac{b}{\|b\|}\right\| + \varepsilon.
\end{equation}

Fix any natural number $k \geq 2$ and choose arbitrarily one index $n_k(k) \in \{1, \ldots, N_k\}$; by condition (iv) there exist an index $n_{k-1}(k) \in \{1, \ldots, N_{k-1}\}$ and a sign $\sigma_{k-1}(k) = \pm 1$ such that

$$\|\sigma_{k-1}(k)b_{n_{k-1}(k)}^{(k-1)} + b_{n_k(k)}^{(k)}\| < 1 + \varepsilon_{k-1}.$$ 

Moreover, we can find an index $n$ with $b_{n_{k-1}(k)}^{(k-1)} \leq n < b_{n_k(k)}^{(k)}$ and clearly such $n$ satisfies $n \geq k - 1$. Hence

$$1 = \|b_{n_{k-1}(k)}^{(k-1)}\| = \left\|P_n \left(\sigma_{k-1}(k)b_{n_{k-1}(k)}^{(k-1)} + b_{n_k(k)}^{(k)}\right)\right\| \leq (1 + \varepsilon_{k-1}) \|\sigma_{k-1}(k)b_{n_{k-1}(k)}^{(k-1)} + b_{n_k(k)}^{(k)}\|.$$

Consequently,

$$1 - \varepsilon_{k-1} \leq \|\sigma_{k-1}(k)b_{n_{k-1}(k)}^{(k-1)} + b_{n_k(k)}^{(k)}\| < 1 + \varepsilon_{k-1}.$$ 

\footnote{We write it explicitly here only because it will be used with some slightly complicated expressions and it would be unpleasant to derive it every time with those expressions.}
The vector
\[ b := \frac{\sigma_{k-1}(k)b_{n_{k-1}(k)}^{(k-1)} + b_{n_k(k)}^{(k)}}{\|\sigma_{k-1}(k)b_{n_{k-1}(k)}^{(k-1)} + b_{n_k(k)}^{(k)}\|} \]
is, of course, a unit block with \( b > b_{N_{k-2}}^{(k-2)} \) and we can now use it to witness the maximality of \( B_{k-2} \). By condition (iv), there must exist an index \( n_{k-2}(k) \in \{1, \ldots, N_{k-2}\} \) and a sign \( \sigma_{k-2}(k) = \pm 1 \) such that
\[ \|\sigma_{k-2}(k)b_{n_{k-2}(k)}^{(k-2)} + b\| < 1 + \varepsilon_{k-2}. \]
By the inequality (4.1) it then follows
\[ 1 - \varepsilon_{k-2} \leq \|\sigma_{k-2}(k)b_{n_{k-2}(k)}^{(k-2)} + \sigma_{k-1}(k)b_{n_{k-1}(k)}^{(k-1)} + b_{n_k(k)}^{(k)}\| < 1 + \varepsilon_{k-2} + \varepsilon_{k-1}. \]
(where the lower bound is obtained applying a suitable projection \( P_n \), as we have already done above). We proceed by going backwards in a similar way: the normalisation of the \( \{ \text{indices and signs} \} \) \( B_{k-1} \) is a unit block, which we use to witness the maximality of \( B_{k-2} \), and so on. In particular, we have proved the existence of a string of indices and signs \( \{ n_1(k), \sigma_1(k), \ldots, n_k(k), \sigma_k(k) \} \), where \( \sigma_k(k) = +1 \), such that
\[ \|\sigma_1(k)b_{n_1(k)}^{(1)} + \cdots + \sigma_k(k)b_{n_k(k)}^{(k)}\| < 1 + \varepsilon_1 + \cdots + \varepsilon_{k-1}. \]
If we apply again a suitable projection \( P_n \), we also deduce the following stronger assertion: for every \( k \in \mathbb{N} \) there exists a string of indices and signs \( I_k = \{ n_i(k), \sigma_i(k) \}_{i=1}^k \), where \( \sigma_i(k) = \pm 1 \) and \( n_i(k) \in \{1, \ldots, N_i\} \) for \( i = 1, \ldots, k \), such that for every \( \ell \in \mathbb{N}, \ell \leq k \) we have
\[ \sum_{i=1}^\ell \sigma_i(k)b_{n_i(k)}^{(i)} = (1 + \varepsilon_1) \cdot \left( 1 + \sum_{j=1}^\infty \varepsilon_j \right) =: C < \infty. \]

(4.2)

Of course, there are only finitely many possibilities for the first two items of the strings \( (I_k)_{k=1}^\infty \), so by the pigeonhole principle we may find an index \( n_1 \in \{1, \ldots, N_1\} \) and a sign \( \sigma_1 = \pm 1 \) such that infinitely many strings begin with the pattern \( \{ n_1, \sigma_1 \} \). Analogously, there are \( n_2, \sigma_2 \) such that an infinite subset of those strings begins with the pattern \( \{ n_1, \sigma_1, n_2, \sigma_2 \} \). Continuing recursively, we find an infinite string \( \{ n_i, \sigma_i \}_{i=1}^\infty \) such that every its initial substring \( \{ n_i, \sigma_i \}_{i=1}^\ell \) is the initial part of infinitely many \( I_k \)'s. In particular, equation (4.2) then implies that for every \( \ell \in \mathbb{N} \)
\[ \left\| \sum_{i=1}^\ell \sigma_i b_{n_i}^{(i)} \right\| \leq C. \]
Finally, if we set $b_i := \sigma_i b_n(i)$, the sequence $(b_i)_{i=1}^\infty$ is a block basic sequence of $(e_j)_{j=1}^\infty$, hence it is boundedly complete. Moreover, the last inequality now reads

$$\sup_{\ell} \left\| \sum_{i=1}^l b_i \right\| \leq C.$$ 

It follows that the series $\sum_{i=1}^\infty b_i$ converges in $X$, which is a blatant contradiction with the fact that the $b_i$’s are unit vectors. $\square$

4.2. **Quantitative results.** In this part we discuss some further results, in which it is possible to provide explicit estimates on the symmetric separation constant. In order to shorten the statements, we shall use the following **symmetric Kottman constant**, introduced in [11]:

$$K^s(X) := \sup \left\{ \sigma > 0 : \exists (x_n)_{n=1}^\infty \subset B_X \forall n \neq k \| x_n \pm x_k \| \geq \sigma \right\}.$$ 

Let us start, for the sake of completeness, restating a few results already present in the literature concerning this constant. The first claim is probably a well known folklore fact, but we were not able to find it explicitly stated in the literature: if a Banach space $X$ admits a spreading model isomorphic to $\ell_1$, then $K^s(X) = 2$. We shall say more on this in subsection 5.2, where we will in particular briefly recall the notion of a spreading model and give a proof of such result.

As we have already hinted at in the introduction, Castillo and Papini [11, Proposition 3.4] proved that if $X$ is a $\mathcal{L}_\infty$-space, then $K^s(X) = 2$. Delpech [13] proved that every asymptotically uniformly convex Banach space $X$ satisfies $K^s(X) \geq 1 + \delta_X(1)$, where $\delta_X$ is the modulus of asymptotic uniform convexity (as we already mentioned, the symmetry assertion is not contained in the statement, but follows immediately from inspection of the proof). Prus [37, Corollary 5] proved, among other things, that if $X$ has cotype $q < \infty$, then $K(X) \geq 2^{1/q}$; it is not apparent from the argument whether it should also follow that $K^s(X) \geq 2^{1/q}$. Therefore, we offer an alternative proof for this fact; our argument is based on an idea from [28].

A normalised basic sequence $(x_n)_{n=1}^\infty$ satisfies a lower $q$-estimate if there is a constant $c > 0$ such that

$$c \cdot \left( \sum_{i=n}^N |a_n|^q \right)^{1/q} \leq \left\| \sum_{n=1}^N a_n x_n \right\|$$

for every choice of scalars $(a_n)_{n=1}^N$ and every $N \in \mathbb{N}$.

Let $X$ be a Banach space with a basis $(x_n)_{n=1}^\infty$. Denote $X_n := \overline{\text{span}} \{x_i\}_{i=n}^\infty$ ($n \in \mathbb{N}$). We say that an operator $T: X \to Y$ is bounded by a pair $(\gamma, \rho)$, where $0 < \gamma \leq \rho < \infty$, if $\|T\| \leq \rho$ and $\|T|_{X_n}\| \geq \gamma$ for every $n \in \mathbb{N}$.

**Proposition 4.1.** Let $X$ be a Banach space that contains a normalised basic sequence satisfying a lower $q$-estimate. Then $K^s(X) \geq 2^{1/q}$. 

Proof. Let \((x_n)_{n=1}^\infty\) be a normalised basic sequence with a lower \(q\)-estimate. We are going to construct the separated sequence as a block sequence of the basic sequence, so we can assume without loss of generality that \(X = \text{span}\{x_i\}_{i=1}^\infty\). Then the assignment \(Tx_n := e_n\) \((n \in \mathbb{N})\) defines an injective, bounded linear operator \(T : X \to \ell_q\).

Set \(\varrho_n = \|T|_{X_n}\|\) \((n \in \mathbb{N})\). Clearly, \((\varrho_n)_{n=1}^\infty\) is a decreasing sequence with \(\varrho_n \geq 1\) for every \(n \in \mathbb{N}\). Moreover, \(|T|_{X_k} \) \((k \in \mathbb{N})\) is bounded by the pair \((\inf_{n \geq 1} \varrho_n, \varrho_k)\) and, of course, \(\varrho_k \to \inf_{n \geq 1} \varrho_n\) as \(k \to \infty\). In other words, up to replacing \(X\) with \(X_k\), for \(k\) sufficiently large, we can (and do) assume that \(T : X \to \ell_q\) is bounded by a pair \((\gamma, \varrho)\) with \(\gamma \varrho < 2\) as close to 1 as we wish (of course with \(\gamma \varrho < 1\)).

Armed with this further information, we may now conclude the proof: let \(\tilde{\gamma} < \gamma\) be such that \(\frac{\tilde{\gamma}}{\varrho}\) is still as close to 1 as we wish. Since \(\|T\| > \tilde{\gamma}\), we can find a unit vector \(y_1\) in \(\text{span}\{x_i\}_{i=1}^\infty\) such that \(\|Ty_1\| > \tilde{\gamma}\). Assume now that we have already found unit vectors \(y_1, \ldots, y_n\) in \(\text{span}\{x_i\}_{i=1}^\infty\) such that \(\|Ty_k\| > \tilde{\gamma}\) and the \(Ty_k\) have mutually disjoint supports. Then there is \(N\) such that \(y_1, \ldots, y_n \in \text{span}\{x_i\}_{i=1}^N\) and the fact that \(\|T|_{X_{N+1}}\| > \tilde{\gamma}\) allows us to find a unit vector \(y_{n+1} \in \text{span}\{x_i\}_{i=N+1}^\infty\) such that \(\|Ty_{n+1}\| > \tilde{\gamma}\).

Consequently, we have found a sequence \((y_n)_{n=1}^\infty\) in \(S_X\) such that \(\|Ty_n\| > \tilde{\gamma}\) and the supports of \(Ty_n\) are finite and mutually disjoint. Hence for \(n \neq k\) we have

\[\varrho \cdot \|y_n \pm y_k\| \geq \|Ty_n \pm Ty_k\| = (\|Ty_n\|^q + \|Ty_k\|^q)^{1/q} \geq \tilde{\gamma} \cdot 2^{1/q}.\]

So

\[K^s(X) \geq \frac{\tilde{\gamma}}{\varrho} \cdot 2^{1/q}\]

and, since \(\frac{\tilde{\gamma}}{\varrho}\) could be chosen to be as close to 1 as we wish, the proof is complete. \(\square\)

Recall that for a Banach space \(X\) one sets

\[q_X := \inf \{q \in [2, \infty] : X \text{ has cotype } q\}.\]

**Corollary 4.2.** Let \(X\) be an infinite-dimensional Banach space. Then \(K^s(X) \geq 2^{1/q_X}\).

**Proof.** If \(q_X = \infty\), then the assertion follows immediately from the Riesz lemma, so we assume \(q_X < \infty\). If \(X\) is a Schur space, then by Rosental’s \(\ell_1\)-theorem \(X\) contains a copy of \(\ell_1\) and the James’ non-distortion theorem even implies \(K^s(X) = 2\). In the other case, there is a weakly null normalised basic sequence in \(X\); it is known (see, e.g., [25, Definition 3.54 and Proposition 4.36]) that for every \(r > q_X\) such a sequence admits a subsequence with a lower \(r\)-estimate, so the result follows from the previous proposition. \(\square\)

5. Concluding remarks

5.1. Results under renorming. In this short part, we observe that the problem of finding symmetrically \((1 + \varepsilon)\)-separated sequences of unit vectors is much easier if we allow renormings of the spaces under investigation.

**Proposition 5.1.** Let \((X, \|\cdot\|)\) be an infinite-dimensional Banach space. Then \(X\) admits an equivalent norm \(\|\cdot\|\) such that \(S_{(X, \|\cdot\|)}\) contains a symmetrically 2-separated sequence.
This phenomenon was already observed by Kottman (29, Theorem 7), who showed that every infinite-dimensional Banach space admits a renorming such that the new unit sphere contains a 2-separated sequence. An inspection of his argument shows that actually the resulting sequence is symmetrically 2-separated. We note in passing that van Dulst and Pach ([39]) proved a stronger renorming result; however, we shall not require it here. For convenience of the reader, we present a simple proof of Proposition 5.1.

**Proof.** By the main result in [12], $X$ contains an Auerbach system $\{x_i, f_i\}_{i=1}^\infty$. Set

$$\nu(x) := \sup_{i \neq k \in \mathbb{N}} (|\langle f_i, x \rangle| + |\langle f_k, x \rangle|)$$

and let us define

$$\|x\| = \max\{\|x\|, \nu(x)\} \quad (x \in X).$$

Then $\|\cdot\|$ is an equivalent norm on $X$ as $\|x\| \leq \|\cdot\| \leq 2\|x\|$ ($x \in X$). From the biorthogonality we deduce that $\nu(x_i) = 1$, so $\|x_i\| = 1$ ($i \in \mathbb{N}$). Moreover,

$$\|x_i \pm x_j\| \geq \nu(x_i \pm x_j) = 2 \quad (i, j \in \mathbb{N}, i \neq j).$$

Hence, $(x_i)_{i=1}^\infty$ is a symmetrically 2-separated sequence in the unit sphere of $(X, \|\cdot\|)$. □

A modification of the above renorming yields a new norm $\|\cdot\|$ that approximates $\|\cdot\|$ and such that the unit sphere of $\|\cdot\|$ contains a symmetrically $(1 + \varepsilon)$-separated sequence. This shows how simple the symmetric version of the Elton–Odell Theorem would be if we were allowed to consider arbitrarily small perturbations of the original norm.

**Proposition 5.2.** Let $(X, \|\cdot\|)$ be an infinite-dimensional Banach space. Then, for every $\varepsilon > 0$, $X$ admits an equivalent norm $\|\cdot\|$ such that $\|\cdot\| \leq \|\cdot\| \leq (1 + \varepsilon)\|\cdot\|$ and $S(X, \|\cdot\|)$ contains an infinite symmetrically $(1 + \delta)$-separated subset, for some $\delta > 0$.

In other words, for every infinite-dimensional Banach space, the set of all equivalent norms for which the symmetric version of the Elton–Odell theorem is true is dense in the set of all equivalent norms.

**Proof.** The very basic idea is that in the definition of $\nu$ we replace the sum of the two terms by an approximation of their maximum. We may assume clearly that $\varepsilon \in (0, 1)$ (and in this case we could actually choose $\delta = \varepsilon$); we then find a norm $\Phi$ on $\mathbb{R}^2$ such that:

(i) $\|\cdot\|_\infty \leq \Phi \leq (1 + \varepsilon) \cdot \|\cdot\|_\infty$;
(ii) $\Phi((1, 0)) = \Phi((0, 1)) = 1$;
(iii) $\Phi((1, 1)) = 1 + \varepsilon$.

For example, one can choose

$$\Phi((\alpha, \beta)) := \max\{\|\alpha, \beta\|_\infty, (1 + \varepsilon) \cdot |\alpha + \beta|/2\}.$$  

We also fix an Auerbach system $\{x_i, f_i\}_{i \in \mathbb{N}}$. Then we set

$$\nu(x) := \sup_{i \neq k \in \mathbb{N}} \Phi(|\langle f_i, x \rangle|, |\langle f_k, x \rangle|) \quad (x \in X)$$

and, exactly as above,

$$\|x\| = \max\{\|x\|, \nu(x)\} \quad (x \in X).$$
Note that
\[
\nu(x) \leq (1 + \varepsilon) \sup \max\{ |\langle f_i, x \rangle|, |\langle f_k, x \rangle| \} \leq (1 + \varepsilon) \|x\|;
\]
hence \(\|\cdot\| \leq \|\|\cdot\|| \leq (1 + \varepsilon) \|\cdot\|\).

Finally, from the biorthogonality we deduce that \(\nu(x_i) = 1\) (\(i \in \mathbb{N}\)) and \(\nu(x_i \pm x_j) = 1 + \varepsilon\) (\(i, j \in \mathbb{N}, i \neq j\)). Hence \(\|x_i\| = 1\) and \(\|x_i \pm x_j\| \geq 1 + \varepsilon\) for \(i \neq j\). Consequently, \((x_i)_{i=1}^\infty\) is a symmetrically \((1 + \varepsilon)\)-separated sequence in the unit sphere of \((X, \|\|\cdot\||\)).

We conclude this part with the following remark, in sharp contrast with Proposition 5.1.

It probably belongs to obvious mathematical folklore, but it fits so well here, that we could not resist the temptation of including it.

**Remark 5.3.** Every separable Banach space admits a strictly convex renorming (even a locally uniformly rotund one; see, e.g., [18, Theorem 8.1]), so in particular the unit sphere under such renorming contains no 2-separated sequences. Indeed, let \(X\) be any Banach space and let \(x, y \in S_X\) be linearly independent and 2-separated vectors. Then \(\frac{x+y}{2}\), the midpoint of the non-trivial segment joining \(x\) and \(-y\), is a point on the unit sphere of \(X\); hence it is a witness that \(X\) is not strictly convex.

The previous assertion is no longer true if the separability assumption is dropped. In fact, Partington ([36, Theorem 1]) showed that if \(\Gamma\) is uncountable then every renorming of \(\ell_\infty(\Gamma)\) contains an isometric copy of \(\ell_1\). In particular, the unit sphere of every renorming of \(\ell_\infty(\Gamma)\) contains a 2-separated sequence.

### 5.2. On a problem by Maluta and Papini.

In [34, Theorem 2.6], the authors show that for every Banach space \(X\) one has \(K(X) \leq 2 \cdot (1 - \delta_X(1))\), where \(\delta_X\) denotes the modulus of convexity of \(X\). It follows in particular that every super-reflexive Banach space \(X\) admits a renorming \(\|\|\cdot\||\) such that \(K(X, \|\|\cdot\||) < 2\). They ask whether every space which fails to contain \(c_0\) or \(\ell_1\), or at least every reflexive space, admits a renorming with the Kottman constant smaller than 2. To the best of our knowledge, and also according to the authors themselves, there seems to be no published solution to these questions. We thus take this occasion to mention explicitly the answers.

An example of a Banach space which does not contain isomorphic copies of either \(c_0\) or \(\ell_1\) and still has the Kottman constant equal to 2 under every renorming is the Bourgain–Delbaen space \(Y_{BD}\) ([6, Section 5]). \(Y_{BD}\) is the first example of a \(\mathcal{L}_\infty\)-space that is saturated by reflexive subspaces; in particular it contains no copy of \(c_0\) or \(\ell_1\). Still, every renorming of \(Y_{BD}\) has the Kottman constant (even \(K^*\)) equal to 2 by [11, Proposition 3.4] already quoted above. More generally, every predual of \(\ell_1\) is another example of space for which the symmetric Kottman constant is equal to 2 under every renorming; we note that the space constructed by Argyros and Motakis is such an example, which does not contain \(c_0\) either.

We next observe that if \(X\) is any renorming of the Tsirelson space \(T\) (actually, the space \(T\) we consider is the one constructed by Figiel and Johnson [19], see also [31, Example 2.e.1], and it is the dual to the original Tsirelson’s space \(T^*\) [38]), then \(K^*(X) = 2\). Our argument
Corollary 5.6. Suppose that a Banach space $X$ admits a spreading model isomorphic to $\ell_1$. Then for every renorming $\|\cdot\|$ of $X$ one has $K^s(X,||\cdot||) = 2$. 

For a vector $(\alpha^i)_{i=1}^\infty \in c_{00}$, denote such a limit by $L\left((\alpha^i)_{i=1}^\infty\right)$; it is immediate to check that $L$ defines a seminorm on $c_{00}$ and that such a seminorm is actually a norm provided that the sequence $(y_n)_{n=1}^\infty$ is not convergent in $X$. In such a case, the completion of $c_{00}$ under the norm $L$ (which we will henceforth denote $\|\cdot\|$) is called a spreading model of $X$. Let us denote by $e_n = (\delta^i_n)_{i=1}^\infty$ ($n \in \mathbb{N}$) the $n^{th}$ vector of the canonical basis of $c_{00}$. The sequence $(e_n)_{n=1}^\infty$ will be called the fundamental sequence of the spreading model. One its fundamental property, which is actually an obvious consequence of the definitions, is that the fundamental sequence is invariant under spreading, i.e., for every choice of natural numbers $n_1 < \cdots < n_k$,

$$
\left\| \sum_{i=1}^k \alpha^i e_i \right\| = \left\| \sum_{i=1}^k \alpha^i e_{n_i} \right\|.
$$

We will be interested in the question when a Banach space $X$ admits a spreading model isomorphic to $\ell_1$. A first very simple consequence of the Rosenthal’s $\ell_1$-theorem and the invariance under spreading is the following (see, e.g., [5, Lemme II.1.1]): if $F$ is a spreading model of a Banach space $X$, then $F$ is isomorphic to $\ell_1$ if and only if the fundamental sequence of $F$ is equivalent to the canonical basis of $\ell_1$. The next characterization is due to Beauzamy, [4, Theorem II.2] (it may also be found in [5, Theoreme II.2.3]).

Proposition 5.5. Let $X$ be a Banach space. Then the following are equivalent:

(i) $X$ admits a spreading model isomorphic to $\ell_1$;

(ii) there are $\delta > 0$ and a bounded sequence $(x_n)_{n=1}^\infty$ in $X$ such that, for every $k \in \mathbb{N}$, $\varepsilon_1, \ldots, \varepsilon_k = \pm 1$ and $n_1 < \cdots < n_k$ one has

$$
\frac{1}{k} \left\| \sum_{i=1}^k \varepsilon_i x_{n_i} \right\| \geq \delta;
$$

(iii) for every $\eta > 0$ there is a bounded sequence $(x_n)_{n=1}^\infty$ in $X$ such that, for every $k \in \mathbb{N}$, $\varepsilon_1, \ldots, \varepsilon_k = \pm 1$ and $n_1 < \cdots < n_k$ one has

$$
1 - \eta \leq \frac{1}{k} \left\| \sum_{i=1}^k \varepsilon_i x_{n_i} \right\| \leq 1 + \eta.
$$

Corollary 5.6. Suppose that a Banach space $X$ admits a spreading model isomorphic to $\ell_1$. Then for every renorming $\|\cdot\|$ of $X$ one has $K^s(X,\|\cdot\|) = 2$. 

Here will exploit the construction of spreading models, so let us briefly introduce this notion. The following important result is due to Brunel and Sucheston, [8, Proposition 1].
Proof. From the equivalence between (i) and (ii) in the previous proposition, it is obvious that if $X$ admits a spreading model isomorphic to $\ell_1$, then the same occurs to $(X, \|\cdot\|)$. Hence, we only need to show that $K^s(X) = 2$. Applying now (iii) of the same proposition yields, for every $\eta > 0$, a sequence $(x_n)_{n=1}^\infty$ such that

$$1 - \eta \leq \|x_n\| \leq 1 + \eta \quad \text{and} \quad \frac{1}{2} \|x_n \pm x_k\| \geq 1 - \eta \quad (n, k \in \mathbb{N}, n \neq k).$$

Consequently, the sequence $(\frac{x_n}{1+\eta})_{n=1}^\infty \subseteq B_X$ is symmetrically $2 \cdot \frac{1-\eta}{1+\eta}$-separated. Lemma 2.1 then yields $K^s(X) \geq 2 \cdot \frac{1-\eta}{1+\eta}$ and letting $\eta \to 0^+$ concludes the proof.

It is known (see, e.g., [5, Proposition IV.2.F.2]) that every spreading model of $T$ is isomorphic to $\ell_1$. We thus immediately infer the following corollary.

Corollary 5.7. Let $T$ be the Tsirelson space. Then for every renorming $\|\cdot\|$ of $T$ we have $K^s(T, \|\cdot\|) = 2$.

In particular, we have an example of a reflexive Banach space whose renorming has symmetric Kottman constant equal to 2; this is the desired counterexample to the question in [34].

5.3. A few open problems. Of course the main unresolved question we should mention here is the validity of Theorem B for every Banach space, which is already the first open problem in [11].

Problem 5.8. Is the symmetric version of the Elton–Odell theorem valid for every Banach space? Namely, is it true that for every Banach space there are $\varepsilon > 0$ and a symmetrically $(1 + \varepsilon)$-separated sequence of unit vectors?

From our results it follows that it would be sufficient to prove the result under the additional assumption that $X$ is hereditarily indecomposable or non-reflexive. In particular, a way to solve Problem 5.8 would be to find a symmetric version of the result by Kryczka and Prus. For this reason, we can also ask the following:

Problem 5.9. Is there a constant $c > 1$ such that for every non-reflexive Banach space $X$ one has $K^s(X) \geq c$?

One further immediate deduction from Lemma 2.1 is that if $Z$ is an isometric quotient of a Banach space $X$, then $K^s(X) \geq K^s(Z)$; this is formally recorded e.g. in [28, Proposition 2.3]. In particular, every Banach space with an infinite-dimensional reflexive quotient contains a symmetrically $(1 + \varepsilon)$-separated sequence of unit vectors, for some $\varepsilon > 0$. If we combine this with the, already mentioned more than once, fact that every infinite-dimensional $\mathcal{L}_\infty$-space $X$ satisfies $K^s(X) = 2$, we infer that a positive answer to the following problem would solve in the positive the main Problem 5.8.

Problem 5.10. Does every infinite-dimensional Banach space either contain an infinite-dimensional $\mathcal{L}_\infty$-space or admit an infinite-dimensional reflexive quotient?
Concerning spreading models, we have proved above that $K^s(X) = 2$ whenever $X$ admits a spreading model isomorphic to $\ell_1$. We do not know whether an analogous result for $c_0$ holds true too.

**Problem 5.11.** Suppose that a Banach space $X$ admits a spreading model isomorphic to $c_0$. Does it follow that $K^s(X) = 2$?

More in general, one may even ask whether the Kottman’s constant of a Banach space is lower bounded by that of its spreading models, i.e., the following:

**Problem 5.12.** Let $X$ be a Banach space and let $Z$ be a spreading model of $X$. Is it true that $K^s(X) \geq K^s(Z)$? Of course, the same question may be posed for $K(\cdot)$.

In Remark 5.3 we have mentioned the fact that whenever $\Gamma$ is an uncountable set, the space $\ell_\infty(\Gamma)$ has no strictly convex renorming; there actually exist examples of spaces with potentially smaller density character, for example $\ell_\infty/c_0$ ([7]), that admit no strictly convex renorming. (One has to bear in mind that the space $\ell_\infty(\Gamma)$ has density character equal to $2^{\lvert \Gamma \rvert}$ as long as $\Gamma$ is infinite, however it may happen that in some models of set theory $2^{\aleph_0} = 2^{\lvert \Gamma \rvert}$ for all uncountable sets of cardinality less than the continuum.) This is related to a question of A. Aviles ([21, Question 7.7]) of whether there exists, without extra set-theoretic assumptions, a Banach space with density character $\aleph_1$ which has no strictly convex renorming. We may then ask the following related question.

**Problem 5.13.** Does there exist in ZFC a Banach space $X$ with density character $\aleph_1$ such that the unit sphere of every renorming of $X$ contains a 2-separated sequence?

5.3.1. *Toroidally separated sequences.* Let $X$ be a complex normed space. We may naturally adjust the definition of symmetric separation to encompass complex number of modulus 1. Thus, let us call a set $A \subset X$ (*$\delta$*-toroidally separated) (respectively, *$\delta$*-toroidally separated) ($\delta > 0$) when for all distinct $x, y \in A$ and complex numbers $\theta$ with $|\theta| = 1$ we have $\|x - \theta y\| > \delta$ (respectively, $\|x - \theta y\| \geq \delta$). A quick inspection of Delpech’s proof of the main theorem in [13] reveals that the unit sphere of a complex asymptotically uniformly convex space contains a toroidally $(1 + \varepsilon)$-separated sequence, for some $\varepsilon > 0$. Similarly, Theorem C has a natural counterpart in the complex case for toroidally separated sequences. It is then reasonable to ask whether the theorems of Kottman and Elton–Odell have such counterparts too.
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