Metanematic, smectic, and crystalline phases of dipolar fermions in an optical lattice
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It has been suggested that some strongly correlated matter might be understood qualitatively in terms of liquid crystalline phases intervening between the Fermi gas and the Wigner crystal or Mott insulator. We propose a tunable realization of this soft quantum matter physics in an ultracold gas. It uses optical lattices and dipolar interactions to realize a particularly simple model. Our analysis reveals a rich phase diagram featuring a metanematic transition where the Fermi liquid changes dimensionality; a smectic phase (stripes) and a crystalline “checkerboard” phase.
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I. INTRODUCTION

A picture of strong correlations[1] unfolds as follows. As the strength of correlation increases, the Fermi gas condenses into a more correlated Fermi liquid. At this phase transition, the Fermi surface may change volume or even [2,3] alter its topology. Then, the first electronic liquid crystal state forms: the nematic Fermi liquid [4] accessed through a symmetry-breaking deformation of the Fermi surface (a Pomeranchuk[5] instability). As the strength of correlation increases further, a smectic phase develops. In this “striped” phase, the Fermi-liquid state is lost as electrons localize but only in one direction. In the other direction, the stripes behave as Luttinger liquids. Thus such liquid crystalline phases are intimately related to dimensionless crossover phenomena (a subject of intense current interest, both in a condensed-matter context[6] and in cold-atomic gases[7]). Eventually, in the limit of very strong interactions, the particles localize completely, forming a Wigner crystal or a Mott insulator.

Experimental evidence for abrupt changes in Fermi-surface volume or topology exists for heavy fermions[8]. A nematic state is supported by transport measurements in YBa2Cu3O6+δ[9] (with the transition rounded by lattice anisotropy). There is evidence of nematic order in quantum Hall devices[10]. A Pomeranchuk instability may explain “hidden” order in the heavy fermion URu2Si2[11] and the ruthenate Sr3Ru2O7[12]. Smectic phases exist in manganites[13] and cuprates[14]. In summary, there is evidence that elements of the scenario in Ref. [1] resemble the physics of strong correlations. Yet in order to establish its general usefulness, a system that can be tuned from the Fermi gas all the way to the localized state and is amenable to theoretical treatment is necessary.

In recent years, it has become possible to realize strong correlations in highly tunable cold atom experiments[15]. Simple models, such as the Hubbard model, can be realized precisely. Unfortunately, even the two-dimensional (2D) Hubbard model is very difficult to solve, even approximately. Experiments of that type must therefore be regarded as “quantum analog simulations” [16]. Here we propose an optical lattice setup featuring dipolar fermions in an external field. The system consists of a 2D stack of chains, each of them containing free fermions. In the absence of interactions, the ground state is a noninteracting Fermi gas with a nearly flat Fermi surface. Using an external field to produce a particular orientation of the dipoles relative to the lattice, we introduce a strictly interchain interaction as a perturbation and address the stability of the one-dimensional (1D) Fermi surface with respect to it. We argue that the system will feature a metanematic transition where the quasi-one-dimensional (quasi-1D) Fermi surface becomes fully 2D, competing with phase transitions into smectic and crystalline order.

The combination of optical lattices with dipolar interactions can be used to realize exotic Hamiltonians with novel states. This has been discussed extensively for bosons [17–22]. Here we propose to use a fermionic isotope with a large magnetic-dipole moment such as 57Cr [23]. Alternatively, dipolar molecules [24,25] or atoms cooled into a Rydberg state [26] may be used. Dipolar interactions between fermions in an external field are expected to display a range of interesting phenomena, including Fermi-surface deformations [in three-dimensional (3D) traps] [27], exotic quantum Hall states (in rotating 2D traps) [28], and a “supertons–Girardeau regime” (in 1D traps, for either bosons or fermions) [29].

II. PROPOSED EXPERIMENTAL SETUP

We propose to combine a polarizing external field (electric or magnetic, depending on whether we are exploiting the magnetic dipole of atoms or the electric dipole of molecules, for example) with an anisotropic, 2D optical lattice, as illustrated in Fig. 1. For sufficiently intense lasers, the lattice is in the tight-binding limit with one orbital per site [15]. By allowing three different intensities for the three pairs of lasers, we can make the system completely 2D and create “chains” along which hopping can occur, while keeping hopping perpendicular to the chains much smaller. Bonds along these two directions are represented by the thick and thin lines in Fig. 1, respectively. Tuning the effective wavelengths of the two in-plane lasers provides independent control of the lattice anisotropy α=α0/a0. Isotropic scaling of the lattice controls the relative strength of interactions.

We shall suppress the interaction between atoms or molecules that are on the same chain (for the sake of brevity, in
what follows we assume the case of atoms in a magnetic field without loss of generality). To this end, we exploit the dependence of the dipole-dipole interaction \( V(R) = d^2 \{1 - 3 \cos^2 \theta / |R|^2\} \), on the angle \( \theta \) between the vector giving the relative positions of the two dipoles \( R \) and an external field \( B \) strong enough to fully polarize all the atoms. We have represented this dependence schematically in Fig. 1 by the line L, disk D, and cone C around atom number 1. In these directions, the interaction with another atom is maximally attractive \( \{ \theta = 0 \} \), maximally repulsive \( \{ \theta = \pi / 2 \} \), and null \( \{ \theta = \arccos(1 / \sqrt{3}) = 54.736^\circ \} \), respectively. In the proposed arrangement (see figure), the applied field is at precisely this latter “magic angle” to the chains and perpendicular to the interchain bond direction. Thus, atom 1 does not interact with other atoms on the same chain such as 2 and 4. Since on-site interactions are forbidden by Pauli’s exclusion principle, in this setup there are no intra-chain interactions [30]. Moreover, interchain interactions are always repulsive and maximum in the direction of perpendicular hopping. The strongest repulsion corresponds to the closest sites on the two adjacent chains: \( V(R) = d^2 / a_n^2 \) (e.g., atom 3). Interactions with other sites on the two adjacent chains (e.g., 6) can also be made comparatively weak (see below).

III. MODEL

The single-particle Hamiltonian is \( \hat{H}_{\text{hop}} = - \sum_{i}(t_i \hat{c}_{i \downarrow}^\dagger \hat{c}_{i+1 \uparrow} + \text{H.c.}) \), where \( \hat{c}_{i \downarrow} \) creates a fermion on the \( i \)th site of the \( \downarrow \) chain, \( t_i \) is the inter-chain hopping amplitude, and \( t_i \ll t_{\text{hop}} \) is the inter-chain hopping. Defining the operator creating a fermion with wave vector \( k = (k_x, k_y) \) by \( \hat{c}_k^\dagger = \sum_{i \downarrow} \frac{1}{\sqrt{N}} e^{-ik_{\downarrow} x} \hat{c}_{i \downarrow}^\dagger \), we obtain \( \hat{H}_{\text{hop}} = \sum_k \epsilon_k \hat{c}_k^\dagger \hat{c}_k \), which has an almost flat Fermi surface given by the zeros of the “bare” dispersion relation \( \epsilon_k = -2t_{\text{hop}} \cos(k_x) - 2t_{\text{hop}} \cos(k_y) - \mu \) (\( \mu \) is the chemical potential).

The dipolar interaction has to be evaluated at the lattice sites. In the configuration discussed above, for relative coordinates \( x = a_d \) and \( y = a_i l \) (in units of the lattice constants in the parallel and perpendicular directions), it gives \( V_{i,j} \propto y^2 / \left(x^2 + y^2\right)^{\alpha/2} \). Figure 1 shows the Fourier transform of this interaction, which depends strongly on the anisotropy ratio \( \alpha \). For \( \alpha \approx 2 \), it is well approximated by \( V(k_x, k_y) \approx 2V \cos(k_y) \), i.e., nearest-neighbor only interaction. First we restrict ourselves to this limit. The interaction part of the Hamiltonian is thus \( \hat{H}_{\text{int}} = \sum_{i,j \uparrow \downarrow} \epsilon_{i \downarrow} \epsilon_{j \uparrow} \hat{c}_{i \downarrow}^\dagger \hat{c}_{j \uparrow} \hat{c}_{i \uparrow}^\dagger \hat{c}_{j \downarrow} \) and the full form is [31]

\[
\hat{H} = \hat{H}_{\text{hop}} + \hat{H}_{\text{int}}.
\]

The three parameters controlling our model are \( \mu / t_{\text{hop}} \), \( t_{\text{int}} / t_{\text{hop}} \), and \( V / t_{\text{hop}} \). Below we discuss possible ground states.

IV. METANEMATIC PHASE TRANSITION

We start by evaluating the stability of the Fermi-surface shape. We use as a trial ground state a Slater determinant of plane waves \( \langle \Psi \rangle = \Pi_k \{ (1 - N_k) + N_k \epsilon_k \} \rangle \), the occupation numbers \( N_k = 0,1 \) by requiring that the momentum distribution minimizes \( \langle \Psi | \hat{H} | \Psi \rangle \). Such restricted Hartree-Fock mean-field theory is similar to those used to study Pomeranchuk [3,32] and topological [3] Fermi-surface shape instabilities.

The momentum distribution \( N_k \) corresponds to a noninteracting Fermi gas with a renormalized dispersion relation \( \epsilon_k \approx -2t_{\text{hop}} \cos(k_x) - 2t_{\text{hop}} \cos(k_y) - \mu \). The structure of \( \hat{H}_{\text{int}} \) is such that only the perpendicular hopping changes. It is given by the self-consistency equation,

\[
t_{\text{int}} = t_{\text{int}} + V \sum_k \cos(k_y) N_k.
\]

Numerical solutions are shown in Fig. 2. As the bare interchain hopping \( t_{\text{int}} \) is increased, its renormalized value \( t_{\text{int}} \) initially increases linearly but then has two bifurcation points, between which lies a first-order jump. The corresponding phase diagram is shown in Fig. 3 (note that for Fig. 2 we
chose a very large value of $V/t_0$, for clarity; for smaller values, the results are qualitatively the same, but the jump of $t'_\perp$ is much smaller. The order parameter of this phase transition is the amount of delocalization in the perpendicular direction $\psi=(\hat{c}_i^\dagger \hat{c}_{j}\epsilon_{ij}+\text{H.c.})$. We refer to the jump of $\psi$ as we vary $t_{\perp}$ as a metanematic transition in analogy with metamagnetism (where the magnetization jumps under an applied magnetic field). As $V \to 0$, the metanematic transition becomes more and more weakly of first order and requires a larger value of $t_{\perp}$. At $V=0$, there is no longer a first-order transition, but the phenomenon survives at $t_{\perp}=t_0+\mu/2$ as a “two-and-half” order Lifshitz transition [33] (while remaining first order for any $V>0$).

This quasi-1D to 2D transition induced by interchain interactions is in some sense the opposite of confinement [34] (a quasi-1D to 1D transition induced by intrachain interactions [35]). A similar phenomenon is believed to occur in Fermi liquids separated by a magnetic field [36], where the chiral Luttinger liquids on the edges couple together, creating a 2D Fermi surface (the chiral Fermi liquid). In our cold-atom setup, the metanematic transition results from the enhanced scattering when the potential reaches the singularities at the edges of the 1D bands. This is a density-of-states effect and hence we expect it to be robust to quantum fluctuations present for large values of $V/t_0$ and not taken into account by our mean-field theory. It could be induced by changing the intensity of one of the lasers to tune $t_{\perp}$ and detected by direct imaging of the Fermi surface [37].

V. CRYSTALLIZATION

The metanematic transition is not the only one possible in the system described by Eq. (1). Interchain backscattering can lead to “charge-density wave” (CDW) instabilities at low temperatures [38]. We probe the potential CDW instability by examining the Fourier transform of the dynamic susceptibility $X(k,t)=\langle\Psi|\mathcal{T}_{\phi}(k,t)\rho(k,0)|\Psi\rangle$. Here $\rho(k)$

\[=\sum_{q,k'}\epsilon_{q-k'}\rho_{q-k'}\] is the Fourier transform of the local occupation number and $\rho(k,t)$ is its Heisenberg representation. The “noninteracting” susceptibility (Linhard function) is given by $X(k_0,k)\rho_{k}(0)\rho_{k'}(0)$ in terms of the renormalized dispersion relation $\epsilon_{k}$. Treating the interaction within the random-phase approximation (RPA) gives $X(k_0,k)\rho_{k}(0)\rho_{k'}(0)=X(k_0,k)[1+2V\cos(k_0\xi)X_{2p}(k_0,k)]$. An instability at wave vector $k$ occurs if the static component diverges $X(k_0,k_{\perp},\omega=0)\to\infty$.

For $t'_{\perp}<t_{\perp}$, $X(k_0,k)$ is strongly peaked at $(2k_0,\pi)$ due to the strong nesting of the quasi-1D Fermi surface. Thus the system is unstable to a CDW of that periodicity at a critical coupling $V$ given the Stoner criterion $1=2VX_{2p}(2k_0,\pi,\omega=0)$. In the limit $t'_{\perp}\to0$, the Fermi surface is perfectly nested and the peak in $X_0$ becomes a logarithmic divergence, implying $V\to0$. More generally, one has to evaluate $X_0(2k_0,\pi,\omega=0)$ to obtain $V$ via the Stoner criterion. The results are plotted in Fig. 3(a).

VI. SMECTIC PHASE

Within the nearest-neighbor approximation for the interaction we have been using so far, the Fourier transform of the interaction potential $V(k)$ is independent of $k_0$, hence the dominant CDW instability is always at the peak of the Lindhard function, i.e., $k_0=2k_F$. However, we now consider the full structure of the dipole interaction. In particular, as seen in Fig. 1, when the ratio of lattice spacings $\alpha$ is not large, $V(k)$ acquires a large dependence on $k_0$. Hence, so long as $t'_{\perp} \neq 0$ [i.e., $X_0(k_0=2k_F)$ is finite] then there is a level of anisotropy of the lattice where the leading instability is at $(0,\pi)$ and not at $(2k_0,\pi)$.

The $(0,\pi)$ instability is still a form of CDW; however, as it breaks lattice symmetry in one direction only, it has smectic order. Figure 3(b) shows which instability takes place first as the overall strength of the interaction increases. Smectic order is favored when the fermions can lower their energy by crowding every other chain, paying a penalty in kinetic energy but taking advantage of the absence of intrachain interactions. Note that the strong-coupling limit ground state is always a density wave.

In the limit $t_{\perp}\to0$, the system becomes 1D and one can employ bosonization. The bosonized Hamiltonian features backscattering terms responsible for the crystallization at arbitrarily small coupling [38]. If we artificially turn off these backscattering terms, we find a second instability characterized by a softening of the holon dispersion relation. The critical coupling for this second instability coincides with the divergence of the RPA susceptibility at $(0,\pi)$. Such accuracy of RPA is a result of a special feature of Hamiltonian (1), namely, that interactions and single-particle dispersion take place in perpendicular directions in the limit $t_{\perp}\to0$. Indeed as a result the lowest-order vertex corrections vanish identically in that limit. As $t_{\perp}$ grows, such corrections will become increasingly important. For $t_{\perp}\sim t_0$ strong correlation effects will modify the phase diagram, at least quantitatively. Describing these effects is beyond the scope of the present calculation.
VII. SUMMARY

In summary, we have described a way to combine dipolar fermions in an external field with an optical lattice to realize a model featuring an array of chains with strictly interchain interactions. We have shown that the model has very rich physics, featuring competition between itineracy and localization between quasi-1D and 2D behaviors. The possibility to realize metanematic, smectic, and crystallization transitions in a regime where the system can be described using Hartree-Fock and RPA, together with the ability to introduce stronger correlations continuously into the system (for example, by tuning $t_1$ toward larger values) makes the proposed experiment a testbed for scenarios of correlated behavior.
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