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Detection of faulty nodes and network energy saving have become the hottest research topics. Furthermore, current fault detection algorithms always pursue high detection performance but neglect energy consumption. In order to obtain good fault detection performance and save the network power, this paper proposes a low energy consumption distributed fault detection algorithm (LEDFD), which takes full advantage of temporally correlated and spatially correlated characteristics of the sensor nodes. LEDFD utilizes the temporally correlated information to examine some faulty nodes and then utilizes the spatially correlated information to examine the nodes that have not been detected as faulty through exchanging information among neighbor nodes to determine those nodes’ state. Because LEDFD takes the data produced by nodes themselves to detect certain types of faults, which means nodes need not exchange information with their neighbor nodes during the entire detection process, the energy consumption of networks is efficiently reduced. Experimental results show that the algorithm has good performance and low energy consumption compared with current algorithms.

1. Introduction

Wireless sensors networks (WSNs), which consist of large-scale sensor nodes deployed in monitoring regions, are multi-hop ad hoc networks formed by the wireless communication system. Wireless sensor networks are applied to environmental monitoring and protection, medical care, military target detection and tracking, and so forth [1]. However, sensor nodes are cheap, fragile, and limited by cost and energy and the wireless communication links between sensor nodes are unstable and susceptible to interference. Furthermore, sensor nodes are usually exposed in the environment, vulnerable to physical, chemical, and other external damage. All of these factors readily cause node failure. This makes network monitoring results inaccurate or even entirely wrong. Therefore, in order to obtain accurate monitoring results and take full use of the networks’ functionality and complete specific tasks, it is essential and worthy to study fault detection in wireless sensor networks.

Fault detection algorithms for WSNs can be divided into two categories, centralized fault detection and distributed fault detection. The centralized fault detection algorithms usually need the particular node to centralize all collected information and determine the states of other nodes, which easily leads to problems or performance bottleneck, single point of failure, loss of information, and more energy consumptions [2, 3]. Wireless sensor nodes are able to localize themselves with proximity information [4, 5] and communicate and collaborate with each other nearby. Distributed fault detection algorithms require that each node is installed with the fault detection algorithm, uses the data collected by itself or surrounding nodes, and determines its own fault.
Distributed fault detection algorithms can be broadly divided into five subcategories further, including the fault detection algorithms based on the majority voting strategy (MV) [6], the fault detection algorithms based on the median value strategy [7], the fault detection algorithms based on the weighted strategy [8, 9], the fault detection algorithms based on the diffusion of decision-making strategy [10–14], and the clustering-based fault detection algorithms [15].

Current fault detection algorithms for WSNs usually have the following problems.

(1) They usually seek for high detection accuracy and low false alarm rate but often neglect the energy consumption of the network. Sensor nodes need to communicate with their neighbors several times during fault detection, resulting in high cost energy consumption.

(2) They only take a few types of fault node into account. So if a new type of fault node increases, their detection performances will decline rapidly.

(3) They do not take full advantage of the sensor nodes’ ability to collect data but just utilize the spatial correlation of the sensor networks to achieve the fault detection, making the complexity of the algorithm higher.

To solve these problems, this paper presents a low energy distributed fault detection algorithm (LEDFD), which uses the temporal correlated characteristics of data collected by sensor nodes to detect some types of fault nodes and removes the nodes from the network. LEDFD reduces the communication times between neighbor nodes and the energy consumption. Then LEDFD utilizes the spatial correlation characteristics of wireless sensor networks to detect the remaining faulty nodes which are not detected in the prior detection. If a node’s measured value is the same or close to the measured value of its neighbors whose prior state is normal, the node is considered as a normal node. Otherwise, the node is considered as a fault node. The algorithm also takes into account the nodes which may have transient faults in sensor reading and uses the data collected in a short time to correct the fault data when transient fault readings occur. It can avoid mistaking the normal nodes as fault ones.

2. Related Works

A distributed Bayesian event detection algorithm was proposed in [6]. It adopts the majority voting strategy and requires information exchanged between neighbor nodes to obtain the statistical probability of the event, combining with the failure rate of the node itself to identify events and fault nodes. In [7], a distributed event and event boundary detection algorithm was proposed, which uses the difference between the median measured value of the neighbors and the reading of the node itself to determine whether the node is faulty or not, but as the algorithm in the fault detection phase requires more than one communication with its neighbors, the algorithm’s energy consumption is quite large. A weighted average based on a distributed fault detection algorithm was presented in [8]. The algorithm gives each sensor node a weight and makes a determination according to the comparison of the node’s reading with the node’s neighbors. Reference [9] uses the readings of different sensors to give different weights and combine the median value strategy to determine the final state of the node, which has better performance than the middle strategy algorithms, and low network energy consumption. If a failure occurs, the node’s weight will be reduced. But the algorithm does not consider transient faults. In [10] a distributed fault detection algorithm for wireless sensor networks (DFD) was proposed, which uses tests with the node and its neighbors to determine the node’s initial state. According to the initial state of the nodes, the final state of the node is determined. The algorithm has higher detection accuracy and lower false alarm rate. But the algorithm requires at least two communications between neighbor nodes, which leads to a high energy consumption cost. Another distributed fault detection algorithm was proposed in [11], which utilizes the results of a node’s comparison with its neighbors, the diffusion of decision-making strategy to identify the fault nodes, and time redundancy to deal with transient faults. In [12], according to the difference of multisensors deployed in the same area and related characteristics, a fault detection algorithm based on the DFD algorithm was proposed for multisensor networks. It improves the fault detection accuracy of the gathering area. The algorithm is also suitable for sensor networks with sparse node distribution and high fault rate. A fault detection algorithm based on spatial correlation and time redundancy was proposed in [13]. Transient fault nodes are fault tolerant through time redundancy, and the false alarm rate is reduced. But the algorithm requires spreading the initial state of the nodes to the other nodes, which will cost more energy. Jiang proposed an improved DFD algorithm in [14]. He considers that the DFD algorithm is too harsh to determine the final state of the node under normal conditions. In order to improve the performance of the DFD algorithm, the conditions should be modified. However, DFD and the improved DFD still cause the high energy consumption problem. In [15] a clustering-based fault diagnosis algorithm was proposed, which utilizes the cluster head node to detect the fault nodes in the cluster and uses the optimal threshold to improve the detection accuracy and lessen the impact of fault nodes to the sensor fault probability. However, the algorithm causes the problem of uneven energy consumption.

3. Detection Model

3.1. Network Model. Suppose that the number of sensors randomly deployed in a particular region is N. These sensor nodes have the same communication radius R. Before the implementation of the fault detection algorithm, one node stores at least q pieces of data that it has collected. s_i denotes the number i node in a wireless sensor network. Nodes in s_i’s communication radius are called node s_i’s neighbors. Neighbor(s) is used to denote all the neighbors of s_i, Num(Neighbor(s)) is used to denote the number of neighbors of s_i, and x_i is used to denote node s_i’s measured
data at time \( t \). Assume that \( q \) pieces of data have been collected in the sensors and can be stored in memory before time \( t \), which are \( x'_i, x''_i, \ldots, x''''_i \), and node \( s_i \) and \( \text{Neighbor}(s_i) \) are in the same or similar environment, which means if node \( s_i \) is in the event area, the neighbors of \( s_i \) are also in the same event area, and if node \( s_i \) is in the normal area, the neighbors of \( s_i \) are also in the same normal area.

3.2. Fault Model. If a node is partly faulty, it may still have the abilities of receiving, sending, collecting, and processing data. But the data the node has collected is usually wrong. According to abnormal types of data collected by the node, the failures of sensors can be divided into the following specific types.

1. Fixed faults in readings: sensors with this kind of fault collect data with the same readings and the data are not affected by the environment.
2. Random faults in readings: the readings of the nodes are random and uncertain.
3. Offset faults in readings: the readings of the nodes deviate from the normal value, and this can change if the environment changes.
4. Transient faults in readings: in the process of the data collection, due to hardware features and the effects of environment, transient faults may happen in a short time, resulting in a few data anomalies at one or several times.

In order to improve the utilization of the sensor nodes, we consider the nodes with transient faults as the normal ones, because most of the time, the readings of these nodes are still available.

4. Fault Detection

4.1. Principle of Detection. The data that sensors have collected in a short time are temporally correlated, which means the data collected in a short time is the same or similar and it will not change too much. With this feature, we can detect certain types of fault nodes, such as random faults and transient faults. When these faults occur, the value of the data collected in a short time is unstable. However, in order to improve the utilization of the node, we will treat the nodes which have transient faults as normal ones, so when this kind of fault is detected, only by correcting the data collected at the time when faults occur, the normal nodes will not be mistaken as fault ones. Based on the difference between the data collected by nodes, a matrix \( M \) is established to determine whether there is a transient fault or a random fault. For the transient fault, the faulty data will be replaced by the normal data collected at other times; thus, it can lower the false alarm rate. However, only using the temporally correlated characteristic is not enough. For example, when fixed faults or offset faults occur, the readings of the nodes meet the temporally correlated feature, but by only using this feature, such types of nodes still cannot be detected, so the neighbors are needed. With most neighbors’ data are not similar with the data of the node, then the node is faulty; that is, the sensors have spatial correlation characteristics, which means that, in a small area, most of the sensor nodes have the same or similar readings.

As can be seen from the above analysis, the differences of LEDFD and the current algorithms can be characterized as follows. First, LEDFD uses temporally correlated information to detect some types of node failure and correct some values if necessary, and then detects the remaining fault nodes with the spatial correlation characteristic, while the current algorithms do not use this information or only take advantage of the spatially correlated information to correct some faults and then spread the initial states of the nodes to the other nodes until all the nodes of the network correct their final states.

4.2. Detection Algorithm. After node \( s_i \) collects data at time \( t \), \( q \) pieces of data can be gained for the latest time. According to (1), the matrix \( M \) is established:

\[
M_{mxn} = \begin{cases} 
0, & \text{if } (|x^m_i - x^n_j| \leq \xi_1), \\
1, & \text{otherwise,}
\end{cases} \quad m, n = \{0, 1, \ldots, q - 1\}. \tag{1}
\]

For each row in the matrix \( M, c^r_i \) is calculated with

\[
c^r_i = \begin{cases} 
0, & \text{if } \left( \sum_{j=r-q+1}^{t} M_{ij} < \frac{q}{2} \right), \\
1, & \text{otherwise,}
\end{cases} \tag{2}
\]

The value of \( c^r_i \) at time \( t \) is corrected with

\[
c^r_i = \begin{cases} 
0, & \text{if } \left( \sum_{r=r-q+1}^{t} c^r_j < \frac{q}{2} \right), \\
1, & \text{otherwise.}
\end{cases} \tag{3}
\]

And any value measured at other time when \( c^r_i = 0 \) can be taken as its value at time \( t \).

Equation (4) is used to determine the initial states of sensor nodes:

\[
T_i = \begin{cases} 
0, & \text{if } \left( \sum_{r=r-q+1}^{t} c^r_j < \frac{q}{2} \right), \\
1, & \text{otherwise.}
\end{cases} \tag{4}
\]

If \( T_i = 0 \), the node \( s_i \) may be a normal node and if \( T_i = 1 \), the node \( s_i \) may be a fault one.

For node \( s_i \) with state 0, obtains its neighbors’ readings whose initial fault states are 0. Then according to (5) and (6), the final state of node \( s_i \) is determined:

\[
c^r_{ij} = \begin{cases} 
0, & \text{if } (|x^r_i - x^r_j| \leq \xi_2) \\
1, & \text{otherwise,}
\end{cases} \tag{5}
\]
For every node $s_i$ in sensor networks ($i = 1, 2, \ldots, N$)

Step 1. Create $M$ using the following method
  1. For (every $q$ times before time $t$ including the time $t$)
  2. IF $|x_i^t - x_i^t| \leq \xi_1$ THEN
  3. $M_{mn} = 0$;
  4. ELSE $M_{mn} = 1$;

Step 2. Generate test $c'_{i}$
  1. IF $\sum_{j=t-q+1}^{t} x_{ij} < q/2$ THEN
  2. $c'_{ij} = 0$;
  3. ELSE $c'_{ij} = 1$;

Step 3. Correct $c'_{ij}$
  1. IF $\sum_{j=t-q+1}^{t} c'_{ij} < q/2$ and $c'_{ij} = 1$ THEN
  2. $c'_{ij} = 0$; $x_i^t = x_i^{t-k}$;
  3. ELSE IF $\sum_{j=t-q+1}^{t} c'_{ij} \geq q/2$ and $c'_{ij} = 0$ THEN
  4. $c'_{ij} = 1$; $x_i^t = x_i^{t-k}$;

Step 4. Generate a state value $G_T = 0$ based on the value of $c'_{ij}$
  1. IF $\sum_{j=t-q+1}^{t} c'_{ij} < q/2$ THEN
  2. $G_T = 0$;
  3. ELSE $G_T = 1$;

Step 5. For the nodes' with state value $G_T = 0$, test every member of their neighbors to generate test $c'_{ij}$ {0, 1} using the following method:
  1. IF $|x_i^t - x_i^{t-1}| \leq \xi_2$ THEN
  2. $c'_{ij} = 0$;
  3. ELSE $c'_{ij} = 1$;

Step 6. Make the final decision of the nodes' state $G_T$
  1. IF $\sum_{s_j \in \text{Neighbor}(s_i) \text{ and } T_r=0} c'_{ij} < \text{Num(} \text{Neighbor}(s_i) \text{ and } T_r=0)/2$ THEN
  2. $G_T = 0$;
  3. ELSE $G_T = 1$;

$G_T$ is a fault one.

According to (2), $c'_{ij} = \{0, 1, 0, 0, 1\}$ and $t - 4 \leq r \leq t (t \geq 4)$. According to (3), the value of $c'_{ij}$ is corrected to 0, and then $c'_{ij} = \{0, 1, 0, 0, 0\}$. The measured value at time $r$ when $c'_{ij} = 0$ is used to update $x_i^t$, and $x_i^t = x_i^{t-1}$. That is, $x_i^t = 30.23$. According to (4), node $s_i$’s initial fault state can be identified as $T = 0$, which denotes that node $s_i$ may be normal. Then the algorithm gains node $s_i$’s neighbors’ data at time $t$. Equation (6) shows that $G_T = 0$ and node $s_i$’s final state is normal.

$\text{Num(} \text{Neighbor}(s_i) \text{ and } T_r=0)/2$ denote the quantity of nodes whose states are both likely normal and the neighbors of node $s_i$, $G_T = 0$ denotes that node $s_i$ is a normal node. Otherwise, node $s_i$ is a fault one.

For example, supposing $q = 5$ and $\text{Num(} \text{Neighbor}(s_i)) = 5$, the $q$ pieces of data that the node $s_i$ collects at time $t$ and before are $\{x_i^t, x_i^{t-1}, x_i^{t-2}, x_i^{t-3}, x_i^{t-4}\}$, whose values are $\{60.12, 30.23, 31.54, 10.68, 30.87\}$. The node $s_i$’s neighbors readings at time $t$ are $\{x_i^1, x_i^2, x_i^3, x_i^4, x_i^5\}$, whose values are $\{70.22, 31.35, 65.79, 30.84, 31.10\}$, and $\xi_1 = \xi_2 = 2$. Then according to (1), matrix $M$ is established as

$$M_{5\times5} = \begin{pmatrix} 0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 \end{pmatrix}.$$ (7)
As can be seen from the example, the algorithm is very effective for detection of transient faults and random faults. The algorithm can at most tolerate up to $q/2$ transient faults.

The pseudocode of LEDFD is shown as Pseudocode 1.

The algorithm utilizes the historical data that sensors have sensed to determine the nodes’ initial state. If the data are stable in a short time (little changed), then the node may be normal. Otherwise, the node may be faulty. That is, only with the sensor nodes’ own data, some faulty nodes can be identified. After the initial determination of the node’s state, for the nodes whose initial state is normal, the algorithm makes a further assertion with its neighbor’s readings whose initial states are normal. If the measured value of the node is similar to most of its neighbors, it will be determined as a normal node. In the whole implementation process of the algorithm, the faulty nodes which have been identified by the initial detection are no longer able to communicate with other normal nodes, and the algorithm adopts the data from nodes whose initial states are normal. This approach not only makes the algorithm consume less energy, but also lowers the false detection rate. In addition, the transient faults of the nodes are considered. When it occurs, the algorithm will correct the error of readings, which means the algorithm uses the readings of other times instead of the readings of this time, further enhancing the ability of sensor fault tolerance for transient faults.

5. Simulation Experiments and Performance Analysis

5.1. Performance Indicators. To assess the effect of the fault nodes identification, two indicators are usually employed, detection accuracy and false alarm rate.
Detection accuracy (DA) refers to the ratio of the number of correctly identified fault nodes to the total number of actual fault nodes:

$$ DA = \frac{|F \cap Q|}{|Q|}, $$

where $F$ is the set of fault nodes which the algorithm has detected and $Q$ represents the set of actual fault nodes.

False alarm rate (FAR) refers to the ratio of the number of normal nodes mistaken as fault nodes to the total number of normal nodes:

$$ FAR = \frac{|F - Q|}{N - |Q|}, $$

where $N$ is the total number of nodes in the wireless sensor network.

Most of the energy of the node is consumed by the communication between nodes [16]. So the total number of communications between nodes can be used to represent the total network. Suppose that the average energy consumption is $e_i$ when the node $s_i$ communicates with its neighbors once and the node communication radius is $R$:

$$ EC = \sum_{i=1}^{N} e_i, $$

where $EC$ is the total network energy consumption.
5.2. Parameter Settings. We built a simulation experimental system of WSNs with JAVA and implemented the following experiments. Matlab was used to complete the performance analysis. During the experiments, 1024 sensor nodes are randomly deployed in a 32*32 square area. Without loss of generality, we assume that the location of each node is known, and all nodes have the same communication radius $R$, the readings of the nodes in the normal region are subject to the distribution of $N(\mu, \sigma)$ ($\mu = 35$, $\sigma = 1$), and the node fault threshold is $\xi_1 = 5$ and $\xi_2 = 3$. At least 5 pieces ($q = 5$) of data are stored in each sensor node. The value of $q$ is not too high, because the sensor nodes have a limited storage ability. If the value of $q$ is too high, the data may occupy too much storage space. As the fixed faults are similar to the offset faults, we treat both types of faults as the offset fault. what the fixed faults are similar to the offset faults, we treat both types of faults as the offset fault. The readings of the fault nodes are set as follows: the offset fault readings range from 61 to 70, the random fault readings range from 1 to 100, and the transient fault readings range from 1 to 100. Suppose that the energy consumption of node $s_i$ communicating with its neighbors is $e_i = 10^{-5}$ J when $R$ is 2. The experimental results are derived from the average value of 100 experiments.
5.3. Experimental Results and Performance Analysis. Figures 1(a), 1(b), and 1(c) show the performance of the algorithms on different average node densities if only offset faults occur. Figures 1(a), 1(b), and 1(c) indicate the performance of each algorithm at density = 7, 10, and 20. From these figures we can see that with the decrease of node density the performance of each algorithm improves. Taking Figure 1(c), for example, when the sensor fault probability is lower than 35%, DFD has higher detection accuracy, and LEDFD proposed in this paper has similar detection accuracy to MV; when the sensor fault probability is higher than 35%, the detection accuracy of DFD quickly decreases compared with LEDFD and MV. However, the DFD algorithm has a lower false alarm rate, while the false alarm rate of LEDFD is between DFD and MV. Taking everything into consideration, only when offset faults occur, LEDFD algorithm performance is between DFD and MV.

Figures 2(a), 2(b), and 2(c) show the performance of the algorithms on different average node densities if only random faults occur. Figures 2(a), 2(b), and 2(c) indicate the performance of each algorithm at density = 7, 10, and 20. From Figure 2, we can see that the average node density has little effect on the detection accuracy, while the false alarm rate decreases with the increase of average node density. For the random faults that sensors may be subject to, LEDFD has good performance even in the case of high sensor probability, and still maintains high detection accuracy and low false alarm rate. This is mainly because the algorithm first checks whether nodes’ readings are stable over a short time. If nodes’ readings are unstable, there may be a failure, and the data
of the random fault sensors are random and unstable. Since the value of the random fault is within 1–100 range, DFD and MV are effective for detection accuracy of such fault, but less effective than LEDFD. Both of them reach more than 94%, and there may be an increase in detection accuracy with the increase of sensor fault probability (such as MV). However, the false alarm rates of DFD and MV will increase with the increase of sensor fault probability. Meanwhile, the false alarm rate of LEDFD is almost zero.

Figures 3(a), 3(b), and 3(c) show the relationship between the sensor fault probability and false alarm rate on different average node densities, density = 7, 10, and 20, when only transient faults occur when q = 5. As Figure 4 shows, the false alarm rate of all algorithms decreases with the increase of average node density. LEDFD has a very good performance to handle the transient faults, and its false alarm rate is very low. When the sensor fault probability is 50%, the false alarm rate is still less than 5%. This is due to the algorithm which is based on the q pieces of data to determine whether the data collected is right. If it is incorrect, LEDFD will correct it by taking the data at another time to replace the data of the current time. That is why the algorithm has a good fault-tolerant performance for transient faults. Neither DFD nor MV takes the transient faults into account, and consequently they have a higher false alarm rate with the increase of sensor fault probability.

Figures 4(a), 4(b), and 4(c) show the relationship between the sensor fault probability and false alarm rate on different average node densities, density = 7, 10, and 20, when the offset faults, the random faults, and the transient faults occur together randomly. As Figure 4 shows, the detection accuracy of DFD and LEDFD is almost the same. Both of them are higher than MV when the sensor fault probability is below 32%. However, the detection accuracy of DFD decreases rapidly when the sensor fault probability is greater than 32%. The false alarm rate of LEDFD is the lowest among the three algorithms. In short, in mixed fault scenarios, the performance of LEDFD algorithm is up to our expectations.

Figure 5 indicates the relationship between energy cost and sensor fault probability of DFD, MV, and LEDFD. From the above experiments and performance analysis, we obtain the following results.

1. LEDFD shows superior performance, especially for random faults and transient faults, for the LEDFD algorithm fully considers the possible types of node fault, takes advantage of the temporally correlated characteristics of the data collected by the sensor in a short time, determines the stability of the data by establishing symmetric matrices, and detects some fault nodes. The readings of a node with random faults are unstable, so the algorithm is very effective for such faults.

2. For transient faults, LEDFD corrects the fault values and makes the false alarm rate very low.

3. On the aspect of the LEDFD energy consumption, some of the fault nodes have been detected during the initial phase of detection. During the detection of the remaining nodes, other nodes do not need to communicate with the fault nodes that have been detected, which also reduces communication traffic and saves the network energy consumption.

6. Conclusions

This paper presents a low energy consumption distributed fault detection algorithm for wireless sensor networks. The algorithm takes full advantage of the data characteristics collected by the sensor nodes. LEDFD uses the data sequence collected by the sensor node itself to detect specific types of fault and then uses the neighbors’ data further to determine the states of nodes. To various types of faults, LEDFD has
the better detection accuracy, lower false positive rate, and less energy consumption. In our future research, we will also consider how to make the fault nodes in the event boundary and other specific circumstances tolerant and implement these algorithms in real applications of wireless sensor network.

Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

Acknowledgments

The authors would like to thank the reviewers for their detailed comments and suggestions throughout the reviewing process that have significantly improved the quality of this paper. This work is jointly sponsored by the National Natural Science Foundation of China (61202004, 61272084, and 61100199), the Natural Science Foundation of Jiangsu Province (BK2011754), the China Postdoctoral Science Foundation funded project (2012T50514, 2013T60553), the Special Fund for Fast Sharing of Science Paper in Net Era by CSTD (2013116), and the Natural Science Fund of Higher Education of Jiangsu Province (12KJB520007). The authors would like to thank these foundations for their support.

References

[1] N. Kapoor, N. Bhatia, S. Kumar, and S. Kaur, “Wireless sensor networks: a profound technology,” International Journal of Computer Science and Telecommunications, vol. 2, no. 2, pp. 211–215, 2011.

[2] Q. Zhang, P. K. Varshney, and R. D. Wesel, “Optimal bi-level quantization of i.i.d sensor observations for binary hypothesis testing,” IEEE Transactions on Computers, vol. 7, no. 48, pp. 2105–2111, 2002.

[3] X. Luo, M. Dong, and Y. Huang, “On distributed fault-tolerant detection in wireless sensor networks,” IEEE Transactions on Computers, vol. 55, no. 1, pp. 58–70, 2006.

[4] S. Li and F. Qin, “A dynamic neural network approach for solving nonlinear inequalities defined on a graph and its application to distributed, routing-free, range-free localization of WSNs,” Neurocomputing, no. 117, pp. 72–80, 2013.

[5] S. Li, Z. Wang, and Y. Li, “Using Laplacian Eigenmap as heuristic information to solve nonlinear constraints defined on a graph and its application in distributed range-free localization of wireless sensor networks,” Neural Processing Letters, vol. 37, no. 3, pp. 411–424, 2013.

[6] B. Krishnamachari and S. Iyengar, “Distributed Bayesian algorithms for fault-tolerant event region detection in wireless sensor networks,” IEEE Transactions on Computers, vol. 53, no. 3, pp. 241–250, 2004.

[7] M. Ding, D. Chen, K. Xing, and X. Cheng, “Localized fault-tolerant event boundary detection in sensor networks,” in Proceedings of the 24th IEEE International Conference on Computer Communications (IEEE INFOCOM ’05), pp. 902–913, Miami, Fla, USA, March 2005.

[8] S. Ji, C.-F. Yuan, T.-H. Ma, and C. Tan, “Distributed fault detection for wireless sensor based on weighted average,” in Proceedings of the 2nd International Conference on Networks Security, Wireless Communications and Trusted Computing (NSWCTC ’10), pp. 57–60, Wuhan, China, April 2010.

[9] J.-L. Gao, Y.-J. Xu, and X.-W. Li, “Weighted-median based distributed fault detection for wireless sensor networks,” Journal of Software, vol. 18, no. 5, pp. 1208–1217, 2007.

[10] J. Chen, S. Kher, and A. Somani, “Distributed fault detection of wireless sensor networks,” in Proceedings of the Workshop on Dependability Issues in Wireless Ad Hoc Networks and Sensor Networks (DIWANS ’06), pp. 65–71, Los Angeles, Fla, USA, September 2006.

[11] M.-H. Lee and Y.-H. Choi, “Fault detection of wireless sensor networks,” Computer Communications, vol. 31, no. 14, pp. 3469–3475, 2008.

[12] X. Xu, B. Zhou, and J. Wan, “MDFD: distributed fault detection for multi-sensor networks,” Chinese Journal of Sensors and Actuators, vol. 23, no. 4, pp. 595–601, 2010.

[13] S. Ji, S. Yuan, J. Wu, and S. Wang, “Fault detection for wireless sensor networks nodes based on spatial correlation and time redundancy,” Transducer and Microsystem Technologies, vol. 28, no. 10, pp. 117–120, 2009.

[14] P. Jiang, “A new method for node fault detection in wireless sensor networks,” Sensors, vol. 9, no. 2, pp. 1282–1294, 2009.

[15] K. Liu and L. Peng, “Research on fault diagnosis algorithm for clustering node in wireless sensor networks,” Transducer and Microsystem Technologies, vol. 30, no. 4, pp. 37–41, 2011.

[16] S. Madden, M. J. Franklin, J. M. Hellerstein, and W. Hong, “TAG: a tiny aggregation service for Ad-Hoc sensor networks,” in Proceedings of the 5th Symposium on Operating Systems Design and Implementation (OSDI ’02), pp. 122–173, Boston, Mass, USA, December 2002.
