HILBERT EXPANSION FROM THE BOLTZMANN EQUATION TO RELATIVISTIC FLUIDS

JARED SPECK AND ROBERT M. STRAIN

Abstract. We study the local-in-time hydrodynamic limit of the relativistic Boltzmann equation using a Hilbert expansion. More specifically, we prove the existence of local solutions to the relativistic Boltzmann equation that are nearby the local relativistic Maxwellian constructed from a class of solutions to the relativistic Euler equations that includes a large subclass of near-constant, non-vacuum fluid states. In particular, for small Knudsen number, these solutions to the relativistic Boltzmann equation have dynamics that are effectively captured by corresponding solutions to the relativistic Euler equations.
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1. Introduction and main results

The special relativistic Boltzmann (rB from now on) equation provides a statistical description of a gas of relativistic particles that are interacting through binary collisions in Minkowski space, which we denote by $M$. The dynamic variable is the one-particle empirical measure $F^\varepsilon \geq 0$, which represents the average number of particles of four-momentum $P$ at each space-time point $x \in M$. The four-momentum $P$ of a particle of rest mass $m_0$ is future-directed $^1$ and satisfies the normalization condition $P_\kappa P^\kappa = -m_0^2c^2$, where the constant $c$ denotes the speed of light. Consequently, we may view $F$ as a function of time $t \in \mathbb{R}$, space $\bar{x} \in \mathbb{R}^3$, and 3-momentum $\bar{P} \overset{\text{def}}{=} (P^1, P^2, P^3) \in \mathbb{R}^3$, with

$$P^0 = \sqrt{m_0^2c^2 + \sum_{a=1}^{3} (P^a)^2}.$$ 

A more geometric point of view is offered in Section 1.2, where it is explained how to view $F$ as function on the mass shell

$$\mathcal{M} \overset{\text{def}}{=} \{(x, P) \in M \times T_x M \mid P_\kappa P^\kappa = -m_0^2c^2, \ P \text{ is future-directed}\},$$

which is a submanifold of $TM$, the tangent bundle of $M$, and which is diffeomorphic to $\mathbb{R}^4 \times \mathbb{R}^3$.

The relativistic Boltzmann equation (rB from now on) in the unknown $F^\varepsilon$ is

$$P^\kappa \partial_\kappa F^\varepsilon = \frac{1}{\varepsilon} \mathcal{C}(F^\varepsilon, F^\varepsilon),$$

where $\mathcal{C}(\cdot, \cdot)$ is the collision operator (defined in (1.10)), and the dimensionless parameter $\varepsilon$ is the Knudsen number. It is the ratio of the particle mean free path to a characteristic (physical) length scale. Intuitively, when $\varepsilon$ is small, the continuum approximation of fluid mechanics is expected to be valid. In this setting, we anticipate that the system of particles can be faithfully modeled through the use of macroscopic quantities, such as pressure, proper energy density, etc., whose evolution is prescribed by the equations of relativistic fluid mechanics, that is, the relativistic Euler equations.

As a first rigorous step in this direction, we show that any sufficiently regular solution $(n(t, \bar{x}), \theta(t, \bar{x}), u(t, \bar{x}))$ of the relativistic Euler system (rE from now on) satisfying the technical conditions (1.39) can be used to construct a corresponding family of classical solutions $F^\varepsilon$ of the rB equation. Here, $\theta$ denotes the the fluid temperature, $n$ denotes the fluid proper number density, and $u$ denotes the fluid four-velocity. Roughly speaking, the technical conditions are the assumption that $\theta(t, \bar{x})$ is uniformly positive with only mild fluctuations, that $n(t, \bar{x})$ is uniformly bounded from above and below away from 0, and that the spatial components of the four-velocity, namely $u^1(t, \bar{x}), u^2(t, \bar{x}),$ and $u^3(t, \bar{x})$, are uniformly small. In Lemma 1.1 we give a simple proof that these conditions are always satisfied near the constant fluid states. Under these assumptions, our estimates show that as $\varepsilon \to 0^+$ (in the hydrodynamic limit), the rB solution $F^\varepsilon$ converges to the relativistic

---

1In the inertial coordinate system we use throughout this article, future-directed vectors $P$ satisfy $P^0 > 0$.

2The formula for $P^0$ holds only in a coordinate system in which the spacetime metric $g$ has the components $g_{\mu\nu} = \text{diag}(-1, 1, 1, 1)$. 
Maxwellian \( \mathcal{M} \) associated to the solution of the rE system; see Section 1.4 for the definition of a Maxwellian, which is a function in equilibrium with the collision process; i.e., \( C(\mathcal{M}, \mathcal{M}) = 0 \). Thus, our results show that for small \( \varepsilon \), there are near-local equilibrium solutions to the rB equation whose underlying dynamics are effectively captured by the rE system. For the Newtonian Boltzmann equation, these are called “normal solutions” in Grad [24].

The main strategy of our proof is to perform a Hilbert expansion (see Section 3.7) for \( F_\varepsilon \). We write

\[
F_\varepsilon = F_0 + \sum_{k=1}^{6} \varepsilon^k F_k + \varepsilon^3 F_{R\varepsilon}.
\]

Inserting this expansion into (1.1) and equating like powers of \( \varepsilon \) results in a hierarchy of equations. It turns out that \( F_0, \ldots, F_6 \), which do not depend on \( \varepsilon \), can be solved for: \( F_0 \) must be Maxwellian, while \( F_1, \ldots, F_6 \) solve linear equations with inhomogeneities. Thus all of the difficult (and \( \varepsilon \)-dependent) analysis is contained in the analysis of the remainder term \( F_{R\varepsilon} \), which is carried out in Section 3.8.

Our methods and results can be viewed as an extension of the program initiated by Caflisch [8], who proved analogous results for the non-relativistic Boltzmann equation and Euler equations [8]. We will utilize strategies from Caflisch as well as Guo [30] and Guo-Jiang-Jiang [31] to perform the Hilbert expansion. We will also use relativistic Boltzmann estimates from the work of the second author [45,47] in order to control the expansion. Additionally, we develop several necessary tools to study this problem in the setting of special relativity. In particular, we develop a mathematical theory for the kinetic equation of state, which is described just below. A more detailed discussion of the existing literature related to our result is located in Section 1.8.

Before proving the aforementioned results, we will sketch a proof of local existence (in Section 2) for the relativistic Euler equations. This local existence result ensures that there are in fact solutions to the rE system that can be used in the aforementioned construction. However, we mention upfront that during the course of our investigation, we ran into several technical difficulties that, to our surprise, seem to be unresolved in the literature. The first concerns the fundamental question of which fluid variables can be used as state-space variables in the rE system. In addition to the four-velocity \( u \), there are five other fluid variables that play a role in the ensuing discussion: the aforementioned variables \( n, \theta, \eta \), together with the entropy per particle \( \eta \), the pressure \( p \), and the proper energy density \( \rho \). In order to close the Euler equations, one must assume relations between the fluid variables. In this article, we assume that the three relations (1.27a) - (1.27c) hold between the five non-negative variables \( n, \theta, \eta, p, \) and \( \rho \). As will be discussed below, these choices were not made arbitrarily, but are in fact satisfied by the macroscopic quantities \( n|\mathcal{M}|, \theta|\mathcal{M}|, \eta|\mathcal{M}|, p|\mathcal{M}|, \) and \( \rho|\mathcal{M}| \) corresponding to a relativistic Maxwellian \( \mathcal{M} \); these quantities are defined in Section 3.2. We emphasize that the relations (1.27a) - (1.27c) are required in order for the rE system to arise from the rB equation in the hydrodynamic limit. Now it is commonly assumed that as a consequence of the three relations, any two of \( n, \theta, \eta, p, \rho \) uniquely determine the remaining three. In particular, during our construction of the fluid solutions, we need to be able to go back and forth between the variables \( (n, \theta) \) and the variables

---

3These are also known as Jüttner distributions.
\((\eta, p)\), i.e., we need to be able invert the smooth map \((n, z) \to (\mathcal{H}(n, z), \mathcal{P}(n, z))\), where \(z = \frac{m_0 c^2}{k_B} \theta = m_0 c^2 k_B \theta, k_B > 0\) denotes Boltzmann’s constant, and \(\mathcal{H}\) and \(\mathcal{P}\) are defined in \((1.29a) - (1.29c)\) below. However, we were unable to find a fully rigorous proof of the invertibility of this map in the literature. Consequently, in Lemma 3.5 below, we use asymptotic expansions for Bessel functions to rigorously verify the local invertibility of this map outside of a compact set. In particular, we show that the map is locally invertible whenever \(\theta\) is sufficiently large, and whenever \(\theta\) is sufficiently small and positive. Additionally, the numerical plot in Figure 1 (see Section 3.4), which covers the compact set in question, strongly suggests that the map \((n, z) \to (\mathcal{H}(n, z), \mathcal{P}(n, z)) = (\eta, p)\), is an auto-diffeomorphism of the region \((0, \infty) \times (0, \infty)\). This would imply that we can always smoothly transform back and forth between \((n, \theta)\) and \((\eta, p)\) in the region of physical relevance, i.e., the region in which all of the quantities are positive; see Conjecture 1 in Section 2 below.

A related issue is the fact that in order for the rE system to be hyperbolic and causal\(^4\) under a general equation of state \(p = f(\eta, \rho)\), it is necessary and sufficient to prove that \(0 < \frac{\partial f}{\partial \rho} \bigg|_\eta < 1\). We explain why the positivity of \(\frac{\partial f}{\partial \rho} \bigg|_\eta\) is needed for our proof of local existence in Remark 2.1 below, while the mathematical connection between the inequality \(\frac{\partial f}{\partial \rho} \bigg|_\eta < 1\) and the speed of sound propagation being less than the speed of light is explained in e.g. \[43\]. Now in the case of the kinetic equation of state \(p = f_{\text{kinetic}}(\eta, \rho)\), \(\frac{\partial f_{\text{kinetic}}}{\partial \rho} \bigg|_\eta\) can be written as a function of \(\theta\) alone. It is possible to write down a closed form expression for this latter quantity (see equation (3.32)), but since the formula is a rather complicated one involving ratios of Bessel functions, we have only analytically verified the inequality \(0 < \frac{\partial f_{\text{kinetic}}}{\partial \rho} \bigg|_\eta < 1\) (again using asymptotic expansions for Bessel functions) outside of the same compact set discussed in the previous paragraph; see Lemma 3.6. Therefore, the fully rigorous version of our local existence result is currently limited to initial data whose temperature avoids the compact set in question. However, we have numerically observed that in fact, the stronger inequality \(0 < \frac{\partial f_{\text{kinetic}}}{\partial \rho} \bigg|_\eta < \frac{1}{\sqrt{1/3}}\) should hold for all \(\theta > 0\); see Conjecture 2 in Section 2, and Figure 2 in Section 3.5. This stronger inequality would imply that the speed of sound under the kinetic equation of state is never larger than \(\sqrt{1/3}\) times the speed of light.

In view of these complications, when stating the hypotheses for our local existence theorem (Theorem 1 in Section 1.7), we make careful assumptions on the fluid initial data that are designed to ensure that they fall within the regime of hyperbolicity, and within a regime in which the aforementioned map \((n, \theta) \to (\eta, p)\) is invertible with smooth inverse. However, if our two conjectures are in fact correct, then the relations \((1.27a) - (1.27c)\) imply that many of these assumptions are automatically verified whenever the fluid variables are positive. Aside from these complications, our local existence theorem is a standard result. However, there are several additional aspects of it that are worthy of mention. First, we avoid the use

\(^4\)By causal, we mean that the speed of sound is less than the speed of light.
of symmetrizing variables in our proof. We instead use the framework of energy currents, which was first applied by Christodoulou to the rE system in [11], and which was later expounded upon by the first author in [43]. We also remark that our local existence result only applies to initial data with proper energy density $\rho$ that is uniformly positive. In particular, we avoid addressing the complicated issue of the free-boundary problem for the relativistic Euler equations. A related comment is that our local existence result produces a spacetime slab $[0, T] \times \mathbb{R}^3$ on which the uniform positivity property is preserved. We remark that in view of the assumptions on $n, \theta$ mentioned near the beginning of the article, we will only study fluid solutions belonging to compact subsets of the regions of interest to us, that is, regions where the maps $\mathcal{F}$ and $\mathcal{P}$ are rigorously known to be invertible. Thus, on such compact subsets, the uniform positivity of $\rho$ is an automatic consequence of the continuity of the map $(n, z) \rightarrow \rho$, which is implicitly defined by the relations (1.27a) - (1.27b).

1.1. Notation and conventions. We now summarize some notation and conventions that are used throughout the article. $M$ denotes Minkowski space, while $\mathcal{M}$ denotes the mass shell. In general, Latin (spatial) indices $a, b, j, k, \ldots$ take on the values $1, 2, 3$, while Greek indices $\kappa, \lambda, \mu, \nu, \ldots$ take on the values $0, 1, 2, 3$. Indices are raised and lowered with the Minkowski metric $g_{\mu\nu}$ and its inverse $(g^{-1})^{\mu\nu}$. For most of the article, we work in a fixed inertial coordinate system on $M$, in which case

$$g_{\mu\nu} = (g^{-1})^{\mu\nu} = \text{diag}(-1, 1, 1, 1),$$

and $P^\kappa Q_\kappa = -P^0 Q^0 + \sum_{a=1}^3 P^a Q^a$. Here and throughout, we use Einstein’s summation convention that repeated indices, with one “up” and one “down” are summed over.

When differentiating with respect to state-space variables, we use the notation

$$\partial_U|_V,$$

to mean partial differentiation with respect to the quantity $U$ while $V$ is held constant. We define $\bar{x} = (x^1, x^2, x^3)$, $\bar{P} \overset{\text{def}}{=} (P^1, P^2, P^3)$, $\bar{P}^0 \overset{\text{def}}{=} (n_0 c^2 + |\bar{P}|^2)^{1/2}$, and $|\bar{P}|^2 \overset{\text{def}}{=} \sum_{a=1}^3 (P^a)^2$. Furthermore $\bar{Q}, \bar{P}, \bar{Q}'$ are treated similarly. We also define $\bar{P} \overset{\text{def}}{=} (\bar{P}^0)^{-1} \bar{P}$, and similarly for $\bar{Q}$. We use the symbol

$$\partial_{\bar{x}} \overset{\text{def}}{=} \left( \frac{\partial}{\partial x^1}, \frac{\partial}{\partial x^2}, \frac{\partial}{\partial x^3} \right) = (\partial_1, \partial_2, \partial_3),$$

to denote the spatial coordinate gradient. The Sobolev norm $\| \cdot \|_{H^N}$ of a Lebesgue measurable function $f(\bar{x})$ on $\mathbb{R}^3$ is defined in the usual way:

$$(1.4) \quad \|f\|_{H^N} \overset{\text{def}}{=} \left( \sum_{|\bar{\alpha}| \leq N} \|\partial^{\bar{\alpha}} f\|_{L^2}^2 \right)^{1/2},$$

where $\partial_{\bar{x}} = \partial_{x^1}^{\bar{\alpha}} \partial_{x^2}^{\bar{\beta}} \partial_{x^3}^{\bar{\gamma}}$, $\bar{\alpha} = (n_1, n_2, n_3)$ is a spatial coordinate-derivative multi-index, and $|\bar{\alpha}| = n_1 + n_2 + n_3$. Here and throughout, we use the abbreviation $H^N = H^N(\mathbb{R}^3)$. We also define the $L^2_P$ inner product of two functions $F(\bar{P}), G(\bar{P})$.
We denote the corresponding norm by \( \| \cdot \| \). Similarly, we define the \( L^2(\mathbb{R}^3) \) inner product of two functions \( F(\vec{x}, \vec{p}) \), \( G(\vec{x}, \vec{p}) \) as

\[
\langle F, G \rangle_{\vec{x}, \vec{p}} \overset{\text{def}}{=} \int_{\mathbb{R}^3} F(\vec{x}, \vec{p})G(\vec{x}, \vec{p})d\vec{x}d\vec{p}.
\]

For brevity, we sometimes write \( \langle \cdot, \cdot \rangle_{\vec{x}, \vec{p}} \). The \( L^2(\mathbb{R}^3) \) norm is denoted \( \| \cdot \|_2 \).

Similarly, we define the \( L^2(\mathbb{R}^3) \) norm by

\[
\| f \|_2 \overset{\text{def}}{=} \| f \|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)} = \| f \|_{L^2(\mathbb{R}^3 \times \mathbb{R}^3)}.
\]

We furthermore define the norm

\[
\| h \|_{\infty} \overset{\text{def}}{=} \text{ess sup}_{x \in \mathbb{R}^3, p \in \mathbb{R}^3} |h(\vec{x}, \vec{p})|.
\]

For each \( \ell \geq 0 \), we also define the weight function \( w_\ell \) as

\[
w_\ell = w_\ell(\vec{p}) \overset{\text{def}}{=} (1 + |\vec{p}|^2)^{\ell/2}.
\]

We then define a corresponding weighted \( L^\infty \) norm by

\[
\| h \|_{L^\infty, \ell} \overset{\text{def}}{=} \text{ess sup}_{x \in \mathbb{R}^3, p \in \mathbb{R}^3} |w_\ell(\vec{p})h(\vec{x}, \vec{p})|.
\]

We define the \( H^N_2 \) norm of a Lebesgue measurable function \( f(\vec{x}) \) over a measurable subset \( E \subset \mathbb{R}^3 \) by

\[
\| f \|_{H^N_2(E)} \overset{\text{def}}{=} \left( \sum_{|\alpha| \leq N} \| \partial^\alpha f \|_{L^2_2(E)}^2 \right)^{1/2},
\]

where

\[
\| f \|_{L^2_2(E)} \overset{\text{def}}{=} \left( \int_E |f|^2 d\vec{x} \right)^{1/2},
\]

and similarly for the other norms and inner products over a subset. If \( E \) is a normed function space, then we use the notation \( C^j([0,T], X) \) to denote the set of \( j \)-times continuously differentiable maps from \([0,T] \) into \( X \) that, together with their derivatives up to order \( j \), extend continuously to \([0,T] \). We sometimes use the notation \( A \lesssim B \) to mean that there exists an inessential uniform constant \( C \) such that \( A \leq CB \). Generally \( C \) will denote an inessential uniform constant whose value may change from line to line. For essential constants, we always write down their dependence explicitly.

### 1.2. Lorentzian geometry and the mass shell \( \mathfrak{M} \)

In this article, we primarily work in a fixed inertial coordinate system on \( M \), which is a global rectangular coordinate system \( \{x^\mu\}_{\mu=0,1,2,3} \) in which the spacetime metric \( g_{\mu\nu} \) has the form (1.3). Note the sign convention of (1.3). This is the most common sign convention found in the relativity literature, but it is opposite of the sign convention that is sometimes found in the relativistic Boltzmann literature.

Our coordinate system \( \{x^\mu\}_{\mu=0,1,2,3} \) represents a special choice of a “space-time” splitting. We identify \( x^0 \) with \( ct \), where \( c \) is the speed of light and \( t \) is time, while we identify \( (x^1, x^2, x^3) \overset{\text{def}}{=} \vec{x} \) with a “spatial coordinate”:

\[
x = (x^0, x^1, x^2, x^3) = (ct, \vec{x}).
\]
We often work with the coordinate $t$ rather than $x^0$. Note that $\partial_0 = \frac{1}{c} \partial_t$.

The mass shell is a subset of
\[ TM = \cup_{x \in M} T_x M, \]
the tangent bundle of $M$. In the following, we use an inertial coordinate system \( \{x^\mu, Y^\nu\}_{\mu,\nu=0,1,2,3} \) on $TM$, where \( \{x^\mu\}_{\mu=0,1,2,3} \) is the inertial coordinate system on $M$, and
\[
T_x M = \left\{ Y^\kappa \frac{\partial}{\partial x^\kappa} \bigg| (Y^1, Y^2, Y^3, Y^4) \in \mathbb{R}^4 \right\}.
\]
In the above expression, \( (Y^1, Y^2, Y^3, Y^4) \) are the coordinates of vectors in $T_x M \simeq \mathbb{R}^4$ relative to the basis \( \{ \frac{\partial}{\partial x^1} |_x, \frac{\partial}{\partial x^2} |_x, \frac{\partial}{\partial x^3} |_x, \frac{\partial}{\partial x^4} |_x \} \). The mass shell $\mathcal{M}$ is defined to be
\[
\mathcal{M} \overset{\text{def}}{=} \{(x, P) \in TM \mid P^\mu P_\mu = -m_0^2 c^2 \text{ and } P^0 > 0\}.
\]
Let us also define
\[
\mathcal{M}_x \overset{\text{def}}{=} \mathcal{M} \cap T_x M,
\]
and
\[
\phi(P) \overset{\text{def}}{=} P^0 = \sqrt{m_0^2 c^2 + |\vec{P}|^2}.
\]
It follows that the map $\Phi : \mathbb{R}^3 \to \mathcal{M}_x$ defined by
\[
\Phi(P^1, P^2, P^3) \overset{\text{def}}{=} (\phi(P^1, P^2, P^3), P^1, P^2, P^3),
\]
is a diffeomorphism, and we can use it to put coordinates on $\mathcal{M}_x$; i.e., any element of $\mathcal{M}_x$, viewed as a submanifold of $T_x M$, has components $(P^0, P^1, P^2, P^3) = (\phi(P), P)$ relative to our rectangular coordinate system. It follows that \( \{x^\mu, P^i\}_{\mu=0,1,2,3; i=1,2,3} \) is a global coordinate system on $\mathcal{M}$. If $(x, P)$ is an element of $\mathcal{M}$, then we often slightly abuse notation by identifying $(x, P)$ with $(t, \tilde{x}, \tilde{P})$. We similarly identify $F(x, P)$ with $F(t, \tilde{x}, \tilde{P})$.

We recall that there is a canonical measure
\[
(1.7) \quad d\mu_{\bar{g}} \overset{\text{def}}{=} \sqrt{|\det(\bar{g})|} \, d\bar{P},
\]
associated to $\bar{g}$, the first fundamental form of $\mathcal{M}_x$. We remark that $\bar{g}$ is Riemannian since $\mathcal{M}_x$ is a spacelike hypersurface in $T_x M$. This measure will allow us to define (in a geometrically invariant manner) integration over the surface $\mathcal{M}_x$. Recall that since $\mathcal{M}_x$ is (relative to the coordinate system \( \{Y^\nu\}_{\nu=0,1,2,3} \) on $T_x M$) the level set
\[
\mathcal{M}_x = \{ (P^0, P^1, P^2, P^3) \in T_x M \mid P^0 - \phi(P^1, P^2, P^3) = 0 \},
\]
it follows that $\bar{g} = \Phi_* g$, where $\Phi_* g$ is the pullback of $g$ by $\Phi$. Simple calculations imply that in our inertial coordinate system, we have
\[
(1.8) \quad \bar{g}_{jk} = \frac{\partial \Phi^\kappa}{\partial P^j} \frac{\partial \Phi^\lambda}{\partial P^k} g_{\kappa\lambda} = \frac{P^j P^k}{(P^0)^2} + \delta_{jk}, \quad (j, k = 1, 2, 3).
\]
Using (1.7) and (1.8), we compute that the canonical measure associated to $\bar{g}$ can be expressed as follows relative to the coordinate system $\bar{P}$ on $\mathcal{M}_x$:
\[
(1.9) \quad d\mu_{\bar{g}} = \frac{1}{\bar{P}^0} \, d\bar{P},
\]
where we have used the fact that $|\det(\bar{g})| = (P^0)^{-2}$. We remark that (1.9) is valid only in an inertial coordinate system, and that integrals relative to the measure $d\mu_{\bar{g}}$ will play a central role in the definitions and analysis of Section 3.2.
1.3. Hypotheses on the collision kernel. In order to state our hypotheses on the collision kernel, we introduce the following expression for the Boltzmann collision operator, which is local in \((t, \vec{x})\); we will elaborate upon it in Section 3.1.

\[
C(F, G) = \int_{\mathbb{R}^3 \times S^2} v_0 \sigma(\varrho, \vartheta) [F(\vec{P}')G(\vec{Q}') - F(\vec{P})G(\vec{Q})] d\Omega d\omega,
\]

where we have suppressed the dependence of \(F\) and \(G\) on \((t, \vec{x})\). Note that the collision operator acts only on the \(P\) variables. In the above expression, \(v_0 = v_0(\vec{P}, \vec{Q})\), the Moller velocity, is defined by

\[
v_0 = v_0(\vec{P}, \vec{Q}) = \frac{c}{2} \sqrt{\frac{\vec{P} - \vec{Q}'}{\vec{Q}''} - \frac{1}{c^2} \left( \frac{\vec{P}}{\vec{P}''} \times \frac{\vec{Q}'}{\vec{Q}''} \right)^2} = \frac{c}{4} \frac{\varrho \sqrt{s}}{P_0 Q_0},
\]

where \(\times\) denotes the cross product in \(\mathbb{R}^3\). In (1.10), \(\sigma\) is the differential cross-section, or the collision kernel. The relative momentum \(\varrho(\vec{P}, \vec{Q})\) is defined by

\[
\varrho = \sqrt{(P^\kappa - Q^\kappa)(P^\kappa - Q^\kappa)} = \sqrt{-2(P^\kappa Q_\kappa + m_0^2 c^2)} \geq 0,
\]

while the scattering angle \(\vartheta(\vec{P}, \vec{Q}, \vec{P}', \vec{Q}')\) is defined by

\[
\cos \vartheta = \frac{(P^\kappa - Q^\kappa)(P'_\kappa - Q'_\kappa)}{\varrho^2}.
\]

Here the variables \(P'\) and \(Q'\) are defined in terms of \(\vec{P}, \vec{Q}\) below in (3.5). Finally, \(s(\vec{P}, \vec{Q})\), which is defined by \(c^2 s = \text{the energy in a center-of-momentum frame}\), can be expressed as

\[
s = -\varrho^2 + 4c^2.
\]

Notice that \(s = \varrho^2 + 4c^2\). We warn the reader that this notation, which is used in \([12]\), may differ from other authors notation by a constant factor. Furthermore, \(\omega\) is an element of \(S^2\) (viewed as a submanifold of \(\mathbb{R}^3\)), which can (with the exception of the north pole) be parameterized by the angles \((\vartheta, \varphi) \in [0, \pi] \times [0, 2\pi]\), where \(\vartheta\) is from above, and \(\varphi\) is an azimuthal angle. Relative to these coordinates, we have that \(d\omega = \sin \vartheta d\vartheta d\varphi\).

The function \(\sigma\) depends on the chosen model of particle interaction. For the remainder of the article, we assume the following:

**Hypotheses on the collision kernel:** We assume that there are constants \(C_1, C_2, a,\) and \(b\) such that the differential cross-section \(\sigma\), which is listed above in (1.10) and below in (3.4), satisfies the inequalities

\[
\sigma(\varrho, \vartheta) \leq (C_1 \varrho^a + C_2 \varrho^{-b}) \sigma_0(\vartheta),
\]

where

- \(C_1\) and \(C_2\) are non-negative.
- There exists a number \(\gamma > -2\) such that \(0 \leq \sigma_0(\vartheta) \leq \sin^\gamma \vartheta\)
- \(0 \leq a < \min(2, 2 + \gamma),\) and \(0 \leq b < \min(4, 4 + \gamma)\).

We also assume that there exist constants \(C \geq 1\) and \(\beta \in (-4, 2)\) such that

\[
\frac{1}{C} (P^0)^{\beta/2} \leq \nu(\vec{P}) \leq C (P^0)^{\beta/2}.
\]

\(^5\)A center-of-momentum frame is a Lorentz frame in which \(P'^\mu + Q'^\mu = P'^\mu + Q'^\mu = (\sqrt{s}, 0, 0, 0)\)
Here $\nu(\bar{P})$, the collision frequency, is defined by
\[ \nu(\bar{P}) \overset{\text{def}}{=} \int_{\mathbb{R}^3} dQ \int_{S^2} d\omega \ v_o \ \sigma(q, \theta) \ J(Q), \]
and $J(Q)$ is the global relativistic Maxwellian defined by
\[ J(\bar{Q}) \overset{\text{def}}{=} e^{-cQ^0/(k_B \theta_M)}, \]
and $\theta_M > 0$ is a constant. The lower bound in (1.15) is satisfied if there is a suitable lower bound for $\sigma$. See [16,18,45,48], and we refer specifically to [45] for more details.

The upper bound in (1.15) is sufficient to deduce some of the estimates that we use below, such as Lemma 3.12, Lemma 3.13, Lemma 3.14, and Lemma 3.15. Our hypothesis originates from the general physical assumption introduced in [16]; see also [17] for further discussions. Standard references in relativistic Kinetic theory include [9,12,18,44,52].

1.4. Maxwellians. We now introduce the Maxwellians, a special class of functions on $\mathfrak{M}$ that play a fundamental role in connecting the relativistic Boltzmann equation to the relativistic Euler equations. Given any functions $n = n(t, \bar{x}), \theta = \theta(t, \bar{x}), u^\mu = u^\mu(t, \bar{x})$ on $M$ such that $n > 0, \theta > 0, u^0 > 0, u^\kappa u_\kappa = -c^2$, we define the corresponding Maxwellian $M = M(n, \theta, u; \bar{P})$ as follows:
\[ M = M(n, \theta, u; \bar{P}) \overset{\text{def}}{=} \frac{z}{4\pi m_0^3 c^3 K_2(z)} \exp\left(\frac{zu_uP_\kappa}{m_0 c^2}\right), \]
where the dimensionless variable $z$ is defined by
\[ z \overset{\text{def}}{=} \frac{m_0 c^2}{k_B \theta}, \]
k$B$ is again Boltzmann’s constant, and $K_2(z)$ is the Bessel function defined in (3.43). It can be shown (see e.g. [12, Chapter 2]) that
\[ C(F, F) \equiv 0 \iff F \text{ is a Maxwellian of the form } M(n, \theta, u; \bar{P}). \]

For this reason, a Maxwellian $M$ is said to be in local equilibrium with the collision process. If $n(t, \bar{x}), \theta(t, \bar{x}),$ and $u^\mu(t, \bar{x})$ are constant valued, then $M$ is said to be in global equilibrium. Note also that the function $J(\bar{P})$ appearing in (1.16) is a global Maxwellian. It will play a distinguished role in the analysis of Section 3.8. In fact, we will assume that the local Maxwellian corresponding to the fluid solution is uniformly comparable to powers of $J(\bar{P})$; see (1.39).

**Remark 1.1.** Although $C(M, M) = 0$, it is not true in general that $M$ is a solution to the rB equation (1.1); i.e., in general, $P^\kappa \partial_\kappa \left( M(n, \theta, u; \bar{P}) \right) \neq 0$. Nevertheless, our main result (Theorem 2) shows that under certain assumptions, including that $(n, \theta, u)$ are solutions to the rE system, there is a solution of (1.1) near $M$.

1.5. The energy-momentum tensor and the particle current for rB. We now define $T_{\text{Boltz}}[F]$, which is the energy-momentum-stress-density tensor (energy-momentum tensor for short) for the relativistic Boltzmann equation, and $I_{\text{Boltz}}[F]$,
which is the particle current. Given any function \( F(\vec{P}) \), these quantities are defined as follows:

\[
T^{\mu\nu}_{\text{Boltz}}[F] \overset{\text{def}}{=} c \int_{\mathbb{R}^3_{\vec{P}}} P^\mu P^\nu F(\vec{P}) \frac{d\vec{P}}{P_0}, \quad (0 \leq \mu, \nu \leq 3),
\]

\[
I^\mu_{\text{Boltz}}[F] \overset{\text{def}}{=} c \int_{\mathbb{R}^3_{\vec{P}}} P^\mu F(\vec{P}) \frac{d\vec{P}}{P_0}, \quad (0 \leq \mu \leq 3).
\]

Whenever there is no possibility of confusion, we abbreviate \( T_{\text{Boltz}} = T_{\text{Boltz}}[F] \), and similarly for the additional quantities depending on \( F \) that appear below. The conservation laws can be summarized as follows (see Lemma 3.2): whenever \( F(t, \vec{x}, \vec{P}) \) is a classical solution to the relativistic Boltzmann equation, the following conservation laws hold

\[
\partial_\kappa \left( T^{\mu\kappa}_{\text{Boltz}}[F] \right) = 0, \quad (0 \leq \mu \leq 3),
\]

\[
\partial_\kappa \left( I^{\kappa}_{\text{Boltz}}[F] \right) = 0.
\]

It is explained in the next section that whenever \( F = M(n, \theta, u; \vec{P}) \), and \((n, \theta, u)\) are a solution to the rE system, then the above conservation laws for \( F \) hold even though \( F \) need not be a solution to the rB equation. This fact will play an important role during our discussion of the relationship of the rE system to the rB equation.

1.6. The relativistic Euler equations and their relationship to the relativistic Boltzmann equation. In this section, we recall some basic facts about the rE equations in Minkowski space. This is intended to serve as background for Theorem 1 which is stated in Section 1.7 and proved in Section 2. For a detailed discussion of the rE system, we refer the reader to Christodoulou’s survey article [10]; here we only provide a brief introduction. Our other goal in this section is to illustrate some of the formal correspondences between the rE system and the rB equation. These provide a heuristic basis for the expectation that the rE system should emerge from the rB equation in the hydrodynamic limit.

The rE system models the evolution of a perfect fluid evolving in a Lorentzian spacetime. In Minkowski space, the spacetime of special relativity, they are

\[
\partial_\kappa T^{\mu\kappa}_{\text{fluid}} = 0, \quad (0 \leq \mu \leq 3),
\]

\[
\partial_\kappa I^{\kappa}_{\text{fluid}} = 0.
\]

Here the energy-momentum-stress-density tensor (energy-momentum tensor for short) for a perfect fluid has components

\[
T^{\mu\nu}_{\text{fluid}} \overset{\text{def}}{=} c^{-2} (\rho + p) u^\mu u^\nu + p(g^{-1})^{\mu\nu}, \quad (\mu, \nu = 0, 1, 2, 3),
\]

where \( \rho \geq 0 \) is the proper energy density, \( p \geq 0 \) is the pressure, and \( u \) is the four-velocity. The four-velocity is a future-directed (i.e., \( u^0 > 0 \) in our inertial coordinate system) vectorfield that satisfies the normalization condition

\[
u^\kappa u_\kappa = -c^2.
\]

The vectorfield \( I^\mu_{\text{fluid}} \) is the particle current, it is proportional to the four-velocity:

\[
I^\mu_{\text{fluid}} \overset{\text{def}}{=} nu^\mu, \quad (\mu = 0, 1, 2, 3).
\]

The quantity \( n \geq 0 \) is the proper number density. All of these quantities are functions of \((t, \vec{x}) \in \mathbb{R} \times \mathbb{R}^3\).
By projecting the first divergence in (1.22) in the direction parallel to $u$ and onto the $g$–orthogonal complement of $u$, we can rewrite (1.22) (omitting some standard calculations) in the well-known form

$$
\begin{align*}
(1.25a) & \quad \partial_n (nu^\kappa) = 0 , \\
(1.25b) & \quad u^\kappa \partial_n \rho + (\rho + p) \partial_\kappa u^\kappa = 0 , \\
(1.25c) & \quad (\rho + p) u^\kappa \partial_\kappa u^\nu + \Pi^{\mu\kappa} \partial_\kappa \rho = 0 ,
\end{align*}
$$

where $\Pi$, the two-tensor that projects onto the $g$–orthogonal complement of $u$ (i.e. $\Pi^{\mu\kappa} u_\kappa = 0$) has the components

$$
(1.26) \quad \Pi^{\mu\nu} \overset{\text{def}}{=} e^{-2} u^\mu u^\nu + (g^{-1})^{\mu\nu} , \quad (\mu, \nu = 0, 1, 2, 3).
$$

The above equations are redundant in the following sense: if (1.24) and (1.25b) hold, and if (1.25c) holds for $\mu = 1, 2, 3$, then it follows that (1.25c) also holds when $\mu = 0$.

The equations (1.22) are not closed because there are more unknowns than equations. In order to close the rE system in a manner compatible with the rB equation, we will make use of the additional fluid variable $\eta$, a non-negative quantity known as the entropy per particle. We now make the following assumptions, which are of crucial importance: we assume that the fluid variables $n, \theta, \eta, p, \rho$ are bound by the relations

$$
\begin{align*}
(1.27a) & \quad p = k_B n \theta = m_0 c^2 n \frac{\theta}{z} , \\
(1.27b) & \quad \rho = m_0 c^2 n \frac{K_1(z)}{K_2(z)} + 3p , \\
(1.27c) & \quad n = 4\pi c^4 m_0^3 c^3 h^{-3} \exp \left( \frac{-\eta}{k_B} \right) \frac{K_2(z)}{z} \exp \left( \frac{K_1(z)}{K_2(z)} \right),
\end{align*}
$$

where $k_B > 0$ is Boltzmann’s constant, $h > 0$ is Plank’s constant, and $z$ is defined in (1.18). Furthermore, the $K_j(\cdot)$ are modified second order Bessel functions, which are defined in Lemma 3.7. The origin of these relations, which are fundamentally connected to the properties of Maxwellians, is explained later in this section.

Using the above relations, we can deduce the local solvability of any one of the variables $n, \theta, \eta, p, \rho$ in terms of any two of the others whenever we know that the necessary partial derivatives are non-zero (knowing this allows us to apply the implicit function theorem). In particular, whenever $\frac{\partial p}{\partial \rho} \bigg|_\eta > 0$, we can locally solve for $p$ as a function $f_{\text{kinetic}}$ of $\eta$ and $\rho$:

$$
(1.28) \quad p = f_{\text{kinetic}} (\eta, \rho).
$$

We refer to $f_{\text{kinetic}}$ as the kinetic equation of state. Note that this equation of state is discussed in Synge [52]. For future use, we denote by $\mathcal{S}_j$ and $\mathcal{P}$ respectively the smooth maps from $(n, z)$ to $\eta, p$ induced by the above relations:

$$
\begin{align*}
(1.29a) & \quad \eta = \mathcal{S}_j (n, z) = k_B \ln \left\{ \left( 4\pi c^4 m_0^3 c^3 h^{-3} n^{-1} \frac{K_2(z)}{z} \exp \left( \frac{K_1(z)}{K_2(z)} \right) \right) \right\} , \\
(1.29b) & \quad p = \mathcal{P} (n, z) = m_0 c^2 nz^{-1}.
\end{align*}
$$

In the next section, we sketch a standard proof, which is based on energy estimates, of Theorem 1, i.e., for local existence for the rE system under the relations (1.27a) - (1.27c). During the proof, we work with the unknowns $(\eta, p, u^1, u^2, u^3)$,
the reason being that a framework for deriving energy estimates in these variables via the method of energy currents has been developed; this is explained in detail during the proof of the theorem. To derive the energy estimates, we of course need an equivalent (for $C^1$ solutions) formulation the rE system (1.22) in terms of $(\eta, p, u^1, u^2, u^3)$. To prove the equivalence of the systems, one needs the following identity, which is shown to be a consequence of the relations (1.27a) - (1.27c) in Proposition 3.4 below:

$$\rho + p = n \frac{\partial \rho}{\partial n} \bigg|_{\eta}.$$  (1.30a)

Using (1.25a), (1.27a) - (1.27c), and several applications of the chain rule, we deduce the following well-known version of the rE system:

$$u^\kappa \partial_\kappa \eta = 0,$$  (1.31a)
$$u^\kappa \partial_\kappa p + q \partial_\kappa u^\kappa = 0,$$  (1.31b)
$$(\rho + p)u^\kappa \partial_\kappa u^\nu + \Pi^\kappa_\nu \partial_\kappa p = 0,$$  (1.31c)
$$\Pi^{\mu\nu} \overset{\text{def}}{=} e^{-2}u^\mu u^\nu + (g^{-1})^{\mu\nu},$$  (1.31d)
$$q \overset{\text{def}}{=} c^2(\rho + p) \frac{\partial p}{\partial \rho} \bigg|_{\eta}.$$  (1.31e)

Although our local existence theorem is proved using the variables $(\eta, p, u^1, u^2, u^3)$, in order to construct the relativistic Maxwellian (1.17), which plays a fundamental role in our analysis of the rB equation, we require the availability of the variables $(n, \theta, u^1, u^2, u^3)$. Thus, we need to be able to solve for $(n, z)$ as a smooth function of $(\eta, p)$. Remarkably, we could not find such a result in the literature. Thus, in Lemma 3.4, we rigorously show that we can locally solve for $(n, z)$ in terms of $(\eta, p)$ if $0 < z \leq 1/10$ or $z \geq 70$. Furthermore, based on numerical observations in the region $1/10 < z < 70$, we make the following conjecture:

**Conjecture 1.** The map $(n, z) \to (\mathcal{H}(n, z), \mathcal{P}(n, z))$ is auto-diffeomorphism of the region $(0, \infty) \times (0, \infty)$, where the maps $\mathcal{H}$ and $\mathcal{P}$ are defined in (1.29a) - (1.29b).

This conjecture is based on a numerical plot (see Figure 1), in which $z^5 \frac{\partial \mathcal{H}}{\partial z} \bigg|_{\eta}$ appears to be negative for all $z > 0$. Examining the proof of Lemma 3.4 it is clear that the negativity of $\frac{\partial \mathcal{H}}{\partial z} \bigg|_{\eta}$ would imply that the conjecture is true. We remark that by (3.24), analytically verifying the negativity of this quantity is equivalent to demonstrating the following inequality for all $z > 0$:

$$\frac{3K_1(z)}{K_2(z)} + z \left(\frac{K_1(z)}{K_2(z)}\right)^2 - z - \frac{4}{z} < 0.$$

Another fundamental quantity in the system (1.31a) - (1.31e) is the speed of sound, the square of which is defined to be $c^2 \frac{\partial p}{\partial \rho} \bigg|_{\eta}$. It is a fundamental thermodynamic assumption that $0 < \frac{\partial p}{\partial \rho} \bigg|_{\eta} < 1$ for physically relevant equations of state. As we alluded to in the introduction, the positivity of $\frac{\partial p}{\partial \rho} \bigg|_{\eta}$ is required in order for the rE system to be hyperbolic, while the upper bound of 1 implies that the speed of sound propagation is less than the speed of light. In Remark 2.1, we explain
exactly how we use the positivity in our proof of local existence, while the analytic and geometric connections between the upper bound of 1 and the speed of sound propagation being less than the speed of light is explained in e.g., [43]. Remarkably, there seems to be no rigorous proof in the literature that these inequalities hold for the kinetic equation of state (1.28) in every regime. Consequently, in Lemma 3.6 we analytically verify that the equation of state (1.28) exists and satisfies these inequalities in the same regime discussed above, namely for $0 < z \leq 1/10$ and $z \geq 70$. Moreover, we conjecture that the following stronger statement is true.

**Conjecture 2.** Under the relations (1.27a) - (1.27c), $p$ can be written as a smooth, positive function of $\eta, \rho$ on the domain $(0, \infty) \times (0, \infty)$, i.e., the equation of state (1.28) is well-defined for all $(\eta, \rho) \in (0, \infty) \times (0, \infty)$. Furthermore, on $(0, \infty) \times (0, \infty)$, we have that

\[
0 < \frac{\partial p}{\partial \rho} (\eta, \rho) \equiv \frac{\partial f_{\text{kinetic}}(\eta, \rho)}{\partial \rho} \left|_{\eta} \right. \leq \frac{1}{3}.
\]

Our conjecture is based upon a plot of $(\partial_z |_{\eta \rho})/(\partial_z |_{\eta \rho} p)$ (which can be expressed in terms of a function of $z \equiv \frac{\text{mac}^2}{k_B T}$ alone) that covers the region in question, i.e., the region $1/10 < z < 70$. Our plot is labeled as Figure 2 of Section 3.5. Furthermore, we note that according to equation (3.32), proving the inequality (1.33) is equivalent to proving that the following inequality holds for $z > 0$

\[
3 < 3 + \frac{K_1(z)}{K_2(z)} + \frac{4}{3} \left[ \frac{\partial f_{\text{kinetic}}}{\partial p} \right]_{\eta}^{-1} \leq \frac{z}{z - 4} < \infty.
\]

In this inequality $(\partial_z |_{\eta \rho})/(\partial_z |_{\eta \rho} p) = \left( \frac{\partial f_{\text{kinetic}}}{\partial p} \right)_{\eta}^{-1}$ is the middle term above expressed as a function of $z$.

Now that we have provided a thorough discussion of the subtleties, we state our:

**Running Assumption:** For the remainder of the article, we restrict our attention to regimes in which any three of the five macroscopic variables $n, \theta, \eta, p, \rho$ can be written as smooth functions of the remaining two, and in which $0 < \frac{\partial p}{\partial \rho} (\eta, \rho)$. To avoid burdening the paper, we do not point out this assumption every time it is made. Thus, under these running assumptions, any two of the five variables, together with the spatial components $u^1, u^2, u^3$ of the four-velocity, may be considered to be state-space variables (i.e., they completely determine state of the system), and the phrase “a solution to the rE system” is a well-defined concept, independent of the choice of state-space variables. The role of Lemmas 3.5 and 3.6 then, is to guarantee that there is a large regime in which these conditions hold. Furthermore if Conjectures 1 and 2 are correct, then due to the relations (1.27a) - (1.27c), these conditions are automatically verified.

We now explain the connection between solutions to the rE system and solutions to the rB equation. First, given any relativistic Maxwellian $M(n, \theta, u; \bar{P})$ as defined in (1.17), we can define an associated proper number density $n[M]$, temperature $\theta[M]$, entropy per particle $\eta[M]$, pressure $p[M]$, and proper energy density $\rho[M]$.
The first two quantities are defined to be the first two arguments in \( \mathcal{M}(n, \theta, u, \bar{P}) \), while precise definitions of the remaining three (as well as equivalent definitions of the first two) are given in Section 3.2. Furthermore, it can be shown that

\[
T_{\text{Boltz}}^{\mu \nu}[\mathcal{M}] = T_{\text{fluid}}^{\mu \nu}, \quad T_{\text{Boltz}}^{\mu}[\mathcal{M}] = I_{\text{fluid}}^{\mu}.
\]

Equation (1.35) should be interpreted as follows: the tensor obtained by substituting \( p = p[\mathcal{M}] \), \( \rho = \rho[\mathcal{M}] \), and \( u^\mu = I^\mu[\mathcal{M}] / n[\mathcal{M}] \) into the definition (1.23) agrees with the tensor calculated using (1.20). The key point is the following: as shown in Proposition 3.3, the macroscopic quantities \( n[\mathcal{M}], \theta[\mathcal{M}], \eta[\mathcal{M}], p[\mathcal{M}], \rho[\mathcal{M}] \) satisfy the relations (1.27a) - (1.27c). Therefore we must use the same relations to close the \( \text{rE} \) equations.

Alternatively, if we are given smooth functions \( (\eta, p, u^1, u^2, u^3) \) of \((t, \bar{x})\) that verify the \( \text{rE} \) equations (1.31a) - (1.31e) on \([0, T] \times \mathbb{R}^3\), we can construct a local relativistic Maxwellian \( \mathcal{M}(n, \theta, u; \bar{P}) \) (as in (1.17)) as long as the maps (1.29a) - (1.29b) are invertible in a neighborhood of \((\eta, p)(0, T) \times \mathbb{R}^3\). Now for any solution of \( \text{rE} \) system, the identity (1.35) implies that (1.21) holds for the Boltzmann energy-momentum tensor constructed out of \( \mathcal{M} \). Furthermore, as noted in Section 1.4, the right-hand side of the \( \text{rB} \) equation vanishes for \( \mathcal{M} : C(\mathcal{M}, \mathcal{M}) = 0 \). At this point one may be tempted to conclude that \( \mathcal{M} \) itself is a solution to the \( \text{rB} \) equation. In fact, this is not the case in general; this is exactly the difficulty that Theorem 2 addresses. Its content can roughly be expressed as follows: if \( \varepsilon \) is small enough and positive, then \( \mathcal{M} \) is “close to” a solution \( F^\varepsilon \) of the \( \text{rB} \) equation. We remark that even though \( \mathcal{M} \) itself is not in general a solution of (1.1), it nevertheless plays a prominent role in our construction of a local solution of (1.1). In particular, the validity of the Hilbert expansion of Section 3.7 relies heavily on the fact that \( \mathcal{M}(n(t, \bar{x}), \theta(t, \bar{x}), u(t, \bar{x}); \bar{P}) \) is a Maxwellian and that \((n(t, \bar{x}), \theta(t, \bar{x}), u(t, \bar{x}))\) is a solution to the \( \text{rE} \) system.

1.7. Statement of main results. In this section, we state our two independent theorems. The first concerns the existence of local solutions to the \( \text{rE} \) system satisfying the technical assumptions that are used in the proof of our main result. The second is our main result, which provides criteria that ensure that solutions to the \( \text{rE} \) system are the hydrodynamic limit of solutions to the \( \text{rB} \) equation. For clarity, we first state our assumptions on the initial data in a separate paragraph.

Initial Data for the \( \text{rE} \) System. Let \( \tilde{\mathbf{V}} \overset{\text{def}}{=} (\tilde{n}, \tilde{\theta}, \tilde{u}^1, \tilde{u}^2, \tilde{u}^3) \) be initial data for the relativistic Euler equations under the relations (1.27a) - (1.27c), and define \( \tilde{z} \overset{\text{def}}{=} \frac{m_0 c^2}{k_B \theta} \). Let \( \Omega_{n,z} \overset{\text{def}}{=} (\tilde{n}, \tilde{z})(\mathbb{R}^3) \subset (0, \infty) \times (0, \infty) \) be the image of the initial data \((\tilde{n}, \tilde{z})\), and assume that there exists a compact convex set \( \Omega_{n,z} \subset (0, \infty) \times (0, \infty) \) containing \( \Omega_{n,z} \) in its interior. Let \( \Omega_{n,p} = (\tilde{\mathbf{V}}, \mathfrak{P}) \) (\( \Omega_{n,p} \)) \((0, \infty) \times (0, \infty) \), where the functions \( \mathfrak{S}(n, z) \) and \( \mathfrak{P}(n, z) \) are defined in (1.29a) and (1.29b). Let \( \Omega_{n,p} \) be a compact convex subset of \((0, \infty) \times (0, \infty) \) containing \( \Omega_{n,p} \). Note in particular that our assumptions imply that there exist constants \( n_1 > 0 \) and \( \theta_1 > 0 \) such that

\[
n_1 \leq \inf_{\bar{x} \in \mathbb{R}^3} \tilde{n}(\bar{x}),
\]

\[
\theta_1 \leq \inf_{\bar{x} \in \mathbb{R}^3} \tilde{\theta}(\bar{x}).
\]
Assume that the map \((n, z) \to (\bar{\mathcal{S}}(n, z), \bar{\Phi}(n, z))\) defined on \(\Omega''_{n,p}\) that maps \(\Omega''_{n,p}\) into a compact subset of \((0, \infty) \times (0, \infty)\) containing \(\Omega'_{n,z}\). Let \(\rho = m_0^2 n K_1(z) + 3p\) be as defined in (1.27b), and view \(\rho, \eta, \) and \(p\) as functions of \((n, z)\) on \(\Omega'_{n,z}\). Assume that on the set \(\{(\eta(n, z), \rho(n, z)) | (n, z) \in \Omega'_{n,z}\}\), \(p\) can be written as a smooth function \(p = f_{\text{kinetic}}(\eta, \rho)\) and that \(0 < \frac{\partial f_{\text{kinetic}}(\eta, \rho)}{\partial \rho}\).

**Remark 1.2.** As discussed at the end of the introduction, the careful assumptions on the fluid initial data are designed to ensure that they fall within the regime of hyperbolicity, and to ensure the invertibility of the maps between the solution variables \((n, \theta)\) and \((\eta, p)\). However, if our two conjectures are correct, then both of these conditions are automatically verified whenever the fluid variables are positive. In any case, Lemmas 3.5 and 3.6 together show that whenever \(\bar{\theta}\) is uniformly small and positive, or in whenever \(\theta\) is uniformly large, these conditions hold.

**Remark 1.3.** The additional convexity assumptions on \(\Omega'_{n,z}\) and \(\Omega''_{n,p}\) are technical conditions that are used in our proof of Theorem 1 e.g. to conclude (2.1); see [41 Proposition B.0.4] for a discussion on the role of convexity in this context (roughly speaking, convexity is needed so that one can apply the mean value theorem).

**Theorem 1.** (Local Existence for the rE System) Consider initial data that are subject to the restrictions described above. Assume that \(N \geq 3\) and that there exist constants \(\bar{n} > 0, \bar{\theta} > 0\) such that \((\bar{n}, \frac{m_0^2}{\bar{\theta}} \bar{n}^2) \in \Omega'_{n,z}\) (defined above), and such that

\[
(1.36) \quad \| \mathbf{V} - \mathbf{v}\|_{H^N} < \infty,
\]

where \(\mathbf{V} \overset{\text{def}}{=} (n, \theta, u^1, u^2, u^3)\). Then these data launch a unique classical solution \(\mathbf{V} = (n, \theta, u^1, u^2, u^3)\) to the rE system existing on a nontrivial slab \([0, T] \times \mathbb{R}^3\) upon which

\[
0 < \inf_{(t, \bar{x}) \in [0, T] \times \mathbb{R}^3} n(t, \bar{x}),
\]

\[
0 < \inf_{(t, \bar{x}) \in [0, T] \times \mathbb{R}^3} \theta(t, \bar{x}).
\]

\(\mathbf{V}\) has the following regularity: \(\mathbf{V} - \mathbf{v} \in C^{N-2}([0, T] \times \mathbb{R}^3) \cap \bigcup_{k=0}^{N-2} C^k([0, T], H^{N-k})\).

If in addition the initial data are such that the inequalities (1.39) below are strictly verified at \(t = 0\), then there exists a spacetime slab \([0, T'] \times \mathbb{R}^3\) of existence, with \(0 < T' \leq T\), upon which the condition (1.39) remains verified.

Finally, if \(\| \mathbf{V} - \mathbf{v}\|_{H^N} < \delta\), and \(\delta\) is sufficiently small, then there exist constants \(\theta_* > 0\) and \(C' > 0\), and a slab of existence \([0, T''] \times \mathbb{R}^3\), with \(T'' \geq C'/\delta\), upon which the following bounds are satisfied:

\[
(1.37) \quad \theta_* < \theta(t, \bar{x}) < 2\theta_*,
\]

\[
(1.38) \quad |c^{-1} u^j(t, \bar{x})| \leq C\delta, \quad (j = 1, 2, 3).
\]

As is shown below in Lemma 1, if \(\delta\) is sufficiently small, then the bounds (1.37) - (1.38) will also imply that the technical conditions (1.39) are verified on \([0, T''] \times \mathbb{R}^3\).

**Remark 1.4.** The conclusions of this theorem regarding the slab \([0, T'] \times \mathbb{R}^3\) follow easily from the regularity properties of the solution.
Remark 1.5. There are two main obstacles to extending our principal result, which is Theorem 2 below, to a global-in-time existence result for the rE solution. The first is that local solutions to the rE system tend to form shocks in finite time. In fact, in [11], Christodoulou showed that there are data arbitrarily close to that of a uniform, quiet fluid state (i.e., $V \equiv V_0$) that launch solutions which form shocks in finite time. Since our construction of a local solution to the rE equation relies on the availability of the solution to the rE system, the breakdown of the fluid solution could in principle allow for a breakdown in the Boltzmann solution.

The second obstacle is the possible breakdown of the technical condition (1.39) satisfied by the fluid solution; this breakdown is sometimes avoidable. More specifically, the condition (1.39), which plays a key role in the analysis of Section 3.8, may break down in finite time even before the shock happens. However, we are aware of a class of data that launch solutions for which (1.39) holds until the time of shock formation. The details are contained in [11]; we offer a quick summary. One considers initial data for the rE system that satisfy the assumptions of Theorem 1, and the following additional assumptions: the data are irrotational and isentropic (i.e., $\eta \equiv \text{const}$), and they coincide with the constant state $V = (n, \theta, 0, 0, 0)$ outside of the unit sphere centered at the origin of the Cauchy hypersurface $\{t = 0\}$. If the departure from constant state is $\leq \delta$, where $\delta$ is sufficiently small, then the estimates of [11, Theorem 13.1] imply the following fact: on the exterior of an outgoing sound cone $C$ emanating from a sphere of radius $1 - \epsilon$ contained in $\{t = 0\}$, where $\epsilon = \epsilon(\delta)$ is a sufficiently small positive number satisfying $0 < \epsilon \leq 1/2$, $n$ and $\theta$ can be continuously extended to $[0, T_{\text{max}}] \times \mathbb{R}^3/C_{\text{int}}$, where $C_{\text{int}}$ denotes the interior of $C$, and $[0, T_{\text{max}}]$ is the maximal time interval of classical existence, i.e., the time of first shock formation. Furthermore, the estimates $|n(t, x) - n| \leq C\delta$, $|\theta(t, x) - \theta| \leq C\delta$, and $|c^{-1}u^j(t, x)| \leq C\delta$, $(j = 1, 2, 3)$, hold on the region on $[0, T_{\text{max}}] \times \mathbb{R}^3/C_{\text{int}}$.

Christodoulou’s theorem does not prove that the same estimates hold in $C_{\text{int}}$, but on pg. 6, he remarks that the estimates do hold on the interior, and are in fact easier to prove than the exterior estimates. Under these conditions, we may piece together the conclusions from the two regions $[0, T_{\text{max}}] \times \mathbb{R}^3/C_{\text{int}}$ and $C_{\text{int}}$ to conclude the following: for sufficiently small $\delta$, an inequality of the form (1.39) is satisfied on any slab $[0, T] \times \mathbb{R}^3$, with $T < T_{\text{max}}$. Consequently, the conclusions of Theorem 2 hold on such a slab.

Now that we have a large class of suitable solutions to the rE system available, we are ready to state our main theorem. Note that our main theorem is independent of Theorem 1; the role of Theorem 1 is to ensure that there are fluid solutions that can be used in the hypotheses of Theorem 2.

Theorem 2. Let $(n(t, \bar{x}), \theta(t, \bar{x}), u(t, \bar{x}))$ be a sufficiently regular (see Remark 1.8 below) solution to the relativistic Euler equations (1.22) for $(t, \bar{x}) \in [0, T] \times \mathbb{R}^3$. Construct the local Maxwellian $M(n(t, \bar{x}), \theta(t, \bar{x}), u(t, \bar{x}); \bar{P})$ as in (1.17). Assume that there exist constants $C > 0$, $\theta_M > 0$, and $\alpha \in (1/2, 1)$ such that for every $(t, \bar{x}, \bar{P}) \in [0, T] \times \mathbb{R}^3 \times R^3_+$, the global Maxwellian $J(\bar{P}) \equiv e^{-\bar{P}^d/(k_B \theta_M)}$ from

---

6The notion of smallness is measured by a Sobolev norm of suitably high order.

7Even though the $L^\infty$ norm of the solution remains bounded, the Sobolev norm of the solution blows up as $t \uparrow T_{\text{max}}$.
verifies the inequalities

\begin{equation}
J(\bar{P}) = \mathcal{M}(n(t, \bar{x}), \theta(t, \bar{x}), u(t, \bar{x}); \bar{P}) \leq CJ^n(\bar{P}).
\end{equation}

Define initially

\begin{equation}
F^\varepsilon(0, \bar{x}, \bar{P}) = \mathcal{M}(0, x, \bar{P}) + \sum_{n=1}^{6} \varepsilon^n F_n(0, \bar{x}, \bar{P}) + \varepsilon^3 F_{R\varepsilon}(0, \bar{x}, \bar{P}) \geq 0.
\end{equation}

Then \( \exists \varepsilon_0 > 0 \) such that for each \( 0 < \varepsilon \leq \varepsilon_0 \) there exists a unique classical solution \( F^\varepsilon \) of the relativistic Boltzmann equation (1.1) of the form (1.2) for all \( (t, \bar{x}, \bar{P}) \in [0, T] \times \mathbb{R}_x^3 \times \mathbb{R}_P^3 \). Furthermore, there exists a constant \( C_T = C_T(\mathcal{M}, F_1, \ldots, F_5) \geq 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \) and for any \( \ell \geq 9 \), the following estimates hold:

\begin{align*}
\varepsilon^{3/2} \sup_{0 \leq t \leq T} \left\| F_{R\varepsilon}(t)/\sqrt{\mathcal{M}(t)} \right\|_{\infty, t} + \sup_{0 \leq t \leq T} \left\| F_{R\varepsilon}(t)/\sqrt{\mathcal{M}(t)} \right\|_2 \\
\leq C_T \left\{ \varepsilon^{3/2} \left\| F_{R\varepsilon}(0)/\sqrt{\mathcal{M}(0)} \right\|_{\infty, t} + \left\| F_{R\varepsilon}(0)/\sqrt{\mathcal{M}(0)} \right\|_2 + 1 \right\}.
\end{align*}

Recall that \( F_{R\varepsilon} \) is the remainder from (1.2). Moreover, we have that

\begin{align*}
\sup_{0 \leq t \leq T} \| F^\varepsilon(t) - \mathcal{M}(t) \|_2 + \sup_{0 \leq t \leq T} \| F^\varepsilon(t) - \mathcal{M}(t) \|_{\infty} \leq C_T \varepsilon,
\end{align*}

where the constants \( C_T > 0 \) are independent of \( \varepsilon \).

**Remark 1.6.** Conditions which would imply (1.39) are standard in the Hilbert expansion literature. It generally seems to be unclear at the moment how to remove them in the context of classical solutions. We choose to make the assumption (1.39) rather than a more stringent assumption of moderate temperature variation in order to make it clear that (1.39) is all that is needed. The condition (1.39) is used ensure that the local Maxwellian \( \mathcal{M} \), and the terms in the Hilbert expansion \( F_n \), have sufficient momentum decay; as used in Section 3.8.

**Remark 1.7.** We have not specified precisely the initial conditions for the terms \( F_1(0), \ldots, F_5(0) \), and \( F_{R\varepsilon}(0) \) in Theorem 2. They are constructed via the Hilbert expansion in Section 3.7, after one has the fluid initial conditions as in Theorem 1.

**Remark 1.8.** In the hypotheses of Theorem 2, we have not been specific in stating the regularity needed from the relativistic Euler equations that is required to build the terms \( F_1, \ldots, F_5 \) in the Hilbert expansion. This is because we are not attempting to optimize the amount of regularity needed in the Hilbert expansion. In particular, including additional terms in the expansion would require a smoother solution to the \( rE \) system. However, for the purposes of this article, it is certainly sufficient to have \( \left( n(t, \bar{x}), \theta(t, \bar{x}), u(t, \bar{x}) \right) \in C^7([0, T] \times \mathbb{R}_x^3) \) with suitable \( L^2_x \) integrability.

In the next lemma, we prove that near-constant, non-vacuum fluid states necessarily verify an inequality of the form (1.39).

**Lemma 1.1.** Assume that the initial data for the \( rE \) system satisfy the assumptions of Theorem 2, including the smallness assumption in \( \delta \), and let \( \mathcal{M}(n, \theta, u; P) \) be the local Maxwellian (1.17) corresponding to the solution. Then if \( \delta \) is sufficiently small, there exists a non-trivial slab of the form \( [0, C'/\delta] \times \mathbb{R}_x^3 \), and constants \( C > 0 \), \( \theta_M > 0 \), \( \alpha \in (1/2, 1) \), such that for every \( (t, \bar{x}, \bar{P}) \in [0, C'/\delta] \times \mathbb{R}_x^3 \times \mathbb{R}_P^3 \), the
global Maxwellian $J(P) \overset{\text{def}}{=} e^{-cP^0/(k_B \theta_M)}$ from (1.16) and $\mathcal{M}(n, \theta, u; P)$ verify the inequalities (1.39).

Proof. To prove that (1.39) holds, we first recall that by the conclusions of Theorem 1 there exist a non-trivial slab $[0, C'/\delta] \times \mathbb{R}^3_0$, and constants $n_{min} > 0, n_{max} > 0, \theta_* > 0$, and $C > 0$, such that relative to our inertial coordinate system, the solution satisfies the following inequalities on $[0, C'/\delta] \times \mathbb{R}^3_0$:

\[
0 < n_{min} \leq n(t, \bar{x}) < n_{max}, \\
0 < \theta_* < \theta(t, \bar{x}) < 2\theta_*, \\
|c^{-1}u^j(t, \bar{x})| \leq C\delta, \quad (j = 1, 2, 3).
\]

Therefore, using the Cauchy-Schwarz inequality, it is easy to show that there exist dimensionless constants $\alpha \in (1/2, 1), C_1 > 0, C_2 > 0$, depending on the dimensionless constants $m_0^{-1}c^{-2}k_B\theta_*$ and $\delta$, such that if $\delta$ is sufficiently small, then for all $(t, \bar{x}, P) \in [0, C'/\delta] \times \mathbb{R}^3_0 \times \mathbb{R}_P^3$ we have

\[
m_0^{-1}c^{-1}C_1 P^0 \leq \frac{|u_k P^k|}{k_B \theta} \leq m_0^{-1}c^{-1}C_2 P^0, \\
C_2 \leq \alpha^{-1}C_1.
\]

We also observe that since $u, P$ are both future-directed and timelike, we have that $u_k P^k \leq -|u_k u^k|^{1/2}|P^k P^k|^{1/2} = -m_0 c^2$. In particular, $u_k P^k < 0$. It thus follows from definitions (1.16) and (1.17), the uniform bounds on $n(t, \bar{x})$ and $\theta(t, \bar{x})$ (which are strict for $\theta$), and inequality (1.40), that for any positive constant $\theta_M$ satisfying

\[
C_2 \leq m_0 c^2/(k_B \theta_M) \leq \alpha^{-1}C_1,
\]

there exists a dimensionless constant $C > 1$, depending on the constants $m_0^{-3}c^{-3}h^3 n_{min}, m_0^{-3}c^{-3}h^3 n_{max}, m_0^{-1}c^{-2}k_B\theta_*$, and $\delta$, such that inequality (1.39) holds.

### 1.8. Historical background.

There have been numerous important contributions to the subject of fluid dynamic limits of the Newtonian Boltzmann equation. Due to length constraints, it is impossible to give a comprehensive list. We only point out a brief few works, including the early work of Grad [24] [25]. In the context of DiPerna-Lions [14] renormalized weak solutions, we mention the fluid limits shown in [1] [5] [13] [22] [23] [33] [37]. We refer to the review articles [21] [36] [53] for a more comprehensive list of references.

For fluid limits in the context of strong solutions to the non-relativistic Euler and Boltzmann equations, we mention the work of Nishida [38], Caffiisch [8], Bardos-Ukai [6], Guo [28] [29], Liu-Yang-Yu [34], Guo-Jang-Jiang [31] and recently Guo-Jang [26]. In this work we will use the Hilbert expansion approach from Caffiisch [8] combined with the recent developments in Guo-Jang-Jiang [31] to allow a non-zero initial condition for the remainder: $F_{Rc}(0, \bar{x}, P)$.

Other works which connect to and motivate different elements of our estimates/results include: [11] [27] [43] [45] [47] [49] [51]. They will be discussed in more detail at the appropriate time in the following developments.

Much less is known for the relativistic Boltzmann equation. Formal fluid limit calculations are shown in the textbooks [9] [12]. Linearized hydrodynamics are also studied in [15]. Our new contribution is to prove the existence of “normal solutions” via a Hilbert expansion to the full non-linear relativistic Boltzmann equation. It
would be useful to check if these types of solutions can also be constructed for the relativistic Landau equation, as in for instance [49].

1.9. Outline of the structure of the article. We now briefly outline the remainder of this article. In Section 2, we sketch a proof of local existence for the rE system that is based on well-known techniques. In Section 3, we provide additional background for the relativistic Boltzmann equation. In Section 3.1, we provide an expression for the Boltzmann collision operator that will be used in the subsequent analysis. In Section 3.2, we study macroscopic quantities associated to a particle density function $F(t, \bar{x}, \bar{P})$, and we discuss the corresponding conservation laws that hold whenever $F$ is a solution to the rB equation. In Section 3.3, we discuss the thermodynamic relations that hold between the macroscopic quantities associated to the special case $F = M$, where $M$ is a Maxwellian. In Section 3.4, we discuss the issue of solving for $(n, \theta)$ in terms of $(\eta, p)$, assuming that the aforementioned thermodynamic relations hold. In Section 3.5, we prove that there are regimes of hyperbolicity for the rE system under the same thermodynamic relations. In Section 3.7, we carry out the Hilbert expansion for $F^\varepsilon$ in detail. Finally, in Section 3.8, we provide a proof of our main main theorem.

2. Local existence for the relativistic Euler equations

In this section we sketch a proof of local existence for the rE system; i.e, we sketch a proof of Theorem 1 of Section 1.7. During the course of the proof, which is mostly along standard lines, we provide references that indicate where one may find the omitted details.

**Sketch of the proof of Theorem 1.** Theorem 1 can be proved using the method of energy currents, a technique which was first applied to the rE system by Christodoulou in [11]. For complete details, one can first look in [43], which describes in detail how to derive energy estimates for the linearized rE system; we sketch this derivation below. Once one has these energy estimates, the proof of local existence for the non-relativistic Euler equations given in [35] can be easily modified to handle the rE system. One may also consult [32], [40], or [43] for the essential ideas on how to finish the proof once one has energy estimates for the linearized system. Furthermore, although we do not need it for this article, we remark that [43] contains a proof of continuous dependence on initial data.

In order to apply this method, we use $\mathbf{W} \overset{\text{def}}{=} (\eta, p, u^1, u^2, u^3)$ as our unknowns for the equations (1.31a) - (1.31e). The assumptions on the data allow us to use the functions $\mathbf{F}$ and $\mathbf{P}$ from (1.29a) - (1.29b) to transform the initial data (see Remark 1.3) $\mathbf{V} \overset{\text{def}}{=} (\hat{n}, \hat{\theta}, \hat{u}^1, \hat{u}^2, \hat{u}^3)$ to initial data $\mathbf{W} \overset{\text{def}}{=} (\hat{\eta}, \hat{p}, \hat{u}^1, \hat{u}^2, \hat{u}^3)$ such that

$$\|\mathbf{W} - \mathbf{W}\|_{H^{\hat{\mathcal{Y}}}} < \infty,$$

and such that

- $0 < \inf_{\bar{x} \in \mathbb{R}^3} \hat{\eta}(\bar{x})$,
- $0 < \inf_{\bar{x} \in \mathbb{R}^3} \hat{p}(\bar{x})$, 

where \( \mathbf{W} \stackrel{\text{def}}{=} (\eta, p, 0, 0, 0) \). Here, \( \eta \) and \( p \) are equal to \( \mathbf{Y}(\eta, \theta) \) and \( \mathbf{P}(\eta, \theta) \) respectively. That \( (2.1) \) follows from \( (1.36) \) can be shown via Sobolev-Moser type estimates; see e.g. the appendix of [43].

Typical proofs of local existence are based on either the construction of convergent sequence of iterates, or a contraction mapping argument. Both of these arguments require that one prove energy estimates for the linearized Euler equations, which are the following system:

\[
\begin{align*}
(2.2a) & \quad \tilde{u}^\mu \partial_\mu \tilde{\eta} = \mathcal{G}, \\
(2.2b) & \quad \tilde{u}^\mu \partial_\mu \tilde{p} + \frac{\tilde{q} k}{\tilde{u}^0} \partial_0 \tilde{u}^k + \tilde{q} \partial_\mu \tilde{u}^k = \mathcal{E}, \\
(2.2c) & \quad (\tilde{\rho} + \tilde{p}) \tilde{\eta} \partial_\mu \tilde{u}^\mu + \tilde{\Pi} \partial_\mu \tilde{p} = \mathcal{F}^j, 
\end{align*}
\]

In the above equations, \( \mathbf{W} \stackrel{\text{def}}{=} (\tilde{\eta}, \tilde{p}, \tilde{u}^1, \tilde{u}^2, \tilde{u}^3) \) is the “background” (which can be thought of as the previous iterate in an iteration scheme), \( \mathbf{W} \) is the variation (which can be thought of as either the next iterate or one of its spatial derivatives), and the terms \( \mathcal{B} \stackrel{\text{def}}{=} (\mathcal{G}, \mathcal{E}, \mathcal{F}^1, \mathcal{F}^2, \mathcal{F}^3) \) are the inhomogeneous terms that arise from the iteration + differentiation procedure. Furthermore, \( \tilde{u}^0 = \sqrt{c^2 + \sum_{j=1}^3 (\tilde{u}^j)^2} \), \( \tilde{\Pi} \) is the function of the state-space variables from \( (1.31e) \) evaluated at the background.

To deduce energy estimates for the linearized systems, one first defines energy currents \( \mathbf{j} \), which are vectorfields that depend quadratically on the variations \( \mathbf{W} \):

\[
\mathbf{j}^0(\mathbf{W}, \mathbf{W}) \stackrel{\text{def}}{=} \tilde{\eta}^0 \tilde{\eta}^2 + \frac{\tilde{u}^0}{\tilde{q}} \tilde{p}^2 + 2 \frac{\tilde{q} k}{\tilde{u}^0} \tilde{p} \tilde{u}^0 + (\tilde{\rho} + \tilde{p}) \tilde{u}^0 \left[ \tilde{u}^k \tilde{u}_k - \frac{(\tilde{u}^k \tilde{u}_k)^2}{(\tilde{u}^0)^2} \right],
\]

\[
\mathbf{j}^j(\mathbf{W}, \mathbf{W}) \stackrel{\text{def}}{=} \tilde{u}^j \tilde{\eta}^2 + \frac{\tilde{u}^j}{\tilde{q}} \tilde{p}^2 + 2 \tilde{u}^j \tilde{p} + (\tilde{\rho} + \tilde{p}) \tilde{u}^j \left[ \tilde{u}^k \tilde{u}_k - \frac{(\tilde{u}^k \tilde{u}_k)^2}{(\tilde{u}^0)^2} \right], \quad (j = 1, 2, 3).
\]

The two key properties of the above energy currents, which are discussed in detail in [43], are (i) it can be shown that \( \mathbf{j}^0(\mathbf{W}, \mathbf{W}) \) is a positive definite quadratic form in \( \mathbf{W} \), and (ii) if \( \mathbf{W} \) is a solution to the linearized rE system \( (2.2a)-(2.2c) \), then it can be shown that \( \partial_\mu [\mathbf{j}^\mu(\mathbf{W}, \mathbf{W})] \) does not depend on the derivatives of \( \mathbf{W} \). More specifically, the following formula holds:

\[
\partial_\mu \mathbf{j}^\mu = (\partial_\mu \tilde{u}^\mu) \tilde{\eta}^2 + \partial_\mu \left( \frac{\tilde{u}^\mu}{\tilde{q}} \right) \tilde{p}^2 + 2 \partial_\mu \left( \frac{\tilde{u}^k \tilde{u}_k}{\tilde{u}^0} \right) \tilde{p} \tilde{u}^0
\]

\[
+ \partial_\mu \left[ (\tilde{\rho} + \tilde{p}) \tilde{u}^\mu \right] \left[ \tilde{u}^k \tilde{u}_k - \frac{(\tilde{u}^k \tilde{u}_k)^2}{(\tilde{u}^0)^2} \right] - 2 \tilde{u}^k \tilde{u}_k (\tilde{\rho} + \tilde{p}) \left( \frac{\tilde{u}^\mu}{\tilde{u}^0} \right) \partial_\mu \left( \frac{\tilde{u}^j}{\tilde{u}^0} \right) \tilde{u}^j
\]

\[
+ 2 \tilde{\eta} \mathcal{G} + 2 \frac{\tilde{\rho} \mathcal{G}}{\tilde{q}} + 2 \tilde{u}^k \mathcal{F}^k - 2 \frac{\tilde{\Pi} \mathcal{F}^j \tilde{u}^k \tilde{u}^h}{(\tilde{u}^0)^2},
\]

where \( (\mathcal{G}, \mathcal{E}, \mathcal{F}^1, \mathcal{F}^2, \mathcal{F}^3) \) are the inhomogeneous terms in \( (2.2a)-(2.2c) \).

We therefore can define an energy \( \mathcal{E}(t) \geq 0 \) by

\[
\mathcal{E}(t) \stackrel{\text{def}}{=} \int_{\mathbb{R}^3} \mathbf{j}^0(\mathbf{W}, \mathbf{W}) \, d\tilde{x},
\]

and \( \mathcal{E} \) can be used to control \( ||\mathbf{W}||_{L^2} \). More specifically, property (i) can be used to show that if \( \tilde{q}, \tilde{p}, \tilde{\rho} \) are uniformly bounded from above and away from 0 on \( [0, t] \times \mathbb{R}^3 \), and the \( ||\tilde{u}^2|| \) are bounded from above on \( [0, t] \times \mathbb{R}^3 \), then there exists a constant
$C > 0$ depending only on the values of $\tilde{W}$, $\|\partial_t \tilde{W}\|_L^\infty$, and $\|\partial_x \tilde{W}\|_L^\infty$, such that on $[0, t]$, we have

\begin{equation}
C^{-1}\|\tilde{W}\|_{L^2} \leq E \leq C\|\tilde{W}\|_{L^2}.
\end{equation}

**Remark 2.1.** If $\tilde{q} < 0$, then $\dot{J}^0$ is no longer positive definite, and inequality (2.6) fails. Since $\tilde{q} = \tilde{q}(\tilde{p} + \bar{p})$, it is clear that the non-negativity of $\partial^\rho \tilde{p}$ plays a fundamental role in the well-posedness of the rE system. This explains the significance of Lemma 3.6 and Conjecture 2. Furthermore, we note that the conditions on the initial data guarantee that $\dot{q}(\bar{x}) \overset{\text{def}}{=} q(0, \bar{x})$ is uniformly positive.

Furthermore, the Cauchy-Schwarz inequality for integrals, (2.4), and (2.6) imply that

\begin{equation}
\|\partial_\kappa [\dot{J}^0(\tilde{W}, \tilde{W})]\|_{L^1} \leq C\|\tilde{W}\|_{L^2}\|b\|_{L^2} \leq C\|b\|_{L^2}.
\end{equation}

Using (2.5), the divergence theorem (assuming suitable fall-off conditions at infinity), and (2.7), we have that

\begin{equation}
\frac{d}{dt} E(t) = c \int_{\mathbb{R}^3} \partial_\kappa [\dot{J}^0(\tilde{W}, \tilde{W})] d\bar{x} \leq C\|b\|_{L^2},
\end{equation}

which leads to the following energy estimate for the linearized system:

\begin{equation}
\frac{d}{dt} E(t) \leq C\|b\|_{L^2}.
\end{equation}

The availability of (2.8) is the fundamental reason that the rE system has local-in-time solutions belonging to a Sobolev space. This concludes our abbreviated discussion of the existence aspect of Theorem 1 in terms of $W$; we comment on the variables $V \overset{\text{def}}{=} (n, \theta, u_1, u_2, u_3)$ near the end of the proof.

Let us now assume that we have a local solution $\tilde{W}$ to the nonlinear rE equations near the constant state $\tilde{W}$; we will make a few remarks about the time of existence. In the nonlinear case, one can define energies (with $N \geq 3$ so that various Sobolev-Moser type inequalities are valid)

\begin{equation}
\mathcal{E}^2_N(t) \overset{\text{def}}{=} \sum_{0 \leq |\alpha| \leq N^3} \int_{\mathbb{R}^3} \dot{\tilde{q}}(\partial^\alpha (\tilde{W} - \tilde{W}), \partial^\alpha (\tilde{W} - \tilde{W})) d\bar{x}.
\end{equation}

Furthermore, all of the inhomogeneities that arise upon differentiating the rE equations are of quadratic order or higher. Consequently, near a constant state, the inhomogeneous terms analogous to the term $\|b\|_{L^2}$ on the right-hand side of (2.8) can be bounded by $C\mathcal{E}_N^2(t)$, and the resulting energy estimate is

\begin{equation}
\frac{d}{dt} \mathcal{E}_N(t) \leq C\mathcal{E}_N^2(t).
\end{equation}

Consequently, we may apply Gronwall’s inequality to (2.9) and use property (2.6) to deduce an a-priori estimate of the form

\begin{equation}
\|\tilde{W} - \tilde{W}\|_{H^N} \leq C \frac{\|\tilde{W} - \tilde{W}\|_{H^N}}{1 - Ct\|\tilde{W} - \tilde{W}\|_{H^N}}.
\end{equation}
It follows from (2.10) that the time of existence is at least of size $\tilde{C}/\delta$. This fact is a consequence of a standard continuation principle that is available for hyperbolic PDEs (consult e.g. [32, Chapter 6] or [42] for the essential ideas), which implies that the solution exists as long as the a-priori energy estimates lead to the conclusion that $\|W - \hat{W}\|_{H^N}$ is sufficiently small.

We remark that in the formula (2.10), $C$ is a numerical constant that depends on an a-priori assumption concerning the subset of $(0, \infty) \times (0, \infty)$ to which the pair $(\eta, p)$ belongs, and on $B$, where $B > 0$ is a fixed a-priori upper bound for $\|W - \hat{W}\|_{H^N}$. These a-priori assumptions imply that the solution escapes neither the regime of hyperbolicity, nor a convex subset (see Remark 1.3) of the regime in which the map $(n, z) \to (\tilde{\eta}(n, z), \tilde{\varrho}(n, z)) = (\eta, p)$ is invertible; on the time interval $[0, \tilde{C}/\delta]$, these a-priori assumptions can be shown to hold through a bootstrap argument. Furthermore, once we have shown (2.10), this inequality can be translated into an inequality for the original variables $V$; Sobolev-Moser type estimates allow us to estimate (here we again use the convexity assumption discussed in Remark 1.3) $\|V - \hat{V}\|_{H^N} \leq C\|W - \hat{W}\|_{H^N}$. This is possible because $V$ can be written as a smooth function of $W$ whenever $(\eta, p)$ belongs to the domain of the inverse of the aforementioned map.

3. The relativistic Boltzmann equation

In this section, we provide some additional background material on the relativistic Boltzmann equation. The rB equation is often expressed in the physics literature (see e.g. [7] [12]) in the Lorentz-invariant form of (1.1) where the \textit{collision kernel} $C$ is defined by

$$C(F, G) = \frac{c}{2} \int_{\mathbb{R}^3} \frac{dQ}{Q^0} \int_{\mathbb{R}^3} \frac{dQ'}{Q'^0} \int_{\mathbb{R}^3} \frac{d\hat{P}'}{P'^0} W(\hat{P}, \hat{Q}, \hat{P}', \hat{Q}')[F(\hat{P})G(\hat{Q}') - F(\hat{P}')G(\hat{Q})].$$

In our analysis below, it will often be convenient to divide both sides of (1.1) by $P^0$. We therefore introduce the \textit{normalized velocity} $\hat{P}$, defined by

$$\hat{P} \overset{\text{def}}{=} \frac{c}{P^0} P,$$

and $Q(\cdot, \cdot) \overset{\text{def}}{=} \frac{\varrho}{\rho} C(\cdot, \cdot)$. Then (1.1) is equivalent to

$$\partial_t F + \hat{P} \cdot \partial F = \frac{1}{\varepsilon} Q(F, F),$$

where $\hat{P} \cdot \partial_x \overset{\text{def}}{=} \hat{P}^1 \partial_1 + \hat{P}^2 \partial_2 + \hat{P}^3 \partial_3$.

On the right-hand side of the above expression for $C$, the variables $P$ and $Q$ represent the \textit{pre-collisional} four-momenta of a pair of particles, while $P'$ and $Q'$ represent their \textit{post-collisional} four-momenta. We assume that the particle collisions are elastic, in which case the conservation of energy\textsuperscript{8} and 3-momentum can be expressed as

$$P^\mu + Q^\mu = P'^\mu + Q'^\mu, \quad (\mu = 0, 1, 2, 3).$$

The \textit{transition rate} $W(\hat{P}, \hat{Q}; \hat{P}', \hat{Q}')$, which is a Lorentz scalar, can be expressed as

$$W(\hat{P}, \hat{Q}; \hat{P}', \hat{Q}') = s\sigma(\varrho, \vartheta)\delta^{(4)}(P^\mu + Q^\mu - P'^\mu - Q'^\mu),$$

\textsuperscript{8}In our inertial coordinate system, the “energy” of a four-vector is $c$ times its 0 component, while its 3-momentum comprises its final 3 components.
where $\delta^{(4)}$ is a Dirac delta function, and $\sigma(q, \vartheta)$ is the differential cross-section or scattering kernel. The other quantities are defined in \([1,12], (1.13),\) and \((1.14).\)

We have several remarks to make. First, the Lorentz invariance of the left-hand side of \((1.1)\) is manifest, while the Lorentz invariance of the right-hand side follows from that of $\frac{dP'}{d\vartheta}$ (and similarly for $\bar{Q}, \bar{Q}'$); see \((1.9).\) Next, we remark that $\vartheta$ in \((1.13)\) is well-defined under \((3.2),\) but that it may not be in general \([18];\) i.e., in general, the right-hand side of \((1.13)\) may be larger than 1 in magnitude. Finally, we point out that both the left and right-hand sides of \((3.1)\) are functions of \((t, \bar{x}, \bar{P}).\)

### 3.1. Expression for the collision operator.

In this section, we provide an alternate expression \((3.4)\) for the collision operator, which is derived from carrying out certain integrations in a center-of-momentum frame. This is the expression for the collision operator that we will use in our analysis for the remainder of the article. We remark that yet another expression for the collision operator was derived in \([20];\) see \([46, 47]\) for an explanation of the connection between the expression from \([20]\) and the one in \((3.4)\) below.

One may use Lorentz transformations as described in \([12,\) and in some detail in \([46, 48]\) to reduce the delta functions in \((3.3),\) thereby obtaining

\[
Q(F, G) = \int_{R^3} d\bar{Q} \int_{S^2} d\omega \, v_o \, \sigma(q, \vartheta) \left[ F(\bar{P}')G(\bar{Q}') - F(\bar{P})G(\bar{Q}) \right],
\]

where $v_o = v_o(\bar{P}, \bar{Q})$, the Møller velocity, is given by \((1.11).\)

The post-collisional 3-momenta in the expression \((3.4)\) can be written as follows:

\[
\begin{align*}
\bar{P}' &= \frac{\bar{P} + \bar{Q}}{2} + \frac{\vartheta}{2} \left( \omega + (\gamma - 1)(\bar{P} + \bar{Q}) \frac{\bar{P} + \bar{Q}}{|\bar{P} + \bar{Q}|^2} \right), \\
\bar{Q}' &= \frac{\bar{P} + \bar{Q}}{2} - \frac{\vartheta}{2} \left( \omega + (\gamma - 1)(\bar{P} + \bar{Q}) \frac{\bar{P} + \bar{Q}}{|\bar{P} + \bar{Q}|^2} \right),
\end{align*}
\]

where $\gamma = (P^0 + Q^0)/\sqrt{s}$, and $\cdot$ is the ordinary Euclidean dot product in $R^3$. The energies can be expressed as

\[
\begin{align*}
P^0 &= \frac{P^0 + Q^0}{2} + \frac{\vartheta}{2 \sqrt{s}} \omega \cdot (\bar{P} + \bar{Q}), \\
Q^0 &= \frac{P^0 + Q^0}{2} - \frac{\vartheta}{2 \sqrt{s}} \omega \cdot (\bar{P} + \bar{Q}).
\end{align*}
\]

It is clear that $P, Q, P', Q'$ satisfy \((3.2).\) Additionally, it is explained in \([48]\) that after carrying out the integrations in a center-of-momentum frame, the scattering angle becomes a function of $\bar{P}, \bar{Q}$, and satisfies $\cos \vartheta = k \cdot \omega$, where $\omega \in S^2 \subset R^3$, and $k = k(\bar{P}, \bar{Q}) \in S^2 \subset R^3$. We remark that an expression for $k(\bar{P}, \bar{Q})$ is given in \([48,\) Equation \((5.37)]\) and \([46],\) but that its precise form is not needed here.

### 3.2. Macroscopic quantities and conservation laws for rB.

In this section, we study macroscopic quantities associated to a particle density function $F(t, \bar{x}, \bar{P})$. We also discuss conservation laws that hold whenever $F(t, \bar{x}, \bar{P})$ is a solution to the relativistic Boltzmann equation \((1.1)\). This material is quite standard \([12],\) but we include it for convenience. We begin by recalling that the energy-momentum tensor $T^\mu_\nu_{Boltz}[F]$ and the particle current $I^\mu_{Boltz}[F]$ for the relativistic Boltzmann equation are defined in \((1.20).\) Note that the term $\frac{dP}{d\vartheta}$ on the right-hand side of \((1.20)\) is exactly the canonical measure defined in \((1.7).\)
We now define the following macroscopic quantities:

\[ S_\mu \overset{\text{def}}{=} -k_B c \int \mathbb{R}^3 P_\mu F(t, \bar{x}, \bar{P}) \left\{ \ln[h^3 F(t, \bar{x}, \bar{P})] - 1 \right\} \frac{d\bar{P}}{P_0}, \]

\[ -c^2 n^2 \overset{\text{def}}{=} g_{\kappa\lambda} I^\kappa_{\text{Boltz}} I^\lambda_{\text{Boltz}}, \]

\[ u_\mu \overset{\text{def}}{=} n^{-1} I_\mu_{\text{Boltz}}, \]

\[ u_\kappa u_\kappa = -c^2, \]

\[ \rho \overset{\text{def}}{=} c^{-2} u_\kappa u_\lambda T^\kappa_{\text{Boltz}} T^\lambda_{\text{Boltz}}, \]

\[ p_{\mu\nu} = \Pi_\kappa^\mu T^\kappa_{\text{Boltz}} \Pi^\nu_\lambda, \]

\[ \eta \overset{\text{def}}{=} -c^{-2} n^{-1} u_\kappa S^\kappa. \]

Here, \( S \) is the entropy four flow, \( n \) is the proper number density, \( u \) is the four-velocity, \( \rho \) is the proper energy density, \( p_{\mu\nu} \) is the pressure tensor, \( \eta \) is the entropy per particle, and \( \Pi_{\kappa\nu} \) is defined in (1.26).

We also decompose the pressure tensor by defining the pressure \( p \) and the viscous pressure tensor \( v_{\mu\nu} \):

\[ p_{\mu\nu} \overset{\text{def}}{=} p \Pi_{\kappa\nu} + v_{\mu\nu}, \]

where

\[ p \overset{\text{def}}{=} \frac{1}{3} \Pi_{\kappa\lambda} p^\kappa_\lambda = \frac{1}{3} \Pi_{\kappa\lambda} T^\kappa_{\text{Boltz}}. \]

We remark that \( \Pi_{\kappa\lambda} v_{\kappa\lambda} = 0 \).

The following lemma will be useful in verifying numerous identities, especially those of Proposition 3.3.

**Lemma 3.1.** Let \( \Lambda^\mu_\nu \) be a matrix (of real numbers) such that

\[ \Lambda^\mu_\kappa \Lambda^\lambda_\nu g_{\kappa\lambda} = g_{\mu\nu}, \quad (\mu, \nu = 0, 1, 2, 3), \]

and such that \( \det(\Lambda) = 1 \) (i.e. a proper Lorentz transformation). Consider the change of coordinates \( P \leftarrow \bar{P} \) on \( T_x M \) from one inertial coordinate system to another induced by \( \Lambda : P^\mu \overset{\text{def}}{=} \Lambda^\mu_\kappa \bar{P}^\kappa \). Then under this change of coordinates, \( I^\mu, u^\mu, \) and \( S^\mu \) transform as the components of a vector, while \( T^\mu_{\text{Boltz}} \) and \( p_{\mu\nu} \) transform as the components of a two-contravariant tensor. In an arbitrary coordinate system, these statements take the following form:

\[ I^\mu = \Lambda^\mu_\kappa \bar{I}^\kappa, \quad (\mu = 0, 1, 2, 3), \]

\[ u^\mu = \Lambda^\mu_\kappa \bar{u}^\kappa, \quad (\mu = 0, 1, 2, 3), \]

\[ S^\mu = \Lambda^\mu_\kappa \bar{S}^\kappa, \quad (\mu = 0, 1, 2, 3), \]

\[ T^\mu_{\text{Boltz}} = \Lambda^\mu_\kappa \Lambda^\nu_\lambda \bar{T}^\kappa_{\text{Boltz}}, \quad (\mu, \nu = 0, 1, 2, 3), \]

\[ p_{\mu\nu} = \Lambda^\mu_\kappa \Lambda^\nu_\lambda \bar{p}^\kappa_{\lambda}, \quad (\mu, \nu = 0, 1, 2, 3). \]

**Proof.** We give only the proof of (3.8a); the remaining statements follow similarly. Equation (3.8a) is equivalent to the following statement, where we abbreviate...
\[ F(t, \bar{x}, \bar{P}) = F(\bar{P}) \]

\begin{equation}
(3.9) \quad \int_{\mathbb{R}^3} P^\mu F(P^1, P^2, P^3) \frac{d\bar{P}}{\bar{P}^0} = \int_{\bar{P} \in \mathbb{R}^3} \Lambda^\mu_\kappa \bar{P}^\kappa F(\Lambda^1_\alpha \bar{P}^\alpha, \Lambda^2_\beta \bar{P}^\beta, \Lambda^3_\gamma \bar{P}^\gamma) \frac{\bar{P}}{\bar{P}^0}.
\end{equation}

Recall that Lorentz transformations preserve the form of the metric \( g \), so that \( g_{\mu\nu} = \bar{g}_{\mu\nu} = \text{diag}(-1, 1, 1, 1) \), which implies in particular that \( P^0 = \sqrt{m_0^2 c^2 + |\bar{P}|^2} \) and \( \bar{P}^0 = \sqrt{m_0^2 c^2 + |P|^2} \). It thus follows from the discussion in Section 1.2 and in particular equation (1.9), that \( \frac{d\bar{P}}{\bar{P}^0} = \frac{dP}{P^0} \). Equation (3.9) now follows from the standard change of variables formula for integration. \( \square \)

The conservation laws for the relativistic Boltzmann equation are given in the following lemma.

**Lemma 3.2.** [Chapter 2] Let \( F(t, \bar{x}, \bar{P}) \) be a \( C^1 \) solution to (1.1). Then the conservation laws (1.21) hold.

Note that (1.21) corresponds to the fluid conservation laws (1.22).

### 3.3. Macroscopic quantities for a Maxwellian \( \mathcal{M} = \mathcal{M}(n, \theta, u; \bar{P}) \)

In this section, we prove the following proposition:

**Proposition 3.3.** Let \( n(t, \bar{x}) > 0, \theta(t, \bar{x}) > 0 \) be positive functions on \( \mathcal{M} \), and let \( u(t, \bar{x}) \) be a future-directed vector field on \( \mathcal{M} \) satisfying (1.24). Consider the corresponding local relativistic Maxwellian \( \mathcal{M}(n, \theta, u; \bar{P}) \) defined in (1.17) with (1.18). Then the following relations hold for the quantities defined in (3.6a) - (3.7):

\begin{align}
(3.10a) \quad I^\mu[\mathcal{M}] &= n[\mathcal{M}] u^\mu, \quad (\mu = 0, 1, 2, 3), \\
(3.10b) \quad p[\mathcal{M}] &= k_B n[\mathcal{M}] \theta = m_0 c^2 \frac{\eta[\mathcal{M}]}{z[\mathcal{M}]}, \\
(3.10c) \quad \rho[\mathcal{M}] &= 3p[\mathcal{M}] + m_0 c^2 n[\mathcal{M}] \frac{K_1(z[\mathcal{M}])}{K_2(z[\mathcal{M}])} \\
&= m_0 c^2 n[\mathcal{M}] \frac{K_3(z[\mathcal{M}])}{K_2(z[\mathcal{M}])} - k_B n[\mathcal{M}] \theta, \\
(3.10d) \quad T^\mu_\nu_{\text{Boltz}}[\mathcal{M}] &= T^\mu_\nu_{\text{fluid}}[\mathcal{M}], \quad (\mu, \nu = 0, 1, 2, 3), \\
(3.10e) \quad n[\mathcal{M}] &= 4\pi e^4 m_0^3 c^3 \hbar^3 \exp \left( -\frac{\eta}{k_B} \frac{K_2(z[\mathcal{M}])}{z[\mathcal{M}]} \right) \exp \left( \frac{z[\mathcal{M}]}{K_2(z[\mathcal{M}])} \right), \\
&= 4\pi m_0^3 c^3 \hbar^3 \exp \left( -\frac{\eta}{k_B} \frac{K_2(z[\mathcal{M}])}{z[\mathcal{M}]} \right) \exp \left( \frac{z[\mathcal{M}]}{K_2(z[\mathcal{M}])} \right).
\end{align}

By \( T^\mu_\nu_{\text{fluid}}[\mathcal{M}] \), we mean the energy-momentum tensor that results from inserting \( p[\mathcal{M}] \) and \( \rho[\mathcal{M}] \) into the expression on the right-hand side of (1.23).

**Proof.** It is well-known that since \( u(x) \) is a future-directed vector satisfying (1.24), there exists an inertial coordinate system in which \( (u^0, u^1, u^2, u^3) = (c, 0, 0, 0) \) at the spacetime point \( x \); such a frame is known as a “rest frame” for \( u \). By Lemma 3.1, it suffices to check that (3.10a) - (3.10e) hold in such a rest frame. Using definition (1.20), it follows that \( I^\mu \) can be expressed in a rest frame for \( u \) as

\begin{equation}
(3.11) \quad I^\mu[\mathcal{M}] = cn \frac{z}{4\pi m_0^3 c^3 K_2(z)} \int_{\mathbb{R}^3} P^\mu \exp \left( \frac{-zP^0}{m_0 c} \right) \frac{d\bar{P}}{\bar{P}^0}.
\end{equation}
By symmetry, it follows that \( I^\mu[M] \) is proportional to \((1, 0, 0, 0)\), and therefore also to \(u\). Let us denote the proportionality constant by \(A\), so that in any inertial coordinate system, we have that

\[
I^\mu[M] = Au^\mu.
\]

We thus have that \(A = I^0/u^0\). Furthermore, it follows from (3.11) that in a rest frame for \(u\), we have that

\[
A = n \frac{z}{4\pi m_0^3 c^3 K_2(z)} \int_{\mathbb{R}^3} \exp \left( -\frac{z P^0}{m_0 c} \right) d\tilde{P}.
\]

(3.12)

We carry out the integration in (3.12) using spherical coordinates for \(\tilde{P}\), and making the change of variables \(\lambda = z P^0/(m_0 c)\). This implies that \(|\tilde{P}| = m_0 c z^{-1}(\lambda^2 - z^2)^{1/2}\), \(d|\tilde{P}| = m_0 c z^{-1} \lambda (\lambda^2 - z^2)^{-1/2} d\lambda\), and we obtain

\[
A = n \frac{z}{4\pi m_0^3 c^3 K_2(z)} 4\pi m_0^3 c^3 z^{-3} \int_{\lambda = z}^{\infty} \lambda e^{-\lambda}(\lambda^2 - z^2)^{1/2} d\lambda.
\]

(3.13)

From the Bessel function identity (3.44) in the case \(j = 2\), it follows that \(A = n\), which completes the proof of (3.10a).

To prove (3.10b), we note that in a rest frame for \(u\), it follows that \(P^\mu P_\mu = |\tilde{P}|^2\), where \(P_{\mu\nu}\) is defined in (1.26). Inserting this formula into definition (3.7), using definition (1.20), integrating with spherical coordinates for \(\tilde{P}\), and using the integration variable \(\lambda\) as above, we have that

\[
p[M] = \frac{1}{3} c n \frac{z}{4\pi m_0^3 c^3 K_2(z)} \int_{\mathbb{R}^3} |\tilde{P}|^2 \exp \left( -\frac{z P^0}{m_0 c} \right) d\tilde{P} = \frac{1}{3} c n \frac{z}{4\pi m_0^3 c^3 K_2(z)} 4\pi m_0^4 c^4 z^{-4} \int_{\lambda = z}^{\infty} e^{-\lambda}(\lambda^2 - z^2)^{3/2} d\lambda.
\]

(3.14)

Referring to definition (3.43), it follows that \(p[M] = n \frac{m_0 c^2}{z}\), which proves (3.10b).

To prove (3.10c), we note that in a rest frame for \(u\), \(u_\nu u_\lambda P^{\nu\lambda} = c^2 (|\tilde{P}|^2)\). Inserting this formula into definition (3.6e), carrying out the integration in spherical \(\tilde{P}\) coordinates, using the change of variables \(\lambda\) as above, referring to definition (3.43), and using the recursion formula (3.45) in the case \(j = 2\), we have that

\[
\rho[M] = c n \frac{z}{4\pi m_0^3 c^3 K_2(z)} \int_{\mathbb{R}^3} P^0 \exp \left( -\frac{z P^0}{m_0 c} \right) d\tilde{P} = c n \frac{z}{4\pi m_0^3 c^3 K_2(z)} 4\pi m_0^4 c^4 z^{-4} \int_{\lambda = z}^{\lambda = \infty} e^{-\lambda}(\lambda^2 - z^2)^{1/2} d\lambda.
\]

(3.15)

Combining this identity with (3.10b), we deduce (3.10c).
To prove (3.10d), we first note that in a rest frame for \( u \), we have that
\[
T_{\mu \nu}^{u \alpha \beta}[\mathcal{M}] = \text{diag}(\rho[\mathcal{M}], p[\mathcal{M}], p[\mathcal{M}], \rho[\mathcal{M}]),
\]
and
\[
(3.16) \quad T_{Boltz}^{\mu \nu}[\mathcal{M}] = cn \frac{z}{4\pi m_0^3 c^3 K_2(z)} \int_{\mathbb{R}^3} P^\mu P^\nu \exp \left( -\frac{z P^0}{m_0 c} \right) \frac{d\bar{P}}{P^0}.
\]

The fact that \( \mu \neq \nu \implies T_{Boltz}^{\mu \nu}[\mathcal{M}] = 0 \) follows from symmetry. The fact that \( T_{Boltz}^{\mu \nu}[\mathcal{M}] = \rho[\mathcal{M}] \) follows directly from comparing the integral expressions (3.15) and (3.16), while the fact that \( T_{Boltz}^{\mu \nu}[\mathcal{M}] = p[\mathcal{M}] \) (there is no summation in \( j \) here) follows from comparing the integral expressions (3.14) and (3.16) using symmetry.

To prove (3.10c), we notice that in a rest frame for \( u \), we have that \( u_{\alpha} P^\alpha = -c P^0 \).

Inserting this formula into definitions (3.6a) and (3.6g), and evaluating the two integrals that arise as in (3.13) and (3.15), we have that
\[
\eta[\mathcal{M}] = (-k_B n^{-1}) n \frac{z}{4\pi m_0^3 c^3 K_2(z)} \int_{\mathbb{R}^3} \exp \left( -\frac{z P^0}{m_0 c} \right)
\times \left\{ \frac{-z P^0}{m_0 c} + \ln \left[ h^3 n \frac{z}{4\pi m_0^3 c^3 K_2(z)} \right] - 1 \right\} d\bar{P}
= k_B \frac{z}{4\pi m_0^3 c^3 K_2(z)} \frac{z}{m_0 c} \int_{\mathbb{R}^3} \exp \left( -\frac{z P^0}{m_0 c} \right) P^0 d\bar{P}
- k_B \frac{z}{4\pi m_0^3 c^3 K_2(z)} \ln \left[ h^3 n \frac{z}{4\pi m_0^3 c^3 K_2(z)} \right] - 1 \right\} \int_{\mathbb{R}^3} \exp \left( -\frac{z P^0}{m_0 c} \right) d\bar{P}
= k_B \frac{z}{4\pi m_0^3 c^3 K_2(z)} \frac{z}{4\pi m_0^4 c^4} \left\{ \frac{3K_2(z)}{z^2} + \frac{K_1(z)}{z} \right\} J_0 \frac{z}{4\pi m_0^3 c^3 K_2(z)}
- k_B \frac{z}{4\pi m_0^3 c^3 K_2(z)} \ln \left[ h^3 n \frac{z}{4\pi m_0^3 c^3 K_2(z)} \right] - 1 \right\} 4\pi m_0^4 c^4 \frac{K_2(z)}{z}
= k_B \left\{ 3 + \frac{K_1(z)}{K_2(z)} \right\} - k_B \left\{ \ln \left[ h^3 n \frac{z}{4\pi m_0^3 c^3 K_2(z)} \right] - 1 \right\}.
\]

(3.10e) now follows from (3.17) and simple algebraic manipulation (solve for \( n \)).

The next lemma was used in Section 2 to derive an equivalent version of the rE system; i.e., equations (1.31a) - (1.31e). More specifically, only equation (3.19) was used. However, as an aside, we also discuss the fundamental thermodynamic relation (3.18) (see [10]), which can, in consideration of the positivity of \( n \) and \( \theta \), be used to show that \( \eta \) can be written as a smooth function of \( n, \rho \).

**Proposition 3.4.** Assume that the functional relations (3.10b), (3.10e), and (3.10c) hold for the variables \( p, \rho, n, \theta, \) and \( \eta \). Then the additional relations also hold:

\[
(3.18) \quad \nu \theta = \frac{\partial \rho}{\partial \eta}
\]
\[
(3.19) \quad \rho + p = n \frac{\partial \rho}{\partial n}
\]

Proof. To ease the notation, we use the notation (1.18) and abbreviate \( K_j = K_j(z) \), \( K'_j = \frac{d}{dz} K_j(z) \), where \( K_j(z) \) is the Bessel function defined in (3.43). To begin the
proof of (3.18), we first note that by the chain rule, it follows that

\[
\frac{\partial \rho}{\partial \eta} \bigg|_n = \frac{\partial \rho}{\partial z} \bigg|_n \frac{\partial z}{\partial \eta} \bigg|_n.
\]

(3.20)

We claim that equation (3.20) leads to the following identities:

\[
\frac{\partial \rho}{\partial \eta} \bigg|_n = m \theta,
\]

which completes the proof of (3.18).

To see that (3.21) holds, we note that differentiating the last equality in (3.10c) leads to the relation

\[
\frac{\partial \rho}{\partial z} \bigg|_n = m \theta = \frac{m c^2 n}{k_B z} \left\{ K_1' - K_2^{-1} K_2' K_3 + z^{-2} K_2 \right\} = 1
\]

(3.22)

while differentiating each side of (3.10e) with respect to \( \eta \) (while \( n \) is held constant) leads to the following identity:

\[
0 = \frac{\partial z}{\partial \eta} \bigg|_n \left[ z^{-1} K_2 - z^{-2} K_2 + K_3' + z^{-1} K_3 - K_2^{-1} K_2' K_3 \right] - k_B^{-1} z^{-1} K_2(z).
\]

(3.23)

Inserting (3.22) and (3.23) into the left-hand side of (3.21) implies the first equality. The second equality in (3.21) follows from (3.46) in the case \( j = 2 \), which implies that the term above the under-braces is equal to 1, and from the definition of \( z \).

The proof of (3.19) follows similarly using the chain rule identity

\[
\frac{\partial \rho}{\partial n} \bigg|_\eta = \frac{\partial \rho}{\partial z} \bigg|_n + \frac{\partial \rho}{\partial z} \bigg|_n \frac{\partial z}{\partial n} \bigg|_\eta,
\]

and we omit the calculations. □

3.4. The invertibility of the maps \( \Phi(n, z) \) and \( \Psi(n, z) \). In this short section, we state and prove Lemma 3.5, which addresses the issue of solving for \((n, \theta)\) in terms of \((\eta, p)\). This lemma rigorously shows that Conjecture 1 is true outside of a compact set of \( \theta \) values. Furthermore, at the end of the section, we provide Figure 1, which is our numerical evidence for the validity of the conjecture. For the purposes of avoiding repetition, during the proof of Lemma 3.5, it is convenient to use notation that is defined below in the proof of Lemma 3.6. However, logically speaking, the proof of Lemma 3.5 comes before the proof of Lemma 3.6.

Lemma 3.5. Consider the smooth maps \( n = \Phi(n, z) \) and \( p = \Psi(n, z) \) defined by (1.29a) and (1.29b) respectively. Then the map \((n, z) \rightarrow (\Phi(n, z), \Psi(n, z))\) is invertible with smooth inverse if \( 0 < z \leq 1/10 \) or \( z \geq 70 \).

Proof. Using (1.27a) and (1.27c), it follows that \( p \exp \left( -\frac{\sqrt{p}}{k_B n} \right) \) is a smooth function of \( z \) alone. Therefore, by the implicit function theorem, since \( p > 0 \) holds whenever \( z > 0 \), we can locally solve for \( z \) in terms of \( \eta, p \) if \( \frac{\partial p}{\partial z} \bigg|_\eta \neq 0 \). We will show that \( \frac{\partial p}{\partial z} \bigg|_\eta < 0 \) holds for \( 0 < z \leq 1/10 \) and \( z \geq 70 \).

We begin by quoting equation (3.31), which states that

\[
\frac{\partial z}{\partial \eta} \bigg|_n = 3 K_1(z) \frac{K_3(z)}{K_2(z)} + z \left( \frac{K_3(z)}{K_2(z)} \right)^2 - z - \frac{4}{z}.
\]

(3.24)
Using (3.24) and the expansions (3.33) - (3.34), it follows that
\[ z \frac{\partial z}{\partial p} = -4 + z^2/2 + 3\varepsilon_1(z) + z^4/4 + z^2\varepsilon_2(z). \]
Thus, using the bounds (3.35), we obtain that
\[ z \frac{\partial z}{\partial p} |_{\eta, p} < -3, \quad (0 < z \leq 1/10). \]
Since \( p \geq 0 \), it follows that \( \partial_z |_{\eta, p} \) whenever \( 0 < z \leq 1/10 \) as desired.

On the other hand, using the expansions (3.38) and (3.39), it follows that
\[ z \frac{\partial z}{\partial p} |_{\eta, p} = -5/2 + 45/8z + 3z\bar{\varepsilon}_1(z) + z^2\bar{\varepsilon}_2(z). \]
Therefore, using the bounds (3.40), it follows that
\[ z \frac{\partial z}{\partial p} |_{\eta, p} < -1, \quad (z \geq 70). \]
Therefore, by the implicit function theorem, we can solve for \( z \) in terms of \( \eta, p \) if \( 0 < z \leq 1/10 \) or \( z \geq 70 \). Since \( n = n_0 e^{-p z} \) from (1.27a), the same is true of \( n \).

This completes the proof of Lemma 3.5. \( \square \)

Remark 3.1. It is clear from the proof of the lemma that Conjecture [1] can be shown by demonstrating the negativity of \( \frac{\partial p}{\partial \rho} |_{\eta} \) for all \( z > 0 \). Thus, the numerical plot in Figure 4, which was created with Maple 11.0, is the motivation for our conjecture.

3.5. Regimes of hyperbolicity for the rE system and the existence of the kinetic equation of state. In this section, we prove that whenever \( \theta \) is sufficiently small and positive or sufficiently large, there exists an equation of state of the form (1.28), i.e., of the form \( p = f_{\text{kinetic}}(\eta, \rho) \). Furthermore, under the same temperature assumptions, we show that the equation of state satisfies \( 0 < \frac{\partial f_{\text{kinetic}}}{\partial \rho} |_{\eta} < 1 \). We remark that \( \frac{\partial f_{\text{kinetic}}}{\partial \rho} |_{\eta} \) can be expressed as a function of \( \theta \) alone. As previously discussed, this condition is sufficient to ensure the hyperbolicity of the rE system in these temperature regimes; in particular, as discussed in Remark 2.1, the condition \( 0 < \frac{\partial f_{\text{kinetic}}}{\partial \rho} |_{\eta} \) plays a fundamental role in the proof of local existence. Our result rigorously shows that outside of a compact set of \( \theta \) values, a slightly weaker version of Conjecture 2 holds. Furthermore, at the end of this section, we provide Figure 2, which is our numerical evidence for the validity of the conjecture. Also see the discussion at the end of Section 1.6.

For convenience, we use the variable \( z \) from (1.18) during the statement and proof of the lemma.

Lemma 3.6. (Hyperbolicity of the rE system) Assume that the functional relations (3.10b), (3.10c), and (3.10e) hold for the macroscopic variables \( n, \theta, \eta, p, \) and \( \rho \). Then if \( 0 < z \leq 1/10 \) or \( z \geq 70 \), \( p \) can be expressed as a smooth function \( f_{\text{kinetic}} \) of \( \eta \) and \( \rho : p = f_{\text{kinetic}}(\eta, \rho) \).

Furthermore, the following estimate holds for \( 0 < z \leq 1/10 \):
\[ \left| \frac{\partial p}{\partial \rho} |_{\eta} - \frac{1}{3} \right| \leq z^2. \]
Additionally, the following estimate holds for $z \geq 70$:

\begin{equation}
|\frac{\partial \rho}{\partial p}|_\eta - \frac{3z}{5} \leq 41.
\end{equation}

**Remark 3.2.** We did not attempt to be optimal in our estimate of the error terms on the right-hand sides of the above inequalities.

**Proof.** It follows from (3.10b), (3.10c), and (3.10e) that

\begin{equation}
p = 4\pi e^4 m_0^4 e^5 h^{-3} \exp \left( -\frac{\eta}{k_B} \right) \frac{K_2(z)}{z^2} \exp \left( z \frac{K_1(z)}{K_2(z)} \right),
\end{equation}

\begin{equation}
\rho = p \left( \frac{z K_1(z)}{K_2(z)} + 3 \right).
\end{equation}

We use the following version of the chain rule: $\frac{\partial p}{\partial \rho}|_\eta = \frac{\partial |_\eta p}{\partial \rho|_\eta}$. Using (3.28), we further deduce that

\begin{equation}
\frac{\partial z|_\eta \rho}{\partial z|_\eta p} = 3 + \frac{z K_1(z)}{K_2(z)} \left( \frac{p}{\partial z|_\eta p} \right) d \left[ \frac{z K_1(z)}{K_2(z)} \right].
\end{equation}
Using Corollary 3.8, we can write
\[ (3.32) \]
\[
\frac{d}{dz} \left( z \frac{K_1(z)}{K_2(z)} \right) = 4 \frac{K_1(z)}{K_2(z)} + z \left( \frac{K_1(z)}{K_2(z)} \right)^2 - z,
\]
\[ (3.31) \]
\[
\frac{\partial z|_{\eta p}}{p} = 3 \frac{K_1(z)}{K_2(z)} + z \left( \frac{K_1(z)}{K_2(z)} \right)^2 - z - \frac{4}{z}.
\]

Combining (3.29), (3.30), and (3.31), we have that
\[ (3.32) \]
\[
\frac{\partial z|_{\eta p}}{z} = 3 + \frac{z}{2} \frac{K_1(z)}{K_2(z)} + \frac{4}{3} \frac{K_1(z)}{K_2(z)} + z \left( \frac{K_1(z)}{K_2(z)} \right)^2 - z - \frac{4}{z}.
\]

Using Corollary 3.8, we can write
\[ (3.33) \]
\[
\frac{K_1(z)}{K_2(z)} = \frac{z}{2} + \epsilon_1(z),
\]
\[ (3.34) \]
\[
\left( \frac{K_1(z)}{K_2(z)} \right)^2 = \frac{z^2}{4} + \epsilon_2(z),
\]
where for \( 0 < z \leq 1/10 \), we have the estimates
\[ (3.35) \]
\[
|\epsilon_1(z)| \leq 2z^2, \quad |\epsilon_2(z)| \leq 2z^3.
\]

Inserting these expansions into (3.32) and multiplying the numerator and denominator of the fraction by \( z \), we have that
\[ (3.36) \]
\[
\frac{\partial z|_{\eta p}}{z} = 3 + \frac{z^2}{2} + z \epsilon_1 + \frac{z^2 + 4z \epsilon_1 + z^4/4 + z^2 \epsilon_2}{z^2/2 + 3z \epsilon_1 + z^4/4 + z \epsilon_2 - 4}.
\]

Using the bounds (3.35), it follows that for \( 0 < z \leq 1/10 \), the second term on the right-hand side of (3.36) (i.e., the \( z^2/2 \) term) partially cancels the last term (i.e., the large fraction which is negative), which implies that
\[ (3.37) \]
\[
\left| \frac{\partial z|_{\eta p}}{z} - 3 \right| \leq \frac{7z^2}{10}, \quad (0 < z \leq 1/10).
\]

The facts that \( p \) can be expressed as a smooth function of \( \eta \) and \( \rho \) whenever \( 0 < z \leq 1/10 \), and that inequality (3.25) is verified both easily follow from (3.37).

To prove (3.26), we again use Corollary 3.8 to write
\[ (3.38) \]
\[
\frac{K_1(z)}{K_2(z)} = 1 - \frac{3}{2z} + \frac{15}{8z^2} + \epsilon_1(z),
\]
\[ (3.39) \]
\[
\left( \frac{K_1(z)}{K_2(z)} \right)^2 = 1 - \frac{3}{z} + \frac{6}{z^2} + \epsilon_2(z),
\]
where for \( z \geq 10 \), we have that
\[ (3.40) \]
\[
|\epsilon_1(z)| \leq \frac{16}{z^2}, \quad |\epsilon_2(z)| \leq \frac{40}{z^3}.
\]

Inserting these expansions into (3.32) and multiplying the numerator and denominator of the fraction by \( z \), it follows that
\[ (3.41) \]
\[
\frac{\partial z|_{\eta p}}{z} = \frac{3z}{5} + \frac{3}{2} + \frac{15}{8z} + z \epsilon_1 + \frac{9 + 15/2 + 4z \epsilon_1 + 6/5 z^2 \epsilon_1 + z^2 \epsilon_2 + 2/5 z^3 \epsilon_2}{-5/2 + 15/8z + 3z \epsilon_1 + z^2 \epsilon_2}.
\]
Using the bounds (3.40) and the expression (3.41), it can be checked that for \( z \geq 70 \), we have that
\[
\left| \frac{\partial z}{\partial \eta} \right|_{\rho} - \frac{3z}{5} \leq 41.
\]

The facts that \( p \) can be expressed as a smooth function of \( \eta \) and \( \rho \) whenever \( z \geq 70 \), and that inequality (3.26) is verified, both easily follow from (3.42).

**Remark 3.3.** Notice that the Conjecture 2 is equivalent to the conjecture that the right-hand side of (3.32) is \( > 3 \) for all \( z > 0 \). In Figure 2 we present a numerical plot, which was created with Maple 11.0, that covers the set of \( z \) values lying outside of the scope of Lemma 3.6 and that suggests that this conjecture is true. Note that the inequalities of the conjecture are stronger than those proved in the lemma.
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**Figure 2.** \( \frac{\partial F_{\text{Helmholtz}}}{\partial \rho} \bigg|_{\eta} (z) \) plotted as a function of \( z \).

3.6. **Bessel function identities and inequalities.** We now state the technical lemma that contains the Bessel function properties that we have used throughout this article. The expansion (3.47) (including the error terms) and inequality (3.48) can be found in [39]. The remaining identities can be found in [12, Chapter 2].
Lemma 3.7. (Properties of Bessel functions) Let $K_j(z)$ be the Bessel function defined by

$$K_j(z) \overset{def}{=} \frac{(2j)!}{(2j)!} 1 \int_{\lambda = z}^{\lambda = \infty} e^{-\lambda} (\lambda^2 - z^2)^{j-(1/2)} d\lambda, \quad (j \geq 0). \tag{3.43}$$

Then the following identities hold:

$$K_j(z) = \frac{2^{j-1}(j-1)!}{(2j-2)!} 1 \int_{\lambda = z}^{\lambda = \infty} \lambda e^{-\lambda} (\lambda^2 - z^2)^{j-(3/2)} d\lambda, \quad (j > 0), \tag{3.44}$$

$$K_{j+1}(z) = 2j \frac{K_j(z)}{z} + K_{j-1}(z), \quad (j \geq 1), \tag{3.45}$$

also

$$\frac{d}{dz} \left( \frac{K_j(z)}{z^j} \right) = - \left( \frac{K_{j+1}(z)}{z^j} \right), \quad (j \geq 0), \tag{3.46}$$

$$K_j(z) = \sqrt{\frac{\pi}{2z}} e^{-z} \left( \gamma_{j,n}(z) z^{-n} + \sum_{m=0}^{n-1} A_{j,m} z^{-m} \right), \quad (j \geq 0, n \geq 1), \tag{3.47}$$

where the following additional identities and inequalities also hold:

$$A_{j,0} = 1,$$

$$A_{j,m} = \frac{(4j^2 - 1)(4j^2 - 3^2) \cdots (4j^2 - (2m - 1)^2)}{m! 8^m}, \quad (j \geq 0, m \geq 1),$$

$$|\gamma_{j,n}(z)| \leq 2 \exp \left( |j^2 - 1/4| z^{-1} \right) |A_{j,n}|, \quad (j \geq 0, n \geq 1), \tag{3.48}$$

$$K_j(z) < K_{j+1}(z), \quad (j \geq 0).$$

The following corollary of Lemma 3.7 is used in the proof of Lemma 3.6

Corollary 3.8. For $0 < z \leq 1/10$, the following inequalities hold:

$$\left| \frac{K_1(z)}{K_2(z)} - \frac{z}{2} \right| \leq 2z^2, \tag{3.49a}$$

$$\left| \left( \frac{K_1(z)}{K_2(z)} \right)^2 - \frac{z^2}{4} \right| \leq 2z^3. \tag{3.49b}$$

For $z \geq 10$, the following inequalities hold:

$$\left| \frac{K_1(z)}{K_2(z)} - 1 + \frac{3}{2z} - \frac{15}{8z^2} \right| \leq \frac{16}{z^3}, \tag{3.50a}$$

$$\left| \left( \frac{K_1(z)}{K_2(z)} \right)^2 - 1 + \frac{3}{z} - \frac{6}{z^2} \right| \leq \frac{40}{z^3}. \tag{3.50b}$$

Proof. We remark that throughout the proof, we make no attempt to be optimal in our estimates. Using (3.43) in the case $j = 1$, and the fact that $\int_{\lambda = 0}^{\lambda = \infty} \lambda e^{-\lambda} d\lambda = 1$, it follows that

$$zK_1(z) - 1 = - \int_{\lambda = 0}^{\lambda = z} e^{-\lambda} \lambda d\lambda + \int_{\lambda = z}^{\lambda = \infty} \lambda e^{-\lambda} \left( \sqrt{1 - \left( \frac{z}{\lambda} \right)^2} - 1 \right) d\lambda.$$

The first integral is trivially bounded in magnitude by $z^2/2$. Using the fact that $|\sqrt{1 - (z/\lambda)^2} - 1| \leq (z/\lambda)^2$ on the domain $0 \leq z/\lambda \leq 1$, it follows that the second
integral is bounded in magnitude by

\[ z \int_{\lambda=0}^{\lambda=\infty} e^{-\lambda} \, d\lambda \leq z. \]

We therefore conclude that

\[ (3.51) \quad \left| K_1(z) - \frac{1}{z} \right| \leq 1 + \frac{z}{2}. \]

Using (3.44) in the case \( j = 2 \) and similar arguments, which we leave to the reader, we also conclude that

\[ (3.52) \quad \left| K_2(z) - \frac{2}{z^2} \right| \leq 1 + \frac{z}{3}. \]

Using (3.51) and (3.52), together with simple algebraic estimates, it follows that for \( 0 \leq z \leq 1/10 \), we have

\[ \left| \frac{K_1(z)}{K_2(z)} - \frac{z}{2} \right| \leq 2z^2. \]

This proves (3.49a). Inequality (3.49b) follows from similar reasoning; we leave the details to the reader.

To prove (3.50a), we first decompose

\[ (3.53) \quad \frac{K_1(z)}{K_2(z)} = \frac{1 + A}{1 + B} = (1 + A)\left\{ 1 - B + B^2 - \frac{B^3}{1 + B} \right\}, \]

where

\[ (3.54a) \quad A = \frac{3}{8z} - \frac{15}{128z^2} + \frac{\gamma_{1,3}}{z^3}, \]

\[ (3.54b) \quad B = \frac{15}{8z} + \frac{105}{128z^2} + \frac{\gamma_{2,3}}{z^3}, \]

and the \( \gamma_{j,n} \) are from (3.47).

For the remainder of the proof, we will now assume that \( z \geq 10 \); all of our estimates will hold on this domain. Now using (3.47), it can be checked that the following inequalities hold:

\[ (3.55) \quad |\gamma_{1,3}| \leq \frac{1}{4}, \quad |\gamma_{2,3}| \leq 1. \]

Consequently, it is easy to check that the following estimates hold:

\[ (3.56a) \quad \frac{1}{4z} \leq A \leq \frac{1}{2z}, \]

\[ (3.56b) \quad \frac{1}{z} \leq B \leq \frac{2}{z}. \]

\[ (3.56c) \quad \left| B - \frac{15}{8z} \right| \leq \frac{1}{z^2}, \]

\[ (3.56d) \quad \left| B^2 - \left( \frac{15}{8z} \right)^2 \right| \leq \frac{4}{z^3}. \]

Using simple algebraic calculations, it follows from the expansions (3.53), (3.54a), and (3.54b) that

\[ (3.57) \quad \frac{K_1(z)}{K_2(z)} = 1 - \frac{3}{2z} + \frac{15}{8z^2} + O(z^{-3}). \]
In (3.57), the symbol $O(z^{-3})$ denotes the cubic (in $z^{-1}$) and higher-order terms that arise in the expansion of $K(z^2)$. We now estimate this $O(z^{-3})$ term by using the expansions (3.53) - (3.54b) to split it into the following 3 pieces:

(3.58a) \[ I = \left( -\frac{15}{128 z^2} + \frac{\gamma_1}{z^3} \right) \left( -B + B^2 - \frac{B^3}{1+B} \right), \]

(3.58b) \[ II = \frac{3}{8z} \left\{ - \left( B - \frac{15}{8z} \right) + B^2 - \frac{B^3}{1+B} \right\}, \]

(3.58c) \[ III = \frac{\gamma_1}{z^3} - \frac{\gamma_2}{z^3} + B^2 - \left( \frac{15}{8z} \right)^2 - \frac{B^3}{1+B}. \]

It is easy to see by sign considerations (i.e., using (3.58c)) that II, we use similar sign considerations, together with the estimates (3.56b) and (3.56c) to conclude that the following inequality holds:

(3.59) \[ |I| \leq \left| -\frac{15}{128 z^2} + \frac{\gamma_1}{z^3} \right| |B| \leq \left( \frac{15}{128 z^2} + \frac{1}{4z^2} \right) \frac{2}{z} \leq \frac{3}{4z^3}. \]

For the term II, we use the fact that $B > 0$, together with (3.55), (3.56b), and (3.56c) to conclude that

(3.60) \[ |II| \leq \frac{3}{8z} \left\{ |B - \frac{15}{8z}| + |B|^2 \right\} \leq \frac{3}{8z} \left\{ \frac{1}{z^2} + \frac{4}{z^2} \right\} \leq \frac{2}{z^3}. \]

Finally, for the term III, we use the fact that $B > 0$, together with (3.55), (3.56b), and (3.56c) to conclude that

(3.61) \[ |III| \leq \left\{ \left| \frac{\gamma_1}{z^3} \right| + \left| \frac{\gamma_2}{z^3} \right| + |B^2 - \left( \frac{15}{8z} \right)^2| + |B|^3 \right\} \leq \frac{1}{4z^3} + \frac{1}{z^3} + \frac{4}{z^3} + \frac{8}{z^3} \leq \frac{53}{4z^3}. \]

Adding (3.59), (3.60), and (3.61), we arrive at (3.50a). Inequality (3.50b) can be shown directly from (3.50a); we omit the details.

3.7. The Hilbert expansion. In this section, we perform a Hilbert expansion for the rB equation (3.1). We decompose the solution $F^\varepsilon$ as the sum (1.2) where $F_0, F_1, \ldots, F_6$ in (1.2) will be independent of $\varepsilon$. Also, $F_{R^\varepsilon}$ is called the remainder term; it will depend upon $\varepsilon$. Our main goal in this section is to explain how one can prove Proposition 3.9, which summarizes the behavior of $F_0, F_1, \ldots, F_6$; the remainder term $F_{R^\varepsilon}$ is analyzed in detail in the next section.

We begin by inserting the expansion (1.2) into (3.1) to obtain

$$
\sum_{k=0}^{6} \varepsilon^k (\partial_t + \hat{P} \cdot \partial_z) F_k + \varepsilon^3 (\partial_t + \hat{P} \cdot \partial_z) F_{R^\varepsilon} = \sum_{k=0}^{6} \varepsilon^{i+j-k} \mathcal{Q}(F_i, F_j)
$$

$$
+ \varepsilon^5 \mathcal{Q}(F_{R^\varepsilon}, F_{R^\varepsilon}) + \sum_{k=0}^{6} \varepsilon^{2+k} \{ \mathcal{Q}(F_{R^\varepsilon}, F_k) + \mathcal{Q}(F_k, F_{R^\varepsilon}) \} + \mathcal{A}.
$$
Above \( \overline{A} \stackrel{\text{def}}{=} \sum_{k=1}^{12} \sum_{i+j=k,1 \leq i,j \leq 6} \varepsilon^{i+j-1} Q(F_i, F_j) \). Equating like powers of \( \varepsilon \) on each side of the equation, we obtain the following system:

\[
0 = Q(F_0, F_0),
\]

\[
\partial_t F_0 + \vec{P} \cdot \partial_x F_0 = Q(F_0, F_1) + Q(F_1, F_0),
\]

\[
\partial_t F_1 + \vec{P} \cdot \partial_x F_1 = Q(F_0, F_2) + Q(F_2, F_0) + Q(F_1, F_1),
\]

\[
\vdots
\]

\[
\partial_t F_5 + \vec{P} \cdot \partial_x F_5 = Q(F_0, F_6) + Q(F_6, F_0) + \sum_{i+j=6 \atop 1 \leq i,j \leq 6} Q(F_i, F_j),
\]

while the remainder satisfies the equation

\[
\partial_t F_{R;\varepsilon} + \vec{P} \cdot \partial_x F_{R;\varepsilon} - \frac{1}{\varepsilon} \left\{ Q(F_0, F_{R;\varepsilon}) + Q(F_{R;\varepsilon}, F_0) \right\} = \varepsilon^2 Q(F_{R;\varepsilon}, F_{R;\varepsilon})
\]

\[
+ \sum_{i=1}^{6} \varepsilon^{i-1} \left\{ Q(F_i, F_{R;\varepsilon}) + Q(F_{R;\varepsilon}, F_i) \right\} + \varepsilon^2 A,
\]

with

\[
A \stackrel{\text{def}}{=} -\varepsilon \{ \partial_t F_6 + \vec{P} \cdot \partial_x F_6 \} + \sum_{i+j>6 \atop 1 \leq i,j \leq 6} \varepsilon^{i+j-6} Q(F_i, F_j).
\]

By (1.19), equation (3.62) implies that \( F_0 \) must be a relativistic local Maxwellian \( F_0(t, x, P) = \mathcal{M} = \mathcal{M}(n(t, x), \theta(t, x), u(t, x); \vec{P}) \), as in (1.17). Consequently, the remaining equations in (3.63) and below involve the linear operator:

\[
L(h) \stackrel{\text{def}}{=} -\{ Q(h, \mathcal{M}) + Q(\mathcal{M}, h) \}.
\]

We remark that \( L \) is an integral operator involving only the momentum space variables. Furthermore, \( L \) is a linear Fredholm operator that can be inverted as long as the inhomogeneity (i.e., the terms in (3.63), and the equations below it, which are not of the form \( L(F_i) \)) is perpendicular to the five dimensional null space of the adjoint operator \( L^\dagger : \text{Null}(L^\dagger) = \text{span}\{ \phi_1, \ldots, \phi_5 \} = \text{span}\{ 1, \vec{P}, \vec{P}^0 \} \).

This null space can be seen easily from the standard pre-post change of variables. In the preceding discussion, the notion of perpendicular and adjoint is the one corresponding to the usual \( L^2 \) momentum space inner product defined in (1.5). The operator \( L \) has the null space \( \text{Null}(L) = \text{span}\{ \mathcal{M}, \mathcal{M}\vec{P}, \mathcal{M}\vec{P}^0 \} \).

The aforementioned perpendicularity conditions can be checked by direct calculation, so that equation (3.63) and the one below it imply that

\[
\left\langle \phi_i, \partial_t F_0 + \vec{P} \cdot \partial_x F_0 \right\rangle_{\vec{P}} = 0, \quad (i = 1, \cdots, 5),
\]

\[
F_1 = -L^{-1} \left( \partial_t F_0 + \vec{P} \cdot \partial_x F_0 \right) + \Phi_1,
\]

\[
\left\langle \phi_i, \partial_t F_1 + \vec{P} \cdot \partial_x F_1 - Q(F_1, F_1) \right\rangle_{\vec{P}} = 0, \quad (i = 1, \cdots, 5),
\]

\[
F_2 = -L^{-1} \left( \partial_t F_1 + \vec{P} \cdot \partial_x F_1 - Q(F_1, F_1) \right) + \Phi_2.
\]

Above \( \Phi_1 \) and \( \Phi_2 \) are elements of the null space of \( L \) (i.e., \( L(\Phi_1) = L(\Phi_2) = 0 \)). Applying the operator \( \partial_{\mu} \) to each side of (1.20), differentiating under the integral, and using (3.10d), it follows that equation (3.65) implies that the relativistic Euler
Proposition 3.9. Let $\Phi$ similar for the higher order terms in the expansion. With forcing terms coming from the smooth functions $n, \theta, u$ have momentum decay given by 

\[-\left(\mathcal{H} \Phi \right)_{0} \leq C(q) \left(\mathcal{H} \Phi \right)_{0}, \quad (j = 1, 2, \cdots, 6).

The constants in this bound are independent of $(t, \bar{x}, \bar{P})$.

3.8. Relativistic Boltzmann estimates. In this section we prove our main result, Theorem 2. Using Theorem 1 we may assume that there is a sufficiently smooth solution $(n, \theta, u)$ to the relativistic Euler equations satisfying all of the desired properties in Theorem 2. We can then construct the local relativistic Maxwellian $F_{0} = \mathcal{M}(n, \theta, u; \bar{P})$ as in (1.17). After the analysis of Section 3.7 the main point left is to estimate solutions to the equation for the remainder $F_{0}$.

We will outline the main strategy for these estimates after the statements of Lemma 3.10 and Lemma 3.11 below.
It will be useful to express the remainder as
\begin{equation}
(3.67) \quad f^\varepsilon \overset{\text{def}}{=} F_{R\varepsilon}/\sqrt{\mathcal{M}}.
\end{equation}
We use the notation \(\|f\|_2 \overset{\text{def}}{=} \|f\|_{L^2(\mathbb{R}^3_\varepsilon \times \mathbb{R}^3)}\) throughout this section. We define the linearized relativistic Boltzmann collision operator around \(\mathcal{M}\) by
\[\mathcal{L}(h) \overset{\text{def}}{=} -\mathcal{M}^{-1/2} \left\{ \mathcal{Q} \left( \sqrt{\mathcal{M}}h, \mathcal{M} \right) + \mathcal{Q} \left( \mathcal{M}, \sqrt{\mathcal{M}}h \right) \right\}.\]
We also define a nonlinear operator by
\begin{equation}
(3.68) \quad \Gamma(h, f) \overset{\text{def}}{=} \mathcal{M}^{-1/2} \mathcal{Q} \left( \sqrt{\mathcal{M}}h, \sqrt{\mathcal{M}}f \right).
\end{equation}
We recall the notation from Section 1.4.

We further define the weighed \(L^2(\mathbb{R}^3_\varepsilon \times \mathbb{R}^3_\varepsilon)\) “dissipation” norm by
\[\|h\|_{\rho}^2 \overset{\text{def}}{=} \int_{\mathbb{R}^3_\varepsilon} \int_{\mathbb{R}^3_\varepsilon} d\bar{x} d\bar{P} \nu(h) |h(\bar{x}, \bar{P})|^2.\]
Above the “collision frequency”, \(\nu(\bar{P}) \overset{\text{def}}{=} \nu(J(\bar{P}))\), is given by (1.15). Recall the weight function (1.6). We will sometimes write \(w \overset{\text{def}}{=} w(J) \overset{\text{def}}{=} w_1(\bar{P})\). Furthermore,
\begin{equation}
(3.69) \quad h^\varepsilon \overset{\text{def}}{=} F_{R^\varepsilon}(t, \bar{x}, \bar{P})/\sqrt{J(\bar{P})}.
\end{equation}
It will then be sufficient to estimate \(\|f^\varepsilon\|_2(t)\) and \(\|h^\varepsilon\|_{\infty, t}(t)\) to conclude Theorem 2.

We prove the needed estimates in Lemma 3.10 and Lemma 3.11 just below.

Let \(\bar{P}\) denote the orthogonal \(L^2(\mathbb{R}^3)\) projection with respect to the null space of the linear operator \(\mathcal{L}\), which is
\[\left\{ \sqrt{\mathcal{M}}, \bar{P} \sqrt{\mathcal{M}}, \bar{P}^2 \sqrt{\mathcal{M}}, \bar{P}^3 \sqrt{\mathcal{M}}, \bar{P}^4 \sqrt{\mathcal{M}} \right\}.
\]
We know from e.g. [18, 20, 45] that there exists a number \(\delta_0 > 0\) such that
\begin{equation}
(3.70) \quad \langle \mathcal{L}h, h \rangle_\rho \geq \delta_0 \|\{I - \mathcal{P}\}h\|^2_\rho.
\end{equation}
We will furthermore use the following \(L^2 - L^\infty\) estimates.

**Lemma 3.10.** \((L^2\text{ Estimate})\): We consider a smooth solution (see Remark 1.8) \((u(t, \bar{x}), \theta(t, \bar{x}), w(t, \bar{x}))\) to the relativistic Euler equations (1.22) generated by Theorem 1. Let \(\mathcal{M}(n, \theta, u; \bar{P})\), \(f^\varepsilon\), \(h^\varepsilon\) be defined in (1.17), (3.67), and (3.69) respectively, and let \(\delta_0 > 0\) be as in the coercivity estimate (3.70). Then there exist constants \(\varepsilon_0 > 0\) and \(C = C(\mathcal{M}, F_0, F_1, \ldots, F_6) > 0\), such that for all \(\varepsilon \in (0, \varepsilon_0)\) we have
\[
\frac{d}{dt} \|f^\varepsilon\|_2^2(t) + \frac{\delta_0}{2\varepsilon} \|\{I - \mathcal{P}\}f^\varepsilon\|_\rho^2(t) \leq C \left\{ \sqrt{\varepsilon} \|e^{3/2\varepsilon}h^\varepsilon\|_{\infty, t}(t) + 1 \right\} \left\{ \|f^\varepsilon\|_2^2 + \|f^\varepsilon\|_2 \right\}.
\]
Above and below the constant \(C(\mathcal{M}, F_0, F_1, \ldots, F_6)\) depends upon the \(L^2\) norms and the \(L^\infty\) norms of the terms \(\mathcal{M}\), \(F_0, F_1, \ldots, F_6\) as well as their first derivatives.

**Lemma 3.11.** \((L^\infty\text{ Estimate})\): Under the assumptions of Lemma 3.10, there exists \(\varepsilon_0 > 0\) and a positive constant \(C = C(\mathcal{M}, F_0, F_1, \ldots, F_6) > 0\), such that for all \(\varepsilon \in (0, \varepsilon_0)\) and for any \(\ell \geq 9\) we have
\[
\sup_{0 \leq s \leq T} \|e^{3/2\varepsilon}h^\varepsilon\|_{\infty, t}(s) \leq C \left\{ \|e^{3/2\varepsilon}h_0\|_{\infty, t} + \sup_{0 \leq s \leq T} \|f^\varepsilon\|_2(s) + \varepsilon^{7/2} \right\}.
\]
As we will soon explain, these two lemmas together imply Theorem 2. These estimates are motivated by the $L^2 - L^\infty$ framework from [30]. Similar lemmas have also been used to study the non-relativistic Hilbert expansion in [31]. Indeed, the short proof of Theorem 2 is essentially extracted from [31], modulo these lemmas.

The main strategy is as follows. We first control the remainder equation (3.64) as in Lemma 3.10 using the $L^2$ energy estimates from [45] such as Lemma 3.12 below. To finish the proof of Theorem 2, we also need $L^\infty$ estimates such as those in Lemma 3.11. These can be proven using Duhamel’s principle (3.74) and further estimates from [45] such as Lemmas 3.13, 3.14, and 3.15 below. In this framework, the key idea is to control the solution in $L^\infty$ by the $L^2$ norm of the solution and the $L^\infty$ norm of the initial data.

**Proof of Theorem 2.** We will use the main estimates in Lemma 3.10 and Lemma 3.11. After applying the standard Gronwall inequality to the differential inequality in Lemma 3.10, we obtain

$$\| f^\varepsilon \|_2^2(t) + 1 \leq C \left( \| f^\varepsilon \|_2^2(0) + 1 \right) e^{C a(T,\varepsilon)},$$

where

$$a(T,\varepsilon) \overset{\text{def}}{=} \sqrt{\varepsilon} \sup_{0 \leq t \leq T} \| \varepsilon^{3/2} h^\varepsilon \|_{\infty,\ell}(t) + 1.$$  

By Lemma 3.11 $a(T,\varepsilon) \lesssim b(T,\varepsilon)$ with

$$b(T,\varepsilon) \overset{\text{def}}{=} \sqrt{\varepsilon} \left( \| \varepsilon^{3/2} h_0 \|_{\infty,\ell} + \sup_{0 \leq s \leq T} \| f^\varepsilon(s) \|_2 + \varepsilon^{7/2} \right) + 1.$$  

We have shown $\| f^\varepsilon \|_2(t) \leq C \left( \| f_0 \|_2 + 1 \right) e^{C b(T,\varepsilon)}.$ Notice that

$$e^x \leq C(1 + x), \quad \text{if} \quad 0 \leq x \leq 1.$$  

Therefore, for $\varepsilon$ sufficiently small, on some short time interval, we have

$$\| f^\varepsilon \|_2(t) \leq C \left( \| f_0 \|_2 + 1 \right) \left\{ 1 + \sqrt{\varepsilon} \left( \| \varepsilon^{3/2} h_0 \|_{\infty,\ell} + \sup_{0 \leq s \leq T} \| f^\varepsilon(s) \|_2 \right) \right\}.$$  

Hence, there exists $\varepsilon_0 > 0$ such that for $0 \leq \varepsilon \leq \varepsilon_0$ we may conclude

$$\sup_{0 \leq s \leq T} \| f^\varepsilon(s) \|_2 \leq C_T \left( 1 + \| f_0 \|_2 + \| \varepsilon^{3/2} h_0 \|_{\infty,\ell} \right).$$  

This procedure works for some short time interval, and then the inequality above follows in general by a continuity argument. This last estimate and Lemma 3.11 together imply the main estimate in Theorem 2. \qed

For the remainder of this paper, we will discuss the proofs of the Lemmas 3.10 and 3.11. To this end, we will use the following nonlinear estimate.

**Lemma 3.12.** For any $\ell \geq 9$, we have the following estimate for the collision operator (3.68):

$$\langle \Gamma(h_1, h_2, h_3) \rangle_P \leq C \| h_3 \|_{\infty,\ell} \| h_2 \|_2 \| h_1 \|_2.$$

Furthermore, if $\chi$ is any rapidly decaying function, then we have

$$\langle \Gamma(h_1, \chi, h_3) \rangle_P + \langle \Gamma(\chi, h_1, h_3) \rangle_P \leq C \| h_3 \|_\nu \| h_1 \|_\nu.$$
In the proof of this lemma below, we only require that \(\chi\) satisfies the rapid decay condition \(|\chi(\bar{P})| \leq C(P^0)^{-m}\), with \(m > 3\). On the other hand, in our applications below, we will consider smooth functions \(\chi\) with exponential decay, which is a property possessed by the relativistic Maxwellians defined in (1.17).

**Proof of Lemma 3.12** We notice from (3.68) and (1.39) that

\[
|\Gamma(h_1, h_2)| \lesssim \int_{\mathbb{R}^3} d\bar{Q} \int_{S^2} d\omega \, v_\alpha \sigma(\varrho, \vartheta) \, e^{-\alpha Q^0} |h_1(\bar{P})h_2(\bar{Q})| + \int_{\mathbb{R}^3} d\bar{Q} \int_{S^2} d\omega \, v_\alpha \sigma(\varrho, \vartheta) \, e^{-\alpha Q^0} |h_1(\bar{P})h_2(\bar{Q})| \overset{\text{def}}{=} I + II.
\]

We estimate first the piece without post-collisional velocities, denoted \(II\) above:

\[
|\langle II, h_3 \rangle_p| \lesssim \int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\bar{Q} \int_{S^2} d\omega \, v_\alpha \sigma(\varrho, \vartheta) \, e^{-\alpha Q^0} |h_1(\bar{P})h_2(\bar{Q})h_3(\bar{P})| \lesssim \|h_3\|_{\infty, \ell} \int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\bar{Q} \int_{S^2} d\omega \, v_\alpha \sigma(\varrho, \vartheta) \, \frac{|h_3|}{(Q^0)^{\ell}(P^0)^{\ell}}.
\]

Above, we made use of the trivial estimate \(e^{-\alpha Q^0} \lesssim (Q^0)^{-\ell}\). Applying the Cauchy-Schwarz inequality, we conclude that

\[
|\langle II, h_3 \rangle_p| \lesssim \|h_3\|_{\infty, \ell} \prod_{i=1,2} \left( \int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\bar{Q} \int_{S^2} d\omega \, v_\alpha \sigma(\varrho, \vartheta) \, \frac{|h_i(\bar{P})|^2}{(Q^0)^{\ell}(P^0)^{\ell}} \right)^{1/2}.
\]

We use the \((\bar{P}, \bar{Q})\) symmetry to interchange the values of \(\bar{P}\) and \(\bar{Q}\) in the integral involving \(h_2\) above. Since \(\ell \geq 9\), we observe from our hypothesis above (1.15) that

\[
(P^0)^{-\ell} \int_{\mathbb{R}^3} d\bar{Q} \int_{S^2} d\omega \, \frac{v_\alpha \sigma(\varrho, \vartheta)}{(Q^0)^{\ell}} \lesssim 1.
\]

Estimates of this type are proven for instance in [45, Lemma 3.1]. From here, the first estimate in Lemma 3.12 follows for term \(II\). Similarly, for term \(I\) we have

\[
|\langle I, h_3 \rangle_p| \lesssim \int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\bar{Q} \int_{S^2} d\omega \, v_\alpha \sigma(\varrho, \vartheta) \, e^{-\alpha Q^0} |h_1(\bar{P})h_2(\bar{Q})h_3(\bar{P})| \lesssim \|h_3\|_{\infty, \ell} \prod_{i=1,2} \left( \int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\bar{Q} \int_{S^2} d\omega \, v_\alpha \sigma(\varrho, \vartheta) \, \frac{|h_i(\bar{P})|^2}{(Q^0)^{\ell}(P^0)^{\ell}} \right)^{1/2}.
\]

Above, we used the \((\bar{P}', \bar{Q}')\) symmetry to interchange the values of \(\bar{P}'\) and \(\bar{Q}'\) in the integral involving \(h_2(\bar{P}')\) above. By the pre-post collisional change of variables, which is \(dPdQ = \frac{\sigma_P\sigma_Q}{\sigma_P+\sigma_Q} dP'dQ'\), we have

\[
\int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\bar{Q} \int_{S^2} d\omega \, v_\alpha \sigma(\varrho, \vartheta) \, \frac{|h_3(\bar{P})|^2}{(Q^0)^{\ell}(P^0)^{\ell}} = \int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\tilde{Q} \int_{S^2} d\omega \, v_\alpha \sigma(\varrho, \vartheta) \, \frac{|h_3(\bar{P})|^2}{(Q^0)^{\ell}(P^0)^{\ell}}.
\]

Above, we used the fact that the kernel of the integral is invariant with respect to the relativistic pre-post collisional change of variables from [19].
Now it can be seen that $P^0 \lesssim Q^0 P^0$ and $Q^0 \lesssim Q^0 P^0$. This is the content of [20] Lemma 2.2. From here, since $\ell \geq 9$ we observe that there exists a small $\delta > 0$ such that

$$\int_{\mathbb{R}^3} d\bar{Q} \int_{\mathbb{S}^2} d\omega \frac{v_0 \sigma(\varrho, \vartheta)}{(Q^0)^{\ell/2}} \leq C (P^0)^{-\ell/2 + \delta} \int_{\mathbb{R}^3} d\bar{Q} \int_{\mathbb{S}^2} d\omega \frac{v_0 \sigma(\varrho, \vartheta)}{(Q^0)^{\ell/2 + \delta}} \lesssim 1.$$ 

This establishes (3.71).

To prove (3.72), we choose a cut-off function $\chi$ satisfying $\chi(\bar{P}) \lesssim (P^0)^{-m}$ for any $m > 3$. We will estimate the $I$ and $II$ terms from the top of this proof with $h_2 = \chi$ in the first case. In particular, as before, we have that

$$\langle \{II, h_3\} \bar{P} \rangle \leq C \int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\bar{Q} \int_{\mathbb{S}^2} d\omega \ v_0 \sigma(\varrho, \vartheta) e^{-\alpha Q^0} |h_1(\bar{P}) h_3(\bar{P})| \lesssim \|h_3\|_\nu \|h_1\|_{\nu}.$$ 

We also have

$$\langle \{I, h_3\} \bar{P} \rangle \leq C \int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\bar{Q} \int_{\mathbb{S}^2} d\omega \ v_0 \sigma(\varrho, \vartheta) e^{-\alpha Q^0} (Q^0)^{-m} |h_1(\bar{P}) h_3(\bar{P})| \leq C \prod_{j \in 1, 3} \left( \int_{\mathbb{R}^3} d\bar{P} \int_{\mathbb{R}^3} d\bar{Q} \int_{\mathbb{S}^2} d\omega \ v_0 \sigma(\varrho, \vartheta) (Q^0)^{-m} (Q^0)^{-m} |h_j(\bar{P})|^2 \right)^{1/2},$$

where we have used similar reasoning as we did for the previous terms. After the post-pre change of variables, as before, we conclude that $\|\{I, h_3\} \bar{P}\| \leq C \|h_3\|_{\nu} \|h_1\|_{\nu}$ as desired. We have thus shown that $\|\Gamma(h_1, h_3) \bar{P}\| \lesssim \|h_3\|_{\nu} \|h_1\|_{\nu}$. The last estimate involving the term $\Gamma(h_1, h_1)$ follows in exactly the same way.

With this lemma, we are ready for the

**Proof of Lemma 3.10** Since $F_{R, \nu}$ satisfies [3.64], the function $f^\varepsilon$ from [3.67] satisfies the equation

$$\partial_t f^\varepsilon + \bar{P} \cdot \partial_x f^\varepsilon + \frac{1}{\varepsilon} \mathcal{L}(f^\varepsilon) = \left( \frac{\{\partial_t + \bar{P} \cdot \partial_x\} \sqrt{M}}{\sqrt{M}} \right) f^\varepsilon + \varepsilon^2 \Gamma(f^\varepsilon, f^\varepsilon)$$

$$+ \sum_{i=1}^6 \varepsilon^{i-1} \left\{ \Gamma \left( F_i/\sqrt{M}, f^\varepsilon \right) + \Gamma \left( f^\varepsilon, F_i/\sqrt{M} \right) \right\} + \varepsilon^2 \bar{A},$$

where

$$\bar{A} = -\varepsilon M^{-1/2} \{\partial_t + \bar{P} \cdot \partial_x\} F_6 + \sum_{1 \leq i, j \leq 6 \atop |i+j| > 6} \varepsilon^{i+j-6} \Gamma \left( F_i/\sqrt{M}, F_j/\sqrt{M} \right).$$

We now take the $L^2$ inner product (in $\mathbb{R}_x^3 \times \mathbb{R}_t^3$) of this equation with $f^\varepsilon$. It follows from (3.70) that

$$\left\langle \partial_t f^\varepsilon + \bar{P} \cdot \partial_x f^\varepsilon + \frac{1}{\varepsilon} \mathcal{L}(f^\varepsilon), f^\varepsilon \right\rangle_{x, \bar{P}} \geq \frac{1}{2} \frac{d}{dt} \|f^\varepsilon\|^2_{L^2} + \frac{\delta_0}{\varepsilon} \|\{I - \bar{P}\} f^\varepsilon\|^2_{L^2}.$$
In the remainder of the proof we will give upper bounds for the other terms. We point out that \(M^{-1/2} \{ \partial_t + \hat{P} \cdot \partial_x \} \sqrt{M} \) is a first order polynomial in \(p \). Furthermore,

\[
\left| \left\{ \partial_t + \hat{P} \cdot \partial_x \right\} \sqrt{M} \right| \leq w_1(\hat{P}) C(n, u, \theta).
\]

Here \( C = C(n, u, \theta) \) depends upon the the \( L^\infty \) norm of the first derivatives of the fluid variables. Choose \( \hat{a} \overset{\text{def}}{=} 2/(4 - b) \), where \( b \) is any number subject to the constraints described just above \((1.15)\). With that, for any \( \kappa > 0 \), we obtain

\[
\left\langle \left( \frac{\{ \partial_t + \hat{P} \cdot \partial_x \} \sqrt{M}}{\sqrt{M}} \right) f^\epsilon, f^\epsilon \right\rangle = \int \frac{d\hat{x}}{\hat{w}_1(\hat{P}) \geq \frac{\kappa}{\epsilon^a}} \frac{\hat{w}(\hat{P})}{\hat{P}} d\hat{P} + \int \frac{d\hat{x}}{\hat{w}_1(\hat{P}) \leq \frac{\kappa}{\epsilon^a}} \frac{\hat{w}(\hat{P})}{\hat{P}} d\hat{P} \leq C_2(n, u, \theta) \|w_1 f^\epsilon\|_{L^\infty(\hat{w}(\hat{P}) \geq \frac{\kappa}{\epsilon^a})} \|f^\epsilon\|_{L^2} + C_\infty(n, u, \theta) \|\sqrt{\hat{w}_1} f^\epsilon\|_{L^2(\hat{w}(\hat{P}) \leq \frac{\kappa}{\epsilon^a})}.
\]

Above, \( C_2(n, u, \theta) \) denotes a constant which depends upon \( L^2 \) norms of the first derivatives of the fluid variables and the \( L^\infty \) norms of the fluid variables alone. This estimate follows from the Cauchy-Schwarz inequality. The constant \( C_\infty(n, u, \theta) \) also depends only on the \( L^\infty \) norms of the fluid variables and their first-order derivatives. Furthermore, from \((1.39), (3.69)\) and \((3.67)\), we observe that

\[
|w_1(\hat{P})| \|f^\epsilon(\hat{P})\| \leq w_{1-}(\hat{P}) |w_{1-}(\hat{P}) h^\epsilon| \leq \frac{\kappa^2}{\epsilon^{2/\hat{a}}} \|w(\hat{P}) h^\epsilon\|, \quad \text{if} \quad w_1(\hat{P}) \geq \frac{\kappa}{\epsilon^a}.
\]

The above estimate utilizes \( \ell - 1 \geq 8 \geq (4 - b) = 2/\hat{a} \) and \( J < CM \) in \((1.39)\). Additionally, since \( \frac{1}{\hat{a}} = 2 - \frac{b}{2} \), we have the following weight estimates:

\[
w = w^{1/\hat{a}} w^{b/2 - 1} \leq \frac{\kappa^{1/\hat{a}}}{\epsilon} w^{b/2 - 1} \leq \frac{\kappa^{1/\hat{a}}}{\epsilon} (P^0)^{b/2}, \quad \text{if} \quad w(\hat{P}) \leq \frac{\kappa}{\epsilon^a}.
\]

With these two computations, we estimate

\[
\left\langle \left( \frac{\{ \partial_t + \hat{P} \cdot \partial_x \} \sqrt{M}}{\sqrt{M}} \right) f^\epsilon, f^\epsilon \right\rangle \leq \frac{\kappa^2}{\epsilon^{2/\hat{a}}} \|h^\epsilon\|_{\infty, \ell} \|f^\epsilon\|_2 + C_\infty(n, u, \theta) \|\sqrt{w} f^\epsilon\|_{L^2(\hat{w}(\hat{P}) \leq \frac{\kappa}{\epsilon^a})}^2
\]

\[
\leq C_\kappa \|h^\epsilon\|_{\infty, \ell} \|f^\epsilon\|_2 + C \|\sqrt{w} P f^\epsilon\|_{L^2(\hat{w}(\hat{P}) \leq \frac{\kappa}{\epsilon^a})}^2 + C \|\sqrt{w} \{1 - P\} f^\epsilon\|_{L^2(\hat{w}(\hat{P}) \leq \frac{\kappa}{\epsilon^a})}^2
\]

\[
\leq C_\kappa \|h^\epsilon\|_{\infty, \ell} \|f^\epsilon\|_2 + C \|f_{\ell}^\epsilon\|_2^2 + C \frac{\kappa^{1/\hat{a}}}{\epsilon} \|\{1 - P\} f^\epsilon\|_2^2.
\]

Choosing \( \kappa \) to be sufficiently small, these are the estimates that we will use for the term involving derivatives of the local Maxwellian \( M \).

We use Lemma \((3.12)\) and \((3.69)\) to obtain for \( \ell \geq 9 \) that

\[
\left\langle \left( \frac{\{ \partial_t + \hat{P} \cdot \partial_x \} \sqrt{M}}{\sqrt{M}} \right) f^\epsilon, f^\epsilon \right\rangle \leq \sqrt{\epsilon} \|h^\epsilon\|_{\infty, \ell} \|f^\epsilon\|_2^2.
\]
Above we have also used (1.39) with \( J \leq C M \). We utilize the second estimate in Lemma 3.12 and Proposition 3.9 to achieve

\[
\left| \sum_{i=1}^{6} \epsilon^{i-1} \left\{ \left\langle \Gamma \left( F_i / \sqrt{M}, f^\varepsilon \right), f^\varepsilon \right\rangle_{\hat{x}, \hat{p}} + \left\langle \Gamma \left( f^\varepsilon, F_i / \sqrt{M} \right), f^\varepsilon \right\rangle_{\hat{x}, \hat{p}} \right\} \right| \\
\lesssim \sum_{i=1}^{6} \epsilon^{i-1} \| f^\varepsilon \|^2 \\
\lesssim \| Pf^\varepsilon \|^2 + \| (I - P) f^\varepsilon \|^2 \\
\lesssim \| f^\varepsilon \|^2_{L^2} + \frac{\epsilon}{\varepsilon} \| (I - P) f^\varepsilon \|^2_{L^2}.
\]

We have used Proposition 3.9, (1.16), and (1.39) to conclude that \( F_i / \sqrt{M} \) is a rapidly decaying function as in the statement of Lemma 3.12. Similar to the above estimates, we have \( \langle \varepsilon^2 \hat{A}, f^\varepsilon \rangle_{\hat{p}} \lesssim \varepsilon^2 \| f^\varepsilon \|^2_{L^2} \lesssim \| f^\varepsilon \|^2_{L^2} \). Note that \( \hat{\varepsilon} = 1 \) was added above so that we can obtain the estimate in Lemma 3.10 by absorbing this term into the l.h.s. of the inequality for \( \varepsilon > 0 \) sufficiently small. In particular, we conclude our estimate by choosing \( \kappa \) small and then supposing that \( \varepsilon \leq \frac{\delta_0}{2\varepsilon} \). \( \square \)

We are now ready to consider the \( L^\infty \) estimate for \( h^\varepsilon \) in Lemma 3.11. We first expand

\[-J^{-1/2} \{ Q(\mathcal{M}, \sqrt{J} h) + Q(\sqrt{J} h, \mathcal{M}) \} = \nu(\mathcal{M}) h - K(h),\]

where \( K = K_2 - K_1 \). This will be an important term in the equation for the remainder (3.64) once we plug in the ansatz (3.69). This is observed in the proof of Lemma 3.11. The operators \( K_1(h) \) and \( K_2(h) \) are defined as

\[
K_1(h) \overset{\text{def}}{=} J^{-1/2} Q^- (\mathcal{M}, \sqrt{J} h),
\]

\[
K_2(h) \overset{\text{def}}{=} J^{-1/2} \{ Q^+ (\mathcal{M}, \sqrt{J} h) + Q^+ (\sqrt{J} h, \mathcal{M}) \},
\]

while

\[
\nu(\mathcal{M}) \overset{\text{def}}{=} J^{-1/2} Q^- (\sqrt{J}, \mathcal{M}) = Q^- (1, \mathcal{M}).
\]

Above, the operators \( Q^\pm \) are the usual gain and loss parts of \( Q \) from (3.4). More specifically, the operators \( K_i \) can be expressed as

\[
K_1(h) \overset{\text{def}}{=} \int_{\mathbb{R}^3 \times \mathbb{S}^2} d\omega d\tilde{Q} \ v_\alpha \sigma(\varrho, \vartheta) \ \left\{ \sqrt{J(\tilde{Q})} \frac{\mathcal{M}(\tilde{P})}{\sqrt{J(\tilde{P})}} h(\tilde{Q}) \right\},
\]

\[
K_2(h) \overset{\text{def}}{=} \int_{\mathbb{R}^3 \times \mathbb{S}^2} d\omega d\tilde{Q} \ v_\alpha \sigma(\varrho, \vartheta) \ \left\{ \mathcal{M}(\tilde{Q}) \sqrt{J(\tilde{P})} h(\tilde{P}) \right\}
\]

\[
+ \int_{\mathbb{R}^3 \times \mathbb{S}^2} d\omega d\tilde{Q} \ v_\alpha \sigma(\varrho, \vartheta) \ \left\{ \mathcal{M}(\tilde{P}) \sqrt{J(\tilde{Q})} h(\tilde{Q}) \right\}.
\]

Given any small number \( \eta > 0 \), we choose a smooth cut-off function \( \chi = \chi(\varrho) \) satisfying

\[
\chi(\varrho) = \left\{ \begin{array}{ll}
1 & \text{if } \varrho \geq 2\eta, \\
0 & \text{if } \varrho \leq \eta.
\end{array} \right.
\]
This Lorentz invariant cut-off function was previously used in [45]. We now define

\[ K_{2}^{1-\chi}(h) \overset{\text{def}}{=} \int_{\mathbb{R}^{3} \times S^{2}} d\omega d\tilde{Q} \left( 1 - \chi(\varrho) \right) \nu_{0} \sigma(\varrho, \vartheta) \mathcal{M}(\tilde{Q}') \frac{\sqrt{J(\tilde{P})}}{\sqrt{J(P)}} h(\tilde{P}') \]

(3.73)

We also define \( K_{1}^{1-\chi}(h) \) in the same way. We will use the splitting \( K = K_{1}^{1-\chi} + K_{2}^{\chi} \).

We will use the Hilbert-Schmidt form for \( K^{\chi} \), it is given by

\[ K^{\chi}(h) = \int_{\mathbb{R}^{3}} d\tilde{Q} \; k^{\chi}(\tilde{P}, \tilde{Q}) \; h(\tilde{Q}). \quad (i = 1, 2). \]

This form is computed explicitly in [45, Appendix]; see also [12]. Since the closed form expression for the kernel \( k^{\chi}(\tilde{P}, \tilde{Q}) \) can be quite complicated, we simply state the following useful estimate:

Lemma 3.13. [45, Lemma 3.2]. There exists a constant \( \zeta > 0 \) such that the kernel enjoys the estimate

\[ |k^{\chi}(\tilde{P}, \tilde{Q})| \lesssim (P^{0}Q^{0})^{-\zeta} \left( C_{1} + (P^{0} + Q^{0})^{-(\beta_{-})/2} \right) e^{-c|\tilde{P} - \tilde{Q}|}, \]

where \( (\beta_{-}) = \max\{-\beta, 0\} \), \( \beta \) is the parameter, and \( C_{1} \) is the constant from above (1.15).

Note that in the notation of this paper we use \( P^{0} \) to denote the quantity which is called \( p_{0} \) in [45]. The estimate above is proved in [45, Lemma 3.4] for the case of soft potentials, i.e. \( (\beta_{-}) = b, a = 0 \), and \( C_{1} = 0 \) in (1.15). However the generalization to the case above is immediate and follows directly from the proof. In the case above, we have the exact estimate \( \xi = \min\{1 - (a + (\gamma)_{-})/2, \min\{2 - |\gamma|, 4 - b, 2\}/4\} \).

We will now quote the estimate of the operator \( K_{1}^{1-\chi} \) as follows:

Lemma 3.14. [45, Lemma 4.6]. Fix \( \ell \geq 0 \). Then given any small \( \eta > 0 \), we have

\[ |w_{\ell}(\tilde{P})K_{1}^{1-\chi}(h(\tilde{P}))| \leq \eta e^{-\gamma P^{0}} \|h\|_{\infty}. \]

Above the constant \( \gamma > 0 \) is independent of \( \eta \).

We will also use the following nonlinear estimate:

Lemma 3.15. [45, Lemma 5.2]. For any \( \ell \geq 0 \), we have the following \( L^{\infty} \) estimate for the nonlinear Boltzmann collision operator:

\[ |w_{\ell}(\tilde{P})J^{-1/2}(\tilde{P})Q \left( h_{1} \sqrt{J}, h_{2} \sqrt{J} \right) (\tilde{P})| \lesssim \nu(\tilde{P}) \|h_{1}\|_{\infty, \ell} \|h_{2}\|_{\infty, \ell}. \]

We are now ready to prove Lemma 3.11

Proof of Lemma 3.11 From (3.64) and (3.69), we obtain

\[ \partial_{t} h^{\epsilon} + \tilde{P} \cdot \partial_{x} h^{\epsilon} + \frac{\nu(\mathcal{M})}{\epsilon} h^{\epsilon} - \frac{1}{\epsilon} K_{1}(h^{\epsilon}) \overset{\epsilon^{2}}{=} \frac{\epsilon^{2}}{\sqrt{J}} Q \left( h^{\epsilon} \sqrt{J}, h^{\epsilon} \sqrt{J} \right) \]

\[ + \sum_{i=1}^{6} \epsilon^{i-1} \frac{1}{\sqrt{J}} \left\{ Q \left( F_{i}, h^{\epsilon} \sqrt{J} \right) + Q \left( h^{\epsilon} \sqrt{J}, F_{i} \right) \right\} + \epsilon^{2} \hat{A}, \]
with
\[ \tilde{A} \stackrel{\text{def}}{=} \frac{-\varepsilon}{\sqrt{J}} \{ \partial_t + \hat{P} \cdot \partial_x \} F_6 + \sum_{i+j>6, i \leq j \leq 6} \varepsilon^{i+j-6} \frac{1}{\sqrt{J}} Q(F_i, F_j). \]

We will prove Lemma 3.11 by iterating twice the representation of solutions to this equation in terms of the Duhamel formula.

For purposes of the proof, we define \( y_1 \stackrel{\text{def}}{=} \bar{x} - \hat{P}(t-s) \). Let \( K = K^{1-\chi} + K^\chi \) be the splitting from (3.73), and define
\[ \tilde{\nu}(t,s) \stackrel{\text{def}}{=} \int_s^t d\tau \nu(\mathcal{M})(\tau \bar{x}). \]

Furthermore, using (1.39) we have \( \nu(J)(\hat{P}) \approx \nu(\mathcal{M})(\hat{P}) \). From this and (1.15), we have that
\[ \| \tilde{\nu}(t,s) \| \leq \| \nu(J)(\hat{P})(t-s) \| \approx (P^0)^{3/2} (t-s). \]

Here and below \( A \approx B \) indicates that \( \exists C \geq 1 \) such that \( \frac{1}{C} A \leq B \leq C A \).

Now by the Duhamel formula we have
\[
(3.74) \quad \tilde{h}^\varepsilon(t, \bar{x}, \hat{P}) = \exp \left( -\frac{\tilde{\nu}(t,0)}{\varepsilon} \right) \tilde{h}^\varepsilon_0(\bar{x} - \hat{P}t, \hat{P}) \\
+ \frac{1}{\varepsilon} \int_0^t ds \exp \left( -\frac{\tilde{\nu}(t,s)}{\varepsilon} \right) K^{1-\chi}(h^\varepsilon)(s, y_1, \hat{P}) \\
+ \frac{1}{\varepsilon} \int_0^t ds \exp \left( -\frac{\tilde{\nu}(t,s)}{\varepsilon} \right) K^\chi(h^\varepsilon)(s, y_1, \hat{P}) \\
+ \int_0^t ds \exp \left( -\frac{\tilde{\nu}(t,s)}{\varepsilon} \right) \sum_{i=1}^6 \varepsilon^{i-1} \left\{ Q(F_i, h^\varepsilon \sqrt{J}) + Q(h^\varepsilon \sqrt{J}, F_i) \right\} (s, y_1, \hat{P}) \\
+ \int_0^t ds \exp \left( -\frac{\tilde{\nu}(t,s)}{\varepsilon} \right) \varepsilon^2 \tilde{A}(s, y_1, \hat{P}).
\]

We will now simply write \( \tilde{\nu}(t,s) \) as \( \nu(t-s) \). We will use the following basic estimate several times below
\[ \int_0^t ds \exp \left( -\frac{\nu(t-s)}{\varepsilon} \right) \nu \lesssim \varepsilon. \]

We will now estimate each of the terms in (3.74).

Given \( \eta > 0 \), we recall the splitting \( K = K^{1-\chi} + K^\chi \) as in (3.73). From Lemma 3.14, for any \( \eta > 0 \), the \( K^{1-\chi} \) term in (3.74) multiplied by \( w_\varepsilon \) is bounded as
\[
\left| \frac{w_\varepsilon}{\varepsilon} \int_0^t ds \exp \left( -\frac{\tilde{\nu}(t,s)}{\varepsilon} \right) K^{1-\chi}(h^\varepsilon)(s, y_1, \hat{P}) \right| \\
\lesssim \frac{\eta}{2} \sup_{0 \leq t \leq T} \| h^\varepsilon(t) \| \| \tilde{h}^\varepsilon \| \int_0^t ds \exp \left( -\frac{\nu(t-s)}{\varepsilon} \right) \nu \lesssim \eta \varepsilon \sup_{0 \leq t \leq T} \| h^\varepsilon(t) \| \| \tilde{h}^\varepsilon \|. \]

Next, we use Lemma 3.15 to conclude that
\[
\left| \frac{w_\varepsilon}{\sqrt{J}} \left( h^\varepsilon \sqrt{J}, h^\varepsilon \sqrt{J} \right) \right| \lesssim \nu(\hat{P}) \| \tilde{h}^\varepsilon \|_\infty. 
\]
Then the fourth line in (3.74) is bounded by
\[ C \varepsilon^2 \int_0^t ds \exp \left( -\frac{\nu(t-s)}{\varepsilon} \right) \nu \left\| h^\varepsilon(s) \right\|_{2,\infty,\ell}^2 \lesssim \varepsilon^3 \sup_{0 \leq s \leq t} \left\| h^\varepsilon(s) \right\|_{2,\infty,\ell}^2. \]

For the following terms in (3.74), from Lemma 3.15 again, we have
\[
\left| \sum_{i=1}^{6} \frac{w_i}{\sqrt{J}} \left\{ Q \left( F_i, h^\varepsilon \sqrt{J} \right) + Q \left( h^\varepsilon \sqrt{J}, F_i \right) \right\} \right| 
\leq C \sum_{i=1}^{6} \varepsilon^{i-1} \nu(P) \left\| h^\varepsilon \right\|_{2,\infty,\ell} \left\| F_i/\sqrt{J} \right\|_{2,\infty,\ell} \leq C \nu(P) \left\| h^\varepsilon \right\|_{2,\infty,\ell}.
\]

We have used Proposition 3.9 and the upper bound in (1.39) to conclude that\[ (3.75) \]
\[
\int_0^t ds \exp \left( -\frac{\nu(t-s)}{\varepsilon} \right) \nu \left\| h^\varepsilon(s) \right\|_{2,\infty,\ell} \lesssim \varepsilon^3 \sup_{0 \leq t \leq T} \left\| h^\varepsilon(t) \right\|_{2,\infty,\ell}
\]

As above, the last line in (3.74) is clearly bounded by \( C \varepsilon^3 \).

We have now estimated all the terms in (3.74) save one, which we denote by \( I_\gamma \), and which is defined by
\[ I_\gamma \overset{\text{def}}{=} \frac{1}{\varepsilon} \int_0^t ds \exp \left( -\frac{\tilde{\nu}(t,s)}{\varepsilon} \right) K^\gamma(h^\varepsilon)(s,y_1,\bar{P}). \]

Collecting the above estimates, we have established
\[
\sup_{0 \leq t \leq T} \left\| \varepsilon^{3/2} h^\varepsilon(t) \right\|_{2,\infty,\ell} \leq C \varepsilon \sup_{0 \leq t \leq T} \left\| \varepsilon^{3/2} h^\varepsilon(t) \right\|_{2,\infty,\ell} + C \varepsilon^3 \sup_{0 \leq t \leq T} \left\| \varepsilon^{3/2} h^\varepsilon(t) \right\|_{2,\infty,\ell}^2 + C \varepsilon^3 h_0 \left\| h^\varepsilon \right\|_{2,\infty,\ell} + C \nu_0 \left( \frac{\varepsilon h_0}{\ell} \right) \varepsilon^{3/2} I_\gamma.
\]

To bound \( I_\gamma \), we will input \( h^\varepsilon \) in the form of (3.74) back into \( I_\gamma \) just below.

We recall that the kernel of \( K^\gamma(h) \) is \( k^\gamma(P,Q) \). With this notation, it follows that
\[ I_\gamma = \int_0^t ds \exp \left( -\frac{\tilde{\nu}(t,s)}{\varepsilon} \right) \frac{1}{\varepsilon} \int_{\mathbb{R}^3} dQ \ k^\gamma(\bar{P}, \bar{Q}) \ h^\varepsilon(s,y_1,\bar{Q}). \]

We plug (3.74) for \( h^\varepsilon \) into the above to obtain
\[ (3.77) \]
\[ I_\gamma = \int_0^t ds \exp \left( -\frac{\tilde{\nu}(t,s)}{\varepsilon} \right) \frac{1}{\varepsilon} \int_{\mathbb{R}^3} dQ \ k^\gamma(\bar{P}, \bar{Q}) \times \exp \left( -\frac{\tilde{\nu}'(\bar{Q})(s,0)}{\varepsilon} \right) h_0(\bar{x} - \bar{P}(t-s) - Qs, \bar{Q}) + I_{\gamma,\gamma} + H_\gamma. \]

We also introduce the notation \( y_2 \overset{\text{def}}{=} \bar{x} - \bar{P}(t-s) - \bar{Q}(s-s') \). Furthermore, we define
\[ I_{\gamma,\gamma} \overset{\text{def}}{=} \int_0^t ds \exp \left( -\frac{\tilde{\nu}(\bar{P}(t,s))}{\varepsilon} \right) \frac{1}{\varepsilon} \int_{\mathbb{R}^3} dQ \ k^\gamma(\bar{P}, \bar{Q}) \times \int_0^s ds' \exp \left( -\frac{\tilde{\nu}'(\bar{Q})(s,s')}{\varepsilon} \right) \frac{1}{\varepsilon} K^\gamma(h^\varepsilon)(s',y_2,\bar{Q}). \]
Additionally, the term $H_\gamma$ can be expressed as

\begin{equation}
(3.78) \quad H_\gamma = \int_0^t ds \, \exp \left( -\frac{\bar{\nu}(\bar{P}(t,s))}{\varepsilon} \right) \int_{\mathbb{R}^3} d\bar{Q} \, k^\gamma(\bar{P}, \bar{Q}) \\
\times \int_0^s ds' \, \exp \left( -\frac{\bar{\nu}'(\bar{Q})(s', s')}{\varepsilon} \right) \int_{\mathbb{R}^3} d\bar{Q} \, k^\gamma(\bar{P}, \bar{Q}) \int_0^s ds' \, \exp \left( -\frac{\bar{\nu}'(\bar{Q})(s, s')}{\varepsilon} \right) \\
+ \int_0^t ds \, \exp \left( -\frac{\bar{\nu}(\bar{P}(t,s))}{\varepsilon} \right) \int_{\mathbb{R}^3} d\bar{Q} \, k^\gamma(\bar{P}, \bar{Q}) \int_0^s ds' \, \exp \left( -\frac{\bar{\nu}'(\bar{Q})(s, s')}{\varepsilon} \right) \\
\times \int_0^s ds' \, \exp \left( -\frac{\bar{\nu}'(\bar{Q})(s, s')}{\varepsilon} \right) \int_{\mathbb{R}^3} d\bar{Q} \, k^\gamma(\bar{P}, \bar{Q}) \\
+ \frac{\varepsilon^2}{\sqrt{J}} Q \left( h^\varepsilon \sqrt{J}, h^\varepsilon \sqrt{J} \right) (s', y_2, \bar{Q}) \\
+ \frac{\varepsilon^2}{\sqrt{J}} Q \left( h^\varepsilon \sqrt{J}, h^\varepsilon \sqrt{J} \right) (s', y_2, \bar{Q}) \\
\times \sum_{i=1}^6 \varepsilon^{i-1} \frac{1}{\sqrt{J}} \left\{ Q \left( F_i, h^\varepsilon \sqrt{J} \right) + Q \left( h^\varepsilon \sqrt{J}, F_i \right) \right\} (s', y_2, \bar{Q}) \\
+ \int_0^t ds \, \exp \left( -\frac{\bar{\nu}(\bar{P}(t,s))}{\varepsilon} \right) \int_{\mathbb{R}^3} d\bar{Q} \, k^\gamma(\bar{P}, \bar{Q}) \\
\times \int_0^s ds' \, \exp \left( -\frac{\bar{\nu}'(\bar{Q})(s, s')}{\varepsilon} \right) \int_{\mathbb{R}^3} d\bar{Q} \, k^\gamma(\bar{P}, \bar{Q}) \\
\times \int_0^s ds' \, \exp \left( -\frac{\bar{\nu}'(\bar{Q})(s, s')}{\varepsilon} \right) \varepsilon^2 A(s', y_2, \bar{Q}.
\end{equation}

Above we are using the necessary additional notation

\[
\bar{\nu}'(\bar{Q})(s, s') \overset{\text{def}}{=} \int_{s'}^s d\tau \, \nu(\mathcal{M}(\bar{P}, \bar{Q})
\]

We have $\nu(J)(\bar{Q}) \approx \nu(\mathcal{M})(\bar{Q})$, which implies

\[
\bar{\nu}'(\bar{Q})(s, s') \approx \nu(J)(\bar{Q})(s - s'),
\]

which we will now simply write as $\nu(s - s')$ as we did in the previous case of $\bar{\nu}$.

Using similar arguments to (3.75) and (3.76), we can control all the terms in (3.77) and (3.78) except the second term in (3.77) by the following upper bound:

\[
C \left\{ \|h_0\|_{\infty, \ell} + \varepsilon^3 \sup_{0 \leq s \leq T} \|h^\varepsilon(s)\|_{\infty, \ell}^2 + \varepsilon \sup_{0 \leq s \leq T} \|h^\varepsilon(s)\|_{\infty, \ell} + C \varepsilon^3 \right\}
\]

We now concentrate on the second term in (3.77), $I_{\gamma, \gamma}$.

We claim that for any small $\eta' > 0$, the following estimate holds:

\[
|w_t I_{\gamma, \gamma}| \leq \eta' \sup_{0 \leq s \leq T} \|h^\varepsilon(s)\|_{\infty, \ell} + C \eta' \sup_{0 \leq s \leq T} \|f^\varepsilon(s)\|_2.
\]

This is proved in [45, Lemma 4.4]. We note that [45, Lemma 4.4] is explained in detail for the soft potentials and for general momentum weights parametrized by $k \geq 0$. Here we only use the $k = 0$ case from [45, Lemma 4.4]. Furthermore, this estimate can be easily extended to the full range of hard and soft-potentials. The proof for the hard potentials follows in exactly the same way as the estimate for the soft potentials, but several technical simplifications of the proof are possible in the hard potential case.
With this last estimate we will now finish the proof. We first collect all of our estimates as follows:

\[ \sup_{0 \leq s \leq T} \| \varepsilon^{3/2} h^\varepsilon(s) \|_{\infty, t} \leq C \{ \eta + \eta' \} \sup_{0 \leq s \leq T} \| \varepsilon^{3/2} h^\varepsilon(s) \|_{\infty, t} + \varepsilon^{7/2} C \]

\[ + C \eta \| \varepsilon^{3/2} h_0 \|_{\infty, t} + \varepsilon^{3/2} C \sup_{0 \leq s \leq T} \| \varepsilon^{3/2} h^\varepsilon(s) \|_{\infty, t}^2 + C \eta' \sup_{0 \leq s \leq T} \| f^\varepsilon(s) \|_2. \]

We now choose \( \eta \) and \( \eta' \) small in such a way that \( C \{ \eta + \eta' \} < \frac{1}{2} \). Then for sufficiently small \( \varepsilon > 0 \), we obtain

\[ \sup_{0 \leq s \leq T} \| \varepsilon^{3/2} h^\varepsilon(s) \|_{\infty, t} \leq C \left\{ \| \varepsilon^{3/2} h_0 \|_{\infty, t} + \sup_{0 \leq s \leq T} \| f^\varepsilon(s) \|_2 + \varepsilon^{7/2} \right\}, \]

and we conclude our proof.  \( \square \)
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