Analytical Analysis of Fractional-Order Multi-Dimensional Dispersive Partial Differential Equations
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Abstract: In this paper, a novel technique called the Elzaki decomposition method has been using to solve fractional-order multi-dimensional dispersive partial differential equations. Elzaki decomposition method results for both integer and fractional orders are achieved in series form, providing a higher convergence rate to the suggested technique. Illustrative problems are defined to confirm the validity of the current technique. It is also researched that the conclusions of the fractional-order are convergent to an integer-order result. Moreover, the proposed method results are compared with the exact solution of the problems, which has confirmed that approximate solutions are convergent to the exact solution of each problem as the terms of the series increase. The accuracy of the method is examined with the help of some examples. It is shown that the proposed method is found to be reliable, efficient and easy to use for various related problems of applied science.
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1. Introduction

At the end of the 17th century, the concept of fractional calculus was discussed. Systems with an arbitrary order have recently gotten a lot of attention and recognition as a generalization of the classical order system. The fractional calculus fundamental cornerstone was laid nearly 324 years ago, and it has proven deeply rooted mathematical principles since then. The scheme of integer and fractional-order differential equations can efficiently explain any real-world problem. In reality, such systems can be used in medicine, control theory, thermodynamics, biology, electronics, signal processing, and other fields [1,2]. The immediate and vital solutions connected to the results of fractional-order differential equations are shown in [3,4]. We can study changes in the neighborhood of a point using the integer-order derivative, but we can check changes in the entire interval using the fractional derivative. The models connecting to implementations of fractional calculus are presented in many branches of applied science such as continuum mechanics and fluid, chaos, electrodynamics, cosmology, optics, and many other units [5–7].

Fractional partial differential equations (FPDEs) are used in numerous applied physics fields, such as quantum mechanics, mathematical biology, fluid dynamics, chemical kinetics and linear optics, to model various physical phenomena. In 1895, the Korteweg–De Vries
KdV constructed a non-dimensionalized version of the equation known as the KdV equation. The scheme consisting of integer partial differential equations and fractional-order partial differential equations with the fractional Caputo derivative has a well-designed symmetry structure. This problem is utilized to analyze dispersive wave phenomena in different areas of applied science, like quantum mechanics and plasma physics. KdV's exact solution might not be available, so many analytical methods for its analytical result [8] have been discussed. There are two essential dispersive terms in KdV equations, respectively, third and fifth order. For the definition of plasma physics, the KdV equation of order five was used with [9]. Numerical results of the dispersive KdV equations of the third and fifth orders were investigated in [10].

The non-linear existence is important for the full analysis of any physical structure, demonstrating the value of the non-linear term present in any physical problem model. In this relation, the reductive disruption principle for non-linear KdV has been studied in [11]. The variational technique has been proposed in [12] for the exact KdV result with higher-order nonlinearity. The approximate result for the KdV–Burgers equation was successfully derived in [13] utilizing the compact form constrained interpolation profile technique. The computational results of KdV equations are described in [8] utilizing the homotopy perturbation transformation methodology. The KdV equations of fractional-order three and five have been used in [10] by utilizing two approximate techniques. The homotopy analysis transform method can be analyzed to have solved FDEs [14], a new analytical technique for solving a system of nonlinear fractional partial differential equations [15]. Fengs achieved non-linear coupled time-fractional modified KdV equations: first integral technique [16]. Fractional-order partial differential equations three have been used by different techniques, such as fractional-order variational iteration techniques [17], Riccati method [18], fractional differential transformation technique and modified fractional-order differential transformation technique [19], Spline technique [20] and Homotopy analysis transform technique [21].

G. Adomian is an American scientist who has developed the Adomian decomposition method. It focuses on searching for a set of solutions and on the decomposition of the non-linear operator into a sequence in which Adomian polynomials [22] are recurrently computed to use the terms. This method is improved with Elzaki transformation, such that the improved method is known as the Elzaki decomposition method (EDM). Elzaki Transform (ET) is a modern integral transform introduced by Tarig Elzaki in 2010. ET is a modified transform of Sumudu and Laplace transforms. It is important to note that there are many differential equations with variable coefficients that Sumudu and Laplace cannot accomplish transforms but can be conveniently done using ET [23–25]. Many mathematicians have been solving differential equations with the aid of ET, such as Navier–Stokes equations [26], heat-like equations [27], Fisher’s equation and hyperbolic equation [28].

In this article, the Elzaki decomposition technique are applied of investigate the result of fractional-order multi-dimensional dispersive partial differential equations. The fractional derivatives are define by the Caputo operator. The result of the given problems is show that the validity of the suggested method. The solutions of the suggested technique are analyzed and shown with the help of table and figures. Applying the current method, the results of time-fractional equations as well as integral-order equations, are investigated. The given method is very helpful in solving other fractional-order of PDEs.

The rest of this article is organized as follows. In Section 2, important definitions is presented. In Section 3 basic idea of Elzaki decomposition method are given. The approximate solutions and graphs for the achieved results are presented in Section 4. Finally, we give our conclusions in Section 5.
2. Preliminaries

Definition 1. The fractional Abel-Riemann operator $D^\theta$ of order $\theta$ is given as [23–25]

$$D^\theta v(\zeta) = \begin{cases} \frac{d^j}{d\zeta^j} v(\zeta), & \theta = j \\ \frac{1}{\Gamma(j-\theta)} \int_0^\zeta \frac{v(\zeta)}{(\zeta-\phi)^{j-\theta}} d\phi, & j - 1 < \theta < j \end{cases}$$

where $j \in \mathbb{Z}^+, \theta \in \mathbb{R}^+$ and

$$D^{-\theta} v(\zeta) = \frac{1}{\Gamma(\theta)} \int_0^\zeta (\zeta - \phi)^{\theta-1} v(\phi) d\phi, \ 0 < \theta \leq 1.$$

Definition 2. The fractional-order Abel-Riemann integration operator $J^\theta$ is defined as [23–25]

$$J^\theta v(\zeta) = \frac{1}{\Gamma(\theta)} \int_0^\zeta (\zeta - \phi)^{\theta-1} v(\phi) d\phi, \ \zeta > 0, \ \theta > 0.$$

The operator of basic properties:

$$J^\theta [f(\zeta)] = \frac{\Gamma(j+1)}{\Gamma(j+\theta+1)} f^{j+\theta}$$

$$D^\theta [f(\zeta)] = \frac{\Gamma(j+1)}{\Gamma(j-\theta+1)} f^{j-\theta}$$

Definition 3. The Caputo fractional operator $D^\theta$ of $\theta$ is defined as [23–25]

$$C D^\theta v(\zeta) = \begin{cases} \frac{1}{\Gamma(\theta)} \int_0^\zeta (\zeta - \phi)^{\theta-1} v(\phi) d\phi, & j - 1 < \theta < j, \\ \frac{d}{d\zeta} v(\zeta), & j = \theta. \end{cases}$$

3. The EDM Method, Applied to Two Equations

3.1. EDM for Fractional-Order One-Dimensional Dispersive Equation

In this section, EDM is used to solve fractional-order dispersive partial differential equation.

$$\frac{\partial^\theta \mu(\psi, \zeta)}{\partial \zeta^\theta} + w \frac{\partial^3 \mu(\psi, \zeta)}{\partial \psi^3} = q(\psi, \zeta), \ w, \ \zeta \geq 0, \ \psi_0 < \psi < \psi_1, \ 0 < \theta \leq 1,$$

where $D^\theta \mu = \frac{\partial^\theta \mu(\psi, \zeta)}{\partial \zeta^\theta}$, the fractional-order Caputo operator of $\theta$, $w$ is constant, $\frac{\partial^3 \mu(\psi, \zeta)}{\partial \psi^3}$ is linear function and the source term is $q(\psi, \zeta)$.

With the initial condition

$$\mu(\psi, 0) = k(\psi), \ \psi_0 \leq \psi \leq \psi_1$$

the boundary conditions are

$$\mu(0, \zeta) = g_0(\zeta), \ \frac{\partial \mu(0, \zeta)}{\partial \psi} = g_1(\zeta), \ \frac{\partial^2 \mu(0, \zeta)}{\partial \psi^2} = g_2(\zeta) \ \zeta > 0.$$

The $k(\psi)$ are assumed to be continuous, the space interval $\psi_0 \leq \psi \leq \psi_1$ will be divided into $N$ sub intervals each of width $h$ so that $Nh = \psi_1 - \psi$, and the time variable will be discretized in steps of length $l$.

Applying Elzaki transform to Equation (2), we get

$$E \left[ \frac{\partial^\theta \mu(\psi, \zeta)}{\partial \zeta^\theta} \right] + E \left[ w \frac{\partial^3 \mu(\psi, \zeta)}{\partial \psi^3} \right] = E[q(\psi, \zeta)],$$

where $E$ is the expectation operator.
\[ E[\mu(\psi, \Im)] = k(x)s^2 + s^\theta E[q(\psi, \Im)] - s^\theta E \left[ w \frac{\partial^3 \mu(\psi, \Im)}{\partial \psi^3} \right]. \] (6)

The EDM result \( \mu(\psi, \Im) \) is represented by the following infinite series

\[ \mu(\psi, \Im) = \sum_{j=0}^{\infty} \mu_j(\psi, \Im), \] (7)

and the non-linear terms of Adomian polynomials, is defined as

\[ N\mu(\psi, \Im) = \sum_{j=0}^{\infty} A_j, \] (8)

\[ A_j = \frac{1}{j!} \left[ \frac{d^j}{d\lambda^j} \left\{ \left( N \sum_{j=0}^{\infty} (\lambda^j \mu_j) \right) \right\} \right], \quad j = 0, 1, 2 \ldots \] (9)

Putting Equations (6) and (7) in Equation (5), we get

\[ E \left[ \sum_{j=0}^{\infty} \mu_j(\psi, \Im) \right] = k(x)s^2 + s^\theta E[q(\psi, \Im)] - s^\theta E \left[ w \frac{\partial^3 \mu_j(\psi, \Im)}{\partial \psi^3} \right]. \] (10)

Using the linearity properties of the Elzaki transformation,

\[ E[\mu_0(\psi, \Im)] = \mu(\psi, 0)s^2 + s^\theta E[q(\psi, \Im)] = k(\psi, s), \]

\[ E[\mu_1(\psi, \Im)] = -s^\theta E \left[ w \frac{\partial^3 \mu_0(\psi, \Im)}{\partial \psi^3} \right]. \]

Generally, we can write

\[ E[\mu_{j+1}(\psi, \Im)] = -s^\theta E \left[ \frac{\partial^3 \mu_j(\psi, \Im)}{\partial \psi^3} \right], \quad j \geq 1. \] (11)

Applying the inverse Elzaki transform, in Equation (10)

\[ \mu_0(\psi, \Im) = k(\psi, \Im), \]

\[ \mu_{j+1}(\psi, \Im) = -E^{-1} \left[ s^\theta E \left\{ \frac{\partial^3 \mu_j(\psi, \Im)}{\partial \psi^3} \right\} \right]. \] (12)

### 3.2. EDM for Fractional Multi-Dimensional Dispersive Equation

The higher-dimension dispersive partial differential equation is defined as,

\[ \frac{\partial^\theta \mu}{\partial \Im^{\theta}} + c \frac{\partial^3 \mu}{\partial \psi^3} + d \frac{\partial^3 \mu}{\partial \phi^3} + e \frac{\partial^3 \mu}{\partial \Im^3} = q(\psi, \phi, \Im), \quad \Im \geq 0, \quad c, d, e \geq 0, \quad 0 < \theta < 1, \] (13)

where the source term is defined by \( q(\psi, \phi, \Im) \).

With initial condition is

\[ \mu(\psi, \phi, \Im, 0) = k(\psi, \phi). \] (14)

Applying Elzaki transformation to Equation (13), we get

\[ E \left[ \frac{\partial^\theta \mu}{\partial \Im^{\theta}} \right] + E \left[ c \frac{\partial^3 \mu}{\partial \psi^3} + d \frac{\partial^3 \mu}{\partial \phi^3} + e \frac{\partial^3 \mu}{\partial \Im^3} \right] = E[q(\psi, \phi, \Im)], \] (15)
Applying the linearity of the Elzaki transform,

\[ E[\mu_0(\psi, \phi, 3)] = \mu(\psi, \phi, 0)s^2 + s^\theta E[q(\psi, \phi, 3)] = k(\psi, \phi, s), \]

\[ E[\mu_1(\psi, \phi, 3)] = -s^\theta E\left[ \frac{\partial^3 \mu_1}{\partial \phi^3} + d \frac{\partial^3 \mu_1}{\partial \phi^3} + e \frac{\partial^3 \mu_0}{\partial \phi^3} \right]. \]  

Generally, we can write

\[ \mu_{j+1}(\psi, \phi, 3) = -E^{-1}\left[ s^\theta E\left\{ \frac{\partial^3 \mu_j}{\partial \phi^3} + d \frac{\partial^3 \mu_j}{\partial \phi^3} + e \frac{\partial^3 \mu_0}{\partial \phi^3} \right\} \right], \]  

4. Results

Example 1. Consider the following fractional-order dispersive KdV equation [29]

\[ \frac{\partial^\theta \mu}{\partial 3^\theta} + 2 \frac{\partial \mu}{\partial \phi} + \frac{\partial^3 \mu}{\partial \phi^3} = 0, \quad 3 > 0, \quad 0 < \theta \leq 1, \]

with initial condition

\[ \mu(\psi, 0) = \sin \psi, \]

using Elzaki transformation of (19), we get

\[ E \left[ \frac{\partial^\theta \mu}{\partial 3^\theta} \right] = -E \left[ 2 \frac{\partial \mu}{\partial \phi} + \frac{\partial^3 \mu}{\partial \phi^3} \right], \]

\[ \frac{1}{s^\theta} E[\mu(\psi, 3)] - s^{2-\theta}[\mu(\psi, 0)] = -E \left[ 2 \frac{\partial \mu}{\partial \phi} + \frac{\partial^3 \mu}{\partial \phi^3} \right]. \]

Applying inverse Elzaki transform

\[ \mu(\psi, 3) = E^{-1}\left[ s^2 \mu(\psi, 0) - s^\theta E\left\{ 2 \frac{\partial \mu}{\partial \phi} + \frac{\partial^3 \mu}{\partial \phi^3} \right\} \right], \]

\[ \mu(\psi, 3) = \sin \psi - E^{-1}\left[ s^\theta E\left\{ 2 \frac{\partial \mu}{\partial \phi} + \frac{\partial^3 \mu}{\partial \phi^3} \right\} \right]. \]

Using ADM procedure, we get

\[ \sum_{j=0}^{\infty} \mu_j(\psi, 3) = \sin \psi - E^{-1}\left[ s^\theta E\left\{ 2 \sum_{j=0}^{\infty} \frac{\partial \mu_j}{\partial \phi} + \sum_{j=0}^{\infty} \frac{\partial^3 \mu_j}{\partial \phi^3} \right\} \right], \]

\[ \mu_0(\psi, 3) = \sin \psi, \]

\[ \mu_{j+1}(\psi, 3) = -E^{-1}\left[ s^\theta E\left\{ 2 \sum_{j=0}^{\infty} \frac{\partial \mu_j}{\partial \phi} + \sum_{j=0}^{\infty} \frac{\partial^3 \mu_j}{\partial \phi^3} \right\} \right], \]
for \( j = 0, 1, 2, \cdots \)

\[
\mu_1(\psi, \Im) = -E^{-1}\left[ s^\theta E \left\{ 2 \frac{\partial \mu_0}{\partial \psi} + \frac{\partial^3 \mu_0}{\partial \psi^3} \right\} \right] = -\cos \psi \frac{\Im^\theta}{\Gamma(\theta + 1)},
\]

\[
\mu_2(\psi, \Im) = -E^{-1}\left[ s^\theta E \left\{ 2 \frac{\partial \mu_1}{\partial \psi} + \frac{\partial^3 \mu_1}{\partial \psi^3} \right\} \right] = -\sin \psi \frac{\Im^{2\theta}}{\Gamma(2\theta + 1)}.
\]

The subsequent terms are

\[
\mu_3(\psi, \Im) = -E^{-1}\left[ s^\theta E \left\{ 2 \frac{\partial \mu_2}{\partial \psi} + \frac{\partial^3 \mu_2}{\partial \psi^3} \right\} \right] = \cos \psi \Im^{3\theta}/\Gamma(3\theta + 1).
\]

The EDM solution for Example 1 is

\[
\mu(\psi, \Im) = \mu_0(\psi, \Im) + \mu_1(\psi, \Im) + \mu_2(\psi, \Im) + \mu_3(\psi, \Im) + \cdots.
\]

The solution for the series form is provided by

\[
\mu(\psi, \Im) = \sin \psi - \cos \psi \Im^{3\theta}/\Gamma(3\theta + 1) + \cos \psi \Im^{4\theta}/\Gamma(4\theta + 1) + \cdots.
\]

when \( \theta = 1 \), then EDM solution is

\[
\mu(\psi, \Im) = \sin (\psi - \Im).
\]

Figure 1 consists of two plots the exact and EDM results of \( \mu(\psi, \Im) \) of Example 1 at \( \theta = 1 \). Both the graphs of Figure 1 indicate that the current technique has close contact with the exact result for the given. In Figure 2, two plots are given that represent the approximate result of Example 1 at fractional \( \theta = 0.8 \) and 0.6, respectively. Show that the solution surfaces of the fractional-order are convergent to the integer-order surface as the fractional-order approaches to the integer-order. It suggests that through the physical phenomena happening in nature, we can model any of the surfaces as desire physically.
Figure 2. The graphs of different fractional-order $\vartheta = 0.8$ and $0.6$ of Example 1.

Example 2. Consider the fractional-order dispersive KdV equation [29]

$$\frac{\partial^\vartheta \mu}{\partial \Xi^\vartheta} + \frac{\partial^3 \mu}{\partial \psi^3} + \frac{\partial^3 \mu}{\partial \phi^3} = 0, \quad \exists > 0, \quad 0 < \vartheta \leq 1,$$

the initial condition is

$$\mu(\psi, \phi, 0) = \cos (\psi + \phi).$$

Applying Elzaki transformation of (26), we get

$$E \left[ \frac{\partial^\vartheta \mu}{\partial \Xi^\vartheta} \right] = -E \left[ \frac{\partial^3 \mu}{\partial \psi^3} + \frac{\partial^3 \mu}{\partial \phi^3} \right],$$

$$\frac{1}{s^\vartheta} E[\mu(\psi, \phi, \Xi)] - s^{2-\vartheta}[\mu(\psi, \phi, 0)] = -E \left[ \frac{\partial^3 \mu}{\partial \psi^3} + \frac{\partial^3 \mu}{\partial \phi^3} \right].$$

Using inverse Elzaki transformation,

$$\mu(\psi, \phi, \Xi) = E^{-1} \left[ s^2 \mu(\psi, \phi, 0) - s^\vartheta E \left\{ \frac{\partial^3 \mu}{\partial \psi^3} + \frac{\partial^3 \mu}{\partial \phi^3} \right\} \right],$$

$$\mu(\psi, \phi, \Xi) = \cos(\psi + \phi) - E^{-1} \left[ s^\vartheta E \left\{ \frac{\partial^3 \mu}{\partial \psi^3} + \frac{\partial^3 \mu}{\partial \phi^3} \right\} \right].$$

Implemented the Adomian decomposition technique, we have

$$\sum_{j=0}^{\infty} \mu_j(\psi, \phi, \Xi) = \cos (\psi + \phi) - E^{-1} \left[ s^\vartheta E \left\{ \sum_{j=0}^{\infty} \frac{\partial^3 \mu_j}{\partial \psi^3} + \sum_{j=0}^{\infty} \frac{\partial^3 \mu_j}{\partial \phi^3} \right\} \right],$$

$$\mu_0(\psi, \phi, \Xi) = \cos (\psi + \phi),$$

$$\mu_{j+1}(\psi, \phi, \Xi) = -E^{-1} \left[ s^\vartheta E \left\{ \sum_{j=0}^{\infty} \frac{\partial^3 \mu_j}{\partial \psi^3} + \sum_{j=0}^{\infty} \frac{\partial^3 \mu_j}{\partial \phi^3} \right\} \right],$$

for $j = 0, 1, 2, \ldots$

$$\mu_1(\psi, \phi, \Xi) = -E^{-1} \left[ s^\vartheta E \left\{ \frac{\partial^3 \mu_0}{\partial \psi^3} + \frac{\partial^3 \mu_0}{\partial \phi^3} \right\} \right] = -2 \sin (\psi + \phi) \frac{\Xi^\vartheta}{\Gamma(\vartheta + 1)},$$

$$\mu_2(\psi, \phi, \Xi) = -E^{-1} \left[ s^\vartheta E \left\{ \frac{\partial^3 \mu_1}{\partial \psi^3} + \frac{\partial^3 \mu_1}{\partial \phi^3} \right\} \right] = -4 \cos (\psi + \phi) \frac{\Xi^{2\vartheta}}{\Gamma(2\vartheta + 1)}.$$

The subsequent terms are

$$\mu_3(\psi, \phi, \Xi) = -E^{-1} \left[ s^\vartheta E \left\{ \frac{\partial^3 \mu_2}{\partial \psi^3} + \frac{\partial^3 \mu_2}{\partial \phi^3} \right\} \right] = 8 \sin (\psi + \phi) \frac{\Xi^{3\vartheta}}{\Gamma(3\vartheta + 1)}.$$
The EDM solution for Example 2 is
\[
\mu(\psi, \phi, \Im) = \mu_0(\psi, \phi, \Im) + \mu_1(\psi, \phi, \Im) + \mu_2(\psi, \phi, \Im) + \mu_3(\psi, \phi, \Im),
\]
\[
\mu(\psi, \phi, \Im) = \cos(\psi + \phi) - 2 \sin(\psi + \phi) \frac{3^{2\theta}}{\Gamma(2\theta + 1)} - 4 \cos(\psi + \phi) \frac{3^{3\theta}}{\Gamma(3\theta + 1)} + \cdots,
\]
\[
\text{The series form solution is given by}
\]
\[
\mu(\psi, \phi, \Im) = \cos(\psi + \phi) \left( 1 - \frac{4 \cdot 3^{2\theta}}{\Gamma(2\theta + 1)} + \frac{16 \cdot 3^{3\theta}}{\Gamma(3\theta + 1)} - \cdots \right)
\]
\[
- \sin(\psi + \phi) \left( \frac{2 \cdot 3^{\theta}}{\Gamma(\theta + 1)} - \frac{8 \cdot 3^{3\theta}}{\Gamma(3\theta + 1)} + \frac{32 \cdot 3^{5\theta}}{\Gamma(5\theta + 1)} - \cdots \right),
\]
\[
\text{when } \theta = 1, \text{ then EDM solution is}
\]
\[
\mu(\psi, \phi, \Im) = \cos(\psi + \phi + 2\Im).
\]

Figure 3 consists of two plots the exact and EDM results of \(\mu(\psi, \Im)\) of Example 2 at \(\theta = 1\). Both the graphs of Figure 3 indicate that the current technique has close contact with the exact result for the given. In Figure 4, two plots are given, that represents the approximate result of Example 2 at fractional \(\theta = 0.8\) and \(0.6\), respectively. Figure 4 shows that the solution surfaces of the fractional-order are convergent to the integer-order surface as the fractional-order approaches to the integer-order. It suggests that through the physical phenomena happening in nature, we can model any of the surfaces as desire physically.

Figure 3. The graph of Exact and EDM solutions of \(\theta = 1\) of Example 2.

Figure 4. The graphs of different fractional-order \(\theta = 0.8\) and \(0.6\) of Example 2.

Example 3. Consider the fractional-order nonhomogeneous dispersive KdV equation [29]
\[
\frac{\partial^\theta \mu}{\partial \Im^\theta} + \frac{\partial^3 \mu}{\partial \psi^3} = -\sin \pi \psi \sin \Im - \pi^3 \cos \pi \psi \cos \Im, \quad 0 < \theta \leq 1,
\]
with initial condition

\[ \mu(\psi, 0) = \sin \pi \psi, \] (34)

using Elzaki transformation of (33), we get

\[ E \frac{\partial^\theta \mu}{\partial \psi^\theta} = E \left[ -\sin \pi \psi \sin 3 - \pi^2 \cos \pi \psi \cos 3 \right] - E \frac{\partial^3 \mu}{\partial \psi^3}, \]

\[ \frac{1}{s^\theta} E[\mu(\psi, \overline{\psi})] - s^{-d} [\mu(\psi, 0)] = E \left[ -\sin \pi \psi \sin 3 - \pi^2 \cos \pi \psi \cos 3 \right] - E \frac{\partial^3 \mu}{\partial \psi^3}. \]

Applying inverse Elzaki transform

\[ \mu(\psi, \overline{\psi}) = E^{-1} \left[ s^\theta \mu(\psi, 0) + s^\theta E \left\{ -\sin \pi \psi \sin 3 - \pi^2 \cos \pi \psi \cos 3 \right\} - s^\theta E \frac{\partial^3 \mu}{\partial \psi^3} \right], \]

\[ \mu(\psi, \overline{\psi}) = E^{-1} \left[ s^\theta \sin \pi \psi + E^{-1} \left\{ -\sin \pi \psi \sin 3 - \pi^2 \cos \pi \psi \cos 3 \right\} - E^{-1} s^\theta E \frac{\partial^3 \mu}{\partial \psi^3} \right]. \]

Implemented the Adomian decomposition technique, we have

\[ \sum_{j=0}^{\infty} \mu_j(\psi, \overline{\psi}) = E^{-1} \left[ s^\theta \sin \pi \psi + E^{-1} \left\{ -\sin \pi \psi \sin 3 - \pi^2 \cos \pi \psi \cos 3 \right\} - E^{-1} s^\theta E \frac{\partial^3 \mu_j}{\partial \psi^3} \right], \]

\[ \mu_0(\psi, \overline{\psi}) = \sin \pi \psi - \sin \pi \psi \left( \frac{\Theta^{d+1}}{\Gamma(d+2)} - \frac{\Theta^{d+3}}{\Gamma(d+4)} + \frac{\Theta^{d+5}}{\Gamma(d+6)} - \frac{\Theta^{d+7}}{\Gamma(d+8)} + \frac{\Theta^{d+9}}{\Gamma(d+10)} \right) \]

\[ - \pi^2 \cos \pi \psi \left( \frac{\Theta^d}{\Gamma(d+1)} - \frac{\Theta^{d+2}}{\Gamma(d+3)} + \frac{\Theta^{d+4}}{\Gamma(d+5)} - \frac{\Theta^{d+6}}{\Gamma(d+7)} + \frac{\Theta^{d+8}}{\Gamma(d+9)} \right), \]

\[ \mu_{j+1}(\psi, \overline{\psi}) = -E^{-1} \left[ s^\theta E \left\{ \sum_{j=0}^{\infty} \frac{\partial^3 \mu_j}{\partial \psi^3} \right\} \right], \]

for \( j = 0, 1, 2, \ldots \)

\[ \mu_1(\psi, \overline{\psi}) = -E^{-1} \left[ s^\theta E \left\{ \frac{\partial^3 \mu_0}{\partial \psi^3} \right\} \right], \]

\[ \mu_1(\psi, \overline{\psi}) = \pi^3 \cos \pi \psi \frac{\Theta^d}{\Gamma(d+1)} - \pi^2 \cos \pi \psi \left( \frac{\Theta^{d+1}}{\Gamma(d+2)} - \frac{\Theta^{d+3}}{\Gamma(d+4)} + \frac{\Theta^{d+5}}{\Gamma(d+6)} - \frac{\Theta^{d+7}}{\Gamma(d+8)} + \frac{\Theta^{d+9}}{\Gamma(d+10)} \right) \]

\[ - \pi^2 \cos \pi \psi \left( \frac{\Theta^d}{\Gamma(d+1)} - \frac{\Theta^{d+2}}{\Gamma(d+3)} + \frac{\Theta^{d+4}}{\Gamma(d+5)} - \frac{\Theta^{d+6}}{\Gamma(d+7)} + \frac{\Theta^{d+8}}{\Gamma(d+9)} \right), \]

\[ \mu_2(\psi, \overline{\psi}) = -E^{-1} \left[ s^\theta E \left\{ \frac{\partial^3 \mu_1}{\partial \psi^3} \right\} \right], \]

\[ \mu_2(\psi, \overline{\psi}) = -\pi^6 \sin \pi \psi \frac{\Theta^d}{\Gamma(d+1)} - \pi^5 \sin \pi \psi \left( \frac{\Theta^{d+1}}{\Gamma(d+2)} - \frac{\Theta^{d+3}}{\Gamma(d+4)} + \frac{\Theta^{d+5}}{\Gamma(d+6)} - \frac{\Theta^{d+7}}{\Gamma(d+8)} + \frac{\Theta^{d+9}}{\Gamma(d+10)} \right) \]

\[ - \pi^5 \sin \pi \psi \left( \frac{\Theta^d}{\Gamma(d+1)} - \frac{\Theta^{d+2}}{\Gamma(d+3)} + \frac{\Theta^{d+4}}{\Gamma(d+5)} - \frac{\Theta^{d+6}}{\Gamma(d+7)} + \frac{\Theta^{d+8}}{\Gamma(d+9)} \right), \]

\[ \mu_3(\psi, \overline{\psi}) = -E^{-1} \left[ s^\theta E \left\{ \frac{\partial^3 \mu_2}{\partial \psi^3} \right\} \right], \]

\[ \mu_3(\psi, \overline{\psi}) = -\pi^9 \sin \pi \psi \frac{\Theta^d}{\Gamma(d+1)} - \pi^8 \sin \pi \psi \left( \frac{\Theta^{d+1}}{\Gamma(d+2)} - \frac{\Theta^{d+3}}{\Gamma(d+4)} + \frac{\Theta^{d+5}}{\Gamma(d+6)} - \frac{\Theta^{d+7}}{\Gamma(d+8)} + \frac{\Theta^{d+9}}{\Gamma(d+10)} \right) \]

\[ - \pi^8 \sin \pi \psi \left( \frac{\Theta^d}{\Gamma(d+1)} - \frac{\Theta^{d+2}}{\Gamma(d+3)} + \frac{\Theta^{d+4}}{\Gamma(d+5)} - \frac{\Theta^{d+6}}{\Gamma(d+7)} + \frac{\Theta^{d+8}}{\Gamma(d+9)} \right). \]

The EDM solution for Example 3 is

\[ \mu(\psi, \overline{\psi}) = \mu_0(\psi, \overline{\psi}) + \mu_1(\psi, \overline{\psi}) + \mu_2(\psi, \overline{\psi}) + \mu_3(\psi, \overline{\psi}) + \cdots, \]
\[
\begin{align*}
\mu(\psi, \varnothing) &= \sin \pi \psi - \sin \pi \psi \left(\frac{3^{\theta+1}}{\Gamma(\theta+2)} + \frac{3^{\theta+3}}{\Gamma(\theta+4)} + \frac{3^{\theta+5}}{\Gamma(\theta+6)} + \frac{3^{\theta+7}}{\Gamma(\theta+8)} + \frac{3^{\theta+9}}{\Gamma(\theta+10)}\right) \\
- \pi^2 \cos \pi \psi &\left(\frac{3^{\theta}}{\Gamma(\theta+1)} - \frac{3^{\theta+2}}{\Gamma(\theta+3)} + \frac{3^{\theta+4}}{\Gamma(\theta+5)} - \frac{3^{\theta+6}}{\Gamma(\theta+7)} + \frac{3^{\theta+8}}{\Gamma(\theta+9)}\right) \\
+ \pi^4 \cos \pi \psi &\left(\frac{3^{\theta}}{\Gamma(\theta+1)} - \frac{3^{2\theta}}{\Gamma(2\theta+2)} + \frac{3^{2\theta+4}}{\Gamma(2\theta+4)} - \frac{3^{2\theta+6}}{\Gamma(2\theta+6)} + \frac{3^{2\theta+8}}{\Gamma(2\theta+8)}\right) \\
+ \frac{3^{2\theta+9}}{\Gamma(2\theta+10)} + \pi^6 \sin \pi \psi &\left(\frac{3^{2\theta}}{\Gamma(2\theta+1)} + \frac{3^{2\theta+2}}{\Gamma(2\theta+3)} + \frac{3^{2\theta+4}}{\Gamma(2\theta+5)} + \frac{3^{2\theta+6}}{\Gamma(2\theta+7)} + \frac{3^{2\theta+8}}{\Gamma(2\theta+9)}\right) \\
- \pi^6 \sin \pi \psi &\left(\frac{3^{2\theta}}{\Gamma(3\theta+1)} + \frac{3^{3\theta+1}}{\Gamma(3\theta+2)} + \frac{3^{3\theta+3}}{\Gamma(3\theta+4)} + \frac{3^{3\theta+5}}{\Gamma(3\theta+6)} + \frac{3^{3\theta+7}}{\Gamma(3\theta+8)}\right) \\
+ \frac{3^{3\theta+9}}{\Gamma(3\theta+10)} + \pi^8 \cos \pi \psi &\left(\frac{3^{3\theta}}{\Gamma(3\theta+1)} + \frac{3^{3\theta+2}}{\Gamma(3\theta+3)} + \frac{3^{3\theta+4}}{\Gamma(3\theta+5)} + \frac{3^{3\theta+6}}{\Gamma(3\theta+7)} + \frac{3^{3\theta+8}}{\Gamma(3\theta+9)}\rightug\right.
\end{align*}
\]

when \( \theta = 1 \), then EDM solution is

\[
\mu(\psi, \varnothing) = \sin \pi \psi \cos \varnothing.
\] (37)

Figure 5 consists of two plots the exact and EDM results of \( \mu(\psi, \varnothing) \) of Example 3 at \( \theta = 1 \). Both the graphs of Figure 5 indicate that the current technique has close contact with the exact result for the given. In Figure 6, two plots are given that represents the approximate result of Example 3 at fractional-order \( \theta = 0.8 \) and \( \theta = 0.6 \), respectively. Figure 6 shows that the solution surfaces of the fractional-order are convergent to the integer-order surface as the fractional-order approaches to the integer-order. It suggests that through the physical phenomena happening in nature, we can model any of the surfaces as desire physically.

![Figure 5](image1.png)  
**Figure 5.** The graph of Exact and EDM solutions of \( \theta = 1 \) of Example 3.

![Figure 6](image2.png)  
**Figure 6.** The graphs of different fractional-order \( \theta = 0.8 \) and \( \theta = 0.6 \) of Example 3.
Example 4. Consider the fractional-order three dimensional nonhomogeneous dispersive KdV equation [29]

\[
\frac{\partial^\mu \psi}{\partial \tau^\mu} + \frac{\partial^3 \mu}{\partial \varphi^3} + \frac{1}{8} \frac{\partial^3 \mu}{\partial \varphi^3} + \frac{1}{27} \frac{\partial^3 \mu}{\partial \varphi^3} = -\sin(\psi + 2\varphi + 3\varphi) \cos \tau
\]

\[
+ \sin(\psi + 2\varphi + 3\varphi) \cos \tau, \quad \tau > 0, \quad 0 < \theta \leq 1,
\]

the initial condition is

\[
\mu(\psi, \varphi, \varphi, 0) = 0,
\]

using Elzaki transform of (38), we get

\[
E \left[ \frac{\partial^\mu \psi}{\partial \tau^\mu} \right] = E[\sin(\psi + 2\varphi + 3\varphi) \cos \tau] - E[3 \cos(\psi + 2\varphi + 3\varphi) \sin \tau]
\]

\[
- E \left[ \frac{\partial^3 \mu}{\partial \varphi^3} + \frac{1}{8} \frac{\partial^3 \mu}{\partial \varphi^3} + \frac{1}{27} \frac{\partial^3 \mu}{\partial \varphi^3} \right]
\]

\[
E \left[ \frac{1}{s^\theta} E[\mu(\psi, \varphi, \varphi, \tau)] - s^{-\theta}[\mu(\psi, \varphi, \varphi, 0)] = E[\sin(\psi + 2\varphi + 3\varphi) \cos \tau]
\]

\[
- E[3 \cos(\psi + 2\varphi + 3\varphi) \sin \tau] - E \left[ \frac{\partial^3 \mu}{\partial \varphi^3} + \frac{1}{8} \frac{\partial^3 \mu}{\partial \varphi^3} + \frac{1}{27} \frac{\partial^3 \mu}{\partial \varphi^3} \right].
\]

Applying inverse Elzaki transform

\[
\mu(\psi, \varphi, \varphi, \tau) = E^{-1} \left[ s^\theta (s^2 \mu(\psi, \varphi, \varphi, 0) + s^\theta E \{ \sin (\psi + 2\varphi + 3\varphi) \cos \tau \}) \right]
\]

\[
+ E^{-1} \left[ s^\theta E \{ -3 \cos (\psi + 2\varphi + 3\varphi) \sin \tau \} \right] - E^{-1} \left[ s^\theta E \left\{ \frac{\partial^3 \mu}{\partial \varphi^3} + \frac{1}{8} \frac{\partial^3 \mu}{\partial \varphi^3} + \frac{1}{27} \frac{\partial^3 \mu}{\partial \varphi^3} \right\} \right],
\]

\[
\mu_0(\psi, \varphi, \varphi, \tau) = E^{-1} \left[ s^\theta E \left\{ \sin (\psi + 2\varphi + 3\varphi) \left( 1 - \frac{3^2}{2!} + \frac{3^4}{4!} - \frac{3^6}{6!} + \frac{3^8}{8!} \right) \right\} \right].
\]

Implementing the Adomian decomposition technique, we have

\[
\sum_{j=0}^{\infty} \mu_j(\psi, \varphi, \varphi, \tau) = E^{-1} \left[ s^\theta E \left\{ -3 \cos (\psi + 2\varphi + 3\varphi) \left( \frac{\mu_3}{3!} + \frac{\mu_5}{5!} - \frac{\mu_7}{7!} + \frac{\mu_9}{9!} \right) \right\} \right]
\]

\[
- E^{-1} \left[ s^\theta E \left\{ \sum_{j=0}^{\infty} \frac{\partial^\mu \mu_j}{\partial \varphi^3} + \frac{1}{8} \sum_{j=0}^{\infty} \frac{\partial^\mu \mu_j}{\partial \varphi^3} + \frac{1}{27} \sum_{j=0}^{\infty} \frac{\partial^\mu \mu_j}{\partial \varphi^3} \right\} \right],
\]

\[
\mu_0(\psi, \varphi, \varphi, \tau) = \sin(\psi + 2\varphi + 3\varphi) \left( \frac{\mu_3}{3!} - \frac{\mu_5}{5!} + \frac{\mu_7}{7!} - \frac{\mu_9}{9!} \right),
\]

\[
\mu_1(\psi, \varphi, \varphi, \tau) = E^{-1} \left[ s^\theta E \left\{ -3 \cos (\psi + 2\varphi + 3\varphi) \left( \frac{\mu_3}{3!} + \frac{\mu_5}{5!} - \frac{\mu_7}{7!} + \frac{\mu_9}{9!} \right) \right\} \right]
\]

\[
- E^{-1} \left[ s^\theta E \left\{ \frac{\partial^\mu \mu_0}{\partial \varphi^3} + \frac{1}{8} \frac{\partial^\mu \mu_0}{\partial \varphi^3} + \frac{1}{27} \frac{\partial^\mu \mu_0}{\partial \varphi^3} \right\} \right],
\]

\[
\mu_{j+1}(\psi, \varphi, \varphi, \tau) = E^{-1} \left[ s^\theta E \left\{ \sum_{j=0}^{\infty} \frac{\partial^\mu \mu_j}{\partial \varphi^3} + \frac{1}{8} \sum_{j=0}^{\infty} \frac{\partial^\mu \mu_j}{\partial \varphi^3} + \frac{1}{27} \sum_{j=0}^{\infty} \frac{\partial^\mu \mu_j}{\partial \varphi^3} \right\} \right],
\]

for \( j = 0, 1, 2, \ldots \)

\[
\mu_0(\psi, \varphi, \varphi, \tau) = 0,
\]

\[
\mu_{j+1}(\psi, \varphi, \varphi, \tau) = 0.
\]

This readily yields the exact solution

\[
\mu(\psi, \varphi, \varphi, \tau) = \sin(\psi + 2\varphi + 3\varphi) \left( \frac{\mu_3}{3!} - \frac{\mu_5}{5!} + \frac{\mu_7}{7!} - \frac{\mu_9}{9!} \right) + \frac{\mu_3}{3!} - \frac{\mu_5}{5!} + \frac{\mu_7}{7!} - \frac{\mu_9}{9!},
\]
when \( \vartheta = 1 \), then EDM solution is

\[
\mu(\psi, \varphi, \Im) = \sin(\psi + 2\varphi + 3\Im) \sin \Im. \tag{43}
\]

Figure 7 consists of two plots the exact and EDM results of \( \mu(\psi, \Im) \) of Example 4 at \( \vartheta = 1 \). Both the graphs of Figure 7 indicate that the current technique has close contact with the exact result for the given. In Figure 8, two plots are given that represent the approximate result of Example 4 at fractional \( \vartheta = 0.8 \) and 0.6, respectively. Figure 8 shows that the solution surfaces of the fractional-order are convergent to the integer-order surface as the fractional-order approaches to the integer-order. It suggests that through the physical phenomena happening in nature, we can model any of the surfaces as desire physically.
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Figure 7. The graph of Exact and EDM solutions of \( \vartheta = 1 \) of Example 4.

![Figure 8](image2)

Figure 8. The graphs of different fractional-order \( \vartheta = 0.8 \) and 0.6 of Example 4.

5. Conclusions

In this paper, the Elzaki decomposition method is implemented to obtain fractional-order multi-dimensional dispersive partial differential equations. The technique gives series form solutions that converge very quickly in actual solutions. It is predicted that the achieved results in this article will be helpful for further analysis of the complicated linear and nonlinear physical problems. The calculations of these techniques are very straightforward and simple. Thus, we deduce that this technique can be implemented to solve other fractional-order partial differential equations.
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