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**ABSTRACT**

Recently, the author, together with L. Leuştean and A. Nicolae, introduced the notion of jointly firmly nonexpansive families of mappings in order to investigate in an abstract manner the convergence of proximal methods. Here, we further study this concept, by giving a characterization in terms of the classical resolvent identity, by improving on the rate of convergence previously obtained for the uniform case, and by giving a treatment of the asymptotic behaviour at infinity of such families.
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1. Introduction

In the paper [1], Leuştean, Nicolae and the author introduced a unifying framework for studying the proximal point algorithm, a fundamental tool of convex optimization going back to Martinet [2], Rockafellar [3] and Brézis and Lions [4] (for a detailed history of the relevant proximal methods, see the introduction to [1]). Even though maximal monotone operators already provided such a unified view in the realm of Hilbert spaces, recent developments in optimization techniques in nonlinear generalizations thereof such as geodesic spaces of non-positive curvature [5–7] demanded higher levels of abstraction. Specifically, what the aforementioned three authors did was (i) to introduce the notion of *jointly firmly nonexpansive families of mappings*; (ii) to show that all the possible variants of mappings (usually called ‘resolvents’) that are involved in the construction of the corresponding proximal iterations fit the definition; and (iii) to prove that the weak convergence of the iteration can be derived just from this joint firm nonexpansiveness condition.

In addition, it is known that in the so-called uniform cases of the proximal point algorithm (uniformly monotone operators, uniformly convex functions)
one has uniqueness and strong convergence to the optimizing point (zero and minimizer, respectively). This ties into the area of proof mining, an applied subfield of mathematical logic primarily developed in the last decades by Ulrich Kohlenbach and his collaborators (the standard introduction is [8], while a recent survey is [9]) that aims to analyze proofs in mainstream mathematics using proof-theoretical tools. More precisely, results due to Kohlenbach [10] and Kohlenbach and Oliva [11] show that usually such an uniqueness property may be made quantitative in such a way as to yield as a consequence a convergence rate for an asymptotically regular iteration. By appropriately tweaking the notion of asymptotic regularity, such a rate was extracted in [1] that was independent of the sequence of step-sizes used in the construction of the iterative sequence.

In this paper, we continue this study of jointly firmly nonexpansive families of mappings by providing a conceptual characterization of them and by giving new applications.

Specifically, after reviewing in Section 2 the basic facts that we need about geodesic spaces and firm nonexpansiveness, we present in Section 3 a definition of joint firm nonexpansiveness that is, we hope, more flexible than the one in [1], and its immediate consequences that we shall need. The main result of this section, Theorem 3.3, shows that a family of mappings is jointly firmly nonexpansive if and only if it satisfies the resolvent identity and each member of it is nonexpansive. In Section 4, we show how a recent quantitative result due to Kohlenbach and Powell [12] may be used to improve the conditions under which a rate of convergence may be obtained in the uniform case of the proximal point algorithm. Finally, in Section 5 we show how with minimal boundedness assumptions one can show that for any point, the curve that is obtained by applying to it all mappings in a jointly firmly nonexpansive family strongly converges to the projection of that point onto the common fixed point set of the family. This latter result, Theorem 5.3, unifies a number of results pertaining to the convergence of approximating curves going back to the 1960s.

2. Preliminaries

We say that a metric space \((X, d)\) is geodesic if for any two points \(x, y \in X\) there is a geodesic that joins them, i.e. a mapping \(\gamma : [0, 1] \to X\) such that \(\gamma(0) = x, \gamma(1) = y\) and for any \(t, t' \in [0, 1]\) we have that

\[d(\gamma(t), \gamma(t')) = |t - t'|d(x, y).\]

Among geodesic spaces, a subclass that is usually considered (e.g. in convex optimization) to be the proper nonlinear analogue of Hilbert spaces is the class of CAT(0) spaces, introduced by A. Aleksandrov [13] and named as such by M. Gromov [14], defined as those geodesic spaces \((X, d)\) such that for any geodesic
Another well-known fact about CAT(0) spaces is that each such space \((X, d)\) is uniquely geodesic – that is, for any \(x, y \in X\) there is a unique such geodesic \(\gamma : [0, 1] \rightarrow X\) that joins them – and in this context we shall denote, for any \(t \in [0, 1]\), the point \(\gamma(t)\) by \((1 - t)x + ty\).

In 2008, Berg and Nikolaev proved (see [15, Proposition 14]) that in any metric space \((X, d)\), the function \(\langle \cdot, \cdot \rangle : X^2 \times X^2 \rightarrow \mathbb{R}\), defined, for any \(x, y, u, v \in X\), by

\[
\langle x\gamma, \bar{y} \bar{v} \rangle := \frac{1}{2}(d^2(x, v) + d^2(y, u) - d^2(x, u) - d^2(y, v))
\]

(1) (where an ordered pair of points \((p, z) \in X^2\) is denoted by \(\vec{p}z\)), called the quasi-linearization function, is the unique one such that, for any \(x, y, u, v, w \in X\), we have that:

\[
\begin{align*}
(\text{i}) \quad \langle x\gamma, \bar{x} \bar{y} \rangle &= d^2(x, y); \\
(\text{ii}) \quad \langle x\gamma, \bar{u} \bar{v} \rangle &= \langle \bar{u} \bar{v}, x\gamma \rangle; \\
(\text{iii}) \quad \langle y\gamma, \bar{u} \bar{v} \rangle &= -\langle x\gamma, \bar{u} \bar{v} \rangle; \\
(\text{iv}) \quad \langle x\gamma, \bar{u} \bar{v} \rangle + \langle x\gamma, \bar{v} \bar{w} \rangle &= \langle x\gamma, \bar{u} \bar{w} \rangle.
\end{align*}
\]

The inner product notation is justified by the fact that if \(X\) is a (real) Hilbert space, for any \(x, y, u, v \in X\),

\[
\langle x\gamma, \bar{u} \bar{v} \rangle = \langle x - y, u - v \rangle = \langle y - x, v - u \rangle. \tag{1}
\]

The main result of [15], Theorem 1, characterized CAT(0) spaces as being exactly those geodesic spaces \((X, d)\) such that the corresponding Cauchy-Schwarz inequality is satisfied, i.e. for any \(x, y, u, v \in X\),

\[
\langle x\gamma, \bar{u} \bar{v} \rangle \leq d(x, y)d(u, v). \tag{2}
\]

Firmly nonexpansive mappings were first introduced by Browder [16] in the context of Hilbert spaces and then by Bruck [17] in the context of Banach spaces (this later definition was also studied, e.g. in [18]). The following generalization to geodesic spaces, inspired by the study of firmly nonexpansive mappings in the Hilbert ball [19–22] was introduced in [23].

**Definition 2.1:** Let \(X\) be a CAT(0) space. A mapping \(T : X \rightarrow X\) is called firmly nonexpansive if for any \(x, y \in X\) and any \(t \in [0, 1]\) we have that

\[
d(Tx, Ty) \leq d((1 - t)x + tTx, (1 - t)y + tTy).
\]
As mentioned in [24] (see also [25]), if $X$ is a CAT(0) space, every firmly non-expansive mapping $T : X \to X$ satisfies the so-called property $(P_2)$, i.e. that for all $x, y \in X$,

$$2d^2(Tx, Ty) \leq d^2(x, Ty) + d^2(y, Tx) - d^2(x, Tx) - d^2(y, Ty),$$

or, using the quasi-linearization function,

$$d^2(Tx, Ty) \leq \langle \overrightarrow{TxTy}, \overrightarrow{xy} \rangle. \quad (3)$$

If $X$ is a Hilbert space, property $(P_2)$ coincides with firm nonexpansiveness as (3) and (1) yield $\|Tx - Ty\|^2 \leq \langle Tx - Ty, x - y \rangle$, which is equivalent to it e.g. by Bauschke and Combettes [26, Proposition 4.2]. Moreover, from this formulation given by (3) one immediately obtains, using (2), that a self-mapping of a CAT(0) space satisfying property $(P_2)$ is nonexpansive.

Throughout the paper, for any self-mapping $T$ (of an arbitrary set), we denote the set of its fixed points by $\text{Fix}(T)$.

In the remainder of this section, we shall introduce some notions that are needed in Section 5. If $(X, d)$ is a metric space and $(x_n)_{n \in \mathbb{N}}$ is a sequence in $X$, then $(x_n)$ is called metastable if for any $\varepsilon > 0$ and $g : \mathbb{N} \to \mathbb{N}$ there is an $N$ such that for all $i, j \in [N, N + g(N)]$, $d(x_i, x_j) \leq \varepsilon$, and that a rate of metastability for $(x_n)$ is a function $\Psi : (0, \infty) \times \mathbb{N}^\mathbb{N} \to \mathbb{N}$ such that for any $\varepsilon$ and $g$, $\Psi(\varepsilon, g)$ gives an upper bound on the (smallest) corresponding $N$. It is immediate that this is just a reformulation – actually identifiable in mathematical logic as the Herbrand normal form – of the Cauchy property; the concept was independently rediscovered by Tao [27] (it was named as such under a suggestion of Jennifer Chayes) and used successfully by him in proving a convergence result for multiple ergodic averages [28]. The significance of this concept resides in the fact that rates of convergence for iterative sequences which are commonly employed in nonlinear analysis and convex optimization may not be uniform or computable (see [29]) – in this case, a rate of metastability as introduced above is the next best thing that can be obtained; and the research program of proof mining mentioned in the introduction has achieved non-trivial extraction of such rates from celebrated strong convergence proofs, see, e.g. [30–32].

For all $g : \mathbb{N} \to \mathbb{N}$, we define $\tilde{g} : \mathbb{N} \to \mathbb{N}$, for all $n$, by $\tilde{g}(n) := n + g(n)$. Also, for all $f : \mathbb{N} \to \mathbb{N}$ and all $n \in \mathbb{N}$, we denote by $f^{(n)}$ the $n$-fold composition of $f$ with itself. Note that for all $g$ and $n$, $g^{(n)}(0) = g^{(n+1)}(0)$.

The following proposition gives a uniform and computable rate of metastability for nondecreasing sequences of nonnegative reals bounded above by a fixed constant.

**Proposition 2.2 (Quantitative Monotone Convergence Principle, cf. [27]):** Let $b > 0$ and $(a_n)$ be a nondecreasing sequence in $[0, b]$. Then for all $\varepsilon > 0$ and $g : \mathbb{N} \to \mathbb{N}$ there is an $N \leq \frac{b}{\varepsilon}$ such that for all $i, j \in [N, N + g(N)]$, $|a_i - a_j| \leq \varepsilon$. 
**Proof:** Let \( \varepsilon > 0 \) and \( g : \mathbb{N} \to \mathbb{N} \). Assume that the conclusion is false, hence in particular for all \( i \leq \left\lceil \frac{b}{\varepsilon} \right\rceil \), \( a_{g(i+1)} - a_{g(0)} > \varepsilon \). Then

\[
b \geq a_{g(\lceil b/\varepsilon \rceil + 1)}(0) \geq a_{g(\lceil b/\varepsilon \rceil + 1)} - a_{g(0)} = \sum_{i=0}^{\left\lceil \frac{b}{\varepsilon} \right\rceil} a_{g(i+1)} - a_{g(0)} > \left\lceil \frac{b}{\varepsilon} \right\rceil \varepsilon \geq b,
\]

a contradiction. \( \square \)

3. The relationship with the resolvent identity

Fix a CAT(0) space \( X \) for the remainder of this paper. If \( T \) and \( U \) are self-mappings of \( X \) and \( \lambda, \mu > 0 \), we say that \( T \) and \( U \) are \((\lambda, \mu)\)-mutually firmly nonexpansive if for all \( x, y \in X \) and all \( \alpha, \beta \in [0, 1] \) such that \((1 - \alpha)\lambda = (1 - \beta)\mu\), one has that

\[
d(Tx, Uy) \leq d((1 - \alpha)x + \alpha Tx, (1 - \beta)y + \beta Uy).
\]

If \((T_n)_{n \in \mathbb{N}}\) is a family of self-mappings of \( X \) and \((\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty)\), we say that \((T_n)\) is jointly firmly nonexpansive with respect to \((\gamma_n)\) if for all \( n, m \in \mathbb{N} \), \( T_n \) and \( T_m \) are \((\gamma_n, \gamma_m)\)-mutually firmly nonexpansive. In addition, if \((T_\gamma)_{\gamma > 0}\) is a family of self-mappings of \( X \), we say that it is plainly jointly firmly nonexpansive if and only if for every \((\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty)\), \((T_{\gamma_n})_{n \in \mathbb{N}}\) is jointly firmly nonexpansive with respect to \((\gamma_n)\). In [1] it was shown that examples of jointly firmly nonexpansive families of mappings are furnished by resolvent-type mappings used in convex optimization – specifically, by:

- the family \((J_{g,f})_{\gamma > 0}\), where \( f \) is a proper convex lower semicontinuous function on \( X \) and one denotes for any such function \( g \) its proximal mapping by \( J_g \);
- the family \((R_{T,\gamma})_{\gamma > 0}\), where \( T \) is a nonexpansive self-mapping of \( X \) and one denotes, for any \( \gamma > 0 \), its resolvent of order \( \gamma \) by \( R_{T,\gamma} \);
- (if \( X \) is a Hilbert space) the family \((J_{A,\gamma})_{\gamma > 0}\), where \( A \) is a maximally monotone operator on \( X \) and one denotes for any such operator \( B \) its resolvent by \( J_B \).

Again, if \( T \) and \( U \) are self-mappings of \( X \) and \( \lambda, \mu > 0 \), one says that \( T \) and \( U \) are \((\lambda, \mu)\)-mutually \((P_2)\) if for all \( x, y \in X \),

\[
\frac{1}{\mu} (d^2(Tx, Uy) + d^2(y, Uy) - d^2(y, Tx)) \leq \frac{1}{\lambda} (d^2(x, Uy) - d^2(x, Tx)
\quad - d^2(Tx, Uy)),
\]

or, using the quasi-linearization function,

\[
\frac{1}{\mu} \langle TxUy, yUy \rangle \leq \frac{1}{\lambda} \langle TxUy, xTx \rangle.
\]
Proposition 3.1 ([1, Corollary 3.11]): Any two mutually $(P_2)$ self-mappings of $X$ have the same fixed points.

Proposition 3.2: Let $T$ and $U$ be self-mappings of $X$ and $\lambda > 0$ such that $T$ and $U$ are $(\lambda, \lambda)$-mutually $(P_2)$. Then $T = U$.

Proof: Let $x \in X$. Then
\[ \langle \overrightarrow{Tx} \overrightarrow{Ux}, \overrightarrow{Ux} \rangle \leq \langle \overrightarrow{Tx}, \overrightarrow{Tx} \rangle, \]
so
\[ d^2(Tx, Ux) = \langle \overrightarrow{Tx}, \overrightarrow{Ux} \rangle \leq 0, \]
i.e. $Tx = Ux$. ■

One may then similarly state the corresponding definitions for jointly $(P_2)$ families of mappings. As shown in [1], all those $(P_2)$ notions generalize their firmly nonexpansive counterparts and coincide with them in the case where $X$ is a Hilbert space. The main result of that paper showed that this condition suffices for the working of the proximal point algorithm, namely that if $X$ is complete, $(T_n)_{n \in \mathbb{N}}$ is a family of self-mappings of $X$ with a common fixed point and $(\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty)$ with $\sum_{n=0}^{\infty} \gamma_n^2 = \infty$, then, assuming that $(T_n)$ is jointly $(P_2)$ with respect to $(\gamma_n)$, any sequence $(x_n) \subseteq X$ such that for all $n$, $x_{n+1} = T_n x_n$, is $\Delta$-convergent (a generalization of weak convergence to arbitrary metric spaces, due to Lim [33]) to a common fixed point of the family.

The following result attempts to elucidate the efficacy of the joint firm nonexpansiveness condition by tying it to the well-known resolvent identity.

Theorem 3.3: Let $(T_\gamma)_{\gamma > 0}$ be a family of self-mappings of $X$. Then the following are equivalent:

(a) (i) For all $\gamma > 0$, $T_\gamma$ is nonexpansive.
    (ii) For all $\gamma > 0$, $t \in [0, 1]$ and $x \in X$,
\[ T_{(1-t)}(1-t)x + tT_\gamma x = T_\gamma x. \]

(b) $(T_\gamma)_{\gamma > 0}$ is jointly firmly nonexpansive.

Proof: (a) $\Rightarrow$ (b) (This is essentially expressed by Leuștean et al. [1, Proposition 3.17].) Let $\lambda, \mu > 0$, $x, y \in X$ and $\alpha, \beta \in [0, 1]$ be such that $(1 - \alpha)\lambda = \mu$. Let $\gamma_n = \lambda^2/2^n$. Since $(\lambda^2/2^n)_{n \in \mathbb{N}} \subseteq (0, \infty)$ with $\sum_{n=0}^{\infty} \gamma_n^2 = \infty$, then, assuming that $(T_n)$ is jointly $(P_2)$ with respect to $(\gamma_n)$, any sequence $(x_n) \subseteq X$ such that for all $n$, $x_{n+1} = T_n x_n$, is $\Delta$-convergent (a generalization of weak convergence to arbitrary metric spaces, due to Lim [33]) to a common fixed point of the family.
(1 − β)μ := δ. We get that
\[
d(Tλx, Tμy) = d(T(1−α)λ, (1 − α)x + αTλx), T(1−β)μ, (1 − β)y + βTμy))
\]
\[= d(Tδ((1 − α)x + αTλx), Tδ((1 − β)y + βTμy))
\]
\[≤ d((1 − α)x + αTλx, (1 − β)y + βTμy).
\]
‘(b) ⇒ (a)’ Let γ > 0. Take x, y ∈ X. To show that \(d(Tγx, Tγy) ≤ d(x, y)\), simply set in the joint firm nonexpansiveness condition \(λ := γ\), \(μ := γ\), \(α := 0\) and \(β := 0\).

To show that the resolvent identity holds, take \(t ∈ [0, 1]\) and \(x ∈ X\). Set \(γ := (1 − t)x + tTγx\), so one has to prove that \(T(1−t)γy = Tγx\). Then, if one sets \(λ := γ\), \(μ := (1 − t)γ\), \(α := t\) and \(β := 0\), since then \((1 − α)λ = (1 − β)μ\), one gets that
\[
d(Tγx, T(1−t)γy) ≤ d((1 − t)x + tTγx, y) = 0,
\]
so \(T(1−t)γy = Tγx\).

4. An improvement on the uniform case

If \(T\) is a self-mapping of \(X\) and \(C\) is a nonempty subset of \(X\) such that \(T(C) \subseteq C\), we say that \(T\) is uniformly firmly nonexpansive on \(C\) with modulus \(φ : (0, ∞) → (0, ∞)\) if for all \(ε > 0\) and \(x, y ∈ C\) with \(d(Tx, Ty) ≥ ε\) and all \(t ∈ [0, 1]\),
\[
d^2(Tx, Ty) ≤ d^2((1 − t)x + tTγx, (1 − t)y + tTγy) − 2(1 − t)φ(ε).
\]
One says that \(T\) is uniformly \((P2)\) on \(C\) with modulus \(φ\) if for all \(ε > 0\) and \(x, y ∈ C\) with \(d(Tx, Ty) ≥ ε\),
\[
2d^2(Tx, Ty) ≤ d^2(x, Ty) + d^2(y, Tx) − d^2(x, Tx) − d^2(y, Ty) − 2φ(ε),
\]
or, equivalently, using the quasi-linearization function,
\[
\langle TxTy, TyTx⟩ ≤ \langle TxTy, xTy⟩ − φ(ε).
\]
(As before, the latter notion is more general than the first, though identical in Hilbert spaces.)

The second main result of the paper [1] had been the extraction of a rate of convergence for the proximal point algorithm in connection with this uniformity. There, a more restrictive notion of uniform firm nonexpansiveness had been considered (first used in [34, Section 3.4]), where the modulus \(φ\) is non-decreasing and applied directly to the quantity \(d(Tx, Ty)\), as that is the kind of modulus that is commonly used in defining the corresponding uniform notions of monotone operators and convex functions. It is easy, though, to redefine those notions in terms of this more general kind of modulus and to show that their resolvents fit into the definition above. One could also adapt [1, Lemma 4.4] and
[1, Theorem 5.1] to this setting, but we shall not attempt that, as those results will be shortly superseded by the results of this section.

Specifically, the following generalizes [1, Lemma 4.4]. (The estimate obtained below had been implicit in the original proof, but its importance had not been apparent at the time.)

**Lemma 4.1:** Let $T$ be a self-mapping of $X$ and $C$ be a nonempty subset of $X$ such that $T(C) \subseteq C$. Assume that $T$ is uniformly $(P_2)$ on $C$ with modulus $\varphi$. Then for all $x \in C$ and $z \in C \cap \text{Fix}(T)$ with $d(Tx, z) \geq \varepsilon$,

$$\varphi(\varepsilon) \leq \langle Txz, xTx \rangle.$$

**Proof:** Since $T$ is uniformly $(P_2)$ on $C$ with modulus $\varphi$,

$$\langle Txz, zz \rangle \leq \langle Txz, xTx \rangle - \varphi(\varepsilon).$$

so $\varphi(\varepsilon) \leq \langle Txz, xTx \rangle$. ■

The following is a particular case of a recent result of Kohlenbach and Powell [12, Lemma 3.4], which is a quantitative version of an argument going back to e.g. [35, Lemma 2.2]. We give its proof for completeness.

**Lemma 4.2:** Let $(\gamma_n)_{n \in \mathbb{N}}$ and $(w_n)_{n \in \mathbb{N}}$ be sequences of non-negative reals and $b > 0$, $\theta : (0, \infty) \to \mathbb{N}$ and $\varphi : (0, \infty) \to (0, \infty)$ be such that:

- for all $n \in \mathbb{N}$, $w_n \leq b$;
- for all $x > 0$, $\sum_{n=0}^{\theta(x)} \gamma_n \geq x$;
- for all $\varepsilon > 0$ and all $n \in \mathbb{N}$ with $\varepsilon < w_{n+1}$, $w_{n+1} \leq w_n - \gamma_n \varphi(\varepsilon)$.

Then for all $\varepsilon > 0$ and all $n \geq \theta(b+1/\varphi(\varepsilon)) + 1$, $w_n \leq \varepsilon$.

**Proof:** Let $\varepsilon > 0$. Assume first that for all $n \leq \theta(b+1/\varphi(\varepsilon))$, $w_{n+1} > \varepsilon$, so for all $n \leq \theta(b+1/\varphi(\varepsilon))$, $\gamma_n \varphi(\varepsilon) \leq w_n - w_{n+1}$. We get that

$$b \geq w_0 \geq w_0 - \sum_{n=0}^{\theta(b+1/\varphi(\varepsilon)) + 1} (w_n - w_{n+1}) \geq \varphi(\varepsilon) \sum_{n=0}^{\theta(b+1/\varphi(\varepsilon))} w_n \geq \varphi(\varepsilon) \gamma_n \geq \frac{b+1}{\varphi(\varepsilon)} \cdot \varepsilon = b + 1,$$

a contradiction. Thus, there is an $N \leq \theta(b+1/\varphi(\varepsilon)) + 1$ such that $w_N \leq \varepsilon$. 
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We now prove by induction that for all $n \geq N$, $w_n \leq \varepsilon$, from which it will follow that this holds for all $n \geq \theta\left(\frac{b+1}{\varphi(\varepsilon)}\right) + 1$. Assume that for such an $n$, $w_n \leq \varepsilon$ and $w_{n+1} > \varepsilon$. But then
\[ \varepsilon < w_{n+1} \leq w_n - \gamma_n \varphi(\varepsilon) \leq w_n \leq \varepsilon, \]
a contradiction.

The general version of the above lemma has been used in [12] to give rates of convergence for iterations associated to uniformly accretive operators in uniformly convex Banach spaces (see the end of this section), following earlier work that yielded rates of convergence for the gradient flow associated to such operators in [31], and for the asymptotic behaviour towards infinity of their resolvents and the fixed-step-size proximal point algorithm in [36]. The general notion underlying the strategy is that of a *modulus of uniqueness*, which was first introduced by Kohlenbach in the early 1990s [10,37,38] in the context of best approximation theory, while its significance in deriving rates of convergence for asymptotically regular iterative sequences was identified later in [11, Section 4.1].

These ideas have indeed been previously applied to our abstract proximal point algorithm in the form of [1, Theorem 5.1], but we will now show how the use of the above lemma allows us to derive the following more powerful version, where we no longer need to assume that the sequence $(d(x_n, x_{n+1})/\gamma_n)$ is nonincreasing, and we may replace the divergence of $\sum_{n=0}^{\infty} \gamma_n^2$ with that of $\sum_{n=0}^{\infty} \gamma_n$.

**Theorem 4.3:** Let $(T_n)_{n \in \mathbb{N}}$ be a family of self-mappings of $X$ and $p \in \bigcap_{n \in \mathbb{N}} \text{Fix}(T_n)$. Let $(\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty)$ and $\theta : (0, \infty) \to \mathbb{N}$ and assume that for all $x > 0$,
\[ \sum_{n=0}^{\theta(x)} \gamma_n \geq x. \]
Let $b > 0$ and denote by $C$ the closed ball of centre $p$ and radius $b$. Let $\varphi : (0, \infty) \to (0, \infty)$ and assume that for all $n$, $T_n(C) \subseteq C$ and $T_n$ is uniformly $(P_2)$ on $C$ with modulus $\gamma_n \varphi$. Let $(x_n) \subseteq C$ be such that for all $n$, $x_{n+1} = T_n x_n$.

Then for all $\varepsilon > 0$ and all $n \geq \theta\left(\frac{(b+1)^2}{\varphi(\varepsilon)}\right) + 1$, $d(x_n, p) \leq \varepsilon$.

**Proof:** We seek to apply Lemma 4.2 with the sequence $(d(x_n, p))$ playing the role of $(w_n)$ and with $\varphi/(b + 1)$ playing the role of $\varphi$. We only need to show that for all $\varepsilon > 0$ and $n \in \mathbb{N}$ with $d(x_{n+1}, p) > \varepsilon$, we have that
\[ d(x_{n+1}, p) \leq d(x_n, p) - \frac{\gamma_n \varphi(\varepsilon)}{b + 1}. \]

Let, then, $\varepsilon > 0$ and $n \in \mathbb{N}$ be such that $d(x_{n+1}, p) > \varepsilon$. Since $T_n$ is uniformly $(P_2)$ on $C$ with modulus $\gamma_n \varphi$ and $x_{n+1} = T_n x_n$, we get by Lemma 4.1 that
\[ \gamma_n \varphi(\varepsilon) \leq \langle \overrightarrow{x_{n+1} p}, \overrightarrow{x_n x_{n+1}} \rangle, \]
and thus we have that
\[ d^2(x_{n+1}, p) = \langle x_{n+1}p, x_{n+1}p \rangle = \langle x_{n+1}p, x_n p \rangle - \langle x_{n+1}p, x_n x_{n+1} \rangle \]
\[ \leq d(x_{n+1}, p) d(x_n, p) - \gamma_n \varphi(\epsilon). \]
Since \(d(x_{n+1}, p) > \epsilon > 0\), we can divide by it, so
\[ d(x_{n+1}, p) \leq d(x_n, p) - \frac{\gamma_n \varphi(\epsilon)}{d(x_{n+1}, p)} \leq d(x_n, p) - \frac{\gamma_n \varphi(\epsilon)}{b + 1}, \]
which was what we needed to show. \[\Box\]

We see that the same phenomenon that occurred in [1, Theorem 5.1] also occurs here (and already did in [12, Lemma 3.4]) – namely, the resulting rate of convergence does not depend in any way on the sequence of step-sizes \((\gamma_n)\), even though they are not said to belong to a compact interval in which case the _fact_ would be explainable by general logical metatheorems.

Let us briefly remark a bit about the context in which the quantitative lemma was first introduced. One of its applications, [12, Theorem 4.2], deals with sequences \((x_n)\) inside a Banach space \(X\) that are associated to a uniformly accretive operator \(A\) and to a divergent sequence \((\alpha_n)\) of nonnegative reals in the sense that for each \(n\) there is an \(u \in Ax_{n+1}\) such that
\[ x_{n+1} = x_n - \alpha_n u. \]
In the case where all resolvents of the operator exist (e.g. when \(X\) is uniformly convex), it is immediate that the above relation simply means that for each \(n\),
\[ x_{n+1} = J_{\alpha_n}Ax_n, \]
i.e. \((x_n)\) is a sequence generated by the proximal point algorithm with inputs \(A\) and \((\alpha_n)\).

### 5. The asymptotic behaviour at infinity

We now deal with what is classically denoted by _resolvent convergence_, i.e. the behaviour of resolvent mappings as their order tends to infinity. In the case of Hilbert spaces [39, Lemma 1], the essential idea of the proof goes back to Minty [40] and was later popularized by Halpern [41]. A logical analysis of the latter result yielding a rate of metastability was first undertaken by Kohlenbach [30, Section 4]. (For the extension due to Reich [42] to more general Banach spaces such as \(L^p\) spaces, where the proof and its corresponding analysis require vastly different techniques, a rate of metastability was recently obtained by Kohlenbach and the author in [32].)

**Lemma 5.1:** Let \(T\) and \(U\) be self-mappings of \(X\) and \(\lambda, \mu > 0\) with \(\lambda \leq \mu\). Assume that \(T\) and \(U\) are \((\lambda, \mu)\)-mutually \((P_2)\). Let \(x \in X\). Then
\[ d^2(x, Ux) \geq d^2(x, Tx) + d^2(Tx, Ux). \]
In particular, \(d(x, Ux) \geq d(x, Tx)\).
Proof: If $\lambda = \mu$, then, by Proposition 3.2, $Tx = Ux$ and the conclusion immediately follows. Assume, then, that $\lambda < \mu$. Since $T$ and $U$ are $(\lambda, \mu)$-mutually $(P_2)$, we have that

$$\frac{1}{\mu} \langle TxUx, xUx \rangle \leq \frac{1}{\lambda} \langle TxUx, xTx \rangle,$$

so

$$\frac{1}{\mu} \langle TxUx, xTx \rangle + \frac{1}{\mu} \langle TxUx, TxUx \rangle \leq \frac{1}{\lambda} \langle TxUx, xTx \rangle,$$

from which we get that

$$0 \leq \frac{1}{\mu} d^2 (Tx, Ux) \leq \left( \frac{1}{\lambda} - \frac{1}{\mu} \right) \langle TxUx, xTx \rangle.$$

Since $\lambda < \mu$, $\frac{1}{\lambda} - \frac{1}{\mu} > 0$, so $\langle xTx, TxUx \rangle \geq 0$. Thus,

$$d^2 (x, Ux) = \langle xUx, xUx \rangle = d^2 (x, Tx) + d^2 (Tx, Ux) + 2 \langle xTx, TxUx \rangle \geq d^2 (x, Tx) + d^2 (Tx, Ux),$$

and we are done. \hfill \blacksquare

Theorem 5.2: Let $(T_n)_{n \in \mathbb{N}}$ be a family of self-mappings of $X$ and $(\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty)$ a nondecreasing sequence and assume that $(T_n)$ is jointly $(P_2)$ with respect to $(\gamma_n)$. Put $F := \bigcap_{n \in \mathbb{N}} \text{Fix}(T_n)$. Let $x \in X$ and $b > 0$ and assume that for all $n$, $d(x, T_nx) \leq b$. Then:

(a) for all $\varepsilon > 0$ and all $g : \mathbb{N} \to \mathbb{N}$ there is an $N \leq \frac{b^2}{\varepsilon^2}$ such that for all $i, j \in [N, N + g(N)]$, $d(T_ix, T_jx) \leq \varepsilon$;
(b) if in addition $X$ is complete and $\lim_{n \to \infty} \gamma_n = \infty$, then $F \neq \emptyset$ and $(T_nx)$ converges to the unique point in $F$ which is closest to $x$.

Proof: (a) Let $\varepsilon > 0$ and $g : \mathbb{N} \to \mathbb{N}$. For all $n, p \in \mathbb{N}$ with $n \leq p, \gamma_n \leq \gamma_p$, and so, by Lemma 5.1, $d(x, T_px) \geq d(x, T_nx)$. Thus, $(d^2 (x, T_nx))$ is a nondecreasing sequence in $[0, b^2]$ and by Proposition 2.2, there is an $N \leq \frac{b^2}{\varepsilon^2}$ such that for all $i, j \in [N, N + g(N)]$, $|d^2 (x, T_ix) - d^2 (x, T_jx)| \leq \varepsilon^2$.

Let $i, j \in [N, N + g(N)]$. Again, by Lemma 5.1,

$$d^2 (T_ix, T_jx) \leq |d^2 (x, T_ix) - d^2 (x, T_jx)| \leq \varepsilon^2,$$

so $d(T_ix, T_jx) \leq \varepsilon$. 
(b) We have that \((T_n x)\) is metastable, hence Cauchy. Since \(X\) is complete, \((T_n x)\) is convergent. Denote its limit by \(p\). We have that for all \(m, n \in \mathbb{N}\),
\[
\frac{1}{\gamma_m} \langle T_n x T_m T_n x, T_n x T_m T_n x \rangle \leq \frac{1}{\gamma_n} d(T_n x, T_m T_n x) d(x, T_n x),
\]
so for all \(m, n \in \mathbb{N}\),
\[
\frac{1}{\gamma_m} d^2(T_n x, T_m T_n x) \leq \frac{1}{\gamma_n} d(T_n x, T_m T_n x) d(x, T_n x).
\]
For all \(m, n \in \mathbb{N}\), either \(d(T_n x, T_m T_n x) \neq 0\), so we can divide the above by it and get that
\[
d(T_n x, T_m T_n x) \leq \frac{\gamma_m}{\gamma_n} d(x, T_n x) \leq \frac{b \gamma_m}{\gamma_n},
\]
or \(d(T_n x, T_m T_n x) = 0\), so clearly then \(d(T_n x, T_m T_n x) \leq \frac{b \gamma_m}{\gamma_n}\). Thus, for all \(m \in \mathbb{N}\),
\[
d(p, T_m p) = \lim_{n \to \infty} d(T_n x, T_m T_n x) \leq \lim_{n \to \infty} \frac{b \gamma_m}{\gamma_n} = 0,
\]
so for all \(m \in \mathbb{N}\), \(p \in \text{Fix}(T_m)\), i.e. \(p \in F\) (so \(F \neq \emptyset\)).

Now let \(q \in F\) with \(q \neq p\). Then, for all \(n \in \mathbb{N}\), since \(T_n\) is \((P_2)\) and \(q \in \text{Fix}(T_n)\),
\[
2d^2(T_n x, q) \leq d^2(x, q) + d^2(T_n x, q) - d^2(x, T_n x),
\]
i.e.
\[
d^2(x, q) - d^2(T_n x, q) - d^2(x, T_n x) \geq 0.
\]
By passing to the limit, we get that
\[
d^2(x, q) - d^2(p, q) - d^2(x, p) \geq 0,
\]
i.e.
\[
d^2(x, q) \geq d^2(x, p) + d^2(p, q) > d^2(x, p),
\]
so \(p\) is the unique point in \(F\) which is closest to \(x\).

\[\Box\]

**Theorem 5.3:** Assume that \(X\) is complete. Let \((T_\gamma)_{\gamma > 0}\) be a jointly \((P_2)\) family of self-mappings of \(X\). Put \(F := \bigcap_{\gamma > 0} \text{Fix}(T_\gamma)\). Let \(x \in X\), \(b > 0\), and \((\lambda_n)_{n \in \mathbb{N}} \subseteq (0, \infty)\) with \(\lim_{n \to \infty} \lambda_n = \infty\) and assume that for all \(n\), \(d(x, T_{\lambda_n} x) \leq b\). Then \(F \neq \emptyset\) and the curve \((T_\gamma x)_{\gamma > 0}\) is continuous and converges to the unique point in \(F\) which is closest to \(x\).
Proof: For all $\gamma > 0$ there is an $n$ such that $\lambda_n \geq \gamma$, and so, by Lemma 5.1, $d(x, T_\gamma x) \leq d(x, T_\lambda x) \leq b$. In addition, by Proposition 3.1, for all $(\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty)$, $F = \bigcap_{n \in \mathbb{N}} \text{Fix}(T_\gamma)$.

To show continuity, we shall show that for any $\Gamma > 0$, the curve $(T_\gamma x)_{\gamma \geq \Gamma}$ is uniformly continuous. Let $\Gamma > 0$ and $\lambda, \mu \geq \Gamma$ with $\lambda \leq \mu$. Then

$$\frac{1}{\mu} (T_\lambda x, T_\mu x) \leq \frac{1}{\lambda} (T_\lambda x, T_\mu x),$$

so

$$\frac{1}{\mu} d^2(T_\lambda x, T_\mu x) \leq \frac{\mu - \lambda}{\lambda \mu} (T_\lambda x, T_\mu x) \leq \frac{\mu - \lambda}{\lambda \mu} \cdot d(T_\lambda x, T_\mu x) \cdot d(x, T_\lambda x)$$

$$\leq \frac{\mu - \lambda}{\lambda \mu} \cdot 2b^2,$$

from which we get

$$d(T_\lambda x, T_\mu x) \leq \sqrt{\frac{\mu - \lambda}{\lambda} \cdot b^2} \leq \sqrt{\mu - \lambda} \cdot \frac{b}{\sqrt{\Gamma}}$$

which implies the sought-after uniform continuity.

By applying Theorem 5.2, we get that $F \neq \emptyset$ and that for all nondecreasing $(\gamma_n)_{n \in \mathbb{N}} \subseteq (0, \infty)$ such that $\lim_{n \to \infty} \gamma_n = \infty$, the sequence $(T_\gamma x)_{n \in \mathbb{N}}$ converges to the unique point in $F$ which is closest to $x$, so the curve $(T_\gamma x)_{\gamma > 0}$ converges to that same point.

We see that the above result subsumes [41, Theorem 1], [39, Lemma 1], [20, Theorem 24.1], [43, Theorem 3.1.1] and [7, Theorem 1.4].

Thus, these examples have shown, in addition to the results in [1], that jointly firmly nonexpansive families of mappings unify a number of algorithms involving resolvent-type mappings, and further work in this direction may increase the area of applicability even more. A promising avenue would be to investigate how the notion may be extended to Banach spaces which are more general than Hilbert spaces, allowing the abstract treatment of results such as the ones in [21,44–49].

Acknowledgments

This work has been supported by the German Science Foundation (DFG Project KO 1737/6-1) and by a grant of the Romanian National Authority for Scientific Research, CNCS – UEFISCDI, project number PN-III-P1-1.1-PD-2019-0396. I would like to thank Liviu Păunescu for suggesting to investigate continuity in Theorem 5.3.

Disclosure statement

No potential conflict of interest was reported by the author(s).
**Funding**

This work has been supported by the German Science Foundation (Deutsche Forschungsgemeinschaft) (DFG Project KO 1737/6-1) and by a grant of the Romanian National Authority for Scientific Research, CNCS – UEFISCDI, (Ministerul Educației și Cercetării Științifice), project number PN-III-P1-1.1-PD-2019-0396.

**ORCID**

Andrei Sipoş  http://orcid.org/0000-0002-9391-6338

**References**

[1] Leuştean L, Nicolae A, Sipoş A. An abstract proximal point algorithm. J Glob Optim. 2018;72(3):553–577.

[2] Martinet B. Régularisation d’inéquations variationnelles par approximations successives. Rev Française Informat Recherche Opérationnelle. 1970;4:154–158.

[3] Rockafellar RT. Monotone operators and the proximal point algorithm. SIAM J Control Optim. 1976;14:877–898.

[4] Brézis H, Lions PL. Produits ininis de resolvantes. Israel J Math. 1978;29:329–345.

[5] Bačák M. The proximal point algorithm in metric spaces. Israel J Math. 2013;194:689–701.

[6] Bačák M. Convex analysis and optimization in Hadamard spaces. Berlin: De Gruyter; 2014.

[7] Bačák M, Reich S. The asymptotic behavior of a class of nonlinear semigroups in Hadamard spaces. J Fixed Point Theory Appl. 2014;16:189–202.

[8] Kohlenbach U. Applied proof theory: proof interpretations and their use in mathematics. Berlin: Springer; 2008. (Springer monographs in mathematics).

[9] Kohlenbach U. Proof-theoretic methods in nonlinear analysis. In: Sirakov B, Ney de Souza P, Viana M, editors. Proceedings of the International Congress of Mathematicians 2018; ICM 2018. Vol. 2. Hackensack, NJ: World Scientific; 2019. p. 61–82.

[10] Kohlenbach U. Theorie der majorisierbaren und stetigen Funktionale und ihre Anwendung bei der Extraktion von Schranken aus inkonstruktiven Beweisen: Effektive Eindeutigkeitsmodule bei besten Approximationen aus ineffektiven Beweisen [PhD thesis]. Goethe University Frankfurt; 1990.

[11] Kohlenbach U, Oliva P. Proof mining: a systematic way of analysing proofs in mathematics. Proc Steklov Inst Math. 2003;242:136–164.

[12] Kohlenbach U, Powell T. Rates of convergence for iterative solutions of equations involving set-valued accretive operators. Comput Math Appl. 2020;80:490–503.

[13] Aleksandrov AD. A theorem on triangles in a metric space and some of its applications. Trudy Math Inst Steklov. 1951;38:4–23.

[14] Gromov M. Hyperbolic groups. In: Gersten SM, editor. Essays in group theory. New York: Springer; 1987. p. 75–264. (Math. sci. res. inst. publ.; 8).

[15] Berg ID, Nikolaev IG. Quasilinearization and curvature of Alexandrov spaces. Geom Dedicata. 2008;133:195–218.

[16] Browder FE. Convergence theorems for sequences of nonlinear operators in Banach spaces. Math Z. 1967;100:201–225.

[17] Bruck Jr. RE. Nonexpansive projections on subsets of Banach spaces. Pacific J Math. 1973;47:341–355.
[18] Reich S. Extension problems for accretive sets in Banach spaces. J Functional Analysis. 1977;26(4):378–395.
[19] Goebel K, Reich S. Iterating holomorphic self-mappings of the Hilbert ball. Proc Japan Acad Ser A Math Sci. 1982;58(8):349–352.
[20] Goebel K, Reich S. Uniform convexity, hyperbolic geometry, and nonexpansive mappings. New York: Marcel Dekker, Inc.; 1984. (Monographs and textbooks in pure and applied mathematics; 83).
[21] Reich S, Shafrir I. The asymptotic behavior of firmly nonexpansive mappings. Proc Amer Math Soc. 1987;101(2):246–250.
[22] Reich S, Shafrir I. Nonexpansive iterations in hyperbolic spaces. Nonlinear Anal. 1990;15(6):537–558.
[23] Ariza-Ruiz D, Leuştean L, López-Acedo G. Firmly nonexpansive mappings in classes of geodesic spaces. Trans Amer Math Soc. 2014;366:4299–4322.
[24] Ariza-Ruiz D, López-Acedo G, Nicolae A. The asymptotic behavior of the composition of firmly nonexpansive mappings. J Optim Theory Appl. 2015;167:409–429.
[25] Kohlenbach U, López-Acedo G, Nicolae A. Quantitative asymptotic regularity for the composition of two mappings. Optimization. 2017;66:1291–1299.
[26] Bauschke H, Combettes P. Convex analysis and monotone operator theory in Hilbert spaces. 2nd ed. Cham: Springer; 2017.
[27] Tao T. Soft analysis, hard analysis, and the finite convergence principle. Essay posted May 23, 2007. Appeared in: Tao T. Structure and randomness: pages from year one of a mathematical blog. AMS; 2008. 298 pp.
[28] Tao T. Norm convergence of multiple ergodic averages for commuting transformations. Ergodic Theory Dynam Systems. 2008;28:657–688.
[29] Neumann E. Computational problems in metric fixed point theory and their Weihrauch degrees. Log Methods Comput Sci. 2015;11:1–44.
[30] Kohlenbach U. On quantitative versions of theorems due to F. E. Browder and R. Wittmann. Adv Math. 2011;226:2764–2795.
[31] Kohlenbach U, Koutsoukou-Argyraki A. Rates of convergence and metastability for abstract Cauchy problems generated by accretive operators. J Math Anal Appl. 2015;423:1089–1112.
[32] Kohlenbach U, Sipoş A. The finitary content of sunny nonexpansive retractions. Commun Contemp Math. 2021;23(1):19550093 [63 pages].
[33] Lim TC. Remarks on some fixed point theorems. Proc Amer Math Soc. 1976;60:179–182.
[34] Bartz S, Bauschke H, Moffat S, Wang X. The resolvent average of monotone operators: dominant and recessive properties. SIAM J Optim. 2016;26:602–634.
[35] Alber Y, Reich S, Shoikhet D. Iterative approximations of null points of uniformly accretive operators with estimates of the convergence rate. Commun Appl Anal. 2002;6(1):89–104.
[36] Koutsoukou-Argyraki A. Effective rates of convergence for the resolvents of accretive operators. Numer Funct Anal Optim. 2017;38:1601–1613.
[37] Kohlenbach U. Effective moduli from ineffective uniqueness proofs. An unwinding of de la Vallée Poussin’s proof for Chebycheff approximation. Ann Pure Appl Logic. 1993;64(1):27–94.
[38] Kohlenbach U. New effective moduli of uniqueness and uniform a priori estimates for constants of strong unicity by logical analysis of known proofs in best approximation theory. Numer Funct Anal Optim. 1993;14(5–6):581–606.
[39] Bruck Jr. RE. A strongly convergent iterative solution of 0 ∈ U(x) for a maximal monotone operator U in Hilbert space. J Math Anal Appl. 1974;48:114–126.
[40] Minty GJ. On a “monotonicity” method for the solution of non-linear equations in Banach spaces. Proc Natl Acad Sci USA. 1963;50:1038–1041.
[41] Halpern B. Fixed points of nonexpanding maps. Bull Amer Math Soc. 1967;73:957–961.
[42] Reich S. Strong convergence theorems for resolvents of accretive operators in Banach spaces. J Math Anal Appl. 1980;75:287–292.
[43] Jost J. Nonpositive curvature: geometric and analytic aspects. Basel: Birkhäuser; 1997.
[44] Bruck Jr. RE, Reich S. Nonexpansive projections and resolvents of accretive operators in Banach spaces. Houston J Math. 1977;3(4):459–470.
[45] Martín-Márquez V, Reich S, Sabach S. Right Bregman nonexpansive operators in Banach spaces. Nonlinear Anal. 2012;75:5448–5465.
[46] Martín-Márquez V, Reich S, Sabach S. Existence and approximation of fixed points of right Bregman nonexpansive operators. In: Bailey DH, Bauschke HH, Borwein P, Garvan F, Théra M, Vanderwerff JD, Wolkowicz H, editors. Computational and analytical mathematics. New York: Springer; 2013. p. 501–520. (Springer proceedings in mathematics & statistics; 50).
[47] Martín-Márquez V, Reich S, Sabach S. Iterative methods for approximating fixed points of Bregman nonexpansive operators. Discrete Contin Dyn Syst. 2013;6(4):1043–1063.
[48] Martín-Márquez V, Reich S, Sabach S. Bregman strongly nonexpansive operators in reflexive Banach spaces. J Math Anal Appl. 2013;400(2):597–614.
[49] Reich S, Sabach S. Existence and approximation of fixed points of Bregman firmly nonexpansive mappings in reflexive Banach spaces. In: Bauschke HH, Burachik RS, Combettes PL, Elser V, Russell Luke D, Wolkowicz H, editors. Fixed-point algorithms for inverse problems in science and engineering. New York: Springer; 2011. p. 301–316. (Springer optimization and its applications; 49).