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Abstract—Road segmentation in challenging domains, such as night, snow or rain, is a difficult task. Most current approaches boost performance using fine-tuning, domain adaptation, style transfer, or by referencing previously acquired imagery. These approaches share one or more of three significant limitations: a reliance on large amounts of annotated training data that can be costly to obtain, both anticipation of and training data from the type of environmental conditions expected at inference time, and/or imagery captured from a previous visit to the location. In this research, we remove these restrictions by improving road segmentation based on similar places. We use Visual Place Recognition (VPR) to find similar but geographically distinct places, and fuse segmentations for query images and these similar place priors using a Bayesian approach and novel segmentation quality metric. Ablation studies show the need to re-evaluate notions of VPR utility for this task. We demonstrate the system achieving state-of-the-art road segmentation performance across multiple challenging condition scenarios including night time and snow, without requiring any prior training or previous access to the same geographical locations. Furthermore, we show that this method is network agnostic, improves multiple baseline techniques and is competitive against methods specialised for road prediction. Source code is publicly available at https://github.com/CMalone-Jupiter/SimilarPlaces.

Index Terms—Semantic Scene Understanding, Localization, Autonomous Vehicle Navigation

I. INTRODUCTION

SCENE understanding for mobile robots is crucial to enabling their safe operation, especially in the context of autonomous vehicles or systems that operate in populated environments. For a robot to understand the world around it, it must perform key tasks including traversability analysis, depth estimation, object detection, localisation, semantic segmentation [1] and more specifically for the focus of this paper, road segmentation. The semantic segmentation task in particular has benefited from the wide-spread adoption of modern neural networks; state-of-the-art systems can typically semantically segment scenes captured in ideal conditions (i.e., clear atmosphere, well illuminated) to a high level of accuracy (e.g., mIoU ≥83% [2] on the Cityscapes [3] validation set). Accordingly, road segmentation in these ideal conditions can be considered a mostly solved task.

If non-ideal conditions are both anticipated and suitable exemplar data is available, approaches involving fine-tuning, domain adaptation or style transfer can significantly improve performance [4], [5], [6]. The viability of these approaches is limited however: beyond needing to anticipate the conditions ahead of time, they typically need large scale datasets and/or corresponding annotations to train the systems. Obtaining ground truth annotations can also be particularly difficult in challenging conditions, as evidenced by the need in past research to classify some pixels as ‘uncertain’ [4]. As robots move into ever more challenging and open-ended operational domains, predicting (and training for) the range of encountered conditions will become increasingly infeasible. Therefore it is important that novel methods are explored which complement existing approaches while removing some of these practical limitations.

Here we present an alternative approach that is based on three core observations: 1) that it’s easier to perform semantic segmentation under ideal rather than challenging environmental conditions; 2) that many geographically distinct places in the world are similar, and 3) that VPR tends to find places with structural similarity, hence the focus on road segmentation for ground-based vehicles here. Together these insights form the foundation for our proposed similar place prior-based approach to improving road segmentation, with the following contributions:

- A segmentation-network agnostic method based on a novel concept of finding similar places to the query image, which improves road segmentation in challenging domains without any requirement for previous access to the actual location or the need for an extensive labelled data collection.
- A Bayesian approach for fusing raw image segmenta-
tions captured under perceptually challenging conditions with segmentations from similar places captured under ideal conditions, retrieved through VPR. The fusion produces updated, improved class predictions by dynamically weighting the contribution from the similar place prior.

- Extensive experimental evaluations across a range of environmental conditions (night, snow, rain) that demonstrate new levels of absolute road segmentation performance compared to state-of-the-art methods and a universal improvement of multiple state-of-the-art segmentation baselines using the proposed approach
- Analysis revealing the effectiveness of current VPR for similar place retrieval and the specific performance benefits of the similar place segmentation process proposed here over a naive baseline implementation, and
- New manually-curated subsets of WildDash 2 dataset for the segmentation task which explicitly separates performance evaluation across night, snow and rainy conditions, and shows that night still remains more challenging than snow and rain.

The paper proceeds as follows. We review semantic segmentation, visual place recognition and the use of priors in Section II. Section III details the Bayesian update approach for incorporating segmentations. In Section IV, we detail the benchmark datasets, experimental process and evaluation procedures. Results are presented in Section V, with discussion and future work possibilities in Section VI.

II. RELATED WORK

Here we briefly touch on relevant research in semantic segmentation under challenging conditions and visual place recognition.

A. Semantic Segmentation

Semantic segmentation involves the separation of an image into a set of analogous regions that can be categorised into a finite set of classes. This has been achieved through numerous techniques including colour space analysis, machine learning and most recently with great success, deep learning. With the development of fully convolutional networks for pixel-wise predictions [7], deep learning has resulted in neural networks that are capable of highly accurate dense semantic label predictions on elementary datasets [2], [8], [9], [10], [11], at least in ideal conditions. Achieving this level of accuracy in challenging domains, such as nighttime [4], [5] or snow [12], [13], remains a mostly unsolved research problem. Of these approaches, [4] is most conceptually similar to ours, except that our approach does not require any prior experience in the specific location.

Common approaches to improving segmentation performance in challenging domains include fine-tuning networks [14], [15], sequential imagery [16] and sensor fusion [17], most of which require either anticipation of the likely deployment conditions or the ability to collect training data representative of those conditions. As an alternative approach, [5], [18], [19], [4] use domain adaptation to adapt networks trained on daytime datasets to the nighttime domain; [5], [4] achieve this adaptation gradually through the use of intermediary twilight images. Related work on style transfer uses a similar concept to train generative adversarial networks (GANs [20]) to project an image from one domain into the style of another [21]. [6] uses style transfer to train a set of domain adaptors that can be used to preprocess any image into a domain compatible with off-the-shelf segmentation networks. Our proposed approach shares some conceptual similarity around augmenting off-the-shelf segmentation networks, but instead achieves this goal using ‘similar place templates’ instead of domain adaptation, offering several significant practical advantages.

Some existing approaches are similar to ours from the point of using prior segmentations to improve results, but typically have at least two significant extra requirements: the availability of images from the same geographical location and labelled images. Both [22] and [23] have explored the use of priors for semantic segmentation but under relatively idealized conditions. [23] improved segmentation performance on daytime images by fusing the results from temporal priors, while [22] used a probabilistic model and manually-labelled satellite images from the same geographical locations to improve daytime segmentation. Similarly [4] uses localised priors for domain adaptation.

B. Visual Place Recognition

Our proposed approach relies on the identification of similar reference images using Visual Place Recognition systems [24], warranting a brief overview. The key challenges of the VPR problem involve dealing with variations in camera viewpoint and scene appearance. From large-scale appearance-based mapping techniques [25] to appearance-robust day-night place recognition [26], recent VPR research focus has shifted more to the use of learning-based techniques to better represent and match places under a range of practical challenges [27], [28], [29], [30]. For a relatively constrained scenario, for example, where places are revisited with roughly a similar viewpoint, view-dependent image descriptors in particular demonstrate high performance, especially under varying scene appearance conditions [26], [29], [28]. Although an "apples to apples" comparison between VPR and semantic segmentation is not possible, VPR techniques can provide a “robust” means to look up similar images that can then provide segmentation priors, which result in performance improvements as presented in this paper.

III. METHOD

We begin by defining some terminology referred to consistently within the remainder of the paper. A query image refers to an image captured in a challenging domain (e.g. night, snow or rain). Reference images refers to a set of images captured under ideal appearance conditions, but not from the test locations. We use VPR to retrieve similar images from a place recognition perspective from a reference dataset and use these to construct an intermediate similar place template. This similar place template is then used to update the prediction
of the query image road segmentation. To maximize the generality of the method, we explicitly enforce that there be no exact geographic overlap between query and retrieved reference images, removing the need for any previous visit to the specific location. Finally, we refer to class logit as the pre-softmax layer output of a given segmentation network.

We adopt a Bayesian approach to improving road segmentation in challenging domains, setting Gaussian priors over class logits for individual pixel/class combinations within a given query image. Prior distributions are parameterized using the similar place template, discussed in detail in Section III-A. Notably, the uncertainty in our prior distributions is set using a dynamic weighting scheme. Priors are updated using the observed query class logits, yielding a posterior distribution. This posterior is then used to make the final class prediction. We only perform this Bayesian update for potential road pixels since we are addressing road segmentation specifically in this work. Figure 1 summarizes our proposed methodology, which will be described in subsequent sections.

A. Similar Place Template Construction

We now define the notion of similar places for a query image, and use this to introduce our proposed method for constructing similar place templates. A similar place template is a $H \times W \times N_c$ tensor containing class logits where $H, W$ are the dimensions of the query image and $N_c$ is the number of semantic classes. The template is constructed by averaging class logits extracted from a subset of $k$ images from the reference set which are most similar to the query image.

We can identify these $k$ most similar places from the reference set by retrieving the best matches provided from a VPR method, choosing one with a tendency to find matches with similar structural and class-type layouts. For example, we expect that buildings, sidewalks and roads are in similar positions across query and retrieved images. Figure 1 illustrates examples of places that are similar but not the same location. We provide a discussion around how we select relevant VPR methods to ensure that retrieved images exhibit this characteristic.

Note that our usage of VPR is distinct from the typical goal of VPR itself, which is to retrieve elements of the reference dataset corresponding to the same place. We only use VPR as a tool for identifying places in the reference dataset which are similar, to improve road segmentation performance. We now detail our method for constructing similar place templates.

1) Similar Place Retrieval: In the VPR literature, a variety of place representation methods have been developed that exhibit unique characteristics with regards to viewpoint and appearance-invariance. While viewpoint-invariant methods such as NetVLAD [27] aggregate deep convolutional features without consideration of their spatial coordinates, viewpoint-aware methods like HybridNet [28] directly match the full convolutional tensor. This property is desirable here because it leads to place matching based on retrieving images with similar scene layout for a given query. Given our desired characteristics of similar places i.e. those that are structurally and semantically aligned, HybridNet is a strong candidate for our underlying VPR method. We use the last convolutional layer, specifically its feature tensor to represent places. Similar place retrieval is then performed through identifying reference images with lowest Cosine distance feature tensors to the query image.

Let $x_{ij,n}^q$ represent the value of the similar place template at the $i,j$ pixel coordinate for class $n$. We compute this by taking the mean of the class logits at the same pixel coordinate and class across the $k$ retrieved reference images, where $k \geq 1$. Furthermore, let $\sigma_n^q$ be the class-wise standard deviation of similar place template values over all pixels where class $n$ has the largest class logit value (hence largest class prediction probabilities).

B. Bayesian Update For Segmentation Logits

We now introduce our Bayesian update in detail, first by specifying the prior distribution and how it is parameterized by similar place templates, the likelihood and finally the update step over semantic class logits.

1) Prior Distribution: Let $x_{ij,n}$ be the true unknown class logit for class $n$ at pixel coordinate $i,j$ for the query image. We specify a Gaussian prior over this logit value, $x_{ij,n} \sim N(x_{ij,n}^q, (\omega_n \sigma_n^q)^2)$, parameterized by the similar place template values and class-wise (identical for all pixels) standard deviations. We can decompose the prior standard deviation into observed variability for template logits $\sigma_n^q$ and a dynamic tempering factor $\omega_n$ which further modulates the confidence in the prior based on class coverage, which will be discussed in Section III-C.

2) Likelihood and Bayes update: We specify a Gaussian likelihood for an observed logit for class $n$ from the query segmentation model $x_{ij,n}^q$ given true unknown logit $x_{ij,n}$, this ensures the posterior is also Gaussian. Concretely, $x_{ij,n} \sim N(x_{ij,n}^q, \sigma_n^2)$, where $\sigma_n^2$ is computed identically to $\sigma_n^q$ but applied to the query image. The posterior follows as

$$x_{ij,n} \sim N(x_{ij,n}^q, \sigma_n^2),$$

where the posterior mean and variance $x_{ij,n}$, $\sigma_n^2$ are

$$\sigma_n^2 = \frac{1}{\sigma_n^2 + (\omega_n \sigma_n^q)^2} \cdot \frac{x_{ij,n}^q \sigma_n^q}{\sigma_n^q} = \frac{x_{ij,n}^q}{\sigma_n^q} \cdot \frac{x_{ij,n}}{\sigma_n^q}$$

(2)

For each pixel, taking the maximum posterior mean across all classes will yield the new class prediction.

C. Prior Rescaling Factor

We now introduce our novel dynamic tempering factor $\omega_n$ introduced in Section III-B1, which further modulates the variance of our prior distribution. We determine $\omega_n$ directly for class $n$ using the class logits in both the reference image set and query image. We apply $\omega_n$ on top of the observed class-wise logit standard deviation because we observed that this metric strongly correlates with segmentation quality. Better query segmentations typically result in larger values of $\omega_n$, putting more confidence in the query predictions for class $n$ with the converse being the case for retrieved reference
images. Previously, comparison of Maximum Softmax Probabilities (MSP) has been utilised for evaluating segmentation quality [31]. However, neural networks tend to produce high MSP values, making this an unreliable quality measure [32].

Our proposed method is novel because it exploits the expected structure of an environment retrieved using VPR to determine the quality of a segmentation.

Our tempering factor is computed using the class coverage percentages in query and reference images. Specifically, $C_{n,q}$ represent the proportion of pixels in the query image where class $n$ has the highest class probability, whereas $C_{n,k}$ and $C_{n,\ell}$ correspond to the class coverage percentages across the set of $k$ and $\ell > k$ most similar retrieved reference images, respectively. The $C_{n,\ell}$ term represents the class coverage over a larger set of similar places in the reference set, whereas $C_{n,k}$ represents the class coverage of the similar place template.

Define

$$\omega_n = \frac{|C_{n,\ell} - C_{n,k}|}{|C_{n,q} - C_{n,\ell}|}. \quad (3)$$

$\omega_n$ decreases with the class coverage inconsistency of the query image to the larger set of similar places in the reference set, leading to more confidence in the prior. Conversely, $\omega_n$ increases with the inconsistency of the class coverage of the similar place template to the larger set of similar places, leading to less confidence in the prior.

D. Identifying Potential Road Pixels

We isolate the updated class predictions to only pixels with the potential to be road (predictions and performance for other classes largely remains the same as for the query). These pixels are identified by taking the union of areas where the query and similar place template predict the road class. Pixels in this area are given the posterior class logits and others remain unchanged.

IV. Experimental Setup

We evaluated the effectiveness of our proposed method using multiple benchmark datasets and semantic segmentation methods. In all experiments, we show the utility of our method as a post-processing method to refine a base segmentation output. We first describe our datasets, followed by the state-of-the-art segmentation methods used.

A. Datasets

We used three benchmark datasets for evaluation which collectively include 1) test imagery captured under a variety of conditions that are challenging for segmentation networks and 2) reference images captured in ideal appearance conditions, but without geographical overlap with the test images.

a) Dark Zurich [33]: This dataset consists of 8779 GPS-tagged images with fine-pixel-wise annotations, captured at nighttime, twilight and daytime. For evaluation, it contains 201 images (151 test & 50 validation) with 19 evaluation classes used in the Cityscapes dataset [3]. We evaluated our method across the 151 test images and utilised the 3041 daytime training images as our reference set.

b) WildDash 2 [34]: The WildDash 2 dataset provides 4256 non-sequential public images covering a large global footprint and numerous weather conditions (sunny, snowy, rainy, flooding), times of day (including night) and different environments (urban, rural, off-road), with a range of camera characteristics (ideal, noisy, compressed, distorted). Ground truth semantic labels are provided in the commonly adopted Cityscapes format [3]. The dataset was separated into 3265 daytime reference images, 364 nighttime, 247 rainy, 237 snowy and 143 ‘other’ images. The splits details are publicly available.

c) Berkeley Deep Drive 100K [35]: Berkeley Deep Drive 100K (BDD100K) contains 100k road scene images captured within America under a diverse range of environmental and weather changes along with GPS positions. We used a subset provided with the BDD100K dataset containing 10k images - BDD10K (7k training, 1k validation and 2k testing). We separated the training set into 6519 daytime reference images, 314 nighttime query images and 167 ‘other’ images. A list of images in each split and code for separating the dataset is publicly available.

B. Experiments

We conducted a battery of experiments across the datasets to evaluate the effect on road segmentation performance of the proposed system. In particular, we evaluated the system using a range of off-the-shelf semantic segmentation networks and an array of VPR methods for similar place retrieval (Section III-A).

1) Semantic Segmentation Networks: In our work we used three segmentation networks to provide baselines for our system to update and for performance comparisons. We chose two standard networks, DeepLabV3+1 [2] and RefineNet [36], with pre-trained models that report mean IOU scores of 72.1%1 and 73.6% on the Cityscapes test set [3] respectively. In addition we evaluate MGCDA [4], a network trained for improved nighttime performance, for a comparison to state-of-the-art domain adaptation approaches. It uses RefineNet as a base network and was shown to perform better than several other domain adaptation systems (AdaptSegNet [37], ADVENT [38], BDL [39] and DMA-da [5]) on the Dark Zurich test data.

2) Prior Selection: We performed extensive work to determine the suitability of current VPR systems [26], [27], [28], [29], [30] for this novel task of selecting a non-local prior with high semantic similarity to the query. We chose to incorporate pre-trained implementations of NetVLAD [27] and HybridNet [28] due to their viewpoint-robustness properties. These systems allowed us to investigate the effects of viewpoint-dependence using features from different layers of HybridNet and viewpoint-invariance using NetVLAD, presented in Section V-B. For each query dataset in Table I, prior retrieval was made from a reference set containing the ‘ideal’/daytime images from the respective parent dataset. Where geographic separation could not be ensured by GPS, it was confirmed by manually inspecting retrieved images.

1https://github.com/VainF/DeepLabV3Plus-Pytorch
TABLE I
ROAD IOU RESULTS COMPARING STATE-OF-THE-ART BASELINES BEFORE AND AFTER APPLYING OUR METHOD.

| Method/Dataset | Dark Zurich Night (Test) | Wild Dash 2 Night | Wild Dash 2 Snow | Wild Dash 2 Rain | BDD Night | BDD Average |
|----------------|--------------------------|------------------|------------------|------------------|-----------|-------------|
| DeepLabv3 (DLv3) | 71.0 | 49 | 54.7 | 50.8 | 32.02 | 51.5 |
| + Dataset-Avg Prior | 69.7 | 55.8 | 61.1 | 59.8 | 62.0 | 61.7 |
| + Ours: Similar Place Prior | 71.9 | 60.8 | 63.3 | 63.1 | 67.3 | 65.3 |
| + Ours: Prior+Query | 73.5 | 58.2 | 64.0 | 62.4 | 65.0 | 64.6 |
| RefineNet (RN) | 68.9 | 46.9 | 61.8 | 66.9 | 70.0 | 62.9 |
| + Dataset-Avg Prior | 70.5 | 55.7 | 60.6 | 59.8 | 61.6 | 61.6 |
| + Ours: Similar Place Prior | 73.3 | 60.7 | 66.3 | 65.5 | 69.7 | 67.1 |
| + Ours: Prior+Query | 76.8 | 58.7 | 70.6 | 70.8 | 75.2 | 70.4 |
| MGCDA (M) | **80.3** | 65.6 | 65.0 | 69.3 | **78.7** | 71.8 |
| + Dataset-Avg Prior | 70.5 | 55.4 | 59.5 | 59.6 | 61.4 | 61.3 |
| + Ours: Similar Place Prior | 73.9 | 60.5 | 65.5 | 64.7 | 69.5 | 66.8 |
| + Ours: Prior+Query | 79.9 | **67.7** | **71.6** | **70.7** | 77.7 | **73.5** |
| YOLOP | 80.0 | 56.8 | 63.5 | 61.3 | 66.3 | 65.6 |

C. Evaluation Metrics

The standard evaluation metric for semantic segmentation is the Intersection over Union (IoU) score. This score computes the ratio between the area of intersection and area of union for the predicted and ground truth class labels. Specifically for our application, we computed IOU for the road class. As the baseline networks were trained only to predict the 19 Cityscapes evaluation classes, image regions in the WildDash 2 dataset that utilised additional labels were treated as undefined regions.

V. Results

In this section, we present road segmentation results highlighting the performance benefits achieved through applying our proposed method to the output of multiple state-of-the-art segmentation methods. Table I and Figures 2 and 3 demonstrate these results. We also considered other selected semantic classes based on an analysis of class-wise average softmax probabilities to observe the applicability of our method to different classes such as sky where mIoU (averaged over datasets) for RefineNet improved from 45.8 to 53.0. We present a series of ablations relating to the effect of choosing a VPR method, the number of candidates required for dynamic weighting, the behaviour of our method with varying baseline performance, the utility of ground truth labels and a comparison with specialised road segmentation networks. For the semantic segmentation networks used, no additional training was performed and furthermore, retrieved reference images have no direct geographical overlap with the query images. The convention for the data will follow that, unless stated otherwise, all similar places have been found using HybridNet’s last convolutional layer (conv6) features and
predictions have been updated using $k = 5$ and $\ell = 10$ in our system.

A. Prior-Based Road Segmentation

Table 1 demonstrates that our proposed system is able to improve the performance of all tested networks across multiple unseen challenging domains. Notably, we show that our system is also able to complement and improve the performance of current state-of-the-art domain adaptation methods which already yield considerable performance gains compared to using the pre-trained segmentation networks on the raw query images. Column 3 and 5 of Figure 3 show that we are able to improve road segmentation similarly to MGCDA without the requirement of labelled training data. Performance improvements are achieved for all techniques, but are particularly significant where the baseline open-loop road segmentation is poor, such as for DeepLabV3+ on the BDD100K Night dataset. Figure 3 qualitatively shows the explicit contribution of the various system components. In particular it shows that domain adaptation from MGCDA even increases robustness in unseen domains, but our method complements this to provide further improvements.

We include comparisons with a simple baseline system, where the average road position over the reference set is ‘copied and pasted’ to the query, and with an alternative version of our system but with a naive rather than Bayesian fusion component. The similar place template approach provides a more accurate road prior than the simple baseline, and our full system typically outperforms both of these overall. Interestingly, the approach of using only the similar place prior outperforms our Bayesian fusion method for the WildDash night, rain and BDD night datasets using the DeepLab network. This is likely because the baseline open-loop road segmentation is so poor, so any other similar place in this case has a better segmentation result than the open loop performance on the query image. Here, the Bayesian update combines the the similar place prior’s prediction and the very poor open loop query segmentation, which deteriorates performance.

In the following subsections, we discuss the performance benefit of averaging the top 5 similar place candidates and some of the frame by frame results.

Ablating the Number of ‘$k$’ Retrieved Places: During early development we observed that the top-ranked place match chosen by HybridNet is not always the most structurally similar image (Figure 4(a)) from amongst the top-ranked matching candidates. To investigate the effect of averaging over the top $k$ matches, we used ground truth annotations to compute the IOU scores between each query and all references images, and visualized the similarity distribution (Figure 4(a), noting some data points show a Road IOU of 0 because some WildDash imagery is off-road with no road labelled). While the top VPR matches are heavily weighted towards the left side of the graph, they are not always the absolute highest rank - explaining why generating a prior ($x^*_n$) from averaging the top 5 similar places provides an advantage over simply using the top match.

Frame by Frame Performance: Figure 4(b) illustrates the change in road IOU against base segmentation IOU across the WildDash 2 datasets after applying our method to RefineNet predictions. Our method substantially improves cases where road segmentation fails catastrophically (e.g. top-left hand side) while not compromising performance when RefineNet yields acceptable segmentation performance (right hand side) overall. Failure cases still occur, typically caused by VPR not finding a sufficiently similar prior place from the reference set. Another failure case occurs when classes adjacent to the road, such as sidewalk, become eroded by the new road prediction, as in Figure 3, row 6.

B. VPR Method Ablations

Unlike normal VPR research, here we focus on retrieving similar images which do not come from the same query place, but that are structurally similar. Structural similarity is better enforced by VPR methods based on viewpoint-sensitive encoding (e.g. HybridNet [28]), rather than viewpoint-invariant encoding (e.g. NetVLAD [27]). Figure 5(a) shows the effect of choosing a different network or layer for selecting the priors. Using HybridNet (HN) features from different layers – fully connected (FC7), $\text{conv}_6$ (C6) and $\text{conv}_3$ (C3) – consistently improves road segmentation more than using NetVLAD (NV). $\text{conv}_6$ (the last convolutional layer) was particularly useful for night-time conditions, likely due to its high receptive field, as compared to $\text{conv}_3$, and explicit retention of spatial
layout, as compared to FC7. These findings support previous analysis\cite{40,41,42}, discussing viewpoint-invariance and the extent of semantic scene understanding across different layers.

### C. Prior Parameterization Ablations

In our dynamic weighting scheme, we leverage the top $\ell$ most similar places according to VPR to form an expectation of what the semantic composition ($C_{n,\ell}$) in a query image should be. To determine the top $\ell$ candidates that would provide sufficient data to compute this, we observed the effect of varying $\ell$ on the road IOU performance. Figure 5(b) demonstrates that the performance of the dynamic weighting scheme is insensitive to the number of candidates used. The system experiences an initial increase in performance when increasing $\ell$, but reaches a plateau and a point where the amount of data is computationally detrimental. We chose to use $\ell = 10$ as a compromise between the computation time required and the potential for minimal performance increase.

### D. Specialised Road Segmentation Networks

In our investigation we conducted two experiments to compare the performance of our method used with segmentation networks trained for all semantic classes against networks specialised for road segmentation. Table I shows results for the YOLOP network\cite{44} which was trained on the BDD100k dataset to predict the driveable area in an image. These results show that this specialised network was not able to outperform our method.

In addition, Table II provides the performance difference between a RefineNet model trained for all semantic classes and one trained for binary road and non-road segmentation. For these experiments, we use a different PyTorch implementation of RefineNet\cite{43} to the model used in Table I in order to simplify the training process. Despite the 19- and 2-class models achieving 97.3% and 97.1% road IOU on the Cityscapes validation set and both achieving 80% on the test set (using default hyperparameters with $\text{batchsize} = 4, \text{hflip}, \text{rc}, \text{jitter} = 0.3$ and $\text{scale} = 0.3$), we observed that the 2-class model trained specifically for road segmentation exhibited poor generalisation to unseen domains as compared to the 19-class model.

### E. Using Ground Truth Prior Labels

In some scenarios, ground truth labels would be available for the set of similar place priors. We tested the system across the WildDash 2 datasets using ground truth annotations for the priors, converted to pseudo logit values through adopting the average confidence observed for each class from the base network on daytime images. Table III shows that, if available, using ground truth labels can further improve segmentation results. However, we re-iterate that the performance advantages of the core technique presented in this paper do not require this ground truth.

### VI. Discussion and Future Work

Here we have shown that solving the difficult problem of road segmentation under challenging conditions can be made more tractable by instead solving two related but easier problems: searching for imagery of similar (but geographically distinct) places obtained under ideal conditions, then using the segmentations from those places as a prior to improve performance for the current place. The approach has several practically attractive properties over current techniques and achieves state-of-the-art performance across a range of challenging environmental conditions, and a universal improvement in all tested baseline segmentation methods.

There are many areas of opportunity for future improvements. To aid the search for similar places obtained under ideal conditions (because it yields good segmentation results), condition-recognition techniques could be used\cite{45}. While we have re-evaluated the utility of multiple VPR techniques for this novel task, there’s much potential for re-examining how to develop and train VPR techniques for this aim. We also intend to further examine the utility of the technique beyond the road class to all types of segmentation classes.

Similar places could also be found by applying VPR on a superpixels or semantically-segmented region basis, reconstructing a similar place in aggregate from multiple matched sub-regions. Finally, the VPR-driven prior identification process proposed here could potentially be expanded to improve a wide range of tasks beyond semantic segmentation that degrade in challenging environmental conditions.
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