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Abstract
Deep reinforcement learning methods have achieved state-of-the-art results in a variety of challenging, high-dimensional domains ranging from video games to locomotion. The key to success has been the use of deep neural networks used to approximate the policy and value function. Yet, substantial tuning of weights is required for good results. We instead use randomized function approximation. Such networks are not only cheaper than training fully connected networks but also improve the numerical performance. We present RANDPOL, a generalized policy iteration algorithm for MDPs with continuous state and action spaces. Both the policy and value functions are represented with randomized networks. We also give finite time guarantees on the performance of the algorithm. Then we show the numerical performance on challenging environments and compare them with deep neural network based algorithms.

1 Introduction
Recently, for continuous control tasks, reinforcement learning (RL) algorithms based on actor-critic architecture [9] or policy optimization [16] have shown remarkably good performance. The policy and the value function are represented by deep neural networks and then the weights are updated accordingly. However, [7] shows that the performance of these RL algorithms vary a lot with changes in hyperparameters, network architecture etc. Furthermore, [10] showed that a simple linear policy-based method with weights updated by a random search method can outperform some of these state-of-the-art results. A key question is how far we can go by relying almost exclusively on these architectural biases.

For Markov decision processes (MDPs) with discrete state and action spaces, model-based algorithms based on dynamic programming (DP) ideas [13] can be used when the model is known. Unfortunately, in many problems (e.g., robotics), the system model is unknown, or simply too complicated to be succinctly stated and used in DP algorithms. Usually, latter is the more likely case. In such
cases, model-free stochastic approximation algorithms like Q-learning are used which are known to be very slow to converge [17]. For continuous spaces, these ideas are used in conjunction with function approximation for generalization. An alternative has been empirical algorithms such as [12, 5] which replace the expectation in the Bellman operator with a sample average approximation obtained by getting multiple samples of the next state for each state-action pair. This requires access to a generative model. At first glance, this may seem restrictive but in a large variety of applications, we have access to a physics simulator engine. In fact, in robotics, for example, training of RL algorithms is first done offline in high-fidelity simulators as the training takes too long to converge for it to be done directly on the physical robot.

We focus on (approximate) dynamic programming algorithms based on actor-critic architecture for RL with access to a generative model (a simulator). We consider both the state space and the action space to be continuous (together referred to as a Continuous MDP). So, we need function approximation for both policy and value function. In this paper, we consider randomized networks where the connections in bottom layer(s) are left untrained after initialization and only the last layer is finely tuned. Such networks have been studied extensively, both for shallow [14, 15] and deep architecture [3]. Thus, the training algorithm only needs to operate on a reduced set of weights with similar or even better performance with respect to fully trained architectures. This is different from using the last-hidden layer of deep neural networks as a feature extractor and updating the last layer with different algorithm [8], which still trains a fully connected network. Furthermore, [14] shows that such random bases correspond to a reproducing kernel Hilbert space (RKHS), which are known to be dense in the space of continuous functions. They also provide theoretical bounds on the error due to approximation by finite random features.

The main contributions of this paper are: First, an algorithm that is easy to interpret, and can be viewed as a generalized policy iteration algorithm in combination with randomized function approximation. Secondly, we give finite-time theoretical guarantees unlike most of the RL algorithms for continuous MDPs with only asymptotic convergence analysis, or none at all. Third, and most important of all, we demonstrate that the algorithm works, and works better than state-of-the-art algorithms like PPO and DDPG, on a quadrupedal robot problem in the Minitaur environment. To the best of our knowledge, no previous work on continuous MDPs have provided algorithms that work empirically on complicated control problems, and also provided a theoretical analysis.

The rest of the paper is organized as follows. Section 2 presents the problem formulation. Section 3 presents the algorithm and the convergence result followed by the theoretical analysis in the next section. The last section focuses on numerical experiments.
2 Preliminaries

Consider an MDP \((\mathcal{X}, \mathcal{U}, P, r, \gamma)\) where \(\mathcal{X}\) is the state space and \(\mathcal{U}\) is the action space. The transition probability kernel is given by \(P(\cdot|x, u)\), i.e., if action \(u\) is executed in state \(x\), the probability that the next state is in a Borel-measurable set \(B\) is \(P(x_{t+1} \in B|x_t = x, u_t = u)\) where \(x_t\) and \(u_t\) are the state and action at time \(t\). The reward function is \(r: \mathcal{X} \times \mathcal{U} \rightarrow \mathbb{R}\). We are interested in maximizing the long-run expected discounted reward where the discount parameter is \(\gamma\).

Let \(\Pi\) denote the class of stationary deterministic Markov policies mappings \(\pi: \mathcal{X} \rightarrow \mathcal{U}\) which only depend on history through the current state. We only consider such policies since it is well known that there is an optimal MDP policy in this class. When the initial state is given, any policy \(\pi\) determines a probability measure \(P_\pi\). Let the expectation with respect to this measure be \(E_\pi\). We focus on infinite horizon discounted reward criterion. The expected discounted reward or the action-value function for a policy \(\pi\) and initial state \(x\) and action \(u\) is given as

\[
Q_\pi(x, u) := E_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r(x_t, u_t) \middle| x_0 = x, u_0 = u \right]
\]

The optimal value function is given as

\[
Q^*(x) := \sup_{\pi \in \Pi} E_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r(x_t, u_t) \middle| x_0 = x, u_0 = u \right]
\]

and the policy which maximizes the value function is the optimal policy, \(\pi^*\). Now we make the following assumptions on the regularity of the MDP.

Assumption 1. (Regularity of MDP) The state space \(\mathcal{X}\) and the action space \(\mathcal{U}\) are compact subset of \(d_X\) and \(d_U\) dimensional Euclidean spaces respectively. The rewards are uniformly bounded by \(r_{\text{max}}\), i.e., \(r(x, u) \leq r_{\text{max}}\), for all \((x, u)\) \(\in \mathcal{X} \times \mathcal{U}\). Furthermore, \(\mathcal{U}\) is convex.

The assumption above implies that for any policy \(\pi\), \(Q_\pi \leq Q_{\text{max}} = r_{\text{max}}/(1 - \gamma)\). The next assumption is on Lipschitz continuity of MDP in action variable.

Assumption 2. (Lipschitz continuity) The reward and the transition kernel are Lipschitz continuous with respect to the action i.e., there exist constants \(L_r\) and \(L_p\) such that for all \((x, u, u')\) \(\in \mathcal{X} \times \mathcal{U} \times \mathcal{U}\) and a measurable set \(B\) of \(\mathcal{X}\), the following holds:

\[
|r(x, u) - r(x, u')| \leq L_r \|u - u'\| \quad \text{and} \quad |P(B|x, u) - P(B|x, u')| \leq L_p \|u - u'\|.
\]

The compactness of action space combined with Lipschitz continuity implies that the greedy policies do exist. Let \(\mathcal{B}(\mathcal{X}, \mathcal{U})\) be the set of functions on \(\mathcal{X}\)
and \( U \) such that \( \|f\|_{\infty} \leq Q_{\text{max}} \). Let us now define the Bellman operator for action-value functions \( G : \mathcal{B}(\mathcal{X} \times U) \to \mathcal{B}(\mathcal{X} \times U) \) as follows

\[
GQ(x, u) := r(x, u) + \gamma \mathbb{E}_{x' \sim P(\cdot|x, u)} \max_{u'} Q(x', u').
\]

It is well known that the operator \( G \) is a contraction with respect to \( \|\cdot\|_{\infty} \) norm and the contraction parameter is the discount factor \( \gamma \). Hence, the sequence of iterates \( Q_k = G Q_{k-1} \) converge to \( Q^* \) geometrically. Since we will be using the \( L_2 \) norm, we do not have a contraction property with respect to it. Hence, we need bounded Radon-Nikodym derivatives of transition probabilities which we illustrate in the next assumption. Such an assumption has been used earlier with finite action spaces \([12, 6]\) and for continuous action spaces in \([2]\).

**Assumption 3.** (Stochastic Transitions) For all \((x, u) \in \mathcal{X} \times U\), \( P(\cdot|x, u) \) is absolutely continuous with respect to \( \mu \) and \( C_{\mu} \triangleq \sup_{(x, u) \in \mathcal{X} \times U} \left\| \frac{dP(\cdot|x, u)}{d\mu} \right\|_{\infty} < \infty \).

Since we have a sampling based algorithm, we need a function space to approximate value functions. In this paper, we focus on randomized function approximation via random features. Let \( \Theta \) be a set of parameters and let \( \phi : \mathcal{X} \times U \times \Theta \to \mathbb{R} \). The feature functions need to satisfy \( \sup_{(x, u, \theta) \in \mathcal{X} \times U \times \Theta} |\phi(x, u; \theta)| \leq 1 \), e.g., Fourier features. We define

\[
\mathcal{F}(\Theta) := \left\{ f : f(x, u) = \int_{\Theta} \phi(x, u; \theta) \alpha(\theta) \, d\theta, \ |\alpha(\theta)| \leq C\nu(\theta), \forall \theta \in \Theta \right\}.
\]

We are interested in finding the best fit within finite sums of the form \( \sum_{j=1}^{J_Q} \alpha_j \phi(x, u; \theta_j) \).

Doing classical function fitting with \( \sum_{j=1}^{J_Q} \alpha_j \phi(x, u; \theta_j) \) leads to nonconvex optimization problems because of the joint dependence in \( \alpha \) and \( \theta \). Instead, we fix a density \( \nu \) on \( \Theta \) and draw a random sample \( \theta_j \) from \( \Theta \) for \( j = 1, 2, \ldots, J_Q \). Once these \( (\theta_j)_{j=1}^{J_Q} \) are fixed, we consider the space of functions,

\[
\tilde{\mathcal{F}}(\theta^{1:J_Q}) := \left\{ f(x, u) = \sum_{j=1}^{J_Q} \alpha_j \phi(x, u; \theta_j) \left\| \alpha_j \right\|_{\infty} \leq C/J_Q \right\}.
\]

Now, it remains to calculate weights \( \alpha \) by minimizing a convex loss. We also need a function space for approximating the policy. Since \( U \) is multi-dimensional, policy \( \pi : \mathcal{X} \to \mathcal{U} \) is \( \pi = (\pi_1, \pi_2, \ldots, \pi_{d_U}) \). For each co-ordinate \( k \), we define \( \Pi_k(\Theta) \), a function space similar to \( \mathcal{F}(\Theta) \) but with functions defined just over the state space. Let \( \psi : \mathcal{X} \times \Theta \to \mathbb{R} \) be a feature function, then for \( 1 \leq k \leq d_U \), define the co-ordinate projection space,

\[
\Pi_k(\Theta) := \left\{ f : f(x) = \int_{\Theta} \psi(x; \theta) \alpha(\theta) \, d\theta, \ |\alpha(\theta)| \leq C'\nu(\theta), \forall \theta \in \Theta \right\}.
\]

Let \( \tilde{\Pi}_k(\theta^{1:J_{\pi_k}}) \) denote an approximation of \( \Pi_k(\Theta) \) which is defined similar to \( \tilde{\mathcal{F}}(\theta^{1:J_Q}) \). The rationale behind choosing randomized function spaces (where
the parameters are chosen randomly) is that randomization is cheaper than optimization. They can be thought of networks where the bottom layers are randomly fixed and only the last layer is finely tuned. This not only saves the number of trainable parameters but also shows good empirical performance.

Furthermore, let us define the $L_1, \mu$ norm of a function for a given a probability distribution $\mu$ on $X \times U$ as $\|f\|_{1, \mu} := \left(\int_{X \times U} |f(x)| d\mu\right)$. The empirical norm at given samples $((x_1, u_1), (x_2, u_2), \ldots, (x_N, u_N))$ is defined as $\|f\|_{1, \hat{\mu}} := \frac{1}{N} \sum_{i=1}^{N} |f(x_i, u_i)|$.

3 The Algorithm

We now present our RANDomized POlicy Learning (RANDPOL) algorithm. It approximates both action-value function and policy, similar to actor-critic methods. It comprises of two main steps: policy evaluation and policy improvement. Given a policy $\pi : X \rightarrow U$, we can define a policy evaluation operator $G = B(X, U) \rightarrow B(X, U)$ as follows

$$G_{\pi} Q(x, u) = r(x, u) + \gamma \mathbb{E}_{x' \sim P(\cdot | x, u)} Q(x', \pi(x')).$$

Note that if $\pi$ is a greedy policy with respect to $Q$, i.e., $\pi(x) \in \arg \max_{u \in U} Q(x, u)$, then indeed $G_{\pi} Q = GQ$. When there is an uncertainty in the underlying environment, computing expectation in the Bellman operator is expensive. If we have a generative model of the environment, we can replace the expectation by an empirical mean leading to definition of an empirical Bellman operator for policy evaluation for a given policy $\pi$:

$$\hat{G}_{M} Q(x, u) := \left[ r(x, u) + \frac{\gamma}{M} \sum_{i=1}^{M} Q(x_{i}^{x, u}, \pi(x_{i})) \right].$$

where $x_{i}^{x, u} \sim P(\cdot | x, u)$ for $i = 1, 2, \ldots, M$. Note that the next state samples, $x'$, are i.i.d. If the environment is deterministic, like Atari games or locomotion tasks, having a single next state suffices and we don’t need a generative model.

For each iteration, we first sample $N_Q$ state-action pairs $\{(x_1, u_1), (x_2, u_2), \ldots, (x_{N_Q}, u_{N_Q})\}$ independently from $X \times U$. Then, for each sample, we compute $\hat{Q}_M(x_n, u_n) = \hat{G}_{M} Q(x_n, u_n)$ for given action-value function $Q$ and policy $\pi$. Given the data $\{(x_n, u_n), \hat{Q}(x_n, u_n)\}_{n=1}^{N_Q}$, we fit the value function over the state and action space by computing a best fit within $\hat{F}(\theta^{1:J})$ by solving

$$\min_{\theta} \frac{1}{N_Q} \sum_{n=1}^{N_Q} \sum_{j=1}^{J_Q} |\alpha_j \phi(x_n, u_n; \theta_j) - \hat{Q}_M(x_n, u_n)|^2$$

s.t. $\|\alpha_1, \ldots, \alpha_J\|_{\infty} \leq C/J_Q$. 
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This optimization problem only optimizes over weights \( \alpha^{1:j} \) since parameters \( \theta^{1:j} \) have already been randomly sampled from a given distribution \( \nu \). This completes the policy evaluation step.

Next, the algorithm does the policy improvement step. For a fixed value function \( Q \in \mathcal{B}(X, U) \), define \( \pi(x) \in \{ \pi \in \hat{\Pi}^{(\theta^{1:j})} \mid 1\} \) and \( J_\pi = \sum_{k=1}^{d_u} J_{\pi_k} \). With this empirical policy improvement step, we now present the complete RANDPOL algorithm, shown in Algorithm 1 where we initialize the algorithm with a random value function \( Q_0 \) and \( \pi_0 \) is the approximate greedy policy with respect to \( Q_0 \) computed by equation (3).

**Algorithm 1** RANDomized POlicy Learning

Input: sample sizes \( N_Q, M, J_Q, N_\pi, J_\pi \); initial value function \( Q_0 \)

For \( k = 0, 1, 2, \ldots, \)

1. Sample \( \{x_n, u_n\}_{n=1}^{N_Q} \) from state and action space

2. Empirical policy evaluation:
   (a) For each sample \( (x_n, u_n) \), compute \( \hat{Q}_M(x_n, u_n) = \hat{G}_{\pi_k} Q_k(x_n, u_n) \)
   (b) Approximate \( Q_{k+1} \) according to (2)

3. Sample \( \{x_n\}_{n=1}^{N_\pi} \) from state space

4. Empirical policy improvement:
   (a) Approximate \( \pi_{k+1} \) according to (3)

Define the policy improvement operator \( H : \mathcal{B}(X, U) \to \mathcal{B}(X) \) as \( H Q(x) := \sup_{u \in U} Q(x, u) \). If policy \( \pi \) was fixed, then \( H^\pi Q(x) = Q(x, \pi(x)) \) will give the performance of the policy. To measure the function approximation error, we next define distance measures for function spaces:

- \( d_1(\pi, \mathcal{F}) := \sup_{f \in \mathcal{F}} \inf_{f' \in \mathcal{F}} \| f' - G^\pi f \|_{1, \mu} \) is the approximation error for a specific policy \( \pi \);

- \( d_1(\Pi, \mathcal{F}) := \sup_{\pi \in \Pi} d_1(\pi, \mathcal{F}) \) is the inherent Bellman error for the entire class \( \Pi \) and
Let us define:

\[ J_0^Q(\epsilon, \delta) := \left[ \frac{5}{\epsilon} \left( 1 + \sqrt{2 \log \frac{5}{\delta}} \right) \right]^2, \]

\[ J_0^\pi(\epsilon, \delta) := \left[ \frac{3 LUC}{\epsilon} \left( 1 + \sqrt{2 \log \frac{3}{\delta}} \right) \right]^2, \]

\[ M_0^Q(\epsilon, \delta) := \left( \frac{2 v_{\max}^2}{\epsilon^2} \right) \log \left( \frac{10 N}{\delta} \right), \]

\[ M_0^\pi(\epsilon, \delta) := \left( \frac{2 v_{\max}^2}{\epsilon^2} \right) \log \left( \frac{10 N}{\delta} \right), \]

and

\[ N_0^Q(\epsilon, \delta) := \left( \frac{128 v_{\max}^2}{\epsilon^2} \right) \log \left( \frac{40 e (J_Q + 1)}{\delta} \right), \]

\[ N_0^\pi(\epsilon, \delta) := \left( \frac{128 v_{\max}^2}{\epsilon^2} \right) \log \left( \frac{24 e (J_\pi + 1)}{\delta} \right). \]

**Theorem 1.** Let Assumptions 1, 2 and 3 hold. Choose an \( \epsilon > 0 \) and \( \delta \in (0, 1) \).

Set \( \delta' = 1 - \left( \frac{1}{2} + \frac{\delta}{2} \right) \left( 1 - \frac{1}{2} - \frac{\delta}{2} \right) \left( \frac{1}{2 - \delta} \right) \left( 1 - \frac{1}{2 - \delta} \right) \) and denote \( \tilde{C} := 4 \left( \frac{1}{(1 - \frac{1}{2} - \frac{\delta}{2}) (1 - \frac{1}{2} - \frac{\delta}{2})} \right) C_\mu \) and

\[ K^* := \left[ \frac{\log (C_\mu \epsilon) - \log (2 Q_{\max})}{\log \gamma} \right]. \tag{4} \]

Then, if \( N_Q \geq N_0^Q(\epsilon, \delta'), N_\pi \geq N_0^\pi(\epsilon, \delta'), M \geq M_0(\epsilon, \delta'), L \geq L_0(\epsilon, \delta'), J_Q \geq J_0^Q(\epsilon, \delta'), J_\pi \geq J_0^\pi(\epsilon, \delta') \) and \( K \geq K^* \), we have that with probability at least \( 1 - \delta \),

\[ \|Q^\pi - Q^*\|_1, \mu \leq \tilde{C} \epsilon. \]

**Remark:** The above theorem states that if we have sufficiently large number of samples, in particular, \( J_\pi, J_Q \) and \( M = O \left( 1/\epsilon^2 \log 1/\delta \right) \) and \( N_Q, N_\pi = O \left( 1/\epsilon^2 \log 1/\epsilon^2 \right) \) then for sufficiently large iterations, the approximation error can be made arbitrarily small with high probability. Moreover, if Lipschitz continuity assumption is not satisfied then the result can be presented in a more general form:

\[ \|Q^\pi - Q^*\|_1, \mu \leq 2 \left( \frac{1 - \gamma^{K+1}}{(1 - \gamma)^2} \right) C_\mu \left[ d_1 \left( \Pi (\Theta), F (\Theta) \right) + \gamma C_\mu e_1 \left( \Pi (\Theta), F (\Theta) \right) + \epsilon \right]. \]

### 4 Theoretical Analysis

In this section, we will analyze Algorithm 1. First, we will bound the error in one iteration of RANDPOL and then analyze how the errors propagate through iterations.

...
4.1 Error in one iteration

Since RANDPOL approximates at two levels: policy evaluation and policy improvement, we decompose the error in one iteration as the sum of approximations at both levels. If a function \( Q \) was given as an input to RANDPOL for an iteration, the resulting value function, \( Q' \), can be written as an application of a random operator \( \hat{G} \). This random operator depends on the input sample sizes \( N_Q, M, J_Q, N_\pi, J_\pi \) and the input value function \( Q \). Let \( \pi \) be the approximate greedy policy with respect to \( Q \). Thus, we have

\[
Q' = \hat{G}Q
\]

For concise notation, we will just write \( Q' = \hat{G}Q \). Let us now decompose this error into policy evaluation and policy improvement approximation errors.

\[
Q' = GQ + (Q' - G^\pi Q) + (G^\pi Q - GQ)
\]

where \( \epsilon' = Q' - G^\pi Q \), \( \epsilon'' = G^\pi Q - GQ \) and \( \epsilon = \epsilon' + \epsilon'' \). In other words, \( \epsilon' \) is the approximation error in policy evaluation and \( \epsilon'' \) is the error in policy improvement. If we get a handle on both these errors, we can bound \( \epsilon \) which is the error in one step of our algorithm.

Policy evaluation approximation

Let us first bound the approximation error in policy evaluation, \( \epsilon' \). The proof is given in the supplementary material.

Lemma 2. Choose \( Q \in \mathcal{F}(\Theta) \), \( \epsilon > 0 \), and \( \delta \in (0, 1) \). Also choose \( N_Q \geq N_Q^0(\epsilon, \delta), M \geq M^0(\epsilon, \delta) \) and \( J_Q \geq J_Q^0(\epsilon, \delta) \). Then, for \( Q' = \hat{G}Q \), the output of one iteration of our algorithm, we have

\[
\|Q' - G^\pi Q\|_{1, \mu} \leq d_1(\Pi(\Theta), \mathcal{F}(\Theta)) + \epsilon
\]

with probability at least \( 1 - \delta \).

Policy improvement approximation

The second step in the algorithm is policy improvement and we now bound the approximation error in this step, \( \epsilon'' \). The proof is given in the supplementary material.

Lemma 3. Choose \( Q \in \mathcal{F}(\Theta) \), \( \epsilon > 0 \), and \( \delta \in (0, 1) \). Let the greedy policy with respect to \( Q \) be \( \bar{\pi}(x) \in \arg\max_u Q(x, u) \). Also choose \( N_\pi \geq N_\pi^0(\epsilon, \delta) \) and \( J_\pi \geq J_\pi^0(\epsilon, \delta) \). Then, if the policy \( \pi \) is computed with respect to \( Q \) in equation (3), the policy improvement step in our algorithm, we have

\[
\|G^\pi Q - GQ\|_{1, \mu} \leq \gamma C_\mu [\epsilon_1(\Pi(\Theta), \mathcal{F}(\Theta)) + \epsilon]
\]

with probability at least \( 1 - \delta \).

4.2 Stochastic dominance.

After bounding the error in one step, we will now bound the error when the random operator \( \hat{G} \) is applied iteratively by constructing a dominating Markov
chain. Since we do not have a contraction with respect to the $L_1$ norm, we need an upper bound on how the errors propagate with iterations. Recall that $GQ_k = GQ_k + \epsilon_k$, we use the point-wise error bounds as computed in the previous section. For a given error tolerance, it gives a bound on the number of iterations which we call $K^*$ as shown in equation (4). The details of the choice of $K^*$ is given in the appendix. We then construct a stochastic process as follows.

We call iteration $k$ “good”, if the error $\|\epsilon_k\|_{1, \mu} \leq \epsilon$ and “bad” otherwise. We then construct a stochastic process $\{X_k\}_{k \geq 0}$ with state space $K := \{1, 2, \ldots, K^*\}$ such that

$$X_{k+1} = \begin{cases} \max\{X_k - 1, 1\}, & \text{if iteration } k \text{ is "good"}, \\ K^*, & \text{otherwise}. \end{cases}$$

The stochastic process $\{X_k\}_{k \geq 0}$ is easier to analyze than $\{v_k\}_{k \geq 0}$ because it is defined on a finite state space, however $\{X_k\}_{k \geq 0}$ is not necessarily a Markov chain. Whenever $X_k = 1$, it means that we just had a string of $K^*$ “good” iterations in a row, and that $\|Q^{x_k} - Q^*\|_{1, \mu}$ is as small as desired.

We next construct a “dominating” Markov chain $\{Y_k\}_{k \geq 0}$ to help us analyze the behavior of $\{X_k\}_{k \geq 0}$. We construct $\{Y_k\}_{k \geq 0}$ and we let $Q$ denote the probability measure of $\{Y_k\}_{k \geq 0}$. Since $\{Y_k\}_{k \geq 0}$ will be a Markov chain by construction, the probability measure $Q$ is completely determined by an initial distribution on $\mathbb{R}$ and a transition kernel for $\{Y_k\}_{k \geq 0}$. We now use the bound on one step error as presented in previous section which states that when the samples are sufficiently large enough for all $k$,

$$\mathbb{P}(\|\epsilon_k\|_{1, \mu} \leq \epsilon) > q(N, M, J, N, J).$$

Denote this probability by $q$ for a compact notation. Initialize $Y_0 = K^*$, and construct the process

$$Y_{k+1} = \begin{cases} \max\{Y_k - 1, 1\}, & \text{w.p. } q, \\ K^*, & \text{w.p. } 1 - q, \end{cases}$$

where $q$ is the probability of a “good” iteration which increases with sample sizes $N, M, J$ and $L$. We now describe a stochastic dominance relationship between the two stochastic processes $\{X_k\}_{k \geq 0}$ and $\{Y_k\}_{k \geq 0}$. We will establish that $\{Y_k\}_{k \geq 0}$ is “larger” than $\{X_k\}_{k \geq 0}$ in a stochastic sense. This relationship is the key to our analysis of $\{X_k\}_{k \geq 0}$.

**Definition 1.** Let $X$ and $Y$ be two real-valued random variables, then $X$ is stochastically dominated by $Y$, $X \leq_{st} Y$, when $\Pr\{X \geq \theta\} \leq \Pr\{Y \geq \theta\}$ for all $\theta$ in the support($Y$).

The next lemma uses stochastic dominance to show that if the error in each iteration is small, then after sufficient iterations we will have small approximation error. The proof is given in the supplementary material.
Lemma 4. Choose $\epsilon > 0$, and $\delta \in (0, 1)$, and suppose $N, M, J$ and $L$ are chosen sufficiently large enough such that $P(\|\epsilon_k\|_{1, \mu} \leq \epsilon) > q$ for all $k \geq 0$. Then, for $q \geq (1/2 + \delta/2)^{1/(K_* - 1)}$ and $K \geq \log \left(4/((1/2 - \delta/2)(1 - q)q^{K_* - 1})\right)$, we have with probability at least $1 - \delta$,

$$\|Q^\pi_{k} - Q^*\|_{1, \mu} \leq 2 \left(\frac{1 - \gamma^{K + 1}}{1 - \gamma}\right)^{1/2} \left[C^1/2_{\mu} + \gamma K/2 \left(2Q_{\text{max}}\right)\right].$$

Now to prove Theorem 1 we combine Lemmas 2 and 3 to bound the error in one iteration. Next, we use Lemma 4 to bound the error after sufficient number of iterations. Also, since our function class forms a reproducing kernel Hilbert space [14], which is dense in the space of continuous functions, the function approximation error is zero.

5 Numerical Experiments

In this section, we present experiments showcasing the improved performance attained by our proposed algorithm compared to state-of-the-art deep RL methods. In the first part, we try it on a simpler environment, where one can compute the optimal policy theoretically. The second part focuses on a challenging, high-dimensional environment of a quadrupedal robot.

5.1 Proof of Concept

We first test our proposed algorithm on a synthetic example where we can calculate the optimal value function and optimal policy analytically. In this example, $X = [0, 1]$ and $U = [0, 1]$. The reward is $r(x, u) = -(x - u)^2$ and $P(y|x, u) = \text{Unif}[u, 1]$. The optimality equation for action-value function can be written as:

$$Q(x, u) = -(x - u)^2 + \frac{\gamma}{1 - u} \int_u^1 \max_w Q(y, w) dy.$$ 

The value function is $v(x) = \max_u Q(x, u)$. For this example, $v^*(x) = 0$ and $\pi^*(x) = x$. We ran the experiment with $N_q = 100, N_a = 100, J_q = 20, J_a = 20$ and discount factor $\gamma = 0.7$. Fig. [3] shows the optimal policy and error in the performance of the policy $\|v^\pi - v^*\|_\infty$. The approximate policy is computed for $M = 10$ and is very close to the optimal policy. The figure with performance error shows that even with a small number of next state samples in the empirical policy evaluation step in the algorithm, we are able to achieve good performance.

5.2 Minitaur

In this example, we focus on forward locomotion of a quadrupedal robot. The state is a 28 dimensional vector consisting of position, roll, pitch, velocity etc. The
The action space is 8 dimensional vector of torques on the legs. The physics engine for this environment is given by PyBullet\footnote{https://github.com/bulletphysics/bullet3/blob/004dcc34041d1e5a5d92f747296b0986922ebb96/examples/pybullet/gym/pybullet_envs/minitaur/envs/minitaur_gym_env.py}. The reward has four components: reward for moving forward, penalty for sideways translation, sideways rotation, and energy expenditure. In our experiments, we maintain a experience replay buffer, previously used in \cite{11, 9}, which stores the data from past policies. We sample the data from this buffer which also helps in breaking the correlation among them. For exploration, we use an Ornstein-Uhlenbeck process \cite{9}. We compare against the popular deep RL algorithms: DDPG \cite{9} and PPO \cite{16}. In both the algorithms, the policy and the value function is represented by a fully connected deep neural network. DDPG uses deterministic policy while PPO uses stochastic policy, Gaussian in particular. We also have a random policy, where the actions are randomly sampled from the action space uniformly. For RANDPOL, we used randomized networks with two hidden layers, where we tune only the top layer and weights for the bottom layers are chosen randomly at uniform with zero mean and standard deviation inversely proportional to the number of units. These random connections are not trained in the subsequent iterations. Fig. 2 shows the learning curve for DDPG, PPO, RANDPOL and randomly sampled actions. We found that RANDPOL gives better performance compared to both DDPG and PPO. We also tried a variation of RANDPOL where we fix the weights with normal distribution, which we call RANDPOL\textsubscript{N}. Table 1 shows the average maximal score of different algorithm. We found that RANDPOL\textsubscript{N} sometimes chooses a larger weight for a connection which can degrade the performance compared to uniformly sampled weights.

Table 1: Maximal reward after 3M steps

| Algorithm | Avg. Maximal Reward |
|-----------|----------------------|
| RANDPOL   | 13.894               |
| DDPG      | 12.432               |
| PPO       | 13.683               |
| RANDPOL\textsubscript{N} | 11.581               |

Figure 1: Performance of RANDPOL on a synthetic example. Left: Optimal and approximate policy. Right: Error with iterations.
6 Conclusions

We presented RANDPOL, an actor-critic algorithm where both the value and policy are represented using function approximation with random basis. In such networks, the bottom layers are randomly clamped (and thus fixed for the rest of the training) and only the last layer is fine-tuned. This reduces the number of parameters which need training and in fact, improves the performance compared to fully connected networks. We showed that this idea of randomization is cheaper than optimization is very effective in high-dimensional challenges like quadrupedal robot. We also analyzed the algorithm theoretically, providing non-asymptotic performance guarantees including prescriptions on required sample complexity for specified performance bounds.
References

[1] András Antos, Csaba Szepesvári, and Rémi Munos. Value-iteration based fitted policy iteration: learning with a single trajectory. In Approximate Dynamic Programming and Reinforcement Learning, 2007. ADPRL 2007. IEEE International Symposium on, pages 330–337. IEEE, 2007.

[2] András Antos, Csaba Szepesvári, and Rémi Munos. Fitted q-iteration in continuous action-space mdps. In Advances in neural information processing systems, pages 9–16, 2008.

[3] Claudio Gallicchio and Simone Scardapane. Deep Randomized Neural Networks. arXiv e-prints, page arXiv:2002.12287, February 2020.

[4] William B Haskell, Rahul Jain, and Dileep Kalathil. Empirical dynamic programming. Mathematics of Operations Research, 41(2):402–429, 2016.

[5] William B. Haskell, Rahul Jain, Hiteshi Sharma, and Pengqian Yu. An Empirical Dynamic Programming Algorithm for Continuous MDPs. IEEE Transactions on Automatic Control, 2019.

[6] William B Haskell, Pengqian Yu, Hiteshi Sharma, and Rahul Jain. Randomized function fitting-based empirical value iteration. In 2017 IEEE 56th Annual Conference on Decision and Control (CDC), pages 2467–2472. IEEE, 2017.

[7] Riashat Islam, Peter Henderson, Maziar Gomrokchi, and Doina Precup. Reproducibility of benchmarked deep reinforcement learning tasks for continuous control. arXiv preprint arXiv:1708.04133, 2017.

[8] Nir Levine, Tom Zahavy, Daniel J Mankowitz, Aviv Tamar, and Shie Mannor. Shallow updates for deep reinforcement learning. In Advances in Neural Information Processing Systems, pages 3135–3145, 2017.

[9] Timothy P Lillicrap, Jonathan J Hunt, Alexander Pritzel, Nicolas Heess, Tom Erez, Yuval Tassa, David Silver, and Daan Wierstra. Continuous control with deep reinforcement learning. arXiv preprint arXiv:1509.02971, 2015.

[10] Horia Mania, Aurelia Guy, and Benjamin Recht. Simple random search provides a competitive approach to reinforcement learning. arXiv preprint arXiv:1803.07055, 2018.

[11] Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Alex Graves, Ioannis Antonoglou, Daan Wierstra, and Martin Riedmiller. Playing atari with deep reinforcement learning. arXiv preprint arXiv:1312.5602, 2013.

[12] Rémi Munos and Csaba Szepesvári. Finite-time bounds for fitted value iteration. The Journal of Machine Learning Research, 9:815–857, 2008.
[13] Martin L. Puterman. *Markov Decision Processes: Discrete Stochastic Dynamic Programming*. John Wiley & Sons, 2005.

[14] Ali Rahimi and Benjamin Recht. Uniform approximation of functions with random bases. In *Communication, Control, and Computing, 2008 46th Annual Allerton Conference on*, pages 555–561. IEEE, 2008.

[15] Ali Rahimi and Benjamin Recht. Weighted sums of random kitchen sinks: Replacing minimization with randomization in learning. In *Advances in neural information processing systems*, pages 1313–1320, 2009.

[16] John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal policy optimization algorithms. *arXiv preprint arXiv:1707.06347*, 2017.

[17] Richard S Sutton and Andrew G Barto. *Reinforcement learning: An introduction*. MIT press, 2018.
Let us now bound the error in policy evaluation.

Proof of Lemma 2: To begin, let $\epsilon' > 0$ be arbitrary and choose $f^* \in F(\Theta)$ such that $\|f^* - G^\pi Q\|_{1,\mu} \leq \inf_{f \in F(\Theta)} \|f - G^\pi Q\|_{1,\mu} + \epsilon'$. Using Pollard’s inequality, we have

$$
\mathbb{P} \left( \sup_{\tilde{f} \in \tilde{F}(\theta_1:J)} \left| \tilde{f} - G^\pi Q \right|_{1,\mu} > \epsilon/5 \right) 
\leq 8 e (J_Q + 1) \left( \frac{4 e Q_{\max}}{(\epsilon/5)} \right)^{J_Q} \exp \left( - \frac{N_Q (\epsilon/5)^2}{128 Q_{\max}^2} \right),
$$

(5)

where the last inequality uses the fact that the pseudo-dimension for the function class $\tilde{F}(\theta_1:J)$ is $J_Q$. Now, for a given sample $(x_i, u_i)$, we have

$$
|G^\pi Q(x_i, u_i) - \hat{G}_M^\pi Q(x_i, u_i)| = \gamma \left| \mathbb{E}_{x'} [Q(x', \pi(x'))] - \frac{1}{M} \sum_{j=1}^M Q(x'_j, \pi(x'_j)) \right|
$$

where $x_j \sim \mathbb{P}(\cdot | x_i, u_i)$ and are i.i.d. Using Hoeffding’s concentration inequality followed by union bound, we have

$$
\mathbb{P} \left( \max_{i=1,2,\ldots,N} \left| G^\pi Q(x_i, u_i) - \hat{G}_M^\pi Q(x_i, u_i) \right| > \epsilon/5 \right) \leq \gamma N \exp \left( - \frac{M (\epsilon/5)^2}{2 Q_{\max}^2} \right).
$$

Hence, we have

$$
\mathbb{P} \left( \| G^\pi Q - \hat{G}_M^\pi Q \|_{1,\hat{\mu}} > \epsilon/5 \right) < \gamma N \exp \left( - \frac{M (\epsilon/5)^2}{2 Q_{\max}^2} \right).\quad (6)
$$

Then, choose $\hat{f} \in \hat{F}(\theta_1:J_Q)$ such that $\| \hat{f} - G^\pi Q \|_{1,\mu} \leq \| f^* - G^\pi Q \|_{1,\mu} + \epsilon/5$ with probability at least $1 - \delta/5$ by choosing $J_Q \geq 1$ to satisfy

$$
\frac{C}{\sqrt{J_Q}} \left( 1 + \sqrt{2 \log \frac{1}{(\delta/5)}} \right) \leq \frac{\epsilon}{5} \Rightarrow J_Q \geq \left[ \frac{5 C}{\epsilon} \left( 1 + \sqrt{2 \log \frac{5}{\delta}} \right) \right]^2
$$

by Lemma 15, Lemma 1] and that $\| \hat{f} - f^* \|_{1,\mu} \leq \| \hat{f} - f^* \|_{2,\mu}$ by Jenson’s inequality.

Now we have the following string of inequalities, each of which hold with
probability at least $1 - \delta/5$:

\[
\|Q' - G^\pi Q\|_{1,\mu} \leq \|Q' - G^\pi Q\|_{1,\hat{\mu}} + \epsilon/5 \tag{7}
\]

\[
\leq \|Q' - \hat{G}^\pi_{M} Q\|_{1,\hat{\mu}} + 2\epsilon/5 \tag{8}
\]

\[
\leq \|\hat{f} - \hat{G}^\pi_{M} Q\|_{1,\hat{\mu}} + 2\epsilon/5 \tag{9}
\]

\[
\leq \|f^* - \hat{G}^\pi_{M} Q\|_{1,\hat{\mu}} + 3\epsilon/5 \tag{10}
\]

\[
\leq \|f^* - G^\pi Q\|_{1,\mu} + 4\epsilon/5 \tag{11}
\]

\[
\leq \inf_{f \in \hat{F}(\theta)} \|f - G^\pi Q\|_{1,\mu} + \epsilon + \epsilon. \tag{12}
\]

We choose $N_Q$ from inequality (5) such that inequalities (7) and (12) hold with at least probability $1 - \delta/5$. Inequalities (8) and (11) follow by bounding right side of (6) by $\delta/5$ and appropriately choosing $M$. Inequality (9) follows from the fact that $\hat{G}$ gives the least approximation error compared to any other function $f^\ast \in \hat{F}(\theta^{1:J_Q})$. Inequality (10) follows by the choice of $J_Q$. The last inequality is by the choice of $f^\ast$.

Before we prove the bound on policy improvement approximation, let us first show some auxiliary results:

**Lemma 5.** Under Assumption 3, for any action-value function $Q$ and policy $\pi$, we have

\[
\|GQ - G^\pi Q\|_{1,\mu} \leq \gamma C_\mu \|HQ - H^\pi Q\|_{1,\mu}.
\]

**Proof.** For any state-action pair $(x, u) \in X \times U$, we have

\[
GQ(x, u) - G^\pi Q(x, u) = \gamma \int \left( \max_{u'} Q(y, u') - Q(y, \pi(y)) \right) dP(y|x, u)
\]

\[
\leq \gamma C_\mu \int (HQ(y) - H^\pi Q(y)) d\mu.
\]

where we used Assumption 3 for the last inequality. Also note that $GQ(x, u) - G^\pi Q(x, u)$ is non-negative. Now,

\[
\|GQ - G^\pi Q\|_{1,\mu} = \int \left| GQ(x, u) - G^\pi Q(x, u) \right| d\mu
\]

\[
\leq \gamma C_\mu \left( \int (HQ(y) - H^\pi Q(y)) d\mu \right).
\]

\[\square\]
Lemma 6. Under Assumption 2 for any $Q \in F(\Theta)$ and $\pi \in \Pi(\Theta)$, we have for all $x \in \mathcal{X}$,

$$|H Q(x) - H^\pi Q(x)| \leq L_U \left\| \tilde{\pi}(x) - \pi(x) \right\|$$

where $\tilde{\pi}(x) = \arg \max_u Q(x,u)$ and $L_U = L + \gamma Q_{\max} L_p$.

Proof. Using the Lipschitz Assumption 2, we have

$$|Q(x,u) - Q(x,u')| \leq |r(x,u) - r(x,u')| + \gamma \int_{\mathcal{X}} |P(dy|x,u) - P(dy|x,u')| \max Q(y,\cdot)$$

Now, we use the Lipschitz property of $Q$ function as follows:

$$|HQ(x) - H^\pi Q(x)| = |Q(x,\tilde{\pi}(x)) - Q(x,\pi(x))| \leq (L + \gamma Q_{\max} L_p) \left\| \tilde{\pi}(x) - \pi(x) \right\|.$$

Proof of Lemma 3. Let $\epsilon' > 0$ be arbitrary and choose $f^* \in \Pi(\Theta)$ such that $\|HQ - H^f Q\|_{1,\hat{\mu}} \leq \inf_{f \in \Pi(\Theta)} \|HQ - H^f Q\|_{1,\hat{\mu}} + \epsilon'$. Similar to policy evaluation step, we have

$$\mathbb{P} \left( \sup_{\pi \in \Pi(\theta_1:J_\pi)} \left| \|HQ - H^\pi Q\|_{1,\hat{\mu}} - \|HQ - H^{f^*} Q\|_{1,\hat{\mu}} \right| > \epsilon' \right) \leq 8 \epsilon (J_\pi + 1) \left( \frac{4 \epsilon U_{\max}}{\epsilon'} \right)^{J_\pi} \exp \left( - \frac{N_\pi (\epsilon')^2}{128 Q_{\max}^2} \right)$$

where the last inequality follows from Pollard’s inequality and the facts that the pseudo-dimension for the underlying function class is $J_\pi$. Also, note that since $HQ(x) - H^\pi Q(x)$ is non-negative for any $x \in \mathcal{X}$ and $\pi$ maximizes the empirical mean of action-value functions, we have for any $f \in \tilde{\Pi}(\theta_1:J_\pi)$:

$$\|HQ - H^f Q\|_{1,\hat{\mu}} = \frac{1}{N_\pi} \sum_{i=1}^{N_\pi} H Q(x_i) - \frac{1}{N_\pi} \sum_{i=1}^{N_\pi} H^\pi Q(x_i) \leq \|HQ - H^f Q\|_{1,\hat{\mu}}$$

Now we have the following string of inequalities, each of which hold with
The inequalities (16) and (18) by choosing $N_{\pi}$ such that (14) is true with at least probability $1 - \delta/3$. Inequality (17) follows from (15) and (19) is due to triangle's inequality. To prove inequality (20), we first use Lemma 6 for policies $f^*$ and $f$ and then [15, Lemma 1] such that the following holds with probability at least $1 - \delta/3$:

\[
\|HQ - H_f Q\|_{1, \mu} \leq \|f^* - f\|_{1, \mu} \leq \|f^* - f\|_{2, \mu} \leq \frac{C'}{\sqrt{J_{\pi}}} \left(1 + \sqrt{2 \log \frac{1}{(\delta/3)}} \right),
\]

Bounding right side by $\epsilon/3L_U$ gives us a bound on $J_{\pi}$. The last inequality is by the choice of $f^*$. Using Lemma [5] concludes the lemma.

Now before proving Lemma [4], we will see how the error propagates through iterations.

**Lemma 7.** [15] Lemma 7] For any $K \geq 1$, and $\epsilon > 0$, suppose $\|\epsilon_k\|_{1, \mu} \leq \epsilon \forall k = 0, 1, \ldots, K - 1$, then

\[
\|Q^{\pi_k} - Q^*\|_{1, \mu} \leq 2 \left(\frac{1 - \gamma^{K+1}}{(1 - \gamma)^2}\right) \left[C_{\mu} \epsilon + \gamma^{K/2} (2Q_{\max})\right].
\]

**Choice of $K^*$**: Now, from (23), we have

\[
\|Q^{\pi_k} - Q^*\|_{1, \mu} \leq 2 \left(\frac{1}{(1 - \gamma)^2}\right) \left[C_{\mu} \epsilon + \gamma^{K/2} (2Q_{\max})\right]
\]

which gives a bound on $K$ such that $\gamma^{K/2} (2v_{\max}) \leq C_{\mu} \epsilon$. Denote

\[
K^* = \left\lceil \frac{\log (C_{\mu} \epsilon) - \log (2Q_{\max})}{\log \gamma} \right\rceil.
\]

**Proof of Lemma 4** First, we show that $X_k \leq_{st} Y_k$ holds for all $k \geq 0$. The stochastic dominance relation is the key to our analysis, since if we can show that $Y_K$ is "small" with high probability, then $X_K$ must also be small and we
infer that \( \| Q^K - Q^* \|_{1,\mu} \) must be close to zero. By construction, \( X_k \leq_{st} Y_k \) for all \( k \geq 0 \) (see [4, Lemma A.1] and [4, Lemma A.2]).

Next, we compute the steady state distribution of \( \{Y_k\}_{k \geq 0} \) and its mixing time. In particular, choose \( K \) so that the distribution of \( Y_K \) is close to its steady state distribution. Since \( \{Y_k\}_{k \geq 0} \) is an irreducible Markov chain on a finite state space, its steady state distribution \( \mu = \{\mu(i)\}_{i=1}^{K^*} \) on \( \mathcal{K} \) exists. By [4, Lemma 4.3], the steady state distribution of \( \{Y_k\}_{k \geq 0} \) is \( \mu = \{\mu(i)\}_{i=1}^{K^*} \) given by:

\[
\begin{align*}
\mu(1) &= q^{K^* - 1} \\
\mu(i) &= (1 - q) q^{K^* - i}, \quad \forall i = 2, \ldots, K^* - 1, \\
\mu(K^*) &= 1 - q.
\end{align*}
\]

The constant

\[
\mu_{\min}(q; K^*) = \min \left\{ q^{K^* - 1}, (1 - q) q^{(K^* - 2)}, (1 - q) \right\}
\]

\( \forall q \in (0, 1) \) and \( K^* \geq 1 \) appears shortly in the Markov chain mixing time bound for \( \{Y_k\}_{k \geq 0} \). We note that \( (1 - q) q^{K^* - 1} \leq \mu_{\min}(q; K^*) \) is a simple lower bound for \( \mu_{\min}(q; K^*) \). Let \( Q^K \) be the marginal distribution of \( Y_k \) for \( k \geq 0 \). By a Markov chain mixing time argument, we have

\[
\begin{align*}
t_{\text{mix}}(\delta') &\triangleq \min \left\{ k \geq 0 : \|Q^k - \mu\|_{TV} \leq \delta' \right\} \\
&\leq \log \left( \frac{1}{\delta' \mu_{\min}(q; K^*)} \right) \\
&\leq \log \left( \frac{1}{\delta' (1 - q) q^{K^* - 1}} \right)
\end{align*}
\]

for any \( \delta' \in (0, 1) \).

Finally, we conclude the argument by using the previous part to find the probability that \( Y_K = 1 \), which is an upper bound on the probability that \( X_K = 1 \), which is an upper bound on the probability that \( \|Q^K - Q^*\|_{1,\mu} \) is below our desired error tolerance. For \( K \geq \log \left( \frac{1}{\delta' (1 - q) q^{K^* - 1}} \right) \) we have \( |\Pr \{Y_K = 1\} - \mu(1)| \leq 2\delta' \). Since \( X_K \leq_{st} Y_K \), we have \( \Pr \{X_K = 1\} \geq \Pr \{Y_K = 1\} \) and so \( \Pr \{X_K = 1\} \geq q^{K^* - 1} - 2\delta' \). Choose \( q \) and \( \delta' \) to satisfy \( q^{K^* - 1} = 1/2 + \delta/2 \) and \( 2\delta' = q^{K^* - 1} - \delta = 1/2 - \delta/2 \) to get \( q^{K^* - 1} - 2\delta' \geq \delta \), and the desired result follows. \( \square \)