Dynamical distortions of structural signatures in molecular High Harmonic Spectroscopy
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We study the signature of two-center interferences in molecular high-order harmonic spectra, with an emphasis on the spectral phase. With the help of both ab initio computations based on the time-dependent Schrödinger equation and the molecular Strong-Field Approximation (SFA) as developed by Chirilă et al. [Physical Review A, 73, 023410 (2006)] and Faria [Physical Review A, 76, 043407 (2007)], we observe that the phase behavior is radically different for the short and the long trajectory contributions. By means of Taylor expansions of the molecular SFA, we link this effect to the dynamics of the electron in the continuum. More precisely, we find that the value of the electric field at recombination time plays a crucial role on the shape of the destructive interference phase-jump.

I. INTRODUCTION

Over the last decades, High-order Harmonic Generation (HHG) has raised an increasing interest in the field of strong laser physics with the development of attosecond science [1, 2]. Two main classes of experiments have emerged in this context. First, HHG is a robust tool to generate single or trains of attosecond pulses of coherent XUV radiation [3–10], that can be used to perform electronic or nuclear pump-probe spectroscopy on the attosecond scale with Ångström resolution [11–16]. Second, HHG can be employed as a self-probing tool to monitor attosecond dynamics in the generating medium [17–23], of strong laser physics with the development of attosecond science [11, 2]. Two main classes of experiments have emerged in this context. First, HHG is a robust tool to generate single or trains of attosecond pulses of coherent XUV radiation [3–10], that can be used to perform electronic or nuclear pump-probe spectroscopy on the attosecond scale with Ångström resolution [11–16]. Second, HHG can be employed as a self-probing tool to monitor attosecond dynamics in the generating medium [17–23], with emphasis on the spectral phase. With the help of both ab initio computations based on the time-dependent Schrödinger equation and the molecular Strong-Field Approximation (SFA) as developed by Chirilă et al. [Physical Review A, 73, 023410 (2006)] and Faria [Physical Review A, 76, 043407 (2007)], we observe that the phase behavior is radically different for the short and the long trajectory contributions. By means of Taylor expansions of the molecular SFA, we link this effect to the dynamics of the electron in the continuum. More precisely, we find that the value of the electric field at recombination time plays a crucial role on the shape of the destructive interference phase-jump.

Interferometry and Rabbit) [37], or other approaches [38, 39]. These measures of the harmonic phase are crucial to study e.g. the dynamics of auto-ionizing states or Fano resonances [12, 37, 40–47], interferences between different ionization paths [39, 48, 50] and two-center interferences [44, 51–57].

To picture the phenomenon of HHG, the well known three-step model is invoked [58, 59]: (i) under the influence of a strong laser field, an electron is first pulled out from the atom or molecule, then (ii) scattered in the continuum and driven back to the parent ion, where (iii) it finally may recombine into its initial state, releasing radiatively its accumulated kinetic energy. The emitted photons constitute the harmonic spectrum. In this model the electron in the continuum is considered as a classical particle and thus its motion is characterized by trajectories. Within the Strong-Field Approximation (SFA) [60], which is a fully quantum theory, the notion of electron trajectories (or quantum orbits) in the continuum arises when searching saddle-point solutions in the equations leading to the emitted dipole [61, 63], thus validating the three-step picture. Each harmonic of the spectrum is mainly emitted by two possible trajectories of the recoiling electron: the short and the long ones. Both lead to the same kinetic energy but with different times at which the electron recollides with the parent ion. The long trajectories correspond to electrons released before and recolliding after the short ones. Within a quantum theory, they interfere and shape the total spectrum with constructive and destructive patterns.

In the case of molecules, one may envision that electrons ionized from one atomic center and recombing to another will form additional classes of trajectories. Therefore the structure of the system is encoded through additional interferences in the spectrum, that are reminiscent of Young’s two-slit phenomenon in diatomics [64, 65].

In a standard SFA saddle-point approach [66, 68], the
structure of the molecule is usually introduced via the transition matrix elements in step 1 and 3, whereas the electron dynamics, i.e. step 2, remains atomic. Within this approach, destructive interferences are observed in the harmonic spectrum of diatomic molecules that correspond to the zeros of the recombination dipole matrix element. This results in a discontinuous phase-jump of exactly ±π rad in the theoretical spectra.

However, this behavior does not compare well with experimental data [51, 55] nor with ab initio computations based on the exact resolution of the Time Dependent Schrödinger Equation (TDSE) [64, 65, 69]. The phase-jumps at the destructive interferences are found far from being sharp: they are smoothed, cover several harmonics and span less than π rad.

Ten years ago, a method accounting for the effect of the molecular structure on the continuum electron dynamics in SFA computations, called molecular SFA, has been proposed in [70] and closely investigated in [71]. It relies on the separation of the dipole into four terms, each one exhibiting an additional phase incorporated to the electronic action. The saddle-point approximation is carried out for each term and leads to four groups of possible electron trajectories (with their subsets of short and long paths). They correspond to the ionization from one center and the recollision to either the same center or the other one. To our knowledge the shape of the phase-jumps in such calculations has not been studied or addressed, except in Ref. [56, 57] where similar computations have been performed in the specific case of aligned polar CO molecules. Interestingly, the phase-jumps are smoothed, what we will confirm with our simulations.

Other models based on the computation of SFA with field distorted orbitals also display smoothed phase-jumps [56, 57]. These approaches rely on an adiabatic dressing of the ground state by the instantaneous electric field at recombination. This modifies the shape of the corresponding dipole, and thus the shape of the spectrum. An important feature of this approach is that, if the recombination occurs at a time when the electric field is zero, then the recombination dipole is no longer modified by the dressing, and one recovers a sharp minimum in the spectrum.

We propose here a complete examination of the two-center interferences in homo-nuclear diatomic molecular models, beyond the smoothing of the structural phase jumps. The motivation of this study arose when investigating HHG amplitude and phase for diatomic molecules as a function of the internuclear distance within ab initio computations based on the TDSE. We observed very different behaviors between the phase-jumps when discriminating the short and the long trajectories, in apparent relation with the electric field at the recombination. To get physical insight with an analytical theory we compared with the results of molecular SFA [70, 71] and found that they reproduce the ab initio observations. Finally, we performed additional developments of the molecular SFA based on Taylor expansions and fully explain the shape of the phase-jump in relation with the electric field at the recombination time.

This paper gives a full account of our results following our preliminary studies presented in [72]. It is organized as follows. In Sec. II we introduce the models we used. First we expose the ab initio computations we performed on a 1D molecular model by solving the TDSE. Second we recall the basic equations of atomic SFA and molecular SFA and expose our further developments based on Taylor expansions of the molecular SFA. The ab initio computations will serve as the reference to compare with the SFA computations. In Sec. III we display the results of the ab initio and the molecular SFA computations in the case of a model H₂. In Sec. IV we provide explanations of the behavior of the phase-jumps with the examination of the Taylor expansions of the molecular SFA. We finally summarize our work in Sec. V and we will draw a qualitative parallel between the field distorted orbitals computations [56, 57] and our developments. In this paper, all the equations are expressed in atomic units (a.u.).

II. METHODS

II.1. Ab initio computations

We consider a diatomic molecule subjected to a low-frequency strong laser field with a 1D model within the single-active electron and fixed nuclei approximation [73] by solving numerically the TDSE. The computational efficiency of these simulations allows us to perform an extensive study of the problem. This approach serves as an exact reference illustrating the validity of our revisited molecular SFA and its interpretation presented hereafter.

We use a double-well potential V(x) as in [74], where the interaction between the electron and each atomic center is modeled with a regularized Coulomb potential:

\[
V(x) = -\frac{1/2}{\sqrt{(x - R/2)^2 + a^2}} - \frac{1/2}{\sqrt{(x + R/2)^2 + a^2}}.
\]  

Here R is the internuclear distance, a the regularization parameter and x denotes the electron coordinate along the laser polarization e_x. First we will examine the two-center interference condition as a function of R, keeping fixed the ionization potential \(I_p\), thus adjusting the regularization parameter a for each value of R. We have chosen the one of H₂: \(I_p = 0.567 \text{ a.u.} = 15.43 \text{ eV} [75]\). Second we will use this model for the specific case of H₂ at equilibrium distance, where R = 1.4 a.u. with a = 1.139 a.u.. The TDSE is solved for an electron in the ground-state interacting with a two-cycle oscillating electric field \(E(t) = E_L f(t) \sin(\omega t) e_x\), where:

\[
f(t) = \begin{cases} 
\sin^2\left(\frac{\omega t}{4}\right) & \text{if } t \in [0, 4\pi/\omega] \\
0 & \text{elsewhere.}
\end{cases}
\]  


Here $E_L$ denotes the amplitude. Note that for such short pulses, the maximum of the electric field $E_{\text{max}} \approx 0.87E_L$ is substantially smaller than the amplitude $E_L$. To be more consistent with the SFA computations, we define the peak intensity of our pulse as the square of $E_{\text{max}}$, giving approximately $I_L \approx \frac{1}{2} \epsilon_0 \epsilon_0 E_L^2/1.322$, with $c$ the speed of light, and $\epsilon_0$ the vacuum permittivity. We have set the frequency $\omega$ to 0.057 a.u., corresponding to a Ti:sapphire laser of 800 nm wavelength. With such a short IR pulse, the generated spectrum does not exhibit the usual harmonic comb structure: It is continuous through all the plateau region.

Within this model, the TDSE for the electronic wave function $\Psi(x, t)$ reads:

$$\frac{i}{\hbar} \frac{\partial}{\partial t} \Psi(x, t) = \left[ -\frac{1}{2} \frac{\partial^2}{\partial x^2} + V(x) + x E(t) \right] \Psi(x, t). \quad (3)$$

The HHG spectrum is proportional to the Fourier transform of the time-dependent dipole $D(t)$, which is computed as the expectation value of the acceleration at each propagation time-step \[76\]. While the interest is often put on the harmonic intensity, we focus on its phase as it encodes the dynamics of the system. The dominant contribution to the HHG phase arises from the intrinsic electron dynamics in the continuum (step 2). It is quadratic in energy and evolves rapidly \[8\]. Thus it might hide the small system-specific signatures we are interested in. However, the dynamics of the electron freed in the continuum is common to all molecules or atoms of same ionization potential in the same laser conditions. Computations of the HHG spectra from a reference atom with the same ionization potential is therefore used to remove this "universal" quadratic phase by subtracting it to the molecular HHG phase \[8\]. Our auxiliary atom is modeled by a single regularized Coulomb potential:

$$V(x) = -\frac{1}{\sqrt{x^2 + b^2}}, \quad (4)$$

for which we solve the TDSE with the same laser pulse parameters. Here $b = 1.2195$ a.u. such that the ionization potential is again 0.567 a.u.

As the computed states contain contributions from both the short and long trajectories, we can use their different spatial properties to separate them and sort out their distinct signatures in the overall HHG phase. Classical computations show that the excursion of the electron trajectories in the continuum is characterized by a distance $x_0 = E_L/\omega^2$ \[8\]. The short trajectories never go beyond $x_0$ while the long trajectories always cross this value. Therefore, we first solved the TDSE with a numerical absorber \[78\] placed at $x_0$, which eliminates the wavefunction components that go further away, corresponding classically to the long trajectories. As a consequence, the surviving part of the wave function is the one of the short trajectories and we can compute the corresponding dipole $D_s(t)$. The solution of the same TDSE without the absorber at $x_0$ leads to the full dipole $D(t)$.

Thence, to recover the long trajectory contribution $D_l(t)$, we subtract $D_s(t)$ to $D(t)$. One should note that this absorber artificially increases the plateau region leading to a slightly higher cut-off value.

II.2. Atomic SFA

In the previous section we explained the need of an atomic reference in order to remove the quadratic harmonic phase and collect the molecular specific two-center signature. This stands also in the case of molecular SFA computations, hence, for completeness, we recall in this section the basic equations of atomic SFA \[60\]. In SFA computations an abrupt start of the laser field does not affect the spectrum, thus we choose a laser field without envelope:

$$E(t) = E(t) e_x = E_L \cos(\omega t) e_x. \quad (5)$$

The corresponding vector potential $A(t)$ is defined such that:

$$E(t) = -\frac{\partial A}{\partial t}. \quad (6)$$

In the length gauge, the dipole reads:

$$D_{\text{at}}(\Omega) = \int dt \int_0^t dt' \int d^3p \, d_{\text{rec}}(p + A(t)) \times d_{\text{ion}}(p + A(t'), t') \, e^{-iS(p, t, t', \Omega)}. \quad (7)$$

Here $\Omega$ is the harmonic frequency, $S$ the action,

$$S(p, t, t', \Omega) = \int_{t'}^t dt \left( \frac{|p + A(\tau)|^2}{2} + I_p \right) - \Omega t, \quad (8)$$

and $d_{\text{ion}}$ and $d_{\text{rec}}$ the projections of respectively the ionization and the recombination dipole matrix elements along the laser polarization, given by:

$$d_{\text{ion}}(k) = \langle k | xeE(t') | \varphi_0 \rangle$$

$$d_{\text{rec}}(k) = \langle \varphi_0 | -i \nabla | k \rangle \cdot e_x, \quad (9)$$

with $| \varphi_0 \rangle$ and $| k \rangle$ the atomic ground state and continuum wavefunctions, respectively.

The term $\exp[-iS(p, t, t', \Omega)]$ is rapidly oscillating. Thus, the five-fold integration in Eq. \[7\] can be reduced to the evaluation of the integrand at the stationary solutions of $S$, for which:

$$\frac{\partial S}{\partial p} = 0, \quad \frac{\partial S}{\partial \Omega} = 0, \quad \text{and} \quad \frac{\partial S}{\partial t} = 0. \quad (10)$$

This saddle-point approximation leads to the search of solutions of the following equations:

$$\int_{t'}^t d\tau |p + A(\tau)| = 0, \quad (11a)$$

$$\frac{|p + A(t)|^2}{2} + I_p - \Omega = 0, \quad (11b)$$

$$\frac{|p + A(t')|^2}{2} + I_p = 0. \quad (11c)$$
We will denote by \((p_{at}, t_{at}, t'_{at})\) the solutions of Eqs. (11a) \((11c)\) to emphasize that they are related to atomic trajectories. Note that the stationary momentum can be written:
\[
p_{at}(t_{at}, t'_{at}) = -\int_{t_{at}}^{t_{at}'} A(\tau) d\tau. \tag{12}
\]

We also define \(S_{at} = S(p_{at}, t_{at}, t'_{at}, \Omega)\).

The total dipole (Eq. \([7]\)) reduces to:
\[
D_{at}(\Omega) = C(t_{at}, t'_{at}) d_{rec}(p_{at} + A(t_{at})) \times d_{ion}(p_{at} + A(t'_{at}), t'_{at}) e^{-iS_{at}}, \tag{13}
\]

For the sake of conciseness, no distinction is made between the short or the long trajectories in our notations. As a consequence, the sum over the short and long trajectories in the expression of \(D_{at}\) will not be explicitly indicated in the following. Moreover, and again for clarity, we dropped the dependence of \(t_{at}\) and \(t'_{at}\) (and consequently of \(p_{at}\)) on \(\Omega\). In Eq. (13) \(C\) is the saddle-point prefactor which reads [79]:
\[
C(t_{at}, t'_{at}) = \left(\frac{2\pi}{\epsilon + i(\tau_{at} - \tau'_{at})}\right)^{3/2} \frac{1}{\sqrt{\det(S'_{p})_{at}}}, \tag{14}
\]

where \(S'_{p}\) is the Hessian of \(S_{p}(t, t') = S(p_{at}(t, t'), t, t')\):
\[
\det(S'_{p})_{at} = \left(\frac{\partial^{2} S_{p}}{\partial t^{2}}\right)_{at} \left(\frac{\partial^{2} S_{p}}{\partial t'^{2}}\right)_{at} - \left(\frac{\partial^{2} S_{p}}{\partial t \partial t'}\right)_{at}^{2}, \tag{15}
\]

with \(p_{at}(t_{at}, t'_{at})\) given in Eq. (12). In the prefactor expression given in Eq. (14), the first factor arises from the evaluation of the integral, Eq. (7), over momentum at \(p_{at}\) and accounts for the spreading of the electronic wave-packet in the continuum. The second factor comes from the evaluation of the integral over \(t\) and \(t'\).

## II.3. Molecular SFA

In this section, we recall the equations of molecular SFA as they have been developed in Refs. [70] [71]. We will use the expression of the recombination and ionization dipole matrix elements as derived in Ref. [71]. These equations are used in the next section (Sec. II.4) to obtain analytical expressions by means of Taylor expansions, which is the key point of our work.

The electronic ground state of the target molecule is approximated by a linear combination of atomic orbitals (LCAO), restricted to two atomic orbitals \(\phi_{s}\) centered on the nuclei. Therefore the recombination and ionization dipole matrix elements along \(e_{x}\) for a symmetric state (\(\sigma_{g}\)) are expressed as [71]:
\[
d_{rec}(p) = \mathcal{R}(p) \left(e^{ip \frac{\chi}{2}} + e^{-ip \frac{\chi}{2}}\right), \tag{16}
\]
\[
d_{ion}(p, t') = \mathcal{I}_{1}(p, t') e^{ip \frac{\chi}{2}} + \mathcal{I}_{2}(p, t') e^{-ip \frac{\chi}{2}}, \tag{17}
\]

where:
\[
\mathcal{R}(p) = \frac{\bar{\phi}_{s}(p)}{\sqrt{2(1 + w(R))}} p \cdot e_{x}, \tag{18}
\]
\[
\mathcal{I}_{\alpha}(p, t') = -\frac{\mathbf{E}(t')}{\sqrt{2(1 + w(R))}} \cdot \left[ \frac{\partial \bar{\phi}_{s}(p)}{\partial p} + \frac{(-1)^{\alpha} R}{2} \bar{\phi}_{s}(p) \right]. \tag{19}
\]

Here \(\bar{\phi}_{s}\) is the momentum representation (Fourier transform) of the atomic orbital \(\phi_{s}\) and \(w(R)\) the overlap between the two orbitals. In our computations, these orbitals are Gaussian functions [91]. The product of the transition dipole matrix elements thus gives:
\[
d_{rec}(p + A(t)) \times d_{ion}(p + A(t'), t') = \sum_{\alpha = 1}^{2} \sum_{\beta = 1}^{2} \mathcal{R}(p + A(t)) \times \mathcal{I}_{\alpha}(p + A(t'), t') e^{-i\Phi_{\alpha,\beta}(p, t, t')}, \tag{20}
\]

where:
\[
\Phi_{\alpha,\beta}(p, t, t') = (-1)^{\alpha}[p + A(t')] \cdot \frac{\mathbf{R}}{2} - (-1)^{\beta}[p + A(t)] \cdot \frac{\mathbf{R}}{2}. \tag{21}
\]

Here \(\alpha\) and \(\beta\) label the initial and final atomic center in the electron excursion, respectively. Thus, the total molecular dipole reads:
\[
D(\Omega) = \sum_{\alpha = 1}^{2} \sum_{\beta = 1}^{2} \int_{t}^{t'} dt \int_{0}^{t} dt' \int dp \mathcal{R}(p + A(t)) \times \mathcal{I}_{\alpha}(p + A(t'), t') e^{-i\Phi_{\alpha,\beta}(p, t, t', \Omega)} \tag{22}
\]

It is the sum of four terms that can be evaluated independently by searching the stationary points of the modified actions:
\[
S_{\alpha,\beta}(p, t, t', \Omega) = S(p, t, t', \Omega) + \Phi_{\alpha,\beta}(p, t, t'). \tag{23}
\]

This leads to the following saddle-point equations [71]:
\[
\int_{t}^{t'} dt' [p + A(t)] + (-1)^{\alpha} \frac{\mathbf{R}}{2} - (-1)^{\beta} \frac{\mathbf{R}}{2} = 0, \tag{24a}
\]
\[
\frac{|p + A(t)|^{2}}{2} + I_{p} - \Omega + (-1)^{\beta} \mathbf{E}(t) \cdot \frac{\mathbf{R}}{2} = 0, \tag{24b}
\]
\[
\frac{|p + A(t')|^{2}}{2} + I_{p} + (-1)^{\alpha} \mathbf{E}(t') \cdot \frac{\mathbf{R}}{2} = 0, \tag{24c}
\]

for which we find four new groups of stationary solutions \((p_{at,\alpha,\beta}, t_{at,\alpha,\beta})\). They correspond to four classes of trajectories, represented in Fig. 4. They express the ionization from one center and the recombination to either the same center or the other one. Each class contains a short and
a long path. Within the saddle-point approximation, the total dipole thus reduces to:

\[
D(\Omega) = \sum_{\alpha=1}^{2} \sum_{\beta=1}^{2} C_{\alpha \beta}(t_{\alpha \beta}, t'_{\alpha \beta}) R(p_{\alpha \beta} + A(t_{\alpha \beta}))
\times \mathcal{I}_\alpha(p_{\alpha \beta} + A(t_{\alpha \beta})), \quad (25)
\]

with \( C_{\alpha \beta}(t_{\alpha \beta}, t'_{\alpha \beta}) \) the resulting saddle-point prefactors, see Eq. (14).

We will show in Sec. III that the observations on the phase-jumps in the ab initio computations are well reproduced within the molecular SFA. This motivated us to further analyze the molecular SFA analytically and get a proper understanding of these behaviors. In the following, we express the deviations of the molecular solutions regarding to the reference atomic ones by means of Taylor expansions.

II.4. Taylor expansion of the molecular SFA

II.4.1. Stationary points

As we explained, in Sec. II.1 we will calibrate our numerical results with the atomic ones in order to remove the quadratic harmonic phase. Moreover, since internuclear distances (few Å) are small compared to the travel path of the freed electrons in the continuum (several tens of Å), the times for molecular trajectories are expected to remain close to the ones of an atomic trajectory. These considerations conducted us to perform Taylor expansions in powers of the internuclear distance \( R \) of the molecular SFA equations, Eq. (25). To remain consistent with our TDSE simulations, where we restricted the study to a 1D case, we will consider in the following, the specific case of a model molecule, with

| \( p_{\alpha \beta} \) | \( H \) | \( \text{Re} \) | \( \text{Im} \) | \( \text{Long trajectories} \) |
|---|---|---|---|---|
| \( p_{11} \) | 21 | 1.8976 | 0.14767 | 0.091138 | 5.0125 \times 10^{-4} |
| \( p_{11} \) | 31 | 1.6986 | 0.089790 | 0.14357 | 7.1859 \times 10^{-4} |
| \( p_{11} \) | 41 | 1.5214 | 0.061121 | 0.20458 | 1.0670 \times 10^{-3} |
| \( p_{11} \) | 51 | 1.3508 | 0.044192 | 0.27847 | 1.3447 \times 10^{-3} |
| \( p_{11} \) | 61 | 1.1706 | 0.033242 | 0.37518 | 1.4993 \times 10^{-3} |
| \( p_{11} \) | 71 0.93811 | 0.027673 | 0.53362 & -5.5264 \times 10^{-4} |

TABLE I. Numerical values of the stationary momenta \( p_{\alpha \beta} \) solution of the saddle point Eqs. (25), compared to its development Eq. (26), restricted either to 1st or 2nd order, for six harmonics (column denoted by the \( H \) symbol) within the plateau of the spectrum generated at a laser intensity of \( 5 \times 10^{14} \) W cm\(^{-2}\).
TABLE II. Numerical values of the time deviations $t_{\alpha\beta} - t_{at}$ and $t'_{\alpha\beta} - t'_{at}$ for the same harmonics and same generation conditions as in Table I compared with our development (26), to either the 1st or the 2nd order. We present the numerical values for the short (S) and the long (L) trajectories. We do not present the imaginary part of $t_{\alpha\beta} - t_{at}$ ($< 3 \times 10^{-3}$ a.u.), nor the real part of $t'_{\alpha\beta} - t'_{at}$ ($< 5 \times 10^{-3}$ a.u.). The deviations from the atomic case are small compared to the imaginary part of the ionization times (7.83 – 15.8 a.u.) and the real part of the recollision times (32.9 – 107 a.u.), respectively.

| $\alpha\beta$ | H  | S   | L   | S   | L   | S   | L   | S   | L   |
|---------------|----|-----|-----|-----|-----|-----|-----|-----|-----|
| 11            | 21 | -0.643 | -0.601 | -0.639 | -0.599 | -0.624 | -0.669 | -0.681 | -0.668 | -0.679 | -0.657 |
| 31            | -0.463 | -0.441 | -0.463 | -0.441 | -0.452 | -0.670 | -0.681 | -0.670 | -0.679 | -0.657 |
| 41            | -0.381 | -0.365 | -0.381 | -0.365 | -0.372 | -0.672 | -0.681 | -0.672 | -0.679 | -0.657 |
| 51            | -0.331 | -0.317 | -0.331 | -0.317 | -0.324 | -0.674 | -0.681 | -0.673 | -0.679 | -0.657 |
| 61            | -0.298 | -0.284 | -0.298 | -0.284 | -0.290 | -0.676 | -0.681 | -0.675 | -0.679 | -0.657 |
| 71            | -0.277 | -0.255 | -0.277 | -0.255 | -0.265 | -0.678 | -0.680 | -0.677 | -0.680 | -0.657 |
| 12            | 21 | 0.605 | 0.650 | 0.608 | 0.648 | 0.624 | -0.668 | -0.681 | -0.668 | -0.679 | -0.657 |
| 31            | 0.441 | 0.463 | 0.441 | 0.463 | 0.452 | -0.670 | -0.681 | -0.679 | -0.657 |
| 41            | 0.364 | 0.380 | 0.363 | 0.379 | 0.372 | -0.672 | -0.681 | -0.673 | -0.679 | -0.657 |
| 51            | 0.316 | 0.330 | 0.316 | 0.330 | 0.324 | -0.674 | -0.681 | -0.673 | -0.679 | -0.657 |
| 61            | 0.282 | 0.297 | 0.282 | 0.297 | 0.290 | -0.676 | -0.681 | -0.675 | -0.679 | -0.657 |
| 71            | 0.254 | 0.276 | 0.253 | 0.276 | 0.265 | -0.678 | -0.680 | -0.677 | -0.680 | -0.657 |
| 21            | 21 | -0.642 | -0.601 | -0.639 | -0.599 | -0.624 | 0.647 | 0.637 | 0.646 | 0.636 | 0.657 |
| 31            | -0.463 | -0.441 | -0.463 | -0.441 | -0.452 | 0.646 | 0.637 | 0.645 | 0.636 | 0.657 |
| 41            | -0.381 | -0.365 | -0.381 | -0.365 | -0.372 | 0.644 | 0.637 | 0.643 | 0.636 | 0.657 |
| 51            | -0.331 | -0.317 | -0.331 | -0.317 | -0.324 | 0.642 | 0.637 | 0.641 | 0.636 | 0.657 |
| 61            | -0.298 | -0.284 | -0.298 | -0.284 | -0.290 | 0.641 | 0.637 | 0.640 | 0.636 | 0.657 |
| 71            | -0.277 | -0.255 | -0.277 | -0.255 | -0.265 | 0.639 | 0.638 | 0.638 | 0.636 | 0.657 |
| 22            | 21 | 0.605 | 0.650 | 0.608 | 0.648 | 0.624 | 0.647 | 0.637 | 0.646 | 0.636 | 0.657 |
| 31            | 0.441 | 0.463 | 0.441 | 0.463 | 0.452 | 0.646 | 0.637 | 0.645 | 0.636 | 0.657 |
| 41            | 0.364 | 0.380 | 0.363 | 0.379 | 0.372 | 0.644 | 0.637 | 0.643 | 0.636 | 0.657 |
| 51            | 0.316 | 0.330 | 0.316 | 0.330 | 0.324 | 0.642 | 0.637 | 0.641 | 0.636 | 0.657 |
| 61            | 0.283 | 0.297 | 0.282 | 0.297 | 0.290 | 0.641 | 0.637 | 0.640 | 0.636 | 0.657 |
| 71            | 0.254 | 0.276 | 0.253 | 0.276 | 0.265 | 0.639 | 0.638 | 0.638 | 0.636 | 0.657 |

The solutions of the molecular saddle point equations (24) are expanded as:

\[ p_{\alpha\beta} = p_{at} + \Delta p_{\alpha\beta}^{(1)} + \Delta p_{\alpha\beta}^{(2)} + O(R^3), \]
\[ t_{\alpha\beta} = t_{at} + \Delta t_{\alpha\beta}^{(1)} + \Delta t_{\alpha\beta}^{(2)} + O(R^3), \]
\[ t'_{\alpha\beta} = t'_{at} + \Delta t'_{\alpha\beta}^{(1)} + \Delta t'_{\alpha\beta}^{(2)} + O(R^3), \]

where $\Delta p_{\alpha\beta}^{(1)}$, $\Delta t_{\alpha\beta}^{(1)}$ and $\Delta p_{\alpha\beta}^{(2)}$, $\Delta t_{\alpha\beta}^{(2)}$ are proportional to $R$ and $\Delta t'_{\alpha\beta}^{(1)}$ and $\Delta t'_{\alpha\beta}^{(2)}$ are proportional to $R^2$. Inserting this in Eq. (24), we obtain a linear set of equations for the first order terms:

\[ 0 = [p_{at} + A(t_{at})] \Delta p_{\alpha\beta}^{(1)} - [p_{at} + A(t'_{at})] \Delta t_{\alpha\beta}^{(1)} + (t_{at} - t'_{at}) \Delta t_{\alpha\beta}^{(1)} \]
\[ + \frac{(-1)^{\alpha} - (-1)^{\beta}}{2} R, \]
\[ 0 = -[p_{at} + A(t_{at})] E(t_{at}) \Delta t_{\alpha\beta}^{(1)} + [p_{at} + A(t_{at})] \Delta p_{\alpha\beta}^{(1)} + \frac{(-1)^{\beta}}{2} E(t_{at}) R, \]
\[ 0 = -[p_{at} + A(t'_{at})] E(t'_{at}) \Delta t'_{\alpha\beta}^{(1)} + [p_{at} + A(t'_{at})] \Delta p_{\alpha\beta}^{(1)} + \frac{(-1)^{\alpha}}{2} E(t'_{at}) R. \]
Resolving this set of equations (27) gives:
\[
\Delta p_{\alpha\beta}^{(1)} = 0, \quad (28a)
\]
\[
\Delta t_{\alpha\beta}^{(1)} = \frac{(-1)^\beta R}{2[p_{at} + A(t_{at})]}, \quad (28b)
\]
\[
\Delta t_{\alpha\beta}^{(1)} = \frac{(-1)^\alpha R}{2[p_{at} + A(t'_{at})]} . \quad (28c)
\]
Using, Eqs. (11), the last two equations can be rewritten as (30)
\[
\Delta t_{\alpha\beta}^{(1)} = \frac{(-1)^\beta R/2}{\sqrt{2(\Omega - I_p)}}, \quad (29a)
\]
\[
\Delta t_{\alpha\beta}^{(1)} = \frac{(-1)^\alpha R/2}{\sqrt{2I_p}} . \quad (29b)
\]
The same procedure can be performed for the second order terms, see Appendix A.

Table I and II display the numerical values of the stationary momentum \(p_{at}\) and of the ionization and recombination time deviations \(t_{\alpha\beta} = t_{at} = t'_{at}\) and compare them with the values from the developments including either the first order term only or both the first and the second order. An excellent agreement is found between the numerically exact results and the development including up to the second order. Yet, we note that the first order term is in very good agreement with the exact values, with errors limited to a few percent (around 0.02 a.u.). We will therefore restrict our development to this order. As will be shown, the first order treatment has the valuable advantage to provide a direct and simple physical picture on the underlying timings of ionization and recombination in diatomic molecules.

First, the ionization time is shifted by a pure imaginary delay \(\Delta t_{\alpha\beta}^{(1)}\), as seen in Eq. (29), which can be interpreted as a correction to the timing difference with respect to the atomic case. If the electron is ionized from the center \(\alpha = 1\), located at \(R/2\), we find that \(\text{Im}(\Delta t_{\alpha\beta}^{(1)}) < 0\) which means that the time spend “below the barrier” is smaller. This is consistent with a smaller barrier to the atomic case. Indeed, as pictured in Fig. I. The opposite situation is observed for an electron ionized from center \(\alpha = 2\) for which \(\text{Im}(\Delta t_{\alpha\beta}^{(1)}) > 0\), where a larger barrier is to be crossed.

Second, the shift for the recombination times with respect to the atomic times, \(\Delta t_{\alpha\beta}^{(1)}\), Eq. (29), are now real. For an electron recombining with the center located at \(R/2\) again, i.e. \(\beta = 1\), we find that \(\Delta t_{\alpha\beta}^{(1)} < 0\), which means that the electron recollides earlier compared to the atomic case. Indeed, as pictured in Fig. I. the electron travels a shorter path. On the contrary, an electron recolliding with center \(\beta = 2\) for which \(\Delta t_{\alpha\beta}^{(1)} > 0\) travels a longer path.

Note that for both time delays, \(\Delta t_{\alpha\beta}^{(1)}\) and \(\Delta t_{\alpha\beta}^{(1)}\), their formal expressions, Eqs. (28), can be regarded as the ratio between the additional distance to cross in molecule, \(\pm R/2\), and the velocity of the electron given in Eqs. (11b)

II.4.2. Total dipole

We now turn to the Taylor expansion of the different terms entering the expression of the total dipole in Eq. (25) in order to find out how these differences of timing affect the phase of HHG.

\[
\mathcal{R}(p_{\alpha\beta} + A(t_{at})) = \mathcal{R}_{at}(p_{at} + A(t_{at})) + \text{Im}(\Delta t_{\alpha\beta}^{(1)}) (p_{at} + A(t_{at}), t_{at}) R + O(R^2), \quad (32)
\]
\[
\mathcal{T}_{\alpha\beta}(p_{\alpha\beta} + A(t'_{at}), t'_{at}) = \mathcal{T}_{at}(p_{at} + A(t'_{at}), t'_{at}) - \text{Re}(\Delta t_{\alpha\beta}^{(1)}) (p_{at} + A(t'_{at}), t'_{at}) R + O(R^2), \quad (35)
\]

The partial derivatives of the action \(S\) with respect to \(t\) and \(t'\) cancel at the atomic stationary points [10], so we simply get:

\[
S_{\alpha\beta}(p_{\alpha\beta} + A(t_{at})) = S_{at} + \Phi_{\alpha\beta}(p_{at} + A(t_{at})) + O(R^2), \quad (31)
\]

Then we expand the ionization and recombination dipole matrix elements (Eqs. 18 and 19):

\[
\mathcal{R}(p_{\alpha\beta} + A(t_{at})) = \mathcal{R}_{at}(p_{at} + A(t_{at})) + \text{Re}(\Delta t_{\alpha\beta}^{(1)}) (p_{at} + A(t_{at}), t_{at}) R + O(R^2), \quad (32)
\]

where:

\[
\mathcal{R}_{at}(p) = \frac{\bar{p}_{\alpha\beta}(p)}{2}, \quad (33)
\]

\[
\mathcal{R}^{(1)}(p, t) = -\frac{\partial S}{\partial t} \bigg|_{at} \Delta t_{\alpha\beta}^{(1)} + \frac{\partial S}{\partial p} \bigg|_{at} \Delta t_{\alpha\beta}^{(1)} + O(R^2), \quad (30)
\]

and

\[
\mathcal{I}_{\alpha\beta}(p_{\alpha\beta} + A(t'_{at}), t'_{at}) = \mathcal{I}_{at}(p_{at} + A(t'_{at}), t'_{at}) - \text{Re}(\Delta t_{\alpha\beta}^{(1)}) (p_{at} + A(t'_{at}), t'_{at}) R + O(R^2), \quad (35)
\]

where:

\[
\mathcal{I}_{at}(p, t') = \frac{-iE(t')}{2} \frac{\partial \bar{\phi}_\alpha(p)}{\partial p}, \quad (36)
\]

\[
\mathcal{I}^{(1)}(p, t') = \frac{E(t')}{4} i \frac{\partial \bar{\phi}_\alpha(p)}{\partial p} + \frac{i\omega^2 A(t')}{4p} \frac{\partial \bar{\phi}_\alpha(p)}{\partial p} - \frac{-iE^2(t')}{4p} \frac{\partial \bar{\phi}_\alpha(p)}{\partial p} (37)
\]

We checked numerically that the molecular prefactor \(C_{\alpha\beta}(t_{at}, t'_{at})\) is actually very close to the atomic one. We will thus, as a first approximation, consider it to be equal to \(C(t_{at}, t'_{at})\) (14). The exact effect of this approximation will be discussed in Sec. IV.2.

Finally, after regrouping all the terms, the first order approximation of the total dipole (25) can be refolded into:

\[
\tilde{D}(\Omega) = C(t_{at}, t'_{at}) \bar{d}_{\text{rec}}(p_{at} + A(t_{at}), t_{at}) \times \bar{d}_{\text{ion}}(p_{at} + A(t'_{at}), t'_{at}) e^{-is_{at}} . \quad (38)
\]
FIG. 2. (Color online) Ab initio computations of the contribution of the short trajectories to high-order harmonic spectra for a two-cycle laser pulse of 2.65 $\times$ 10$^{14}$ W.cm$^{-2}$ peak intensity for a diatomic molecule with different internuclear distances $R$ from 1.4 to 1.7 a.u. We report the harmonic intensity (a) and phase (b) calibrated to an atomic reference.

FIG. 3. (Color online) Same as in Fig. 2 for the long trajectories.

We have thus retrieved an expression which is similar to the atomic dipole given by Eq. (7). It is evaluated at atomic stationary points $(p_{\text{at}}, t_{\text{at}}, t'_{\text{at}})$ and involves the atomic action $S_{\text{at}}$. However, it involves modified transition dipole matrix elements $\tilde{d}_{\text{ion}}$ and $\tilde{d}_{\text{rec}}$ expressed as:

$$
\tilde{d}_{\text{rec}}(p, t) = 2R(p) \cos \left( \frac{pR}{2} \right) + 2iR^{(1)}(p, t)R \sin \left( \frac{pR}{2} \right),
$$

$$
\tilde{d}_{\text{ion}}(p, t') = 2I_{\text{at}}(p, t') \cos \left( \frac{pR}{2} \right) + 2iI^{(1)}(p, t')R \sin \left( \frac{pR}{2} \right).
$$

These expressions are reminiscent to the ones of [56, 57], where field dressed states were used a priori to define the dipole.

III. NUMERICAL SIMULATIONS

III.1. Ab initio computations

As presented in Sec. II.1 we first investigate the signature of two-center interference in both the short and long trajectory contributions to the HHG spectrum with our TDSE computations. The results are presented in Figs. 2 and 3. We report the intensity and phase of the short and long trajectory contributions to HHG spectra for several internuclear distances between 1.4 and 1.7 a.u., generated at a laser peak intensity of 2.65 $\times$ 10$^{14}$ W.cm$^{-2}$.

The calibration with a reference atom, as explained in Sec. II, implies to divide the harmonic intensity by the one of the atom. Consistently, the reported phase is the phase difference between the molecular and the atomic computations, which removes the quadratic contribution and allows the observation of the two-center interference effects.

In the intensity of each spectrum we observe a minimum, which is shallow in the case of the short trajectories (Fig. 2a), and much more pronounced for the long trajectories, especially for particular values of $R$ (Fig. 3a). This minimum is the signature of the destructive interference induced by the two centers of the molecule we are interested in. Its position has long been ascribed to the zeros of the recombination dipole matrix element $d_{\text{rec}}$ given by Eq. (16), which relies on plane-waves (PW) to describe the continuum and on the LCAO approximation for the ground state [65]. Within these approximations, the zeros of $d_{\text{rec}}$ occur at particular momentum values $p_k = (2k + 1)\pi/R$, $k \in \mathbb{Z}$. We focus on the first value
\[ \Omega_0^{(PW)} = I_p + \frac{p_0^2}{2} = I_p + \frac{\pi^2}{2R^2}. \]  

(41)

For the illustrative case \( R = 1.57 \) a.u., this lead to a minimum at harmonic 45, while our TDSE simulations give a minimum at "harmonic" 38.5.

A way to overcome this discrepancy is to claim that effective PW representing the returning electron must be energy-shifted by \( I_p \) [65], leading to the approximate expression:

\[ \bar{\Omega}_0 \simeq \frac{\pi^2}{2R^2}. \]  

(42)

Still, this correction is not sufficient as it predicts a minimum at harmonic 35.

Therefore, we used numerical simulations to better understand why the analytical formula, either with or without the \( I_p \) shift, respectively Eq. (12) and (41), does not reproduce the position of the minimum. We computed numerically the eigenstates of the field-free system by solving the time independent Schrödinger equation. The ground state was computed by diagonalizing the field free Hamiltonian, while the continuum states were computed with a fourth-order Runge-Kutta algorithm and normalized with the Strömgren procedure [81]. We then used these numerically exact states to compute the "exact" recombination dipole, and extract its zero for different values of \( R \). This is shown with a solid green line on Fig. 1. As predicted by the 3-step model, the zeros of the exact recombination dipole perfectly match the position of the minima observed in the HHG spectra, as extracted from the long trajectory contributions. Note that, for small \( R \lesssim 1.6 \) a.u., the mismatch is related to the difficulty of finding the minimum in the TDSE HHG spectrum, because, as can be seen in Fig. 3, it is located too close to the cutoff. However, if we compute the recombination dipole using the "exact" continuum states and the LCAO ground state (dashed blue line), the position of the minimum is clearly underestimated, by at least 10 harmonic orders. On the contrary, if we compute the recombination dipole with the "exact" ground state and PW for the continuum (dotted pink and purple lines), the position of the minimum is now greatly overestimated, whether we use the \( I_p \) shift correction or not. Finally, when we perform both the LCAO and the PW approximations (dash-dotted orange and yellow lines), we see that the errors from both approximations compensate each other, providing a relatively good, but somehow accidental, agreement with the TDSE results. We note that this error compensation leads to a better agreement with the \( I_p \) shift correction. We thus want to draw attention that one always has to remain careful when considering model with several approximations. These error compensations can actually happen more often than we think [82].

We now turn to the \textit{shape} of the minimum and of the corresponding phase jumps. As already observed in [64, 65, 69], the phase-jumps are smoothed, covering several harmonics, with a magnitude lower than \( \pi \) rad (Figs. 2, and 3). The interference condition exhibits more surprising features. While the phase-jump is smoothed and negative for all values of \( R \) for short trajectories (Fig. 2), the situation is completely different for the long trajectories. It is smoothed and positive for small \( R \), then it varies steeply at a critical internuclear distance \( R_c = 1.57 \) a.u. beyond which the behavior reverses into a smooth negative jump as for the short trajectories (Fig. 3). Moreover, the depth of the minimum in the amplitude is directly related to the shape of the phase-jump: the steeper the jump, the deeper the minimum.

Besides, we performed a time-frequency analysis of the harmonic dipole using Gabor transforms as in [23, 56, 57] to retrieve, for different values of \( R \), the emission times of the harmonics for which the destructive interference occurs. Fig. 4 displays the Gabor transform of the dipole for the particular case of \( R = R_c \). We found that the recollision time for the long trajectory associated with the interference frequency corresponds to an almost zero electric field (\( E_{\text{rec}} \approx 9.5 \times 10^{-3} \) a.u.). Moreover, greater (lower) values of \( R \) lead to recombination in presence of a negative (positive) electric field for the long trajectories while the field at recombination is always positive for the short trajectories.

To further examine the relation between the value of the electric field at the recombination and the shape of the phase-jump, we tuned the laser peak intensity \( I_L \)
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FIG. 5. (Color online) Gabor transform of the ab initio dipole for the critical internuclear distance $R_c = 1.57$ a.u. (a) and instantaneous value of the electric (b). The peak intensity is $2.65 \times 10^{14}$ W.cm$^{-2}$. We marked with dashed-lines the time associated with the minimum observed in the long trajectories.

FIG. 6. (Color online) Ab initio computations of the harmonic phase of a model H$_2$ relative to the atomic reference for a two-cycle laser pulse with peak intensities in the range $3 - 5 \times 10^{14}$ W.cm$^{-2}$ for short (a) and long trajectories (b). The dashed line corresponds to the intensity $I_c = 3.704 \times 10^{14}$ W.cm$^{-2}$.

FIG. 7. (Color online) Molecular SFA computations of the harmonic phase of a model H$_2$ normalized by the atomic SFA for a two-cycle laser pulse with peak intensities in the range $3 - 5 \times 10^{14}$ W.cm$^{-2}$ for short (a) and long trajectories (b). The dashed line corresponds to the intensity $I_c = 3.74 \times 10^{14}$ W.cm$^{-2}$, from 2.5 to $4.5 \times 10^{14}$ W.cm$^{-2}$ at fixed $R$. We chose $R = R_{eq} = 1.4$ a.u. The corresponding trajectory-resolved phases are shown in Fig. 6. As expected, the position of the destructive interference does not change with $I_L$ and we observe a behavior for the phase-jumps which is similar to the one when varying $R$. It is smoothed and negative for all intensities at the short trajectories, while an equivalent smoothing and inversion behavior is present for the long trajectories. We found a critical intensity $I_c = 3.74 \times 10^{14}$ W.cm$^{-2}$ at which the inversion occurs with a discontinuous $\pm \pi$ rad phase-jump (see black-dashed curve in Fig. 6).

Using time-frequency analysis once again, this change of behavior is directly related to the change of sign of the instantaneous electric field at recombination time, which is almost zero at $\Omega_0$ for the intensity $I_c$. We find that, in this case, the corresponding electric field amounts to $E_{rec} = 7.4 \times 10^{-3}$ a.u. This corresponds to $\equiv I_{rec} = 1.92 \times 10^{12}$ W.cm$^{-2}$, that is $\sim 0.5\%$ of $I_c$.

### III.2. Molecular SFA

To get more physical insights, the same study has been carried out within the molecular SFA derived in Sec. II.3 following [71]. We report in Fig. 7 the phase of the short and long trajectories as a function of the laser intensity. Again this phase is relative to the phase of atomic SFA.
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the intensity for which the phase is discontinuous and
exactly at the frequency given by Eq. (41). Furthermore,
the destructive interference is observed ex-
point solutions. Consequently, no residual oscillation is
encountered in contrast to the TDSE results. Neverthe-
least, the SFA model prevents the computation of har-
monics above the cutoff, which limits the observation of
the entire phase-jumps for the lowest intensities.

We observe that the behavior of the phase is very sim-
ilar to that of the TDSE simulations. The major differ-
eence is the position of the destructive interference due to
the LCAO and PW approximations in SFA, as mentioned
before. Hence the destructive interference is observed ex-
actly at the frequency given by Eq. (41). Furthermore,
the intensity for which the phase is discontinuous and
jumps by ±π rad is shifted to \( I'_{c} = 3.704 \times 10^{14} \) W.cm\(^{-2}\).

The SFA computations allowed us to obtain the precise
value of the electric field at recombination time, for the
long trajectories and for the inversion intensity \( I_{c} \).
It is found to be \( E_{\text{rec}} = 0.0034 \) a.u., which is comparable
to the one observed in the ab initio computations. The
discrepancies are attributed to the difference between ab
initio and SFA trajectory times [83].

Finally, we have performed simulations at the laser in-
tensity, for which the electric field is exactly zero at re-
combination time - \( I_{z} = 3.641 \times 10^{14} \) W.cm\(^{-2}\), that is
slightly lower than \( I'_{c} \), with a difference of only \( 6 \times 10^{12} \)
W.cm\(^{-2}\), i.e. \(< 2\%\) - and found that the jump is not
discontinuous and lower than \(-\pi\) rad.

### III.3. Quantum Path Interferences

We have seen in the last two sections that the HHG
phase behavior depends strongly on the type of trajec-
tory (short vs long) and on the value of the electric field
at recombination time, thus entangling the structural in-
formation contained in the two-centre interferences and
the electron dynamics.

In practice, the influence of the electron dynamics on
a structural interference could be observed by following
the phase difference between the short/long trajectory contributions when varying the laser intensity, e.g., by
recording the Quantum Path Interferences (QPI) in the
total harmonic dipole [54, 85]. We performed such an
analysis in our TDSE simulations and show the results in
Fig. 8(a), for both the molecule and the reference atom.
For each harmonic, we observe oscillations corresponding
to the interferences between the short and long trajec-
tories. They mainly come from the phases accumulated by
the electron during its excursion in the continuum, i.e
during the second step in HHG, which naturally depend
on the trajectory duration. However, for molecules, one
also has to take into account the phase of \( \bar{a}_{\text{rec}} \), which,
as seen above, significantly depends on the continuum
electron dynamics and is different for each contribution.

In fact, as we can see in Fig. 8, for harmonics far from
the interference (H49), the recombination dipole phase
difference for the two trajectory contributions is either
\( \approx 0 \) or \( \approx 2\pi\) rad, leading to oscillations in phase with the
reference atom. For harmonics around H49, the phase
difference is \( \approx \pi\) rad and the QPI exhibit oscillations
out of phase with the reference atom. This clear signa-
ture makes the QPI a method of choice to observe a pure
structural interference modified by electron dynamics.

We extracted these phases by performing a \( I_{L} \rightarrow \alpha \)
Fourier transform of the QPI, as described in [86]. We
present in Fig. 8(b) the phase difference \( \Delta \varphi \), between
the model molecule and the reference atom. We observe
phase-jumps that are an average of the different phase-
jumps over the laser intensity, and that clearly reproduce
the expected behavior; i.e. smooth \( \pi\) jumps occuring
around H49, in opposite directions for the long and short
trajectories respectively.

Below, we shall show how the Taylor expansions of the
molecular SFA times, action and dipole presented in Sec.
IV give a comprehensive understanding of the variations
of the HHG dipole phase jump with respect to \( R \) and \( I_{L} \).
IV. INTERPRETATION

In this section we examine the dipole $\tilde{D}(\Omega)$ given by Eq. (38), investigating each of its terms (see Sec. II.4.2). We particularly focus on the role of the modified recombination dipole matrix element $\tilde{d}_{\text{rec}}$ of Eq. (39).

IV.1. Recombination dipole matrix element

IV.1.1. Explanation of the phase-jumps

We already explained in Sec. III that the zero of $d_{\text{rec}}$ (Eq. (19)) encountered at $p_0$, see Eq. (41), encodes the position of the destructive interference. For symmetry reasons (the ground state wave function is even), this recombination dipole matrix element is a real number in the PW approximation. Thus, it is constrained to the real axis and its evolution around $p_0$ from a positive to a negative value implies a discontinuity of its phase, with a jump of exactly $-\pi$ rad.

However, the modified recombination dipole matrix element $\tilde{d}_{\text{rec}}$ expressed in Eq. (39) evolves in a totally different manner around $p_0$. As it contains a non zero imaginary part, it is not anymore constrained to the real axis and describes a path in the complex plane when varying the harmonic order. It turns out that this imaginary part is proportional to the instantaneous electric field at the recombination time, see Eq. (33) and (39). Fig. 9 displays the values of $\tilde{d}_{\text{rec}}$ in the complex plane for the short trajectories. The particular path which crosses the origin corresponds to an intensity of $I_z = 3.641 \times 10^{14}$ W.cm$^{-2}$ (black dashed line). The phase of $\tilde{d}_{\text{rec}}$ is reported in (b).

FIG. 10. (Color online) Same as in Fig. 9 but for the long trajectories. The particular path which crosses the origin corresponds to an intensity of $I_z = 3.641 \times 10^{14}$ W.cm$^{-2}$ (black dashed line). The phase of $\tilde{d}_{\text{rec}}$ is reported in (b).
trajectories, for different laser intensities, when scanning the harmonic order. The path in the complex plane, followed at a fixed intensity, crosses the Re($\tilde{d}_{\text{rec}}$) = 0 line for a non-zero imaginary part, implying a smooth variation of the phase. In addition, we observe that the higher the electric field at recombination, the further the path from the origin, and consequently, the smoother the phase-jump. Furthermore, as the electric field at the recombination is always positive for the short trajectories, as pointed out in Sec. III we observe a systematic negative phase-jump as shown in Fig. 9b. This behaviour is fully imprinted on the phase of the full HHG dipole as seen in Fig. 7b. Note that for the lowest intensities the phase-jump is not complete due to the low cutoff value.

The situation is completely different for the long trajectories for which the recombination times are distributed across two laser half cycles: the electric field is first positive, crosses zero and is then negative when decreasing the harmonic order. As we can see in Fig. 10a for the particular intensity denoted $I_x$ (black dashed line), the path followed by $\tilde{d}_{\text{rec}}$ crosses the origin. This corresponds to a zero electric field at recombination time and thus a zero imaginary part, when the real part also cancels. Therefore, we retrieve the ideal case for which the phase is discontinuous and jumps to $\pm \pi$ rad (see Fig. 10b). For the other intensities, the laser field is not zero and the phase evolves slowly, varying from zero to $-\pi$ (\pi) rad for a positive (negative) electric field at the recombination.

Thus, we fully understand the behavior of the recombination dipole matrix element $\tilde{d}_{\text{rec}}$, which mainly drives the HHG phase evolution along the 2-center destructive interference. Its deviations from the ideal case are governed by the continuum dynamics of the electron during the second step of HHG. This leads to a phase-jump whose shape depends on the instantaneous value of the electric field at recombination time. Since the electrons following short or long trajectories recombine with the molecule within different time windows, the corresponding phase-jumps behave completely differently. As we explained, three different behaviors are notably observed for the long trajectories. We analyze below quantitatively the conditions for which we can observe these three situations.

\section{IV.1.2. Inversion condition}

In this section, we quantify the conditions to observe the inversion in the phase-jump for the long trajectories in our simulations either as a function of internuclear distance $R$ (see Fig. 3 in Sec. III.1) or as a function of the laser intensity $I_L$ (see Fig. 6 in Sec. III.1 or Fig. 7 in Sec. III.2).

For the long trajectory contributions, the electric field changes sign at a single harmonic frequency denoted $\Omega_{\text{null}}$. Hence, harmonics below the cutoff and beyond (below) $\Omega_{\text{null}}$ are emitted in presence of a positive (negative) electric field.

The value of $\Omega_{\text{null}}$ can be obtained with atomic classical calculations \cite{58}. We thus solved the Newton equation for an electron freed at ionization time $t'$ and brought back to its initial position $x = 0$ at recombination time $t$ under the influence of the laser field only. The recombination time for which the laser field is zero is $t_c = 3\pi/2\omega$ (see Eq. 9), leading to the corresponding ionization time:

$$t'_c \simeq \frac{1}{\left(\frac{3\pi}{2} - \frac{2}{3\pi}\right)\omega}.$$  \hspace{2cm} (43)

Thus, the corresponding critical harmonic frequency is:

$$\Omega_{\text{null}} = I_p + \frac{E_L^2}{2\omega^2} \left(\sin(\omega t'_c) + 1\right)^2 \simeq I_p + 2.98U_p,$$  \hspace{2cm} (44)

where $U_p = E_L^2/4\omega^2 = I_L/4\omega^2$ is the ponderomotive energy.

Therefore, we have two knobs to tune the relative values of $\Omega_0^{(PW)}$, Eq. (41), and $\Omega_{\text{null}}$, Eq. (44), i.e. the internuclear distance $R$ for the former and the laser intensity for the latter. By varying these knobs, we can put our system in the three cases that we previously discussed: i) $\Omega_0^{(PW)} < \Omega_{\text{null}}$, the phase-jump for the long trajectories is smoothed and has an opposite direction than the one of the short trajectories; ii) $\Omega_0^{(PW)} = \Omega_{\text{null}}$, the phase-jump for the long trajectories is discontinuous and equals to $\pm \pi$ rad; iii) $\Omega_0^{(PW)} > \Omega_{\text{null}}$, the phase-jump for the long trajectories is smoothed and has the same direction as the one of the short trajectories.

Furthermore, we found that the equality of $\Omega_0^{(PW)}$ and $\Omega_{\text{null}}$ can be obtained for an infinity of couples $(I_L, R)$, approximately verifying the relation:

$$R \simeq 2.58 \frac{\omega}{\sqrt{I_L}}.$$  \hspace{2cm} (45)

Finally, we would like to note that, except in our ab initio computations, the entire phase-jump is not observed because $\Omega_{\text{null}}$ is close to the cutoff frequency, i.e. $I_p + 3.17U_p$ \cite{57}, as we can see in Fig. 10b or Fig. 10p. Unfortunately one cannot expand the region between these two frequencies by changing the laser intensity since both depend linearly on it.

The SFA-based analysis of $\tilde{d}_{\text{rec}}$ thus allows us to relate the discontinuous phase to the recombination in presence of a zero electric field. However, in Sec. III both for TDSE and molecular SFA computations, we observed that the sharpest phase-jump is obtained when the electric field at recombination time is not exactly zero. In the following section we derive the first order expansion of the prefactor $C_{\alpha\beta}$ and explain the origin of this shift.

\section{IV.2. Prefactor correction}

When we obtained the first order expression of the SFA molecular dipole in Sec. III.4.2 we neglected the first order of the molecular prefactor $C_{\alpha\beta}$. This first approach
allowed us to get a factorized expression for the molecular dipole [38] that led us to important physical insights on the inversion of the \( \pi \) jump observed in the HHG phase associated with the long trajectories. However, as mentioned above, discrepancies remain on the exact values of the electric field for which we observe the phase jump inversion. To assess the origin of this difference and to go deeper in the analysis we complete here the analytic derivation of the expression of \( C_{\alpha \beta} \) up to the first order as

\[
C_{\alpha \beta}(t_{\alpha \beta}, t'_{\alpha \beta}) = C_{\alpha \beta}(t_{\alpha \beta}, t'_{\alpha \beta}) \left\{ 1 + \frac{R}{2} \left[ \frac{(-1)^{\alpha} E(t'_{\alpha \beta})}{2 [p_{at} + A(t'_{\alpha \beta})]^2} \right] \right. \\
+ \frac{(-1)^{\beta} E(t_{\alpha \beta})}{2 [p_{at} + A(t_{\alpha \beta})]^2} \left[ \frac{(-1)^{\alpha}}{\omega_{at} - t_{\alpha \beta}} [p_{at} + A(t'_{\alpha \beta})] \right] \\
- \frac{(-1)^{\beta}}{\omega_{at} - t_{\alpha \beta} \ [p_{at} + A(t_{\alpha \beta})]} \right\}.
\] (46)

For details, see Appendix B.

We then need to sum over the four trajectories (i.e. over \( \alpha \) and \( \beta \)) to obtain the full first order expression of the total dipole (25). The latter can again be factorized in the same form as in the atomic case (7):

\[
D(\Omega) = C(t_{\alpha \beta}, t'_{\alpha \beta}) \tilde{d}_{rec}(p_{at} + A(t_{\alpha \beta}), t_{\alpha \beta}, t'_{\alpha \beta}) \\
\times \tilde{d}_{ion}(p_{at} + A(t'_{\alpha \beta}), t_{\alpha \beta}, t'_{\alpha \beta}) e^{-i \omega_{at} + O(R^2)},
\] (47)

where the modified recombination \( \tilde{d}_{rec} \) and ionization \( \tilde{d}_{ion} \) dipoles now include contributions from the prefactor expansion. Their expressions read:

\[
\tilde{d}_{rec}(p, t, t') = 2R(p \cos \left( \frac{p R}{2} \right) \\
+ 2i Q(p, t, t') R \sin \left( \frac{p R}{2} \right),
\] (48)

with

\[
Q(p, t, t') = - \frac{E(t) \partial \phi_s}{4} (p) - \frac{E(t)}{8p} \partial_s(p) - \frac{\phi_s(p)}{4 (t - t')}.
\] (49)

and

\[
\tilde{d}_{ion}(p, t, t') = 2T_{at}(p, t') \cos \left( \frac{p R}{2} \right) \\
+ 2i \mathcal{K}(p, t, t') R \sin \left( \frac{p R}{2} \right),
\] (50)

with

\[
\mathcal{K}(p, t, t') = \frac{E(t')}{{4}} \tilde{\phi}(p) - i \frac{E^2(t')}{4p} \frac{\partial^2 \tilde{\phi}(p)}{\partial p^2} + i \frac{\partial \tilde{\phi}(p)}{\partial p} \left[ \frac{3}{2(t - t')} p - \frac{E(t')}{4p} + \frac{\omega^2 A(t')}{p} \right].
\] (51)

We thus recover the same kind of expressions as before, with additional terms in the modified recombination \( \tilde{d}_{rec} \) and ionization \( \tilde{d}_{ion} \) dipoles that accounts for the influence of the prefactor. In fact, these expressions are reminiscent of Eqs. (33) and (36), where \( R^{(1)} \) and \( T^{(1)} \) defined in Eqs. (59) and (40) are now replaced by \( \mathcal{K} \) and \( Q \), respectively. Note that these extra terms correspond to the \( \zeta \) parameter introduced in Eq. (4) of Ref. [72]. When looking at the expression of \( \tilde{d}_{rec} \), we remark that, because of this new terms, the imaginary part of \( \tilde{d}_{rec} \), which is related to the real part of \( Q \) in Eq (49), is no longer proportional to the electric field at recombination time. It thus explains why the sharp phase jump occurs for a small non zero electric field at recombination time.

To better understand the effect of these new terms in the modified recombination dipole, we compare both \( \tilde{d}_{rec} \) and \( \tilde{d}_{rec} \) to the full SFA results in Fig. [11]. The color map
indicates the value of the minimum in the full SFA dipole Eq. (29). The darkest pixels correspond to the couples \((R, I_1)\) for which the minimum is the deepest and the phase jump is the sharpest. The lines show the couples \((R, I_1)\) for which the modified recombination dipole crosses the origin of the complex plane, the solid red line is for \(\tilde{d}_\text{rec}\) (without the prefactor contribution) and the dotted white line is for \(\tilde{d}_\text{rec}\) (with the prefactor contribution). It is striking that the prefactor contribution allows to fully recover the correct behavior. Indeed, the zeros of \(\tilde{d}_\text{rec}\) perfectly match the deep minima in the SFA spectra. As a consequence, the study of the modified recombination dipole \(\tilde{d}_\text{rec}\) is sufficient to fully recover the position and the shape of both the structural minimum and the phase jump expected in diatomic molecular HHG.

V. CONCLUSION

In this paper, we have revisited the phenomenon of two-center interferences in molecular HHG, with a strong focus on its spectral phase. Using both TDSE and molecular SFA computations, which display similar results, we have shown that the phase for the short and long trajectory contributions behave in totally different ways. In particular, the destructive interference phase-jump for the former is always smooth and negative while for the latter the features of the jump strongly depend on the internuclear distance and on the laser intensity.

With the help of a time-frequency analysis of the numerical results we have attributed this effect to the value (magnitude and sign) of the driving electric field when the harmonics are emitted, i.e. at recombination time. We confirmed these findings analytically by performing a Taylor expansion of the molecular SFA around the reference atomic SFA. As was done in [30, 57], this expansion allowed us to factorize the SFA dipole expression with a modified recombination dipole matrix element. We found that if we neglect the molecular specificities of the prefactor involved in the factorized expression, then this modified recombination dipole behaves very similarly to the one found in [30, 57]: it exhibits a sharp phase jump if and only if the electric field vanishes at the recombination time. However, we showed that this is not in perfect agreement with our TDSE simulations, for which the sharp phase jump appears for a small non zero electric field at recombination. By consistently taking into account the contribution from the prefactor, our approach allows to fully explain this behavior.

Our study also confirms that structural two-center interferences can be strongly affected by the instantaneous value of the laser field at recombination and that, in this case, factorization of the HHG dipole proposed in the Quantitative Rescattering Theory [58, 90] is not straightforward. More precisely, when one deals explicitly with the two atomic centers of the molecule, this leads to four different classes of electron trajectories, which imprint their signatures inside the recombination dipole matrix element. Thus, the freed electron dynamics and the recombination steps are entangled and the transition dipole matrix elements cannot be assimilated to the one of the static case.

Finally, as the phases of the short and long trajectories evolve differently, an interferometric experimental setup based on Quantum Path Interferences [84, 85] should be able to reveal their signatures.
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Appendix A: Second order corrections

From Eqs. (24) and 26, we obtain the following set of equations for the second order terms:

\[
0 = \left[ p_{at} + A(t_{at}) \right] \Delta \rho^{(2)}_{\alpha \beta} - \left[ p_{at} + A(t'_{at}) \right] \Delta \rho^{(2)}_{\alpha \beta} \\
+ \left( t_{at} - t'_{at} \right) \Delta \rho^{(2)}_{\alpha \beta} - \frac{E(t_{at}) R^2}{8 \left[ p_{at} + A(t_{at}) \right]} - \frac{E(t'_{at}) R^2}{8 \left[ p_{at} + A(t'_{at}) \right]},
\]

(A1a)

\[
0 = - \left[ p_{at} + A(t_{at}) \right] E(t_{at}) \Delta \rho^{(2)}_{\alpha \beta} + \left[ p_{at} + A(t_{at}) \right] \Delta \rho^{(2)}_{\alpha \beta} \\
+ \frac{E(t_{at})^2 R^2}{16(\Omega - I_p)} + \frac{\omega^2 A(t_{at}) R^2}{8 \left[ p_{at} + A(t_{at}) \right]},
\]

(A1b)

\[
0 = - \left[ p_{at} + A(t_{at}) \right] E(t'_{at}) \Delta \rho^{(2)}_{\alpha \beta} + \left[ p_{at} + A(t'_{at}) \right] \Delta \rho^{(2)}_{\alpha \beta} \\
- \frac{E(t'_{at})^2 R^2}{16I_p} + \frac{\omega^2 A(t'_{at}) R^2}{8 \left[ p_{at} + A(t'_{at}) \right]},
\]

(A1c)

That can be inverted to get the second order terms:

\[
\Delta \rho^{(2)}_{\alpha \beta} = \frac{\omega^2 R^2}{8\Delta} \left[ A(t'_{at}) E(t'_{at}) \left( p_{at} + A(t'_{at}) \right) - A(t_{at}) E(t_{at}) \left( p_{at} + A(t_{at}) \right) \right],
\]

(A2a)

\[
\Delta \rho^{(2)}_{\alpha \beta} = \frac{E(t_{at}) R^2}{16(\Omega - I_p) \left[ p_{at} + A(t_{at}) \right]} + \frac{\omega^2 A(t_{at}) R^2}{16(\Omega - I_p) \left[ p_{at} + A(t_{at}) \right]} \Delta \\
+ \frac{\omega^2 A(t_{at}) R^2}{16(\Omega - I_p) \left[ p_{at} + A(t_{at}) \right]} \left[ t_{at} - t'_{at} \right] E(t'_{at}) + p_{at} + A(t_{at}) \),
\]

(A2b)

\[
\Delta \rho^{(2)}_{\alpha \beta} = - \frac{E(t'_{at}) R^2}{16I_p \left[ p_{at} + A(t'_{at}) \right]} - \frac{\omega^2 A(t'_{at}) R^2}{16I_p \left[ p_{at} + A(t_{at}) \right]} \Delta \\
- \frac{\omega^2 A(t'_{at}) R^2}{16I_p \Delta} \left[ t_{at} - t'_{at} \right] E(t_{at}) + p_{at} + A(t_{at}) \),
\]

(A2c)
Appendix B: Prefactor Derivation

We first use the chain rule for computing the derivative of the composition of functions, to find

\[ \frac{\partial^2 S^{(p)}}{\partial t^2}(t, t') = -E(t) \cdot [p_{\alpha \beta} + A(t)] - \frac{[p_{\alpha \beta} + A(t)]^2}{t - t'} + \frac{(-1)^{\beta} R}{2} \omega^2 A(t), \]  
\[ \text{(B1)} \]

\[ \frac{\partial^2 S^{(p)}}{\partial t'^2}(t, t') = E(t')[p_{\alpha \beta} + A(t')] - \frac{[p_{\alpha \beta} + A(t')]^2}{t - t'} - \frac{(-1)^{\alpha} R}{2} \omega^2 A(t'), \]  
\[ \text{(B2)} \]

\[ \frac{\partial^2 S^{(p)}}{\partial t \partial t'}(t, t') = \frac{[p_{\alpha \beta} + A(t)] \cdot [p_{\alpha \beta} + A(t')]}{t - t'}. \]  
\[ \text{(B3)} \]

We can thus expand the Hessian determinant as:

\[ \det S''_{\alpha \beta, p}(t_{\alpha \beta}, t'_{\alpha \beta}) = \det S''_p(t_{\alpha \beta}, t'_{\alpha \beta}) \left\{ 1 - \frac{R}{2} \left[ \frac{(-1)^{\alpha} E(t'_{\alpha})}{[p_{\alpha} + A(t'_{\alpha})]^2} \right. \right. \]
\[ + \left. \frac{(-1)^{\beta} E(t_{\beta})}{[p_{\beta} + A(t_{\beta})]^2} \left. \right] \left. \frac{(-1)^{\alpha}}{[p_{\alpha} + A(t'_{\alpha})]} \right. \]
\[ - \left. (t_{\alpha} - t'_{\alpha}) \frac{[p_{\alpha} + A(t)]}{[p_{\beta} + A(t_{\beta})]} \right. \]
\[ + \left. \frac{(t_{\beta} - t'_{\beta})}{[p_{\beta} + A(t)]} \right. \left. \right] \left. \right) + O(R^2). \]  
\[ \text{(B4)} \]
In these equations and in their interpretation below, we used the sign convention illustrated in Fig. (1), where the barrier is lowered for $x > 0$, i.e. when the electric field is negative at ionization time.