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Abstract

In recent years, due to the wide application of multi-sensor vision systems, multimodal image acquisition technology has continued to develop, and the registration problem based on multimodal images has gradually emerged. Most of the existing multimodal image registration methods are only suitable for two modalities, and cannot uniformly register multiple modal image data. Therefore, this paper proposes a multimodal remote sensing image registration method based on adaptive multi-scale PIIFD (AM-PIIFD). This method extracts KAZE features, which can effectively retain edge feature information while filtering noise. Then adaptive multi-scale PIIFD is calculated for matching. Finally, the mismatch is removed through the consistency of the feature main direction, and the image alignment transformation is realized. The qualitative and quantitative comparisons with other three advanced methods shows that our method can achieve excellent performance in multimodal remote sensing image registration.
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1 Introduction

Image registration is the process of overlaying two or more images of the same scene taken at different times, from different viewpoints, and/or by different sensors. It geometrically aligns two images—the reference and sensed images[1]. Multi-sensor data usually provides supplementary information about the area being measured to obtain an image with more information. The main problems to be solved for registration of multimodal remote sensing images are: the difference in image intensity and scale caused by different sensors, which may make the local description of the corresponding feature points different, or the corresponding feature points do not exist, which will cause incorrect matching and image registration. As most methods cannot register multiple modal images at the same time, the existing registration methods can be roughly divided into two categories: area-based registration method and feature-based registration method [2].

The area-based registration method mainly uses image grayscale information to establish a similarity measure for image registration, and the most representative method is mutual information (MI) [3, 4]. In addition, there are Cross Correlation (CC) [5], phase correlation based on Fast Fourier Transform, etc. However, the existing area-based methods have different degree of problems in image modality, intensity transformation, complex spatial transformation, computational complexity, and so on. Therefore, they are not suitable for multimodal remote sensing image registration.

Compared with area-based methods, feature-based methods are more robust in dealing with problems such as image intensity changes and image noise. Feature-based multimodal remote sensing image registration mainly consists of three steps, feature extraction, feature description, and feature matching. Feature extraction mainly extracts the significant structure in the image. Because of the stability of point features, most methods mainly extract point features. Scale Invariant Feature Transform (SIFT) [6] is a classical point feature with good scale and rotation invariance, so SIFT and its improved methods are widely used in multimodal image registration. For example, Sedaghat et al.[7] improved the SIFT algorithm in the feature selection strategy, called uniform robust SIFT (UR-SIFT). KAZE feature [8] is a multi-scale two-dimensional feature detection and description algorithm in non-linear scale space. Pourfard et al.[9] use KAZE to extract features to reduce speckle noise of SAR images and register them. Feature description refers to the generation of specific descriptors for extracted feature points in preparation for subsequent feature matching. Based on the SIFT algorithm, Ma et al.[10] introduced a new gradient definition and enhanced feature matching method (PSO-SIFT) to overcome image intensity differences between remote image pairs. Chen et al.[11] proposed a Partial Intensity Invariant Feature Descriptor (PIIFD) for multi-source retinal image registration, which is intensity and rotation invariant, but cannot handle scale differences, the original PIIFD has no scale-invariant. Radiation-variation insensitive feature transform (RIFT)[12] proposed a maximum index map (MIM) for feature description, and they
used phase consistency to compute the MIM for feature description. It has rotation-invariance, but no scale-invariance. DU et al.[13] proposed a scale-invariant PIIFD (SI-PIIFD) feature and a robust feature matching method, which by calculating several fixed-range feature description regions for each feature point to achieve multi-scale PIIFD. Gao et al.[14] proposed a multi-scale Harris-PIIFD image registration algorithm framework, which calculates PIIFD descriptors by constructing scale space at the extracted Harris features. This reduces the impact of scale differences in multimodal images. However, both multi-scale PIIFD algorithms need to compute multiple PIIFD at the features, which increases the computational complexity.

Our method has a few innovations as follows. 1) An adaptive multi-scale PIIFD (AM-PIIFD) is proposed to exclude the nonlinear intensity differences of different modal images, accurately determine the description position and reduce the computational complexity. 2) For the characteristics of remote sensing images, the elimination of mismatching is performed by using the main direction consistency, which improves the accuracy of image matching. The experimental results in the collected public data show that the method has excellent and stable performance in multimodal remote sensing image registration. It has good generality and strong practical application value. This article is organized as follows. Section 2 of the article introduces the KAZE algorithm, the improved PIIFD feature descriptor, and the mismatch elimination method, and the experimental results are presented in Section 3. Section 4 summarizes and describes the future work.

2 Proposed method

2.1 Feature Extraction

Edge details are more important in multi-modal registration methods based on feature extraction[15]. In linear filtering methods, such as Gaussian scale space, the details and noise are smoothed to the same degree, resulting in blurred boundaries and reduced details. But the nonlinear diffusion filtering used by the KAZE algorithm can solve the related problems well. The nonlinear diffusion filtering method is usually described by a nonlinear partial differential equation, as in equation (1)

\[
\frac{dL}{dt} = \text{div} (c(x, y, t) \cdot \nabla L) \quad (1)
\]

\[c(x, y, t) = g(|\nabla L_\sigma(x, y, t)|) \quad (2)
\]

Where \(L\) is the brightness of the image, time \(t\) is the scale parameter, \(\text{div}\) and \(\nabla\) denote the gradient and scatter, respectively, \(c\) is the conductivity function, and \((x, y)\) is the pixel coordinate of the image. Perona and Malik [16] proposed to let the function \(c\) depend on the gradient magnitude, as in equation (2). The gradient magnitude of the image controls the diffusion of the different scale levels so that it has larger values at the background regions of the image and
smaller values at the edges, making it smooth in the regions without crossing the edges and preventing the edges from being smoothed.

where $\nabla L_\sigma$ is the gradient of the Gaussian smoothed version (g) of the original image I. Weickert [17] proposed a diffusion function in which the smoothing on both sides of the edge is much stronger than the smoothing across the edge, as in equation (3). K is a contrast factor controlling the level of diffusion, which can determine how much edge information is retained. The larger the value, the less edge information is retained. By using the $g_3$ equation, the blurred region retains the sharpedge that we are concerned about.

$$g_3 = \begin{cases} 1, & |\nabla L_\sigma|^2 = 0 \\ 1 - \exp\left(-\frac{3.315}{\left[\frac{|\nabla L_\sigma|}{k}\right]^8}\right), & |\nabla L_\sigma|^2 > 0 \end{cases}$$ (3)

Next, compute the nonlinear scale space. The scale space is discretized and then arranged in logarithmic steps in a series of $O$ octaves and $S$ sub-levels, the relationship between the layers is as follows.

$$\sigma_i(o_i, s_i) = \sigma_0 2^{o_i+s_i}/S$$ (4)

where $\sigma_0$ is the benchmark scale level, $o \in [0...O - 1]$, $s \in [0...S - 1]$, $i \in [0...N]$, and $N$ is the total number of filtered images. Then, the discrete scale level of pixel unit $\sigma_i$ in equation (4) needs to be converted to time unit, since nonlinear diffusion filtering is defined in time. In the case of Gaussian scale space, convolution of the image using a Gaussian kernel with standard deviation $\sigma$ is equivalent to filtering the image with duration $t = \sigma^2$, and we apply this transformation to convert the scale space $\sigma_i$ to the evolution time $t_i$. According to a set of evolution time $t$, all images in the nonlinear scale space can be obtained by using the AOS[8] algorithm. Finally, the feature points are obtained by finding the local maxima of the normalized Hessian determinant at different scales.

### 2.2 Adaptive multi-scale PIIFD

After extracting the local features, we need to describe the local information around the feature points and generate descriptors to facilitate matching.

#### 2.2.1 Calculate feature region

In multimodal remote sensing images, different modal images generally have different resolutions and different visual areas, which leads to the change of scale. PIIFD uses a fixed neighborhood size (generally $40 \times 40$) and cannot show the variation of feature scale. In SIFT algorithm, it detects feature points in scale space and provides its scale information for each feature point. Then, the neighborhood size of the extracted descriptor is determined based on the scale information to achieve scale invariance. Therefore, learning from the SIFT algorithm, we need adaptive neighborhood regions to achieve scale invariance and thus describe the features accurately.
\[ \mu_i = \text{offset} \times 2^{o_i + (s_i + \lambda_i)}/S \tag{5} \]
\[ x = (x, y, \lambda)^T \tag{6} \]
\[ \hat{x} = \left( \frac{\partial^2 L}{\partial x^2} \right)^{-1} \frac{\partial L}{\partial x} \tag{7} \]

Since the interest point scale of each response is different, while detecting the feature point response, it is necessary to obtain the scale factor of each interest point to calculate the feature region. We set the scale factor of the characteristic points of the response as \( \mu \), as shown in equation (5). Where \( \text{offset} \) is a constant, usually we take 1.6. \( o_i \) and \( s_i \) is the octave index and sub-level index to which the current feature point belongs, such as equation (4). \( \lambda_i \) is a variable, calculated by calculating the subpixel approximate coordinates of the feature points, such as equation (6,7), Where \( L(x) \) is an approximation of the Laplacian operator, and \( X \) is the approximation of spatial coordinates, it can be found \( \lambda \in [-1, 1] \). By equation (5), Scale Factor \( \mu_i \) is determined by the scale space in which the feature is located. The larger the scale factor, the larger the current feature response region. Due to the need to handle the inverse gradient problem, the detection region is set to square, and the neighborhood size of our AM-PIIFD is set to \( (k\mu) \times (k\mu) \). The default value of \( k \) is 6, which is measured by experiments. This takes a variable detection range for each feature. An adaptive neighborhood determined by the size of the feature points is used to achieve scale invariance.

2.2.2 Extract Descriptor

After the feature description area is determined, the descriptor is extracted. First, the magnitude and direction of the image gradient are calculated, and a continuous average square gradient is used to solve the opposite gradient problem, so as to obtain better accuracy and computational efficiency. The extraction area is composed of 16 small squares, and the area of each small square is \( \left( \frac{k\mu}{4} \right)^2 \), corresponding to a directional histogram. By calculating the sum of opposite directions, the direction histogram with 16 bins uniformly covering \( 0 \sim 2\pi \) (0°, 22.5°, . . ., 337.5°) is converted into a degenerate direction histogram with only 8 bins uniformly covering \( 0 \sim \pi \) (0°, 22.5°, . . ., 157.5°), as shown in Fig. 1. This enables invariance when the gradient orientation rotates by 180°. In order to solve the opposite gradient problem, PIIFD uses the linear combination of two sub descriptors. For example, the original direction histogram matrix \( H \) and its rotation version \( Q = \text{rot} \ (H, 180) \), for example, the square where \( H \) is 4 * 4 is defined as:

\[ H = \begin{bmatrix} H_{11}, H_{12}, H_{13}, H_{14} \\ H_{21}, H_{22}, H_{23}, H_{24} \\ H_{31}, H_{32}, H_{33}, H_{34} \\ H_{41}, H_{42}, H_{43}, H_{44} \end{bmatrix} \tag{8} \]
Set $H_I$ and $Q_I$ is row i of H and Q respectively, so PIIFD is calculated as:

$$H = \begin{bmatrix}
(H_1 + \text{rot}(H_1, 180^\circ)) \\
(H_2 + \text{rot}(H_2, 180^\circ)) \\
C(H_3 - \text{rot}(H_3, 180^\circ)) \\
C(H_4 - \text{rot}(H_4, 180^\circ))
\end{bmatrix} \tag{9}$$

Where $C$ is a parameter that adjusts the scale of the local descriptor. Formula above gives that PIIFD is a $4\times4\times8$ matrix. The 128-dimensional descriptor vector is generated and normalized to unit length for feature point description.

**Fig. 1** degraded orientation histogram

### 2.3 Feature matching

Firstly, BBF (best-bin-First)[18] matching method is created by using the generated feature descriptors, and bilateral matching is performed to obtain the initial matching of feature points. Then use the consistency of the main orientation to remove the mismatch. The main orientation of the feature point ensures the rotation invariance of the feature point. When the image is rotated to the same position, theoretically the main orientation of the features is the same between correctly matched pairs, while the orientation of the incorrect matches is different. Therefore, when the image is rotated to the same position, the main orientation angle difference between the two points is less than 5°, which is regarded as a correct matching pair. The specific method is as follows: the main orientation of the initial matching is $\varnothing_x = \{\varnothing x_i\}_{i=1}^N$ and $\varnothing y = \{\varnothing y_j\}_{j=1}^N$, $N$ is the number of matching pairs, $\varnothing$ is the main orientation angle of multimodal image feature points, $x,y$ is the image modality. In this paper, $x \in [1, 2, \ldots, 7]$, Therefore, the main orientation angle difference $\Delta \varnothing$ is:

$$\Delta \varnothing = \{\Delta \varnothing_i \mid \Delta \varnothing_i = \varnothing x_i - \varnothing y_i\}_{i=1}^N \tag{10}$$

Due to the error, we use the histogram for statistics $\Delta \varnothing$, with 5° as the interval, the range of the histogram’s x-axis is $[0^\circ, 360^\circ)$, and the y-axis counts the number of $\Delta \varnothing$ included in the corresponding interval. We take the feature
pair that contains the most feature pairs in the histogram as our correctly matched feature point pair. Finally, RANSAC\cite{19} is used to further remove the matching error and get the matching result. Finally, according to the matching pair results, one of similarity transformation, affine transformation and projection transformation is used to estimate the parameters and transform the model, and the least squares method is used to calculate the model parameters.

3 Our experiments and result

The proposed method is compared with PSO-SIFT\cite{10}, SURF-PIIFD-RPM\cite{20}, and RIFT\cite{12}. All experiments are compiled using MATLAB on a laptop with 2.6GHz Intel CPU and 16GB RAM.

3.1 Data and evaluation

The source of the test images is a public dataset\cite{12, 21–23}. According to the imaging type, it mainly includes visible and visible images, visible and infrared images, visible and depth map, visible and artificially produced rasterized map images, day and night images, seasonal change images, and SAR images and visible images, We select one or two pairs of images from each of these seven types and display them in ten groups a-j. They mainly include the problems of multimodal remote sensing images, such as intensity difference, spatial distortion, rotation, scale difference, and detail difference, noise, etc. Among them, there are obvious differences in scale, intensity, and angle in group (c) images. The registration results were evaluated using correct matching rate (CMR) and root mean square error (RMSE). The formula for CMR is:

$$CMR = \frac{N_c}{N}$$ \hspace{1cm} (11)

Among them, $N_c$ is the number of correct matching points, and $N$ is the number of established matching points. The larger the CMR, the more accurate the matching, the larger the $N_c$, the more the number of matching pairs. RMSE is an important criterion for image registration quality evaluation, and the formula is:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N} \left[ (x^i_{ref} - x^i_{sen})^2 + (y^i_{ref} - y^i_{sen})^2 \right]}{N}}$$ \hspace{1cm} (12)

where $N$ is the number of matched feature points, $\left( x^i_{ref}, y^i_{ref} \right)$ is the position of the i feature point in the reference image, $\left( x^i_{sen}, y^i_{sen} \right)$ is the $i_th$ feature of the registered image point location. In the RMSE metric, the smaller the RMSE, the smaller the difference after image registration.
Fig. 2  Ten pairs of image registration results, which are composed of five parts: reference image, sensed image, image matching result, gray mosaic image, RGB mosaic image. The images modal are: (a) optical-optical, (b) infrared-optical, (c) infrared-optical, (d) depth-optical, (e) depth-optical, (f) map-optical, (g) map-optical, (h) SAR-optical, (i) day-night, (j) CrossSeason.
| Method          | Index | a    | b    | c    | d    | e    | f    | g    | h    | i    | j    |
|-----------------|-------|------|------|------|------|------|------|------|------|------|------|
| PSO-SIFT        | Nc    | 76   | 84   | 2    | 2    | 0    | 36   | 9    | 3    | 13   | 32   |
|                 | N     | 488  | 278  | 282  | 94   | 152  | 288  | 124  | 228  | 114  | 187  |
|                 | CMR   | 0.156| 0.302| -    | -    | -    | 0.125| 0.072| -    | 0.114| 0.171|
| SURF-PIIFD-RPM  | Nc    | 98   | 8    | 3    | 15   | 8    | 59   | 13   | 3    | 14   | 26   |
|                 | N     | 278  | 53   | 105  | 114  | 101  | 104  | 78   | 103  | 85   | 80   |
|                 | CMR   | 0.352| 0.151| -    | 0.131| 0.079| 0.567| 0.167| -    | 0.164| 0.325|
| RIFT            | Nc    | 99   | 115  | 5    | 31   | 57   | 113  | 69   | 38   | 60   | 39   |
|                 | N     | 439  | 359  | 285  | 290  | 302  | 394  | 285  | 324  | 349  | 243  |
|                 | CMR   | 0.226| 0.32 | -    | 0.106| 0.189| 0.287| 0.242| 0.117| 0.172| 0.16 |
| Proposed        | Nc    | 346  | 61   | 45   | 46   | 26   | 103  | 14   | 17   | 17   | 33   |
|                 | N     | 423  | 103  | 154  | 153  | 112  | 151  | 30   | 61   | 57   | 80   |
|                 | CMR   | 0.818| 0.592| 0.292| 0.301| 0.232| 0.682| 0.467| 0.279| 0.298| 0.413|

Table 1: Correct matching rate (CMR) comparison by four registration methods.
Table 2 Root mean square error (RMSE) comparison by four registration methods

| Method         | Index | RMSE | image group | a  | b  | c  | d  | e  | f  | g  | h  | i  | j  |
|----------------|-------|------|-------------|----|----|----|----|----|----|----|----|----|----|
| PSO-SIFT       | RMSE  | 1.6191 | 1.678 | -  | -  | -  | -  | 3.6323 | 2.564 | -  | 3.6235 | 3.6572 |
| SURF-PIIFD-RPM | RMSE  | 4.9091 | 8.8282 | -  | 3.1987 | 2.1743 | 3.5364 | 1.8535 | -  | 5.1656 | 7.2127 |
| RIFT           | RMSE  | 1.4256 | 1.2218 | -  | 2.572 | 1.1811 | 3.1811 | 1.7114 | 1.1917 | 2.9835 | **2.2392** |
| Proposed       | RMSE  | **1.0607** | **1.129** | **4.1095** | **2.5679** | 2.2995 | **3.0109** | **1.6961** | 1.1365 | **2.3956** | **2.9335** |
3.2 Results and comparison

The experimental registration results are shown in Fig. 2. The results show that all experimental groups have no obvious deviation and deformation, and can align the images well.

The method performance comparison is shown in Table 1, Table 2. Table 1 shows the CMR results, where the - symbol indicates that the method could not be correctly aligned on that image pair. The reason maybe that the matching pairs are wrong, their CMR is meaningless, so it is not calculated. Our method is better than the other three in terms of matching accuracy and quantity. For group c, the other three registration methods are not scale-invariant and thus cannot match images correctly. Group d, e is challenging for PSO-SIFT due to the principle of depth map imaging, with less texture information and large intensity difference. For group h, the speckle noise unique to SAR images hinders the extraction of features, which also leads to their matching errors. Although our method is ahead of the other three methods on CMR. We are less than the RIFT method in the number of correct matches Nc for some images. The analysis is that the phase coherence is better and easier than KAZE in these images Feature points are detected, which results in the advantage of a higher number of correct matches for RIFT. But in our method CMR accuracy is higher, which is undeniable. In Table 2 RMSE metrics, the meaning of the - symbol is the same as in Table 1, and our method maintains the advantage in most test groups. This shows that our method can register multi-source images more accurately.

4 Conclusions

In this paper, we propose a remote sensing image registration. We improved PIIFD has scale characteristics and reduces the multi-scale computational complexity. According to the consistency of the main direction of the feature, the mismatch is distinguished, and the image is accurately aligned. Through experimental analysis, our method has certain advantages in the number of matches and the accuracy of registration, and can well register multimodal remote sensing images. By testing in different scenarios, the method has good robustness and accuracy. In the future, we will collect more kinds of multimodal images for method test application and improve the method.

5 Declarations

Conflict of Interest: The authors declare that they have no conflict of interest.

6 Data availability

The data that support the findings of this study are available from [[12, 21–23]] but restrictions apply to the availability of these data, which were used under
license for the current study, and so are not publicly available. Data are how-
ever available from the authors upon reasonable request and with permission of \cite{12, 21–23}.

**References**

[1] Zitova, B., Flusser, J.: Image registration methods: a survey. Image and vision computing \textbf{21}(11), 977–1000 (2003)

[2] Tondewad, M.P.S., Dale, M.M.P.: Remote sensing image registration methodology: Review and discussion. Procedia Computer Science \textbf{171}, 2390–2399 (2020)

[3] Wells III, W.M., Viola, P., Atsumi, H., Nakajima, S., Kikinis, R.: Multi-modal volume registration by maximization of mutual information. Medical image analysis \textbf{1}(1), 35–51 (1996)

[4] Viola, P., Wells III, W.M.: Alignment by maximization of mutual information. International journal of computer vision \textbf{24}(2), 137–154 (1997)

[5] Goshtasby, A., Stockman, G.C., Page, C.V.: A region-based approach to digital image registration with subpixel accuracy. IEEE Transactions on Geoscience and Remote Sensing (3), 390–399 (1986)

[6] Lowe, G.: Sift-the scale invariant feature transform. Int. J \textbf{2}(91-110), 2 (2004)

[7] Sedaghat, A., Mokhtarzade, M., Ebadi, H.: Uniform robust scale-invariant feature matching for optical remote sensing images. IEEE Transactions on Geoscience and Remote Sensing \textbf{49}(11), 4516–4527 (2011)

[8] Alcantarilla, P.F., Bartoli, A., Davison, A.J.: Kaze features. In: European Conference on Computer Vision, pp. 214–227 (2012). Springer

[9] Pourfard, M., Hosseinian, T., Saeidi, R., Motamedi, S.A., Abdollahifard, M.J., Mansoori, R., Safabakhsh, R.: Kaze-sar: Sar image registration using kaze detector and modified surf descriptor for tackling speckle noise. IEEE Transactions on Geoscience and Remote Sensing \textbf{60}, 1–12 (2021)

[10] Ma, W., Wen, Z., Wu, Y., Jiao, L., Gong, M., Zheng, Y., Liu, L.: Remote sensing image registration with modified sift and enhanced feature matching. IEEE Geoscience and Remote Sensing Letters \textbf{14}(1), 3–7 (2016)

[11] Chen, J., Tian, J., Lee, N., Zheng, J., Smith, R.T., Laine, A.F.: A partial intensity invariant feature descriptor for multimodal retinal image registration. IEEE Transactions on Biomedical Engineering \textbf{57}(7), 1707–1718
Multimodal Remote Sensing Image Registration Based on Adaptive Multi-scale PIIFD

(2010)

[12] Li, J., Hu, Q., Ai, M.: Rift: Multi-modal image matching based on radiation-variation insensitive feature transform. IEEE Transactions on Image Processing 29, 3296–3310 (2019)

[13] Du, Q., Fan, A., Ma, Y., Fan, F., Huang, J., Mei, X.: Infrared and visible image registration based on scale-invariant piifd feature and locality preserving matching. IEEE Access 6, 64107–64121 (2018)

[14] Gao, C., Li, W.: Multi-scale piifd for registration of multi-source remote sensing images. arXiv preprint arXiv:2104.12572 (2021)

[15] Wang, Q., Gao, X., Wang, F., Ji, Z., Hu, X.: Feature point matching method based on consistent edge structures for infrared and visible images. Applied Sciences 10(7), 2302 (2020)

[16] Perona, P., Malik, J.: Scale-space and edge detection using anisotropic diffusion. IEEE Transactions on pattern analysis and machine intelligence 12(7), 629–639 (1990)

[17] Weickert, J.: Efficient image segmentation using partial differential equations and morphology. Pattern Recognition 34(9), 1813–1824 (2001)

[18] Beis, J.S., Lowe, D.G.: Shape indexing using approximate nearest-neighbour search in high-dimensional spaces. In: Proceedings of IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pp. 1000–1006 (1997). IEEE

[19] Fischler, M.A., Bolles, R.C.: Random sample consensus: a paradigm for model fitting with applications to image analysis and automated cartography. Communications of the ACM 24(6), 381–395 (1981)

[20] Wang, G., Wang, Z., Chen, Y., Zhao, W.: Robust point matching method for multimodal retinal image registration. Biomedical Signal Processing and Control 19, 68–76 (2015)

[21] Jiang, X., Ma, J., Xiao, G., Shao, Z., Guo, X.: A review of multimodal image matching: Methods and applications. Information Fusion 73, 22–71 (2021)

[22] Yao, Y., Zhang, Y., Wan, Y., Liu, X., Yan, X., Li, J.: Multi-modal remote sensing image matching considering co-occurrence filter. IEEE Transactions on Image Processing 31, 2584–2597 (2022)

[23] Jiang, Q., Liu, Y., Yan, Y., Deng, J., Fang, J., Li, Z., Jiang, X.: A contour angle orientation for power equipment infrared and visible image
registration. IEEE Transactions on Power Delivery 36(4), 2559–2569 (2020)