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ABSTRACT

We demonstrate numerical techniques for automatic identification of individual spiral arms in hydrodynamic simulations of astrophysical discs. Building on our earlier work, which used tensor classification to identify regions that were “spiral-like”, we can now obtain fits to spirals for individual arm elements. We show this process can even detect spirals in relatively flocculent spiral patterns, but the resulting fits to logarithmic “grand-design” spirals are less robust. Our methods not only permit the estimation of pitch angles, but also direct measurements of the spiral arm width and pattern speed. In principle, our techniques will allow the tracking of material as it passes through an arm. Our demonstration uses smoothed particle hydrodynamics simulations, but we stress that the method is suitable for any finite-element hydrodynamics system. We anticipate our techniques will be essential to studies of star formation in disc galaxies, and attempts to find the origin of recently observed spiral structure in protostellar discs.
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1 INTRODUCTION

Astrophysical disc structures are found across a wide range of scales – from disc galaxies to discs surrounding active galactic nuclei (AGN), to discs around protostars and even around protoplanets. Almost as commonly, these discs can be perturbed into producing spiral structures.

The means by which spiral structures are produced depends on the object being studied. Broadly, spiral structure is caused by some form of unstable non-axisymmetric perturbation. How this perturbation subsequently evolves into spiral structure depends on its origin, but in most cases is caused by the disc being susceptible to gravitational instability, where (for the gas) the Toomre parameter is

\[ Q = \frac{c_s \kappa}{\pi G \Sigma} \lesssim 1, \tag{1} \]

where \( c_s \) is the sound speed of the gas, \( \kappa \) is the epicyclic frequency, \( G \) is the gravitational constant and \( \Sigma \) is the local disc surface density. A similar expression exists for the stability of a stellar disc (where the radial stellar velocity dispersion replaces \( c_s \)).

Spiral structures have been observed in galaxies for some 150 years, going back to Rosse (1850)'s observations of M51. We now know that spiral galaxies constitute over half of observed massive galaxies (Lintott et al. 2011). This has provided theorists with significant data reserves on which to test spiral generation theories.

Spiral structures observed in disc galaxies can be self-generated, either by local instabilities/noise which are swing amplified to generate arms (e.g. Sellwood & Carlberg 1984), or through globally propagating (quasi-stationary) density waves, as predicted by the pre-eminent Lin-Shu density wave theory (Lin & Shu 1964). Spiral structures can also be externally generated through tidal interactions, e.g. during galaxy mergers (Holmberg 1941)’s experiments in this area are particularly illuminating). Indeed, all three mechanisms (instabilities, density waves, interactions) can and do collaborate to produce the spiral structures observed both in observations and simulations (see Dobbs & Baba 2014 for a detailed review).

Spiral arms drive important physical processes in galaxies. Molecular clouds and recent star formation tend to be concentrated in and near spiral arms (Schinnerer et al. 2013; Heyer & Dame 2015; Ragan et al. 2016; Schinnerer et al. 2017), most likely due to the compression and shocking of gas as it falls into the arm potential (Bonnell et al. 2006;...
Spiral morphology is also directly correlated with the surface density of neutral atomic hydrogen in the disc, and the central stellar bulge mass (Davis et al. 2015).

The wide-ranging effects of spirals on galaxy evolution has driven a great deal of effort on determining their properties in observations. Attempts to characterise observed spiral structure in galaxies began with visual classification of the total number of arms, and their “openness” (Hubble 1926), which can be quantified by the pitch angle \( \phi \). The modern Hubble sequence divides spiral galaxies into barred (SB) and unbarred (S) spirals, with a further sub-class (a-d) denoting the tightness of the spiral winding. Elmegreen (1990) proposed dividing spirals based on their arm number (grand design, multi-armed, and flocculent). More quantitative measurements of observed spiral galaxies involve Fourier analysis of the image (Rix & Zaritsky 1995; Foyle et al. 2010), which decomposes the azimuthal variations in surface brightness into a Fourier sum over \( m \) spiral modes with amplitude \( A_m \), e.g.:

\[
\frac{\mu(R, \theta)}{\bar{\mu}(R)} = \sum_{m=1}^{\infty} A_m(R) e^{i(m\theta - \theta_m)}. \tag{2}
\]

Pitch angles can be fitted to images assuming a logarithmic spiral of constant \( \phi \), a prediction of density wave theory (Kennicutt, R. C. 1981), or via hyperbolic spirals with radially varying pitch angle (e.g. Seiden & Gerola 1979). The pattern speed of an arm can be investigated by studying star formation (and tracers of star formation) inside the arm (Egusa et al. 2004, 2009). A steady arm of constant pattern speed will set up a sequence of tracers – e.g. HI, CO, 24 \( \mu \)m emission from enshrouded stars, and UV emission from unobscured stars – from upstream to downstream of the arm’s corotation. The failure to see this sequence in local spiral galaxies is strong evidence that spiral structures do not persist beyond the local dynamical time (Foyle et al. 2011).

Other observational techniques can also provide convincing evidence for the origin of spiral structures. For example Choi et al. (2015) resolve the stellar populations along the northeast arm of M81, to show it does not possess a constant pattern speed. This points to a kinematic origin, driven by tidal interactions with nearby galaxies M82 and NGC 3077s.

Protostellar disks can also self-generate spiral structure through local instabilities. Shortly after the formation of a protostellar system, the protostellar disk has a mass comparable to that of the central star. Such disks can soon assume a marginally unstable state where \( Q \sim 1 \), and the disc mass determines the spiral modes present (Lodato & Rice 2005; Forgan et al. 2011). Interactions with a companion either internal to the disc (such as a protoplanet), or external to it (such as a close stellar encounter) also generate tidally induced spiral arms.

Spiral arms in protostellar disks are also efficient outward transporters of angular momentum, driving rapid accretion and assembly of protostars (Laughlin & Rozyczka 1996). Spiral structures with a sufficient surface density contrast can concentrate dust grains (Rice et al. 2004; Clarke & Lodato 2009; Booth & Clarke 2016), promoting grain growth and setting the initial conditions for planet formation via core accretion, as well as altering local chemistry (Ilee et al. 2011; Evans et al. 2015; Ilee et al. 2017).

In extremis, spiral arms of sufficiently large density amplitude can induce protostellar discs to fragment into bound objects (Rice et al. 2005; Forgan & Rice 2011; Tobin et al. 2016), providing an alternate formation channel for gas giants and substellar objects at large orbital semimajor axis (Forgan & Rice 2013; Forgan et al. 2015; Vigan et al. 2017). For sufficiently massive protostellar systems, fragmentation can also generate binary star systems (Bonnell & Bate 1994; Bate et al. 2003; Tobin et al. 2016).

Spiral structure has only recently been observed in protoplanetary discs, initially in near-infrared (NIR) observations of scattered light, which is typically most sensitive to the upper disc surface. In particular, extended two-armed structures have been detected around SAO206462 (Muto et al. 2012) and MWC 758 (Benisty et al. 2015). These arms are detectable out to relatively large distances (up to 100 au) from the parent star, with pitch angles of order \( 10^\circ \). Recent ALMA observations have shown discs with spiral structure that extends down to the disc midplane, for example the recent detection of \( m = 2 \) spiral structure around Elias 2-27, with a measured pitch angle of \( 7.9\pm0.4^\circ \) (Pérez et al. 2016) – the origin of this structure is not yet clear (Meru et al. 2017). Characterising these spirals, and determining their origin, yields crucial information about protostellar accretion and the protostar’s approach to the main sequence, as well as the formation of planetary systems.

If we are to identify the origin of newly observed protostellar disc spiral structures, or to study how spiral arms govern and drive star formation in galaxies, analysing spiral structure driven in hydrodynamic simulations is crucial. As such, we require tools to identify and characterise spiral arms in these simulations. Regardless of scale, characterising spiral morphology yields important diagnostics of what is driving the spiral structure. In particular, the number of arms, their amplitude and pitch angles are sensitive to both the driving mechanism and the disc’s properties. For example, the spiral wake produced by planets embedded in a protostellar disc adopts a pitch angle which is a function of the disc temperature and rotation profile, as well as the planetary mass (Rafikov 2002, see also Zhu et al. 2015; Pohl et al. 2015). Gravitationally unstable discs also produce spiral structure with pitch angles and arm number that depend in particular on the disc mass (Dong et al. 2015), which may be a good deal larger than the observed disc mass (Forgan et al. 2016b).

What is clear is that both theoretical and observational astrophysicists stand to gain a great deal from higher quality characterisation of spiral structure in numerical simulations of astrophysical discs. Theorists gain important insights into how spiral structures are generated, and how they affect the thermal and chemical history of gas and dust, and the future evolution of the disc. Observers gain diagnostics for what is driving the spiral structure in their observations, and glean information on disc properties that is generally orthogonal to other methods.
Most attempts to characterise spiral structure in simulations rely on Fourier decomposition (e.g. Cossins et al. 2009; Dobbs et al. 2010; Forgan et al. 2011; Mata-Chavez et al. 2014; Pettitt et al. 2016). This gives important information on the relative strengths of the spiral modes at play, and the pitch angle and pattern speed of the dominant mode. However, it does not give the pitch angle and pattern speed of individual arms. It also does not inform us as to what sections of the disc are currently in the spiral (and which sections are in the interarm regions).

Recent attempts at spiral arm characterisation have moved away from this Fourier analysis. For example, Grand et al. (2012) attempted to directly identify individual stellar spiral arms in N-Body/hydrodynamic simulations of a barred spiral galaxy, by finding the location of a series of density peaks in a range of annuli. However, this does not directly provide data on the arm width, or which fluid elements currently reside in the spiral.

In this paper, we demonstrate that judicious use of tensor classification on hydrodynamic simulation data (Forgan et al. 2016a) allows the identification of fluid elements that are inside spiral structures (or in the interarm regions). Further analysis allows the isolation of individual arms to obtain their shape parameters, as well as the pattern speed of the wave. Our examples focus on smoothed particle hydrodynamics (SPH) simulations, but we emphasise that our methods only require the ability to compute derivatives, and are therefore applicable to any hydrodynamic simulation.

2 METHODS

Our spiral detection algorithm has two distinct parts. In the first part, fluid elements undergo tensor classification (Forgan et al. 2016a) to determine whether their behaviour indicates they are in fact inside a spiral structure. In the second part, the fluid elements identified as spirals are extracted from the main simulation, and a friends-of-friends algorithm is used on this population to identify the spine of each individual spiral. We describe these procedures below. Our code is published on Github at https://github.com/dh4gan/tache.

2.1 Tensor Classification

We follow the same procedure as described in Forgan et al. (2016a), which itself builds on work originally applied to N-Body simulations of the cosmic Web (see e.g. Hahn et al. 2007; Forero-Romero et al. 2009). In our formalism, tensor classification determines the topology of a chosen field at the location of a given SPH particle. We consider the topology of either the gravitational potential $\Phi$, by computing the tidal tensor $T_{ij}$:

$$T_{ij} = \frac{\partial^2 \Phi}{\partial x_i \partial x_j},$$

or the velocity field via the velocity shear tensor $\sigma_{ij}$:

$$\sigma_{ij} = -\frac{1}{2} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right).$$

The classification proceeds as follows. Once the tensor to be used ($T$ or $\sigma$) is selected, its eigenvalues $\lambda_i$ and their corresponding eigenvectors $\mathbf{n}_i$ are computed for every particle, e.g.:

$$T \mathbf{n}_j = \lambda_j \mathbf{n}_j$$

The eigenvalues are defined so $\lambda_1 \geq \lambda_2 \geq \lambda_3$. As $T$ and $\sigma$ are real and symmetric, these eigenvalues are always real. Both tensors assume that the fields being investigated (potential, velocity) are smooth and continuous, so that the derivatives are always defined.

We then compute $E$, which is defined as the number of positive eigenvalues$^1$. The value of $E$ determines a topological classification for each fluid element:

- $E = 0 \rightarrow$ "void" (0-D manifold)
- $E = 1 \rightarrow$ "sheet" (1-D manifold)
- $E = 2 \rightarrow$ "filament" (2-D manifold)
- $E = 3 \rightarrow$ "cluster" (3-D manifold)

We can see this by considering the tidal tensor in the context of Zel’dovich theory (Zel’dovich 1970). A test particle orbiting a local extremum $\nabla \Phi = 0$ has the following (linearised) equation of motion:

$$\ddot{x}_i = -T_{ij} x_j.$$  

If we operate in a basis where $T$ is diagonal, then the stability of the orbit is determined by the sign of the eigenvalues $\lambda_1$. A single positive eigenvalue ensures a stable orbit along the corresponding axis (or a sheetlike structure, if multiple particles are present). Two positive eigenvalues allow an extra degree of freedom (filaments) and finally all three being positive allow orbits of any degree (clusters). If no eigenvalues are positive, stable orbits cannot be achieved (voids).

Tensor classification using the tidal tensor therefore determines the manifold dimension of the local potential, and as such the preferred structure for matter to collapse into if only gravity is present. Classification using the velocity shear tensor instead diagnoses the manifold being sculpted by the flow at any given instant.

As a result, the finite elements of any hydrodynamic simulation can be grouped into four components, with each component composed of fluid elements of a matching $E$. Discs are inherently sheet-like structures, and hence perturbations from axisymmetry are classified as either filaments or clusters. We will see that depending on the strength of spiral structures, fluid elements classified as either filaments or clusters trace spiral structures, and that fluid elements classified as sheets will trace unperturbed disc material in the interarm regions. As a general rule, the tidal tensor is better suited to tracing high-amplitude spiral structures that induce a strong surface density perturbation, but the velocity shear tensor is better at revealing low-amplitude spiral structures that produce weak surface density perturbations$^2$.

---

$^1$ In practice, $E$ is defined as the number of particles whose eigenvalues exceed a small, non-zero threshold, see Forgan et al. (2016a) for details.

$^2$ Tensor classification is designed to operate on smooth continuous fields. This is not a concern as SPH fields are guaranteed
Tensor classification also yields eigenvectors corresponding to each eigenvalue. In sheets, the eigenvector \( \mathbf{n}_1 \) corresponding to the single positive eigenvalue \( \lambda_1 \) defines the normal or symmetry axis of the sheet. In filaments, the eigenvector \( \mathbf{n}_3 \) corresponding to the single negative eigenvalue \( \lambda_3 \) provides the flow direction of the filament. We do not use eigenvectors in this analysis, but note that they may also be of interest in e.g. determining the relative geometry of spiral structures to their host disc.

2.2 Identifying individual spirals

Once tensor classification is complete, we extract all particles that correspond to either filament or cluster classification, as these trace the spiral structure in the disc, and discard the other particles. To determine the spines of each spiral arm on this subset, we run a friends-of-friends algorithm as follows.

We specify a minimum spherical radius from the centre of the disc, \( r_{\text{min}} \), from which to begin our study. As we are interested in spines, we will also select the top \( x^{\text{50}} \) percentile in density of the remaining particles.

We then select particle \( i \) with the largest density, where radius \( r_i > r_{\text{min}} \). This particle forms the first component of the spiral’s spine.

A sphere of radius \( L \) is then drawn from \( r_i \). The particles inside the sphere are tested, and particle \( j \) is selected if it is the densest particle with \( r_j > r_i \). Particle \( j \) then forms the second component of the spiral’s spine, \( j \) is then set to \( i \), and the algorithm is repeated until a particle cannot no longer be found that meets the above conditions. Whenever a particle is tested, it is removed from the list of particles and is not tested again, regardless of whether it forms a component of the spiral spine or otherwise. The act of testing assigns the particle to that particular spiral. As a consequence, any particle within a distance \( L \) of any spiral spine point belongs to that spiral.

If the conditions can no longer be met, a new spiral is begun at the location of the densest particle not yet tested, and the procedure begins again. Note that throughout we are implicitly assuming that the particle density decreases with increasing radius.

Three parameters form the identification algorithm: the linking length \( L \), the minimum radius from which to begin, \( r_{\text{min}} \), and the percentile of the population from which to conduct the analysis, \( x^{\text{50}} \).

The values needed for these three parameters will depend on the resolution and input physics of the simulation being analysed. The linking length \( L \) should clearly be smaller than the spiral arm spacing to avoid the algorithm “jumping” between individual arms, while still being larger than the typical smoothing length to obtain a sufficient number of neighbouring particles. The minimum radius should clearly be adjusted such that a sphere of radius \( 2r_{\text{min}} \) will result in easier classification, but will prevent the classification of weak structures.

This algorithm delivers \( N_{\text{spiral}} \) sets of co-ordinate points, with each set denoting the spine of a spiral structure. We elect to fit these points via Markov Chain Monte Carlo (MCMC) to a logarithmic spiral:

\[
r = r_0 + ae^{b\phi},
\]

with fit parameters \( (r_0 = \sqrt{x_0^2 + y_0^2}, a, b) \). The origin of the spiral is defined at \( \theta = 0 \); \( r = r_0 + a \). A pure logarithmic spiral will have a constant pitch angle \( \phi \), which in radians is simply

\[
\phi = \arctan b.
\]

It is worth noting that if the spiral arms exclusively constitute the densest regions of our simulation, then it is likely that tensor classification will not be necessary to determine the location of the spiral spines, and that the above friends-of-friends algorithm will work perfectly well. However, if there are other dense structures in the simulation (such as condensing clumps), then the algorithm will attempt to erroneously fit spiral spines to them. We have run test calculations on fragmenting discs to show that tensor classification can successfully remove dense structures that are not spiral arms, preventing this problem. Also, without tensor classification, only the spine of the arm can be determined – the width of the spiral arms, or the properties of the gas contained within the arm cannot be measured.

3 TESTS

We now test our algorithm on three examples of spiral structure in astrophysical discs. The origins of the structure in each case are subtly different. In the first, we consider a self-gravitating protostellar disc, whose spiral structure is entirely due to the self-gravity of the disc gas. In the second case, we consider a spiral galaxy with an imposed fixed potential that induces well-defined structures. In the last, we consider a galaxy with a “live potential” of star particles, with a resulting spiral structure that is highly flocculent.

We use smoothed particle hydrodynamics (SPH) for all three tests. SPH is a Lagrangian hydrodynamics method, where the fluid is discretised into individual particles. Each SPH particle \( i \) possesses position and velocity vectors \( \mathbf{r}_i, \mathbf{v}_i \), internal energy \( u_i \) and smoothing length \( h_i \), which is adjusted such that a sphere of radius \( 2h_i \) encompasses a suitable number \( N \) of neighbour SPH particles.

The local fluid density is established by performing a sum over the neighbour particles’ smoothing kernels:

\[
\rho(\mathbf{r}) = \sum_{i=1}^{N} m_i W(|\mathbf{r} - \mathbf{r}_i|, h).
\]

Writing down the system’s Lagrangian and applying variational methods (in combination with equation 9) produces an algorithm for solving the equations of hydrodynamics on
the particle distribution (with appropriate compensation for shocks and fluid mixing, see Monaghan 1992, 2005; Price 2012 for reviews).

Table 1 shows the values of $L$, $r_{\text{min}}$ and $z_{\text{min}}$ used in the three tests run in this paper.

| Section                  | Simulation            | $L$  | $r_{\text{min}}$ | $z_{\text{min}}$ |
|--------------------------|-----------------------|------|------------------|------------------|
| 3.1                      | Protostellar disc     | 6 au | 10 au            | 20               |
| 3.2                      | Galaxy, analytic potential | 0.2 kpc | 1 kpc          | 30               |
| 3.3                      | Galaxy, live potential | 0.2 kpc | 1 kpc          | 30               |

### 3.1 A self-gravitating protostellar disc

For our first test, we return to a simulation previously analysed in Forgan et al. (2016a). The top left panel of Figure 1 shows an SPH simulation of a self-gravitating disc of mass $0.25M_\odot$, orbiting a sink particle representing a star of $1M_\odot$. The initial disc surface density profile follows $\Sigma \propto r^{-1}$, and has a maximum radius of 50 au. The sound speed profile fixes the initial Toomre parameter $Q = 2$ at all radii.

The radiative transfer formalism of Forgan et al. (2009) is used, implementing realistic local cooling alongside typical compressive and shock heating to settle into a self-regulated, marginally stable state, where the Toomre parameter $Q = 1.5$.

Marginally stable self-gravitating discs are able to sustain quasi-steady spiral structure for as long as the Toomre parameter can be held at this value, which depends critically on the disc’s total mass, and its ability to cool. The top right panel of Figure 1 shows the result of tensor classification using the tidal tensor. Given the deep gravitational potential, the Toomre $Q$ parameter also reaches the instability regime just beyond this radius ($\sim 20$ au). As a result, the total disc stress has an artificial minimum at corotation, rather than continuing to decrease with decreasing radius (Rice & Armitage 2009).

This shows the change in spiral structure resolution affects the launching point of spiral structures. Indeed, unstable non-axisymmetric normal modes in self-gravitating gaseous discs are expected to trail the flow at all radii (Papaloizou & Savonije 1991).

### 3.2 A disc galaxy with fixed arm potential

In our second test, we use a galaxy model with analytically defined spiral structure imposed by an external gravitational potential. The galactic potential is represented by a combination of an axisymmetric term plus a perturbation of the spiral arms:

$$\Phi = \Phi_0 + \Phi_{\text{pert}}$$

The first component is given by a logarithmic potential (e.g. Binney & Tremaine 2008):

$$\Phi_0 = \frac{1}{2} v_0^2 \left( R^2 + R_c^2 + \frac{(z/z_q)^2}{q} \right),$$

which has a rotation curve given by:

$$v_\phi(R) = v_0 \sqrt{\frac{R}{R^2 + R_c^2}},$$

where $v_0$ is a velocity parameter, $R_c$ is a characteristic radius, and $z_q$ is a vertical scale factor. This produces a flat rotation curve at values larger than $R_c$. For our simulations, $v_0 = 120$ km s$^{-1}$, $R_c = 2.5$ kpc, and $z_q = 0.7$. The pattern speed derived over this duration is $13.02^\circ$, with a sample standard deviation of around $3.4^\circ$. Interestingly, the scale parameter $a$ tends to assume slightly larger values than our example spiral, with a mean of $4.996$ au, and standard deviation $1.02$ au.

Being able to measure the spiral structure over more than one timestep allows us to calculate the pattern speed of a given arm. Given that for a logarithmic spiral

$$\theta = \frac{1}{b} \ln(r/a),$$

we can estimate the pattern speed $\Omega_p = \dot{\theta}$ given $b$ and $\dot{a}$:

$$\dot{\theta} = -\frac{\dot{b}}{b} \theta - \frac{\dot{a}}{ab}.$$  

Note that $\dot{\theta}$ has a dependence on $\theta$ only if the pitch angle is time-dependent. Having computed $a$ and $b$ from the two fits, we can evaluate the pattern speed over the range $\theta = [0, 2\pi]$ and take an average.

For our example spiral, we evaluate $(a, b)$ for two snapshots and compute $\Omega_p = 3.5 \times 10^{-3}$ rad s$^{-1}$. The corotation radius, where $\Omega = \Omega_p$, is approximately 14.6 au (Figure 3).

Artificial viscosity dominates the disc interior to this radius (see e.g. Artymowicz & Lubow 1994; Murray 1996; Lodato & Rice 2004; Lodato & Price 2010; Forgan et al. 2011). The Toomre $Q$ parameter also reaches the instability regime just beyond this radius ($\sim 20$ au). As a result, the total disc stress has an artificial minimum at corotation, rather than continuing to decrease with decreasing radius (Rice & Armitage 2009).

This shows how the inner disc resolution affects the launching point of spiral structures. Indeed, unstable non-axisymmetric normal modes in self-gravitating gaseous discs are expected to trail the flow at all radii (Papaloizou & Savonije 1991).

---

Table 1. The fit parameters used in the spiral detection algorithm for the test cases evaluated in this paper.
Figure 1. Spiral arm detection in a self-gravitating protostellar disc. Top left: a snapshot from the full SPH simulation. Top right: the same snapshot, with only the SPH particles identified as exhibiting arm-like behaviour (through classification of the tidal tensor). Bottom left: the spine points of each arm (green crosses) accompanied by the best fit logarithmic spirals in red. Bottom right: The posterior distribution of the logarithmic spiral parameters for the uppermost spiral.

Figure 2. The distribution of pitch angle $\phi$ (left) and $a$ over the course of 40 snapshots of the self-gravitating disc simulation (approximately 500 years of evolution).
Classifying spiral structures in simulations

The velocity parameter corresponds to that of the rotation curve of the local spiral galaxy M33 (Corbelli & Salucci 2000; Seigar 2011; Sie Kam et al. 2015). The spiral arm perturbation uses the scheme of Cox & Gómez (2002):

$$\Phi_{pert}(R, \theta, z, t) = \sum_n A_n(R, z) \cos(n \Gamma(R, \theta, t)),$$

where $A_n$ describes the perturbation amplitude which decays with both $R$ and $z$ (see Cox & Gómez 2002 for details). $\Gamma$ determines the form of spiral generated by the perturbation:

$$\Gamma(R, \theta, t) = N \left( \theta + \Omega_p t - \frac{\ln(R/R_0)}{\tan \phi} - \theta_p \right).$$

The number of spiral arms $N = 4$, and their pattern speed is $\Omega_p = 23$ km s$^{-1}$ kpc$^{-1}$ (the pitch angle $\phi$ is $15\degree$). The constant $\theta_p$ defines the location of the arm at a fiducial radius $R_0$.

The gaseous component is assumed to have an exponential surface density profile: $\Sigma(R) = \Sigma_0 e^{-R/R_d}$, where $\Sigma_0$ is the central surface density and $R_d$ is the scale radius. The gas self-gravity is not included.

This analytic potential model is advantageous for its reduced computational expense, and also allows us to have a well-defined spiral structure for testing the spiral detection algorithm.

Figure 4 shows the full SPH simulation (top left), the particles identified as “spiral-like” using the velocity shear tensor (top right), and the particles identified as belonging to the interarm regions ($E = 1$, “sheet” classification, bottom left). The spines of the four main spirals are easily identified (bottom right of Figure 4), and are well fitted by logarithmic spirals each with $b \approx 0.25 \pm 5\%$ (i.e. $\phi \approx 14\degree \pm 0.7\degree$), representing the input perturbation model well.

The separation of arm and interarm particles in azimuth is clear, if we bin particles by class in an annulus of 0.1 kpc (Figure 5). We can in fact apply Gaussian fits to the four arms to determine their angular width, resulting in a full width half maximum (FWHM) of 0.2825 radians. This corresponds to a rather large distance of around 0.5 kpc at this radius, but this is principally due to the winding of the arms aligning them with the azimuthal vector.

We can compute the width of a spiral arm along its entire extent by interrogating the particles that have been identified as belonging to it. We do this for the rightmost spiral in the bottom right panel of Figure 4, and compute each particle’s minimum distance to the spiral spine. The left panel of Figure 6 shows a 2D histogram of the data (we overplot percentiles of the bin counts for convenience). We also extract 1D histograms by binning in radius (right panel of Figure 6) to show that the spiral arm width is essentially constant with radius (with the FWHM of the 1D histograms being approximately 0.1 kpc).

As for the protostellar disc, we can compute pattern speeds by comparing two snapshots of the simulation. We find pattern speeds of around $20.4$ km s$^{-1}$ kpc$^{-1}$ ($6.6 \times 10^{-16}$ rad s$^{-1}$), with a $1 - \sigma$ uncertainty of around 19%. Given the rotation curve, these parameters define the corotation radius as

$$R_{co} = \sqrt{\frac{\Omega_0^2}{\Omega_c^2}} - R_s^2 = 5.33 \text{ kpc} \quad (17)$$

The analytic spiral arm potential has a pattern speed of $23$ km s$^{-1}$ kpc$^{-1}$ ($7.45 \times 10^{-16}$ rad s$^{-1}$), and corotation at 4.9 kpc. Hence, the analytic value resides within the $1 - \sigma$ uncertainties of our calculation.

3.3 A disc galaxy with a live stellar potential

We also develop an $N$-body version of the model galaxy, which consists of a live stellar disc, a bulge and a gaseous component. The dark matter halo is represented by a static potential in order to focus the computational efforts in the disc dynamics. The stellar disc is represented by an exponential-isothermal density profile:

$$\rho_e(R, z) = \rho_0 \frac{M_d}{4\pi R_d z_d} \exp \left\{ -\frac{R}{R_d} \right\} \text{sech}^2 \left( \frac{z}{z_d} \right),$$

where $R_d$ and $z_d$ are the radial and vertical scale lengths respectively.

The stellar bulge follows a (Hernquist 1990) profile given by:

$$\rho_b(R) = \frac{M_b}{2\pi R_b^2} \frac{1}{(R/R_b)(1 + R/R_b)^3}, \quad (19)$$

where $M_b$ is the mass of the bulge and $R_b$ is the scale radius.

For the dark matter halo, a (Navarro et al. 1997) profile is used, which has a density profile of the form:

$$\rho_h(R) = \frac{\rho_0}{(R/R_h)(1 + R/R_h)^3}, \quad (20)$$

where $R_h$ is the scale radius and $\rho_0$ is a central density parameter. The physical parameters chosen for this model are shown in Table 2, which are based on results from observed data and works modelling the rotation curve of M33 (e.g. Regan & Vogel 1994; Corbelli & Salucci 2000; Seigar 2011; Hague & Wilkinson 2015; Sie Kam et al. 2015).

The initial conditions are obtained by using the method of McMillan & Dehnen (2007), which is publicly available...
through the code \texttt{mkgalaxy}. It generates a self-consistent model of a galaxy composed by a halo, disc, and bulge. It has the advantage of creating a stellar disc with initial velocities sampled from a distribution function representative of a disc rather than assuming a local Maxwellian distribution in velocity space (Dehnen 1999). The disc particles have a velocity distribution consistent with the rotation curve of the galaxy. However, this code only produces a collisionless model of the galaxy and the gas initialisation has to be treated separately.

To build the full galaxy model, a disc component containing the total number of particles and the total combined stellar and gas mass is first generated. Then, to initialise the gaseous component, the original disc is divided into the two groups of particles and are assigned the following particle masses: \( m_g = M_g/N_g, m_* = M_*/N_* \) for the gas and stellar components, respectively. At this point, the model has a gas and a stellar component, with the positions and velocities obtained from the initial conditions generator. This is not an equilibrium condition for the gas itself, so the system has to be evolved for some time in order to allow it to settle in the galaxy. This scheme has been previously tested in Ramón-Fox & Aceves (2014) and a similar method also in Dobbs et al. (2010).

Figure 7 shows the full simulation, its arm and inter-arm components, and fits to the spiral structure. The flocculent spiral structures are clearly identified by classification using the velocity shear tensor \( \mathcal{E} = 2 \), but the spine fitting algorithm only outlines the larger arms with any clarity.

In Table 3 we presented calculated pitch angles and pattern speeds for the longest wave in the upper left and lower right quadrants the galaxy, as well as two other shorter waves in the lower left quadrant (identified by arrows in the bottom right panel of Figure 7). The long waves yield corotation radii of approximately 1.8 and 4.2 kpc respectively (Figure 8). These values bracket the scale length of the stellar disc \((R_d = 2.5 \, \text{kpc})\), and denote the region where the rotation curves of both the stellar and gaseous components begin to flatten, and the stellar bulge and gaseous disc enter corotation.

The smaller spiral waves reside inside this radius, and
appear to have much longer corotation radii (approximately 7 and 17 kpc respectively). These appear to be less robust, transient features.

4 DISCUSSION

By identifying simulation regions that are “spiral-like”, we can use the complement of these regions to identify interarm regions. This is a valuable distinction for studies of star formation in spiral galaxies. We can use this technique to trace the passage of a spiral shock through gas, recording the density, temperature and chemical evolution of the gas as it forms molecular clouds, and eventually stars. For example, as gas transitions from the warm diffuse phase into the dense cool phase, we will be able to time this transition relative to when the gas entered and left a spiral structure.

This will be of great use in investigating the deviation of low-surface density clouds from the Kennicutt-Schmidt star formation relation (Bonell et al. 2013), and the relationship in general between spiral structure and molecular clouds (Duarte-Cabral & Dobbs 2016). Spiral structure also drives amplification and reversal of the galactic magnetic field, particularly at large velocity jumps over the spiral shock and at corotation (Dobbs et al. 2016). This process (of relevance to the boundness of molecular clouds) can be studied in finer detail if the fluid elements driving these magnetic amplifications and reversals can be more rigorously identified.

Being able to separate the interarm component from the arm component has its own benefits. When computing “unperturbed” disc properties, it is common to simply take azimuthal averages of the disc, and assuming the perturbed component is insignificant compared to the wider disc. If the spiral perturbation amplitude is large, this assumption fails. Being able to compute averages in the knowledge that the spiral structure has been extracted will allow a more accurate computation of the spiral perturbation itself ($\Delta \Sigma / \Sigma$), as well as a decontaminated study of the unperturbed disc.

Table 2. Galaxy Model Parameters Representative of M33. The parameters are: $M_d$ - the total baryonic mass of the galactic disc; $R_d$, $z_d$ - the scale length and scale height of the stellar disc; $f_g$ - the gas fraction of the disc; $f_s$ - the stellar fraction of the disc; $Q$ - the Toomre parameter; $m$ - expected number of spiral modes (at given radius); $\eta$ - the Elstathou parameter for bar instability, which in this case is less than the critical value; $T$ - the orbital period of the disc at a given radius; $M_b$ - the mass of the bulge; $R_b$ - the scale length of the bulge, $M_d$ - the mass of the dark matter halo; $R_h$ - the scale length of the halo; $c$ - the halo concentration parameter.

| Disc          | $M_d (10^9 M_\odot)$ | 9.0  |
|---------------|----------------------|------|
|               | $R_g$(kpc)           | 2.5  |
|               | $z_d$(kpc)           | 0.2  |
|               | $f_g$                | 0.15 |
|               | $f_s$                | 0.85 |
|               | $Q(1.5R_d)$          | 1.5  |
|               | $m(R = 7kpc)$        | 5.6  |
|               | $\eta$              | 0.9  |
|               | $T(R = 2R_d)(\text{Myr})$ | 284  |

| Bulge        | $M_b (10^8 M_\odot)$ | 3.0  |
|--------------|----------------------|------|
|               | $R_b$(kpc)           | 0.4  |

| Halo         | $M_h (10^{11} M_\odot)$ | 5.7  |
|--------------|--------------------------|------|
|               | $R_h$(kpc)              | 33.8 |
|               | $c$                     | 4.0  |

Table 3. Fits to the four spiral arms selected from the galaxy simulation with a live stellar potential. The arms 1, 2, 3 and 4 correspond to the blue, green, orange and purple arrows in Figure 7 (and similarly for the lines in Figure 8). We compute uncertainties for $R_{\text{scored}}$ by computing its value at the upper and lower $1\sigma$ limits for $\Omega_B$.

| Arm | $\phi$ (°) | $\Omega_B$ (km s$^{-1}$ kpc$^{-1}$) | $R_{\text{scored}}$ (kpc) |
|-----|------------|------------------------------------|---------------------------|
| 1   | 17.59 ± 0.87 | 42.57 ± 10.59 | 1.82 ± 1.01 |
| 2   | 16.81 ± 0.85 | 24.34 ± 7.54  | 4.25 ± 1.41 |
| 3   | 13.01 ± 0.46  | 7.27 ± 0.28   | 17.17 ± 0.81 |
| 4   | 16.88 ± 1.52  | 14.86 ± 6.14  | 7.88 ± 6.05 |

Foyle et al. (2011) note that star formation rate tracers can be prominent in the interarm regions of local spiral galaxies – effective characterisation of interarm regions in simulations are needed to investigate this phenomenon, and link it to the triggering of star formation by spiral arms, as well as in situ star formation processes.

Our spiral identification technique can also be applied to the stellar component (provided that the velocity shear tensor can be appropriately calculated for individual star particles). This will allow us to measure offsets between stellar and gaseous spiral structure (cf Pettitt et al. 2016), as well as track the motion of stars relative to both the gaseous and stellar arms. This has extra relevance to attempts to elucidate the Milky Way’s spiral structure. For example, using molecular clouds to trace spiral arms has demonstrable sys-
tematic offsets due to use of the kinematic distance (Ramón-Fox & Bonnell 2018).

The feeding of active galactic nuclei (AGN) begins with the outward transport of angular momentum at large scales, allowing matter to flow into the inner 2-3 kpc (where stellar bars can take over). Lagrangian methods like SPH will be able to trace a fluid element’s journey from large distances towards the nucleus, recording its encounters with spiral structure along the way.

Spiral classification has important benefits for the study of self-gravitating protostellar discs, and discs which are perturbed by internal and external companions. In the first instance, full characterisation of a spiral arm can identify whether it is being self-generated by the disc or is due to a companion (Meru et al. 2017). Strong spiral arms in protostellar discs are typically induced by self-gravity, but non-axisymmetric structure can also be induced by the magneto-rotational instability (e.g. Nelson 2005). Spiral classification will provide important discriminants between the two.

Spiral arms in protostellar discs drive chemical evolution (Evans et al. 2015) and potentially grain growth (Rice et al. 2004; Booth & Clarke 2016). Timing the perturbation of gas properties (and dust particles) to its passage through spiral arm passage will be critical to understanding their effectiveness.

Spiral classification is also valuable for the study of fragmentation in self-gravitating discs. The interaction of fragments with spiral arms has a significant effect on their survival rate (Hall et al. 2017) and their chemical inventory (Ilee et al. 2017). Being able to observe how material is transferred between the spiral arm and the fragment will provide important insights into how fragments accrete, and how their orbital elements, physical properties and chemistry is governed by interactions with spiral structure.

Spirals driven by companions in protostellar discs offer key diagnostics of the disc and the companion, as mentioned in the Introduction. Automatic characterisation of spirals allows simulators to run increasingly large banks of simulations over a wider parameter space. This opens up the possibility of potentially identifying new diagnostics from spiral arm data, as well as improved fitting of observations from grids of model runs.

Throughout this paper, we have focused on classification via a single tensor, and the choice of tensor has depended largely on the physics at play. In the majority of cases, where the spiral perturbation amplitude is relatively weak, spiral detection proceeds best via the velocity shear tensor (and identifying \( E = 2 \) particles). In the limit where surface density perturbations are large, tidal tensor analysis is usually preferred. Our example of the self-gravitating protostellar disc is relatively extreme, in that we find best results for \( E = 3 \) particles. Our choices have reflected some knowledge of the physics of the system - the converse is equally true, that analysing using different tensors yields insight into the governing physics.

In Forgan et al. (2016a), we showed the benefits of classifying a system using multiple tensors, and then correlating the data. In an example showing the classification of structure around a supernova explosion. The velocity shear tensor identifies regions at the inner edge of the cavity driven by the supernova; the tidal tensor identifies regions being swept into collapsing structures; correlating data identifies regions under collapse as a direct result of the supernova explosion. Spiral detection under multiple tensors can yield important information about the relative amplitudes of individual arms.

Finally, it is worth noting that our algorithm is made of two largely separate components: tensor classification and spiral spine identification. The latter component can be swapped for another algorithm depending on the user’s aims. Our spine identification approach works best on the most dense regions of the simulation, and is therefore not well suited to the outer regions (as can be seen by its failure to find some structures visible “by eye”). Ideally, a spine identification algorithm should use the tensor adopted for classification. For example, arms detected using the velocity shear tensor should be detected using percentiles of some measure of velocity shear (say the maximum eigenvalue) rather than...
percentiles of density. We leave this as a route to follow in future work.

5 CONCLUSIONS

We have demonstrated analysis techniques that isolate and fit individual spiral arms in astrophysical disc simulations. For simulations of both protostellar and galactic discs, we are able to fit logarithmic spirals to each arm, and compute pitch angles. If multiple snapshots are available, we are also able to compute the pattern speed of spiral density waves, and identify where the wave corotates with the bulk flow.

A key innovation of these techniques is the ability to identify when fluid elements are inside a spiral structure, or in the interarm region.

Our techniques rely purely on computing derivatives of the flow at a spatial location, and the subsequent application of friends-of-friends algorithms. Therefore, our approach is applicable to data from any finite spatial element hydrodynamic solver, such as grid-based solvers using adaptive mesh refinement, such as ENZO (Bryan et al. 2014), Voronoi mesh solvers such as AREPO (Springel 2010), or indeed meshless hydrodynamic systems such as GIZMO (Hopkins 2015). We expect our methods will prove extremely useful to simulators studying the role of spirals in the evolution of disc structures throughout the Universe.
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