Abstract: An investment in a portfolio can not only guarantee returns but can also effectively control risk factors. Portfolio optimization is a multi-objective optimization problem. In order to better assist a decision maker to obtain his/her preferred investment solution, an interactive multi-criterion decision making system (MV-IMCDM) is designed for the Mean-Variance (MV) model of the portfolio optimization problem. Considering the flexibility requirement of a preference model that provides a guiding role in MV-IMCDM, a self-learning based preference model DT-PM (decision tree-preference model) is constructed. Compared with the present function based preference model, the DT-PM fully considers a decision maker’s bounded rationality. It does not require an assumption that the decision maker’s preference structure and preference change are known a priori and can be automatically generated and completely updated by learning from the decision maker’s preference feedback. Experimental results of a comparison show that, in the case that the decision maker’s preference structure and preference change are unknown a priori, the performances of guidance and fitness of the DT-PM are remarkably superior to function based preference models; in the case that the decision maker’s preference structure is known a priori, the performances of guidance and fitness of the DT-PM is approximated to the predefined function based model. It can be concluded that the DT-PM can agree with the preference ambiguity and the variability of a decision maker with bounded rationality and be applied more widely in a real decision system.
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1. Introduction

In recent years, the rapid development of China’s economy has increasingly improved people’s quality of life. A growing number of people are unwilling to bear their idle funds that have been depreciated by inflation, and participate in investment for financial management. For a positive correlation between the economic returns and the possible risks, investors tend to invest their discretionary funds in more than one financial product so as to disperse potential risks. Correspondingly, a financial management problem with portfolios has appeared. Harry Markowitz, a prominent American economist and Nobel laureate, first proposed the mean variance (MV) model [1,2] based on quantitative research, which represents the modern portfolio theory [3]. The MV model, which uses the mean and variance of existing returns to quantitatively describe the returns and risks of portfolio, has since been widely applied in the financial sector. Meanwhile, a number of different portfolio optimization models have been proposed to manage specific situations in the financial market. Among them, some models are derived by creating additional or variational objectives based on the MV model, e.g., skewness [4], volatility in the portfolios [5], mean absolute deviation [6], minimax [7], and value at risk [8,9]; some by incorporating additional constraints into the MV model, e.g., boundaries [10], cardinality [11], and transaction costs [12], or by relaxing existing constraints, such as weight from non-negativity to negativity [13]; and some by being extended before their suitability in a dynamic market, such as a prediction-based portfolio optimization model that can predict each stock’s...
future return [14]. Since these portfolio optimization models are almost multi-objective and are very difficult to solve efficiently using mathematical programming and exact methods [15,16], further attention has been paid to the metaheuristic algorithms that have displayed high performance levels in solving multi-objective optimization problems in other fields. These algorithms include the niched Pareto genetic algorithm II (NPGA-II) [17], the strength Pareto evolutionary algorithm 2 (SPEA2) [18], the multi-objective evolutionary algorithm based on decomposition (MOEA/D) [19], particle swarm optimization (PSO) [20], an artificial bee colony (ABC) [21], a biased-randomized iterated local search algorithm [22], and so on.

However, the outcome of a metaheuristic algorithm used for a portfolio optimization model is a Pareto front, which comprises numerous non-dominated solutions. In reality, an investor will not be interested in only some of them in accordance with his/her preferences. Generally, because it is not possible for an investor to select the one solution from such numerous solutions that is in his/her best interest, an interactive multi-criteria decision making (IMCDM) method is required. An IMCDM is composed of three parts: a search engine, the preference information and a preference model [23]. The search engine is responsible for generating non-dominated solutions, and normally adopts evolutionary multi-objective algorithms (EMO) due to their excellence in parallel computation. Based on a set of non-dominated solutions, a decision maker (DM) articulates his/her preference information. For the preference information, a preference model is built and used to guide the EMO in searching for the next generation of solutions.

Nearly all of the aforementioned EMOs have been extended to be applied in different IMCDMs and have achieved outstanding performances; the readers are referred to [24–28] for detailed reviews.

There are two types of preference information presented in the literature, quantitative and qualitative. The quantitative preference information includes reference points [29–31] or goal point [32], weights [32,33], reference directions [34,35], preference regions [36,37], and so on. Quantitative preference information is highly efficient in helping the IMCDM to obtain a DM’s preferred solution, but it demands a DM with high cognitive capability, which is not feasible in most cases [38,39]. The qualitative preference information is, in reality, more suitable with respect to a DM with bounded rationality [40,41]. As can be found by comparing solutions in pairs locally, the pairwise comparison is much easier for a bounded rational DM to provide his/her preferences than the other forms of qualitative preference information such as extremum selection [42,43], which requires comparing all the solutions on a global scope, and thus has been adopted by many IMCDMs [38,39,44]. Under the assumption that a DM with bounded rationality participated in an IMCDM for portfolio optimization, we adopt the pairwise comparison as the form of preference information so that our approach could cover a broader range of applications from the aspect of a DM’s cognitive capability.

In general, current IMCDMs adopt the preference model in the form of a function. The preference model uses a utility function $U(y, w)$ to represent a user’s potential comprehensive evaluation on the objective function vector $y$ of the multi-objective optimization problem while the user’s preference feedback results are used to update the value of the parameter vector $w$. The early utility functions are the weighted sum of optimization objectives [45]. Further, two novel representative utility functions are developed by Deb et al. [44], Battiti and Passerini [38], and Mukhlisullina et al. [39]. These two utility functions are the quadratic polynomial function and generic function of optimization objectives, respectively (the generic function form is determined by the kernel function pre-selected at the beginning of the decision). In order to manage the possible changes of user preferences in the decision-making process, Branke et al. [46] adopted the variable additive function set, which can convert the form of the utility function from a linear function to a Choquet integral function according to the complexity of user preferences in the decision process. An adaptive preference model [47] is built using a dynamic feature analysis, which can be suitable for the user preference changes in the decision making process.
Although different forms of function-based preference models are presented in IMCDMs, they are not capable of modeling the complicated preferences of a DM with bounded rationality if his/her preference structure is not known a priori and if they change unpredictably. Appropriate function forms (including the two forms adopted in variable additive function set) for the function based preference models should be predefined at the beginning of the decision-making process. These function forms imply the rational hypothesis that a DM can clearly predict his/her potential preference structure. However, the flexibility of the preference model is greatly limited by the preselected function form. Therefore, it is difficult to adapt to various changes of user preferences in the decision-making process. The recently proposed adaptive preference model is very effective in modeling a DM’s various preference changes, however, it can be only applied in a scenario where the features incorporated into the model by dynamic analysis have an equivalent impact on the DM’s preference with the optimization of the objective functions. In general, the optimization functions because the objectives of an optimization model are in principle the primary impact factors of the DM’s preference, and more important than other features.

In order to solve the portfolio optimization problem, with the objective of mitigating the restrictions of the function based preference models, this paper designs an interactive decision-making method by focusing on the research regarding a flexible and robust preference model. Considering the user’s limited cognitive capability \cite{41,48}, i.e., his/her preference structure is unlikely to be known a priori, and his/her preference may change arbitrarily in the process of decision-making process, this paper proposes a self-learning-based preference model. This model does not require any rational assumptions on the DM’s preference structure and preference changes. It can be generated and completely updated automatically and by learning the user’s preference feedback, thus, it can accommodate to a bounded rational user’s preference ambiguity at the beginning of and during variability in the decision-making process. Furthermore, the objective functions are the sole primary impact factors of the DM’s preferences, which allows the preference model to be applied through a more reasonable and general method.

Even though the MV model cannot cover all the application scenarios in the financial market, considering that as the modern portfolio theory \cite{3}, it has had a major impact on academic research and the financial industry as a whole \cite{49}, most of the portfolio optimization models are variants or extensions of this model, and recent studies showed that it is a more robust bi-objective model than other well-known models \cite{50}, this paper employed the MV model as the portfolio optimization problem with the aim that the research benefits could be extended to various applications based on or derived from it. At the same time, since so many EMOs have been studied in the literature and have been incorporated into different IMCDMs, we will select one from among those with the most successful applications in our IMCDM to be used for portfolio optimization.

The remainder of the paper is organized as follows: in Section 2, the interactive multi-criterion decision making system for portfolio optimization (MV-IMCDM) is developed; Section 3 proposes the self-learning based preference model used in MV-IMCDM; Section 4 presents the experimental results and the conclusions are summarized in Section 5.

2. Multi-Criteria Decision Making System for Portfolio Optimization MV-IMCDM

2.1. MV Model

In Markowitz’s portfolio theory, the return of the portfolio is represented by the expected rate of return, and the risk is represented by a covariance between the rates of return. Usually, the increase of the return indicates the increase of the risk. Therefore, investors should consider both return and risk simultaneously when selecting a portfolio. Markowitz’s classical portfolio MV model \cite{1,2} can be expressed as:

\[
\max f_1 = \sum_{i=1}^{N} \omega_i \mu_i \tag{1}
\]
where $N$ is the number of assets available to investors in the market, $\mu_i$ ($i = 1, \ldots, N$) represents the expected rate of return of the $i$th asset, $\sigma_{ij}$ ($i = 1, \ldots, N; j = 1, \ldots, N$) represents the covariance between the $i$th asset and the $j$th asset, $\omega_i$ is the decision variable which represents the investment ratio on the $i$th asset in the whole portfolio. Equations (1) and (2) represent the maximum return and the minimum risk of the portfolio respectively. Equation (3) indicates that the sum of the investment ratio on each asset is 1, that is, that all the existing funds are used for investment. Equation (4) requires that the investment ratio of each asset is non-negative.

As a multi-objective optimization problem, the Markowitz portfolio problem involves two objectives: return and risk. Therefore, seeking an optimal solution provides a balance and compromise between the two objectives, in order to find an efficient frontier of portfolio in the objective space. If a portfolio is efficient, then in the objective space, it must be the portfolio with the highest expected return under the same risk or the portfolio with the lowest risk under the same expected return. This is the common preference rule of investors. For portfolio $a$ and $b$, if one of the following two conditions is satisfied:

$$f_2(a) \leq f_2(b) \land f_1(a) > f_1(b) \quad (5)$$

$$f_1(a) \geq f_1(b) \land f_2(a) < f_2(b) \quad (6)$$

Then, portfolio $a$ is better than portfolio $b$.

2.2. MV-IMCDM

In practical investments, investors have different preferences for expected risk and return. The extremely risk-aversive investor will choose the relatively safe portfolio with low risk and low return. By contrast, the risk-preferred investor will choose the investment with high risk and high return. This is the individual preference rule of investors.

In order to realize the common preference rules of investors, the portfolio is selected from the solutions produced by each generation of evolutionary computation of the EMO algorithm according to Equation (5) or (6). To realize the individual preference rules of investors, it is necessary to obtain the preference information of investors. Therefore, the interaction between user and the EMO algorithm is implemented to obtain a user’s preference feedback, then a preference model is constructed according to user’s preference feedback. The solutions generated by the algorithm are selected again according to the user’s preference model. With respect to the MV model for portfolio optimization, this paper designs the interactive multiple criteria decision making process (MV-IMCDM), as shown in Figure 1.

The MV-IMCDM system is composed of the EMO, user preference feedback (PF) and the preference model (PM). The user interacts with the EMO whenever it evolves by a certain number of generation. At this point, if the user is satisfied with the current best solution (i.e., the one with the highest rank among a set of solutions ordered by PM), the system will terminate. Otherwise, the system provides a set of solutions generated by the algorithm to the user for obtaining PF, then the PM is updated according to user’s PF. During the initial operation of EMO, because the user’s PM has not been generated, the solutions computed at each generation can only be organized according to the common preference principle. Once the user’s PM is produced, the solutions created at each generation will be organized first by the common preference principle (i.e., the non-dominance) and then by the individual preference principle (i.e., the PM). The same set of solutions
will be used to calculate the evaluation index Acc of PM according to the orders provided by the PM and user’s PF, respectively.

Figure 1. Interactive multiple criteria decision making process for MV model.

So far, many EMO algorithms have been proposed to deal with multi-objective optimization problems. Among them, the non-dominated sorting genetic algorithm II (NSGA-II) [51] and the multi-objective evolutionary algorithm based on decomposition (MOEA/D) [52] are the two most influential methods. Studies show that they are very competitive with respect to the performance measures of proximity and diversity, an MOEA/D is better for some multi-objective optimization problems [39,53] while NSGAII is more suitable for other multi-objective optimization problems [54]. But for portfolio optimization problems [55–57] that are derived from the MV model, the MOEA/D outperforms the NSGA-II for the two performance measures. These portfolio optimization problems have two objectives of return and risk and very similar constraints as the MV model. The portfolio optimization problem in [57] specifically considers transaction cost in three cases: zero, fixed and proportional. This problem in the case of zero transaction cost is equivalent to the MV model. Hence, the MOEA/D is selected as the EMO algorithm of MV-IMCDM system.

As previously indicated, the user’s PF is provided based on a pairwise comparison, which is used to direct the EMO in searching for a user’s preferred solution through PM. Therefore, PM plays a key guiding role in IMCDM. The construction of PM is crucial for an MV-IMCDM design. The specific design of PM is given in the following section.
3. The Self-Learning Based Preference Model DT-PM

3.1. Construction of DT-PM

A PM is a formal description of user’s potential preferences. With the consideration of user’s bounded rationality, a PM with high flexibility can accommodate for a user’s ambiguous understanding of an optimization problem at the beginning of the decision-making process and any possible changes of a user’s preferences in the process of decision-making. Therefore, a flexible PM should have three basic characteristics:

1. Free form:
   The free form of PM can ensure the free change of the PF without limitations on any pre-defined preference structure so as to accommodate to the various potential changes of user preferences.

2. Adaptive update:
   The sole basis for building PM is the user’s PF for a set of solutions. If user’s preference changes, PM can only be updated according to user’s PF.

3. Transparency of results:
   The process of interaction between user and system is the process of improving user’s cognitive ability. A set of ordered solutions generated by the guidance of PM is an important experience for users to be able to gradually identify their potential preferences. Therefore, the PM needs to provide a transparent explanation of the produced ordered solutions.

Considering the three characteristics of a flexible PM in MV-IMCDM, this paper designs a PM based on self-learning, that is, by using the PM as a classifier. The classifier has a free form, and a set of ordered solutions obtained by the user’s PF can be used as a data set. Under a certain machine learning algorithm, the classifier is generated completely based on a data set to realize a self-adaptive update. The PM based on self-learning is shown in Figure 2.

![Figure 2. Self-learning based PM.](image)

There are many kinds of classifiers, such as neural network [58] and Bayes [59]. However, these classifiers cannot provide a transparent interpretation of the classified results. For some ensemble classifiers with remarkable performance [60], the classified results of their member classifiers are transparent. However, because the classified result is the aggregation of the member classifiers’ classification, ensemble classifiers cannot transparently explain the classified result.

Decision tree (DT) [61] is a sequence classifier, which consists of some simple logic tests. Each test compares an attribute with a real value, and each path from the root node to the leaf node represents a classification rule. Figure 3 shows a classification rule derived from a decision tree. For the MV model, each test compares an objective function (return or risk) with a real value of the solution, and each leaf node represents the class label (preference level) of the solution that conforms to a classification rule. Because the classification rule of a decision tree is similar to human reasoning processes, the classified result is straightforward to understand. It is helpful to further users’ understanding of the problem, to make users’ PF more confident, and to accelerate the convergence of the interactive decision-making process.

At present, numerous learning algorithms for creating a decision tree have been proposed [62,63], among which the CART algorithm has the advantages of simplicity, high efficiency and wide application [64]. Therefore, MV-IMCDM uses the CART learning algorithm to construct the decision tree-preference model DT-PM.
3.2. Sample Space of DT-PM

Before constructing the preference model, the sample space of the model needs to be established. The preference model is constructed according to the non-inferior solutions of different fronts generated in the algorithm evolution, and these solutions on different fronts have different distribution characteristics. Therefore, the solutions on different fronts need to be mapped to the same feature space, and the preference model is built on the samples in the space. Firstly, with regard to the MV model of the portfolio optimization problem, the return is transformed into the minimum non-negative objective (the risk objective remains unchanged):

$$\text{min } z_1 = 1 - f_1 = 1 - \sum_{i=1}^{N} \omega_i \mu_i$$  \hspace{1cm} (7)$$

$$\text{min } z_2 = f_2 = \sum_{i=1}^{N} \sum_{j=1}^{N} \omega_i \omega_j \sigma_{ij}$$  \hspace{1cm} (8)$$

Thus, the different non-inferior solutions on the same frontier reflect the different compromises between the two objective function values of return $z_1$ and risk $z_2$, that is, the proportional relationship between $z_1$ and $z_2$. Later, the model samples $z = (z_1, z_2)$ are defined by the proportional relationship between the objective function values of solutions $z = (z_1, z_2)$:

$$\xi_j = \frac{z_j}{\sum_j z_j}$$  \hspace{1cm} (9)$$

All samples in space $\Omega = \{ \sum_j \xi_j = 1 \}$ follow the same characteristic distribution. In the MV model, Equation (9) establishes one-to-one mapping between different non-inferior solutions on the same front and characteristic space $\Omega$.

3.3. Guidance of DT-PM

The DT-PM, which is generated adaptively based on user’s PF, realizes the individual preference rules of investors by guiding the EMO algorithm. The guidance of DT-PM to EMO is applied in two places:

(1) Preparation for the generation of offspring individuals:
In the EMO algorithm, the offspring individuals are generated according to the parent individuals. In order to create the offspring individuals in accordance with user preferences, DT-PM is used to sort the parent individuals and select better parent individuals prepared for the recombination, to produce offspring individuals.

(2) Generation of offspring population:
Since there is no guarantee that all the offspring individuals generated each time are better than the parent individuals in the evolutionary process of EMO, in order to produce offspring population in accordance with user preferences, we need to merge the parent with the offspring individuals and sort them according to DT-PM, then select the better individuals to form the offspring population. Considering the common preference rules of investors, before using DT-PM to rank the merged individuals, we first rank them according to the criterion of non-dominance.

For an EMO algorithm, the selection of offspring population is generally based on two criteria, proximity (i.e., non-dominance) and diversity, while in our IMCDM, the selection of offspring population is based firstly on non-dominance and then on DT-PM; the preference model of DT-PM guides the EMO in our IMCDM to search for the DM’s preferred solution.

4. Experimental Evaluation
4.1. Experimental Design
The data used in the experiment are stock data of the A-share main board market in Shanghai and Shenzhen from 1 January to 31 December 2019 in RESSET [65,66]. Stocks in the same or similar industries may be affected by the same factors. For the selection of applied stock data to disperse risks, 2849 stocks in 18 different industries are randomly selected according to their categories. The expected return rate is expressed by the average monthly return rate of the selected stock calculated from 1 January to 31 December 2019. Table A1 in Appendix A shows the expected return rate of the selected stock.

The algorithm parameter settings for the MOEA/D in MV-IMCDM are inherited from [57], for which the portfolio optimization problem is the same as the MV model, except when considering the transaction cost for each asset. The MOEA/D performs better than NSGA-II not only in the case of zero transaction cost (in this case, the portfolio optimization problem is just the MV model) but also in the case of a non-zero transaction cost. These parameter settings are decided through the comparison of MOEA/D and NSGA-II for a broad range of multi-objective optimization problems included in the authors’ previous work [53], in which MOEA/D performs better than NSGA-II. The results have been referenced by the following works [67–70], which employed MOEA/D for many other multi-objective optimization problems and achieved superior performances. The algorithm parameters include population size $s = 100$, maximum generations $max_t = 100$, polynomial mutation probability $p_m = 1/N$ ($N$ is the number of assets) and distribution index $\eta_m$, differential evolution crossover probability $CR = 1.0$ and scaling factor $F = 0.5$, for details see [53,57]. The key parameters related to the interaction in MV-IMCDM are: maximum interaction number $max_it = 20$, interaction step size (the number of generations between two adjacent interactions) $gen = 5$ and number of solutions given to the DM for PF $st = 5$. These interaction parameter settings are borrowed from a pioneering and influential interactive approach, [44], which used pairwise comparison as the PF, which we also used for our MV-IMCDM.

In IMCDM, the user’s PF is simulated by a function [44,71]. As of yet, there is no common rule on the design of these simulation functions. The aim of this research is to investigate a flexible preference model that is suitable for a DM with bounded rationality, and the experimental design is to evaluate the capability of the DT-PM to capture a DM’s preference structure and preference change in any form. In order to compare with the function based preference model, a polynomial function and more complex functions will be used as an emulated DM in our MV-IMCDM. Since exponential and logarithmic functions are much more complicated in their structure than a polynomial function, and
have a highly distinctive form from one other, they are used to simulate the user’s PF in addition to a polynomial function. Their parameter values are selected based on the tuning so that the return and risk have a similar impact on the DM’s preferences for portfolios. The three functions, ordered from the simplest to the most complex are as follows:

\[ V(z_1, z_2) = 10z_1^3 + 0.06z_2 \]  
\[ V(z_1, z_2) = e^{3z_1} + 2.64z_2 \]  
\[ V(z_1, z_2) = -\ln(z_1) + 15.625z_2 \]

where \( z_1 \) and \( z_2 \) are the optimization objectives of MV model expressed in Equations (7) and (8), respectively. In order to verify the effectiveness of the DT-PM preference model in MV-IMCDM, we compare the effects of DT-PM with two representative function preference models: the linear function \([45]\) and the general polynomial function \([38,39,44]\). The two function preference models are denoted as L-PM and G-PM respectively. The comparison is divided into two categories: where the user’s preference have not changed, and where changes have been made during the decision-making process. In the first case, the user’s PF is emulated by Equations (10), (11) and (12) respectively. In the second case, the user’s PF is simulated by Equations (10)–(12) successively at stages of the decision-making process.

The experimental results are evaluated by two indices. The first is the guidance index which is commonly used in IMCDM, and is measured by the distance \( \text{Diff} \) between the obtained solution by IMCDM and the user’s real preferred solution. As a DM’s preference is emulated by a function \( V(\cdot) \), the solution on the Pareto front obtained by the EMO with the highest functional value represents a DM’s real preferred solution. Therefore, \( \text{Diff} \) is a measurement on the basis of the DM’s satisfaction with the solution produced by IMCDM. It is noted that there may be a number of solutions produced by IMCDM depending on the precision of a DM’s preference articulation. If multiple solutions are produced by IMCDM, then the representative one is selected for the computation of \( \text{Diff} \). The second is the fitness index, which is measured by the accuracy \( \text{Acc} \) of the preference model DT-PM. For a set of non-dominated solutions, there are two class labels, one is predicted by the DT-PM which is built at a previous interaction based on the DM’s preference feedback; the other is given by the DM in terms of an emulated function \( V(\cdot) \). The \( \text{Acc} \) is computed based on the comparison of these two class labels for the same set of non-dominated solutions. Since the predicted class label represents a DM’s preference at a previous interaction, the value of \( \text{Acc} \) can reflect a DM’s preference change between two adjacent interactions. If \( \text{Acc} \) has a lower value, it reflects a greater preference change of the DM between adjacent interactions. There are two potential reasons for this: one is that the DM is not satisfied with the produced solution under the guidance of his/her preceding preference information in the form of a preference model such as DT-PM. Throughout successive interactions, the DM can gradually correct his/her preferences until a high value of \( \text{Acc} \) is achieved. The other is that the preference model is not capable of modeling the DM’s preferences. For example, if the DM’s preference structure is quadratic polynomial, a linear preference model will not achieve a high value. So, for a situation where the same number of interactions occur, the value of \( \text{Acc} \) is a measurement of a preference model’s capability of capturing user preferences. In this paper, the indices of \( \text{Diff} \) and \( \text{Acc} \) are used for the evaluation of the proposed preference models.

4.2. Experimental Results

The experimental results are presented in the following two cases.
(1) User’s preferences have no change:

Tables 1–3 show the comparative results of three preference models based on user PF simulated by polynomial function (10), exponential function (11) and logarithmic function (12), respectively.
Table 1. Comparative results based on user PF simulated by polynomial function (10).

| PMs | Diff       | Acc  |
|-----|------------|------|
| DT-PM | $2.8537 \times 10^{-9}$ | 0.913 |
| L-PM  | $451.72 \times 10^{-9}$ | 0.483 |
| G-PM  | $2.054 \times 10^{-9}$ | 0.979 |

Table 2. Comparative results based on user PF simulated by exponential function (11).

| PMs | Diff       | Acc  |
|-----|------------|------|
| DT-PM | $0.6042 \times 10^{-9}$ | 0.929 |
| L-PM  | $253.233 \times 10^{-9}$ | 0.628 |
| G-PM  | $5.726 \times 10^{-9}$ | 0.822 |

Table 3. Comparative results based on user PF simulated by logarithmic function (12).

| PMs | Diff       | Acc  |
|-----|------------|------|
| DT-PM | $1.669 \times 10^{-7}$ | 0.948 |
| L-PM  | $236.043 \times 10^{-7}$ | 0.554 |
| G-PM  | $11.759 \times 10^{-7}$ | 0.831 |

From Table 1, it can be seen that G-PM has the smallest Diff and the largest Acc, which indicates that the solution obtained by G-PM is closest to the user’s real preferred solution, and that G-PM has the greatest comprehensive ability to capture the user PF. This is because G-PM is a general polynomial function, which can easily adapt to the user PF simulated by polynomial function (10). The values of Diff and Acc of DT-PM are similar to those of G-PM, which indicates that DT-PM has a strong ability to adapt to polynomial functions. The values of Diff and Acc of L-PM are much worse than those of G-PM, which represents that if the preference model and the user’s preference structure are considerably different, it is difficult for the system to find a satisfactory solution.

If the user’s PF is a complex function, such as exponential function and a logarithmic function, Tables 2 and 3 show that DT-PM provides a significant advantage over L-PM and G-PM.

(2) User’s preferences have changes:

In the interaction interval [1, 10], [11, 20] and [21, 40], the users’ preferences are simulated by polynomial function (10), exponential function (11) and logarithmic function (12) respectively. Table 4 shows the performance comparison of the preference models DT-PM and G-PM. It is evident that DT-PM is superior to G-PM in both Diff and Acc values.

Table 4. Comparative results under variable user preferences.

| PMs | Diff       | Acc  |
|-----|------------|------|
| DT-PM | $2.485 \times 10^{-4}$ | 0.887 |
| G-PM  | $3.722 \times 10^{-4}$ | 0.573 |

In order to further investigate the adaptive capacity of the two preference models to the change of user preferences, we obtain their Acc values at each interaction in the decision-making process, as shown in Figure 4. In the interaction interval [1, 10], because the user’s PF is expressed by a polynomial function, G-PM shows better performance, which is consistent with the conclusion in Table 1. In the interaction intervals [11, 20] and [21, 40], DT-PM shows better performances because user’s PF is represented by a non-polynomial function (exponential function and logarithmic function), which confirms the conclusions in Tables 2 and 3. It can also be seen from Figure 4 that when user preferences change (at the 11th and 21st interactions), the Acc values of both preference models
almost drop to zero. This is because the user has a shifted preference structure simulated by an exponential function at the 11th interaction and a logarithmic function at the 21st interaction, respectively, which is fundamentally different from that simulated by a polynomial function at the 10th interaction and an exponential function at the 20th interaction, respectively. Both preference models, DT-PM and G-PM, are unable to accommodate for such a drastic preference change. It should be acknowledged that at the 1st interaction, the user’s PF is only used to initiate a preference model for which the Acc value is set to zero. Through the successive interactions, the Acc values of both preference models gradually increase. It is obvious that between two adjacent interactions, the Acc values of DT-PM recover to a higher level, which illustrates the impressive ability of DT-PM to capture a user’s arbitrary preference change.

![Figure 4. Changes of the Acc values of the two models during the interaction.](image)

The comparative experimental results have showed that the proposed DT-PM is highly appropriate for modeling a DM’s preference structure and preference change in any form. Under the guidance of DT-PM, the IMCDM will search for solutions in accordance with his/her preferences (via preference feedback). As a result, the frontier points are not distributed evenly but evolve into increasingly crowded clusters, the so-called region of interests [72], from which the user preferred solution is determined by DT-PM. Figure A1 demonstrates the evolution of the frontier points and the user preferred solution under guidance of DT-PM in MV-IMCDM during interactions.

5. Conclusions

In this paper, in order to solve the portfolio optimization problem of the MV model, an interactive multi-criteria decision making system MV-IMCDM is designed to help users find a satisfactory portfolio. Considering the bounded rational user’s unpredictable preference structure and preference changes, a self-learning based preference model DT-PM is constructed. Compared with the commonly used functional preference model of a pairwise comparison based PF, the proposed DT-PM has several outstanding advantages: first of all, DT-PM does not require an assumption on a DM’s preference structure, it is entirely generated from a DM’s preference feedback; while for a functional preference model, a certain functional form should be predetermined a priori, which implicitly assumes that a DM’s preference structure is known and defined by the predetermined functional form. Secondly, the DT-PM is induced from a machine learning algorithm based on a DM’s feedback, and admits the DM to have a free change of his/her preferences; but since the functional form is predetermined for a functional preference model, a DM’s preference change is restricted to the range defined by the parameters in the function, which means that a DM’s preferences can have a minor change reflected by the parameter values of the function but cannot have a major change, which is reflected by the functional form. Next, the DT-PM can meet the
demand of a DM with bounded rationality who uses an IMCDM, e.g., MV-IMCDM. Due to the DM's limited background knowledge of the optimization problem such as MV, he/she may have a very vague preference at the beginning of the decision-making process, but through interactions, his/her understanding of the optimization problem may evolve in an unpredictable manner, and as a result, his/her vague preference may change in a free style. So the DT-PM is well-suited to the unpredictable evolution of a DM's preferences in IMCDM. The functional preference model demands that the DM involved in an IMCDM to preselect a function form for his/her preferences a priori, and he/she should be much more rational in the understanding of the optimization problem as well as of his/her preferences than a DM with bounded rationality. Finally, the DT-PM can be used in a wider range of IMCDMs while it is also capable of modeling for a rational DM; but the functional preference model can only be used in an IMCDM, in which a rational DM is involved. The experimental results show that in the case of unpredictable user preferences, the guidance and appropriateness provided by a DT-PM are significantly better than in the functional preference model. Even when the preference structure is known a priori, the guidance and fitness of DT-PM can approximate the preset functional model.

Even though the DT-PM has demonstrated promising performances in MV-IMCDM, there are still investigations to be conducted while it is used to solve the challenging issues that have emerged in IMCDM with a complicated application background. In the present IMCDMs, a DM interacts with the algorithm after a certain number of generations of evolutionary computation. This interaction mechanism permits a DM to change his/her preferences at a given time during the decision-making process, which does not satisfy requirements if a DM would like to change preferences at his/her convenience. For this purpose, a more flexible interaction mechanism is to be investigated by the utilization of the DT-PM. In some IMCDMs, a group of DMs are involved in the interaction so as to avoid potentially biased preferences that may emerge in the case of only one DM. Configuring a way in which the DT-PM can be used to model a group of DM’s preferences in consensus is a very challenging problem. In view of the variants of the MV model, incorporating additional constraints, e.g., short-selling [73,74], borrowing [75,76], et al., or considering portfolios of short positions [77], exchange-traded funds (ETFs) for multi-asset-class investing [78], et al., will make the portfolio optimization model more suitable for specific application scenarios, as there is an urgent need for the DT-PM to be extended for modeling a DM’s complicated preferences in interactive approaches. In addition, while the number of non-dominated solutions of a multi-objective optimization problem such as the MV model produced at each interaction is very large, the pruning method [79] is a very effective way of generating a set with a greatly reduced number of representative non-dominated solutions; the integration of the pruning method into our MV-IMCDM is a promising research topic that presents the potential of enhancing the system’s performances.
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Abbreviations

| Acronyms     | Explanation                                           |
|--------------|-------------------------------------------------------|
| ABC          | Artificial bee colony                                  |
| DM           | Decision maker                                        |
| DT           | Decision tree                                         |
| DT-PM        | Decision tree-preference model                        |
| EMO          | Evolutionary multi-objective optimization             |
| G-PM         | General polynomial-preference model                   |
| IMCDM        | Interactive multi-criteria decision making            |
| L-PM         | Linear-preference model                               |
| MOEA/D       | Multi-objective evolutionary algorithm based on decomposition |
| MV           | Mean variance                                         |
| MV-IMCDM     | Mean variance-Interactive multi-criterion decision making |
| PM           | Preference feedback                                   |
| NPGA-II      | Niched pareto genetic algorithm II                    |
| PSO          | Particle swarm optimization                           |
| SPEA2        | Strength Pareto evolutionary algorithm 2              |

Appendix A

Table A1. The 18 selected stocks and their returns.

| Stock Category and Code | Company Stock Code | Company in Short | Expected Return |
|-------------------------|--------------------|------------------|-----------------|
| agriculture, forestry, husbandry, fishery (A) | 002458 | Yisheng Stock | 0.146350 |
| mining (B) | 601899 | Zijin Mining | 0.035467 |
| manufacturing (C) | 600809 | Shanxi Fenjiu | 0.087283 |
| electricity, heating, gas, water, supply (D) | 601139 | Shenzhen Gas | 0.037375 |
| architecture (E) | 002140 | Donghua Tech | 0.038983 |
| wholesale, retailer (F) | 603708 | Jiajiayue | 0.041692 |
| transportation, storage, post (G) | 601111 | Air China | 0.026667 |
| accommodation, catering (H) | 000428 | Huatian Hotel | 0.07550 |
| information (I) | 600570 | Hangseng Elec | 0.063117 |
| finance (J) | 000001 | Pingan Bank | 0.052067 |
| estate (K) | 600383 | Jingdi Group | 0.043716 |
| lease, business service (L) | 601888 | CITS | 0.036816 |
| science, technique (M) | 002887 | Huayang Intl | 0.035520 |
| irrigation, environment, infrastructure (N) | 000069 | Green Ecology | 0.024300 |
| education (P) | 002607 | Zhonggong Edu | 0.043266 |
| sanitation, society (Q) | 300015 | Aier Eye | 0.059350 |
| culture, PE, entertainment (R) | 300251 | Ray Media | 0.043150 |
| composite (S) | 600455 | Broadcom Shares | 0.044383 |
Figure A1. The evolution of the frontier points and the user preferred solution under guidance of DT-PM in MV-IMCDM (Red points are the user preferred solutions at each interaction).
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