Conservative Generator, Progressive Discriminator: Coordination of Adversaries in Few-shot Incremental Image Synthesis
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Abstract. In this work, we study the underrepresented task of generative incremental few-shot learning. To effectively handle the inherent challenges of incremental learning and few-shot learning, we propose a novel framework named ConPro that leverages the two-player nature of GANs. Specifically, we design a conservative generator that preserves past knowledge in a parameter- and compute-efficient manner, and a progressive discriminator that learns to reason semantic distances between past and present task samples, minimizing overfitting with few data points and pursuing good forward transfer. We present experiments to validate the effectiveness of the proposed framework.
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1 Introduction

The ability to learn from a continuum of data is essential not only for the academic pursuit of human-like AI but also for many practical scenarios where the training dataset is imperfect and prone to distribution shifts. Though incremental learning (IL) has long been an important research topic, catastrophic forgetting [20] still poses grave challenges that even the state-of-the-art methods fail to overcome perfectly. Moreover, the concept of incremental learning has mainly been studied in the classification context [11,18], leaving other downstream tasks such as generative modeling relatively less explored.

Meanwhile, as deep neural networks are notoriously data hungry, data-efficient training has gained increasing attention from the community in an attempt to broaden their applications and imitate human intelligence [1,7,15]. Data-efficient training, also known as low-shot or few-shot learning, has been actively studied in a wide variety of task settings including classification [5,21], object detection [9], 3D view synthesis [28,29], and content generation [19,17,14,12,16]. Few-shot image synthesis, in specific, aims to generate diverse samples of reasonable quality by suppressing memorization. Several recent works [14,19,13] demonstrated promising results with as few as 10 to 100 training samples.

In this work, we attempt to bridge the gap between the two core components of human intelligence, namely incremental learning and few-shot learning,
and explore incremental few-shot learning of generative models. This task setting imposes two fundamental challenges: catastrophic forgetting and overfitting. In order to overcome this pair of obstacles, we leverage the two-player nature of GANs in a divide-and-conquer manner. In our framework, the conservative generator adopts task-specific modular expansion with minimal memory- and compute-growth to preserve past knowledge and serve as a memory replay generator. The progressive discriminator, on the other hand, minimizes overfitting by actively engaging in in-domain (current task) and cross-domain (past tasks) distance learning, where previous task samples are generated by the conservative generator. Combining the pair, our method (ConPro) successfully handles the two challenging problems at once thanks to the reinforcing synergy of the adversaries.

Our key insight is that conventional IL methods largely overlook the role of discriminator since the generator is the one responsible for past tasks. Nevertheless, as incremental few-shot learning (IFL) poses additional data constraint, we believe that the discriminator matters and thus should be actively engaged. Empirical advantages of ConPro further supports our claim.

2 Approach

We consider the class-incremental setting where our conditional generative model learns to generate samples from an incoming sequence of classes while preserving the knowledge about past classes. One benefit of this problem setting is that the generative model can be further employed as a generative replay for continual learning of other downstream tasks [22]. In Sec. 2.1, we discuss the parameter- and compute-efficient design of our conservative generator that employs factorized modulation [23]. Sec. 2.2 describes the discriminator, which actively compares and contrasts current class samples and past samples to learn stronger visual reasoning as the training proceeds (hence progressive), and provide a better guidance to the generator. Based on Sec. 2.2, we introduce a simple yet effective weight initialization technique based on discriminator’s domain distance evaluation that fosters performance and convergence.

2.1 Adaptive Factorized Modulation

We propose a task-specific weight modulation technique inspired by Factorized Multiplicative Module [23]. Following the convention of IFL that typically assumes a large base task and the ensuing few-shot tasks, we fix the parameters learned from the base task and only train the task-specific modulation parameters for each task.

Formally, let $F \in \mathbb{R}^{c_{out} \times c_{in} \times k \times k}$ be a convolutional layer parameters with kernel size $k$ learned from the base task. We reshape as $(c_{out} \times k, c_{in} \times k)$ and apply task-specific modulation as element-wise multiplication. Our modulation parameters are low-rank factorized with two matrices of shape $(c_{out} \times k, r)$, $(r, c_{in} \times k)$ where $r$ refers to the rank, and an ensuing sigmoid activation ensures their range. Graphical illustration is provided in Fig. 1.
2.2 Discriminator Distance Learning

With the help of knowledge preserving generator, our discriminator can be trained with both present and past task samples. As opposed to previous works [3,27] that left it untouched, we claim that the discriminator plays an important role under additional dataset constraint and hence deserves modifications. Inspired by self-supervised learning [2,6] and few-shot image generation [13], we introduce two distance learning objectives for in-domain and cross-domain:

**In-domain distance learning** adopts the formulation of MDL [13] to smooth the latent space. We sample latent mixup coefficients from, e.g., Dirichlet, generate latent-mixup samples and enforce them to have semantic similarities proportional to the mixup ratio. Formally, the objective is as follows:

$$L_{MDL}^G = E_{z \sim p(z), c \sim Dir(1)} [KL(P_l || Q)],$$  \hspace{1cm} (1)

$$P_l = \text{softmax} (\{ \text{sim}(G_l(z_0), G_l(z_i)) \}_{i=1}^N),$$ \hspace{1cm} (2)

$$Q = \text{softmax} (\{ c_i \}_{i=1}^N).$$ \hspace{1cm} (3)

where $l$ indicates activation layer index, $Dir(1)$ refers to the Dirichlet distribution with all-1 parameters and $c \triangleq [c_1, \cdots, c_N]^T$. Similar regularization is imposed on the discriminator as well with an additional linear projection layer denoted $proj$ as in [2].

$$L_{MDL}^D = E_{z \sim p(z), c \sim Dir(1)} [KL(R || Q)],$$ \hspace{1cm} (4)

$$R = \text{softmax} (\{ \text{sim}(\text{proj}(d_0), \text{proj}(d_i)) \}_{i=1}^N).$$ \hspace{1cm} (5)

**Cross-domain distance learning** imposes supervised contrastive learning objective [10] between current real samples and past generated images where all samples belonging to the same class are regarded as positive samples. As naive data augmentations can hurt synthesis quality, we simply omit them and leave the incorporation for future work. Our final objective is as follows:

$$L_G = L_{adv}^G + \lambda_{MDL}^G L_{MDL}^G,$$ \hspace{1cm} (6)

$$L_D = L_{adv}^D + \lambda_{MDL}^D L_{MDL}^D + \lambda_{SupCon} L_{SupCon}.$$ \hspace{1cm} (7)

2.3 Distance Aware Initialization (DAI)

Good parameter initializations can improve model convergence and the overall performance greatly [3,27]. Since our discriminator is trained to reason about semantic distances between cross-domain samples, we leverage this capacity to
| FID | Task 1 | Task 2 | Task 3 | Task 4 | Task 5 | Task 6 | Task 7 |
|-----|--------|--------|--------|--------|--------|--------|--------|
| CAM-GAN [27] | 254.5 | 213.3 | 237.6 | 303.6 | 199.3 | 253.2 | 235.2 |
| + AFM | 232.8 | 229.2 | 278.9 | 175.4 | 292.6 | 241.6 | 164.8 |
| + MDL | 184.0 | 173.7 | 229.5 | 135.3 | 197.6 | 160.2 | 123.2 |
| + SupCon | 154.5 | 137.8 | 261.1 | 131.5 | 190.1 | 184.4 | 127.8 |
| + DAI (ConPro) | 154.5 | 137.8 | 233.1 | 118.0 | 176.2 | 155.8 | 119.2 |
| Joint (oracle) | 42.9 | 69.6 | 71.1 | 54.5 | 65.5 | 36.5 | 106.7 |

Table 1: Quantitative results on few-shot incremental generation with randomly sampled Animal Face Dataset. Ours provides consistent gains over the baseline.

initialize generator modulation parameters with those from the most relevant past task. That is, we draw a batch of current real and past generated samples, compute their distances in the discriminator feature space and choose the task with minimal feature distance to the current batch of real samples. As we show in Sec. 3, DAI stabilizes training and improves the final performance. Also we note that it is much simpler and faster than TSL in [27] that computes Fisher Information Matrix of generator parameters to find the relevant task.

3 Experiments

We conduct experiments using Animal-Face dataset that consists of roughly 100 samples per class. We simulate the incremental setting with 7 randomly sampled classes, and use Celeb-A pretrained GP-GAN as the backbone following [27,3].

Tab. 1 shows the quantitative results, where each component of ConPro contributes to the performance gain and sums up to provide significant advantage over the baseline. We note that our approach saves both parameters (57.98M vs 58.88M) and compute (30% faster in wall-clock time). We present non-cherry-picked samples from ConPro in Fig. 2 for qualitative validations.

4 Conclusion

In this work, we tackled a relatively unexplored task of generative incremental few-shot learning. As it differs from simple IL and few-shot learning, we propose a novel GAN framework named ConPro that collaboratively addresses the challenges.
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