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Abstract—The fact that event-triggered control (ETC) often exhibits an improved performance-communication tradeoff over time-triggered control renders it especially useful for networked control systems (NCSs). However, it has proven difficult to characterize the traffic produced by ETC a priori. Rollout ETC addresses this issue by using a triggering and control law that is implicitly defined by the solution to an optimal control problem (OCP), instead of an explicit one as in classical ETC. This allows to directly incorporate predefined constraints on the transmission traffic as well as on states and inputs. In this article, we examine the practically relevant case when outputs instead of state measurements are available, and measurements as well as the LTI plant are subject to uncertainties. To address these challenges, we adapt methods from robust tube-based model predictive control and propose three different strategies to implement an error feedback in an NCSs setup, the applicability of which depends on the capabilities of the actuator. We establish recursive feasibility, robust constraint satisfaction, and convergence. Finally, we illustrate our results in a numerical example.
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I. INTRODUCTION

EVENT-TRIGGERED control (ETC) (see [1] for an overview) has become popular in recent years as a strategy to tackle the challenges posed by networked control systems (NCSs). The main paradigm of ETC is that a state-dependent trigger condition is monitored during runtime to determine when a control update should be transmitted. If well designed, ETC exhibits a better performance-communication tradeoff than time-triggered control (TTC), such that communication is reduced. Therefore, as a common argument, ETC avoids congestion of the communication medium and, thus, leads to low delays and packet dropout probabilities.

However, it is, in fact, hard to characterize the transmission traffic pattern produced by a given ETC system a priori, as remarked in the recent work [2]: “very little is known about the actual behavior of the inter-event times.” Only recently, there have been several works on this matter, but the results obtained thus far consider special system classes and trigger rules [2], [3] or suffer from high computational complexity [4], [5]. An especially challenging task is to design ETC mechanisms which fulfill predefined requirements on the transmission traffic, e.g., a certain bandwidth limit. Achieving this typically requires numerous iterations of numerical simulation or formal traffic pattern analysis, and a subsequent redesign of the trigger and control law. Consequently, a guarantee that ETC avoids congestion is, in fact, not straightforward and requires great attention in the design process.

Rollout ETC [6] has the potential to facilitate this design process, due to its ability to directly incorporate bandwidth constraints in the trigger condition. In contrast to classical ETC, where the trigger and control law is given in an explicit manner, the trigger and control law in rollout ETC is implicitly defined by the solution to an optimal control problem (OCP), maximizing the expected performance over a prediction horizon with respect to the triggering time instants and control updates. In rollout ETC, the state is measured periodically, the OCP is solved based on the new measurement, and then the first part of the optimized transmission schedule and input trajectory are applied in closed loop. The design of rollout ETC schemes, which respect a certain bandwidth, is simple: the only requirement is to include the desired bandwidth constraint in the OCP, and then the optimal transmission strategy is determined by the implicit trigger rule automatically. Similarly, explicit constraints on the state and input can be incorporated, which is not readily possible in TTC and classical ETC. The main idea of rollout ETC was introduced in [6] for linear and unconstrained plants, and was later extended to constrained [7] and nonlinear plants [8] using tools from model predictive control (MPC).

While uncertainty as well as output feedback in classical ETC is well understood (see, e.g., [9]–[12]), these issues have found little attention in the literature on rollout ETC so far. Nonetheless, they are very important for practical applicability: Often, only output measurements are available instead of full state information, measurement noise arises in all applications to a greater or lesser extent, and disturbances on the plant occur due to physical disturbances, unmodeled dynamics, or parameter uncertainties. At the same time, real-world plants are often...
subject to state and input constraints, which make safe operation under uncertainty all the more challenging. Some preliminary work on this set of issues was presented in [6], which investigated state-feedback rollout ETC for unconstrained plants subject to additive, stochastic disturbances.

In this article, we qualify rollout ETC for output feedback, measurement noise, and disturbances in the presence of state and input constraints. In particular, we consider an NCS where the controller is collocated with the sensor, and the controller is connected with the actuators via a bandwidth-constrained network (as in [2]–[11]). The linear time-invariant (LTI) plant is subject to bounded additive disturbances and state and input constraints, while only a noisy output of the plant is available for control. We exploit that rollout ETC is closely related to MPC, and build on existing robust tube-based MPC approaches (see, e.g., [13]): First, we introduce [1, H] robust control invariant (RCI) sets for NCSs, which bound the effect of the uncertainties despite the fact that transmissions might be up to H time steps apart. We propose three different strategies to implement an error feedback in the considered NCS setup, each requiring different assumptions on the actuator and giving rise to a different form of the [1, H] RCI set. Second, we introduce a schedule constraint in the prediction to ensure that inter transmission intervals in closed loop are indeed no longer than H. Third, we propose a novel tube MPC scheme, in which the initial condition in the prediction is an optimization variable only in case there is also a transmission scheduled. We prove recursive feasibility of the proposed scheme, satisfaction of the state, and input constraints despite the uncertainties and convergence to a bounded set.

In our preliminary work on robust rollout ETC [14], we considered a disturbance on the plant, but assumed perfect state measurements. Furthermore, we considered a zero-order hold (ZOH) actuator only. In this article, we include also output feedback and measurement noise and, in addition, treat two types of more capable actuators that are able to implement more advanced error feedback. Further, we derive a checkable condition for existence of a [1, H] RCI set for the ZOH actuator, and present an algorithm to construct this set.

The rest of this article is organized as follows. In Section II, we discuss the considered NCS architecture, present how to capture the bandwidth constraint, and introduce the implicit triggering and control law. In Section III, we bound the influence of the uncertainties and introduce the three different types of actuators. We detail the proposed robust rollout ETC algorithm in Section IV, where we also establish recursive feasibility, robust constraint satisfaction, and convergence guarantees. A numerical example is presented in Section V. Finally, Section VI concludes this article. Some lengthy proofs are provided in the Appendix.

\( N \) denotes the set of natural numbers, \( N_0 := \mathbb{N} \cup \{0\} \), \( N_{[a,b]} := \mathbb{N}_0 \cap [a, b] \) and \( N_{[a,\infty)} := \mathbb{N}_0 \cap [a, \infty) \), \( a, b \in \mathbb{N}_0 \). \( I \) denotes the identity matrix and \( 0 \) is the zero matrix of appropriate dimension. \( A > 0 \) (\( A \geq 0 \)) denotes a symmetric positive (semi)definite matrix. We call a compact and convex set containing the origin a \( C \) set. \( \oplus \) denotes Minkowski set addition and \( \ominus \) Pontryagin set difference. \( \forall, \wedge \) denote the logical or and and, respectively.

II. NCS ARCHITECTURE

We consider the NCS architecture depicted in Fig. 1. The discrete-time LTI plant is subject to a disturbance \( w_p \) and its measured output \( y_p \) is affected by the measurement noise \( v_p \). In our NCS setup, updates of the control input \( u_c \) need to be transmitted to the actuator via a bandwidth-constrained communication network. This constraint is captured in a so-called token bucket traffic specification (TS) [15], which restricts the time instants at which a transmission may be triggered and serves as a “contract” between the network and the control loop: If the assigned TS is respected by the transmission traffic, the network guarantees that there is no congestion such that drop-out probabilities and delays are low [16]. The device running the rollout ETC is collocated with the sensor, which is why we speak of a “smart sensor” here. In each time step, it samples the output and solves an OCP to determine the control update \( u_c \) and whether a transmission over the network should be triggered or not, as captured by \( \gamma \in \{0,1\} \). At the other side of the network, an actuator applies the last received control update \( u_c \) and an error feedback \( u_e \) to the plant. Next, we detail each of the components before introducing a mathematical description of the overall NCS.

A. Plant

The plant is given by the perturbed discrete-time LTI system

\[
x_p(k+1) = A_p x_p(k) + B_p u_p(k) + w_p(k), \quad x_p(0) = x_{p,0} \\
y_p(k) = C_p x_p(k) + v_p(k)
\]

where \( k \in \mathbb{N}_0 \) denotes time, \( x_p(k) \in \mathbb{R}^{n_p} \) is the plant state, \( u_p(k) \in \mathbb{R}^{m_p} \) is the plant input, and \( y_p(k) \in \mathbb{R}^{q_p} \) is the measured plant output. Both state and input are subject to the constraints \( x_p(k) \in X_p \) and \( u_p(k) \in U_p \), where \( X_p \subseteq \mathbb{R}^{n_p} \) and \( U_p \subseteq \mathbb{R}^{m_p} \) are closed sets containing the origin. The variables \( w_p(k) \in \mathbb{R}^{n_p} \) and \( v_p(k) \in \mathbb{R}^{q_p} \) represent disturbances and measurement noise, respectively. They cannot be measured, but are known to be bounded

\[
w_p(k) \in \mathbb{W}_p, \quad v_p(k) \in \mathbb{V}_p
\]

where \( \mathbb{W}_p \subseteq \mathbb{R}^{n_p} \) and \( \mathbb{V}_p \subseteq \mathbb{R}^{q_p} \) are \( C \) sets. The pair \((A_p, B_p)\) is assumed to be stabilizable and \((A_p, C_p)\) detectable. To measure performance, a quadratic cost is associated with the plant

\[
x_p^T Q x_p + u_p^T R u_p
\]

where \( Q \succ 0 \in \mathbb{R}^{n_p \times n_p} \) and \( R \succ 0 \in \mathbb{R}^{m_p \times m_p} \).
B. Smart Sensor

In each time step, the smart sensor measures the noisy output of the plant $y_p(k)$. It also runs the rollout ETC (RETC) which, based on the taken measurement, calculates the control update $u_c(k)$ and determines whether this update should be transmitted via the network to the actuator. This binary transmission decision takes the values

$$\gamma(k) = \begin{cases} 1, & \text{if a transmission is triggered at time } k \\ 0, & \text{if not.} \end{cases}$$

The control update and transmission decision are computed according to the law

$$\left[u_c(k)^\top \gamma(k)\right]^\top = \kappa_{\text{RETC}}(y_p(k), k)$$

where $\kappa_{\text{RETC}} : \mathbb{R}^p \times \mathbb{N}_0 \to \mathbb{R}^m \times \{0, 1\}$ is implicitly defined by the solution to an OCP.\(^1\) The implicit triggering and control law is detailed in Section IV.

C. Network and Token Bucket TS

As depicted in Fig. 1, an update of the control input $u_c$ cannot be applied to the plant directly and must be transmitted to the actuator via a communication network. Throughout this article, we assume that transmissions over the network must fulfill the token bucket TS [15], which is based on an analogy to a bucket containing a variable amount of tokens. New tokens are added to the bucket at a constant rate of $g \in \mathbb{N}_{\geq 1}$, while triggering a transmission comprises a certain cost $c \in \mathbb{N}_{\geq g}$. The bucket has a maximum capacity $b \in \mathbb{N}_{\geq c}$ and arriving tokens are discarded if the bucket is already full. Hence, the bucket level $\beta$ is governed by the difference equation

$$\beta(k + 1) = \min\{\beta(k) + g - (\gamma(k)c, b]\}, \quad \beta(0) = \beta_0.$$  

The rollout ETC is only allowed to trigger a transmission [i.e., $\gamma(k) = 1$] if the current amount of tokens is sufficient to support the transmission cost $c$, which can be described by the constraint $\beta(k) \geq 0$ for all $k \in \mathbb{N}_0$. Hence, the average transmission rate allowed by the token bucket TS is $\frac{\beta(k)}{c}$. In addition, it can be guaranteed a priori that transmissions are possible at a base period of $\lceil \frac{\beta(k)}{g} \rceil$ time instants. If the parameters $g$ and $c$ are chosen such that $\frac{c}{g}$ is at most as high as the bandwidth of the bottleneck link in the network, congestion is avoided which, in turn, results in low packet dropout probabilities and delays [16]. This justifies assuming in this article that both are negligible if the token bucket TS is fulfilled.

D. Actuator

The actuator stores the last received control update in an auxiliary state $u_s$ according to

$$u_s(k + 1) = \gamma(k)u_c(k) + (1 - \gamma(k))u_s(k)$$

with $u_s(0) = u_{s,0}$. Borrowing from the typical approach in tube-based MPC, the control update $u_c$ is appended with a so-called error feedback term $e_c$ in order to contain the error between a nominal version of the plant and the real, uncertain plant (1) in a bounded set. In Section III, we detail the error feedback and suggest that for some types of actuators, it can be updated regardless of the transmission decision. For now, we presume that the error feedback at time $k$ is given by $u_e(k)$. Consequently, the input applied to the plant is

$$u_p(k) = \gamma(k)u_c(k) + (1 - \gamma(k))u_s(k) + u_e(k).$$

E. Overall NCS

We have seen in the previous subsections that the actuator stores the last received control update in an auxiliary state $u_s$ and that the bucket level $\beta$ is a dynamical state of the NCS as well. As a result, in addition to the plant state $x_p$, these variables represent a component of the NCS’s overall state

$$x := \begin{bmatrix} x_p^\top & u_s^\top & \beta \end{bmatrix}^\top.$$  

Likewise, the overall input consists of the control update $u_c$, the transmission decision $\gamma$, and the error feedback $e_c$.

$$u := \begin{bmatrix} u_c^\top & \gamma & u_e^\top \end{bmatrix}^\top.$$  

The overall NCS dynamics then become

\begin{align*}
    x(k + 1) &= f(x(k), u(k)) + w(k), \\
    f(x, u) &= \begin{bmatrix} A_p x_p + B_p ((1 - \gamma)u_s + \gamma u_c + u_e) \\
    (1 - \gamma)u_s + \gamma u_c \\
    \min\{\beta + g - \gamma c, b\} \end{bmatrix}, \\
    w &= \begin{bmatrix} w_p^\top \\
    0 \\
    0 \end{bmatrix},
\end{align*}

and the overall output equation is

$$y(k) = C x(k) + v(k), \quad v := \begin{bmatrix} v_p^\top & 0 & 0 \end{bmatrix}^\top$$

where $C := \text{diag}\{C_p, I, 1\}$. We collect all constraints in the overall state and input constraints $x(k) \in \mathbb{X} := \mathbb{X}_p \times \mathbb{U}_p \times \mathbb{N}_{[0, 0]}$ and $u(k) \in \mathbb{U} := \{(u_c, \gamma, u_e) \in \mathbb{R}^{m_p+1} | u_c + u_e \in \mathbb{U}_p, \gamma \in \{0, 1\}\}$. The overall input constraint takes this form since the sum of updated control $u_c$ and error feedback $u_e$ is applied to the plant, such that their sum must be contained in $\mathbb{U}_p$. Further, we denote the dimension of the overall state, input, and output as $n := n_p + m_p + 1$, $m := 2m_p + 1$, and $q := q_p + m_p + 1$, respectively, and we define the uncertainty sets $w(k) \in \mathbb{W} := \mathbb{W}_p \times \{0\} \times \{0\}$ and $v(k) \in \mathbb{V} := \mathbb{V}_p \times \{0\} \times \{0\}$.

III. Bounding the Influence of the Uncertainties

In this section, we bound the influence of the uncertainties in order to account for them in a so-called tube-based MPC scheme. There, the idea is to use a nominal version of the plant, neglecting the uncertainties, in the prediction and to keep the uncertainties as small as possible.
error between the real and nominal state in a tube through an error feedback. This allows to tighten the constraints used in the prediction by the tube size such that satisfaction of the original constraints is ensured. Here, we use a Luenberger observer to estimate the plant state and show that the estimation error is bounded by an invariant set. Then, we will bound the influence of the disturbance on the control error between the estimated state and the state of the nominal system used for predictions. To this end, we will introduce a novel definition of an error feedback and a [1, H] RCI set tailored to NCSs, which can handle inter-transmission intervals of several time steps in length. We will present three distinct strategies to implement the error feedback in an NCS setup, depending on the capabilities of the actuator. Finally, the invariant sets for estimation and control error will be combined to form the tube bounding the error between the real and nominal system.

A. Observer and Bound for Estimation Error

We run a Luenberger observer at the smart sensor to estimate the state of the plant. The estimated plant state \( \hat{x}_p(k) \in \mathbb{R}^{n_p} \) follows the dynamics

\[
\hat{x}_p(k + 1) = A_p \hat{x}_p(k) + B_p u_p(k) + L_p(y_p(k) - C_p \hat{x}_p(k))
\]

(5)

where \( L_p \) is such that \( A_p - L_p C_p \) is Schur. Plugging in \( u_p(k) \), to which the observer is assumed to have access, we rewrite the observer dynamics (5) as

\[
\hat{x}_p(k + 1) = A_p \hat{x}_p(k) + B_p (1 - \gamma(k)) \hat{u}_s(k) + B_p \gamma(k) u_c(k)
+ B_p u_c(k) + L_p C_p (x_p(k) - \hat{x}_p(k)) + L_p v_p(k).
\]

(6)

For the overall state \( x \), we define an observer system which consists of the Luenberger observer (6) for \( x_p \), and simulators for \( u_s \) and \( \beta \) (with their simulated versions denoted \( \hat{u}_s \) and \( \hat{\beta} \)). The latter two are internal variables of the controller, which is why they are known with certainty. The reason for defining this overall observer system nonetheless is that the real overall system (4) contains these states as well. It reads

\[
\dot{x}(k + 1) = f(\dot{x}(k), u(k)) + B_e \epsilon(k) + B_e v(k)
\]

(7)

where \( \dot{x}(k) := [\dot{x}_p(k) \, \dot{\hat{x}}_s(k) \, \dot{\hat{\beta}}(k)]^\top \in \mathbb{R}^n \) is the observer state, \( \epsilon(k) := x(k) - \hat{x}(k) \) is the estimation error, \( B_e := \text{diag}(L_p C_p, 0, 0) \), and \( B_e := \text{diag}(L_p, 0, 0) \).

Our goal now is to derive a bound on the estimation error \( \epsilon \), to be able to account for it later in a tube-based scheme. Such a bound can be derived by means of a robust positively invariant (RPI) set, for which we recall the following definition.

**Definition 1 ([17]):** A set \( \Psi \subset \mathbb{R}^n \) is RPI for the estimation error \( \epsilon \) if and only if for all \( x(k), \hat{x}(k) \in \mathbb{R}^n \) such that \( \epsilon(k) \in \Psi \), for any \( w(k) \in \mathbb{R}^n \) and \( v(k) \in \mathbb{R}^n \), it holds that \( \epsilon(k + 1) \in \Psi \).

**Lemma 2:** Suppose there exist \( L_p \in \mathbb{R}^{n_p \times q_p} \) and a set \( \Psi_p \in \mathbb{R}^{n_p} \), containing the origin, which satisfy

\[
(A_p - L_p C_p) \Psi_p \oplus \Psi_p \oplus (-L_p \Psi_p) \subseteq \Psi_p.
\]

(8)

Then, \( \Psi := \Psi_p \times \{0\} \times \{0\} \) is RPI for the estimation error \( \epsilon \).

**Proof:** Define \( \epsilon_p(k) := [I \, 0 \, 0] \epsilon(k) \) and suppose \( \epsilon(k) \in \Psi \). With the dynamics of system (4) and observer (7), we have

\[
\begin{align*}
\epsilon(k + 1) &= x(k + 1) - \hat{x}(k + 1) = f(x(k), u(k)) + w(k) - f(\dot{x}(k), u(k)) - B_e \epsilon(k) - B_e v(k) \\
&= u_p(k) = \hat{u}_s(k) + (A_p - L_p C_p) \epsilon_p(k) + w_p(k) - L_p v_p(k)
\end{align*}
\]

\[
\beta(k) = \beta(k)
\]

\[
\epsilon_p(k) \in (A_p - L_p C_p) \Psi_p \oplus (L_p \Psi_p) \times \{0\} \times \{0\}
\]

(8)

\[
\subseteq \Psi_p \times \{0\} \times \{0\} = \Psi.
\]

**Remark 3:** Since \( (A_p, C_p) \) is detectable, \( L_p \) can be chosen such that \( A_p - L_p C_p \) is Schur. This is a sufficient condition for existence of \( \Psi_p \), that satisfies (8) (cf. [17]).

Hence, under condition (8), \( \Psi \) is an RPI set for the estimation error \( \epsilon \). It immediately follows that if \( \epsilon(0) \in \Psi \), then \( \epsilon(k) \in \Psi \) for all \( k \in \mathbb{N}_0 \). As a result, the “observer disturbance” \( \delta(k) := B_e \epsilon(k) + B_e v(k) \) satisfies \( \delta(k) \in \Delta := B_e \Psi + B_e \Psi \) for all \( k \in \mathbb{N}_0 \).

Next, we introduce the nominal system neglecting the disturbances

\[
\begin{align*}
\dot{x}(k + 1) &= f(\dot{x}(k), \bar{u}(k))
\end{align*}
\]

(9)

with the nominal state \( \bar{x}(k) \in \mathbb{R}^n \) and nominal input \( \bar{u}(k) \in \mathbb{R}^m \), which will be used in the OCP for predictions. The fact that the estimation error does not leave \( \Psi \) allows to bound its influence in the prediction. The idea is now, as in [13], to bound also the control error between observer and nominal system \( \epsilon(k) := x(k) - \bar{x}(k) \). This is done by appending the nominal input \( \bar{u}(k) \), given by the solution to the OCP, by an error feedback which is then applied to the observer and the real system. As the observer state differs from the nominal state by \( \epsilon \), and the real state differs from the observer state by \( \epsilon \), it holds that \( x(k) = \bar{x}(k) + \epsilon(k) \). Therefore, bounding \( \epsilon \), as done next, will enable us to tighten the constraint sets for the nominal state and input in the predictions in order to ensure robust constraint satisfaction of the real state and input.

B. Error Feedback and Bound for Control Error

Recall that in our NCS setup, updated inputs need to be sent to the actuator via a network, and that the transmission traffic is constrained by the token bucket TS. As a result, it is, in particular, not possible to transmit and apply an updated version of the error feedback in each time step, as is done in classical tube-based MPC (cf. [13], [18], [19]).

In the following, we will present three different strategies to achieve an adequate error feedback in an NCS setup nonetheless, the applicability of which depends heavily on the capabilities of the actuator: For the first, called the ZOH actuator, we assume that it has no processor or clock and can only hold the last received control update \( u_c \). As a result, \( u_c \) is chosen to 0 and some kind of error feedback is already included in the control updates \( u_c \). This is the simplest conceivable type of actuator, which requires no additional assumptions compared...
to disturbance-free rollout ETC (cf. [6]–[8]). For the second, called the prediction-based actuator, we assume that it is able to perform simple arithmetic operations in addition to the ZOH. Then, the error feedback can be implemented by predicting the observer state locally at the actuator in an auxiliary state variable \( \hat{x} \), and the error feedback can be chosen as \( u_c = K(\hat{x} - \bar{x}) \). The auxiliary system is different from the nominal one since the error feedback is appended to the nominal input in case of the former. In the third scenario, called the local measurement actuator, we assume in addition that it has direct access to output measurements of the plant. Then, it can run a copy of the Luenberger observer locally and the error feedback can simply be chosen as \( u_c = K(\hat{x} - \bar{x}) \).

In what follows, we will bound the control error \( e \) in an RCI set. The exact form of this RCI set will depend on the chosen actuator and error feedback. First, we will introduce a suitable mathematical definition of an error feedback and RCI set for NCs. Then, we will describe the three different types of actuators and error feedbacks using this mathematical framework, and derive conditions for when a set is control invariant for each of these options.

1) Definition of \([1, H]\) Control Invariant Set: For each of the three strategies, we need to take into account that updated information cannot be sent to the actuator in each time step \( k \) due to the constraints of the token bucket TS. For this reason, we need to derive a bound on the control error \( e \) which is valid although the actuator did not receive any update of the error feedback or the nominal and observer state for several consecutive time steps. We say a set is \([1, H]\) RCI, \( H \in \mathbb{N} \), if it has the following property: If at \( i = 0 \), the control error \( e \) is contained in the set and a transmission takes place, and then the actuator receives no updated information for up to \( H \) consecutive time steps, it does not leave the set in any of these time \( H \) steps. Hence, knowledge of a \([1, H]\) RCI set enables us to bound the influence of the disturbance on the control error \( e \).

Next, we introduce a formal definition of a \([1, H]\) RCI set. To this end, consider an auxiliary system

\[
\hat{x}(k + 1) = f(\hat{x}(k), u(k)) \tag{10}
\]

to predict the observer state, with the auxiliary state \( \hat{x}(k) \in \mathbb{R}^n \). It receives the same input as the observer and real system, but neglects the disturbance. Further, consider that the control

\[
\bar{u}(0) = \tilde{\nu}(0) := \begin{bmatrix} \tilde{\nu}_c(0) \\ 1 \\ 0 \end{bmatrix},
\]

\[
\bar{u}(i) = \tilde{\nu}(i) := \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad \forall i \in \mathbb{N}_{[1,H-1]} \tag{11}
\]

is applied to the nominal system (9) with \( \tilde{\nu}_c(0) \in \mathbb{U}_p \). Then, the error feedback applied to the real (4), observer (7) and auxiliary system (10) is

\[
u(0) = \phi'(\tilde{\nu}(0), \hat{x}(0), \hat{x}(0), \tilde{x}(0)) := \begin{bmatrix} \mu(\tilde{\nu}_c(0), \hat{x}_p(0), \tilde{x}_p(0)) \\ 1 \\ \eta(\hat{x}_p(0), \tilde{x}_p(0), \bar{x}_p(0)) \end{bmatrix}
\]

\[
u(i) = \phi''(\tilde{\nu}(i), \hat{x}(i), \hat{x}(i), \tilde{x}(i)) := \begin{bmatrix} 0 \\ 1 \\ \eta(\hat{x}_p(i), \tilde{x}_p(i), \bar{x}_p(i)) \end{bmatrix} \tag{12}
\]

for all \( i \in \mathbb{N}_{[1,H-1]} \), where \( \mu : \mathbb{U}_p \times \mathbb{X}_p \times \mathbb{X}_p \rightarrow \mathbb{U}_p \) and \( \eta : \mathbb{X}_p \times \mathbb{X}_p \times \mathbb{X}_p \rightarrow \mathbb{U}_p \). Note that the term \( \mu \) may only depend on the nominal control update and on the observer and nominal state. As \( \gamma(0) = \tilde{\gamma}(0) = 1 \) and \( \gamma(i) = \tilde{\gamma}(i) = 0 \), \( i \in \mathbb{N}_{[1,H-1]} \), \( \mu \) is sent to the actuator at \( i = 0 \) and then zero-order held according to the system dynamics (4). In contrast, the term \( \eta \), which may depend on the observer, auxiliary, and nominal state, can take different values in each time step. The reasoning behind this is the following: The term \( \eta \) must not be used as a steering input, which must be computed by the rollout ETC and sent via the network, but it represents an error feedback which is locally computed at the actuator.

Let us consider next the state sequences of the nominal system under (11) and of the observer and auxiliary system under (12), i.e., that \( \bar{x}(i) = \tilde{\nu}(i), \bar{u}(0) = \phi'(\tilde{\nu}(0), \hat{x}(0), \hat{x}(0), \tilde{x}(0)) \) and \( u(i) = \phi''(\tilde{\nu}(i), \hat{x}(i), \hat{x}(i), \tilde{x}(i)) \) for all \( i \in \mathbb{N}_{[1,H-1]} \)

\[
\bar{x}(1) = f(\bar{x}(0), \tilde{\nu}(0)) \quad \bar{x}(i + 1) = f(\bar{x}(i), \phi''(\tilde{\nu}(i), \hat{x}(i), \hat{x}(i), \tilde{x}(i))) + \delta(0) \tag{13}
\]

and for all \( i \in \mathbb{N}_{[1,H-1]} \)

\[
\hat{x}(i + 1) = f(\hat{x}(i), \tilde{\nu}(i)) \quad \hat{x}(i + 1) = f(\hat{x}(i), \phi''(\tilde{\nu}(i), \hat{x}(i), \hat{x}(i), \tilde{x}(i))) + \delta(i) \tag{14}
\]

The control error is then defined for all \( i \in \mathbb{N}_{[0,H]} \) by

\[
e(i) := \hat{x}(i) - \bar{x}(i)
\]

where \( \hat{x}(i), \bar{x}(i), \) and \( \hat{x}(i) \) evolve according to (13) and (14).

Definition 4: For a given \( H \in \mathbb{N} \), a set \( \Omega \subseteq \mathbb{R}^n \) is \([1, H]\) RCI for the control error \( e \) if and only if there exist \( \mu : \mathbb{U}_p \times \mathbb{X}_p \times \mathbb{X}_p \rightarrow \mathbb{U}_p \) and \( \eta : \mathbb{X}_p \times \mathbb{X}_p \times \mathbb{X}_p \rightarrow \mathbb{U}_p \), such that for all
\( \dot{x}(0), \ddot{x}(0), \dddot{x}(0) \in \mathbb{X}, \dot{x}(0) = \dot{x}(0) \) with \( e(0) \in \Omega \), all \( \bar{v}_z(0) \in U_p \) and all \( \{\delta(i)\}_{i=0}^{H-1} \in \Delta^H \) it holds that
\[
e(i) \in \Omega, \forall i \in \{1, H\}.
\]

According to Definition 4, a set is \([1, H]\) RCI if the control error \( e \) does not leave the set for up to \( H \) consecutive time steps under the error feedback \( \phi', \phi'' \). Next, we will present three strategies to choose the involved terms \( \mu \) and \( \eta \), depending on the capabilities of the actuator.

2) ZOH Actuator: For the first strategy, we assume that the actuator has no computational abilities, clock, or memory, and can only hold the last received control update in a ZOH fashion. In this case, we propose to choose \( \mu \) as the nominal control update appended by a linear feedback on the current control error. Further, \( \eta \) is set to zero, since the actuator cannot perform any computations. In the following result, we formalize the proposed error feedback and derive a sufficient condition for when a set is \([1, H]\) RCI. The proof can be found in Appendix A. We define \( B_p^i \colon= \sum_{j=0}^{i-1}(A_p)^j B_p \).

**Lemma 5:** Suppose there exist \( H \in \mathbb{N}, K_p \in \mathbb{R}^{m_p \times n_p} \) and a set \( \Omega_p \subseteq \mathbb{R}^{n_p} \), containing the origin, which satisfy
\[
(A_p^i + B_p^i K_p)\Omega_p \oplus \left( \bigoplus_{j=0}^{i-1} A_p^j L_p(C_p \Psi_p \oplus \Psi_p) \right) \subseteq \Omega_p \tag{15}
\]
for all \( i \in \{1, H\} \). Then, with \( \mu(\bar{v}_c, \hat{x}_p, \bar{x}_p) := \bar{v}_c + K_p(\hat{x}_p - \bar{x}_p) \) and \( \eta(\hat{x}_p, \bar{x}_p, \bar{x}_p) := 0, \Omega := \Omega_p \times K_p \Omega_p \times \{0\} \) is \([1, H]\) RCI for the control error \( e \).

The particular form of Condition (15) allows us, given \( K_p \) and \( H \), to use methods from the literature on RPI sets for linear difference inclusions to check existence of a suitable \( \Omega_p \) [20, Th. 1], and to construct \( \Omega_p \) in practice [20, Algorithm 1], [21, Algorithm 2]. A condition similar to (15) appeared already in the context of tube-based self-triggered MPC [22], where knowledge of a suitable \( K_p \) was assumed, but no systematic design procedure was given. In the next lemma, we address this issue by stating conditions that permit an efficient search for \( K_p \). The proof can be found in Appendix B.

**Lemma 6:** Suppose \( \Psi_p \) from Lemma 2 is a C set and there exist a scalar \( \lambda \in (0, 1) \) and matrices \( X = X^\top \succeq 0 \in \mathbb{R}^{n_p \times n_p} \) and \( Y \in \mathbb{R}^{m_p \times n_p} \) such that
\[
\begin{bmatrix}
X & A_p^i X + B_p^i Y \\
X A_p^\top + Y^\top B_p^\top & \lambda X
\end{bmatrix} \succeq 0 \tag{16}
\]
is satisfied for all \( i \in \{1, H\} \). Then, if \( K_p := Y X^{-1} \), there exists an \( \Omega_p \) such that Condition (15) is satisfied.

**Remark 7:** For fixed \( \lambda \), a simultaneous search for \( X \) and \( Y \) can be performed via a semidefinite program.

3) Prediction-Based Actuator: For the second strategy, we presume that the actuator possesses sufficient computational power to perform simple arithmetic operations, such that it may predict the auxiliary and nominal state in order to apply the error feedback. This is possible since it is known beforehand that in between transmission instants, the nominal input remains unchanged. For this strategy, we propose to set \( \mu \) to be the nominal input and \( \eta \) to be a linear error feedback, penalizing the difference between the auxiliary and nominal state variable.

The following result establishes a condition under which a set is \([1, H]\) RCI under such an error feedback. The proof can be found in Appendix C.

**Lemma 8:** Suppose there exist \( H \in \mathbb{N}, K_p \in \mathbb{R}^{m_p \times n_p} \) and a set \( \Omega_p \subseteq \mathbb{R}^{n_p} \), containing the origin, which satisfy
\[
(A_p + B_p K_p)\Omega_p \oplus \left( \bigoplus_{j=0}^{i-1} A_p^j L_p(C_p \Psi_p \oplus \Psi_p) \right) \subseteq \Omega_p \tag{17}
\]
for all \( i \in \{1, H\} \). Then, with \( \mu(\bar{v}_c, \hat{x}_p, \bar{x}_p) := \bar{v}_c \) and \( \eta(\hat{x}_p, \bar{x}_p, \bar{x}_p) := K_p(\hat{x}_p - \bar{x}_p), \Omega := \Omega_p \times \{0\} \times \{0\} \) is \([1, H]\) RCI for the control error \( e \).

A similar condition for a \([1, H]\) RCI set also appeared in the context of tube-based self-triggered MPC in [23]. Since \((A_p, B_p)\) is stabilizable, \( K_p \) may be chosen such that \((A_p + B_p K_p)\) is Schur. By [23, Lemma 2], it is immediate that this is a sufficient condition for existence of \( \Omega_p \) that satisfies (17). As in the case of the ZOH actuator, a suitable set \( \Omega_p \) can be computed via [20] or [21, Algorithm 2].

4) Local Measurement Actuator: In addition to some computational abilities for arithmetic operations, we assume in the third scenario that the actuator has access to output measurements in each time step. Then, it may predict the nominal state and, furthermore, run a local copy of the Luenberger observer to compute the observer state. For this strategy, we propose to choose \( \mu \) as the nominal input and to penalize the difference between the observer and nominal state in \( \eta \). In the next result, we establish a sufficient condition for a \([1, H]\) RCI set using this error feedback. The proof can be found in Appendix D.

**Lemma 9:** Suppose there exist \( K_p \in \mathbb{R}^{m_p \times n_p} \) and a set \( \Omega_p \subseteq \mathbb{R}^{n_p} \), containing the origin, which satisfy
\[
(A_p + B_p K_p)\Omega_p \oplus L_p(C_p \Psi_p \oplus \Psi_p) \subseteq \Omega_p \tag{18}
\]
Then, with \( \mu(\bar{v}_c, \hat{x}_p, \bar{x}_p) := \bar{v}_c \) and \( \eta(\hat{x}_p, \bar{x}_p, \bar{x}_p) := K_p(\hat{x}_p - \bar{x}_p), \Omega := \Omega_p \times \{0\} \times \{0\} \) is \([1, H]\) RCI for the control error \( e \) for any \( H \in \mathbb{N} \).

In contrast to the ZOH and the prediction-based actuator, the RCI set for the local measurement actuator is independent of the open-loop length \( H \). Furthermore, we note that (18) is equivalent to the condition for when a set is RPI [17]. As a result, standard methods for computing RPI sets can be used to construct a suitable \( \Omega_p \) [24].

C. Bound for Error Between Real and Nominal System

Having bounded the estimation error as well as the control error, we are now able to bound the error between real and nominal state. As discussed above, this will make it possible to tighten the constraint sets for the nominal system used in the predictions, such that the real state will be guaranteed to satisfy the original constraints. In the following proposition, we establish that under any of the three error feedback strategies, the error between real and nominal state remains in the set \( \Omega \oplus \Psi \) for at least \( H \) time steps if \( \phi' \) is applied if there is a transmission, and \( \phi'' \) is applied if not. The proof is straightforward and therefore omitted.

**Proposition 10:** Suppose there exist \( L_p, \Psi_p \) such that the conditions of Lemma 2 are satisfied, and there exist \( H, K_p, \Omega_p \).
such that the conditions of either Lemma 5, 8 or 9 are satisfied. In addition, suppose for some \( t \in \mathbb{N}_0 \), \( x(t), \hat{x}(t) \), and \( \{ \bar{u}(i) \}_{i=1}^{t+h-1} \), \( h \in \mathbb{N}_{[t+1, t+h-1]} \), are given and the latter satisfies \( \gamma(t) = 1 \) and \( \bar{\gamma}(i) = 0 \), \( i \in \mathbb{N}_{[t+1, t+h-1]} \). Furthermore, suppose the initial states satisfy \( e(t) = \bar{x}(t) - \hat{x}(t) \in \Omega \), \( e(t) = x(t) - \hat{x}(t) \in \Psi \) and \( \bar{x}(t) := \hat{x}(t) \).

Then, if it holds that

\[
u(i) := \begin{cases} \phi'(\bar{u}(i), \hat{x}(i), \bar{x}(i), \bar{x}(i)) & \gamma(i) = 1 \\ \phi''(\bar{u}(i), \hat{x}(i), \bar{x}(i), \bar{x}(i)) & \gamma(i) = 0 \end{cases}
\]

\( i \in \mathbb{N}_{[t+1, t+h-1]} \), with \( \mu \) and \( \eta \) either from Lemma 5, 8, or 9, then the observer state satisfies \( \bar{x}(i) \in \{ \bar{x}(i) \} \oplus \Omega \) and the real state satisfies \( x(i) \in \{ \hat{x}(i) \} \oplus \Psi \subseteq \{ \bar{x}(i) \} \oplus \Omega \oplus \Psi \) for all \( i \in \mathbb{N}_{[0, h]} \) and for any \( \{ u(i) \}_{i=1}^{t+h-1} \in \mathbb{W}^h \), \( \{ v(i) \}_{i=1}^{t+h-1} \in \mathbb{V}^h \).

\[\text{IV. ROBUST ROLLOUT ETC}\]

In this section, we detail the proposed control scheme. First, we will introduce some preliminaries: The cyclic prediction horizon, the constraint tightening for the predictions, a constraint on the predicted transmission schedule to enforce that inter-transmission intervals are at most \( H \) time steps. Second, we will present the robust rollout ETC algorithm. Third, we will elaborate on its theoretical properties and establish recursive feasibility, robust constraint satisfaction, and convergence.

\[\text{A. Preliminaries: Cyclic Prediction Horizon, Constraint Tightening, and Schedule Constraint}\]

Rollout ETC requires special care when designing the underlying OCP. Since the transmission of a control update is not possible in every time step, standard techniques from MPC to ensure recursive feasibility and convergence cannot be directly applied. To guarantee these properties nonetheless, we employ a cyclically time-varying prediction horizon [25], [26] in place of a traditional constant horizon. For a cycle length \( M \in \mathbb{N} \) and a maximum horizon \( \overline{N} \in \mathbb{N}_{\geq M} \), the prediction horizon at time \( k \) is given by (see also [25, Fig. 1])

\[
N(k) := \overline{N} - (k \mod M).
\]

As asserted in Proposition 10, the error between real and nominal state is bounded by \( \Omega \oplus \Psi \) regardless of the disturbance realization. Hence, we tighten the constraint sets according to

\[
\tilde{X} := (X_p \oplus \Psi_p) \times (U_p \oplus K_p \Omega_p) \times \mathbb{N}_{[0, h]}
\]

\[
\tilde{X} := (X_p \oplus \Psi_p) \times (U_p \oplus K_p \Omega_p) \times \mathbb{N}_{[0, h]}
\]

\[
\tilde{U} := (U_p \oplus K_p \Omega_p) \times \{ 0, 1 \} \times \{ 0 \}
\]

\[\text{(20)}\]

where \( \tilde{X} \) and \( \tilde{U} \) are to be used in the prediction.

However, recall that the error between real and nominal state is only bounded if the inter-transmission interval is no longer than \( H \) time steps. To ensure the latter in closed loop, we introduce a counter \( s(k) \) to keep track of the time since the last transmission occurred. To be precise, the counter is defined such that at time \( k \), the last transmission was at \( k - s(k) - 1 \) (see Algorithm 1 for an explicit definition of \( s(k) \)). The idea is now to require that the predicted transmission schedules lie in a certain set, denoted by \( \Gamma^H_N(s(k)) \), as a constraint in the OCP in order to ensure a transmission at least every \( H \) time steps in closed loop. The set \( \Gamma^H_N(s) \) is defined as the set of all schedules of length \( N \), wherein the first transmission occurs after at most \( H - s - 1 \) steps and in which the remaining ones are at most \( H \) steps apart.

If \( N \) is smaller than \( H - s \), the schedule needs not contain a transmission. In order to introduce a formal definition of this set, we define first the ordered sequence of indices for which a schedule \( \gamma(\cdot) \in \{ 0, 1 \}^N \) is 1, according to

\[
\tau^H_N(s) := \sum_{i=0}^{N-1} \gamma(i) \text{ is the number of transmissions in } \gamma(\cdot).
\]

\[\text{B. Robust Rollout ETC Algorithm}\]

In this subsection, we detail the robust rollout ETC algorithm. To this end, we introduce the predicted nominal state and input trajectories at time \( k \) as \( \bar{x}(|k) := \{ \bar{x}(0|k), \ldots, \bar{x}(N(k)|k) \} \) and \( \bar{u}(|k) := \{ \bar{u}(0|k), \ldots, \bar{u}(N(k-1)|k) \} \). The objective function is defined by

\[
V(\bar{x}(|k), \bar{u}(|k), k) := \lambda(\bar{x}(0|k)) + \sum_{i=0}^{N(k)-1} \ell(\bar{x}(i|k), \bar{u}(i|k)) + V_f(\bar{x}(N(k)|k))
\]

where \( \lambda(\bar{x}) := \bar{u}^T_s S \bar{u}_s \), \( S \in \mathbb{R}^{m_s \times m_s} \). \( R \succeq \mathbb{R} \) is an additional weight on the initial predicted state, and \( V_f : \tilde{X} \rightarrow \mathbb{R} \) is the terminal cost. The stage cost is given by

\[
\ell(\bar{x}, \bar{u}) := \bar{x}_p^T Q \bar{x}_p + (1 - \gamma) \bar{u}_s^T R \bar{u}_s + \gamma \bar{u}_e^T R \bar{u}_e
\]

\[\text{(22)}\]

which is the quadratic cost associated with the plant (2).

\[\text{Remark 11:}\] The term \( \lambda \) is included in the objective function to establish convergence later, where the analysis relies on results from tube-based economic MPC [18], [19]. It is indeed essential for this guarantee, since the stage cost (22) is not positive definite with respect to \( \bar{u} \). Note that here, the effect of \( \lambda \) on the closed loop can be made negligibly small since \( S \) can be chosen arbitrarily small as long as it is positive definite.

Now, we are ready to state the OCP for robust rollout ETC. Given the observer state \( \hat{x}(k) \), the nominal state \( \bar{x}(k) \), and the counter \( s(k) \), we define the mixed-integer quadratic program\(^4\)

\[\mathcal{P}(\hat{x}(k), \bar{x}(k), s(k), k) \]

\[\text{solved in each time step } k, \text{ as}\]

\[
\min_{\bar{x}(k), \bar{u}(k)} V(\bar{x}(|k), \bar{u}(|k), k)
\]

\[\text{s.t.}\]

\[
\begin{cases}
\bar{x}(k) \in \{ \bar{x}(0|k) \} \oplus \Omega \ \bar{\gamma}(0|k) = 1 \\
\bar{x}(0|k) = \bar{x}(k) \ \bar{\gamma}(0|k) = 0
\end{cases}
\]

\[\text{(23a)}\]

\[\text{The numerical complexity of solving (23) is discussed in [27, Section I].}\]
\[ \bar{x}(i+1|k) = f(\bar{x}(i|k), \bar{u}(i|k)) \]  
(23b)

\[ \bar{x}(i|k) \in \bar{X}, \bar{u}(i|k) \in \bar{U} \quad \forall i \in \mathbb{N}_{[0,N(k)-1]} \]  
(23c)

\[ \bar{\gamma}(\cdot|k) \in \Gamma^H_N(s(k)) \]  
(23d)

\[ \bar{x}(N(k)|k) \in \bar{X}_f \]  
(23e)

with the closed terminal region \( \bar{X}_f \subseteq \bar{X} \). We comment on the exact choice of terminal ingredients to ensure recursive feasibility and convergence in Section IV-C.

We denote by the superscript * the nominal state and input trajectories that solve \( \mathcal{P} \). The robust rollout ETC operates according to Algorithm 1. Hence, the triggering and control law (3) is given by

\[ [u_c(k) \top \gamma(k)]^\top = \kappa_{\text{RETC}}(y_p(k), k) \]

\[ := \begin{bmatrix} \bar{\gamma}^*(0|k) \mu(\bar{u}^*_p(0|k), \bar{x}_p(k), \bar{x}^*_p(0|k)) \\ \bar{\gamma}^*(0|k) \end{bmatrix} \]

where \( \bar{\gamma}^*(0|k) \), \( \bar{u}^*_p(0|k) \) and \( \bar{x}^*_p(0|k) \) depend implicitly on \( y_p(k) \) through the observer and the solution to the time-varying OCP (23). Furthermore, the error feedback \( u_c(k) := \eta(\bar{x}_p(k), \bar{x}_p(k), \bar{x}^*_p(0|k)) \) is applied to the plant. The terms \( \mu, \eta \) depend on the chosen actuator.

**Remark 12:** In Step 2) of Algorithm 1, the sensor only needs to measure \( y_p \), whereas \( u_s \) and \( \beta \) are internal variables. Likewise, \( \bar{x}, \bar{\dot{x}}, \bar{s} \) and \( \bar{s} \) are internal variables of the controller and actuator, which justifies writing \( \kappa_{\text{RETC}} \) as being dependent on the plant output \( y_p \) and time \( k \) only.

**Remark 13:** We enforce \( \bar{\gamma}^*(0|0) = 1 \) to be able to give theoretical guarantees later. This requires \( \beta_0 \geq c-g \).

Note that according to (23a), the initial nominal state \( \bar{x}(0|0) \) is an optimization variable only if there is a transmission predicted at initial time, otherwise it is fixed to \( \bar{x}(0|k) = \bar{x}(k) = \bar{x}^*(1|k-1) \). This can be seen as a mixed strategy between [18, Section 6], [13], [19] where the initial state is always an optimization variable, and [18, Section 3] where the initial state is always fixed. The reason for this mixed strategy is the following: If one would reoptimize the nominal plant state although no transmission takes place, then one could also not send an updated version of the error feedback to the actuator. As a result, one could not guarantee that the control error is bounded by \( \bar{\Omega} \). However, if there is a transmission to the actuator scheduled, the nominal plant state can indeed be reoptimized since also the error feedback can be updated. We note that all theoretical guarantees (cf. Section IV-C) would be retained if one would enforce \( \bar{x}(0|k) = \bar{x}(k) \) also at times when a transmission does take place. However, in this case, there would be no feedback from the plant to the controller whatsoever. This is indeed provided by our mixed strategy, and typically results in better performance [18].

### Theoretical Properties: Recursive Feasibility, Robust Constraint Satisfaction, and Convergence

In this subsection, we derive conditions on the terminal region and cost such that recursive feasibility of the OCP, satisfaction of the original constraints, and convergence to a region around the origin can be guaranteed. We design the terminal ingredients similarly as in [8], where the cycle length \( M := \lceil \frac{\|s \|}{\|u \|} \rceil \) is set to the base period of the token bucket TS.

**Assumption 14:** There exist a closed set \( \bar{X}_{f,p} \subseteq X_{f,p} \otimes \Omega_{p} \otimes \Psi_{p} \) containing the origin, and \( K_{f,p} \in \mathbb{R}^{m_{f,p} \times n_{f,p}} \), such that \( K_{f,p} \bar{X}_{f,p} \subseteq U_{p} \otimes \Omega_{p} \otimes \Psi_{p} \) for all \( i \in \mathbb{N}_{[1,M-1]} \) and \( (A_{f,p}^M + B_{f,p}^M K_{f,p}) \bar{X}_{f,p} \subseteq \bar{X}_{f,p} \).

**Assumption 15:** There exists a \( P_{f,p} \succ 0 \in \mathbb{R}^{n_{f,p} \times n_{f,p}} \) such that

\[ (A_{f,p}^M + B_{f,p}^M K_{f,p})^\top P_{f,p}(A_{f,p}^M + B_{f,p}^M K_{f,p}) - P_{f,p} \leq - \sum_{i=0}^{M-1} (A_{f,p}^i + B_{f,p}^i K_{f,p})^\top Q_{f}(A_{f,p}^i + B_{f,p}^i K_{f,p}) \]

\[ - M K_{f,p}^\top R_{f,p} K_{f,p}. \]

**Remark 16:** If the pair \( (A_{f,p}^M, B_{f,p}^M) \) is controllable, an admissible choice for \( K_{f,p} \) and \( P_{f,p} \) is given in [8, Lemmas 1 and 2]. If \( X_{f,p} \otimes \Omega_{p} \otimes \Psi_{p} \) and \( U_{p} \otimes \bar{K}_{p} \Omega_{p} \) are polytopic, a suitable set \( \bar{X}_{f,p} \) can be constructed using methods as in [27, Remark 2].

With these two assumptions, we choose the terminal cost \( V_f(\bar{x}) := \bar{x}^\top P_{f,p} \bar{x} \), the terminal region

\[ \bar{X}_f := \bar{X}_f \times (U_{p} \otimes \bar{K}_{p} \Omega_{p}) \times \mathbb{N}_{[-c,g,b]} \]

and the terminal control sequence \( \kappa_0(x) := [(K_{f,p} \bar{x})^\top 1]^\top \) and \( \kappa_i(x) := [0 \ 0]^\top \) for all \( j \in \mathbb{N}_{[1,M-1]} \). We note that \( K_{f,p} \) can be different from \( K_{f,p} \).

---

**Algorithm 1:** Robust Rollout ETC Algorithm.

0: Set \( k = 0 \), enforce \( \bar{\gamma}^*(0|0) = 1 \), choose an arbitrary \( \bar{x}(0) \) that fulfills \( x(0) \in \{ \bar{x}(0) \} \otimes \Psi, \bar{x}(0) \) that fulfills \( x(0) \in \{ \bar{x}(0) \} \otimes \Omega \), and set \( s(0) = 0 \).

1: Solve \( \mathcal{P}(\bar{x}(k), \bar{x}(k), s(k), k) \).

2: Measure \( y(k) \). Set \( \bar{x}(k) := \bar{x}^*(0|k) \) and apply the nominal input \( \bar{u}(k) := \bar{u}^*(0|k) \) to the nominal system (9).

Case \( \bar{\gamma}^*(0|k) = 1 \):

1. Set \( \bar{x}(k) := \hat{x}(k) \).

Apply the error feedback

\[ u(k) = \phi'(\hat{u}(k), \hat{x}(k), \hat{x}(k), \hat{x}(k), \hat{x}(k), \hat{x}(k)) \]

\[ \bar{x}(k) = \begin{bmatrix} \mu(\bar{u}^*_p(0|k), \bar{x}_p(k), \bar{x}^*_p(0|k)) \\ \eta(\bar{x}_p(k), \bar{x}_p(k), \bar{x}^*_p(0|k)) \end{bmatrix} \]

to the real system (4), the observer system (7) and the auxiliary system (10). Set \( s(k+1) := 0 \).

Case \( \bar{\gamma}^*(0|k) = 0 \):

1. Apply the error feedback

\[ u(k) = \phi''(\bar{u}(k), \bar{x}(k)) \]

\[ \bar{x}(k) = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \]

\[ \eta(\bar{x}_p(k), \bar{x}_p(k), \bar{x}^*_p(0|k)) \]

to the real system (4), the observer system (7) and the auxiliary system (10). Set \( s(k+1) := s(k+1) \).

3: Set \( k \leftarrow k + 1 \) and go to 1.
Assumption 17: There exist $L_p, \Psi_p$ such that the conditions of Lemma 2 are satisfied and $K_p, \Omega_p$, and $H \geq M$ such that the conditions of Lemmas 5, 8, or 9 are satisfied. Also, $X_p \ominus \Omega_p \ominus \Psi_p$ and $U_p \ominus K_p \Omega_p$ are closed and contain the origin.

As an intermediate step towards recursive feasibility, the following result establishes that under application of Algorithm 1, there is indeed a transmission at least every $H$ time steps in closed loop. The proof can be found in Appendix E.

Lemma 18: Suppose $\overline{\mathcal{N}} \geq H \geq M = \lceil \frac{1}{\gamma} \rceil$ and for a $\overline{\mathcal{K}} \in \mathbb{N}_0$, $\mathcal{P}(x(k), \overline{x}(k), s(k), k)$ is feasible for all $k \in \mathbb{N}_{[0, \overline{\mathcal{K}}-1]}$. Then, for any $k \in \mathbb{N}_{[0, \overline{\mathcal{K}}-H]}$, it holds that $\sum_{i=k-H+1}^{k} \gamma(i) \geq 1$.

Remark 19: The exact choice of $H$ poses a tradeoff: By increasing $H$, longer intertransmission intervals can be tolerated, which gives more flexibility for scheduling. However, doing so would also enlarge $\Omega_p$, for the ZOH and prediction-based actuators [see (15) and (17)], which would result in tighter constraints for the nominal plant [see (20)]. In effect, the feasible set (the set of states such that $\mathcal{P}$ is feasible) would shrink as well. In contrast, in case of the local measurement actuator, the size of $\Omega_p$ is independent of $H$ (see (18)).

Finally, under the two results establish recursive feasibility: Robust constraint satisfaction and convergence. Note that constraint satisfaction also implies satisfaction of the token bucket TS and thus of the bandwidth constraint. The proofs can be found in Appendices F and G, respectively.

Theorem 20 (Recursive feasibility and robust constraint satisfaction): Suppose $\mathcal{P}(\hat{x}(0), \overline{x}(0), 0, 0)$ with the constraint $\overline{\gamma}(0) = 1$ is feasible, Assumptions 14 and 17 hold, and $\overline{\mathcal{N}} \geq H \geq M = \lceil \frac{1}{\gamma} \rceil$. Then, $\mathcal{P}$ is feasible for all $k \in \mathbb{N}_0$, the observer state satisfies $\overline{x}(k) \in \overline{\mathcal{X}}$ for all $k \in \mathbb{N}_0$, and the real state and input satisfy $x(k) \in \mathcal{X}$ and $u(k) \in \mathcal{U}$ for all $k \in \mathbb{N}_0$.

Theorem 21 (Convergence): Suppose the conditions of Theorem 20, Assumption 15, and $\dot{R} \geq S > 0$ hold. Then, the nominal state $\overline{x}(k)$ converges to $\mathcal{A} := \{0\} \times \{0\} \times \mathbb{N}_0$, the observer state $\overline{x}(k)$ converges to $\mathcal{A} \oplus \Omega$, and the real state $x(k)$ converges to $\mathcal{A} \oplus \Omega \oplus \Psi = (\mathcal{A} \oplus \Omega \oplus \Psi) \times K_p \Omega_p \times \mathbb{N}_0$, as $k \to \infty$.

Remark 22: In case of the local measurement actuator, the guarantees of Theorems 20 and 21 hold even if the schedule constraint (23d) was omitted and there was no condition placed on $H$. This is immediate in view of Lemma 9.

V. Numerical Example

We consider a disturbed double integrator

$$x_p(k+1) = \begin{bmatrix} 1 & 0.1 \\ 0 & 1 \end{bmatrix} x_p(k) + \begin{bmatrix} 0.005 \\ 0.1 \end{bmatrix} u_p(k) + w_p(k)$$

$$y_p(k) = \begin{bmatrix} 1 & 0 \end{bmatrix} x_p(k) + v_p(k)$$

subject to the constraints $x_p(k) \in [-20, 20]^2$, $u_p(k) \in [-20, 20]$. The bounded disturbance and measurement noise fulfill $w_p(k) \in [-0.002, 0.002]^2$ and $v_p(k) \in [-0.001, 0.001]$. We presume that the network prescribes a bandwidth limit of $1/3$, which can be captured by a token bucket TS with the parameters $g = 1$, $c = 3$, and $b = 10$ such that $\frac{g}{b} = \frac{1}{3}$. As a result, the base period is $M = 3$ and $H \geq M = 3$ must be satisfied. The numerical results were obtained using Matlab, Yalmip [28], SDPT3 [29], and MPT3 [30].

As mentioned in Section III, the construction of $[1, H]$ RCI sets is possible via [20], [21]. In this example, we obtained better results, which holds algorithm as stated above. A proof that the resulting $\Omega_p$ fulfills (15) or (17) is straightforward.

1) Find a contractive set $\mathcal{E} \subseteq \mathbb{R}^{7p}$ via $\min_{\lambda_i \in [0,1]} \lambda_i \mathcal{A}$ s.t. $\mathcal{A} K_p \mathcal{E} \subseteq \mathcal{E}$ for all $i \in \mathbb{N}_{[1,H]}$, where $A_k := A_k + B_k K$ for the ZOH actuator or $A_k := (A_k + B_k K)^i$ for the prediction-based actuator, e.g., via [21, Algorithm 2].

2) Solve $\min_{\delta_i \in [0,\infty]} \delta_i \mathcal{A} \mathcal{P} \mathcal{L} \mathcal{P} (C_p \Psi_p \oplus \mathcal{V}) \subseteq \delta_i \mathcal{E}$ for all $i \in \mathbb{N}_{[1,H]}$.

3) Compute $\rho := \max_{\delta_i \in [0,\infty]} \frac{\delta_i}{1+\delta_i}$ and define $\Omega_p := \rho \mathcal{E}$.

Table I lists the areas of $\Omega_p$ for all three types of actuater (ZOH, prediction-based, and local measurement) and for $H = 3, 4, 5, 6$. First, we study the effect of the maximum allowed intertransmission interval $H$ on the size of the $[1, H]$ RCI set $\Omega$.

It is apparent that the RCI set opens considerably with the open-loop phase $H$ for the ZOH and prediction-based actuator. In this example, for the ZOH actuator, the size of $\Omega_p$ is $5.9$ times larger for $H = 6$ compared to $H = 3$. This shows again the tradeoff that was discussed in Remark 19: If we choose $H = 3$, which is the same as the cycle length, then the schedule constraint (23d) will enforce an almost periodic transmission pattern in closed loop. If one wants more flexibility for scheduling and thus increases $H$, one pays with a larger $[1, H]$ RCI set, which leads to tighter constraints in the prediction and in turn to a smaller feasible set. In contrast, for the local measurement actuator, the size of the RCI set is independent of $H$. This demonstrates that if the actuator has access to plant measurements in order to apply the error feedback, this tradeoff vanishes.

Second, we compare the area of the $[1, H]$ RCI set for the different actuaters. For any $H$, the set $\Omega_p$ is largest for the ZOH actuator, while it is about half the size for the prediction-based actuator. For the local measurement actuator, it is always much smaller than in the previous cases. As can be seen from Theorem 21 and as discussed in Remark 19, a smaller $[1, H]$ RCI set brings two decisive advantages: a smaller guaranteed region of convergence and a larger feasible set. Thus, we note that the higher requirements on the hardware posed by the prediction-based and the local measurement actuator are rewarde by important practical benefits.

| $H$ | ZOH | Prediction-based | Local measurement |
|-----|-----|------------------|------------------|
| 3   | 12.0 (12.9) | 6.7 (7.3) | 2.1 (2.5) |
| 4   | 22.4 (23.6) | 13.2 (14.1) | 2.1 (2.5) |
| 5   | 35.2 (36.6) | 22.7 (23.9) | 2.1 (2.5) |
| 6   | 71.1 (73.5) | 36.1 (37.6) | 2.1 (2.5) |
for robustness, e.g., by investigating the $\ell_p$ gain, input-to-state stability, or robustness for nonlinear systems, could be an interesting direction in rollout ETC.

### APPENDIX A

#### PROOF OF LEMMA 5

We prove first that if for $i \in \mathbb{N}_{[0,H-1]}$, it holds that $e(i) \in \mathbb{R}^{n_p+m_p} \times \{0\}$, then with $A_\gamma := \begin{bmatrix} A_p + \gamma B_p K_p & (1-\gamma) B_p \\ \gamma K_p & (1-\gamma) I \end{bmatrix}$,

$$e(i+1) = \begin{cases} A_1 e(0) + \delta(0) & i = 0 \\ A_0 e(i) + \delta(i) & i \in \mathbb{N}_{[1,H]} \end{cases}.$$

Consider first $i = 0$, for which we have

$$e(1) = f \left( \hat{x}(0), \begin{bmatrix} \tilde{\nu}_c(0) + K_p(\hat{x}_p(0) - \bar{x}_p(0)) \\ 0 \\ 1 \end{bmatrix} \right) + \delta(0) - f \left( \bar{x}(0), \begin{bmatrix} \tilde{\nu}_c(0) \\ 0 \\ 1 \end{bmatrix} \right) \hat{\beta}(0) = \hat{\beta}(0).$$

$$A_p(\hat{x}_p(0) - \bar{x}_p(0)) + B_p K_p(\hat{x}_p(0) - \bar{x}_p(0)) \right) + \delta(0).$$

For $i \in \mathbb{N}_{[1,H-1]}$, we have again $\hat{\beta}(i) - \beta(i) = 0$ and hence

$$e(i+1) = f \left( \hat{x}(i), \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \right) + \delta(i) - f \left( \bar{x}(i), \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \right) = \begin{bmatrix} A_p(\hat{x}_p(i) - \bar{x}_p(i)) + B_p K_p(\hat{u}_s(i) - \bar{u}_s(i)) \\ \hat{u}_s(i) - \bar{u}_s(i) \\ 0 \end{bmatrix} + \delta(i).$$

Second, we prove by induction that if $e(0) \in \Omega$, then $e(i) = A_0^{-1} \hat{A}_i e(0) + \sum_{j=0}^{i-1} A_0^j \delta(i-j-1)$ and $e(i) \in \Omega$ for all $i \in \mathbb{N}_{[1,H]}$, such that the claim follows directly. We begin the induction for $i = 1$. Defining $e_p(i) := [i \ 0 \ 0 \ e(i)]$ for all $i \in \mathbb{N}_{[0,H]}$, we have with $e(0) \in \Omega \subseteq \mathbb{R}^{n_p+m_p} \times \{0\}$ and (24)

$$e(1) = A_1 e(0) + \delta(0) = \begin{bmatrix} A_p + B_p K_p e_p(0) \\ 0 \end{bmatrix}_{p} + \delta(0)$$

$$e_p(0) \in \Omega_p$$

$$\delta(0) \in \Delta$$

$$\times K_p \Omega_p \times \{0\} \subseteq \Omega$$

Next, we consider the induction step. With (24) and the induction hypothesis, we immediately have the result since $e(i+1) = A_0 e(i) + \delta(i) = A_0 A_1 e(0) + \sum_{j=0}^{i-1} A_0^j \delta(i-j-1) + \delta(i)$. Further, using the definition

---

**Table I** also lists the area of $\Omega_p + \Psi_p$. As $\Psi_p$ has a area of only 0.004 and is independent of $H$ and the actuator, $\Omega_p$ contributes the main share of area for all tested cases.

A closed-loop simulation for all three actuators was conducted with a maximum prediction horizon of $N = 6, H = 5$, cost matrices $Q = 10 I$, $R = 1$, $S = 10^{-6}$, and initial conditions $x_p(0) = [6 - 2]$, $u_s(0) = 0$, and $\beta(0) = b = 10$, and extremal values for the disturbance and measurement noise. A suitable terminal region and cost were constructed as discussed in Remark 16. Fig. 2 shows the closed-loop trajectories of the plant and $\Omega_p + \Psi_p$ for all three actuators. One can clearly see that the true state converges to $\Omega_p + \Psi_p$ in all cases. Actually, the region of ultimate convergence is much smaller, which shows that the theoretical statement of Theorem 21 can be rather conservative. Fig. 3 displays at which time points a transmission takes place for the ZOH actuator. Due to the schedule constraint, the intertransmission interval is indeed never longer than $H = 5$. For all three types of actuator, 18 transmissions were triggered in the time interval $k \in [0, 50]$.

**VI. CONCLUSION**

In this article, we designed a rollout ETC, which is able to handle bounded uncertainties and output feedback. The implicit triggering and control law defined by the solution to an OCP made it possible to guarantee satisfaction of bandwidth constraints, which is a hard problem in classical ETC.

Since the idea of rollout ETC is rather new, there are many important open issues: Transmission scheduling over both the controller-actuator and the sensor-controller channel, and distributed controllers/schedulers would allow for more flexible NCS architectures. Being able to handle delays, dropouts, and quantization, which were not considered in this work for simplicity, would make rollout ETC even more suitable to address the special needs of NCSs. Finally, generalizing the concepts

---

Fig. 2. Trajectories of closed-loop system and $\Omega_p + \Psi_p$ for ZOH (blue), prediction-based (orange), and local measurement actuator (green). Transmission time points are marked in red.

Fig. 3. Transmission instants for the ZOH actuator.
of $B^i_p$,

$$e(i + 1) = \left[ (A_p^{i+1} + B_p^{i+1} K_p) e_p(0) \right] + \sum_{j=0}^{i} A_p^j \delta(i - j)$$

$$e_p(0) \in \Omega_p \cap \begin{array}{c}
(A_p^{i+1} + B_p^{i+1} K_p) \Omega_p \\
\bigoplus_{j=0}^{i} A_p^j L_p(C_p \Psi_p \oplus \mathbb{V}_p) \end{array}$$

$$\delta(i - j) \in \Delta \times K_p \Omega_p \times \{0\} \subseteq \Omega.$$ 

### Appendix B

**Proof of Lemma 6**

We interpret $\{A_p^i + B_p^i K_p | i \in \mathbb{N}_{[1,H]}\}$ as the set of matrices defining a convex hull in which the system matrix of a linear difference inclusion is guaranteed to lie (see [20]).

First, we note that $\bigoplus_{j=0}^{H-1} A_p^j L_p(C_p \Psi_p \oplus \mathbb{V}_p)$ is a C set, since matrix multiplication and Minkowski addition preserve convexity and compactness of $\Psi_p$ and $\mathbb{V}_p$. Hence, [20, Assumption 1] is fulfilled.

Second, we apply the Schur complement to (16), substitute $P$ and finally, we conclude that there exists a set $\Omega_p$ fulfills $(A_p^i + B_p^i K_p) \Omega_p \subseteq \Omega_p$ for all $i \in \mathbb{N}_{[1,H]}$. The claim follows as $\bigoplus_{j=0}^{H-1} A_p^j L_p(C_p \Psi_p \oplus \mathbb{V}_p) \subseteq \bigoplus_{j=0}^{H-1} A_p^j L_p(C_p \Psi_p \oplus \mathbb{V}_p)$ for all $i \in \mathbb{N}_{[1,H]}$.

### Appendix C

**Proof of Lemma 8**

Let us define $e_1(i) := \hat{x}(i) - \bar{x}(i)$ for all $i \in \mathbb{N}_{[1,H]}$. We will first prove that whenever $\hat{x}(0) = \bar{x}(0)$, it holds that $e_1(i) \in \bigoplus_{j=0}^{H-1} A_p^j L_p(C_p \Psi_p \oplus \mathbb{V}_p) \times \{0\} \times \{0\}$ for all $i \in \mathbb{N}_{[1,H]}$.

We start the induction for $i = 1$. We have

$$e_1(1) = f \left( \hat{x}(0), \left[ \begin{array}{c} \tilde{\nu}_c(0) \\ K_p(\bar{x}_p(0) - \bar{x}_p(0)) \end{array} \right] + \delta(0) \right) - f \left( \hat{x}(0), \left[ \begin{array}{c} \tilde{\nu}_c(0) \\ K_p(\bar{x}_p(0) - \bar{x}_p(0)) \end{array} \right] \right) = \delta(0) \in \Delta = L_p(C_p \Psi_p \oplus \mathbb{V}_p) \times \{0\} \times \{0\}.$$

For the induction step, for any $i \in \mathbb{N}_{[1,H-1]}$, we have

$$e_1(i + 1) = f \left( \hat{x}(i), \left[ \begin{array}{c} 0 \\ K_p(\bar{x}_p(i) - \bar{x}_p(i)) \end{array} \right] + \delta(i) \right) - f \left( \hat{x}(i), \left[ \begin{array}{c} 0 \\ K_p(\bar{x}_p(i) - \bar{x}_p(i)) \end{array} \right] \right).$$

where we used the induction hypothesis for the last two steps.

Finally, since $e(i) = e_1(i) + e_2(i)$ for all $i \in \mathbb{N}_{[1,H]}$, we have $e(i) \in (A_p + B_p K_p) \Omega_p \oplus \bigoplus_{j=0}^{H-1} A_p^j L_p(C_p \Psi_p \oplus \mathbb{V}_p) \times \{0\} \times \{0\} \subseteq \Omega_p \times \{0\} \times \{0\} = \Omega.$

### Appendix D

**Proof of Lemma 9**

Suppose $e(i) \in \Omega$ for an $i \in \mathbb{N}_0$. In case $i = 0$, it holds that

$$e(1) = f \left( \hat{x}(0), \left[ \begin{array}{c} \tilde{\nu}_c(0) \\ K_p(\bar{x}_p(0) - \bar{x}_p(0)) \end{array} \right] \right) + \delta(0) - f \left( \hat{x}(0), \left[ \begin{array}{c} \tilde{\nu}_c(0) \\ 0 \end{array} \right] \right) \in \bigoplus_{j=1}^{H-1} A_p^j L_p(C_p \Psi_p \oplus \mathbb{V}_p) \times \{0\} \times \{0\},$$

where the last two steps are from the induction hypothesis.

Further, we define $e_2(i) := \hat{x}(i) - \bar{x}(i)$. We prove that if $\hat{x}(0) = \bar{x}(0)$, $\hat{x}(0) - \bar{x}(0) \in \Omega$, it holds that

$$e_2(i) = \text{diag}(\{A_p + B_p K_p\}^i, 0, 0) e_2(0) \quad \text{and} \quad e_2(i) \in (A_p + B_p K_p)^i \Omega_p \times \{0\} \times \{0\} \quad \text{for all } i \in \mathbb{N}_{[1,H]}.$$
\[ \tilde{u}_s(i) = \tilde{u}_s(i) \]
\[ \beta(i) = \beta(i) \]

If \( i \in \mathbb{N} \), we have
\[ e(i + 1) = f \left( \hat{x}(i), \left[ \begin{array}{c} K_p(\hat{x}_p(i) - \bar{x}_p(i)) \\ 0 \end{array} \right] \right) + \delta(i) - f \left( \bar{x}(i), \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] \right) \]
\[ \tilde{u}_s(i) = \tilde{u}_s(i) = \text{diag} \left\{ A_p + B_p K_p, 0, 0 \right\} e(i) + \delta(i). \]
\[ \tilde{b}(i) = \tilde{b}(i) \]

In both cases, we directly obtain
\[ e(i + 1) \in (A_p + B_p K_p) \Omega_p \oplus L_p(C_p \Psi_p + \Psi_p) \times \{0\} \times \{0\} \subseteq \Omega_p \times \{0\} \times \{0\} = \Omega. \]

APPENDIX E
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Suppose, for contradiction, that for an arbitrary \( k \in \mathbb{N}_{[0,1)} \), \( \tilde{y}(k) = 1 \), and \( \gamma(k + i) = 0 \) for all \( i \in \mathbb{N}_{[1,1]} \) under application of Algorithm 1, i.e., that the intertransmission interval is longer than \( H \) although the predicted schedules always fulfill constraint (23d).

In this case, \( s(k + i) = i - 1, i \in \mathbb{N}_{[1,1]} \). The interval until the next time instant at which the full horizon \( N \) is used, is denoted by \( h \), i.e., \( N(k + h) = N \). According to the cyclic horizon scheme, \( h \in \mathbb{N}_{[1,1]} \subseteq \mathbb{N}_{[1,1]} \), where the inclusion is from \( H \geq M \). Hence, \( \tilde{y}(l[k + h]) = 1 \) for some \( l \in \mathbb{N}_{[0,H-s(k+h)-1]} = N_{[0,H-s]} \) since \( \tilde{y}(l[k + h]) \in \Gamma_{N/H}^H(h - 1) \). Note that since \( \bar{N} \geq H \), it cannot happen that \( N(k + h) = \bar{N} \leq H - s(k + h) - 1 \) due to \( s(k + h) = h - 1 \geq 0 \) and, in effect, \( \gamma(\cdot[k + h]) \) must contain a transmission [cf. (21)].

Due to the cyclic horizon, \( N(k + i) \geq \bar{N} - i + h \) for all \( i \in \mathbb{N}_{[1,1]} \). Equality holds if the horizon just decreases in the remaining time while the strict inequality comes into effect if the horizon recovers to \( \bar{N} \) at some point. Hence,
\[ N(k + i) \geq \bar{N} - i + h \]
\[ H \geq H - i + 1 = H - s(k + i). \]

In consequence, since \( \gamma(\cdot[k + i]) \in \Gamma_{N(k+1)}^H(i - 1) \), it must hold that \( \gamma(\cdot[l(k + i)] = 1 \) for some \( l \in \mathbb{N}_{[0,H-s(k+i)-1]} = N_{[0,H-s]} \) for all \( i \in \mathbb{N}_{[1,1]} \). Finally, it follows for some \( i \in \mathbb{N}_{[1,1]} \) that \( \gamma(0[k + i]) = 1 \) and, according to Algorithm 1, \( \gamma(k + i) = 1 \). This contradicts the premise, such that the statement holds.

APPENDIX F
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Suppose \( P \) was feasible at all instants up to time \( k \in \mathbb{N}_0 \). Consider the candidate initial condition at \( k + 1 \)
\[ \tilde{x}(0[k + 1]) = \tilde{x}^*(1[k]) = f(\bar{x}(k), \bar{u}(k)). \]

Define \( t := k + 1 - s(k + 1) - 1 \). According to Algorithm 1, it holds that \( \tilde{x}(t) = \bar{x}^*(t), \tilde{x}(t) = \bar{x}(t) \in \Omega \), and \( u(t) = \phi^\prime(\tilde{u}(t), \bar{x}(t), \bar{x}(t), \tilde{x}(t)) \). Furthermore, it holds that \( u(t + i) = \phi^\prime(\tilde{u}(t + i), \bar{x}(t + i), \bar{x}(t + i), \tilde{x}(t + i)) \), \( i \in \mathbb{N}_{[1,s(k+1)]} \). Recall that Lemma 18 guarantees that there is a transmission at least every \( H \) time steps, i.e., that \( s(k + 1) \leq H - 1 \). Furthermore, Assumption 17 ensures that \( L_p, \Psi_p, K_p, \Omega_p, H \), as demanded in the prerequisites of Proposition 10, exist. Combining these arguments, we note that all conditions of Proposition 10 are fulfilled with \( t = k + 1 - s(k + 1) - 1 \) and \( h := s(k + 1) + 1 \in \mathbb{N}_{[1,H]} \), which ensures \( \bar{x}(k + 1) \in \{\tilde{x}(0[k + 1])\} \ominus 2 \). In conclusion, constraint (23a) is fulfilled by (25).

Now consider the case \( (k + 1) \mod M \neq 0 \), where \( N(k + 1) = N(k) - 1 \), for which the candidate input sequence is
\[ \bar{u}(\cdot[k + 1]) = \{\bar{u}^*(1[k]), \ldots, \bar{u}^*(N(k) - 1[k])\} \]
and the case \( (k + 1) \mod M = 0 \), where \( N(k + 1) = N(k) + M - 1 \) and for which the candidate input is
\[ \bar{u}(\cdot[k + 1]) = \{\bar{u}^*(1[k]), \ldots, \bar{u}^*(N(k) - 1[k])\}, \]
\[ \kappa_0(\tilde{x}(N_M - M - 1[1]), \ldots, \kappa_{M-1}(\tilde{x}(N_M - 1[1])), \ldots, \kappa_{M-1}(\bar{x}(\bar{N} - 1[1]))) \].

We refer to the proof of [8, Th. 1] and [26] to conclude that \( \bar{u}(\cdot[k + 1]) \) fulfills (23b), (23c), and (23e) in both cases.

Next, we focus on the schedule constraint (23d). We will show only that the candidate sequences (26) and (27) fulfill the schedule constraint of the “first” and “last” transmission in (21), since it is obvious that the “middle transmissions” are just shifted in (26) and (27) compared to \( \gamma^*(\cdot[k]) \), and are still no more than \( H \) time steps apart. Consider 1) \( N(k) \geq H - s(k) \).

Then, \( \gamma^*(i[k]) = 1 \) for an \( i \in \mathbb{N}_{[0,H-s(k)-1]} \) and \( \gamma^*(j[k]) = 1 \) for a \( j \in N_{(N(k)-H,N(k)-1)} \). In case \( \gamma^*(0[k]) = 0 \), both candidate input sequences (26) and (27) guarantee that \( \gamma^*(i[k + 1]) = 1 \) for an \( i \in \mathbb{N}_{[0,H-s(k)-2]} = \mathbb{N}_{[0,H-s(k)+1]} \) since then, \( s(k + 1) = s(k) + 1 \) and \( s(k) \geq 0 \) and the previously optimal schedule was just shifted in the candidate schedules. In case where \( \gamma^*(0[k]) = 1 \), we can conclude the same but forgo a derivation due to space constraints. Consider 1a) that \( (k + 1) \mod M \neq 0 \). With (26), if \( \tau_{\gamma^*(\cdot[k])}(n_{\gamma^*(\cdot[k])}) \geq 1 \), then \( \gamma^*(j[k]) = 1 \) for a \( j \in N_{(N(k)-1,N(k)-2)} = N_{(N(k)-1,\bar{N})} \) due to \( N(k + 1) = N(k) - 1 \). If \( \tau_{\gamma^*(\cdot[k])}(n_{\gamma^*(\cdot[k])}) = 0 \), one may conclude that \( N(k + 1) \leq H - s(k + 1) - 1 \), such that it must not contain a transmission. In conclusion, \( \gamma^*(\cdot[k + 1]) \in \Gamma_{N(k+1)}^H(1) \). In case 1b) \( (k + 1) \mod M = 0 \), we have \( N(k + 1) = \bar{N} = N(k) + M - 1 \) and \( \gamma^*(\bar{N} - M - 1[k]) = 1 \) due to the scheduled transmission in \( \kappa_0 \). Since \( H \geq M \), we have again \( \gamma^*(\cdot[k + 1]) \in \Gamma_{N(k+1)}^H(1) \).
Consider 2) that $N(k) \leq H - s(k) - 1$, such that $\gamma(k)$ might not contain a transmission at all. If $a) (k+1) \mod M \neq 0$, then $N(k+1) = N(k) - 1$, such that $N(k+1) = N(k) - 1 \leq H - s(k) - 2 \leq H - s(k+1) - 1$ since $s(k+1) \in \{0, s(k+1)\}$ and $s(k) \geq 0$. In effect, $\gamma(k+1)$ is not required to contain a transmission and hence, $\gamma(k+1) \in \Gamma_{N(k) - 1}(s(k+1))$. If $b) (k+1) \mod M = 0$, then $\gamma(\bar{N} - M|k+1| + 1) = 1$ due to $\nu_0$. It holds, on the one hand, that $\gamma(i|k+1|) = 1$ for an $i \in \bar{N}$. So far, we have proven feasibility of $\mathcal{P}(x(k), \bar{x}(k), s(k), k)$ and that $\bar{x}(k) \in \{\bar{x}(k)\} \oplus \bar{\Omega}, x(k) \in \{x(k)\} \oplus \Omega \oplus \Psi$ for all $k \in \mathbb{N}_0$. Finally, we elaborate on robust condition satisfaction: First, let us investigate the input constraint $u(k) \in U = \{u_i, u_e \in \mathbb{R}^m | u_i + u_e \in \bar{U}_p \} \times \{0, 1\}$. It is clear that $\gamma(k) \in \{0, 1\}$, such that it remains to show that $u_e(k) \in U_p$. In case of the ZOH actuator, it holds that $u_e(k) = \bar{u}(k) + K_p(\bar{x}_p(k) - \bar{x}(k))$ and $u_e(k) = 0$ whenever $\gamma(k) = 1$. It is immediate that $u_e(k) \in U_p \subseteq \bar{U}_p \oplus \bar{K}_p(\bar{U}_p \oplus \bar{K}_p(\bar{U}_p \oplus \bar{K}_p(\bar{U}_p \oplus \bar{U}_p)$ from Assumption 17, such that the original constraint is fulfilled. If $\gamma(k) = 0$, $u_e(k) = u_e(k) = 0$, such that the input constraints are trivially fulfilled. In case of the prediction-based actuator, we have $u_e(k) = \bar{u}(k)$ and $u_e(k) = K_p(\bar{x}_p(k) - \bar{x}(k))$ whenever $\gamma(k) = 1$. From the proof of Lemma 8 and $\bar{x}(k) \in \bar{x}(k) \oplus \bar{\Omega}$ for all $k \in \mathbb{N}$, it follows directly that $\bar{x}(k) - \bar{x}_p(k) \in \bar{U}_p$ for all $k \in \mathbb{N}$, such that we finally conclude $u_e(k) + u_e(k) \in U_p$. If $\gamma(k) = 0$, then $u_e(k) = 0$ and $u_e(k) = K_p(\bar{x}_p(k) - \bar{x}(k))$ such that $u_e(k) + u_e(k) \in U_p$ is fulfilled due to Assumption 17. In case of the local measurement actuator, we can argue analogously. Second, it remains to show that the original state constraints are satisfied, which follows directly from the fact that $\bar{x}(k) \in \bar{X}$, the definition of the tightened constraint sets (20), and Assumption 17.

**APPENDIX G PROOF OF THEOREM 21**

We analyze convergence with the help of the so-called rotated cost functions known from economic MPC [18], [19]. We refer first to the proof of [8, Th. 1] to conclude that [25, Assumption 1] is fulfilled for the nominal system (9) with the control invariant set $\mathcal{A}_1$, $e_{av} = 0$ and any storage $\lambda(\bar{x}) = \bar{u}_s N_i \bar{u}_s$ for which $S$ fulfills $\mathcal{R} \geq S > 0$. It is also proven therein that [25, Assumptions 2–4] are fulfilled as well. Define $\bar{L}(\bar{x}, \bar{u}) = f(\bar{x}, \bar{u}) + \lambda(\bar{x}) - \lambda(f(\bar{x}, \bar{u})) - e_{av}$, $\bar{V}(\bar{x}) = V_f(\bar{x}) + \lambda(\bar{x})$, the rotated objective function

$$
\bar{V}(\bar{x}(k), \bar{u}(k), k) := \begin{cases} N(k) - 1 \sum_{i=0}^{N(k)-1} L(\bar{x}(k), \bar{u}(k)) \\ + \bar{V}(\bar{x}(N(k))) \end{cases}
$$

and the rotated optimization problem $\bar{\mathcal{P}}(\bar{x}(k), \bar{x}(k), s(k), k)$

$$
\min_{\bar{x}(k), \bar{u}(k), k} \bar{V}(\bar{x}(k), \bar{u}(k), k) \text{ s.t. (23a) – (23e)}.
$$

The crucial observation is now that since $\lambda$ is a storage of the nominal system, $\mathcal{P}$ and $\bar{\mathcal{P}}$ have the same optimizer (cf. [19]). In effect, we may prove convergence of the nominal state to $\bar{A}$ using the value function of $\bar{\mathcal{P}}$, which goes along the same lines as the proof of [25, Th. 1].

The theorem’s second and third statements follow immediately with $\bar{x}(k) \in \{\bar{x}(k)\} \oplus \Omega$ and $x(k) \in \{x(k)\} \oplus \Omega \oplus \Psi$ for all $k \in \mathbb{N}_0$ as established in the proof of Theorem 20.
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