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Abstract. Alternating direction methods of multipliers (ADMM) have been well studied and effectively used in various application fields. The classical ADMM must solve two subproblems exactly at each iteration. To overcome the difficulty of computing the exact solution of the subproblems, some proximal terms are added to the subproblems. Recently, a special proximal ADMM has been studied whose regularized matrix in the proximal term is generated by the BFGS update (or limited memory BFGS) at every iteration for a structured quadratic optimization problem. The numerical experiments also showed that the numbers of iterations were almost same as those by the exact ADMM. In this paper, we propose such a proximal ADMM for more general convex optimization problems, and extend the proximal term by the Broyden family update. We also show the convergence of the proposed method under standard assumptions.

1. Introduction. Consider the following convex optimization problem:

\[
\begin{align*}
\text{minimize} & \quad f(x) + g(y) \\
\text{subject to} & \quad Ax + By = b, \\
& \quad x \in \mathbb{R}^{n_1}, \ y \in \mathbb{R}^{n_2},
\end{align*}
\]

(1.1)

where \( f : \mathbb{R}^{n_1} \to \mathbb{R} \cup \{\infty\} \) and \( g : \mathbb{R}^{n_2} \to \mathbb{R} \cup \{\infty\} \) are proper convex functions, \( A \in \mathbb{R}^{m \times n_1}, B \in \mathbb{R}^{m \times n_2} \) and \( b \in \mathbb{R}^m \).

For solving (1.1), Gabay and Mercier [12], and Glowinski and Marrocco [13] proposed the alternating direction method of multipliers (ADMM) which generates the iterative sequence via the following recursion:

\[
\begin{align*}
x^{k+1} &= \arg \min_x \mathcal{L}_\beta(x, y^k, \lambda^k), \\
y^{k+1} &= \arg \min_y \mathcal{L}_\beta(x^{k+1}, y, \lambda^k), \\
\lambda^{k+1} &= \lambda^k - \beta(Ax^{k+1} + By^{k+1} - b),
\end{align*}
\]

where \( \mathcal{L}_\beta : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \times \mathbb{R}^m \to \mathbb{R} \) is the augmented Lagrangian function for (1.1) defined by

\[ \mathcal{L}_\beta(x, y, \lambda) = f(x) + g(y) + \frac{\beta}{2} \|Ax + By - b\|^2 + \frac{1}{\beta} \langle \lambda, Ax + By - b \rangle. \]
\[ \mathcal{L}_\beta(x, y, \lambda) := f(x) + g(y) - \langle \lambda, Ax + By - b \rangle + \frac{\beta}{2} \|Ax + By - b\|^2. \]  

(1.3)

Here \( \lambda \in \mathbb{R}^m \) is multipliers associated to the equality constraints and \( \beta > 0 \) is a penalty parameter.

The global convergence of the ADMM (1.2a)-(1.2c) can be established under very mild conditions [2].

Since the subproblems in (1.2a)-(1.2b) may be difficult to solve exactly in many applications, Eckstein [6] and He et al. [16] have considered adding proximal terms to the subproblems. Fazel et al. [9] proposed the following semi-proximal ADMM scheme:

\[
\begin{align*}
  x^{k+1} &= \arg \min_x \mathcal{L}_\beta(x, y^k, \lambda^k) + \frac{1}{2} \|x - x^k\|_T^2, \\
y^{k+1} &= \arg \min_y \mathcal{L}_\beta(x^{k+1}, y, \lambda^k) + \frac{1}{2} \|y - y^k\|_S^2, \\
  \lambda^{k+1} &= \lambda^k - \alpha \beta (Ax^{k+1} + By^{k+1} - b),
\end{align*}
\]

(1.4a)

(1.4b)

(1.4c)

where \( \alpha \in (0, (1 + \sqrt{5})/2), \|z\|_G = \sqrt{z^T G z} \) for \( z \in \mathbb{R}^n \) and \( G \in \mathbb{R}^{n \times n} \). Fazel et al. [9] proved its global convergence if \( T \) and \( S \) are positive semidefinite. See [4, 18, 9, 25] for more details of the semi-proximal ADMM.

He et al. [16] also proposed an inexact proximal ADMM in which the parameter \( \beta \), proximal matrices \( T \) and \( S \) were replaced by some bounded sequences of positive definite matrices \( \{H_k\}, \{T_k\} \) and \( \{S_k\} \), respectively. The convergence properties of such algorithms have been established in [21, 1, 14].

When we apply ADMM for solving some concrete applications, we usually assume one of the subproblems is relatively easy to solve. Therefore, we suppose that \( y \)-subproblems in (1.4b) are easily solved throughout this paper. We allow the positive semidefinite matrix \( T \) in the proximal term (1.4a) to be changed at every step as that in the inexact ADMM [16]. Then \( T \) depends on \( k \), and thus we denote it by \( T_k \). The resulting ADMM is a variable metric semi-proximal ADMM. The iterative scheme of the variable metric semi-proximal ADMM (VMSP-ADMM) algorithm is given as

\[
\begin{align*}
  x^{k+1} &= \arg \min_x \mathcal{L}_\beta(x, y^k, \lambda^k) + \frac{1}{2} \|x - x^k\|_{T_k}^2, \\
y^{k+1} &= \arg \min_y \mathcal{L}_\beta(x^{k+1}, y, \lambda^k) + \frac{1}{2} \|y - y^k\|_S^2, \\
  \lambda^{k+1} &= \lambda^k - \beta (Ax^{k+1} + By^{k+1} - b),
\end{align*}
\]

(1.5a)

(1.5b)

(1.5c)

VMSP-ADMM is also closely related to the inexact ADMM, where the subproblems in (1.2) or (1.4) to be solved approximately with certain implementable criteria [5, 3, 16, 26, 7, 8]. In this paper, we assume that (1.5b) is solved exactly, and focus on how to construct \( T_k \).

When \( f(x) = \frac{1}{2} \|x\|^2, \ B = I \) and \( b = 0 \), a new construction of the proximal matrix \( T_k \) has been proposed in [15] to let the \( T_k \) be \( T_k = B_k - M \), where \( M = \nabla_x^2 \mathcal{L}_\beta(x, y, \lambda) = \beta A^T A + I \) and \( B_k \) was a certain positive definite matrix. Note that \( M \succeq 0 \), where \( V \succeq 0 (V > 0) \) means that \( V \) is symmetric and positive semidefinite (positive definite). The paper proposed to generate \( B_k \) via the BFGS update with respect to \( M \) at every iteration, and then showed that \( B_{k+1} \succeq M \) for all \( k \) whenever \( B_0 \succeq M \). Therefore \( T_k \succeq 0 \) if the initial matrix \( B_0 \) satisfies \( B_0 \succeq M \). The variable metric semi-proximal ADMM with BFGS update (ADM-BFGS) for
this special problem was given as
\[
\begin{aligned}
x^{k+1} &= x^k + H_k \left( A^T \lambda^k - \beta A^T y^k - M x^k \right), \\
y^{k+1} &= \arg \min_y \mathcal{L}_\beta(x^{k+1}, y, \lambda^k) + \frac{1}{2} \| y - y^k \|_2^2, \\
\lambda^{k+1} &= \lambda^k - \beta (Ax^{k+1} + y^{k+1}),
\end{aligned}
\]
(1.6a)
\[
\begin{aligned}
x^{k+1} &= x^k + H_k \left( A^T \lambda^k - \beta A^T y^k - M x^k \right), \\
y^{k+1} &= \arg \min_y \mathcal{L}_\beta(x^{k+1}, y, \lambda^k) + \frac{1}{2} \| y - y^k \|_2^2, \\
\lambda^{k+1} &= \lambda^k - \beta (Ax^{k+1} + y^{k+1}),
\end{aligned}
\]
(1.6b)
\[
\begin{aligned}
x^{k+1} &= x^k + H_k \left( A^T \lambda^k - \beta A^T y^k - M x^k \right), \\
y^{k+1} &= \arg \min_y \mathcal{L}_\beta(x^{k+1}, y, \lambda^k) + \frac{1}{2} \| y - y^k \|_2^2, \\
\lambda^{k+1} &= \lambda^k - \beta (Ax^{k+1} + y^{k+1}),
\end{aligned}
\]
(1.6c)
where $H_k = B_k^{-1}$. The numerical experiments in [15] reported that the numbers of iterations were almost same as those by the exact ADMM (1.4a).

In this paper, we extend this method to more general convex problems. In particular, we consider the following two problems.

One is formulated as

Problem 1: minimize $\sum_{i=1}^N f_i(A_ix)$ \hspace{1cm} (1.7)
subject to $x \in \mathbb{R}^n$,

where $f_i : \mathbb{R}^{m_i} \to \mathbb{R} \cup \{\infty\}, i = 1, 2, ..., N$ are proper convex functions, and $A_i \in \mathbb{R}^{m_i \times n}, i = 1, 2, ..., N$.

The other problem is

Problem 2: minimize $\sum_{i=1}^N f_i(x_i)$ \hspace{1cm} (1.8)
subject to $\sum_{i=1}^N A_ix_i = b, x_i \in \mathbb{R}^{n_i}, i = 1, 2, ..., N$,

where $n = \sum_{i=1}^N n_i, f_i : \mathbb{R}^{n_i} \to \mathbb{R} \cup \{\infty\}, i = 1, 2, ..., N$ are proper convex functions, $A_i \in \mathbb{R}^{m \times n_i}, i = 1, 2, ..., N$ and $b \in \mathbb{R}^m$.

Now, we apply the ADMM (1.5a)-(1.5b) to the above two convex problems. To this end, we reformulate the problems as (1.1). By introducing some auxiliary variables $y_i \in \mathbb{R}^{m_i}(i = 1, 2, ..., N), problem (1.7)$ can be reformulated as

\[
\begin{aligned}
\text{minimize} & \quad \sum_{i=1}^N f_i(y_i) \\
\text{subject to} & \quad y_i = A_ix, i = 1, 2, ..., N \\
& \quad x \in \mathbb{R}^n, y_i \in \mathbb{R}^{m_i}, i = 1, 2, ..., N.
\end{aligned}
\]
(1.9)

Letting $y = (y_1^T, y_2^T, ..., y_N^T)^T, f(x) \equiv 0, g(y) = \sum_{i=1}^N f_i(y_i), A = [A_1^T, A_2^T, ..., A_N^T]^T, B = -I, b = 0$, problem (1.9) is reduced to (1.1).

Similarly, by introducing some auxiliary variables $y_i \in \mathbb{R}^{m_i}(i = 1, 2, ..., N), problem (1.8)$ can be reformulated as

\[
\begin{aligned}
\text{minimize} & \quad \sum_{i=1}^N f_i(y_i) \\
\text{subject to} & \quad \sum_{i=1}^N A_ix_i = b, x_i = y_i, i = 1, 2, ..., N \\
& \quad x_i, y_i \in \mathbb{R}^{n_i}, i = 1, 2, ..., N.
\end{aligned}
\]
(1.10)
Letting \( x = (x_1^T, x_2^T, \ldots, x_N^T)^T \), \( y = (y_1^T, y_2^T, \ldots, y_N^T)^T \), \( f(x) \equiv 0 \), \( g(y) = \sum_{i=1}^N f_i(y_i) \), \( \tilde{A} = [A_1, A_2, \ldots, A_N] \), \( A = \begin{bmatrix} \tilde{A} & I \end{bmatrix} \), \( B = \begin{bmatrix} 0 & -I \end{bmatrix} \), \( b = 0 \), problem (1.10) is also reduced to (1.1).

The main contributions of this papers are as follows. At first, inspired by the very recent work [15] which considered the proximal ADMM with the BFGS update for structured quadratic optimization problems, we further extend the proximal ADMM with the Broyden family update for two general convex problems (1.9) and (1.10). Moreover, we show the global convergence of the proposed method. We also present some numerical results of the proposed method for solving the L1 regularized logistic regression problem.

The rest of the paper is organized as follows. We describe the construction of \( T_k \) via the Broyden family update and show the details on applying the ADMM for the above two convex problems (1.7) and (1.8) in Section 2. Section 3 discusses the global convergence of the proposed method under certain flexible conditions on the proximal matrices sequence. In Section 4, we test the L1 regularized logistic regression problem to illustrate the efficiency of the proposed method. Finally, we make some concluding remarks in Section 5.

2. Proximal ADMMs with Broyden family update for two convex optimization problems. In this section, we first explain how to construct \( T_k \) via the Broyden family update, and then present concrete algorithms for two convex optimization problems (1.7) and (1.8).

2.1. Construction of the regularized matrix \( T_k \) via the Broyden family. Throughout this paper, we assume that \( x \)-subproblems (1.5a) are unconstrained quadratic programming problem, and that the Hessian matrix of the augmented Lagrangian function (1.3) is a constant matrix defined as

\[
M = \nabla_{xx}^2 L_\beta(x, y, \lambda).
\]

Note that \( M \) is always positive semidefinite. Note also that \( x \)-subproblems for (1.9) and (1.10) become unconstrained quadratic programming problems as seen later.

The Hessian of the objective function of \( x \)-subproblem (1.5a) is \( B_k = T_k + M \). Note that if \( T_k = 0 \), that is, we consider the standard ADMM, then \( B_k = M \). In order to avoid computing the inverse of \( M \) but still has some information on \( M \), we consider a matrix \( B_k \) that has the following two properties:

**Property (i)** \( B_k \succeq M \);

**Property (ii)** \( B_k \) has some second order information on \( M \).

Property (i) implies that \( T_k = B_k - M \) is positive semidefinite, which is required for global convergence. Property (ii) is needed for rapid convergence, since \( T_k \approx 0 \) as \( B_k \approx M \). A new construction of \( B_k \) was proposed in [15] to construct \( B_k \) via the BFGS update with respect to \( M \) at every iteration. Since the BFGS update usually constructs the inverse of \( B_k \), let \( H_k = B_k^{-1} \). Using \( H_k \), we can easily solve the \( x \)-subproblems as in (1.6a).

When \( M > 0 \), we consider the normal BFGS update with a given \( s \in \mathbb{R}^n \) and \( l = Ms \). Note that \( s^T l > 0 \) when \( s \neq 0 \). Let \( s_k = x^{k+1} - x^k, l_k = Ms_k \). Then BFGS recursions for \( B_{k+1}^{\text{BFGS}} \) and \( H_{k+1}^{\text{BFGS}} \) are given as

\[
B_{k+1}^{\text{BFGS}} = B_k + \frac{l_k l_k^T}{l_k^T s_k} - \frac{s_k s_k^T B_k}{s_k^T B_k s_k}, \quad (2.1)
\]
Moreover we have that is, a linear combination of the BFGS and DFP updates for tension of the proximal ADMM with the Broyden family update [22, 11, 23, 10],

\[ B_{k+1}^{DFP} = \left( I - \frac{l_k s_k^T}{l_k^T s_k} \right) B_k \left( I - \frac{s_k l_k^T}{l_k^T s_k} \right) + \frac{l_k s_k^T}{l_k^T s_k}. \]  

(2.3)

Besides, the DFP updates for \( B_{k+1}^{BF} \) and \( H_{k+1}^{DFP} \) are given as

\[ H_{k+1}^{DFP} = H_k + \frac{s_k s_k^T}{l_k^T l_k} - \frac{H_k l_k l_k^T H_k^T}{l_k^T H_k l_k}. \]

Since \( s_k^T l_k > 0 \), all matrices \( B_{k+1}^{BF} \), \( H_{k+1}^{BF} \), \( B_{k+1}^{DFP} \) and \( H_{k+1}^{DFP} \) are positive definite whenever \( B_k, H_k > 0 \).

Motivated by the proximal ADMM with the BFGS update, we propose an extension of the proximal ADMM with the Broyden family update [22, 11, 23, 10], that is, a linear combination of the BFGS and DFP updates for \( B_{k+1} \) as follows:

\[ B_{k+1} = B_k - \frac{B_k s_k s_k^T B_k}{s_k^T B_k s_k} + \frac{l_k l_k^T}{l_k^T s_k} + t(s_k^T B_k s_k) v_k v_k^T, \quad v_k = \frac{l_k}{l_k^T s_k} - \frac{B_k s_k}{s_k^T B_k s_k}, \quad t \in [0, 1], \quad (2.4) \]

which is equivalent to

\[ B_{k+1} = (1-t)B_{k+1}^{BF} + tB_{k+1}^{DFP}, \quad \text{with} \quad t \in [0, 1]. \]

(2.5)

Similarly, we have the Broyden family update for \( H_{k+1} \) with a \( t \in [0, 1] \) as follows:

\[ H_{k+1} = H_k - \frac{H_k l_k l_k^T H_k}{l_k^T H_k l_k} + \frac{s_k s_k^T}{l_k^T s_k} + (1-t)(l_k^T H_k l_k) v_k v_k^T, \quad v_k = \frac{s_k}{l_k^T s_k} - \frac{H_k l_k}{l_k^T H_k l_k}, \quad (2.6) \]

which yields

\[ H_{k+1} = (1-t)H_{k+1}^{BF} + tH_{k+1}^{DFP}, \quad \text{with} \quad t \in [0, 1]. \]

(2.7)

The update scheme (2.5) becomes the pure BFGS update (2.1) when \( t = 0 \), and becomes the pure DFP update (2.3) when \( t = 1 \).

Now we consider when Property (i) holds. For the pure BFGS update, the following useful property has been shown in [15].

**Lemma 2.1.** [15, Theorem 2.2] Let \( s \in \mathbb{R}^n \) such that \( s \neq 0 \), and let \( l = M s \). If \( H \preceq M^{-1} \), then \( H^{BF} \preceq M^{-1} \).

This lemma is based on Lemma 2.1 in [15]. We modify the lemma in [15] to extend Lemma 2.1 to the Broyden family.

**Lemma 2.2.** Let \( l \in \mathbb{R}^n \) such that \( l \neq 0 \). Moreover let \( s = M^{-1} l \) and \( \Phi = \{ z \in \mathbb{R}^n \mid \langle l, z \rangle = 0 \} \). Then for any \( v \in \mathbb{R}^n \), there exist \( c \in \mathbb{R} \) and \( z \in \Phi \) such that \( v = cs + z \).

**Proof.** We can easily show the lemma in a way similar to the proof of [15, Lemma 2.1]. \( \square \)

We can rewrite the DFP update (2.3) as

\[ B_{k+1}^{DFP} = B - \frac{B s^T + l s^T B}{l^T s} + \left( 1 + \frac{s^T B s}{l^T s} \right) \frac{l l^T}{l^T s}. \]

(2.8)

Moreover we have

\[ B_{k+1}^{DFP} s = l = M s. \]

(2.9)

Then we can obtain the following lemma for \( B_{k+1}^{DFP} \).
Lemma 2.3. Let \( l \in \mathbb{R}^n \) such that \( l \neq 0 \), and let \( s = M^{-1}l \). If \( B \succeq M \), then \( B_{\text{DFP}} \succeq M \).

Proof. Let \( v \) be an arbitrary nonzero vector in \( \mathbb{R}^n \). Let \( \Phi = \{ z \in \mathbb{R}^n \mid \langle l, z \rangle = 0 \} \). From Lemma 2.2 there exist \( c \in \mathbb{R} \) and \( z \in \Phi \) such that \( v = cs + z \). It then follows from (2.9) and the definition of \( \Phi \) that

\[
\begin{align*}
v^\top B_{\text{DFP}} v &= (cs + z)^\top B_{\text{DFP}} (cs + z) \\
&= c^2 s^\top l + 2 c s^\top z + z^\top B_{\text{DFP}} z \\
&= c^2 s^\top l + z^\top B_{\text{DFP}} z \\
&= c^2 s^\top M s + z^\top B_{\text{DFP}} z.
\end{align*}
\]

Since \( z \in \Phi \), we have

\[
z^\top \left( l s^\top B l^\top s \right) z = 0, \quad z^\top \left( l s^\top B l^\top s \right) z = 0 \quad \text{and} \quad z^\top l^\top z = 0.
\]

It then follows from (2.8) that

\[
z^\top B_{\text{DFP}} z = z^\top Bz - 2 z^\top \left( l s^\top B l^\top s \right) z + z^\top \left( l s^\top B l^\top s \right) z + z^\top l^\top z = z^\top Bz. \quad (2.11)
\]

Furthermore, equation (2.9) implies

\[
s^\top M z = l^\top z = 0.
\]

Combining (2.10) and (2.11), we have

\[
v^\top B_{\text{DFP}} v = c^2 s^\top M s + z^\top Bz \\
&\geq c^2 s^\top M s + z^\top M z \\
&= (cs + z)^\top M (cs + z) - 2 c s^\top M z \\
&= v^\top M v,
\]

where the inequality follows from the assumption. Since \( v \) is arbitrary, we have \( B_{\text{DFP}} \succeq M \). \( \square \)

Using the above lemmas, we can show the following desired property for the Broyden family update.

Theorem 2.4. Let \( s, l \in \mathbb{R}^n \) such that \( s, l \neq 0 \), and let \( l = Ms \). Suppose that \( B_k \) is updated by the Broyden family (2.5) for all \( k > 0 \). If \( B_0 \succeq M \), then \( B_k \succeq M \) for any \( t \in [0, 1] \) and \( k > 0 \).

Proof. Due to Lemmas 2.1 and 2.3 we show that if \( (H_0)^{-1} = B_0 \succeq M \), then \( B_k^{\text{BFGS}} \succeq M \) and \( B_k^{\text{DFP}} \succeq M \) for all \( k > 0 \). It follows from (2.5) that for any \( t \in [0, 1] \) and \( k > 0 \), \( B_k \succeq M \). \( \square \)

Theorem 2.4 implies that \( T_k = B_k - M \succeq M \) when the initial matrix \( B_0 \) satisfies \( B_0 \succeq M \).

When \( M \) is merely positive semidefinite, we cannot directly use the BFGS and DFP updates. In this case we may consider \( M^\delta = M + \delta I \) with sufficiently small \( \delta > 0 \), and construct \( B_0 \) by the BFGS and DFP updates for \( M^\delta \). That is, \( B_k^{\text{BFGS}} \) and \( B_k^{\text{DFP}} \) are updated by the BFGS and DFP with respect to \( M^\delta \) at every iteration, respectively, and \( l_k = M^\delta s = Ms + \delta s \). Then \( T_k = B_k - M \succeq \delta I \) is a positive definite matrix. Note that \( s^\top l_k > 0 \) when \( s \neq 0 \), and recursions (2.2) and (2.3) still hold. When \( \delta \) is small enough, \( B_k \) is also close to \( M \).
In the subsequent subsections, we describe the details of applying the VMSP-ADMM with the Broyden family update for two convex problems (1.7) and (1.8) given in Introduction. Note that the y-subproblems also can be applied with the Broyden family update when they do not have closed-form solutions. For simplicity, we suppose the y-subproblems are easily solved here.

2.2. VMSP-ADMM for convex problem 1. First, we consider problem 1. Let \( \mathcal{L}_\beta(x, y_1, ..., y_N, \lambda_1, ..., \lambda_N) \) be the augmented Lagrangian function for (1.9) that defined by

\[
\mathcal{L}_\beta(x, y_1, ..., y_N, \lambda_1, ..., \lambda_N) := \sum_{i=1}^{N} f_i(y_i) - \sum_{i=1}^{N} \langle \lambda_i, A_i x - y_i \rangle + \sum_{i=1}^{N} \frac{\beta}{2} \|A_i x - y_i\|^2,
\]

where \( \lambda_i \in \mathbb{R}^{m_i} (i = 1, 2, ..., N) \) are multipliers associated to the linear constraints and \( \beta > 0 \) is a penalty parameter. As shown in Introduction, we further define \( y = (y_1^T, y_2^T, ..., y_N^T)^T, A_1 = [A_1^T, A_2^T, ..., A_N^T]^T, \lambda = (\lambda_1^T, \lambda_2^T, ..., \lambda_N^T)^T, g(y) = \sum_{i=1}^{N} f_i(y_i), \) and \( m = \sum_{i=1}^{N} m_i. \) Then \( y \in \mathbb{R}^m, \lambda \in \mathbb{R}^m \) and the augmented Lagrangian function is rewritten as

\[
\mathcal{L}_\beta(x, y, \lambda) := g(y) - \langle \lambda, A_1 x - y \rangle + \frac{\beta}{2} \|A_1 x - y\|^2. \tag{2.13}
\]

Using a proximal matrix \( T_k^1 \in \mathbb{R}^{m \times n} \), the x-subproblem (1.5a) for (1.9) is written as

\[
x^{k+1} = \arg \min_x \left\{ -\langle \lambda^k, A_1 x - y^k \rangle + \frac{\beta}{2} \|A_1 x - y^k\|^2 + \frac{1}{2} \|x - x^k\|^2_{T_k^2} \right\}
\]

\[
= \left( \beta A_1^T A_1 + T_k^1 \right)^{-1} \left( \beta A_1^T \lambda^k + \beta A_1^T y^k + T_k^1 x^k \right). \tag{2.14}
\]

Note that \( \beta A_1^T A_1 = \sum_{i=1}^{N} \beta A_i^T A_i = \nabla_x^2 \mathcal{L}_\beta(x, y, \lambda). \) Let \( M^1 \) be defined as

\[
M^1 := \nabla_x^2 \mathcal{L}_\beta(x, y, \lambda) = \beta A_1^T A_1 \succeq 0.
\]

Note that \( M^1 \) is not necessarily positive definite. Then, as written in the previous subsection, we may not apply the BFGS and DFP updates for \( M \). Therefore we use the following perturbed matrix \( M^{\delta_1} \) instead of \( M^1 \).

\[
M^{\delta_1} := M^1 + \delta_1 I > 0 \text{ with } \delta_1 > 0.
\]

Then, we propose to construct a matrix \( B_k^1 \) by the Broyden family with \( s_k = x_{k+1} - x_k \) and \( l_k = M^{\delta_1} s_k \), and set

\[
T_k^1 = B_k^1 - M^1.
\]

Note that Theorem 2.4 implies that \( T_k^1 > 0 \) if \( B_k^1 \succeq M^{\delta_1}. \)

Using \( B_k^1 \), x-subproblem (2.14) is written as

\[
x^{k+1} = x^k + (B_k^1)^{-1} \left( A_1^T \lambda^k + \beta A_1^T y^k - M^1 x^k \right).
\]

Based on the descriptions of the BFGS (or limited memory BFGS, abbreviated to L-BFGS) and DFP updates, we first give our algorithm for problem (1.7).

Remark 1. Note that constant \( k^1 \in [1, \infty] \) in the algorithm means that the \( B_k^1 \) \((H_k^1) \) updated by the BFGS \((\text{or L-BFGS}) \) and DFP procedures will be stopped at \( k^1 \), that is, \( B_k^1 = B_{k^1}^1, \quad H_k^1 = H_{k^1}^1 \) for \( k \geq k^1 \). Specially,
Algorithm 1: VMSP-ADMM with the Broyden family update (ADM-BD1) for convex Problem 1 (1.7)

**Input**: data matrix $A_1$, initial point $(x^0, y^0, \lambda^0)$, penalty parameter $\beta$, $\delta$, initial matrix $H_0 \succeq (M^{\delta})^{-1}$, coefficient $t_1 \in [0, 1]$; constant $\delta \in [1, \infty)$, stopping criterion $\epsilon$.

**Output**: approximative solution $(x^k, y^k, \lambda^k)$

1. initialization;
2. while $k < \text{maxIter}$ or not convergence do
   3. if $k \leq \delta$ and $x_k - x_{k-1} \neq 0$ then
      4. update $H_k$ via (2.6) or L-BFGS;
   5. else
      6. update $H_k = H_{k-1}$;
   7. end
   8. update $x^{k+1}$ by solving the x-subproblem:
      $x^{k+1} = x^k + H_k^{-1} (A_1^T \lambda^k + \beta A_1^T y^k - M^1 x^k)$;
   9. update $y^{k+1}$ by solving the y-subproblem:
      $y^{k+1} = \arg \min \{ g(y) - (\lambda^k, A_1 x^{k+1} - y) + \frac{\beta_1}{2} ||A_1 x^{k+1} - y||^2 + \frac{\beta_2}{2} ||y - y^k||_2 \}$;
10. update Lagrangian multipliers: $\lambda^{k+1} = \lambda^k - \beta (A_1 x^{k+1} - y^{k+1})$.
11. end

- $\delta < \infty$: we can show the global convergence since it is reduced to the usual proximal ADMM after $\delta$ steps;
- $\delta = \infty$: the $B_k^1 (H_k)$ are updated for all $k$, and the numerical experiments in [15] show it works;
- $\delta$ is small: it is not efficient, since $B_k^1$ is not close to $M_{\delta}$.

2.3. VMSP-ADMM for convex problem 2. For problem 2, let the augmented Lagrangian function for (1.10) $\mathcal{L}_2^\beta (x_1, \ldots, x_N, y_1, \ldots, y_N, \lambda, \mu_1, \ldots, \mu_N)$ be defined by

$$
\mathcal{L}_2^\beta (x_1, \ldots, x_N, y_1, \ldots, y_N, \lambda, \mu_1, \ldots, \mu_N) = \sum_{i=1}^N f_i(y_i) - \langle \lambda, \sum_{i=1}^N A_i x_i - b \rangle - \sum_{i=1}^N \langle \mu_i, x_i - y_i \rangle
$$

$$
+ \frac{\beta_1}{2} \| \sum_{i=1}^N A_i x_i - b \|^2 + \sum_{i=1}^N \frac{\beta_2}{2} \| x_i - y_i \|^2,
$$

where $\lambda \in \mathbb{R}^m, \mu_i \in \mathbb{R}^{n_i} (i = 1, 2, \ldots, N)$ are multipliers associated to the linear constraints and $\beta_1, \beta_2 > 0$ are the penalty parameters, respectively.

We also define $x = (x_1^T, x_2^T, \ldots, x_N^T)^T$, $y = (y_1^T, y_2^T, \ldots, y_N^T)^T$, $g(y) = \sum_{i=1}^N f_i(y_i)$, $A_2 = [A_1, A_2, \ldots, A_N]$, and $n = \sum_{i=1}^N n_i$. Then $x, y \in \mathbb{R}^n$ and $A_2 \in \mathbb{R}^{m \times n}$. Moreover, let $\mu = (\mu_1^T, \mu_2^T, \ldots, \mu_N^T)^T \in \mathbb{R}^n$. The augmented Lagrangian function (2.15) can be written as

$$
\mathcal{L}_2^\beta (x, y, \lambda, \mu) = g(y) - \langle \lambda, A_2 x - b \rangle - \langle \mu, x - y \rangle + \frac{\beta_1}{2} \| A_2 x - b \|^2 + \frac{\beta_2}{2} \| x - y \|^2.
$$

(2.16)
Similar to problem 1 in Subsection 2.2, using a proximal matrix $T_k^2 \in \mathbb{R}^{n \times n}$, the $x$-subproblem (1.5a) for (1.10) is written as

$$x^{k+1} = \arg \min_x \left\{ -\langle \lambda^k, A_2 x - b \rangle - \langle \mu^k, x - y^k \rangle + \frac{\beta_1}{2} \| A_2 x - b \|^2 + \frac{\beta_2}{2} \| x - y^k \|^2 + \frac{1}{2} \| x - x^k \|^2_{T_k^2} \right\}$$

$$= \left( \beta_1 A_2^T A_2 + \beta_2 I + T_k^2 \right)^{-1} \left( A_2^T \lambda^k + \mu^k + \beta_1 A_2^T b + \beta_2 y^k + T_k^2 x^k \right). \quad (2.17)$$

Let $M^2$ be defined as

$$M^2 := \nabla_x^2 \mathcal{L}_2^2(x, y, \lambda, \mu) = \beta_1 A_2^T A_2 + \beta_2 I.$$

Note that $M^2 > 0$ whenever $\beta_2 > 0$. Then, we construct a matrix $B_k^2$ via the Broyden family for $M^2$ and set:

$$T_k^2 = B_k^2 - M^2.$$

Theorem 2.4 implies that $T_k^2 \succeq 0$ if $B_0^2 \succeq M^2$. Using $B_k^2$, $x$-subproblem (2.17) is written as

$$x^{k+1} = x^k + (B_k^2)^{-1} \left( A_2^T \lambda^k + \mu^k + \beta_1 A_2^T b + \beta_2 y^k - M^2 x^k \right).$$

The algorithm for problem (1.8) is as follows:

**Algorithm 2: VMSP-ADMM with the Broyden family update (ADM-BD2)**

**Input**: data matrix $A_2$, initial point $(x^0, y^0, \lambda^0, \mu^0)$, penalty parameters $\beta_1, \beta_2$; initial matrix $H_0^2 \preceq (M^2)^{-1}$, coefficient $\ell_2 \in [0, 1]$, constant $\bar{k}^2 \in [1, \infty]$; maxIter, stopping criterion $\epsilon$.

**Output**: approximative solution $(x^k, y^k, \lambda^k, \mu^k)$

1. initialization;
2. while $k < \text{maxIter}$ or not convergence do
3. if $k \leq \bar{k}^2$ and $x_k - x_{k-1} \neq 0$ then
4.   update $H_k^2$ via (2.6) or L-BFGS;
5. else
6.   $H_k^2 = H_{k-1}^2$;
7. end
8. update $x^{k+1}$ by solving the $x$-subproblem:
9.   $x^{k+1} = x^k + H_k^2 \left( A_2^T \lambda^k + \mu^k + \beta_1 A_2^T b + \beta_2 y^k - M^2 x^k \right)$;
10. update $y^{k+1}$ by solving the $y$-subproblem:
11.   $y^{k+1} = \arg \min_y \left\{ g(y) - \langle \mu^k, x^{k+1} - y \rangle + \frac{\beta_2}{2} \| x^{k+1} - y \|^2 + \frac{1}{2} \| y - y^k \|^2_{S^2} \right\}$;
12. update Lagrangian multipliers: $\lambda^{k+1} = \lambda^k - \beta_1 (A_2 x^{k+1} - b)$;
13. update Lagrangian multipliers: $\mu^{k+1} = \mu^k - \beta_2 (x^{k+1} - y^{k+1})$.

The constant $\bar{k}^2$ in the Algorithm 2 plays the same role as $\bar{k}^1$ in Algorithm 1.

3. Convergence of VMSP-ADMM with Broyden family update. In this section, we first consider general convergence properties for the variable metric semi-proximal ADMM (1.5a)-(1.5c) (VMSP-ADMM). Then we discuss the convergence of VMSP-ADMM with the Broyden family update (ADM-BD1 and ADM-BD2) for problem 1 and problem 2.
3.1. Global convergence of variable metric semi-proximal ADMM. Let $\Omega^*$ be a set of $(x^*, y^*, \lambda^*)$ satisfying the KKT condition of problem (1.1). Since the subdifferential mapping of the closed proper convex functions are maximal monotone [24], there exist two positive semidefinite matrices $\Sigma_f$ and $\Sigma_g$ such that for all $x, \hat{x} \in \mathbb{R}^n$, $f'(x) \in \partial f(x)$, and $f'(\hat{x}) \in \partial f(\hat{x})$,
\[
(x - \hat{x})^T (f'(x) - f'(\hat{x})) \geq \|x - \hat{x}\|_{\Sigma_f}^2,
\]
and for all $y, \hat{y} \in \mathbb{R}^n$, $g'(y) \in \partial g(y)$, and $g'(\hat{y}) \in \partial g(\hat{y})$,
\[
(y - \hat{y})^T (g'(y) - g'(\hat{y})) \geq \|y - \hat{y}\|_{\Sigma_g}^2.
\]

Throughout this paper, we make the following assumptions.

**Assumption 3.1.** The set $\Omega^*$ of KKT points is non-empty.

**Assumption 3.2.** For all $k > 0$, $T_k + \Sigma_f + \beta A^T A$ and $S + \Sigma_g + \beta B^T B$ are positive definite.

Now, we begin to investigate the convergence of VMSP-ADMM. First, we assume some conditions for sequence $\{T_k\}$ to guarantee the convergence.

**Condition 3.1.** For the sequence $\{T_k\}$ generated by the framework (1.5), there exist $T \geq 0$ and a non-negative sequence $\{\gamma_k\}$ such that

1. $T \geq T_{k+1} \geq (1 + \gamma_k)T_k$, for all $k$,
2. $T + \Sigma_f + \beta A^T A$ is positive definite,
3. $\sum_k \gamma_k < \infty$.

Now we give the main theorem of this subsection.

**Theorem 3.3.** Suppose that Assumptions 3.1 and 3.2 hold. Suppose also that $\{T_k\}$ is a sequence satisfying Condition 3.1. Let $\{(x^k, y^k, \lambda^k)\}$ be generated by (1.5). Then the following statements hold:

(a) we have for $k \geq 1$ that
\[
\|x^k - x^*\|^2_{T_k} + \|y^k - y^*\|^2_{\Sigma_g} + \beta \|B(y^k - y^*)\|^2 + \frac{1}{\beta} \|\lambda^k - \lambda^*\|^2 + \|y^k - y^{k-1}\|^2_{S} + \frac{1}{\beta} \|\lambda^{k-1} - \lambda^*\|^2 \\
- \left(\|x^{k+1} - x^*\|^2_{T_k} + \|y^{k+1} - y^*\|^2_{\Sigma_g} + \beta \|B(y^{k+1} - y^*)\|^2 + \frac{1}{\beta} \|\lambda^{k+1} - \lambda^*\|^2 \\
+ \|y^{k+1} - y^k\|^2_{S}\right) \geq \|x^{k+1} - x^*\|^2_{T_k} + \|y^{k+1} - y^k\|^2_{S} + \beta \|B(y^{k+1} - y^k)\|^2 \\
+ \beta \|A x^{k+1} + B y^{k+1} - y\|^2 + 2\|x^{k+1} - x^*\|^2_{\Sigma_f} + 2\|y^{k+1} - y^*\|^2_{\Sigma_g}.
\]

(b) sequence $\{(x^k, y^k, \lambda^k)\}$ converges to a point $(x^*, y^*, \lambda^*) \in \Omega^*$.

**Proof.** The proof can be done in a way similar to the proofs in [15, Theorem 2.3] and [9, Theorem B.1].

3.2. Global convergences of algorithms 1 and 2. We establish the global convergences of Algorithms 1 and 2 as corollaries of the convergence results in Subsection 3.1.

For the global convergence, we require condition 3.1 holds. In particular, we need that $0 \leq T \leq T_k$ for all $k$, that is, $T_k$ should be positive semidefinite for all $k$. To
see this, we first note that initial matrices $H_0^1$ and $H_0^2$ satisfy $H_0^1 \preceq (M^k_1)^{-1}$ and $H_0^2 \preceq (M^k_2)^{-1}$. Then Theorem 2.4 implies $H_k^1 \preceq (M^k_1)^{-1}$ and $H_k^2 \preceq (M^k_2)^{-1}$ for all $k$, and hence $T_k^1, T_k^2 \succeq 0$ for all $k$.

Therefore, Algorithms 1 and 2 are well-defined, that is, they can generate a sequence $\{x^k, y^k, \lambda^k\}$. Moreover, we get the following convergence properties based on Theorem 3.3.

**Theorem 3.4.** Suppose that sequence $\{T_k^1\}$ satisfies Condition 3.1. Let a sequence $\{(x^k, y^k, \lambda^k)\}$ be generated by Algorithm 1. Then sequence $\{(x^k, y^k, \lambda^k)\}$ converges to a KKT point of (1.9).

**Theorem 3.5.** Suppose that sequence $\{T_k^2\}$ satisfies Condition 3.1. Let a sequence $\{(x^k, y^k, \lambda^k, \mu^k)\}$ be generated by Algorithm 2. Then sequence $\{(x^k, y^k, \lambda^k, \mu^k)\}$ converges to a KKT point of (1.10).

Until now, we cannot give sufficient conditions for Condition 3.1 to hold when $\{B_k\}$ is updated by a pure Broyden family. As those remedies shown in [15], now we provide two amendments for sequences $\{T_k^1\}$ and $\{T_k^2\}$ with the Broyden family (2.5) to guarantee Condition 3.1.

**Amendment I:** Let $\bar{k}^1$ be finite in Algorithm 1. Then the updating of $B_k^1$ stops at $\bar{k}^1$, and thus sequence $\{T_k^1\}$ satisfies Condition 3.1. Similarly, let $\bar{k}^2$ be finite in Algorithm 2. Then sequence $\{T_k^2\}$ satisfies Condition 3.1 as well.

**Amendment II:** Suppose that $\bar{k}^1 = \infty$ in Algorithm 1. We generate $\{B_k^1\}$ as follows:

$$B_{k+1}^1 = B_k^1 + c_k^1 (\bar{B}_{k+1}^1 - B_k^1),$$

where $\bar{B}_{k+1}^1$ is updated by the pure Broyden family (2.4) for $M^{\delta_1} > 0$ with $\delta_1 > 0$, and $\{c_k^1\}$ is a sequence such that $c_k^1 \in [0, 1]$, and $\sum_{k=0}^{\infty} c_k^1 < \infty$. We can easily obtain that Condition 3.1 holds for the sequence $\{T_k^1\}$ as that shown in [15].

Suppose that $\bar{k}^2 = \infty$ in Algorithm 2. We generate $\{B_k^2\}$ as follows:

$$B_{k+1}^2 = B_k^2 + c_k^2 \left( \frac{\tilde{l}_k^2 (\bar{l}_k^2)^\top}{(\bar{l}_k^2)^\top s_k^2} - \frac{B_k^2 s_k^2 (s_k^2)^\top (B_k^2)^\top}{(s_k^2)^\top B_k^2 s_k^2} + t_2 ((s_k^2)^\top B_k^2 s_k^2) \tilde{v}_k^2 (\bar{v}_k^2)^\top \right),$$

where $\tilde{l}_k^2 = M^{\delta_2} s_k^2 = M^2 s_k^2 + \delta_2 s_k^2$ with $\delta_2 > 0, t_2 \in [0, 1]$ is a scalar parameter,

$$\tilde{v}_k^2 = \left( \frac{\tilde{l}_k^2}{(\bar{l}_k^2)^\top s_k^2} - \frac{B_k^2 s_k^2}{(s_k^2)^\top B_k^2 s_k^2} \right),$$

and $\{c_k^2\}$ is a sequence such that $c_k^2 \in [0, 1]$, and $\sum_{k=0}^{\infty} c_k^2 < \infty$.

We can rewrite (3.2) as

$$B_{k+1}^2 = B_k^2 + c_k^2 (\bar{B}_{k+1}^2 - B_k^2),$$

where $\bar{B}_{k+1}^2 = (1 - t_2)B_{k+1} + t_2 B_{k+1}^{D2}$ with $t_2 \in [0, 1]$, and $B_{k+1}^{D2}$ and $B_{k+1}^{D2}$ are updated by the pure BFGS and DFP updates with respect to $M^{\delta_2}$, respectively.

As shown in [15], Condition 3.1 holds for the sequence $\{T_k^2\}$.
4. Numerical Experiments for the L1 regularized logistic regression. In this section, we test the proposed proximal ADMM by solving a popular sparse learning problem, L1 regularized logistic regression model. All the experiments are implemented by Matlab R2018b on Windows 10 pro with a 2.10 GHz Intel Xeon E5-2620 v4 processor and 128 GB of RAM. The L1 regularized logistic regression model is given as:

$$\min \left\{ \frac{1}{m} \sum_{i=1}^{m} \log \left( 1 + \exp \left( -r_i (A_i x + \sigma) \right) \right) + \rho \| x \|_1 \mid x \in \mathbb{R}^n \right\},$$  \hspace{1cm} (4.1)

where $A \in \mathbb{R}^{m \times n}$ is a feature matrix, $A_i \in \mathbb{R}^{1 \times n}$ is the row vector of matrix $A$, and $r \in \mathbb{R}^m$ is a response vector. The scalar $m$ is the number of data points, and $n$ is the dimension of data. Moreover, $\sigma \in \mathbb{R}$ is a decided intercept scalar, and $\rho > 0$ is a regularization parameter. The decision variable of (4.1) is $x \in \mathbb{R}^n$.

4.1. Reformulation and algorithms. Our purpose is to justify the advantages of the proximal ADMM with the Broyden family update (Algorithm 1). We choose some classical ADMMs as the benchmark for numerical comparison in this subsection.

By introducing some auxiliary variables $y_i \in \mathbb{R}$ ($i = 1, 2, \ldots, m$) and $z \in \mathbb{R}^n$, the L1 regularized logistic regression model (4.1) can be reformulated as

$$\text{minimize } \frac{1}{m} \sum_{i=1}^{m} \log \left( 1 + \exp \left( -r_i (y_i + \sigma) \right) \right) + \rho \| z \|_1$$

subject to

$$\begin{align*}
y_i & = A_i x, \quad i = 1, 2, \ldots, m \\
y & = \tilde{y} = \begin{pmatrix} y \\ z \end{pmatrix}, \quad g(\tilde{y}) = \frac{1}{m} \sum_{i=1}^{m} \log \left( 1 + \exp \left( -r_i (y_i + \sigma) \right) \right) + \rho \| z \|_1, \\
\tilde{A} & = \begin{bmatrix} A \\ I_n \end{bmatrix}, \quad B = -I_{m+n}, \quad \text{and } b = 0, \quad \text{problem (4.2) is reduced to (1.1)}. \end{align*}$$

The augmented Lagrangian function of (4.2) can be written as:

$$\mathcal{L}_\beta(x, y, z, \lambda, \mu) = g(\tilde{y}) - \langle \lambda, Ax - y \rangle - \langle \mu, x - z \rangle + \frac{\beta}{2} \| Ax - y \|^2 + \frac{\beta}{2} \| x - z \|^2, \quad (4.3)$$

where $\lambda \in \mathbb{R}^m, \mu \in \mathbb{R}^n$ are multipliers associated to the linear constraints and $\beta > 0$ is the penalty parameter. We further define $\tilde{\lambda} = \begin{pmatrix} \lambda \\ \mu \end{pmatrix}$. Let $M$ be the Hessian matrix of the augmented Lagrangian function (4.3), that is, $M: = \nabla^2_{xx} \mathcal{L}_\beta(x, y, z, \lambda, \mu) = \beta A^T \tilde{A} = \beta A^T A + \beta I$. Note that $M > 0$ whenever $\beta > 0$. Therefore, we set $\delta_1 = 0$ in Algorithm 1.

The maximum eigenvalue $\lambda_{\text{max}} \left( \beta I + \beta A^T A \right)$ is needed in some algorithms. We adopt the the following codes in Matlab to compute the maximum eigenvalue $\lambda_{\text{max}} \left( A^T A \right)$:

```
AAfun = @(x)A'*(A*x); eig_max = eigs(AAfun,n,1);
```

The inverse of matrix $M$ will also be used later for some $x$-subproblems. We use a Cholesky factorization to solve it. When $m \geq n$, we use “chol” in Matlab for $(A^T A + \beta I)$. When $m < n$, we apply Sherman-Morrison formula to $(\beta I + A^T A)^{-1}$:

$$\left( \beta I + A^T A \right)^{-1} = \frac{1}{\beta} I - \frac{1}{\beta^2} \cdot A^T \cdot \left( I + \frac{1}{\beta} AA^T \right)^{-1} \cdot A,$$
and compute the factorization $LL^\top$ of a smaller matrix $(I + (1/\beta)AA^\top)$ by the “chol” function. Note that the maximum eigenvalue and the Cholesky factorization are calculated only once for each test problem.

Besides, a soft-thresholding operator $S_\kappa: \mathbb{R}^n \to \mathbb{R}^n$ will be used in $y$-subproblems, which is defined as $(S_\kappa(a))_i = (1 - \kappa/|a_i|)_+ a_i$, for all $i = 1, \ldots, m, \kappa > 0$ and $a \in \mathbb{R}^m$.

We test the following methods:

**ADMM-1:** the classical ADMM [12, 13] which is applied for the original problem (4.1):

$$
\begin{aligned}
x^{k+1} &= \arg \min_x \frac{1}{m} \sum_{i=1}^{m} \log \left( 1 + \exp \left( - r_i (A_i x + \sigma) \right) \right) + \frac{\beta}{2} \| x - y^k - \lambda^k \|_2^2, \\
y^{k+1} &= S_{\beta/\beta} (x^{k+1} - \lambda^k / \beta), \\
\lambda^{k+1} &= \lambda^k - \beta (x^{k+1} - y^{k+1});
\end{aligned}
$$

where $B_k$ is generated by Broyden family (2.4), and the initial matrix $B_0$ is chosen as:

$$B_0 = \xi I, \quad \text{with } \xi = 1.01 \ast \lambda_{\text{max}}(\beta I + \beta A^\top A). \quad (4.6)$$

It becomes the pure BFGS update when $t = 0$ (ADM-BFGS) and becomes the pure DFP update when $t = 1$;

**ADM-BFGS (or ADM-LBFGS):** the proximal ADMM with the BFGS (or L-BFGS) update for problem (4.2) with a semidefinite proximal matrix sequence $\{T_k\}$. Matrix $B_k$ is generated by BFGS (2.8), and the initial matrix $B_0$ is chosen as (4.6);

**ADM-ILBFGS:** the proximal ADMM with the L-BFGS update for problem (4.2) with an indefinite proximal matrix sequence $\{T_k\}$ where the initial matrix $B_0$ is chosen as:

$$B_0 = \xi I, \quad \xi = 0.8 \ast \lambda_{\text{max}}(\beta I + \beta A^\top A).$$

Since the $x$-subproblems in (4.4) and $y$-subproblems in (4.5) have no closed-form solution, we adopt a custom Newton solver for these subproblems with the tolerance of $10^{-6}$. We set a maximum iteration number of the Newton solver to 50. The codes for the original ADMM (4.4) are referred to the paper [2].
4.2. Problem data and algorithm settings. Now we specify the data for the L1 regularized logistic regression model (4.1) to be tested. We generate data by the codes of [2] as follows. We first generate $D \in \mathbb{R}^{m \times n}$ as a sparse matrix normally distributed with $p$ sparsity nonzero entries, where $p \in (0, 1]$. Then we generate $\sigma, r, A$ and $\rho$ as follows:

- the intercept $\sigma$ is chosen from $\mathcal{N}(0, 1)$;
- the vector $r$ is generated by $r = \text{sign}(Dw + \sigma + \epsilon)$, where $\epsilon$ is the noise drawn from $\mathcal{N}(0, 0.1)$, and $w \in \mathbb{R}^n$ is a random and sparse vector with approximately 10% normally distributed nonzero entries;
- matrix $A$ can be written as $A = \text{spdiags}(r, 0, m, m)$ by MATLAB, which is the product of a banded sparse matrix with $D$;
- $\rho = 0.1\rho_{\text{max}}$, where $\rho_{\text{max}}$ is the maximum regularization parameter when the solution is $x^* = 0$. The concrete definition of $\rho_{\text{max}}$ can be found in [19, Subsection 2.1].

Then we give the settings of initial points, maximum iterations and stopping criterions for the above algorithms. We set the initial points are $x^0 = y^0 = z^0 = 0$ and $\lambda^0 = \mu^0 = 0$. The maximum outer iteration step is 5000. We adopt the stopping criterion as in [2] that the primal residual and dual residual are small at the iteration $k$:

$$\|\tilde{A}x^k + B\tilde{y}^k\|_2 \leq \epsilon_k^{\text{pri}} \quad \text{and} \quad \|\beta\tilde{A}^TB(\tilde{y}^k - \tilde{y}^{k-1})\|_2 \leq \epsilon_k^{\text{dual}},$$

where $\epsilon_k^{\text{pri}} > 0$ and $\epsilon_k^{\text{dual}} > 0$ are feasibility tolerances for the primal and dual feasibility conditions, respectively. These tolerances can be chosen using absolute and relative criteria from the suggestion in [2], such as

$$\epsilon_k^{\text{pri}} = \sqrt{n}\epsilon_{\text{abs}} + \epsilon_{\text{rel}}\max\{\|\tilde{A}x^k\|_2, \|B\tilde{y}^k\|_2\},$$
$$\epsilon_k^{\text{dual}} = \sqrt{n}\epsilon_{\text{abs}} + \epsilon_{\text{rel}}\|\tilde{A}^T\lambda^k\|_2,$$

where $\epsilon_{\text{abs}} > 0$ is an absolute tolerance and $\epsilon_{\text{rel}} > 0$ is a relative tolerance. We set $\epsilon_{\text{abs}} = 10^{-4}, \epsilon_{\text{rel}} = 10^{-3}$.

We give the notations that will be used in the following tables for numerical results.

- Iter.: the outer iteration steps for each algorithm;
- Int.Iter.: the total internal iterations of Newton method for each algorithm;
- Time: the total CPU time for each algorithm;
- T-M: the CPU time of computing for the Cholesky factorization of ADMM-2; or the CPU time of computing for the maximum eigenvalue of ADM-PRO, ADM-LBFGS, and ADM-ILBFGS;
- T-A: the CPU time for the algorithm proceed without T-M.

4.3. Numerical results. It is well known that the BFGS update is more effective than the DFP update from computational experience. We first choose $t \in \{-0.1, 0, 0.1\}$ in (2.4). Note that $t = -0.1$ cannot guarantee the positive definiteness in theory but work in practice. At first, we set the sizes and sparsity of the matrix $D$ be $m \in \{500, 1000\}$, $n \in \{200, 500\}$, and $p = 0.1$. We test different $\beta \in (0, 0.5)$ and chose the best one. The results on iterations and CPU time (in seconds) for ADM-Broyden with different $t$ are provided in Table 1. All the results are averaged over 10 trials.

Table 1 shows that ADM-Broyden with $t = -0.1$ and 0.1 some times work well from the viewpoint of the number of iteration.
Table 1. Comparison on iteration steps and CPU time (seconds) for different $t$ of ADM-Broyden

| Setting | ADM-Broyden $t = -0.1$ | ADM-Broyden $t = 0$ | ADM-Broyden $t = 0.1$ |
|---------|------------------------|---------------------|-----------------------|
| $m$ | $n$ | $p$ | Iter. | Int. Iter. | Time | $\beta$ | Iter. | Int. Iter. | Time | $\beta$ | Iter. | Int. Iter. | Time |
| 500 | 200 | 0.1 | 2.4 | 72.0 | 216.0 | 0.16 | 2.3 | 74.0 | 222.0 | 0.16 | 2.4 | 72.0 | 216.0 | 0.16 |
| 500 | 500 | 0.1 | 3.3 | 81.0 | 243.0 | 0.46 | 3.5 | 83.0 | 249.0 | 0.49 | 2.2 | 82.0 | 246.0 | 0.44 |
| 1000 | 500 | 0.1 | 2.3 | 158.0 | 474.0 | 1.14 | 2.2 | 155.0 | 465.0 | 1.11 | 2.2 | 157.0 | 471.0 | 1.12 |

Next we test the same problems as those in Table 1 among the different classical ADMMs, proximal ADMM and ADMM with the BFGS update. Table 2 shows the iterative steps and the CPU time (in seconds) results.

Table 2. Comparison on iteration steps and CPU time (seconds) among the four methods

| Setting | ADMM-1 | ADMM-2 | ADMM-PRO | ADMM-BFGS |
|---------|--------|--------|----------|-----------|
| $m$ | $n$ | $p$ | Iter. | Int. Iter. | Time | $\beta$ | Iter. | Int. Iter. | Time | $\beta$ | Iter. | Int. Iter. | Time | $\beta$ | Iter. | Int. Iter. | Time |
| 500 | 200 | 0.1 | 4.4 | 15.0 | 60.0 | 0.35 | 0.6 | 77.0 | 306.0 | 0.14 | 0.3 | 131.0 | 524.0 | 0.23 | 2.3 | 74.0 | 222.0 | 0.16 |
| 500 | 500 | 0.1 | 4.0 | 20.0 | 100.0 | 2.50 | 0.6 | 105.0 | 418.0 | 0.26 | 0.3 | 390.0 | 1559.0 | 0.75 | 3.5 | 83.0 | 249.0 | 0.49 |
| 1000 | 500 | 0.1 | 9.0 | 19.0 | 85.0 | 4.59 | 0.8 | 128.0 | 510.0 | 0.51 | 0.3 | 233.0 | 931.0 | 0.88 | 2.2 | 155.0 | 465.0 | 1.11 |

It is obvious to see from Table 2 that the classical ADMM-1 always gets a solution within least iterative steps but takes a lot of time computing the $x$-subproblems by the Newton method. We also know that classical ADMM-2 spends less CPU time to get the solution. The ADMM with the BFGS update (ADM-BFGS) is better than the proximal ADMM (ADM-PRO) on the number of iterations. When the data matrix $A$ is ill-conditioned, or the inverse of the Hessian matrix of augmented Lagrangian function is impossible to be computed, it is meaningful to use the proximal matrix $H_k$. ADM-BFGS needs more memories to save the $H_k$, and thus we consider to use the L-BFGS update to construct the $H_k$ for some larger cases.

We take the memory as 40 for the ADMM with the L-BFGS update. The upper results in Table 3 show the iteration steps and CPU time (in seconds) for a smaller and sparse matrix $D$ when $m = 1000$, $n \in \{500, 1000, 2000\}$ and $p = 0.1$. The middle part in Table 3 shows the iteration steps and CPU time results when $m = 5000$, $n = 1000$ and $p \in \{0.1, 0.5, 1\}$. The results are compared among ADMM-1, ADMM-2, ADMM-PRO, ADMM-LBFGS, and ADMM-ILBFGS. We also plot the objective function values with respect to the CPU time of matrix $D$ (same as matrix $A$) with different sparsities among three methods, ADMM-2, ADMM-PRO and ADMM-LBFGS in Figure 1. In the lower part of Table 3, we test the behaviours of ADMMs for a larger matrix $D$ when $m = 10000$, $n = 5000$ and $p \in \{0.1, 0.5, 1\}$. The best CPU time is highlighted with red color of each item, while the best iteration colors with blue except for ADMM-1. The iterations of ADMM-LBFGS are highlighted with purple color in order to compare clearly with the classical ADMM-2.

From Table 3 and Figure 1, we conclude that ADMM-LBFGS performs well. When matrix $A$ is larger and has more non-zero elements, ADMM-1 spends too much time. The usual proximal ADMM (ADMM-PRO) takes much more iteration steps. ADMM-LBFGS and ADMM-ILBFGS algorithms can reach the solutions within the same levels both at iteration and CPU time for the algorithm (T-A) as the ADMM-2 while the indefinite ADMM-ILBFGS is a slight better than the semidefinite ADMM-LBFGS. If matrix $A$ is large enough, non-sparse or ill-conditioned, i.e., it is difficult or impossible to compute the inverse of the matrix $(\beta I + \beta A^\top A)$, the CPU time of computing for the Cholesky factorization of ADMM-2 (T-M) is longer than the
Table 3. Comparison on iteration steps and CPU time (seconds) among the five methods

| Algorithm   | m = 500, n = 1000, p = 0.1 | m = 500, n = 1000, p = 0.5 | m = 5000, n = 2000, p = 0.1 |
|-------------|-----------------------------|-----------------------------|-----------------------------|
| m          | Iter. | Int. | Iter. | Time | T-A | T-M | m          | Iter. | Int. | Iter. | Time | T-A | T-M | m          | Iter. | Int. | Iter. | Time | T-A | T-M |
| ADMM-1     | 0.8   | 1280 | 510.0 | 1.18  | 0.14 | 0.10 | 0.6        | 2230 | 800.0 | 1.13  | 0.23 | 0.07 |
| ADMM-2     | 0.3   | 2530 | 930.0 | 2.64  | 2.39 | 0.05 | 0.2        | 910  | 370.0 | 10.68 | 10.61 | 0.07 |
| ADM-LBFGS  | 0.7   | 1630 | 570.0 | 0.94  | 0.90 | 0.05 | 0.8        | 570  | 1237.0| 3.75  | 3.69 | 0.07 |
| ADM-ILBFGS | 1.3   | 1200 | 554.0 | 0.95  | 0.90 | 0.07 | 0.9        | 254  | 1173.0| 3.58  | 3.51 | 0.07 |
| ADMM-1     | 170   | 970.0 | 115.0 | 53.47 |      |      | 10.0       | 19.0 | 721.0 | 3.75  | 3.69 | 0.07 |
| ADMM-2     | 0.8   | 1280 | 510.0 | 0.94  | 0.90 | 0.07 | 0.8        | 1237.0| 3.75  | 3.69 | 0.07 |
| ADM-LBFGS  | 0.7   | 1630 | 570.0 | 0.94  | 0.90 | 0.07 | 0.8        | 1237.0| 3.75  | 3.69 | 0.07 |
| ADM-ILBFGS | 1.3   | 1200 | 554.0 | 0.95  | 0.90 | 0.07 | 0.9        | 1173.0| 3.58  | 3.51 | 0.07 |

Note: ‘−’ means that no such result in this item.
CPU time of computing for the maximum eigenvalue of ADM-LBFGS, and thus it is useful to choose ADMM with the L-BFGS update methods.

5. **Conclusions.** In this paper, we proposed a proximal ADMM where the proximal matrix derived from the Broyden family update for the general convex optimization problems (1.7) and (1.8). The $x$-subproblems of these convex problems can be rewritten as unconstrained quadratic programming problems in Subsections 2.2 and 2.3 as that in the paper [15], and hence the Hessian matrix of the augmented Lagrangian function is a constant matrix. The global convergences of such methods have also been established under some standard conditions. The numerical results for the L1 regularized logistic regression problem are given to show the feasibility and effectiveness of the proposed algorithms.
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