Suppression of excited-state effects in lattice determination of nucleon electromagnetic form factors
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We study the ability of a variety of fitting techniques to extract the ground state matrix elements of the vector current from ratios of nucleon three- and two-point functions that contain contaminations from excited states. Extending our high-statistics study of nucleon form factors, we are able to demonstrate that the treatment of excited-state contributions in conjunction with approaching the physical pion mass has a significant impact on the $Q^2$-dependence of the form factors.
1. Introduction

The persistent failure of the vast majority of lattice measurements of nucleon form factors to replicate the experimental value for the proton charge radius is one of the biggest current puzzles in lattice QCD. Possible explanations include the use of unphysically heavy pions, finite-volume effects and excited-state contributions (or indeed a combination of some or all of these). Our purpose here is to study how best to suppress excited-state effects on the isovector electromagnetic form factors of the nucleon in order to better understand their impact on a possible resolution of the puzzle.

The $eN$ scattering cross section is usually parameterized in terms of the Sachs form factors $G_E$, $G_M$, whereas the matrix element of the vector current between nucleon states has a natural decomposition in terms of the Dirac and Pauli form factors $F_1$ and $F_2$.

$$\langle N(p',s')|V_\mu|N(p,s)\rangle = \pi(p',s')\left[\gamma_\mu F_1 + i\frac{\sigma_{\mu\nu}q_\nu}{2m_N}F_2\right]u(p,s). \quad (1.1)$$

The relationship between the two sets of form factors is given by

$$G_E(Q^2) = F_1(Q^2) - \frac{Q^2}{4m_N^2}F_2(Q^2), \quad G_M(Q^2) = F_1(Q^2) + F_2(Q^2). \quad (1.2)$$

In order to measure the nucleon form factors on the lattice, we compute the two- and three-point functions of nucleon interpolating operators $N^\alpha$

$$C_2(q,t_s) = \sum_x e^{iq\cdot x}\Gamma_{\alpha\beta}\langle N^\beta(t_s,x)N^\alpha(0)\rangle, \quad C_{3,\alpha}(q,t_s) = \sum_x e^{iq\cdot x}\Gamma_{\alpha\beta}\langle N^\beta(t_s,x)\sigma(t,y)N^\alpha(0)\rangle, \quad (1.3)$$

where $\Gamma = \frac{1}{2}(1 + \gamma_5)(1 + i\gamma_5\gamma_3)$ is a polarization matrix, from whose ratios

$$R_{V\alpha}(q,t_s) = \frac{C_{3,\alpha}(q,t_s)}{C_2(0,t_s)} \sqrt{\frac{C_2(q,t_s - t_s)C_2(0,t_s)}{C_2(0,t_s - t_s)C_2(q,t_s)}} \quad (1.4)$$

we can extract the Sachs form factors as [1]

$$\text{Re} \left[R_{V\alpha}(q,t,s)\right] = \frac{m_N + E_q}{2E_q}G_{E\alpha}^{\text{eff}}(Q^2,t,t_s) \quad (1.5)$$

$$\text{Re} \left[R_{V\alpha}(q,t,s)\right]_{i=1,2} = \epsilon_{ij}q_j \frac{1}{\sqrt{2E_q(m_N + E_q)}}G_{M\alpha}^{\text{eff}}(Q^2,t,t_s) \quad (1.6)$$

Similar relations hold for the axial and induced pseudoscalar form factors [2, 3].

2. Excited-State Contributions

For $Q^2 \neq 0$, the excited states contributing to the incoming and outgoing nucleon channels are different in our kinematics (where the final nucleon is at rest), and ignoring finite-size effects we can parameterize the leading excited-state contaminations by

$$G_{X\alpha}^{\text{eff}}(Q^2,t,t_s) = G_X(Q^2) + c_{X,1}(Q^2)e^{-\Delta t} + c_{X,2}(Q^2)e^{-\Delta t(t_s-t)} + \ldots \quad (2.1)$$
Figure 1: Results for $G_E$ at a number of different source-sink separations. Left panel: $t_s < 1.1$ fm, right panel: $t_s < 1.4$ fm. Shown are data points and plateaux (as shaded bands); the result from the summation method is shown as the yellow band.

Since our aim is the extraction of the ground-state form factor $G_X(Q^2)$, we need to find means to identify and remove, or else to suppress in some other way, the leading excited-state contributions. For this end we have considered three different methods [4, 5]:

- The well-known plateau method is based on the assumption that excited-state contributions in (2.1) are sufficiently suppressed, and proceeds by looking for a region in $t$ where the signal for $G_X^{\text{eff}}(Q^2, t, t_s)$ for given $Q^2$ and $t_s$ has reached a plateau, which is then fitted to a constant identified as $G_X(Q^2)$. While well-tried and simple, this method is beset with a number of problems, the most prominent of which is that in order for the plateau to be a good estimate for $G_X(Q^2)$, the excited-state contributions from both sides need to have decayed by at least one or two e-foldings; in order to achieve this, large values for $t_s$ are required. Unfortunately, the signal-to-noise ratio becomes rather poor as $t_s$ is increased, rendering this difficult to achieve with present statistics. As we observe a systematic trend in the plateau values as a function of $t_s$ even for relatively large distances $t_s \sim 1.4$ fm (cf. fig. 1), the practicability of this method is seriously in doubt.

- The by-now also well-established summation method [6, 2] proceeds by forming summed ratios

$$S_X(Q^2, t_s) = \sum_{t=0}^{t_s} G_X^{\text{eff}}(Q^2, t, t_s) \to c + t_s \{ G_X(Q^2) + O(e^{-\Delta t_s}) \}$$

and fitting their $t_s$-dependence to a straight line, from the slope of which the desired ground-state form factor $G_X(Q^2)$ can be extracted. The great advantage of the summation method is that it leads to a parametrically reduced excited-state contamination, since any $t$-dependence has been eliminated by summing over $t$, and $\Delta t_s \gg \Delta t$ by construction. The summation method’s major disadvantage is a significant increase in statistical errors when compared to the plateau method. One could therefore argue that the reduction in (hard to control) systematic error is paid for by a corresponding increase in (expensive to reduce) statistical error.
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Figure 2: Comparison of the chiral behaviour of (from top to bottom) the plateau method, summation method and simultaneous two-state fits. For details cf. text.

- To have a further handle on the precise behaviour of the excited-state contributions, we have also considered two-state fits [4, 7], i.e. we have explicitly fit $G_X^{\text{eff}}(Q^2, t, t_s)$ to leading excited-state contributions of the form (2.1) with $\Delta = m_{\pi}$, $\Delta' = 2m_{\pi}$, both as a function of $t$, $t_s - t$ at each $t_s$ separately, and as a function of $t_s$, $t$ at all $t_s$ simultaneously. The advantage of these fits is that they are able to fully remove the leading excited-state contamination contained in the signal and project onto the ground state without any need to further increase the range of $t$ and $t_s$ under consideration. Their disadvantage lies in that they are somewhat dependent on our assumptions about the excited states (in particular the energy gap), making it somewhat difficult to assess the overall trustworthiness of the fitted results. In light of this latter disadvantage, we do not currently expect to quote final results from the two-state fits, but only to use them as a control to verify that excited-state contaminations do not seriously affect our final answers from the other methods.

In fig. 2, we compare the pion-mass dependence of the value of the electric Sachs form factor evaluated at $Q^2 = 0.1 \text{ GeV}^2$, $G_E(0.1 \text{ GeV}^2)$, as determined using the different methods. For the plateau method, there appears to be no appreciable pion-mass dependence, and the chiral extrapolation does not approach the experimental value as the pion mass is reduced. The summation method shows a slight improvement in so far as a chiral trend is visible, but an extrapolation would still miss a experimental value by a significant margin (although the discrepancy is less significant than for the plateau method, a large portion of this is due to the larger errors associated with the summation method). By contrast, the simultaneous two-state fits yield results that show a clear chiral trend and point towards the experimental value in the physical limit.

By parameterizing each Sachs form factor as a dipole

$$G_X(Q^2) = G_X(0) \left(1 + \frac{Q^2}{M_X^2}\right)^{-2}$$

where $G_E(0) = 1$, $G_M(0) = \mu$, we can extract the charge radii and anomalous magnetic moment $\kappa$. 

$\kappa$
Excited-state effects on nucleon form factors

G.M. von Hippel

Figure 3: The Sachs form factors $G_E$ (left) and $G_M$ (right) as a function of $Q^2$ on one of our ensembles. The dipole fits are shown as shaded bands; also show for comparison as a black line is the Kelly parameterization of the experimental results [8].

via

$$\frac{1}{M^2_E} = \frac{r_2^2}{12} = \frac{r_1^2}{12} + \frac{\kappa}{8m_N^2}, \quad \frac{1}{M^2_M} = \frac{r_2^M}{12} = \frac{r_2^2 + \kappa r_2^2}{12(1 + \kappa)}$$  \hspace{1cm} (2.3)

where $\kappa = \mu - 1$.

Fig. 3 shows the data for $G_E$ and $G_M$ together with the dipole fits. The pion-mass dependence of the results obtained for the radii and the magnetic moment from the plateau and summation methods, respectively, is shown in fig. 4.

3. A Possible Scenario

In order to explain why we observe such a different chiral behaviour for the plateau and summation methods on the one hand, and the two-state fits on the other hand, it helps to consider a scenario in which we assume the two-state fits to be a true description of the data. Under this assumption, we can reconstruct the summed ratios that we would obtain at various value of $t_s$, and compare the slope obtained from fitting a straight line to the reconstructed values with the “true” value of the form factor. An example of such a reconstruction on one of our ensembles is shown in fig. 5. In the left panel, we show the reconstructed ratios for the values of $t_s$ considered here as blue dots, with the straight-line fit to those reconstructed points shown in red. Also shown as a blue line is the functional form of the summed ratios as a function of $t_s$ over a much larger range of source-sink separations. It can be seen that the slope of the red line does not agree well with that of the blue curve as $t_s$ grows. In the right panel, we have added the asymptotic linear behaviour of the summed ratio (the dashed blue line). As can be seen from the inset, while the straight-line fit to the reconstructed ratios is indistinguishable from the true functional form at low values of $t_s$, it is quite different from the correct asymptotic value.

This behaviour is to be contrasted with the one observed for $g_A$ [2], where the summation method has been found to be very effective in extracting the asymptotic behaviour. A crucial
difference between the two cases is that for the form factors at $Q^2 \neq 0$, the gap appearing in the leading exponential corrections to the summed ratio is only $m_\pi$, rather than $2m_\pi$ as for the $Q^2 = 0$ case. This makes the approach to the asymptotic linear behaviour much slower, and (at least at first sight) seems to require twice as large a source-sink separation $t_s$ in order to obtain the same reduction in systematic error.

### 4. Conclusions

A systematic trend in the value of $G_E$ obtained from the plateau method persists to $t_s \sim 1.4$ fm, and even with the summation method, $G_E$ systematically comes out too high; considering only the largest values of $t_s$ in the summation method brings the results closer to experiment, albeit at the expense of very large statistical errors.

The impact of excited states on the results of the plateau, and to a lesser extent also the summation method, appears to increase even further as the chiral limit is approached.

A possible reason for these observations is indicated by two-state fits: Given the appearance of the small gap $m_\pi$ for $Q^2 \neq 0$, the approach to the plateau is very slow, and the summed ratios still receive sizeable corrections to their asymptotic linear behaviour.
Figure 5: A comparison between the linear fit (red line) to summed ratios reconstructed from two-state fits (blue points and line) and the correct asymptotic behaviour (dashed blue line) inferred from the two-state fits. All numbers are given in lattice units ($a = 0.050$ fm). For details, cf. the text.
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