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Abstract

Domain shifts at test-time are inevitable in practice. Test-time adaptation addresses this problem by adapting the model during deployment. Recent work theoretically showed that self-training can be a strong method in the setting of gradual domain shifts. In this work we show the natural connection between gradual domain adaptation and test-time adaptation. We publish a new synthetic dataset called CarlaTTA that allows to explore gradual domain shifts during test-time and evaluate several methods in the area of unsupervised domain adaptation and test-time adaptation. We propose a new method GTTA that is based on self-training and style transfer. GTTA explicitly exploits gradual domain shifts and sets a new standard in this area. We further demonstrate the effectiveness of our method on the continual and gradual CIFAR10C, CIFAR100C, and ImageNet-C benchmark.

1 Introduction

Deep neural networks achieve remarkable performance under the assumption that training and test data originate from the same distribution. However, when a neural network is deployed in the real world, this assumption is often violated. This effect is known as data shift [1] and leads to a potentially large drop in performance on the test data. While it is possible to improve robustness and generalization during training [2, 3, 4, 5, 6, 7, 8], generalization is limited due to the wide range of potential data shifts [9] that are unknown during training. Instead of trying to generalize to data shifts during training, another area of research follows the idea to adapt the model during test-time. We differentiate between the following research areas: Unsupervised domain adaptation (UDA) uses labeled source data and unlabeled target data to train a model with the goal to achieve a high performance on the test data. This is usually done offline, in the sense that first, all available test data are used to optimize the model and then evaluated in a second step. When speaking of online, the performance is directly evaluated after the optimization on a single batch or a single sample in the extreme case. The setting of starting from a pre-trained source model is commonly denoted as test-time adaptation (TTA) in the literature. In the case of fully test-time adaptation [10], it is further assumed that the source data is not available due to privacy or accessibility issues. Not having access to labeled source data during test-time raises some difficulties. [11] showed that for longer test-time sequences this typically results in error accumulation. One natural way to circumvent error accumulation is to reuse labeled source data during test-time. Even though this can be a limitation, we argue that this is the much more common scenario. Therefore, we address this setting in our work.

1Equal contribution.
2Code is available at: https://github.com/mariodoebler/test-time-adaptation
Existing research on TTA focuses on the setting that a model only has to adapt to a single target domain. Needless to say, in practice this setting is very unlikely; it is much more likely that a model encounters different target domains or corruptions without the knowledge when a change occurs. \cite{11} denotes the setting where a model has to adapt at test-time to continually changing target domains (without access to source data) in an online fashion, as continual test-time adaptation. Looking at the nature of data shifts in reality, we find that in most cases these shifts do not occur abruptly, but evolve gradually over time. For an autonomous vehicle that has been solely trained on day-time data, it is inevitable that during inference the lighting will vary, due to the changing position of the sun. As a result the performance will drop during test-time. Also shifts due to weather changes or seasonal progression are typical. Other examples mentioned in \cite{12} are evolving road conditions \cite{13}, sensor aging \cite{14}, or sensor measurement drifts of neural signals received by brain-machine interfaces \cite{15}. We denote this field of gradual shifts during test-time as gradual test-time adaptation.

Following the theoretical and empirical analysis of \cite{12} that gradual domain adaptation provides improvements over the traditional approach of direct domain adaptation, we make use of the natural connection between gradual domain adaptation and test-time adaptation. Given a source model and source data, we utilize self-training (ST) to adapt to gradually changing domain shifts during test-time. To further close the domain gaps encountered during test-time, we use a content-preserving style transfer model that is also adapted to new target styles. We suggest that style transfer can be also seen as introducing new gradual domain shifts by creating intermediate domains, benefiting self-training.

Due to the lack of suitable datasets for gradual test-time adaptation, we introduce and publish a new dataset: CarlaTTA. It includes various gradual changes for the field of semantic image segmentation of urban scenes. Our method significantly outperforms recent methods in the area of TTA and one-shot unsupervised domain adaptation. To further demonstrate the effectiveness of our method, we also compare the performance on the continual CIFAR10-to-CIFAR10C, CIFAR100-to-CIFAR100C, and ImageNet-to-ImageNet-C benchmark. We summarize our main contributions as follows:

- We show that our relatively simple method GTTA, which combines self-training and lightweight style transfer, can be very effective by exploiting gradual domain shifts.
- We create and publish a new dataset for urban scene segmentation that enables the exploration of gradual domain shifts in complex scenarios during test-time.
- Adapting the batch normalization (BN) statistics already provides a strong baseline for test-time adaptation \cite{16}. We highlight a variant of adapting BN statistics, which exploits the gradual setting, surpassing existing BN adaptation variants.

## 2 Related Work

**Unsupervised Domain Adaptation (UDA)** Since annotating new target data is very time consuming, especially in the area of semantic segmentation \cite{17}, there has been a growing interest in mitigating the distributional discrepancy between two domains using unsupervised domain adaptation. Common approaches for UDA try to align either the input space \cite{18,19,20,21,22}, the feature space \cite{23,24}, the output space \cite{25,26,27}, or several spaces in parallel \cite{22,21}. One line of work relies on adversarial learning, where a domain classifier tries to discriminate whether some feature maps \cite{28,18} or output predictions \cite{25,26,27} belong to the source or target domain. It is also possible to exploit adversarial learning or adaptive instance normalization (AdaIN) \cite{29} for transferring the target style to source images \cite{18,22,20,19}. Recently, self-training has gained a lot of attraction \cite{30,31,32,33,34,23,24,35,21}. ST utilizes a pre-trained (source) model to create predictions for the unlabeled target data. These predictions can then be treated as pseudo-labels to minimize, for example, the cross-entropy. Since high quality pseudo-labels are essential to this approach, most methods differ in how they select or create reliable pseudo-labels.

**One-shot Unsupervised Domain Adaptation (OSUDA)** As pointed out in \cite{36}, even collecting a large amount of unlabeled target data can be very challenging. Therefore, \cite{36} introduced one-shot UDA, where only one single target image is available during the model adaptation. To address this problem, \cite{36} extends the adaptive instance normalization framework of \cite{29} with a variational autoencoder. By selecting styles for which the segmentation model is uncertain, the domain gap is mitigated. Differently, \cite{37} uses a style mixing component within the segmentation model and further adds patch-wise prototypical matching.
**Test-time Adaptation (TTA)** Although directly generalizing to any test distribution would solve many problems, having absolutely no information about the test environment during training imposes a great challenge. However, during model deployment, one can gain some insight into the test distribution by using the current test batch. This circumstance is also exploited in recent work, where [16] showed that even adapting the batch normalization statistics during test-time can significantly improve the performance on corrupted data. This approach is similar in spirit to [38], which proposes to update the BN statistics for UDA. More sophisticated approaches perform source model optimization during test-time. For example, [10] updates the BN layers by entropy minimization. [39] creates an ensemble prediction through test-time augmentation [40] and then minimizes the entropy with respect to all parameters. Other methods rely on self-supervised learning, using either pre-text tasks to adapt the model [41, 42, 43, 44] or apply contrastive learning [45]. Recent work makes use of diversity regularizers [46, 47] to circumvent collapse to trivial solutions potentially caused by confidence maximization.

**Continual Test-time Adaptation** Continual test-time adaptation considers online TTA with continually changing target domains. While some of the existing methods can be applied to the continual setting, such as the online version of TENT [10], they are often posed to error accumulation due to miscalibrated predictions [11]. CoTTA [11] uses weight and augmentation-averaged predictions to reduce error accumulation and stochastic restore to circumvent catastrophic forgetting [48].

**Gradual Domain Adaptation (GDA)** Recent work has indicated that when the domain discrepancy is too large, adapting a model through self-training can be very challenging due to low quality pseudo-labels [12]. This is also true for TTA using self-supervised learning, where a large domain gap can even deteriorate the performance compared to the corresponding source model [42]. Therefore, numerous methods consider the setting of gradual domain adaptation [49, 50, 51], where several intermediate domains exist between source and target. These intermediate domains divide the distribution gap between the source and target domain into several smaller ones [12]. While some of the proposed approaches successively adapt the model using adversarial learning [52, 13], it has been shown that self-training can be very powerful in this setting [12].

### 3 Gradual Domain Adaptation during Test-Time

Before providing insights into our setting and approach, we first recapitulate the motivation and theory described in [12] for applying self-training in the context of gradually shifting domains.

**Preliminaries for gradual domain adaptation** GDA splits the potentially large gap between the joint distribution of the source domain $P_0$ and the target domain $P_K$ into several smaller gaps through a sequence of intermediate domains $P_1, P_2, \ldots, P_{K-1}$. In [12], the gradual shift is further defined as: $\epsilon > 0, \rho(P_k, P_{k+1}) < \epsilon$ for all $0 \leq k < K$, where $\rho(P, Q)$ is a function measuring the distance between the distributions $P$ and $Q$. While the source domain consists of $N_0$ labeled data samples $S_0 = \{x_i^{(0)}, y_i^{(0)}\}_{i=1}^{N_0}$, there are no labels available for all the other domains $S_k = \{x_i^{(k)}\}_{i=1}^{N_k}$ with $1 \leq k \leq K$. Similar to traditional UDA, all datasets are assumed to be independently sampled from their underlying joint distribution.

**Self-training for GDA** As described in [12], self-training first utilizes a pre-trained (source) model with parameters $\theta$ and output function $f_{\theta}$ to sharpen the model predictions for each unlabeled target sample $\hat{y}_i^{(k)} = \arg\max(f_{\theta}(x_i^{(k)}))$ into a pseudo-label. Then, ST exploits the pseudo-labels to update the model parameters by minimizing a loss $\ell$, which is typically the cross-entropy. The entire procedure can be written as

$$
\theta_k = \text{ST}(\theta, S_k) = \arg\min_{\theta \in \Theta} \frac{1}{|S_k|} \sum_{x_i^{(k)} \in S_k} \ell(f_{\theta}(x_i^{(k)}), \hat{y}_i^{(k)}).
$$

Now, if self-training is used for GDA, the formerly mentioned procedure is repeated successively along the sequence of unlabeled domains until the final target domain $P_K$. For $1 \leq k \leq K$, the whole training process can be written as $\theta_k = \text{ST}(\theta_{k-1}, S_k)$, where $\theta_0$ and $\theta_K$ are the parameters of the initial source model and the final target model, respectively.
Theory

To derive a bound for the target error, \cite{12} makes four assumptions. For our setting, we want to highlight the following two:

- **Separation:** for every domain $P_k$, there exists a linear classifier $\theta_k \in \Theta$ that achieves a low loss of $\mathcal{L}(\theta_k, P_k) \leq \alpha^*$, while being bounded by $\|\theta_k\|_2 \leq R$.
- **Gradual shift:** Let $\rho(P_k, P_{k+1})$ denote the maximum Wasserstein-infinity distance between two consecutive domains and $\tau$ be the distance from the decision boundary to the data (margin). There exists a $\rho$ such that the maximum per-class distance satisfies $\rho(P_k, P_{k+1}) \leq \rho < \frac{\tau}{4}$.

Under the four conditions and the derived bound from \cite{12}, gradual self-training can obtain zero target error if the number of unlabeled samples is infinite and the initial source model achieves zero error, i.e., $\mathcal{L}(\theta_0, P_0) = 0$. In summary, if the distribution shift $\rho$ is small compared to the margin $\frac{\tau}{4}$, the model can label most of the samples correctly. Since it is assumed that there exists a model achieving a low margin loss, ST will also learn a model with low margin loss \cite{12}.

Inspired by the theory of GDA, we now look at the setting of gradual test-time adaptation. Instead of dealing with fixed intermediate target domains, we simply treat each test batch as a potential intermediate domain. Since we elaborated on the fact that many domain changes in reality are gradual \cite{12}, we also assume in general that consecutive batches only contain gradual shifts. Needless to say, this assumption doesn’t always hold in practice, which we will address in the next Section 3.1.

Given a pre-trained source model trained on labeled source data, the model is adapted at test-time by continuously and gradually changing domains. At time step $t$, the model is updated on the current test batch $x_t$ and is directly evaluated on $x_t$ afterwards.

### 3.1 Methodology

Although the theory showed that self-training is sufficient for small gradual shifts, in practice, not all encountered shifts are gradual in this sense. Therefore, self-training alone is not enough to solve the problem at hand, especially for abrupt and larger shifts \cite{12}. For autonomous driving, such shifts can appear when entering or exiting a tunnel, or if some classes do not occur frequently in an evolving environment. In these cases, additional intermediate domains are required to divide a large gap into smaller ones. We propose to use a content-preserving light-weight style transfer to transfer source images into the encountered target styles. By training on target-like source images in a supervised manner, the decision boundary is moved into the direction of the target domain, resulting in improved pseudo-labels. If the intermediate domain is close to the target domain, self-training will benefit from reliable pseudo-labels further closing the remaining domain gap.

**Style Transfer**

To create the intermediate domains, we leverage a separate style transfer network with parameters $\theta_s$. However, performing style transfer during test-time imposes some challenges. It should be of light weight to guarantee a certain speed and the network should be easily trainable, even with very few test samples. While \cite{53} introduces a method for photo-realistic style transfer during-test time, it is not suitable for our setting since it takes tens of seconds to transfer one single image-pair. This is similar to style transfer based on adversarial learning \cite{54} \cite{55}, which can be also unstable during training. Recently, \cite{19} proposed a framework CACE for continual UDA that leverages a VGG19 based style transfer network with two class-conditional adaptive instance normalization (AdaIN) layers \cite{29} to adapt a segmentation model to a sequence of target domains. AdaIN layers \cite{29} re-normalize a content feature map $z_i$ to have the same channel-wise mean and standard deviation as a style feature map $z_j$:

$$\hat{z}_i = \text{AdaIN}(z_i, z_j) = \sigma(z_j) \frac{z_i - \mu(z_i)}{\sigma(z_j)} + \mu(z_j).$$

(2)

The feature maps are extracted by an ImageNet pre-trained and frozen VGG19 encoder. To learn new target styles, only the decoder is updated by minimizing a content and a style loss: $\mathcal{L}_{\theta_{s,j}} = \mathcal{L}_c + \lambda_s \mathcal{L}_s$. Clearly, the style transfer operation shown in Eq. 2 will only capture the most predominant style in an image, while missing class-specific differences \cite{19}. Therefore, CACE conditions the renormalization in Eq. 2 on each class by using class-specific moments. This is accomplished by using the source segmentation mask for the content feature map and the target pseudo-labels for the style feature map. The target moments are stored in style memory $Q_t$, allowing to transfer source images into previous styles.
Building our work upon CACE, we pre-train the style transfer network on the source data for a good initialization. For each sample/batch encountered during test-time, we extract and save the corresponding style moments before updating the style network for \( I_D \) iterations. In each iteration, we randomly sample a source batch and style moments from the style memory \( W \). Subsequently, the task model now exploits the updated style transfer network that provides the intermediate domain by stylizing source images. For \( I_M \) iterations the task model minimizes, on the one hand, a cross-entropy loss \( \mathcal{L}_{CE} \) for \( N_s \) original and transferred source images and, on the other hand, a self-training loss \( \mathcal{L}_{ST} \) for the current \( N_t \) test samples. The task loss is defined as

\[
\mathcal{L}_{ST} = \mathcal{L}_{CE} + \lambda_{ST} \mathcal{L}_{ST} = -\frac{1}{N_s} \sum_{i=1}^{N_s} \sum_{c=1}^{C} \hat{y}_{i,c} \log(p_{i,c}) - \lambda_{ST} \frac{1}{N_t} \sum_{i=1}^{N_t} \sum_{c=1}^{C} \beta_c \hat{y}_{i,c} \log(p_{i,c}),
\]

where \( C \) is the number of classes, \( p_{i,c} \) denotes a softmax output, \( \hat{y}_{i,c} \) represents a sharpened one-hot encoded pseudo-label, and \( \beta_c \) indicates a class-weighting term explained in the next paragraph.

Self-training For successful self-training, reliable pseudo-labels are essential. Recent literature improves the quality through mean-teachers \([11, 31, 53]\), test-time augmentation \([39, 11, ?]\), or other forms of ensembles \([21, 24, 34, 56]\). Another successful direction is to filter out unreliable predictions \([32, 23, 56]\), sometimes even applying class-conditional thresholds \([32, 50]\). In general, pseudo-labeling in the context of self-training is prone to error accumulation, since the untrustworthy low confidence predictions have large gradient magnitudes \([47]\). A simple solution is to only use pseudo-labels corresponding to confident predictions. This is facilitated by the gradual shift assumption, where high confidence can be maintained through self-training.

In particular, we compute \( \mathcal{L}_{ST} \) only with pseudo-labels whose softmax probability is at least \( \gamma \). We refer to the thresholded pseudo-labels as \( \tilde{y}_t \). For the filtered pseudo-labels, we introduce a class-weighting

\[
\beta_c = \left\{ \begin{array}{ll}
\frac{\sum_i \hat{y}_{i,c}}{\sum_i \tilde{y}_{i,c}} & \text{if } \sum_i \tilde{y}_{i,c} \neq 0 \\
0 & \text{else}
\end{array} \right.
\]

that increases the weight for classes where relatively many samples have been removed. The intuition is that if the domain shift increases the uncertainty for a class \( c \), resulting in a large amount of removed pseudo-labels, the model should strongly recapitulate reliable examples of the corresponding class. This is related to diversity regularization, as used in \([46, 47]\), where an additional loss term encourages diverse predictions. A drawback of this approach is that diversity regularization requires to assume the class distribution, which is not available during test-time.

4 Dataset: Gradual Domain Changes for Urban Scene Segmentation

Currently, there are not many datasets that are suited for investigating gradual test-time adaptation. Even though there already exist various real-world and synthetic driving datasets that contain different domains, such as Cityscapes \([17]\), ACDC \([57]\), Waymo \([58]\), BDD100K \([59]\), SYNTHIA \([60]\), and GTAS5 \([61]\), they all involve only stationary domains and no sequences with gradual changes. To close this gap we introduce CarlaTTA: a novel dataset that enables the exploration of gradual test-time adaptation for semantic segmentation. We use CARLA \([62]\), an open-source simulator for autonomous driving research, to address various gradual domain shifts. Following the dynamic weather example from CARLA \([62]\), we create five settings that all evolve from the source dataset clear, simulating contiguous driving sequences with different domain changes. day2night starts with the highest sun altitude (noon) and performs one complete day-night cycle by varying the sun altitude and sun azimuth angle. clear2fog addresses cloudiness and fog density, while clear2rain varies cloudiness, precipitation, puddles, and wetness. In both settings, the environment parameters are first increased linearly before they again decrease linearly after a short plateau, finally returning to the clear setting. dynamic combines the domain changes: day2night, clear2fog, and clear2rain. Not only does it result in overlapping domain shifts, but also introduces new shifts, such as, reflecting lights during a rainy night. To also investigate long-term behavior, dynamic contains multiple day-night and weather cycles resulting in a five times longer sequence. highway builds on top of the dynamic weather setting. In contrast to the previous datasets which mainly introduce covariate shifts, highway...
clear day2night clear2fog

clear2rain dynamic highway

Figure 1: CarlaTTA: A synthetic driving dataset that explores gradual domain shifts in urban scenes.

also introduces label distribution shifts, since the vehicle drives from the city onto the highway. Example images are shown in Figure 1. Further visualizations and insights into our dataset, including a detailed illustration of the weather parameters, are presented in Appendix B.

5 Experiments

5.1 Experiments on CarlaTTA

Setup All approaches are evaluated in the online setting of TTA, where the prediction is evaluated immediately after the encounter of each test batch (a single image in the case of CarlaTTA). We report the mean intersection-over-union (mIoU) over the entire test sequence. All methods use the same pre-trained source model trained for 100k iterations on the source domain clear. Following the standard framework in UDA for semantic segmentation [25], we use the DeepLab-V2 [63] architecture with a ResNet-101 as feature extractor. To prevent overfitting to the source domain, we apply random horizontal flipping, Gaussian blur, color jittering, as well as random scaling in the range [0.75, 2] before the image is cropped to a size of 1024 × 512. For our method GTTA, the style transfer network is composed of a VGG19-based encoder-decoder architecture, where the encoder weights are pre-trained on ImageNet and frozen afterwards [29].

Implementation details The segmentation model is trained with SGD using a constant learning rate equal to $2.5 \times 10^{-4}$, momentum of 0.9, and weight decay of $5 \times 10^{-4}$. During test-time adaptation, we use batches consisting of two source samples and two crops of the current test sample generated from the original test size. While one of the source samples is transferred into the current test style, the other is transferred into a previously seen style, which can also be the original source domain. Only pseudo-labels with a minimum confidence of $\gamma = 0.9$ are considered. The self-training loss $L_{ST}$ is weighted by $\lambda_{ST} = 0.1$ and the model is updated 4 times. The style transfer network is initially trained for 20k iterations using Adam [64] with learning rate $1 \times 10^{-4}$ and a batch size of 4. During the online adaptation, the style transfer network is updated for 6 iterations for each test batch. Note that we discuss the trade-off between efficiency, which may be important for some applications in test-time adaptation, and performance in Section A.4 of the Appendix.

Baselines Since batch normalization has proven to be very effective during test-time [16], we consider several variations that can be derived from the following equation:

$$
\mu_m = (1 - \alpha) \hat{\mu}_m^{(0)} + \alpha \mu_m^{(t)}; \quad \sigma_m = (1 - \alpha) \hat{\sigma}_m^{(0)} + \alpha \sigma_m^{(t)},
$$

where $\hat{\mu}_m^{(0)}$ and $\hat{\sigma}_m^{(0)}$ denote the running mean and standard deviation of channel $m$, estimated during source training, $\mu_m^{(t)}$ and $\sigma_m^{(t)}$ are the corresponding moments extracted from the current test batch. By using Eq. 5, we can harmonize the notation of BN related baselines: $\alpha = 0$ refers to the commonly known source baseline (BN–0), $\alpha = 1$ only exploits the current test statistics (BN–1), and $\alpha = 0.1$
Table 1: mIoU (%) for the different settings of the CarlaTTA dataset. The source model achieves 78.4% mIoU on the clear test split.

| Method                               | source-free | day2night | clear2fog | clear2rain | dynamic | highway |
|--------------------------------------|-------------|-----------|-----------|------------|---------|---------|
| BN-0 (source)                        | ✓           | 58.4      | 52.8      | 71.8       | 46.6    | 28.7    |
| BN-0.1                               | ✓           | 62.7      | 56.5      | 72.8       | 52.1    | 37.2    |
| BN-1                                 | ✓           | 62.0      | 56.8      | 71.4       | 52.6    | 32.8    |
| BN–EMA                               | ✓           | 63.4      | 58.3      | 73.4       | 53.9    | 31.9    |
| TENT-episodic [10]                   | ✓           | 61.9      | 56.8      | 71.4       | 52.6    | 32.8    |
| CoTTA [11]                           | ✓           | 60.2      | 55.2      | 69.3       | 39.6    | 32.3    |
| ASM [36]                             | X           | 58.5      | 53.0      | 69.2       | 50.2    | 39.4    |
| SM-PPM [37]                          | X           | 63.1      | 56.7      | 72.7       | 53.7    | 32.6    |
| GTTA (self-training only)            | X           | 64.2      | 50.7      | 74.8       | 50.1    | 23.9    |
| GTTA (style transfer only)           | X           | 65.0      | 61.8      | 74.0       | 57.5    | 42.6    |
| GTTA (ours)                          | ✓           | 68.1      | 64.5      | 74.8       | 58.4    | 41.4    |

leverages the source statistics as a prior (BN–0.1). However, none of them exploits gradual domain shifts. Therefore, we further introduce BN–EMA

\[
\tilde{\mu}_m(t) = (1 - \alpha) \tilde{\mu}_m(t-1) + \alpha \mu_m(t), \quad \tilde{\sigma}_m(t) = (1 - \alpha) \tilde{\sigma}_m(t-1) + \alpha \sigma_m(t),
\]

which utilizes a combination of the current test batch statistics \((\mu_m(t), \sigma_m(t))\) and the previous running statistics \((\tilde{\mu}_m(t-1), \tilde{\sigma}_m(t-1))\). To further evaluate our method, we compare to several approaches from related fields: TENT [10] uses BN–1 in combination with an entropy minimization strategy with respect to the BN parameters. From OSUDA, we consider ASM [36] and SM-PPM [37]. While ASM uses an AdaIN based style transfer model to explore the style space, SM-PPM integrates style mixing into the segmentation network and combines it with patchwise prototypical matching. Finally, we also evaluate CoTTA [11]. It utilizes BN–1 and a mean teacher with test-time augmentation to perform entropy minimization. Further it introduces stochastic restore, where source pre-trained weights are restored with a certain probability.

5.1.1 Results for CarlaTTA

Our main results are summarized in Table 1. As expected, BN–0 (source) performs the worst by a large margin. However, there are also differences within the BN approaches, which exploit the test statistics. While BN–EMA outperforms for the scenarios where only lighting or weather conditions change, BN–0.1 is absolutely 4.4% better than the second best (BN–1) on the highway split. We also conduct experiments using TENT [10], where we found that the episodic setting using small learning rates works best. Nevertheless, TENT could not surpass BN–1. Following [37], we evaluate ASM without the attention module and use 4 updates per test sample. For SM-PPM, we got the best results using 8 adaptation steps. SM-PPM performs better than TENT or ASM, however, it is still slightly worse on average compared to BN–EMA. CoTTA does not perform better than BN–1 and performance significantly drops for the longer dynamic sequence. We attribute this to the circumstances that the test sequence is highly correlated and the mean teacher always lags behind the current test domain.

In contrast, our approach using self-training and style transfer substantially outperforms all baselines by a large margin. Compared to the non-adapted source only model, the performance increases by more than 10% in terms of mIoU in most cases. While self-training alone only provides a clear advantage in two out of five cases, it cannot effectively exploit the gradual domain shift in this setting and even suffers from error accumulation. Style transfer, on the other hand, has a clear advantage in all evaluation settings. Since it trains only with labeled source images, it also does not suffer from error accumulation. The combination of both methods now vastly increases the performance on day2night and clear2fog as through the intermediate domain introduced by style transfer, self-training benefits from more reliable pseudo-labels.

5.1.2 Ablation Studies for CarlaTTA

Denoting \(\Delta t\) as a proxy for the gradual shift, we generate a dynamic sequence which allows to further study the benefits of gradual TTA. By sub-sampling the sequence, we achieve varying degrees of gradual shift. For comparison, we evaluate on the least common multiple. As shown in Table 2, we
further benefit from a smaller delta ($\Delta t / 2$), gaining another 1.1%. Increasing the delta leads to a reduced performance, indicating that exploiting gradual shifts is indeed beneficial for our self-training setup. For very small shifts ($\Delta t / 4$) we can see a degradation in performance. We hypothesize that too small domain shifts lead to strongly correlated data resulting in a bad optimization. A more detailed ablation study is discussed in Appendix A.2.

Table 2: Investigation of the amount of gradual shift. $\Delta t$ corresponds to the delta time used for all our standard sequences. The mIoU (%) is reported for the least common multiple. For comparison, BN–0 and BN–1 achieve 39.4 and 49.1, respectively.

|                  | $4\Delta t$ | $2\Delta t$ | $\Delta t$ | $\Delta t / 2$ | $\Delta t / 4$ |
|------------------|-------------|-------------|------------|----------------|----------------|
| BN-EMA           | 47.2        | 48.4        | 49.5       | 50.0           | 50.0           |
| GTTA (ours)      | 53.3        | 54.6        | 55.9       | **57.0**       | 54.8           |

5.2 Experiments on CIFAR10C and CIFAR100C

To further demonstrate the effectiveness of our method for test-time adaptation, we evaluate our approach on the commonly used CIFAR10/100C dataset. To investigate the behavior of our method for abrupt shifts, we first consider the continual CIFAR10/100-to-CIFAR10/100C benchmark. Second, we study a gradual CIFAR10/100-to-CIFAR10/100C benchmark, supporting our insights into the benefits of exploiting gradual shifts. Note: Experiments on ImageNet-C are located in Appendix A.3.

CIFAR10C and CIFAR100C CIFAR10C and CIFAR100C were originally published to benchmark robustness of neural networks [65]. The benchmark comprises of 15 corruptions with 5 severity levels, which were applied on the 10,000 test images of the CIFAR10 and CIFAR100 datasets [40], respectively. Following the RobustBench benchmark [65], a pre-trained WideResNet-28 [67] is used for CIFAR10-to-CIFAR10C, and a pre-trained ResNeXt-29 [68] for CIFAR100-to-CIFAR100C. We follow the implementation of [11], which is based on [10]. We use the same setup as for CarlaTTA, but omit the style transfer, only exploiting original source samples. Following [11] a batch size of 200 is used for all experiments. We use Adam [64] as an optimizer with a learning rate of 1e-5.

Continual CIFAR10/100C benchmark We first consider the continual CIFAR10C and CIFAR100C benchmark, as proposed in [11]. Starting with a network pre-trained on the non-corrupted CIFAR10 and CIFAR100 dataset, respectively, the model adapts during test-time to the corrupted images in an online fashion. Unlike in the standard setting, where the pre-trained model is adapted to each corruption type separately, the continual setting measures the test-time performance over a sequence of all corruptions without any knowledge about the current domain. Test-time adaptation is performed under the highest corruption severity level 5.

We compare our method to the source performance (BN–0), all aforementioned BN adaptation variants, TENT-continual [10], which is TENT in the non-episodic setup, and CoTTA [11]. Results are reported in Table 6. Simply evaluating the pre-trained source model results in an average error of 43.5% for CIFAR10C and 46.4% for CIFAR100C. Using the test batch to update the batch statistics (BN–1) already drastically decreases the error, resulting in an average error of 20.4% for CIFAR10C and 35.4% for CIFAR100C. As already pointed out by [11], TENT-continual outperforms BN–1 in early stages, but quickly deteriorates after a few corruptions. This specifically becomes evident for CIFAR100C, where TENT achieves an error of 90.4% for the last corruption. The average performance is still comparable to BN–1 for CIFAR10C, but is significantly worse than the source performance for CIFAR100C. To avoid error accumulation, one can use TENT-episodic instead. However, in the episodic setup, knowledge from previous examples cannot be leveraged, resulting in a performance on par with BN–1. CoTTA shows the best performance for CIFAR10C outperforming BN–1 by 4.2%. Even though our method is proposed for the context of gradual domain shifts, GTTA still performs well in the general context of continual test-time adaptation. GTTA significantly outperforms the previous state-of-the-art method CoTTA on the more challenging continual CIFAR100C task by further decreasing the average error by 3.1%.

Gradual CIFAR10/100C benchmark To further demonstrate the benefits of exploiting gradual domain shifts, we follow [11] and consider a gradual setup. Instead of considering the sequence from the continual task, where corruptions abruptly change in the highest severity, we now start with...
### Table 3: Classification error rate (%) for the CIFAR10-to-CIFAR10C and CIFAR100-to-CIFAR100C online continual test-time adaptation task on the highest corruption severity level 5. For CIFAR10C the results are evaluated on WideResNet-28, for CIFAR100C, ResNeXt-29 is used. We report the performance of our method averaged over 5 runs.

| Time | Method          | Gaussian | shot | impulsive | defocus | glass | motion | snow | frost | fog | brightness | elastic_trans | pixelate | jpeg | Mean  |
|------|----------------|----------|------|-----------|---------|-------|--------|------|-------|-----|------------|----------------|----------|------|-------|
|      | BN–0 (source) | 72.3     | 65.7 | 72.9      | 46.9    | 54.3  | 34.8   | 42.0 | 25.1  | 41.3| 26.0       | 9.3            | 46.7     | 26.6 | 58.5  |
|      | BN–0.1         | 49.1     | 44.6 | 55.5      | 27.0    | 44.6  | 23.1   | 21.7 | 17.8  | 8.4 | 12.6       | 8.4            | 12.6     | 17.8 | 30.6  |
|      | BN–1           | 28.1     | 26.1 | 36.3      | 12.8    | 35.3  | 14.2   | 12.1 | 17.3  | 15.3| 8.4        | 6.4            | 12.6     | 17.8 | 20.4  |
|      | BN–EMA         | 31.3     | 26.1 | 37.1      | 26.9    | 38.3  | 17.6   | 12.8 | 19.0  | 17.4| 18.3       | 8.4            | 16.0     | 26.4 | 23.3  |
|      | TENT-cont. [10] | 24.8     | 20.6 | 28.6      | 14.4    | 31.1  | 16.5   | 14.1 | 19.1  | 18.6| 12.2       | 20.3           | 25.7     | 20.8 | 24.9  |
|      | CoTTA [11]     | 24.3     | 21.3 | 26.6      | 11.6    | 12.2  | 14.8   | 14.1 | 12.4  | 7.5 | 10.6       | 18.3           | 13.4     | 17.3 | 16.2  |
|      | GTTA (ours)    | 25.0     | 20.6 | 29.6      | 11.9    | 13.1  | 11.2   | 15.4 | 15.0  | 13.4| 8.0        | 11.1           | 21.1     | 16.3 | 22.4  |

### Table 4: Classification error rate (%) for the gradual CIFAR10-to-CIFAR10C and CIFAR100-to-CIFAR100C benchmark averaged over all 15 corruptions. We separately report the performance averaged over all severity levels (@ level 1–5) and averaged only over the highest severity level 5 (@ level 5).

| CIFAR10C | BN–0 | BN–0.1 | BN–1 | BN–EMA | TENT-cont. | CoTTA | GTTA (ours) |
|----------|------|--------|------|--------|------------|-------|-------------|
| Avg. Error (%) @ level 1–5 | 24.7 | 18.1  | 13.7 | 13.6   | 20.4 | **10.9** | 11.8 |
| Avg. Error (%) @ level 5   | 43.5 | 30.6  | 20.4 | 20.3   | 25.1 | **14.2** | 16.6 |

| CIFAR100C | BN–0 | BN–0.1 | BN–1 | BN–EMA | TENT-cont. | CoTTA | GTTA (ours) |
|-----------|------|--------|------|--------|------------|-------|-------------|
| Avg. Error (%) @ level 1–5 | 33.6 | 29.0  | 29.9 | 29.7   | 74.8 | 26.3    | **24.7** |
| Avg. Error (%) @ level 5   | 46.4 | 37.0  | 35.4 | 35.1   | 75.9 | 28.3    | **25.8** |

severity level 1 and gradually increase the severity until the highest severity. Before switching to the next corruption type the severity is again gradually decreased to level 1.

We again compare to the same baselines as for the continual benchmark and report the average error in Table 4. We differentiate between the average error over all severities and the average error over the highest severity to make it comparable to the continual setup. The effect that TENT-continual’s performance deteriorates over time, is even more prominent in the gradual setup, since we consider a longer sequence. It is the only method that compared to the continual setup has a worse performance (considering the average error @ level 5). The self-training based methods CoTTA and GTTA both benefit from the gradually changing domains. CoTTA achieves a 2% and 4.2% error decrease for CIFAR10C and CIFAR100C, respectively. Our method again shows the best performance on the CIFAR100C dataset by a considerable margin, reducing its average error @ level 5 to 25.8%.

### 6 Conclusion

In this work we analyzed whether gradual domain shifts can be exploited effectively by self-training during test-time. This is both supported by experiments for the various gradual changes covered by CarlaTTA and the gradual CIFAR10/100-to-CIFAR10/100C benchmark. Further our experiments showed that for more complex data, style transfer can create intermediate domains resulting in reliable pseudo-labels which benefit self-training. On a new published database CarlaTTA, we outperform existing methods by a large margin. Our proposed method also shows stable results on common continual TTA tasks and even results in state-of-the-art results on CIFAR100-to-CIFAR100C. We are sure that CarlaTTA will give other researchers in the field the opportunity to further investigate the setting of gradual test-time adaptation.
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A Gradual Test-Time Adaptation

A.1 Implementation Details

An overview of our method is given in Algorithm 1. Hyperparameters used for CIFAR-C, ImageNet-C, and CarlaTTA are summarized in Table 5.

Algorithm 1 GTTA Training Procedure

Require: Pre-trained task model $\theta_M$, ImageNet pre-trained VGG19 encoder
1: Initialize moment buffer $Q$
2: while Test-time do
3: Create pseudo-labels $\hat{y}_t$ and $\tilde{y}_t$ for current test batch $x_t$
4: Calculate class-weights $\beta_c$ using Eq. 4
5: Extract class-wise moments using $\tilde{y}_t$ and save moments in buffer $Q$
6: for $I_D$ iterations do
7: Sample source batch
8: Draw moments from $Q$
9: Calculate style transfer loss $L_{\theta_D}$ and update the parameters of the decoder
10: end for
11: for $I_M$ iterations do
12: Sample source batch
13: Transfer source images using previous and current target styles
14: Forward (transferred) source samples and calculate $L_{CE}$ from Eq. 3
15: Forward test samples and calculate $L_{ST}$ from Eq. 3
16: Calculate $L_{\theta_M}$ and update task model parameters $\theta_M$
17: end for
18: Evaluate on $x_t$
19: end while

Table 5: Hyperparameters used for CIFAR-C, ImageNet-C, and CarlaTTA. $batch$ size (test) denotes the number of unique test samples, whereas $batch$ size (total) consists of both source and test samples, used for one adaptation step.

|                | CIFAR-C | ImageNet-C | CarlaTTA |
|----------------|---------|------------|----------|
| optimizer      | Adam    | Adam       | SGD      |
| learning rate  | 1e-5    | 1e-5       | 2.5e-4   |
| momentum       | -       | -          | 0.9      |
| weight decay   | -       | -          | 0.0005   |
| batch size (test) | 200   | 64         | 1        |
| batch size (total) | 400  | 128        | 4        |
| task updates $I_M$ | 4      | 4          | 4        |
| style updates $I_D$ | -      | 6          | 6        |
| threshold $\gamma$ | 0.9    | 0.9        | 0.9      |
| weight $\lambda_{ST}$ | 1.0   | 1.0        | 0.1      |

A.2 Ablation Studies

A.2.1 Error Accumulation

In general, self-training with unfiltered pseudo-labels is prone to error accumulation, mainly caused by large gradient magnitudes of the untrustworthy low confidence predictions [47]. We further elaborate on circumventing error accumulation by simple pseudo-label filtering and show that in the setting of gradual domain shifts we can rely on high-confidence predictions.
BN–0 (source)  

\[ t = [1, 200] \]

GTTA (ours)  

\[ t = [201, 400] \]

\[ t = [401, 600] \]

Figure 2: Calibration diagrams for the first half of the day2night sequence, where \( t = 300 \) corresponds to a sun altitude of 0°.
To support our assumption of high confidence predictions in the gradual setup, we visualize calibration diagrams for the day2night sequence for BN–0 and GTTA in Figure In the beginning of the sequence, where the domain shift is small relative to the source domain, most predictions are of high confidence and accuracy. Predictions with a confidence larger than 0.9 have almost 100% accuracy. With increasing domain shift, the average confidence only slightly decreases. Compared to BN–0, GTTA still achieves high accuracy for high confidence predictions. This becomes even more prominent during night time, which corresponds to the third row of the diagram.

We further look into error accumulation by ablating the usage of source samples, style transfer, and pseudo-label filtering. Starting with pure self-training without any source samples or filtered pseudo-labels, high error accumulation is experienced, resulting in a mIoU of 11.2%. Filtering pseudo-labels alone is not sufficient in preventing error accumulation, improving the performance by just 5.2%. Adding source samples for stabilization boosts the performance, ending up with a mIoU of 64.2%. Transferring source samples into target style further improves the mIoU by 3.9%.

In Table 6, we also study error accumulation for the continual CIFAR100-to-CIFAR100C task. Again, using no additional source samples or not filtering the pseudo-labels results in error accumulation, seen by an increasing error rate over time.

Table 6: Classification error rate (%) of GTTA for the CIFAR100-to-CIFAR100C online continual test-time adaptation task on the highest corruption severity level 5. We ablate the usage of source samples and filtered pseudo-labels.

|                      | Filtered | Gaussian | shot | impulse | defocus | glass | animation | zoom | snow | fog | brightness | contrast | elastic_trans | pixelate | jpeg | Mean       |
|----------------------|----------|----------|------|---------|---------|-------|------------|------|------|----|------------|----------|----------------|----------|------|------------|
| λST-LST              |          | 39.7     | 37.4 | 41.1    | 32.6    | 44.9  | 36.4       | 35.1 | 41.1 | 41.0 | 48.4       | 37.4     | 43.4           | 43.4     | 42.0 | 49.7       |
| λST-LST              |          | 39.2     | 34.9 | 38.3    | 30.5    | 40.5  | 33.5       | 31.7 | 37.5 | 37.0 | 44.1       | 34.5     | 39.3           | 40.3     | 37.3 | 44.2       |
| LCE + λST-LST        |          | 39.0     | 35.3 | 37.3    | 27.3    | 37.6  | 29.0       | 26.6 | 31.5 | 30.6 | 36.3       | 26.2     | 27.6           | 31.2     | 27.6 | 34.3       |
| LCE + λST-ST         |          | 38.0     | 33.8 | 35.2    | 25.2    | 34.6  | 26.6       | 24.3 | 28.9 | 28.0 | 33.1       | 23.3     | 24.7           | 28.7     | 25.2 | 31.8       |

A.2.2 Stability and Sensitivity for CarlaTTA

To investigate the sensitivity of our approach, we conduct several ablation studies on day2night. First, averaging the performance of five independent runs, GTTA achieves 68.2 ± 0.06 % mIoU, indicating stable performance. If class-weighting is not used, the performance slightly decreases to 67.3%. A similar observation can be seen when the pseudo-labels are filtered using the strategy from [32], which applies a unique threshold for each class. In this case, the mIoU degrades to 67.6%. Since it is also likely to remain in the source domain during test-time, we conduct an experiment where we evaluate our method on the test split of the clear dataset. As shown in Table 7(a), our method GTTA only slightly deteriorates from BN–0, whereas the performance of BN–1 decreases by nearly 2%. The sensitivity of GTTA with respect to λST from Eq. 3 is depicted in Table 7(b). While smaller values for λST have a moderate impact on the performance, the results show a significant drop for λST = 0.5. Last but not least, we study the number of update steps for the task model in Table 7(c) and the style transfer network in Table 7(d). As illustrated in (c), the mIoU peaks when the task model is updated four times per test-batch. For the style transfer network, there are only marginal differences considering the number of updates.

Table 7: Mean intersection-over-union on day2night test.

|                      | BN–0 | BN–0.1 | BN–1 | BN–EMA | GTTA (ours) |
|----------------------|------|--------|------|--------|-------------|
| λST                  | 78.4 | 78.4   | 76.6 | 77.6   | 78.0        |
| λST                  | 66.1 | 66.6   | 68.1 | 60.9   |
| I_M                  | 1    | 2      | 4    | 6      | 8           |
|                      | 67.6 | 67.3   | 68.1 | 67.9   | 67.6        |
| I_D                  | 1    | 2      | 4    | 6      | 8           |
|                      | 68.3 | 68.3   | 68.3 | 68.1   | 68.0        |

https://github.com/fabiankueppers/calibration-framework
A.2.3 Non-gradual Shifts

Since we do not have gradual shifts in the real world all the time, we investigate a setting, where the domain changes abruptly from clear to night. Specifically, instead of starting at the first sample of the day2night sequence, we begin after 300 samples, corresponding to a sun altitude of 0°. After one complete night-cycle, the sequence reaches its end. We report the results in Table 8. Our method still shows the capability to adapt, reaching a 7.4% higher mIoU than the best BN adaptation approach, namely BN–EMA.

Table 8: Mean intersection-over-union on day2night abrupt.

| Method       | BN–0  | BN–0.1 | BN–1  | BN–EMA | GTTA (ours) |
|--------------|-------|--------|-------|--------|-------------|
|              | 43.8  | 52.8   | 52.3  | 54.3   | 61.7        |

A.3 ImageNet-C

We further investigate our approach on ImageNet-to-ImageNet-C. We use the same style transfer network with the same (pre-)training strategy as for CarlaTTA. We omit the class-conditioning due to the intuitive reason that corruptions are applied globally and do not have individual effects on the different classes. Using style transfer is in contrast to the CIFAR experiments, where we simply use source images instead of transferred source images. The reason behind this is that for CIFAR we deal with images of size $32 \times 32$, making style transfer impracticable. During test-time we use the same optimizer and learning rate as for the CIFAR experiments. Following [10, 11], we use the standard batch size of 64. We denote that both TENT and CoTTA use different hyperparameters for this setting compared to CIFAR.

Results of the continual ImageNet-to-ImageNet-C benchmark are depicted in Table 9. Our method shows again the best results, achieving an error of 64.8%. To examine the impact of gradual shifts, we also consider the gradual ImageNet-to-ImageNet-C benchmark, presenting the results in Table 10. All self-training based methods show in the gradual setup a better performance (@ level 5) compared to the continual setting, decreasing the error up to 20.7%. To neglect that the performance improvement is not a result of more epochs, we also conduct experiments where we not only iterate once over a corruption type, but five times, before continuing to the next corruption. In this setting performance compared to the continual setting slightly decreases, indicating potential error accumulation.

Table 9: Classification error rate (%) for the ImageNet-to-ImageNet-C online continual test-time adaptation task on the highest corruption severity level 5. ResNet-50 is used as a source model.

| Time | Method       | Gaussian | shot | impulse | defocus | glass | moving | zoom | snow | fog | brightness | contrast | elastic_trans | pixelate | jpeg | Mean |
|------|--------------|----------|------|---------|---------|-------|--------|------|------|-----|------------|----------|----------------|----------|------|------|
|      | BN–0 (source)| 95.3     | 94.6 | 95.3    | 84.9    | 91.1  | 86.9   | 77.2 | 84.4 | 79.7| 77.3        | 44.4     | 95.6           | 86.9     | 76.9 | 66.7 |
|      | BN–0.1     | 89.9     | 89.2 | 88.9    | 80.6    | 84.8  | 79.9   | 70.0 | 73.4 | 70.8| 62.5        | 39.1     | 88.2           | 67.6     | 64.8 | 62.3 |
|      | BN–1      | 87.6     | 87.5 | 87.8    | 87.8    | 88.0  | 88.0   | 78.3 | 64.4 | 67.6| 54.8        | 36.4     | 89.2           | 58.0     | 56.4 | 60.5 |
|      | BN–EMA    | 87.6     | 87.3 | 87.3    | 92.4    | 88.1  | 78.8   | 64.1 | 69.2 | 70.2| 58.4        | 37.3     | 89.2           | 61.4     | 58.7 | 76.2 |
|      | TENT-cont. | 85.8     | 79.9 | 78.2    | 82.1    | 79.3  | 71.0   | 59.3 | 65.5 | 66.3| 55.3        | 40.6     | 80.5           | 55.6     | 53.5 | 59.1 |
|      | CoTTA     | 87.4     | 85.9 | 84.5    | 85.3    | 83.2  | 73.3   | 62.1 | 63.1 | 63.7| 51.1        | 38.5     | 74.4           | 50.0     | 44.4 | 50.0 |
|      | GTTA (ours)| 82.4     | 76.5 | 78.9    | 83.7    | 81.9  | 70.6   | 59.4 | 60.2 | 61.1| 48.0        | 36.7     | 71.0           | 52.7     | 50.9 | 57.3 |

Table 10: Classification error rate (%) for the gradual ImageNet-to-ImageNet-C averaged over all 15 corruptions. We separately report the performance averaged over all severity levels (@ level 1–5) and averaged only over the highest severity level 5 (@ level 5).

|                | BN–0 | BN–0.1 | BN–1 | BN–EMA | TENT-cont. | CoTTA | GTTA (ours) |
|----------------|------|--------|------|--------|------------|-------|-------------|
| Avg. Error (%) @ level 1–5 | 59.6 | 52.7   | 51.4 | 50.9   | 52.2       | 40.8  | 43.0        |
| Avg. Error (%) @ level 5     | 82.4 | 74.1   | 72.1 | 71.6   | 65.3       | 45.8  | 56.6        |
A.4 Trade-off between efficiency and performance

Depending on the application of test-time adaptation, either efficiency or performance can be of higher importance. In Table 11 we highlight the trade-off between efficiency and performance, looking into the number of updates performed for the task network $I_M$ and the number of updates performed for the style transfer network $I_D$.

Considering the results of GTTA shown in Table 11 (a) and (b), just performing one single update step for the task and style network, still results in a good performance, achieving state-of-the-art for CIFAR100C and the domain shifts introduced by the dataset CarlaTTA. We want to highlight that the current state-of-the-art in continual TTA "CoTTA" requires 32 forward passes due to the application of test-time augmentation and does not scale with increasing the number of updates as shown in Table 11 (c). In this sense our setup with one update step each is much more efficient than CoTTA.

Table 11: (a) mIoU of GTTA for different number of update steps for each domain shift of the CarlaTTA dataset. (b) Average classification error rate (%) of GTTA for different number of update steps. (c) Average classification error rate (%) of CoTTA [11] for different number of update steps.

(a)

| $I_M$ | $I_D$ | day2night | clear2fog | clear2rain | dynamic | highway |
|-------|-------|-----------|-----------|------------|---------|---------|
| 1     | 1     | 67.1      | 60.8      | 74.6       | 57.6    | 44.2    |
| 4     | 6     | 68.1      | 64.5      | 74.8       | 58.4    | 41.4    |

(b)

| $I_M$ | $I_D$ | CIFAR10C  | CIFAR100C | ImageNetC |
|-------|-------|-----------|-----------|-----------|
| 1     | 1     | 20.1      | 31.0      | 67.8      |
| 4     | 6     | 17.7      | 29.4      | 64.8      |

(c)

| $I_M$ | CIFAR10C  | CIFAR100C | ImageNetC |
|-------|-----------|-----------|-----------|
| 1     | 16.2      | 32.5      | 66.5      |
| 4     | 17.1      | 34.6      | 69.7      |
In the following, we will discuss the specifics about our dataset CarlaTTA. For the generation, CARLA 0.9.13 was used. The data is recorded using an RGB camera and a corresponding semantic segmentation sensor with a resolution of $1920 \times 1024$ and a field of view of $40^\circ$. Both sensors are positioned $0.5$ m forward and $1.2$ m upward relative to the ego-vehicle. 14 classes are considered. We visualize the class priors for all sequences in Figure [5].

Table 12: *clear* weather parameters and maximum values used for rain and fog in the settings *clear2rain* and *clear2fog*, respectively.

| Unit | Sun altitude | Azimuth | Cloudiness | Wind | Precipitation | Deposits | Wetness | Fog density | Distance | Falloff |
|------|--------------|---------|------------|------|---------------|----------|---------|-------------|----------|---------|
| Clear | 90           | 0       | 10         | 5    | 0             | 0        | 0       | 0           | 0        | 0       |
| Night (max) | -90       | 180     | -          | -    | -             | -        | -       | -           | -        | -       |
| Rain (max)   | -          | -       | 55         | 90   | 80            | 85       | 100     | -           | -        | -       |
| Fog (max)    | -          | -       | 55         | 90   | -             | -        | 10      | 50          | 0        | 0.9     |

*clear* The source dataset *clear* is the basis for the four domain changes: *day2night*, *clear2fog*, *clear2rain*, and *dynamic*. The data for *clear* is recorded in Town10HD due to being the only town in CARLA with high resolution textures. To increase diversity we generate multiple sequences using different seeds. Specifically, for each seed, up to 40 vehicles and 20 pedestrians are randomly sampled from all (safe) blueprints. We end up with 3500 train and 500 test samples. *clear* is recorded at noon (sun altitude of 90°) with a cloudiness of 10% and a wind intensity of 5%. All weather parameters are fixed in this setting. The complete overview of the weather parameters used for the *clear* setting is given in Table [12].

*day2night*, *clear2fog*, *clear2rain*, *dynamic* Different domain changes are introduced by the sequences *day2night*, *clear2fog*, *clear2rain*, and *dynamic*. Each sequence starts with the weather parameters of *clear* and follows the behavior illustrated in Figure [3]. The weather model is based on the implementation of CARLA [4]. The maximum values used for the night, rain, and fog setting are depicted in Table [12] with a bar indicating no change from the default parameters of *clear*. While the default sequence length is 1200 samples, *dynamic* contains 6000 samples to have the capability to study long-term behavior. Figure [4] shows every 100th sample of the mentioned domain shifts.

*dinamic-slow* *dynamic-slow* is only considered for the gradual domain shift ablation study. Compared to the regular *dynamic* sequence, where 1200 samples correspond to one complete day-night cycle, in *dynamic-slow*, 4800 samples correspond to one day-night cycle. This enables the investigation of smaller domain shifts.

*highway* Since Town10HD does not contain any other settings than urban scenery, we use Town04 for the *highway* sequence. For the corresponding source dataset, we use sequences generated from Town02 (urban setting, similar to Town04) and sequences from Town04 where the ego vehicles only drives in the city. The source dataset contains overall 3000 train and 500 test samples. The *highway* sequence starts in the city of Town04 and shortly after continues on the highway. It follows the same weather behavior as *dynamic*. Examples of the sub-sampled sequence are visualized in the last column in Figure [4].
Figure 3: Progression of the weather parameters for the sequences $\text{day2night}$, $\text{clear2fog}$, $\text{clear2rain}$, and $\text{dynamic}$. Note that highway follows the weather behavior of $\text{dynamic}$.
Figure 4: Sequence for the different domain changes. Every 100th example is shown.
Figure 5: Prior probabilities for the 14 classes. On the top we visualize the prior probabilities corresponding to data originating from Town10HD. On the bottom, we compare clear-highway to highway. The label distribution shift is clearly prominent as the test-time sequence evolves from an urban scenery into a highway setting.