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Abstract
Grothendieck has proved that each class in the de Rham cohomology of a smooth complex affine variety can be represented by a differential form with polynomial coefficients. We prove a single exponential bound on the degrees of these polynomials for varieties of arbitrary dimension. More precisely, we show that the $p$-th de Rham cohomology of a smooth affine variety of dimension $m$ and degree $D$ can be represented by differential forms of degree $(pD)^{O(pm)}$. This result is relevant for the algorithmic computation of the cohomology, but is also motivated by questions in the theory of ordinary differential equations related to the infinitesimal Hilbert 16th problem.
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1 Introduction
Let $X$ be a smooth variety in $\mathbb{C}^n$. A fundamental result of Grothendieck says that the cohomology of $X$ can be described in terms of algebraic differential forms on $X$ [18]. More precisely, he proved that the singular cohomology of $X$ is isomorphic to the algebraic de Rham cohomology $H^\ast_{dR}(X)$, which is defined as the cohomology of the complex of algebraic differential forms on $X$. Hence, each cohomology class in $H_{dR}^p(X)$ can be represented by a $p$-form

$$\omega = \sum_{i_1 < \cdots < i_p} \omega_{i_1 \cdots i_p} dX_{i_1} \wedge \cdots \wedge dX_{i_p},$$

where the $\omega_{i_1 \cdots i_p}$ are polynomial functions on $X$. However, Grothendieck’s proof is not effective, i.e., it gives no information about the degrees of the
polynomials \( \omega_{i_1 \ldots i_p} \), say in terms of defining equations for \( X \). In [36] we proved a single exponential bound on their degrees in the case that \( X \) is a hypersurface. In particular, if \( X \subseteq \mathbb{C}^n \) is a smooth hypersurface of degree \( D \), then each cohomology class in \( H^p_{\text{dR}}(X) \) can be represented by a differential form \( \omega \) as in (1), where the \( \omega_{i_1 \ldots i_p} \) are polynomials of degree \( D_{O(pn)} \). The present paper generalizes this result to smooth varieties of arbitrary dimension.

1.1 Motivation

It is a long standing open question in algorithmic real algebraic geometry to find a single exponential time algorithm for computing the Betti numbers of a semialgebraic set. Single exponential time algorithms are known, e.g., for counting the connected components and computing the Euler characteristic of a semialgebraic set (for an overview see [2], for details and exhaustive bibliography see [3]). The best result in this direction states that for fixed \( \ell \) one can compute the first \( \ell \) Betti numbers of a semialgebraic set in single exponential time [1].

Over the complex numbers, one approach for computing Betti numbers is to compute the algebraic de Rham cohomology. In [30, 37] the de Rham cohomology of the complement of a complex affine variety is computed using Gröbner bases for \( D \)-modules. This algorithm is extended in [38] to compute the cohomology of a projective variety. However, the complexity of these algorithms is not analyzed, and due to their use of Gröbner bases a good worst-case complexity is not to be expected. In [7] a single exponential time (in fact, parallel polynomial time) algorithm is given for counting the connected components, i.e., computing the zeroth de Rham cohomology, of a (possibly singular) complex variety. This algorithm is extended in [34] to one with the same asymptotic complexity for computing equations for the components. The first single exponential time algorithm for computing all Betti numbers of an interesting class of varieties is given in [35]. Namely, this paper shows how to compute the de Rham cohomology of a smooth projective variety in parallel polynomial time. In terms of structural complexity in the Turing model, these results are the best one can hope for, since the problem of computing a fixed Betti number (e.g., deciding connectedness) of a complex affine or projective variety defined over the integers is \( \text{PSPACE} \)-hard [33].

Besides being relevant for algorithms, our question also has connections to the theory of ordinary differential equations. The long standing infinitesimal Hilbert 16th problem has been solved in [5]. The authors derive a bound on the number of limit cycles generated from nonsingular energy level ovals (isolated periodic trajectories) in a non-conservative perturbation of a Hamiltonian polynomial vector field in the plane. It seems that their proof can be considerably generalized to solutions of certain linear systems of Pfaffian differential equations. Examples of such systems are provided by period matrices of polynomial maps, once the corresponding Gauss-Manin connexion can be explicitly constructed. For this construction one needs degree bounds for generators of the cohomology of the generic fibers of the polynomial map.
1.2 Known Cases

We have shown in [7, Theorem 3.3] that the zeroth de Rham cohomology of $X$ is isomorphic to its zeroth singular cohomology even when $X$ is singular, and that this cohomology has a basis of degree $d^{O(n^2)}$, if $X$ is defined by polynomials of degree $\leq d$.

It follows from the results of [35] that if $X$ has no singularities at infinity, i.e., the projective closure of $X$ in $\mathbb{P}^n$ is smooth, then each class in $H^0_{\text{dR}}(X)$ can be represented by a differential form of degree at most $m(em+1)D$, where $m = \dim X$, $D = \deg X$, and $e$ is the maximal codimension of the irreducible components of $X$. However, in general $X$ does have singularities at infinity, and resolution of singularities has a very bad worst-case complexity [4].

Another special case with known degree bounds is the complement of a projective hypersurface, which we will actually use in this paper (see the proof of Theorem 7.1). The statement follows essentially from [9] and [10], the argument can be found in [12, Corollary 6.1.32], see also [11]. Let $f \in \mathbb{C}[X_0, \ldots, X_n]$ be a homogeneous polynomial, and consider $U := \mathbb{P}^n \setminus Z(f)$, which is an affine variety. Then, each class in $H^p_{\text{dR}}(U)$ is represented by a (homogeneous) differential form

$$\frac{\alpha}{f^p} \quad \text{with} \quad \deg \alpha = p \deg f$$

(see §2.1 for the definition of the degree of a differential form). Since this result was already proved by Griffiths in a special case [16], we call it the Griffiths-Deligne-Dimca (GDD) bound.

1.3 Main Result

The main result of this paper is that the algebraic de Rham cohomology of a smooth affine variety can be represented by differential forms of single exponential degree. More precisely, we prove the following.

**Theorem 1.1.** Let $k$ be an algebraically closed field of characteristic zero, and let $X$ be a smooth affine $m$-dimensional variety of degree $D$ over $k$. Then each cohomology class in $H^p_{\text{dR}}(X)$ can be represented by a differential $p$-form of degree at most

$$2^{2pm+6m+2}p^{2pm+6m+1}D^{4pm+10m+1} + D^{m+1} = (pD)^{O(pm)}.$$

**Remark 1.2.**

(i) Note that we kept the additive term $D^{m+1}$, so that the bound is valid for $p = 0$ as well (cf. Proposition 3.1).

(ii) If $X \subseteq \mathbb{A}^n$, then the term $D^{m+1}$ can be replaced by $(n+1)D^2/4$ (Corollary 4.1).

(iii) For a hypersurface $X$, the slightly better bound of $D^{O(pn)}$ is proved in [36].
1.4 Proof Ideas

The proof of Theorem 1.1 consists of two major steps. In a first step we reduce the question to the case of an irreducible locally closed hypersurface, and in a second step we prove a bound for this special case (Theorem 7.1).

The reduction to irreducible $X$ (Corollary 4.1) is an easy consequence of our characterization of the zeroth de Rham cohomology and the bound from [7]. In the present paper, using newer versions of the effective Nullstellensatz due to Kollár [26] and Jelonek [24], we improve this bound in two directions (Propositions 3.1 and 3.2). We also give an example showing that the second version is sharp up to a factor of $n + 1$, where $n$ is the ambient dimension.

Then, if $X$ is irreducible of dimension $m$, a generic projection to a linear subspace of dimension $m + 1$ restricts to a birational map from $X$ to a hypersurface $Y$. By Zariski’s Main Theorem, there exist open dense subsets $U \subseteq X$ and $V \subseteq Y$, such that the projection maps $U$ isomorphically onto $V$. Using a geometric resolution of $X$ [14, 31], we construct these locally closed sets effectively. More precisely, there exists a polynomial $f$ of degree $\leq D$ in $m + 1$ variables, such that $U = X \setminus Z(g)$ and $V = Z(f) \setminus Z(g)$, where $g$ is a partial derivative of $f$ (Lemma 4.2). It follows that a degree bound for $H^\bullet_{\text{dR}}(V)$ implies a degree bound for $H^\bullet_{\text{dR}}(U)$ (Corollary 4.4). Moreover, it is also not difficult to see that one can cover $X$ by such principal open subsets $U_i$ (Corollary 4.5). To finish the first major step, it remains to show how degree bounds for the open patches yield a bound for $H^\bullet_{\text{dR}}(X)$ (Theorem 5.3). This is done using the concept of hypercohomology, which through a spectral sequence immediately yields an effective description of $H^\bullet_{\text{dR}}(X)$ (Lemma 5.2) in terms of the total complex of the Čech-de Rham double complex. In order to derive a bound for the usual description in terms of global sections, we make the Čech cohomology effective (Lemma 5.1). In this construction we make essential use of Jelonek’s effective Nullstellensatz [24].

The main idea for the treatment of the locally closed hypersurface $V$ is the same as in [36], namely to prove an effective version of the Gysin sequence (Theorem 6.1) and use the GDD bound for complements of hypersurfaces mentioned in §1.2. However, in [36] we considered the case of a closed hypersurface $X \subseteq \mathbb{A}^n$, in which case the Gysin sequence yields an isomorphism $H^p_{\text{dR}}(\mathbb{A}^n \setminus X) \cong H^{p-1}_{\text{dR}}(X)$, which we made effective. Here, we have only a locally closed subset $V = Z(f) \setminus Z(g)$ of $\mathbb{A}^n$. One idea is to treat $V$ as a closed subset of $\mathbb{A}^n \setminus Z(g)$. Though we are able to construct an effective residue map in this setting, this map may not be surjective, since the surrounding space $\mathbb{A}^n \setminus Z(g)$ has non-trivial cohomology in general. Our solution is to consider $V$ as a codimension 2 complete intersection $Z \subseteq \mathbb{A}^{n+1}$ through the isomorphism $\mathbb{A}^n \setminus Z(g) \cong Z(gY - 1) \subseteq \mathbb{A}^{n+1}$. Since the Gysin sequence in the version of [19] does not hinge on codimension 1, we get an isomorphism $H^p_{\text{dR}}(W) \cong H^{p-2}_{\text{dR}}(Z)$, where $W := \mathbb{A}^{n+1} \setminus Z$ (Corollary 6.2). Luckily, while the general complete intersection case seems considerably more difficult, we are able to prove the crucial Lemma (Lemma 6.4) exactly in this special case and obtain an effective Gysin sequence (Theorem 6.3).
However, the price to pay is that now the complement $W$ is not affine anymore, so we need hypercohomology also to realize the de Rham cohomology of $W$, and a spectral sequence argument (Lemma 5.2) to apply the GDD bound (Lemma 5.4). Using local cohomology and another spectral sequence argument, we get a more succinct description of $H^*_\text{dR}(W)$ in terms of sheaf cohomology (Lemma 5.5).

2 Preliminaries

2.1 Basic Notations and Facts

Throughout this paper, let $k$ be an algebraically closed field of characteristic zero, and $R := k[X_1, \ldots, X_n]$. An algebraic set or closed variety is the common zero set of polynomials $f_1, \ldots, f_r \in R$ in the affine space $k^n = k^r$, i.e.,

$$X = \mathcal{Z}(f_1, \ldots, f_r) = \{x \in k^n \mid f_1(x) = \cdots = f_r(x) = 0\}.$$

Note that $X$ may be reducible. More generally, the term variety will refer to a locally closed set, i.e., a Zariski open subset $X \subseteq Y$ of a closed variety $Y \subseteq \mathbb{A}^n$.

A variety $X$ is called affine iff it is a principal open subset of $Y$, i.e.,

$$X = Y \setminus \mathcal{Z}(g) = Z(f_1, \ldots, f_r) \setminus \mathcal{Z}(g), \quad f_1, \ldots, f_r, g \in R.$$

Indeed, these are exactly the varieties which are isomorphic to a closed variety, namely $\mathcal{Z}(f_1, \ldots, f_r, X_{n+1} - 1) \subseteq \mathbb{A}^{n+1}$. The (vanishing) ideal of an affine variety $X$ is defined as $I(X) = \{f \in R \mid f(x) = 0 \ \forall x \in X\}$. By Hilbert’s Nullstellensatz, $I(X)$ is the radical of the ideal $(f_1, \ldots, f_r) : (g)$. The coordinate ring $A = k[X]$ of $X$ is the localization $(R/I(X))_g$. Such a ring $A$ will be called a (reduced) affine $k$-algebra.

In general, a variety is not affine. However, if $X = Y \setminus \mathcal{Z}(g_1, \ldots, g_r)$ with affine $Y$, then $X$ is covered by the affine open subsets $U_i := X \setminus \mathcal{Z}(g_i) = Y \setminus \mathcal{Z}(g_i)$, $1 \leq i \leq r$.

The dimension $\dim X$ is the Krull dimension of $X \subseteq \mathbb{A}^n$ in the Zariski topology. In the case $\dim X = n - 1$ we call $X$ a hypersurface. The degree $\deg X$ of an irreducible variety $X \subseteq \mathbb{A}^n$ of dimension $m$ is defined as the maximal cardinality of $X \cap L$ over all affine linear subspaces $L \subseteq \mathbb{A}^n$ of dimension $n - m$ [29, §5A]. We define the (cumulative) degree $\deg X$ of a reducible variety $X$ to be the sum of the degrees of all irreducible components of $X$. It follows essentially from Bézout’s Theorem that if $X \subseteq \mathbb{A}^n$ is closed and defined by polynomials of degree $\leq d$, then $\deg X \leq d^n$ [8].

An important ingredient of our work is the effective Nullstellensatz, which was first proved in [6, 25]. A recent version of Jelonek [24] generalizes the statement to polynomials on general affine varieties.

**Theorem 2.1.** Let $X \subseteq \mathbb{A}^n$ be a closed subvariety of dimension $m$ and degree $D$, and let $g_1, \ldots, g_t \in R$ be polynomials of degree at most $d \geq 1$ without common
zeros in $X$. Then there exist polynomials $h_i \in R$ with $1 \equiv \sum_i h_ig_i \mod I(X)$ and

$$\deg(h_ig_i) \leq \begin{cases} 
Dd^t & \text{if } t \leq m, \\
Dd^m & \text{if } t > m, d \geq 3, m \geq n - 1,
2Dd^m - 1 & \text{else}.
\end{cases}$$

Proof. The first and the last case is due to [24]. The slightly better bound in the middle case follows from [25].

There is another version of the effective Nullstellensatz for arbitrary ideals due to Kollár [26]. We note a variant which follows easily from Theorem 6.2 in that paper.

**Theorem 2.2.** Let $X_1, \ldots, X_t \subseteq \mathbb{A}^n$ be closed varieties with $X_1 \cap \cdots \cap X_t = \emptyset$. Then there exist $f_i \in I(X_i)$ such that $\sum_i f_i = 1$ and $\deg f_i \leq (n + 1) \prod_i \deg X_i$.

2.2 Completions

In our proof we will also use the process of completion [13, Chapter 7]. Let $A$ be an affine algebra and $I$ an ideal in $A$. The completion $\hat{A} = \hat{A}_I$ of $A$ with respect to $I$ is defined as the inverse limit of the factor rings $A/I^\nu$, $\nu \geq 0$. There is a canonical map $A \to \hat{A}$, whose kernel is $\bigcap \nu I^\nu$, thus it is injective in our case. Alternatively, if $I = (f_1, \ldots, f_r)$, one can define $\hat{A}$ as $A[[T_1, \ldots, T_r]]/(T_1 - f_1, \ldots, T_r - f_r)$, so its elements are power series in $f_1, \ldots, f_r$ [13, Exercise 7.11]. For instance, if $A = B[T]$ and $I = (T)$, then $\hat{A} = B[[T]]$ is the ring of formal power series in $T$ with coefficients in $B$.

2.3 Coherent Sheaves and Differential Forms

Let $X$ be an affine variety. Then every $k[X]$-module $M$ gives rise to a sheaf $\hat{M}$ on $X$ such that, on a principal open subset $U = X \setminus Z(g)$, the sections of $\hat{M}$ are given by $\Gamma(U, \hat{M}) = Mg$, the localization of $M$ at $g$ [22, Proposition II.5.1]. Moreover, $\Gamma(U, \hat{M})$ is a $k[X]_g$-module which is compatible with restrictions. A sheaf $\mathcal{F}$ on $X$ is called coherent iff $\mathcal{F} = \hat{M}$ with a finitely generated $k[X]$-module $M$. An important example is the structure sheaf $\mathcal{O}_X = \hat{k[X]}$.

More generally, a sheaf $\mathcal{F}$ on a locally closed set $X$ is called coherent iff $X$ can be covered by affine open subsets $U_i$ such that all the restrictions $\mathcal{F}|U_i$ are coherent. In particular, if $\mathcal{F}$ is a coherent sheaf on $Y$ and $X \subseteq Y$ is an open subset, then $\mathcal{F}|X$ is a coherent sheaf on $X$.

Now let $A$ be a $k$-algebra (commutative, with 1). The module of Kähler differentials $\Omega_A := \Omega_A/k$ is defined as the $A$-module generated by symbols $df$ for all $f \in A$, modulo the relations of Leibniz’ rule and $k$-linearity of the universal derivation $d: A \to \Omega_A$. For instance, for the polynomial ring $R$, the module
\( \Omega_R \) is free with basis \( dX_1, \ldots, dX_n \), and the universal derivation is given by
\[
df = \sum_i \frac{\partial f}{\partial X_i} \, dX_i.
\]
Now let \( \Omega^p_A := \Lambda^p \Omega_A \) be the \( p \)-th exterior power of the \( A \)-module \( \Omega_A \). We define the \textit{exterior differential} \( d: \Omega^p_A \to \Omega^{p+1}_A \) by setting
\[
d(f \omega_1 \wedge \cdots \wedge \omega_p) := df \wedge \omega_1 \wedge \cdots \wedge \omega_p
\]
for all \( f, \omega_i \in A \). It is easy to check that \( d \) satisfies the graded Leibniz’ rule and \( d \circ d = 0 \). This way we obtain the \textit{de Rham complex}
\[
\Omega^*_A: A = \Omega^0_A \xrightarrow{d} \Omega^1_A \xrightarrow{d} \cdots \xrightarrow{d} \Omega^p_A \to \cdots
\]
of the algebra \( A \).

Now let \( Y \) be an affine variety with coordinate ring \( A = k[Y] \). Then the \textit{sheaf of regular differential \( p \)-forms} on \( Y \) is defined as \( \Omega^p_Y := \Omega^p_A \). The exterior differentials glue together to maps of sheaves \( d: \Omega_Y \to \Omega_Y^{p+1} \). More generally, if \( X \subseteq Y \) is an open subset of an affine variety \( Y \), then \( \Omega^p_X := \Omega^p_Y|_X \). This way we obtain the \textit{(algebraic) de Rham complex}
\[
\Omega^*_X: \mathcal{O}_X = \Omega^0_X \xrightarrow{d} \Omega^1_X \xrightarrow{d} \cdots \xrightarrow{d} \Omega^p_X \to \cdots
\]
of the variety \( X \). We say that \( X \) is \textit{smooth} at \( x \in X \) iff the stalk \( \Omega_{X,x} \) is a free \( \mathcal{O}_{X,x} \)-module of rank \( m \), where \( m \) is the maximal dimension of all irreducible components of \( X \) through \( x \). In fact, in this case there is only one such component. We say that \( X \) is \textit{smooth} iff it is smooth at all its points. Note that in this case \( \Omega^p_X = 0 \) for \( p > m \).

The module of Kähler differentials of a complete ring may not be finitely generated (see, e.g., [13, Exercise 16.14]). In these cases we use the \textit{universally finite module} of differentials, which is always finitely generated (see [27, §11–12]). Let \( A \) be an affine algebra, \( I \) an ideal in \( A \), and \( \hat{A} \) the completion of \( A \) with respect to \( I \). The \textit{completion} of \( \Omega_A \) with respect to \( I \) is \( \hat{\Omega}_A = \hat{A} \otimes_A \Omega_A \) and is called the \textit{universally finite module of differentials} of \( \hat{A} \). There is a \textit{universally finite derivation} \( d: A \to \hat{\Omega}_A \) which is continuous, i.e., it commutes with infinite sums. For instance, for an affine algebra \( B \) we have
\[
\hat{\Omega}_{B[[T]]} = B[[T]] \otimes_{B[[T]]} \Omega_{B[[T]]} = B[[T]]dT \oplus \Omega_B,
\]
and the universally finite derivation is given by \( df = \frac{\partial f}{\partial T}dT + d_B f \) for \( f \in B[[T]] \), where \( \frac{\partial f}{\partial T} \) denotes the formal partial derivative with respect to \( T \), and \( d_B f \) is coefficient-wise application of the differential of \( B \) [27, Example 12.7].

### 2.4 Sheaf and Local Cohomology

Let \( X \) be a variety. Formally, the \( q \)-th \textit{sheaf cohomology} functor \( H^q(X, \cdot) \) from the category of sheaves of abelian groups on \( X \) to the category of abelian groups is defined as the \( q \)-th right derived functor of the global section functor \( \Gamma(X, \cdot) \),
\[
H^q(X, \cdot) = R^q \Gamma(X, \cdot).
\]
Since this definition is computationally quite inconvenient, we prefer a different description. Let $F$ be a coherent sheaf and $U := \{ U_i \mid 0 \leq i \leq t \}$ an affine open cover of $X$. The sheaf cohomology of $F$ can be computed as the Čech cohomology with respect to $U$, which is defined as follows. For a set of indices $0 \leq i_0, \ldots, i_q \leq t$ denote $U_{i_0 \cdots i_q} := U_{i_0} \cap \cdots \cap U_{i_q}$. We define the vector spaces

$$C^q := C^q(U, F) := \bigoplus_{0 \leq i_0 < \cdots < i_q \leq t} F(U_{i_0 \cdots i_q})$$

and the linear maps $\delta^q : C^q \to C^{q+1}$,

$$\delta^q(\omega)_{i_0 \cdots i_{q+1}} := \sum_{\nu=0}^{q+1} (-1)^\nu \omega_{i_0 \cdots \hat{i}_\nu \cdots i_{q+1}} | U_{i_0 \cdots i_{q+1}}. \quad (2)$$

Then one checks that $\delta^{q+1} \circ \delta^q = 0$ for all $q \geq 0$, so that $(C^\bullet(U, F), \delta^\bullet)$ is a complex called the Čech complex. Its cohomology defines the cohomology $H^q(U, F)$, i.e.,

$$H^q(U, F) := \frac{\ker \delta^q}{\text{im} \delta^{q-1}}, \quad q \geq 0.$$

By [22, Theorem III.4.5] there is a natural isomorphism

$$H^q(X, F) \simeq H^q(U, F) \quad \text{for all} \quad q \geq 0.$$

Generally, $H^0(X, F)$ is isomorphic to the space of global sections $\Gamma(X, F)$. Moreover, if $X$ is affine, the higher cohomology of $F$ vanishes, i.e.,

$$H^q(X, F) = 0 \quad \text{for} \quad q > 0.$$

A relative variant of sheaf cohomology is local cohomology. Let $X$ be a variety and $Y \subseteq X$ a closed subset of $X$. For a sheaf of abelian groups $F$ on $X$ let $\Gamma_Y(X, F)$ be the subgroup of $\Gamma(X, F)$ consisting of all sections $s$ whose support is in $Y$, i.e.,

$$\{ s_x \neq 0 \} \subseteq Y,$$

where $s_x$ denotes the germ of $s$ in the stalk $F_x$. The $q$-th local cohomology functor with supports in $Y$ from the category of sheaves of abelian groups on $X$ to the category of abelian groups is defined as the $q$-th right derived functor of the functor $\Gamma_Y(X, \cdot)$,

$$H^q_Y(X, \cdot) = R^q\Gamma_Y(X, \cdot).$$

Note that, if $X$ is irreducible and $Y \neq X$, then $\Gamma_Y(X, F) = 0$ for all coherent sheaves $F$ on $X$. Nevertheless, the definition gives non-trivial local cohomology groups also in this case! There is an explicit description of local cohomology in terms of Koszul cohomology, which can also be interpreted as Čech cohomology [19, Theorem 2.3]. We will use this interpretation in a special case in the proof of Lemma 5.5, see (13). What makes local cohomology particularly useful, is the following long exact sequence [19, Corollary 1.9]. Let $Y \subseteq X$ be closed and $U := X \setminus Y$. Then there is an exact sequence

$$\cdots \to H^{q-1}(X, F) \to H^{q-1}(U, F|U) \to H^q_Y(X, F) \to H^q(X, F) \to \cdots.$$
2.5 Hypercohomology and de Rham Cohomology

Let $X$ be a variety and consider a complex of coherent sheaves $(\mathcal{F}^\bullet, d)$ on $X$ with $\mathcal{F}^p = 0$ for $p < 0$. Then, for an affine open cover $\mathcal{U}$, the Čech complexes $C^\bullet(\mathcal{U}, \mathcal{F}^p)$ as defined in §2.4 fit together to the Čech double complex $C^{\bullet, \bullet}(\mathcal{U}, \mathcal{F}^\bullet)$ by setting

$$C^{p,q}(\mathcal{U}, \mathcal{F}^\bullet) = \bigoplus_{i_0 < \cdots < i_q} \mathcal{F}^p(U_{i_0} \cdots U_{i_q})$$

for all $p, q \geq 0$.

The two differentials are the one induced by the differential $d$ of $\mathcal{F}$ and the Čech differential $\delta^\bullet$ defined by (2). Define the total complex of $C^{\bullet, \bullet}$ by

$$\text{tot}^\ell(C^{\bullet, \bullet}) := \bigoplus_{p+q=\ell} C^{p,q}, \quad d^\text{tot} := \delta^q + (-1)^q d$$
on $C^{p,q}$.

Since the two differentials commute, one easily checks that $d^\text{tot} \circ d^\text{tot} = 0$. The hypercohomology of the complex of sheaves $\mathcal{F}^\bullet$ is defined as the cohomology of the total complex

$$H^\ell(X, \mathcal{F}^\bullet) := H^\ell(\text{tot}^\bullet(C^{\bullet, \bullet}))$$

for $\ell \geq 0$.

As for any double complex [28, §2.4], there are two spectral sequences

$$E_2^{p,q} = H^p(H^q(X, \mathcal{F}^\bullet), d) \Rightarrow H^{p+q}(X, \mathcal{F}^\bullet)$$

and

$$E_2^{p,q} = H^q(H^p(C^{\bullet, \bullet}, d), \delta^\bullet) \Rightarrow H^{p+q}(X, \mathcal{F}^\bullet).$$

If $X$ is affine, then $H^q(X, \mathcal{F}^\bullet) = 0$ for all $q > 0$. Consequently, the first spectral sequence implies that $\mathbb{H}^*(X, \mathcal{F}^\bullet) \simeq H^*(\Gamma(X, \mathcal{F}^\bullet))$.

The algebraic de Rham cohomology of a variety $X$ is defined as the hypercohomology of the algebraic de Rham complex

$$H^\bullet_{\text{dR}}(X) := \mathbb{H}^*(X, \Omega^\bullet_X).$$

The corresponding double complex is called Čech-de Rham double complex. In particular, if $X$ is affine, then we have

$$H^\bullet_{\text{dR}}(X) = H^\bullet(\Omega^\bullet_X), \quad \text{where} \quad A = k[X].$$

In general, since the $U_{i_0 \cdots i_q}$ are affine, the last equation implies that the first term of the second spectral sequence of the Čech-de Rham double complex is

$$E_1^{p,q} = \bigoplus_{i_0 < \cdots < i_q} H^p_{\text{dR}}(U_{i_0} \cdots U_{i_q}) \Rightarrow H^{p+q}_{\text{dR}}(X),$$

even when $X$ is not affine.

Fundamental for us is the result of [18] stating that if $k = \mathbb{C}$, then the de Rham cohomology $H^\bullet_{\text{dR}}(X)$ of a smooth variety $X$ is naturally isomorphic to the singular cohomology of $X$. 
2.6 Filtrations

We are mainly interested in degree bounds for the de Rham cohomology of a closed variety \( X \subseteq \mathbb{A}^n \), but in the course of the proof we also work with principal open subsets of the form \( U = X \setminus Z(g) \). The regular functions on \( U \) have a power of \( g \) as denominator, so also their order becomes important. To define the notions of degree and order in a precise and convenient way, we use the language of (double-)filtrations.

Let \( A = \mathbb{R}/I \) be the coordinate ring of a closed variety \( X \subseteq \mathbb{A}^n \). For \( f \in R \) we denote by \( \overline{f} \) its residue class in \( A \). We set

\[
\deg \overline{f} := \min \{ \deg h \mid h \in R, \overline{h} = \overline{f} \},
\]

where \( \deg h \) denotes the total degree of \( h \). We have \( \deg(\overline{fg}) \leq \deg \overline{f} + \deg \overline{g} \), but note that this inequality may be strict. We have the filtration by degree

\[
k = D^0 A \subseteq \cdots \subseteq D^d A \subseteq D^{d+1} A \subseteq \cdots \subseteq A
\]
on \( A \) given by

\[
D^d A := \{ f \in A \mid \deg f \leq d \},
\]

which satisfies

\[
D^d A \cdot D^e A \subseteq D^{d+e} A \quad \text{for all } d, e \in \mathbb{Z}.
\]

We also consider modules \( M \) over \( A \) equipped with a filtration

\[
\cdots \subseteq F^d M \subseteq F^{d+1} M \subseteq \cdots \subseteq M,
\]

which we assume to be compatible with \( D^* A \), i.e., \( D^d A \cdot F^e M \subseteq F^{d+e} M \) for all \( d, e \in \mathbb{Z} \). Given such a filtration, one can define a degree by setting

\[
\deg x := \min \{ d \mid x \in F^d M \} \in \mathbb{Z} \quad \text{for } x \in M.
\]

For a complex of \( A \)-modules \( C^* \), all equipped with a filtration \( F^* C^* \), we define the induced filtration on the cohomology \( H^p(C^*) \) by setting

\[
F^d H^p(C^*) := \text{im} \left( F^d C^p \cap \ker d \to H^p(C^*) \right),
\]

where \( d: C^p \to C^{p+1} \) denotes the differential of the complex. For a filtered \( k \)-vector space \( F^* M \) we define

\[
\deg(M) := \inf \{ d \in \mathbb{Z} \mid F^d M = M \}.
\]

Note that \( \deg(M) = \infty \) if no such \( d \) exists.

Now let \( g \in R \) be a non-zerodivisor on \( A \) and consider the localization \( A_g \). The order of \( h \in A_g \) with respect to \( g \) is defined by

\[
\text{ord}_g h := \min \{ s \in \mathbb{N} \mid \exists f \in A: h = \frac{f}{g^s} \}.
\]
Sometimes we drop the index \( g \), if it is clear from the context. We have the filtration by order

\[ A = P^0 A_g \subseteq \cdots \subseteq P^s A_g \subseteq P^{s+1} A_g \subseteq \cdots \subseteq A_g, \]

where

\[ P^s A_g := \frac{1}{g^s} A = \{ h \in A_g \mid \text{ord}_gh \leq s \}. \]

The definition of a convenient notion of degree in \( A_g \) is problematic. We illustrate this in an Example 2.3. Let \( A = k[X_1, X_2, X_3]/(X_1^2X_2 - X_3) \), \( g = X_2 \), and consider the element

\[ a := \overline{X_3/g} \in A_g. \]

When we account for the denominator as negative degree, then \( a \) should have degree zero. On the other hand we have

\[ a = \overline{X_1^d} \in A_g, \]

which is of degree \( d \). We see that the degree depends on the representation of the element. Furthermore, in this example, decreasing the order by 1 increases the degree of the numerator arbitrarily.

However, on a localization \( R_g \) of the polynomial ring, we define the degree of \( h \in R_g \) by

\[ \text{deg } h := \deg f - s \deg g, \quad \text{where} \quad h = \frac{f}{g^s}, \quad f \in R, \quad s \in \mathbb{N}. \tag{4} \]

Note that the degree can be arbitrarily small, so it induces an unbounded filtration by degree \( D^\bullet R_g \). In \( R_g \) we define the double filtration \( F^\bullet \cdot \bullet R_g \) by

\[ F^{s,d} R_g := \{ h \in R_g \mid \text{ord}_gh \leq s, \ deg h \leq d \}. \]

Now, on \( A_g \) we define

\[ F^{s,d} A_g := \pi(F^{s,d} R_g), \]

where \( \pi: R_g \to A_g \) is the natural projection. Note that this double filtration depends on the representative \( g \in R \) of \( \overline{g} \in A \). In our applications, we will always consider a fixed representative. We have

\[ F^{s,d} A_g \subseteq F^{s+1,d} A_g \cap F^{s+1,d+1} A_g \quad \text{and} \quad F^{s,d} A_g \cdot F^{s',d'} A_g \subseteq F^{s+s',d+d'} A_g. \]

Now let \( M \) be an \( A_g \)-module equipped with a double filtration \( F^\bullet \cdot \bullet M \), i.e., vector subspaces \( F^{s,d} M \subseteq M \) for \( s, d \in \mathbb{Z} \) such that \( F^{s,d} M \subseteq F^{s+1,d} M \cap F^{s,d+1} M \) for all \( s, d \in \mathbb{Z} \). We assume that it is compatible with the filtration \( F^\bullet \cdot \bullet A_g \), i.e.,

\[ F^{s,d} A_g \cdot F^{s',d'} M \subseteq F^{s+s',d+d'} M \quad \text{for all} \quad s, s', d, d' \in \mathbb{Z}. \]
Then we define the set
\[ B(F^{\bullet \bullet} M) := \{(s, d) \in \mathbb{Z}^2 \mid F^{s,d} M = M\}. \] (5)
If the double filtration is understood from the context, we also simply write \( B(M) \). Note that with \( (s, d) \in B(F^{\bullet \bullet} M) \) we have \( (s, d) + \mathbb{N}^2 \subseteq B(F^{\bullet \bullet} M) \).

A natural example is the localization \( M = N_g \) of an \( A \)-module \( N \). If \( N \) has a compatible filtration \( F^\bullet N \), then \( M \) carries a compatible double filtration \( F^{\bullet \bullet} M \) by setting
\[ F^{s,d} M := \frac{1}{g^s} F^{d + s \deg g} N. \] (6)

Similarly as in (3), a double filtration on a complex induces a double filtration on its cohomology. A double filtration on a double complex induces in a natural way a double filtration on its total complex.

Particularly important for us are the modules of Kähler differential forms. The \( A_g \)-module \( \Omega^p A_g \) is the localization \( \Omega^p A_g = (\Omega^p A)^g \) of the \( A \)-module \( \Omega^p A \) [13, Proposition 16.9]. We first define the filtration by degree on \( \Omega^p A_g \) by
\[ D^d \Omega^p A := \left\{ \sum_{i_1 < \cdots < i_p} f_{i_1 \cdots i_p} dX_{i_1} \wedge \cdots \wedge dX_{i_p} \mid f_{i_1 \cdots i_p} \in D^{d-p} A_g \right\} \]
and note that it is compatible with the filtration \( D^\bullet A_g \). We account for the differentials in this definition of the degree, so that the differential map has degree zero, i.e.,
\[ d(D^d \Omega^p A) \subseteq D^{d} \Omega^{p+1} A_g. \] We have an induced degree function satisfying
\[ \deg f dX_{i_1} \wedge \cdots \wedge dX_{i_p} = \deg f + p \quad \text{for} \quad f \in A_g. \]

Now, according to (6), the filtration \( D^\bullet \Omega^p A_g \) induces a compatible double filtration on the localization \( \Omega^p A_g \). We have
\[ F^{s,d} \Omega^p A_g := \frac{1}{g^s} D^{d+s \deg g} \Omega^p A_g \]
\[ = \left\{ \sum_{i_1 < \cdots < i_p} f_{i_1 \cdots i_p} dX_{i_1} \wedge \cdots \wedge dX_{i_p} \mid f_{i_1 \cdots i_p} \in F^{s,d-p} A_g \right\}, \]
and call it the standard double filtration. We also have an order function on \( \Omega^p A_g \) satisfying
\[ \text{ord}_g f dX_{i_1} \wedge \cdots \wedge dX_{i_p} = \text{ord}_g f \quad \text{for} \quad f \in A_g. \]
With these definitions, the differential \( d: \Omega^p A_g \to \Omega^{p+1} A_g \) satisfies
\[ d(F^{s,d} \Omega^p A_g) \subseteq F^{s+1,d} \Omega^{p+1} A_g. \] (7)

Using these notations and conventions, we formulate an affine version of the GDD bound.
Lemma 2.4. Let \( f \in R \) and \( U := \mathbb{A}^n \setminus \mathcal{Z}(f) \). Then, with respect to the standard double filtration, we have
\[
p \cdot (1, 1) \in B(H^p_{\text{dR}}(U)).
\]

Proof. Denote by \( \tilde{f} \) the generous homogenization \( X^{d+1}_0 f(X/X_0) \), where \( d := \deg f \). Then we have \( U = \mathbb{P}^n \setminus \mathcal{Z}(\tilde{f}) \). As stated in \( \S 1.2 \), each cohomology class in \( H^p_{\text{dR}}(U) \) is represented by a differential form \( \alpha/\tilde{f}^p \), where \( \alpha \) is a homogeneous \( p \)-form on \( \mathbb{A}^{n+1} \) of degree \( \deg \alpha = p(d+1) \). Dehomogenizing yields a form \( \omega = \alpha/f^p \) with \( \deg \alpha \leq p(d+1) \), hence \( \omega \in F^p\Omega^p_{R_\mathbb{A}} \). \( \square \)

3 Zeroth Cohomology

In this section we discuss old and new results about the zeroth de Rham cohomology of a closed variety \( X \subseteq \mathbb{A}^n \). This is a somewhat special case, since \( H_0^{\text{dR}}(X) \) characterizes the connected components of \( X \) even if \( X \) is singular.

We fix the notation for this section. Let \( X = Z_1 \cup \cdots \cup Z_t \) be the decomposition of \( X \) into connected components, set \( D := \deg X \) and \( D_i := \deg Z_i \). By the results of [7, \( \S 3.1.2 \)], there is a direct product decomposition of the coordinate ring
\[
k[X] \simeq \prod_{i=1}^t k[Z_i],
\]
which corresponds to a maximal complete set of pairwise orthogonal idempotents \( e_1, \ldots, e_t \in k[X] \). Here, \( e_i \) is the function which is equal to 1 on \( Z_i \) and vanishes on \( X \setminus Z_i \). Furthermore, we have proved in [7] that \( e_1, \ldots, e_t \) is a basis of \( H^0_{\text{dR}}(X) \) and that \( \deg e_i \leq d^{O(n^2)} \), if \( X \) is given by polynomials of degree \( \leq d \).

Due to Jelonek’s version of the effective Nullstellensatz, we are able to improve this bound.

Proposition 3.1. Let \( X \subseteq \mathbb{A}^n \) be a closed variety of dimension \( m \) and degree \( D \). Then \( X \) has \( \dim H^0_{\text{dR}}(X) \) connected components, and
\[
\deg(H^0_{\text{dR}}(X)) \leq D^{m+1}.
\]

Proof. The result is known for \( m = 0 \), so assume \( m \geq 1 \). We construct the idempotents \( e_i \) as follows. According to [7, Proposition 2.1], each \( Z_i \) can be defined by (many) polynomials \( f_{i\nu} \) of degree at most \( D_i \). For \( i \neq j \) we have \( Z_i \cap Z_j = \emptyset \), hence the \( f_{j\nu} \) have no common zero in \( Z_i \). By Theorem 2.1 there exist polynomials \( g_{i\nu} \) with \( \deg(g_{i\nu}f_{j\nu}) \leq 2D_iD_j^m \) such that
\[
\varphi_{ij} := \sum_{\nu} g_{i\nu}f_{j\nu} = 1 \quad \text{on} \quad Z_i.
\]

It is easy to see that the desired idempotents can be defined as
\[
e_i := \prod_{j<i} \varphi_{ij} \cdot \prod_{j>i} \varphi_{ij}.
\]
Their degrees satisfy
\[
\deg e_i \leq 2D_i \sum_{j \neq i} D_j^m \leq 2D_i \left( \sum_{j \neq i} D_j \right)^m = 2D_i(D - D_i)^m.
\]

A small curve discussion shows that the last expression, as a function of \( D_i \), is maximal for \( D_i = \frac{D_m}{m+1} \), which implies \( \deg e_i \leq \frac{2}{m+1} \left( \frac{m}{m+1} \right)^m D^{m+1} \leq D^{m+1} \) for \( m \geq 1 \).

This result gives a very good bound for small dimensions, say for curves. However, Kollár’s effective Nullstellensatz for arbitrary ideals implies a bound which is quadratic in the degree and therefore gives better results for larger dimensions.

**Proposition 3.2.** Let \( X \subseteq \mathbb{A}^n \) be a closed variety of degree \( D \). Then
\[
\deg(H^0_{DR}(X)) \leq \frac{n+1}{4} D^2.
\]

**Proof.** By Theorem 2.2 there exist polynomials \( \varphi_{ij} \in I(Z_i) \) and \( \psi_{ij} \in I(Z_j) \) for \( i \neq j \) such that
\[
\deg(\varphi_{ij}), \deg(\psi_{ij}) \leq (n + 1)D_i D_j \quad \text{and} \quad \varphi_{ij} + \psi_{ij} = 1.
\]

Now the desired idempotents can be defined as
\[
e_i := \prod_{j<i} \varphi_{ji} \cdot \prod_{j>i} \psi_{ij}.
\]

Their degrees satisfy
\[
\deg e_i \leq (n + 1)D_i \sum_{j \neq i} D_j = (n + 1)D_i(D - D_i) \leq (n + 1) \left( \frac{D}{2} \right)^2.
\]

**Remark 3.3.** In [34] we have proved that for a hypersurface \( X \) the factor \( n + 1 \) in (8) can be dropped.

**Example 3.4.** This example shows that the bound (8) is sharp up to the factor \( n + 1 \). It is derived from Example 2.3 of [25], which goes back to Masser, Philippon, and Brownawell [6].

Let \( d \geq 1 \). Consider the polynomials
\[
f_1 := X_1, \quad f_2 := X_2X_3^{d-1} - 1, \quad f_3 := X_1X_3^{d-1} - X_2^d,
\]

and set \( Z_1 := Z(f_1, f_2) \) and \( Z_2 := Z(f_3) \) in \( \mathbb{A}^3 \). Clearly, both \( Z_1 \) and \( Z_2 \) are smooth irreducible varieties of degree \( d \) that do not intersect. Consequently, they are the connected components of \( X := Z_1 \cup Z_2 \), and \( D := \deg X = 2d \).

Now consider the projective closure \( \overline{X} = \overline{Z_1} \cup \overline{Z_2} \). Let \( F_i \in k[X_0, \ldots, X_3] \) denote the homogenization of \( f_i \), i.e,
\[
F_1 = X_1, \quad F_2 := X_2X_3^{d-1} - X_0^d, \quad F_3 := X_1X_3^{d-1} - X_2^d.
\]
One easily checks that $I(\bar{Z}_1) = (F_1, F_2)$ and $I(\bar{Z}_2) = (F_3)$. Now let $e_1, e_2 \in k[X_1, X_2, X_3]$ denote the idempotents of $Z_1$ and $Z_2$, $\delta := \max\{\deg e_1, \deg e_2\}$, and $E_1, E_2$ their homogenizations w.r.t. degree $\delta$, i.e., $E_i = X_0^\delta e_i(X/X_0)$. Then we have
\[
E_1 + E_2 = X_0^\delta \text{ on } \bar{X}, \quad E_1 = 0 \text{ on } \bar{Z}_2, \quad E_2 = 0 \text{ on } \bar{Z}_1,
\]
hence $X_0^\delta \in I(\bar{Z}_1) + I(\bar{Z}_2)$. It follows that its image in
\[
k[X_0, \ldots, X_3]/(F_1, F_2, F_3, X_3 - 1) \cong k[X_0]/(X_0^{d^2})
\]
is also zero, so that
\[
\max\{\deg e_1, \deg e_2\} = \delta \geq d^2 = D^2/4.
\]

4 Some Reductions

Our aim is to show that it is sufficient to prove the claimed bounds for certain irreducible hypersurfaces. In this section we first reduce to the irreducible case, and then effectively construct a cover of $X$ by affine open patches which are isomorphic to hypersurfaces. In the next section, we will show how degree bounds on those patches yield a bound for $H^\bullet_{dR}(X)$. The reduction to the irreducible case follows from the effective characterization of the connected components discussed in §3.

**Corollary 4.1.** If $X \subseteq \mathbb{A}^n$ is a smooth closed variety of degree $D$ with irreducible components $Z_i$ and $N := \min\{(n+1)D^2/4, D^{m+1}\}$, then
\[
\deg(H^\bullet_{dR}(X)) \leq \max_i \{\deg(H^\bullet_{dR}(Z_i))\} + N.
\]

**Proof.** Since the irreducible components of $X$ coincide with its connected components, the restrictions of differential forms to the $Z_i$ induce an isomorphism
\[
H^\bullet_{dR}(X) \cong \bigoplus_i H^\bullet_{dR}(Z_i).
\]
Let $e_i \in k[X]$ denote the idempotent corresponding to $Z_i$. Since $e_i$ is 1 on $Z_i$ and 0 on $X \setminus Z_i$, the embedding $H^\bullet_{dR}(Z_i) \hookrightarrow H^\bullet_{dR}(X)$ is induced by the map $\omega \mapsto e_i \omega$, so that Propositions 3.1 and 3.2 imply the claim.

It is well known that each irreducible variety $X$ is birational to a hypersurface $Y$. By Zariski’s Main Theorem, there exist open dense subsets $U \subseteq X$ and $V \subseteq Y$ which are isomorphic. Now we make this construction effective and obtain the result that degree and order bounds for $H^\bullet_{dR}(V)$ imply such bounds for $H^\bullet_{dR}(U)$.

The following lemma essentially consists of the construction of a geometric resolution [14, 31].
Lemma 4.2. Let $X \subseteq \mathbb{A}^n$ be a closed irreducible subvariety of dimension $m < n$ and $\Xi \subseteq X$ be a finite subset. Then there exists a linear coordinate transformation after which $X$ is in Noether normal position with algebraically independent variables $X_1, \ldots, X_m$ and a polynomial $f \in k[X_1, \ldots, X_{m+1}]$ such that

(i) $f$ is irreducible and monic in $X_{m+1}$,

(ii) $\deg f \leq \deg X$,

(iii) $Y := Z(f) \subseteq \mathbb{A}^{m+1}$ is the closure of the image of $X$ under the projection $\pi : \mathbb{A}^n \to \mathbb{A}^{m+1}$, $(x_1, \ldots, x_n) \mapsto (x_1, \ldots, x_{m+1})$,

(iv) with $g := \frac{\partial f}{\partial X_{m+1}}$ the projection $\pi$ restricts to an isomorphism

$$U := X \setminus Z(g) \cong V := Y \setminus Z(g), \quad \text{and}$$

(v) $g(\xi) \neq 0$ for all $\xi \in \Xi$.

Proof. Let $A = R/I(X)$ be the coordinate ring of $X$. A linear coordinate transformation brings $X$ into Noether normal position, i.e., we assume that the ring extension $k[X_1, \ldots, X_m] \hookrightarrow A$ is integral. Let $r := n - m$. For $\lambda = (\lambda_1, \ldots, \lambda_r) \in \mathbb{k}^r$ let $u_\lambda := \lambda_1X_{m+1} + \cdots + \lambda_rX_n$. Then there exists a monic polynomial $f_\lambda \in k[X_1, \ldots, X_m][T]$ with $f_\lambda(u_\lambda) = 0$ in $A$. Since $A$ is a domain, we can assume $f_\lambda$ to be irreducible. Let $\pi_\lambda : X \to \mathbb{A}^{m+1}$ be the map $(x_1, \ldots, x_n) \mapsto (x_1, \ldots, x_m, u_\lambda)$. Obviously, $f_\lambda$ vanishes on the irreducible hypersurface $\pi_\lambda(X)$ of $\mathbb{A}^{m+1}$, so it is a reduced equation for it. It follows $\deg f_\lambda = \deg \pi_\lambda(X) \leq \deg X$ [23, Lemma 2]. Now we consider $\lambda_1, \ldots, \lambda_r$ as variables and argue as above over the field $k_\lambda := k(\lambda_1, \ldots, \lambda_r)$. It is shown in [15, 32] that $f_\lambda \in k[\lambda_1, X_1, \ldots, X_m, T]$. Now set $g_\lambda := \frac{\partial f_\lambda}{\partial T}$. Differentiating the equation $f_\lambda(u_\lambda) = 0$ with respect to $\lambda_i$, the chain rule yields

$$\frac{\partial f_\lambda(u_\lambda)}{\partial \lambda_i} + \frac{\partial f_\lambda}{\partial T}(u_\lambda) \frac{\partial u_\lambda}{\partial \lambda_i} = \frac{\partial f_\lambda}{\partial \lambda_i}(u_\lambda) + g_\lambda(u_\lambda)X_{m+i} = 0, \quad 1 \leq i \leq r.$$

We choose $\lambda \in \mathbb{k}^r$ such that $g_\lambda(\xi_1, \ldots, \xi_m, u_\lambda(\xi)) \neq 0$ for all $\xi = (\xi_1, \ldots, \xi_n) \in \Xi$ and denote $f := f_\lambda$, $g := g_\lambda$, $w_i := \frac{\partial f_\lambda}{\partial \lambda_i}$. By another linear coordinate transformation we can assume $u_\lambda = X_{m+1}$. It follows that the map

$$Z(f) \setminus Z(g) \to X \setminus Z(g), \quad x = (x_1, \ldots, x_{m+1}) \mapsto \left(x, -\frac{w_2(x)}{g(x)}, \ldots, -\frac{w_r(x)}{g(x)}\right)$$

is an inverse of the projection, which concludes the proof. \(\square\)

Remark 4.3. If $X \subseteq \mathbb{A}^n$ is smooth, then $V$ from Lemma 4.2 is also smooth.

Corollary 4.4. In the situation of Lemma 4.2, consider the open subsets $U' := U \setminus Z(h) \subseteq X$, where $h \in R$, and $V' := \pi(U') \subseteq Y$. Then there exists $H \in k[X_1, \ldots, X_{m+1}]$ with $\deg H \leq \deg h \deg X$ such that $k[V'] = k[Y]_{gh}$. Moreover, the isomorphism $\varphi : k[Y]_{gh} = k[V'] \cong k[U'] = k[X]_{gh}$ satisfies

$$\varphi(F^s,dk[Y]_{gh}) \subseteq F^{s(\deg h + 1),d}k[X]_{gh}.$$
Proof. By the proof of Lemma 4.2, there exist \( w_i \in k[X_1, \ldots, X_{m+1}] \) of degree at most \( \deg f \) such that

\[
X_{m+i} = -w_i/g \quad \text{in} \quad k[X]_g \quad \text{for} \quad 1 \leq i \leq r = n - m.
\]

Thus, the preimage of \( h \) under the isomorphism \( k[Y]_g \xrightarrow{\cong} k[X]_g \) is the residue class of the rational function

\[
\tilde{h} := h(X_1, \ldots, X_m, -\frac{w_1}{g}, \ldots, -\frac{w_r}{g}) = H(X_1, \ldots, X_{m+1})/g^{\deg h},
\]

where \( H \in k[X_1, \ldots, X_{m+1}] \). It follows \( k[V'] = k[Y]_gH \). Since \( \deg(\frac{w_r}{g}) \leq 1 \), we have

\[
\deg H = \deg \tilde{h} + \deg h \deg g \leq \deg h (1 + \deg g) = \deg h \deg f \leq \deg h \deg X.
\]

An element of \( F^{s,d} k[Y]_gH \) is the residue class of a rational function \( a \in k[X_1, \ldots, X_{m+1}] \) with \( \deg a \leq d + s(\deg g + \deg H) \). The isomorphism \( \varphi \) identifies \( H \) with \( g^{\deg h} h \), so in \( k[X]_g h \) we have

\[
\frac{a}{(gH)^s} = \frac{a}{(g \cdot g^{\deg h} h)^s} = \frac{ah^{s \deg h}}{(gh)^{s(\deg h + 1)}}.
\]

Since

\[
\deg \left( \frac{a}{(g \cdot g^{\deg h} h)^s} \right) = \deg a - s(\deg h + (\deg h + 1) \deg g)
\]

\[
\leq d + s(\deg g + \deg h \deg f - \deg h \deg g - \deg g) = d,
\]

we have \( \varphi(\frac{a}{(gH)^s}) \in F^{s(\deg h + 1),d} k[X]_g h \).

Corollary 4.5. Let \( X \subseteq \mathbb{A}^n \) be a closed irreducible variety of dimension \( m \). Then there exist principal open subsets \( U_0, \ldots, U_m \) covering \( X \), such that each \( U_i \) is isomorphic to an open subset of a hypersurface described as in Lemma 4.2.

Proof. We apply Lemma 4.2 successively to construct the \( U_i \). We start with an arbitrary one-point set \( \Xi_0 = \{ \xi \} \subseteq X \) to obtain \( U_0 \). Having constructed \( U_0, \ldots, U_{i-1} \), let \( \Xi_i \) contain a point from each irreducible component of \( X \setminus \bigcup_{0 \leq j < i} U_j \), so that one obtains \( U_i \) with

\[
\dim \left( X \setminus \bigcup_{j=0}^{i-1} U_j \right) > \dim \left( X \setminus \bigcup_{j=0}^{i} U_j \right).
\]

It follows that \( \dim X \setminus \bigcup_{0 \leq j \leq m} U_j = -1 \), hence \( \bigcup_{i=0}^{m} U_i = X \).

17
5 Effective Čech and Hypercohomology

In this section we show how the cohomologies of the open patches of Corollary 4.5 fit together to give effective descriptions of the cohomology of $X$. This is done via effective hypercohomology, for which we first need to make Čech cohomology effective.

So let $X \subseteq \mathbb{A}^n$ be a closed variety, and let $\mathcal{F}$ be a coherent sheaf on $X$. Since $X$ is affine, we have

$$H^0(X, \mathcal{F}) = \Gamma(X, \mathcal{F}), \quad H^q(X, \mathcal{F}) = 0 \quad \text{for} \quad q > 0. \quad (10)$$

Now let $A := k[X]$ be the coordinate ring of $X$, and let $M$ be a finitely generated $A$-module such that $\mathcal{F} = \widetilde{M}$. Furthermore, let $U = \{U_i \mid 0 \leq i \leq t\}$ be a cover of $X$ by principal open subsets $U_i = X \setminus Z(g_i)$, where $g_i \in R$ is a non-zerodivisor on $A$. By §2.4, the sheaf cohomology of $\mathcal{F}$ can be computed as the Čech cohomology with respect to $U$. Using §2.3, the Čech complex $C^\bullet = C^\bullet(U, \mathcal{F})$ can be explicitly described as follows. For a set of indices $0 \leq i_0 < \cdots < i_q \leq t$ set $g_{i_0} \cdots g_{i_q} := g_{i_0} \cdots g_{i_q}$. Then

$$C^q = \bigoplus_{0 \leq i_0 < \cdots < i_q \leq t} M_{g_{i_0} \cdots g_{i_q}}, \quad 0 \leq q \leq t.$$  

The properties (10) mean that the augmented complex

$$0 \longrightarrow C^{-1} := M \xrightarrow{\delta^{-1}} C^0 \xrightarrow{\delta^0} C^1 \xrightarrow{\delta^1} \cdots \xrightarrow{\delta^{t-1}} C^t \longrightarrow 0$$

is exact, where $\delta^{-1}$ is induced by the restriction. Note that $\delta^{-1}$ yields the isomorphism $M \cong H^0(X, \mathcal{F})$.

The point of this section is to study degree and order bounds for a preimage under $\delta^\bullet$. So we consider a filtration

$$\cdots \subseteq F^d M \subseteq F^{d+1} M \subseteq \cdots \subseteq M$$

on $M$ which is compatible with $D^\bullet A$. Recall from §2.1 that there is an induced double filtration $F^\bullet \cdot M_{g_{i_0} \cdots g_{i_q}}$. These double filtrations extend to the spaces $C^q$ by setting

$$F^{s,d} C^q := \bigoplus_{0 \leq i_0 < \cdots < i_q \leq t} F^{s,d} M_{g_{i_0} \cdots g_{i_q}}$$

Since the restriction does increase neither degree nor order, we have $\delta^q(F^{s,d} C^q) \subseteq F^{s,d} C^{q+1}$.

**Lemma 5.1.** Let $\deg X = D$, $\deg g_i \leq d_i$, and $N := 2D(sd_1)^m$. Then

$$F^{s,d} C^q \cap \ker \delta^q \subseteq \delta^{q-1}(F^{s,d+N} C^{q-1}) \quad \text{for all} \quad 0 \leq q \leq t.$$
Lemma 5.2. Let $C^{p,q}$ be a first quadrant double complex, where each $C^{p,q}$ is equipped with a double filtration $F^{p,q}$. Then we have

$$
\bigcap_{p+q=\ell} B(F^{p,q}H^p(C^{p,q})) \subseteq B(H^\ell(\text{tot}^* C^{*,*})) \text{ for all } \ell \geq 0.
$$

Proof. For $\omega = (\omega_{i_0 \cdots i_q})_{i_0 \cdots i_q} \in F^{s,d}C^q \cap \ker \delta^q$ we write $\omega_{i_0 \cdots i_q} = \frac{\alpha_{i_0 \cdots i_q}}{\delta_{i_0 \cdots i_q}}$, where $\alpha_{i_0 \cdots i_q} \in M$ with $\deg \alpha_{i_0 \cdots i_q} \leq d + s \deg g_{i_0 \cdots i_q}$. The assumption $\delta^q(\omega) = 0$ implies

$$
\sum_{\nu} (-1)^{\nu} g_{i_0^\nu}^{s} \alpha_{i_0^\nu \cdots i_q+1} = 0 \text{ for all } 0 \leq i_0 < \cdots < i_{q+1} \leq t. \tag{11}
$$

Since $U$ is a cover of $X$, the $g_0^t, \ldots, g_t^t$ have no common zero in $X$. Thus, by Theorem 2.1 there are $h_0, \ldots, h_t \in A$ with $\sum_i h_i g_i^t = 1$ and $\deg(h_i g_i^t) \leq N$. Now we let $\eta = (\eta_{i_0 \cdots i_{q-1}}) \in C^{q-1}$ with

$$
\eta_{i_0 \cdots i_{q-1}} := \frac{1}{g_{i_0 \cdots i_{q-1}}^s} \sum_{i=0}^t h_i \alpha_{i,i_0 \cdots i_{q-1}} \text{ for all } 0 \leq i_0 < \cdots < i_{q-1} \leq t.
$$

Here we define $\alpha_{i,i_0 \cdots i_{q-1}}$ to be zero, if $i \in \{i_0 \cdots i_{q-1}\}$, and $\varepsilon \alpha_{j_0 \cdots j_q}$ otherwise, where $\{i_0, \ldots, i_{q-1}, i\} = \{j_0 < \cdots < j_q\}$ and $\varepsilon$ is the sign of the permutation sorting $(i_0, \ldots, i_{q-1}, i)$. Obviously, we have $\text{ord} \eta_{i_0 \cdots i_{q-1}} \leq s$. To bound its degree, note that for all $i$

$$
\deg(h_i \alpha_{i,i_0 \cdots i_{q-1}}) \leq N - s \deg g_i + d + s \deg g_{i,i_0 \cdots i_{q-1}} = N + d + s \deg g_{i,i_0 \cdots i_{q-1}},
$$

which implies $\deg \eta \leq N + d$.

Finally, we have

$$
\delta^{q-1}(\eta)_{i_0 \cdots i_q} = \sum_{\nu=0}^q (-1)^{\nu} \eta_{i_0 \cdots i_{q-1}} U_{i_0 \cdots i_q}
$$

$$
= \sum_{\nu=0}^q (-1)^{\nu} \frac{1}{g_{i_0 \cdots i_q}^s} \sum_{i=0}^t h_i \alpha_{i,i_0 \cdots i_{q-1}}
$$

$$
= \frac{1}{g_{i_0 \cdots i_q}^s} \sum_{i=0}^t h_i \sum_{\nu=0}^q (-1)^{\nu} g_{i_0 \cdots i_{q-1}} \alpha_{i,i_0 \cdots i_{q-1}}
$$

$$
= \frac{1}{g_{i_0 \cdots i_q}^s} \sum_{i=0}^t h_i g_i^t \alpha_{i,i_0 \cdots i_q}
$$

$$
= \omega_{i_0 \cdots i_q},
$$

hence $\delta^{q-1}(\eta) = \omega$. \qed

Next we will bound the degree and order of the hypercohomology of a complex of coherent sheaves, given that we have degree and order bounds for the cohomologies of the open patches. This can be formulated in a general setting.

**Lemma 5.2.** Let $C^{*,*}$ be a first quadrant double complex, where each $C^{p,q}$ is equipped with a double filtration $F^{*,*}C^{p,q}$. Then we have
Proof. The second spectral sequence $\text{II}E_r$ of the double complex $C^{\bullet,\bullet}$ has first term
$$\text{II}E_1^{p,q} = H^p(C^{\bullet,\bullet}).$$
Note that the double filtration on $C^{\bullet,\bullet}$ induces a double filtration on the spectral sequence. Each term of the spectral sequence is a cohomology of the previous one realized as a subquotient, thus
$$B(F^{\bullet,\bullet}\text{II}E_r^{p,q}) \subseteq B(F^{\bullet,\bullet}\text{II}E_{r+1}^{p,q}) \quad \text{for all} \quad r \geq 1.$$ 
Moreover, since the double complex is bounded, the spectral sequence collapses at a finite level, i.e., there exists $r$ such that $\text{II}E_r = \text{II}E_\infty$. By convergence we have
$$H^\ell(\text{tot}^{\bullet}(C^{\bullet,\bullet})) \simeq \bigoplus_{p+q=\ell} \text{II}E_\infty^{p,q}.$$ 
Finally, since this isomorphism respects the double filtrations $F^{\bullet,\bullet}C^{p,q}$, we conclude
$$B(H^\ell(\text{tot}^{\bullet}(C^{\bullet,\bullet}))) = \bigcap_{p+q=\ell} B(F^{\bullet,\bullet}\text{II}E_\infty^{p,q}),$$
which implies the claim. 

Now consider a bounded complex of coherent sheaves
$$F^\bullet: 0 \longrightarrow F^0 \xrightarrow{d} F^1 \xrightarrow{d} \cdots \xrightarrow{d} F^u 
\longrightarrow 0$$
on $X$, and let $M^p$ be finitely generated $A$-modules with $F^p = \widetilde{M}^p$. Furthermore, let $\mathcal{U} = \{U_i | 0 \leq i \leq t\}$ be a cover of $X$ by principal open subsets $U_i = X \setminus Z(g_i)$ as above. Recall from §2.5 that the hypercohomology $H^\ell(X,F^\bullet)$ can be computed in two ways, namely as the cohomology of the total complex $\text{tot}^{\bullet}(C^{\bullet,\bullet}(\mathcal{U},F))$, and as the cohomology of the complex of global sections $M^\bullet$. Of course, the latter is much simpler, which is usually taken as an argument that one does not need hypercohomology in the affine setting. However, we want to go through these arguments to bound degrees. Assume that we have filtrations
$$\cdots \subseteq F^d M^p \subseteq F^{d+1} M^p \subseteq \cdots \subseteq M^p,$$such that the differential $d$ satisfies
$$d(F^s,d M^p) \subseteq F^{s+1,d} M^p$$with respect to the induced double filtration on the local sections. As above, the Čech double complex and its total complex inherit this double filtration.

**Theorem 5.3.** Let $\deg X = D$ and $\deg g_i \leq d_1$. Then for all $\ell$ and all
$$(s, d) \in \bigcap_{p+q=\ell} \bigcap_{i_0 < \cdots < i_q} B(H^p(M^{\bullet}_{g_{i_0 \cdots i_q}}))$$we have
$$\deg(H^\ell(M^\bullet)) \leq d + 2D(\ell + 1)(s + \ell)^m d_1^m.$$
Proof. Fix \( \ell \) and set \( N := 2D(s+\ell)^m d_1^n \). By Lemma 5.2 each cohomology class \( c \in H^\ell \left( \text{tot}^\bullet \left( C^\bullet \right) \right) \) can be represented by an element \( \omega = (\omega_0, \omega_1, \ldots, \omega_{\ell,0}) \), where

\[
\omega_{p,q} \in F^s,dC^p,q \quad \text{for all} \quad p+q = \ell.
\]

Since \( d^\text{tot}(\omega) = 0 \), we have in particular \( \delta^\ell(\omega_0,0) = 0 \), so \( \omega_{0,\ell} \) defines an element in \( H^\ell(X, F^0) \). By Lemma 5.1 there exists

\[
\eta \in F^s,d+N C^{0,\ell-1}
\]

with \( \delta^{\ell-1}(\eta) = \omega_{0,\ell} \). Consider

\[
\omega' := (0, \omega_{1,\ell-1} + (-1)^\ell d\eta, \omega_{2,\ell-2}, \ldots, \omega_{\ell,0}).
\]

Since \( \omega - \omega' = (\omega_{0,\ell}, (-1)^{\ell-1} d\eta, 0, \ldots, 0) = d^\text{tot}(\eta, 0, \ldots, 0) \), \( \omega \) and \( \omega' \) define the same cohomology class \( c \). Note that \( \omega_{1,\ell-1} + (-1)^\ell d\eta \in F^{s+1,d+N} C^{1,\ell-1} \). Continuing this way, after \( \ell \) steps we have a representative of \( c \) of the form \( \omega'' = (0, \ldots, 0, \omega'_{\ell,0}) \), where

\[
\omega'_{\ell,0} \in F^{s+\ell,d+\ell+N} C^{\ell,0}.
\]

The closedness of \( \omega'' \) means that \( \delta^0(\omega''_{\ell,0}) = 0 \) and \( d(\omega''_{\ell,0}) = 0 \). Applying Lemma 5.1 once more yields \( \alpha \in F^{d+(\ell+1)N} M^\ell \) with \( \delta^{-1}(\alpha) = \omega''_{\ell,0} \). Moreover, \( d(\alpha) = 0 \), hence \( \alpha \) defines a class in \( H^\ell(M^\bullet) \), which is the image of \( c \) under the isomorphism \( H^\ell(\text{tot}^\bullet \left( C^\bullet \right)) \simeq H^\ell(M^\bullet) \).

We close this section by discussing the case of an open subset of \( X := \mathbb{A}^n \). Let \( Z = Z(f_0, \ldots, f_r) \subseteq X \) be a closed subvariety and consider its complement \( W := X \setminus Z \). If \( r > 0 \), then \( W \) is not affine, and as a result its de Rham cohomology \( H_{\text{dR}}^\bullet(W) \) cannot be computed by global sections, so we have to use hypercohomology instead. The open subsets \( U_i := X \setminus Z(f_i) \), \( 0 \leq i \leq r \), form an open cover of \( W \) with corresponding Čech-de Rham double complex

\[
C^p,q = \bigoplus_{i_0<\ldots<i_q} \Omega^p_W(U_{i_0},\ldots,U_{i_q}) \quad \text{for all} \quad p,q \geq 0,
\]

where \( U_{i_0,\ldots,i_q} = U_{i_0} \cap \cdots \cap U_{i_q} \). The differentials \( d : C^p,q \to C^{p+1,q} \) are induced by the exterior derivatives, and the differentials \( \delta^q : C^{p,q} \to C^{p,q+1} \) are the Čech differentials. The de Rham cohomology of \( W \) is the cohomology of the total complex \( \text{tot}^\bullet \left( C^\bullet, \right) \), i.e.,

\[
H_{\text{dR}}^\ell(W) = H^\ell(W, \Omega^\bullet_W) = H^\ell(\text{tot}^\bullet \left( C^\bullet \right)).
\]

Lemma 5.4. Equip each \( C^p,q \) with the shifted double filtration \( S^{s,d}C^p,q := F^{s-q,d-q}C^p,q \) for \( s,d \in \mathbb{N} \). Then, with respect to the induced double filtration on the total complex, we have

\[
\ell \cdot (1,1) \in B(S^\bullet^\bullet H_{\text{dR}}^\ell(W)).
\]
Proof. By Lemma 2.4 we have with respect to the shifted double filtration
\[ \ell \cdot (1, 1) \in B(S^{\bullet \bullet} H^p_{dR}(U_{i_0 \ldots i_q})) \] for all \( p + q = \ell, \ 0 \leq i_0 < \cdots < i_q \leq r \).
Applying Lemma 5.2 implies the claim.

In the case of a complete intersection we are able to give a more succinct description of \( H^*_{dR}(W) \) using sheaf cohomology as follows.

**Lemma 5.5.** Let \( \dim Z = n - r - 1 \). Then, for \( \ell > 0 \), the projection map
\[ \text{tot}^\ell(C^{\bullet \bullet}) = C^{\ell - r, r} + \cdots + C^{\ell, 0} \to C^{\ell - r, r} = \Omega^{\ell - r}_{A_{i_0 \ldots i_r}} \]
induces an isomorphism
\[ H^\ell_{dR}(W) \xrightarrow{\sim} H^{\ell - r}(H^r(W, \Omega^\bullet_W)). \] (12)

**Proof.** Let \( F \) be a locally free sheaf on \( X \). The long exact sequence of local cohomology is
\[ \cdots \to H^{q-1}(X, \mathcal{F}) \to H^{q-1}(W, \mathcal{F}|W) \to H^q_2(X, \mathcal{F}) \to H^q(X, \mathcal{F}) \to \cdots. \]
Since \( H^{q-1}(X, \mathcal{F}) = 0 \) for \( q > 1 \), we conclude
\[ H^{q-1}(W, \mathcal{F}|W) \cong H^q_2(X, \mathcal{F}) \quad \text{for} \quad q > 1. \] (13)
Since \( Z \) is a complete intersection of codimension \( r + 1 \), it follows from [19, Theorem 3.8], that \( H^q_2(X, \mathcal{F}) = 0 \) for \( q < r + 1 \). Furthermore, since \( W = X \setminus Z \) can be covered by \( r + 1 \) affine open subsets, Čech cohomology implies \( H^q_2(X, \mathcal{F}) = H^{q-1}(W, \mathcal{F}|W) = 0 \) for \( q > r + 1 \). Thus
\[ H^q_2(X, \mathcal{F}) = 0 \quad \text{for} \quad q \neq r + 1. \] (14)
The beginning of the long exact sequence together with (14) implies
\[ H^0(W, \mathcal{F}|W) = H^0(X, \mathcal{F}). \] (15)
Now, the first spectral sequence of hypercohomology has first term
\[ _1E^p_1 = H^q(W, \Omega^p_W) \Rightarrow H^{p+q}_{dR}(W). \]
By (13), (14), and (15) we have
\[ _1E^p_1 = \begin{cases} H^0(X, \Omega^p_W) & \text{if } q = 0, \\ H^r(W, \Omega^p_W) & \text{if } q = r, \\ 0 & \text{otherwise}. \end{cases} \]
Since \( H^p_{dR}(X) = H^p(H^0(X, \Omega^p_W)) = 0 \) for \( p > 0 \), the second page \( _1E_2 \) has differential zero, hence \( _1E_2 = _1E_\infty \), and we conclude
\[ H^\ell_{dR}(W) = _1E^{\ell - r, r} = H^{\ell - r}(H^r(W, \Omega^\bullet_W)) \quad \text{for} \quad \ell > 0. \] □

Lemmas 5.4 and 5.5 imply

**Corollary 5.6.**
\[ (\ell - r) \cdot (1, 1) \in B(H^{\ell - r}(H^r(W, \Omega^\bullet_W))). \]
6 Effective Gysin Sequence

The main tool in our proof is the Gysin sequence which is the following

**Theorem 6.1.** Let $X$ be a smooth irreducible variety and $Z \subseteq X$ a smooth closed equidimensional subvariety of codimension $r$. Then there is an exact sequence

$$
\cdots \to H^p_{\text{dR}}(X) \to H^p_{\text{dR}}(X \setminus Z) \xrightarrow{\text{Res}} H^{p-2r+1}_{\text{dR}}(Z) \to H^{p+1}_{\text{dR}}(X) \to \cdots
$$

Let us first record an easy consequence of the Gysin sequence for the case that $X$ is the affine space $\mathbb{A}^n$. Since $H^p_{\text{dR}}(X) = 0$ for $p > 0$, Theorem 6.1 implies

**Corollary 6.2.** For a smooth closed equidimensional variety $Z \subseteq \mathbb{A}^n$ of codimension $r$ the residue map

$$\text{Res}: H^p_{\text{dR}}(\mathbb{A}^n \setminus Z) \xrightarrow{\cong} H^{p-2r+1}_{\text{dR}}(Z)$$

is an isomorphism for all $p > 0$.

An algebraic proof of Theorem 6.1 is given in [20]. Using this idea we will prove an effective version of it, i.e., we will describe the map Res explicitly on the level of differential forms, so that we can control its effect on their degrees.

However, our version only deals with the case of a smooth codimension 2 complete intersection of a very special type. In particular, we will study the following case. Denote $A := k[X_0, \ldots, X_n]$, let $f, g \in R := k[X_1, \ldots, X_n]$, and consider the regular sequence $f_0 := gX_0 - 1, f_1 := f$. Set $X := \mathbb{A}^{n+1}, Z := Z(f_0, f_1)$ and denote its coordinate ring by $B := k[Z]$. Assume that $f$ is irreducible and that $\frac{\partial f}{\partial X_n} | g$. Note that these assumptions imply that $Z$ is a smooth complete intersection in $X$ of codimension 2, and its vanishing ideal is $I := I(Z) = (f_0, f_1)$, hence $B = A/(f_0, f_1)$.

Since in our case the complement $W := X \setminus Z$ is not affine, its de Rham cohomology $H^\bullet_{\text{dR}}(W)$ is described as in the last section. Recall that by Lemma 5.5 we have an isomorphism

$$H^{p+1}_{\text{dR}}(W) \xrightarrow{\cong} H^p(H^1(W, \Omega^\bullet_W)) = H^p \left( \frac{\Omega^\bullet_{A_{f_0}f_1}}{\Omega^\bullet_{A_{f_0}} + \Omega^\bullet_{A_{f_1}}} \right) \quad \text{for } p \geq 0. \quad (16)$$

The main result of this section is

**Theorem 6.3.** Let $f_0, f_1 \in A$ be as above, and denote $d_0 := \deg f_0, d_1 := \deg f_1$. Then, under the identification (16), the map

$$\text{Res}: H^{p+1}_{\text{dR}}(W) \to H^{p-2}_{\text{dR}}(Z) \quad \text{for } p \geq 0$$

is induced by a map $\Omega^p_{A_{f_0}f_1} \to \Omega^p_{B} = \Omega^{p-2}$ which takes a $p$-form $\omega = \frac{\alpha}{(f_0f_1)^r}$ to a $(p-2)$-form $\text{Res}(\omega)$ with

$$\deg \text{Res}(\omega) \leq (2d_0 - d_1 + 1)^{2r-1} \deg \alpha. \quad (17)$$
We fix the notations and assumptions of this theorem for the rest of the section. For its proof we will need the completion \( \hat{A} = \hat{A}_I \) of \( A \) with respect to \( I \). Recall from \( \S 2.2 \) that \( A \simeq A[[T_0, T_1]]/(T_0 - f_0, T_1 - f_1) \), so its elements are power series in \( f_0, f_1 \). Note, however, that these power series are not unique. E.g., \( f_0 \in A \) can be represented by the constant power series \( f_0 \) or by \( T_0 \). The crucial result for us is a lemma of Grothendieck stating that there is an algebra isomorphism \( B[[T_0, T_1]] \rightarrow A \) (cf. [21, Lemma II,1.2]), which establishes a unique power series representation for the completion. We need to construct this isomorphism explicitly in order to bound degrees. The technical construction is in the following statement, which is a consequence of the fact that \( B \) is a formally smooth \( k \)-algebra [17, Definition 19.3.1].

For a tuple \( x = (x_1, \ldots, x_n) \) over an affine algebra \( C \) we write \( \deg(x) := \max \deg(x_j) \) and use an analogous notation for the order. If \( \psi: C \rightarrow D \) is a homomorphism, we write \( \psi(x) := (\psi(x_1), \ldots, \psi(x_n)) \). For \( x \in C \) we denote by \( x \) its image in any factor algebra of \( C \).

Lemma 6.4. Let \( N \in \mathbb{N} \) and \( \psi: B \rightarrow A/I^N \) be an algebra homomorphism that lifts the identity \( B \rightarrow B \), i.e., the composition \( A/I^N \rightarrow B \rightarrow B \) is the identity. Then \( \psi \) can be lifted to an algebra homomorphism \( \tilde{\psi}: B \rightarrow A/I^{N+1} \), i.e., the diagram

\[
\begin{array}{ccc}
A/I^{N+1} & \xrightarrow{\pi} & A/I^N \\
\downarrow \psi & & \downarrow \pi \\
B & \xrightarrow{\tilde{\psi}} & A/I^N \\
\end{array}
\]

commutes.

Proof. Since the \( k \)-algebra \( B \) is generated by \( \overline{X}_0, \ldots, \overline{X}_n \), it is sufficient to define \( \tilde{\psi} \) on these elements. Choose \( Y_0, \ldots, Y_n \in A \) such that \( \psi(\overline{X}_i) = Y_i \) in \( A/I^N \) for all \( 0 \leq i \leq n \). Our aim is to define

\[ \tilde{\psi}(X_i) := Y_i + \sum_{\mu + \nu = N} a^{(i)}_{\mu \nu} f_0^\mu f_1^\nu \quad \text{for} \quad 0 \leq i \leq n, \quad (18) \]

with suitably chosen \( a^{(i)}_{\mu \nu} \in A \). Then it is clear that \( \pi \circ \tilde{\psi} = \psi \). It remains to show that one can define \( \tilde{\psi} \) unambiguously by (18). This means that we have to find \( a^{(i)}_{\mu \nu} \) such that \( f_0, f_1 \) are mapped to zero in \( A/I^{N+1} \). Set \( Y := (Y_0, \ldots, Y_n) \), \( a_{\mu \nu} := (a^{(0)}_{\mu \nu}, \ldots, a^{(n)}_{\mu \nu}) \), and look at the first condition

\[ f_0 \mapsto f_0(Y + \sum_{\mu + \nu = N} a_{\mu \nu} f_0^\mu f_1^\nu) = 0 \quad \text{in} \quad A/I^{N+1}. \quad (19) \]

By the Taylor formula we have

\[ f_0 \left( Y + \sum_{\mu + \nu = N} a_{\mu \nu} f_0^\mu f_1^\nu \right) \equiv f_0(Y) + \sum_{i=0}^{n} \frac{\partial f}{\partial X_i}(Y) \sum_{\mu + \nu = N} a^{(i)}_{\mu \nu} f_0^\mu f_1^\nu \quad (\text{mod} \ I^{N+1}). \]
Since $f_0(Y) = \psi(f_0) = 0$ in $A/I^N$ and $I^N = (f_0^N, f_0^{N-1}f_1, \ldots, f_0f_1^{N-1}, f_1^N)$, there exist $p_{\mu\nu} \in A$, $\mu + \nu = N$, such that $f_0(Y) = \sum_{\mu+\nu=N} p_{\mu\nu} f_0^\mu f_1^\nu$ in $A$.

Furthermore, since $Y_i = \overline{X}_i$ in $B$, condition (19) is satisfied if

$$p_{\mu\nu} + \sum_{i=0}^n \frac{\partial f_0}{\partial X_i} a_{\mu\nu}^{(i)} \equiv 0 \pmod{I}. \quad (20)$$

Similarly, there exist $q_{\mu\nu} \in A$, $\mu + \nu = N$, such that $f_1(Y) = \sum_{\mu+\nu=N} q_{\mu\nu} f_0^\mu f_1^\nu$ in $A$, and $f_1$ is mapped to zero if

$$q_{\mu\nu} + \sum_{i=0}^n \frac{\partial f_1}{\partial X_i} a_{\mu\nu}^{(i)} \equiv 0 \pmod{I}. \quad (21)$$

In order to get very efficient degree bounds, we use the special form of the defining equations $f_0, f_1$. In particular, recall that there exists $h \in A$ such that $\frac{\partial f_0}{\partial X_0} = g = h \frac{\partial f_1}{\partial X_n}$. Also, note that $\frac{\partial f_1}{\partial X_0} = 0$. This allows us to solve the linear system of equations over $B$ consisting of (20) and (21) as follows:

$$a_{\mu\nu}^{(n)} := -q_{\mu\nu} h X_0,$$
$$a_{\mu\nu}^{(i)} := 0 \quad \text{for } 1 \leq i < n,$$
$$a_{\mu\nu}^{(0)} := -h \frac{\partial f_0}{\partial X_n} a_{\mu\nu}^{(n)}. \quad (22)$$

We check that these settings actually solve the system:

$$q_{\mu\nu} + \sum_{i=0}^n \frac{\partial f_1}{\partial X_i} a_{\mu\nu}^{(i)} \equiv q_{\mu\nu} - \frac{\partial f_1}{\partial X_n} q_{\mu\nu} h X_0 \equiv -q_{\mu\nu} f_0 \equiv 0 \pmod{I}. \quad (23)$$

Moreover, we have

$$p_{\mu\nu} + \sum_{i=0}^n \frac{\partial f_0}{\partial X_i} a_{\mu\nu}^{(i)} \equiv p_{\mu\nu} - \frac{\partial f_0}{\partial X_0} X_0 (p_{\mu\nu} + \frac{\partial f_0}{\partial X_n} a_{\mu\nu}^{(n)}) + \frac{\partial f_0}{\partial X_n} a_{\mu\nu}^{(n)}$$
$$\equiv -(p_{\mu\nu} + \frac{\partial f_0}{\partial X_n} a_{\mu\nu}^{(n)}) f_0 \equiv 0 \pmod{I}, \quad (24)$$

which concludes the proof.

Corollary 6.5. There exists an embedding $\psi: B \hookrightarrow \hat{A}$ such that $\psi(\overline{X}_i) = \sum_{\mu, \nu=0}^{\infty} a_{\mu\nu}^{(i)} f_0^\mu f_1^\nu$, where $a_{\mu\nu}^{(i)} \in A$ with

$$\deg a_{\mu\nu}^{(i)} \leq 2d_0 - d_1 + 1 \quad \text{for all } \mu, \nu \in \mathbb{N}, \ 0 \leq i \leq n.$$ 

Proof. We start with $\psi_1 := \text{id}_B$ and apply Lemma 6.4 successively to construct the homomorphisms $\psi_N: B \rightarrow A/I^N$, $N \in \mathbb{N}$. Together they define a homomorphism $\psi: B \rightarrow \hat{A}$, which is clearly injective. To prove the degree bound,
denote by $Y^{(N)} = (Y_0^{(N)}, \ldots, Y_n^{(N)}) \in A^{n+1}$ representatives of $\psi_N(X_i) = Y_i^{(N)}$ in $A/I^N$. Furthermore, let $p_{\mu\nu}^{(N)}, q_{\mu\nu}^{(N)} \in A$ with

$$f_0(Y^{(N)}) = \sum_{\mu+\nu=N} p_{\mu\nu}^{(N)} f_0^\mu f_1^\nu, \quad f_1(Y^{(N)}) = \sum_{\mu+\nu=N} q_{\mu\nu}^{(N)} f_0^\mu f_1^\nu.$$

Then, equation (23) shows that

$$\deg q_{\mu\nu}^{(N+1)} \leq \deg q_{\mu-1,\nu}^{(N)} \quad \text{for all} \quad N \geq 1.$$

Since $q_{01}^{(1)} = 1$ and $q_{10}^{(1)} = 0$, we conclude inductively that

$$\deg q_{\mu\nu}^{(N)} \leq 0 \quad \text{for all} \quad N \geq 1.$$

Moreover, by (24) we have

$$\deg p_{\mu\nu}^{(N+1)} \leq \max\{\deg p_{\mu-1,\nu}^{(N)}, d_0 - 1 + \deg h + 1\}.$$ 

Using $p_{01}^{(1)} = 0$ and $p_{10}^{(1)} = 1$, an induction proves

$$\deg p_{\mu\nu}^{(N)} \leq d_0 + \deg h = 2d_0 - d_1 \quad \text{for all} \quad N \geq 1.$$

The solution (22) implies $\deg a_{\mu\nu}^{(a)} = d_0 - d_1 + 1$, and hence for all $i$

$$\deg a_{\mu\nu}^{(i)} \leq 1 + \max\{2d_0 - d_1, d_0 - 1 + d_0 - d_1 + 1\} = 2d_0 - d_1 + 1. \quad \square$$

For $a \in \hat{A}$ we write $\deg_{\mu\nu} a \leq \delta_{\mu\nu}$, if there exists a representation $a = \sum_{\mu,\nu \geq 0} a_{\mu\nu} f_0^\mu f_1^\nu$ with $\deg a_{\mu\nu} \leq \delta_{\mu\nu}$ for all $\mu,\nu \in \mathbb{N}$. Denote $\xi_i := \psi(X_i)$ and $\xi := (\xi_0, \ldots, \xi_n)$. Then the degree bound of the previous corollary reads in this notation $\deg_{\mu\nu}(\xi) \leq 2d_0 - d_1 + 1 =: \gamma$.

Remark 6.6. A straight-forward induction with respect to the degree of $p$ shows

$$\deg_{\mu\nu} p(\xi) \leq \gamma \deg p \quad \text{for all} \quad p \in A. \quad (25)$$

Corollary 6.7. For all $a = \sum_{\mu,\nu \geq 0} a_{\mu\nu} f_0^\mu f_1^\nu \in \hat{A}$ there exist unique $b \in B$ and $c \in I = IA$ with $a = \psi(b) + c$. Furthermore, we have

$$\deg b \leq \deg a_{00}, \quad (26)$$

and there exist $d, e \in \hat{A}$ with $c = df_0 + ef_1$ and

$$\deg_{\mu\nu} d \leq \max\{\deg a_{\mu+1,\nu}, \gamma \deg a_{00}\},$$

$$\deg_{\mu\nu} e \leq \max\{\deg a_{\mu,\nu+1}, \gamma \deg a_{00}\}. \quad (27)$$
Proof. We have the exact sequence of \( \hat{A} \)-modules
\[
0 \rightarrow \hat{I} \rightarrow \hat{A} \xrightarrow{\pi} B \rightarrow 0,
\]
which splits by the homomorphism \( \psi \). For this reason, \( \hat{A} \simeq B \oplus \hat{I} \), and the existence and uniqueness of the claimed representation follows. Note that if \( a = \psi(b) + c \), then \( b = \pi(a) = \pi(a_{00}) \). This implies (26).

Since \( \psi \) and \( \pi \) are \( k \)-algebra homomorphisms and \( a_{00} \) is a polynomial, we have \( \psi(b) = \psi(\pi(a_{00})) = a_{00}(\xi) \), thus \( c = a - a_{00}(\xi) \), and using (25) we conclude \( \deg_{\mu,\nu} c \leq \max\{\deg a_{\mu\nu}, \gamma \deg a_{00}\} \), which yields (27). \( \square \)

Now we define the homomorphism
\[
\hat{\psi} : B[[T_0, T_1]] \rightarrow \hat{A}, \quad \sum_{\mu,\nu \geq 0} b_{\mu\nu} T_0^\mu T_1^\nu \mapsto \sum_{\mu,\nu \geq 0} \psi(b_{\mu\nu}) f_0^\mu f_1^\nu.
\]

Lemma 6.8. The homomorphism \( \hat{\psi} \) is an isomorphism. For \( a \in A \) we have
\[
\deg_{\mu,\nu} \hat{\psi}^{-1}(a) \leq \gamma^{\mu+\nu} \deg a \quad \text{for} \quad \mu, \nu \geq 0.
\]

Proof. We first prove that \( \hat{\psi} \) is injective. It is clear that \( \psi_N : B \rightarrow A/I^N = \hat{A}/\hat{I}^N \) is injective for all \( N \geq 1 \). Note also, that by construction the diagram
\[
\begin{array}{ccc}
B & \xrightarrow{\psi} & \hat{A} \\
\downarrow{\psi_N} & & \downarrow{\hat{I}^N} \\
A/I^N & &
\end{array}
\]
commutes. We show that for all \( N \geq 1 \) and all \( b_{\mu\nu} \in B, \mu + \nu = N - 1 \), we have
\[
\sum_{\mu + \nu = N - 1} \psi(b_{\mu\nu}) f_0^\mu f_1^\nu \equiv 0 \mod \hat{I}^N \quad \Rightarrow \quad b_{\mu\nu} = 0 \text{ for all } \mu, \nu. \quad (28)
\]

For \( N = 1 \) we have \( 0 \equiv \psi(b_{00}) \equiv \psi_1(b_{00}) \mod \hat{I} \), hence \( b_{00} = 0 \) by the injectivity of \( \psi_1 \). Now assume that (28) is true for some \( N \geq 1 \), and assume that
\[
\sum_{\mu + \nu = N} \psi(b_{\mu\nu}) f_0^\mu f_1^\nu \equiv 0 \mod \hat{I}^{N+1}.
\]
Reducing mod \( (f_0) \) yields \( \psi(b_{0,N}) f_1^N \equiv 0 \mod (f_0) \). Since \( f_1 \) is a non-zerodivisor mod \( (f_0) \), we conclude \( \psi(b_{0,N}) \equiv 0 \mod (f_0) \), thus \( 0 \equiv \psi(b_{0,N}) \equiv \psi_1(b_{0,N}) \mod \hat{I} \). Injectivity of \( \psi_1 \) implies \( b_{0,N} = 0 \). Now we write
\[
\psi(b_{N,0}) f_0^N + \psi(b_{N-1,1}) f_0^{N-1} f_1 + \cdots + \psi(b_{1,N-1}) f_0 f_1^{N-1} = f_0 \cdot a,
\]
where \( a \in \hat{A} \) has the form of the assumption in (28). Since \( f_0 a \equiv 0 \mod \hat{I}^{N+1} \), there exist \( g_{i\eta} \in \hat{A} \) with \( f_0 a = \sum_{\lambda + \eta = N+1} g_{i\eta} f_0^{i\eta} f_1^{\eta} \). Since \( f_1 \) is a non-zerodivisor mod \( (f_0) \), we have \( g_{0,N+1} \equiv 0 \mod (f_0) \), and since \( f_0 \) is a non-zerodivisor, we infer \( a \equiv 0 \mod \hat{I}^N \). The induction hypothesis implies \( b_{\mu\nu} = 0 \) for all \( \mu, \nu \) with \( \mu + \nu = N \) and \( \mu > 0 \), which completes the proof of (28).
Now let \( b = \sum_{\mu, \nu \geq 0} b_{\mu \nu} T_0^\mu T_1^\nu \in B[[T_0, T_1]] \) with \( \hat{\psi}(b) = 0 \). We apply (28) inductively to conclude that \( b = 0 \).

To show surjectivity, let \( a \in \hat{A} \) and construct a preimage \( \sum_{\mu, \nu \geq 0} b_{\mu \nu} T_0^\mu T_1^\nu \in B[[T_0, T_1]] \) of \( a \) under \( \hat{\psi} \). We find the \( b_{\mu \nu} \) successively by applying Corollary 6.7.

Let \( b_{00} \in B \) and \( d_{10}, d_{01} \in \hat{A} \) with \( a = \psi(b_{00}) + d_{10} f_0 + d_{01} f_1 \). Assume inductively, that for some \( N \geq 1 \) we have constructed \( b_{\mu \nu} \in B \) for \( \mu + \nu < N \), and \( d_{\mu \nu} \in \hat{A} \) for \( \mu + \nu = N \), such that

\[
a = \sum_{\mu + \nu < N} \psi(b_{\mu \nu}) f_0^\mu f_1^\nu + \sum_{\mu + \nu = N} d_{\mu \nu} f_0^\mu f_1^\nu,
\]

which is of the form (29) for \( N + 1 \) and hence completes the induction. We have \( \sum_{\mu, \nu \geq 0} \psi(b_{\mu \nu}) f_0^\mu f_1^\nu = a \), since this equality holds modulo \( \hat{I}^N \) for all \( N \geq 1 \).

Now assume that \( a \in A \). Then we claim

\[
\deg_{\lambda \eta}(d_{\mu \nu}) \leq \gamma^{\mu + \nu} \deg a \quad \text{for all} \quad \mu + \nu = N,
\]

which for \( N = 1 \) follows directly from (27). Assuming (30) for some \( N \geq 1 \), (27) implies

\[
\deg_{\lambda \eta} d_{\mu \nu}^0 \leq \max\{\deg_{\lambda + 1, \eta} d_{\mu \nu}, \gamma \deg_{00} d_{\mu \nu}\} \leq \gamma^{\mu + \nu + 1} \deg a,
\]

and \( d_{\mu \nu}^0 \) contributes to \( d_{\mu + 1, \nu} \). A similar estimate holds for \( d_{\mu \nu}^1 \), which completes the proof of (30).

Finally, (30) and (26) yield

\[
\deg(b_{\mu \nu}) \leq \deg_{00} d_{\mu \nu} \leq \gamma^{\mu + \nu} \deg a \quad \text{for all} \quad \mu, \nu \in \mathbb{N}.
\]

**Proof of Theorem 6.3.** We prove the Theorem from scratch by constructing the residue map and checking that it is an isomorphism.

W.l.o.g. we can assume \( p \geq 2 \). As stated in the Theorem, we identify

\[
H^{p+1}_{\text{dR}}(W) \simeq H^p \left( \frac{\Omega^\bullet_{A_{f_0 f_1}}}{\Omega^\bullet_{A_{f_0}} + \Omega^\bullet_{A_{f_1}}} \right).
\]

Consider the map

\[
\lambda: H^{p-2}_{\text{dR}}(Z) \to H^p \left( \frac{\Omega^\bullet_{A_{f_0 f_1}}}{\Omega^\bullet_{A_{f_0}} + \Omega^\bullet_{A_{f_1}}} \right), \quad [\omega] \mapsto \left[ \frac{df_0}{f_0} \wedge \frac{df_1}{f_1} \wedge \omega \right],
\]
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where \( \omega \in \Omega_{\mathcal{A}}^{p-2} \), \( \overline{\omega} \) denotes its image in \( \Omega_{\mathcal{B}}^{p-2} \), and \( \overline{[\omega]} \) the cohomology class in \( H_{\text{dR}}^{p-2}(Z) \) it represents. A similar notation is used on the right hand side.

We first show that the map \( \lambda \) is well-defined. If \( \omega \in \Omega_{\mathcal{A}}^{p-2} \) represents the zero cohomology class in \( H_{\text{dR}}^{p-2}(Z) \), then \( \overline{\omega} = d\eta \) for some \( \eta \in \Omega_{\mathcal{A}}^{p-3} \). This means that \( \omega - d\eta \) is contained in the differential graded ideal generated by \( I \) and \( dI \). Using the formula \( df_\alpha \wedge \alpha = df_\alpha - f_\alpha d\alpha \), we can assume that there exist \( \alpha, \beta \in \Omega_{\mathcal{A}}^{p-2} \) with \( \omega - df_\alpha = f_\alpha \omega + f_\beta \). Then

\[
\frac{df_0}{f_0} \wedge \frac{df_1}{f_1} \wedge \omega = \frac{df_0}{f_0} \wedge \frac{df_1}{f_1} \wedge \alpha + \frac{df_0}{f_0} \wedge df_1 \wedge \beta + \frac{df_0}{f_0} \wedge \frac{df_1}{f_1} \wedge d\eta
\]

\[
eq d \left( \frac{df_0}{f_0} \wedge \frac{df_1}{f_1} \wedge \eta \right) \mod \left( \Omega_{\mathcal{A}}^* + \Omega_{\mathcal{A}}^* \right),
\]

so it maps to zero in the cohomology on the right hand side. Furthermore, since \( df_0/f_0 \) is exact, one easily checks that \( \lambda \) sends closed (exact) forms to closed (exact) ones.

The residue map will be the inverse of \( \lambda \). To construct it, note that the isomorphism of Lemma 6.8 induces a homomorphism \( \Omega_{\mathcal{A}}^* \hookrightarrow \Omega_{\mathcal{B}}^* \xrightarrow{\ast} \Omega_{\mathcal{B}}^* \) and as a result an isomorphism

\[
\vartheta: \frac{\Omega_{\mathcal{A}}^*}{\Omega_{\mathcal{A}}^*} \cong \frac{\Omega_{\mathcal{B}}^*}{\Omega_{\mathcal{B}}^*} \xrightarrow{\ast} \frac{\Omega_{\mathcal{B}}^*}{\Omega_{\mathcal{B}}^*}.
\]

Define

\[
\text{Res}: H^p \left( \frac{\Omega_{\mathcal{A}}^*}{\Omega_{\mathcal{A}}^*} \right) \longrightarrow H_{\text{dR}}^{p-2}(Z)
\]

as follows. For a form \( \omega \in \Omega_{\mathcal{A}}^p \), write

\[
\vartheta([\omega]) = \sum_{\mu, \nu \geq 1} (\alpha_{\mu \nu} + \beta_{\mu \nu} \wedge dT_0 + \gamma_{\mu \nu} \wedge dT_1 + \delta_{\mu \nu} \wedge dT_0 \wedge dT_1) T_0^{-\mu} T_1^{-\nu} \quad (31)
\]

with \( \alpha_{\mu \nu}, \beta_{\mu \nu}, \gamma_{\mu \nu}, \delta_{\mu \nu} \in \Omega_{\mathcal{A}}^p \), only finitely many non-zero, and map \( \text{Res}([\omega]) := [\delta_{1,1}] \). For the proof that this maps closed forms to closed forms, see below.

To prove that this defines the inverse of \( \lambda \), it suffices to show \( \text{Res} \circ \lambda = \text{id} \) and \( \lambda \circ \text{Res} = \text{id} \) (in particular, this implies well-definedness). First, for \( [\omega] \in H_{\text{dR}}^{p-2}(Z) \) we have

\[
\text{Res} \circ \lambda([\omega]) = \text{Res} \left( \left[ \frac{df_0}{f_0} \wedge \frac{df_1}{f_1} \wedge \omega \right] \right) = [\omega],
\]

since \( \vartheta \left( \frac{df_0}{f_0} \wedge \frac{df_1}{f_1} \wedge \omega \right) = \frac{df_0}{f_0} \wedge \frac{df_1}{f_1} \wedge \omega. \)
On the other hand, let $\omega \in \Omega^p_{A_0 T_1}$ be a form with $d\omega \in \Omega^p_{A_0 T_0} + \Omega^p_{A_1 T_1}$. Writing $\vartheta(x)$ in the form (31) and differentiating yields

$$d\vartheta(x) = \sum_{\mu, \nu \geq 1} \left( (d\alpha_{\mu \nu} + d\beta_{\mu \nu} \wedge dT_0 + d\gamma_{\mu \nu} \wedge dT_1 + d\delta_{\mu \nu} \wedge dT_0 \wedge dT_1) T_0^{-\mu} T_1^{-\nu} \right)$$

$$- \left( -1 \right)^p \mu (\alpha_{\mu \nu} + \gamma_{\mu \nu} \wedge dT_1) T_0^{-\mu-1} T_1^{-\nu} \wedge dT_0$$

$$- \left( -1 \right)^p \nu (\alpha_{\mu \nu} + \beta_{\mu \nu} \wedge dT_0) T_0^{-\mu} T_1^{-\nu-1} \wedge dT_1$$

$$= \sum_{\mu, \nu \geq 1} T_0^{-\mu} T_1^{-\nu} \left( d\alpha_{\mu \nu} + (d\beta_{\mu \nu} + (-1)^{p+1}(\mu - 1)\alpha_{\mu-1, \nu}) \wedge dT_0 \right)$$

$$+ (d\gamma_{\mu \nu} + (-1)^{p+1}(\nu - 1)\alpha_{\mu, \nu-1}) \wedge dT_1$$

$$+ (d\delta_{\mu \nu} + (-1)^p(\mu - 1)\gamma_{\mu-1, \nu} + (-1)^{p+1}(\nu - 1)\beta_{\mu, \nu-1}) \wedge dT_0 \wedge dT_1 \right).$$

Since in all terms of this expression both $T_0$ and $T_1$ have negative exponents and are contained in $\tilde{\Omega}^p_{B[[T_0, T_1]]T_0} + \tilde{\Omega}^p_{B[[T_0, T_1]]T_1}$, they must be zero in $\tilde{\Omega}^p_{B[[T_0, T_1]]T_0}$.

Among others, this implies the relations

$$d\beta_{\mu \nu} + (-1)^{p+1}(\mu - 1)\alpha_{\mu-1, \nu} = 0, \quad (32)$$

$$d\delta_{\mu \nu} + (-1)^p(\mu - 1)\gamma_{\mu-1, \nu} + (-1)^{p+1}(\nu - 1)\beta_{\mu, \nu-1} = 0 \quad (33)$$

for all $\mu, \nu \geq 1$. In particular, (33) shows that $\delta_{1,1}$ is closed. We have to show that all other terms of $\omega$ can be integrated. To do so, define

$$\eta := \sum_{\mu \geq 2} \sum_{\nu \geq 1} (-1)^{p} \frac{T_0^{-1} T_0^{-\mu} T_1^{-\nu}}{1 - \mu} (-\beta_{\mu \nu} + \delta_{\mu \nu} \wedge dT_1) + \sum_{\nu \geq 2} (-1)^{p+1} \frac{T_0^{-1} T_1^{-\nu}}{1 - \nu} \delta_{1, \nu} \wedge dT_0.$$

We check

$$d\eta = \sum_{\mu \geq 2} \sum_{\nu \geq 1} (-1)^{p} \left( (T_0^{-\mu} T_1^{-\nu} dT_0 - \frac{T_0^{-\mu} T_1^{-\nu}}{1 - \mu} T_0^{-\nu} dT_1) \wedge (\beta_{\mu \nu} + \delta_{\mu \nu} \wedge dT_1) \right)$$

$$+ \frac{T_0^{-1}}{1 - \mu} T_1^{-\nu} (-d\beta_{\mu \nu} + d\delta_{\mu \nu} \wedge dT_1)$$

$$= \sum_{\mu \geq 2} \sum_{\nu \geq 1} \left( (-1)^{p+1} \frac{T_0^{-1} T_0^{-\mu} T_1^{-\nu}}{1 - \mu} d\beta_{\mu \nu} + T_0^{-\mu} T_1^{-\nu} \beta_{\mu \nu} \wedge dT_0 \right)$$

$$+ \frac{T_0^{-1}}{1 - \mu} (-\nu T_1^{-\nu} \beta_{\mu \nu} + (-1)^p T_1^{-\nu} d\delta_{\mu \nu}) \wedge dT_1 + T_0^{-\mu} T_1^{-\nu} \delta_{\mu \nu} dT_0 \wedge dT_1$$

$$+ \sum_{\nu \geq 2} T_0^{-1} \left( T_1^{-\nu} \delta_{1, \nu} \wedge dT_0 \wedge dT_1 + (-1)^{p+1} \frac{T_1^{-\nu}}{1 - \nu} \delta_{1, \nu} \wedge dT_0 \right).$$
Using (32) and (33) for $\mu = 1$ we obtain

$$d\eta = \sum_{\mu \geq 2 \nu \geq 1} \left( T_0^{-1-\mu} T_1^{-\nu} \alpha_{\mu-1, \nu} + T_0^{-\mu} T_1^{-\nu} \beta_{\mu\nu} \wedge dT_0 \right)$$

$$+ \sum_{\mu \geq 2 \nu \geq 1} \left( T_0^{-1-\mu} T_1^{-\nu} (-(\nu - 1)\beta_{\mu, \nu-1} + (-1)^\mu d\delta_{\mu\nu}) \wedge dT_1 \right)$$

$$+ \sum_{\mu, \nu \geq 1} T_0^{-\mu} T_1^{-\nu} \delta_{\mu\nu}dT_0 \wedge dT_1 + \sum_{\nu \geq 2} T_0^{-1-\nu} \beta_{1, \nu-1} \wedge dT_0$$

$$= \sum_{\mu \geq 1 \nu \geq 1} \left( T_0^{-\mu} T_1^{-\nu} (\alpha_{\mu, \nu} + \beta_{\mu\nu} \wedge dT_0) + \sum_{\mu \geq 2 \nu \geq 1} T_0^{-1-\mu} T_1^{-\nu} \gamma_{\mu-1, \nu} \wedge dT_1 \right)$$

$$+ \sum_{\mu, \nu \geq 1} T_0^{-\mu} T_1^{-\nu} \delta_{\mu\nu}dT_0 \wedge dT_1$$

$$= \vartheta(\omega) - T_0^{-1} T_1^{-1} \delta_{1,1}dT_0 \wedge dT_1,$$

thus $\lambda \circ \text{Res}(\omega) = [\omega]$.

In order to prove (17), we have to bound the degree of $\delta_{1,1}$ in (31). Note that by linearity it suffices to consider terms of the form

$$\omega = \frac{a}{(f_0 f_1)^s} dX_{i_1} \wedge \cdots \wedge dX_{i_p}, \quad a \in A, \ 0 \leq i_1 < \cdots < i_p \leq n, \ s \geq 1.$$

By Lemma 6.8 we have

$$b := \hat{\psi}^{-1}(a) = \sum_{\mu, \nu \geq 0} b_{\mu\nu} T_0^\mu T_1^\nu,$$

$$\Xi_i := \hat{\psi}^{-1}(X_i) = \sum_{\mu, \nu \geq 0} b_{(i)}^{(i)} T_0^\mu T_1^\nu \in B[[T_0, T_1]],$$

where

$$\deg b_{\mu\nu} \leq \gamma^{\mu+\nu} \deg a, \quad \deg b_{(i)}^{(i)} \leq \gamma^\mu.$$

It follows

$$\vartheta(\omega) = \frac{b}{(T_0 T_1)^s} d\Xi_{i_1} \wedge \cdots \wedge d\Xi_{i_p}.$$

Moreover, we have

$$d\Xi_i = \sum_{\mu, \nu \geq 0} \left( (db_{(i)}^{(i)} T_0^\mu T_1^\nu + b_{(i)}^{(i)} T_0^{\mu-1} T_1^\nu dT_0 + b_{(i)}^{(i)} T_0^\mu T_1^{\nu-1} dT_1 \right)$$

$$= \sum_{\mu, \nu \geq 0} \left( (db_{(i)}^{(i)} + (\mu + 1)b_{(i)}^{(i)+1} dT_0 + (\nu + 1)b_{(i)}^{(i)+1} dT_1) T_0^\mu T_1^\nu \right).$$
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Thus, we have reduced to the setting of Theorem 6.3. Note that and the pull-back of differential forms shows

\[ \text{Proof.} \]

Putting

\[ p \]

which implies the claim.

The terms of \( \partial(\mathcal{M}) \) involving \( dT_0 \wedge dT_1 \) are of the form

\[ \pm (\mu_1 + 1)(\nu_2 + 1)b_{\mu \nu} b_{\mu_1 + 1, \nu_1} b_{\mu_2, \nu_2 + 1} T_0^{\mu + \mu_1 + \cdots + \mu_p - s} T_1^{\nu + \nu_1 + \cdots + \nu_p - s} \cdot dT_0 \wedge dT_1 \wedge d_B b^{(j_1)}_{\mu_1, \nu_1} \cdots \wedge d_B b^{(j_{p-1})}_{\mu_p, \nu_p} \]

with some \( 0 \leq i, j, j_1, \ldots, j_{p-2} \leq n \) and \( \mu, \nu, \mu_1, \nu_1, \ldots, \mu_p, \nu_p \geq 0 \). To get the coefficient \( \delta_{1,1} \) of \( dT_0/T_0 \wedge dT_1/T_1 \), we have to consider the case \( \mu + \mu_1 + \cdots + \mu_p = s - 1 \) and \( \nu + \nu_1 + \cdots + \nu_p = s - 1 \). Using that \( d_B \) is of degree 0 together with the estimate (34), it follows that \( \delta_{1,1} \) is of degree

\[ \leq \deg b_{\mu \nu} + \deg b_{\mu_1 + 1, \nu_1} + \deg b_{\mu_2, \nu_2 + 1} + \deg b_{\mu_3, \nu_3} + \cdots + \deg b_{\mu_p, \nu_p} \]

\[ \leq \gamma^\mu + \nu \deg a + \gamma^{\mu_1 + \nu_1 + 1} + \gamma^{\mu_2 + \nu_2 + 1} + \gamma^{\mu_3 + \nu_3} + \cdots + \gamma^{\mu_p + \nu_p} \]

\[ \leq \gamma^{2s-1} (\deg a + p). \]

7 Proof of the Main Theorem

The effective Gysin sequence yields degree and order bounds for the de Rham cohomology of a smooth hypersurface.

**Theorem 7.1.** Let \( f, g \in R = k[X_1, \ldots, X_n] \) with \( d := \deg f \) and \( d' := \deg g \), such that \( f \) is irreducible and \( \frac{\partial f}{\partial X_0} | g \), and consider the smooth hypersurface \( V := Z(f) \setminus Z(g) \subseteq \mathbb{A}^n \). Then we have

\[ (p + 2)(d + d' + 2)(2d' - d + 3)^{2p+3} \cdot (1, 1) \in B(H_{dR}^p(V)). \]

for all \( p \in \mathbb{N} \).

**Proof.** Putting \( f_0 := gX_0 - 1 \), \( f_1 := f \), we have the isomorphism

\[ V \xrightarrow{\sim} Z := Z(f_0, f_1) \subseteq \mathbb{A}^{n+1}, \ x \mapsto (1/g(x), x), \]

and the pull-back of differential forms shows

\[ \deg(H_{dR}^p(Z)) \cdot (1, 1) \in B(H_{dR}^p(V)). \]

Thus, we have reduced to the setting of Theorem 6.3. Note that \( d_0 := \deg f_0 = d' + 1 \) and \( d_1 := \deg f_1 = d \). By Corollary 5.6 we have

\[ p \cdot (1, 1) \in B \left( H^p \left( \frac{\Omega_{A_{f_0}^{\mathbb{A}^{n+1}}}^{\bullet}}{\Omega^{\bullet}_{A_{f_0}} + \Omega^{\bullet}_{A_{f_1}}} \right) \right). \]

Theorem 6.3 implies

\[ \deg(H_{dR}^{p-2}(Z)) \leq (2d_0 - d_1 + 1)^{2p-1} p(d_0 + d_1 + 1) = p(d + d' + 2)(2d' - d + 3)^{2p-1}, \]

which implies the claim. \( \square \)
Proof of Theorem 1.1. Let \( X \subseteq \mathbb{A}^n \) be a smooth closed variety. The zeroth cohomology is treated in §3, and the case \( D = 1 \) is trivial, so we assume \( n > m \geq 1 \) and \( D \geq 2 \).

First assume that \( X \) is irreducible. Then, by Corollary 4.5 and Lemma 4.2 we can write \( X = \bigcup_{i=0}^m U_i \), where \( U_i = X \setminus Z(g_i) \) is isomorphic to \( V_i = Y_i \setminus Z(g_i) \subseteq \mathbb{A}^{m+1} \). Furthermore, in suitable coordinates \( X_1, \ldots, X_m \) of \( \mathbb{A}^n \), the isomorphism is given by the projection \( \pi: U_i \to V_i \) onto the first \( m+1 \) coordinates, and we have \( Y_i = Z(f_i) \), where \( f_i \in k[X_1, \ldots, X_{m+1}] \) is irreducible and monic in \( X_{m+1} \), \( g_i = \frac{\partial f}{\partial X_{m+1}} \), and \( d \) \( f_i \leq D \). Now fix \( 1 \leq \ell \leq m \). For \( p, q \in \mathbb{N} \) with \( p + q = \ell \) consider a multi-index \( 0 \leq i_0 < \cdots < i_q \leq m \). Set \( \ell := i_0, U' := U_{i_0 \cdots i_q}, \) and \( V' := \pi(U') \). Note that \( U' = U_i \setminus Z(h) \) with \( h := g_{i_0} \cdots g_{i_q} \). From Corollary 4.4 we obtain \( H \in k[Y_i] \) with \( \deg H \leq \deg h \) such that \( k[V'] = k[Y_i]_gH \). We can assume \( d := \deg f_i \geq 2 \), and with \( g := g_i H \) we have \( d - 1 = d' := \deg g \leq d - 1 + \deg H \leq (D - 1)(qD + 1) \leq \ell D^2 + D - 2 \). Theorem 7.1 implies
\[
(p + 2)(d + d' + 2)(2d' - d + 3)^{2p+3} \cdot (1, 1) \in B(H_{\text{dR}}^p(V_i)).
\]
Moreover,
\[
(p + 2)(d + d' + 2)(2d' - d + 3)^{2p+3}
\leq (p + 2)(D + (D - 1)(qD + 1))(2(D - 1)(qD + 1) + 1)^{2p+3}
\leq (p + 2)\left(\ell D^2 + 2D\right)\left(2D(qD - 1) + 1\right)^{2p+3}
\leq 6\ell^2 D^2 (2\ell D^2)^{2p+3} = 3 \cdot 2^{2\ell+4} \ell^{2\ell+5} D^{4\ell+8}.
\]
Using Corollary 4.4 we conclude
\[
(s, d) := 3 \cdot 2^{2\ell+4} \ell^{2\ell+5} D^{4\ell+8} \cdot (\ell D, 1) \in B(H_{\text{dR}}^p(U_{i_0 \cdots i_q})),
\tag{35}
\]
Since this holds for all \( p + q = \ell \) and all \( i_0 < \cdots < i_q \), Theorem 5.3 shows that
\[
\deg H_{\text{dR}}^p(X) \leq d + 2D(\ell + 1)(s + \ell)^m(D - 1)^m
\leq 2D(\ell + 1)(\ell Dd + \ell)^m D^m
\leq 4\ell^{m+1}(Dd + 1)^m D^{m+1}
\leq 4\ell^{m+1}(2\ell^{1+6} \ell^{2\ell+5} D^{4\ell+9})^m D^{m+1}
\leq 2^{2m+6}m + 2 \cdot 2^{2m+6}m + D^{4\ell+10m+1}.
\]
Finally, for reducible \( X \), Corollary 4.1 implies the claim. \( \square \)
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