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Abstract

Public participation processes allow citizens to engage in municipal decision-making processes by expressing their opinions on specific issues. Municipalities often only have limited resources to analyze a possibly large amount of textual contributions that need to be evaluated in a timely and detailed manner. Automated support for the evaluation is therefore essential, e.g., to analyze arguments. In this paper, we address (A) the identification of argumentative discourse units and (B) their classification as major position or premise in German public participation processes. The objective of our work is to make argument mining viable for use in municipalities. We compare different argument mining approaches and develop a generic model that can successfully detect argument structures in different datasets of mobility-related urban planning. We introduce a new data corpus comprising five public participation processes. In our evaluation, we achieve high macro F₁ scores (0.76 - 0.80 for the identification of argumentative units; 0.86 - 0.93 for their classification) on all datasets. Additionally, we improve previous results for the classification of argumentative units on a similar German online participation dataset.

1 Introduction

In many democratic countries, political decisions are increasingly developed through the participation of citizens. Public participation processes allow citizens to voice their suggestions and concerns on specific issues, for example in urban planning, and thus influence decision-making processes. Participation can take place in formats that vary from on-site events such as citizen workshops, to written submissions via letter or e-mail, and to online platforms where citizens can discuss proposals digitally. Building on Scharpf (1999), we can distinguish two main goals of public participation processes. On the one hand, the additional input provided by citizens can influence the decision-making process and, potentially, lead to more effective policies. On the other hand, citizens are assumed to develop a higher acceptance of the output when given an opportunity to participate and, ultimately, the resulting decisions have a higher legitimacy.

In order to be able to include citizen comments in the further decision-making process, those comments first have to be evaluated. However, both offline and online participation formats have the potential to generate a high number of responses (Shulman, 2003; Schlosberg et al., 2008), e.g., thousands of contributions. Along with stringent schedules in decision-making processes, this often poses major challenges for municipalities. Still, participation contributions are commonly evaluated manually with considerable effort. Therefore, if municipalities do not have enough resources (human or monetary) to shoulder this effort, the detailed evaluation will have to be cut back. As a result, opinions might be completely omitted or not been taken into account equally. This in turn can have a negative influence on the goals of public participation processes. Filtering out individual or mass opinions risks loosing important clues for effective policies. It can also endanger citizens’ confidence in the opportunity to participate in decision-making and weaken civic engagement (Mendelson, 2012). Besides, decision acceptance is influenced by perceived fairness (Esaiasson, 2010).

Automating the evaluation of public participation processes can help overcome these problems (OECD, 2004) and has been addressed by research initiatives such as the Cornell eRulemaking Initiative (CeRI)1 and, more recently, the Citizen participation and machine learning for a better democracy project2. Over the years, several tasks that arise in the evaluation process have been high-
lighted. These include thematic classification and clustering of citizen contributions (e.g. Kwon et al., 2007; Purpura et al., 2008; Arana-Catania et al., 2021; Teuff et al., 2009), summarization of similar content (e.g Arana-Catania et al., 2021), detection of duplicates (e.g. Yang et al., 2006), and analysis of arguments and opinions (e.g. Kwon et al., 2007; Park and Cardie, 2014; Lawrence et al., 2017).

In this paper, we focus on arguments in public participation processes that address sustainable mobility and land use in Germany. German cities have involved their citizens in hundreds of decision-making processes on these issues in recent years.\footnote{The research project Citizen Involvement in Mobility Transitions (CIMT) has identified more than 350 processes directly related to mobility since 2015.} We look at five of them in detail, four of which are processes for concrete improvements to cycling infrastructure and one of which is a strategic process for creating a general mobility concept for a city. At the same time, we consider two very different participation formats, namely online platforms and questionnaires.

This paper’s first objective is to analyze the strengths and weaknesses of previously published argument mining approaches for public participation processes when they are applied to different German datasets. Our attention is focused on the classification of text segments as argumentative or non-argumentative, as well as on the downstream classification of argumentation components. In addition to our datasets, we include the only other German public participation dataset (to the best of our knowledge) for argument mining (Liebeck et al., 2016) in the evaluation.

Our second objective is to improve the results obtained on the datasets under consideration by the previous approaches for both classification tasks. For this we apply BERT (Devlin et al., 2019) which is known to perform very well on many tasks including argument mining.

In practice, the use of argument mining to evaluate public participation processes only adds value when the benefits outweigh the effort. Manual coding of data and the training or fine-tuning of machine learning models are costly. In addition, machine learning requires expert knowledge and usually cannot be performed directly by the municipalities. An optimal solution would be a universally valid model that can be applied flexibly to new datasets. Our third objective is hence to investigate the extent to which trained models can recognize argument structures in other public participation processes that were not part of the training process.

Our contributions are: (1) We present a new data corpus of five mobility-related public participation processes that vary in content and format. The German corpus comprises 17,306 sentences coded with an argument scheme tailored to informal public participation processes. (2) We perform a broad comparison of previously published best approaches for argument mining in public participation processes, which so far have been evaluated mostly on distinct datasets. We compare the algorithms directly on our data corpus and compare the performances. (3) We show that BERT surpasses previously published argument mining approaches for public participation processes on German data for both tasks. Especially when classifying argument components, macro $F_1$ results improve by between 0.05 and 0.12 depending on the dataset. (4) In a cross-dataset evaluation, we show that BERT models trained on one dataset can recognize argument structures in other public participation datasets (which were not part of the training) with comparable goodness of fit. This finding is an important step towards practical application in municipalities.

2 Related Work

Mining arguments in the domain of citizen participation has been the subject of several studies. Much of this work centers on U.S. e-rulemaking initiatives, where citizens are given the opportunity for feedback on rule proposals. An early attempt to identify, classify, and relate arguments in e-rulemaking was made by Kwon et al. (2006); Kwon and Hovy (2007). Arguments were built as trees of claims and subclaims or main-support with support relations. Eidelman and Grom (2019) extended the detection of generic argument components (support and opposition) with corpus-specific argument types. Niculae et al. (2017), Galassi et al. (2018) and Cocarascu et al. (2020) differentiate between five proposition types (fact, testimony, value, policy, and reference) and evidence or reason relations. In addition, other research examined specific properties of argumentation and discourse in public participation processes. Park and Cardie (2014) identified the lack of appropriate justifications as a common problem in the analysis of citizen contributions and tried to predict whether and by what means a proposal is verifiable. Subsequent work
was presented by Park et al. (2015) and Guggilla et al. (2016). Furthermore, Lawrence et al. (2017) and Konat et al. (2016) investigated discourse analysis in more detail and measured controversy and divisiveness in argument graphs.

Besides e-rulemaking initiatives, informal public participation processes were considered. Our work shares most similarity to Liebeck et al. (2016) who focused on a German-language process about the restructuring of a former airport area. The authors developed an argumentation scheme specifically adapted to discursive online public participation processes. With regard to languages other than German, Fierro et al. (2017) and in a follow-up work Giannakopoulos et al. (2019) studied a corpus consisting of over 200,000 political arguments in Chilean Spanish dialect, derived from a participatory process to form a new constitution for Chile. The arguments were classified thematically according to constitutional concepts and also as either policies, facts or values. Further work (Morio and Fujita, 2018a,b) paid attention to the complex structure of arguments in public online participation. Relying on a Japanese dataset, the authors presented an annotation scheme for discussion threads taking care of inner-post relations and inter-post interactions.

Although the work to date has produced encouraging results, most approaches are not yet mature for practical use (e.g. with German public participation processes). Only few previous research addressed the development of general models (see Cocarascu et al. (2020), who perform a cross-dataset comparison of baselines for relation prediction). Therefore, this paper investigates the cross-data transferability of trained models for the identification and classification of argument components in public participation processes, an investigation that is highly relevant for practical use.

3 Data Corpus

3.1 Datasets

Our five datasets originate from urban planning and are concerned with mobility. Four of them represent very specific processes for improving cycling as a mode of transportation, the fourth dataset stems from a more general strategic process for developing a mobility concept. These five datasets comprise different participation types, i.e., online platforms and questionnaires.

Cycling dialogues The cycling dialogues were a pilot project for improving the cycle traffic infrastructure in three German cities, namely Bonn, Cologne and Moers. During a five-week period in 2017, citizens were able to participate (make propositions, discuss and rate propositions or comments) in a map-based online consultation. While in Bonn and Moers suggestions for improvement could be made city-wide, the focus in Cologne was on a specific city district. As a result, three datasets of similar online public participation processes from different local contexts emerged. In the following, these datasets will be referred to as CD_B, CD_C and CD_M. We focus on the initial text contributions in which citizens make new proposals. CD_B is the largest dataset comprising 12,103 sentences from 2,364 contributions, whereas CD_C and CD_M are considerably smaller, with 366 and 459 contributions consisting of 1,704 and 2,193 sentences, respectively. On average, the contributions consist of 4.83, 4.66 and 4.78 sentences ($\sigma = 2.63, \sigma = 3.00$ and $\sigma = 2.61$) with 15.94, 15.16 and 15.43 tokens ($\sigma = 10.92, \sigma = 10.45$ and $\sigma = 10.81$).

Mobility concept Since 2019, the German city of Krefeld has been planning how the city’s mobility should look like in the future. In addition to various on-site events, multiple public participation processes were carried out online. The here presented dataset MC_K includes the 2,008 sentences of the 337 initial contributions from two interrelated online processes. In the first process, citizens were informed about the drafts of seven citywide action plans. The fields of action were urban development and regional cooperation, flowing motor vehicle traffic, commercial transport, stationary traffic, public transport, bicycle traffic, and foot traffic. As part of the planning process, citizens were asked to comment on the planned actions. The second process gave citizens the opportunity to submit concrete propositions for actions in specified city districts. Citizens wrote an average of 5.96 sentences ($\sigma = 5.63$), slightly more than in the processes described above. The average 15.25 words per sentence ($\sigma = 10.80$) resemble the cycling dialogues.

Citizen questionnaire on cycling Accompanying the cycling dialogues, a postal survey was con-
duct in a randomized sample of each city’s population. The citizens were asked to submit suggestions for improvements to cycling in free-text fields. Respondents could fill out the questionnaire either by hand or online. In this paper, we focus on the 1,386 citizen contributions from the city of Bonn (CQ_B) which consist of 1,505 sentences. By comparing the length of the survey contributions (1.09 sentences on average ($\sigma = 0.37$), 7.75 tokens per sentence ($\tau = 6.30$)) with the online platform contributions, we can clearly see that citizens write more succinct in surveys of this type.

3.2 Argumentation Model

A key aspect of public participation is that citizens can submit their own ideas on a given topic, such as the cycling infrastructure of a city or the development of a mobility concept. One contribution from CD_B, translated into English, e.g. states: “A new pavement is urgently needed here to be able to cycle along. The current pavement has grooves & cracks in the surface, so that cycling between Ringstraße & Kreuzherrenstraße is very risky, especially in wet conditions.” The writer proposes to renew the pavement and substantiates this with the current poor and dangerous condition of the pavement. In urban planning processes, causes for suggested improvements are mostly descriptions of infrastructure problems or (perceived) planning deficits, while the propositions are measures to overcome these issues. Several interviews we conducted in 2020 with local authorities and urban planning practitioners emphasized the value in automatically recognizing the problems that citizens describe and the solutions they propose in text contributions (Romberg and Escher, 2020).

We follow the terminology of Liebeck et al. (2016), who developed an argumentation model for informal online public participation processes based on three argument components: major positions provide “options for actions or decisions that occur in the discussion”. In simpler terms, these are the propositions that citizens make. Premises are “reasons that attack or support a major position, a claim or another premise”. Claims are defined as “pro or contra stance towards a major position”. In this work, we rely on the concepts of major positions and premises, as our focus is on the detection of propositions and underlying reasons. We leave for future work the detection of pro or contra stances expressed by fellow citizens in the feedback comments on initial proposals (in the case of dialogical processes).

3.3 Annotation Process

Coding guidelines were developed on 201 contributions from the cycling dialogues Bonn, which were excluded from the subsequent annotation process, reducing the sentences to be coded in CD_B to 10,442. Each sentence was labeled as non-argumentative (non-arg), major position (mpos) or premise (prem). In case a sentence contained multiple argumentation components, multi-labeling was allowed. Since contribution titles often contained parts of the argument, they were included as additional sentences. We measured the inter-coder agreement on 10% of the contributions of each dataset, which were respectively annotated by three trained coders. In a subsequent curation step, disagreements were resolved by two supervisors to obtain unambiguous coding of the contributions used to measure the inter-coder agreement. High Fleiss’ $\kappa$ values prove the reliability of the codings: 0.76 (CD_B), 0.80 (CD_C), 0.77 (CD_M), 0.73 (MC_K), and 0.76 (CQ_B). During curation, certain edge cases became obvious. We believe that this subjectivity is also reflected in a human evaluation, which is why a small deviation in coding seems acceptable, also with regard to the training of the classification algorithms. The remaining 90% of the contributions were divided equally among the coders (each 30%) and annotated independently. These sentences were not curated; however, due to the high agreement on the over 1,700 sentences that were coded by all three annotators, we assume similar reliability on the sentences labeled by one person only.

Since the approaches we compare in this pa-
per are tailored to single-label classifications, we omit sentences containing both major position and premise to be addressed in future work. This affects 548 sentences (262 in CD_B, 49 in CD_C, 45 in CD_M, 69 in MC_K, and 123 in CQ_B).

Table 1 shows the distribution of classes included in the evaluation across the five datasets. The majority of sentences in all datasets are argumentative, accounting for between 77.8% and 88.6%. Major positions and premises are distributed very differently throughout the datasets. While premises are made more frequently in the cycling dialogues, major positions are favored in MC_K and especially in CQ_B. The datasets are available under a Creative Commons License at https://github.com/juliaromberg/cimt-argument-mining-dataset/.

4 Methodology

Argument Mining can be divided into three subtasks: segmentation, segment classification, and relation identification (Peldszus and Stede, 2013). First, argumentative text is split into argument discourse units (ADUs). Second, ADUs are classified according to their function in the argument. Third, relations between ADUs are identified. Peldszus and Stede (2013) assume here that it is known which texts are argumentative or relevant for the argumentation. Lawrence and Reed (2019) widen the first task and include the distinction between argumentative and non-argumentative units.

In this work, we focus on (A) the classification of discourse units as argumentative (ADU) and non-argumentative (non-ADU) and (B) the classification of ADUs according to contextual clausal properties for informal public participation processes. In the following, these two tasks will be referred to as Task A and Task B. We define each sentence as discourse unit, so that both tasks are sentence-level classification tasks.

4.1 Previously Applied Argument Mining Approaches for Public Participation

Our first objective is to compare the previously used approaches for solving Task A and Task B in public participation processes on our datasets. In the following, we provide an overview of these algorithms and describe in detail the setups we chose for our experiments (e.g., input features, hyperparameter selection). The results of our experiments are described and discussed in Section 5. For every dataset in consideration, we used a 5-fold cross-validation, dividing the datasets into 80% training and 20% test data each time. We tuned algorithm hyperparameters using a grid search with cross-validation (5 folds) for each split of the (outer) cross-validation.

4.1.1 Task A

All of the works considering the distinction between ADUs and non-ADUS have predefined sentences as elementary discourse units, as we do.

SVM Kwon et al. (2006), Liebeck et al. (2016) and Morio and Fujita (2018a) used support vector machines (Cortes and Vapnik, 1995) to detect ADUs with F₁ scores between 0.52 and 0.70. For our experiments, we adopted the best setup of Liebeck et al. (2016) since their dataset is most similar to ours. Sentences were represented as a combination of unigrams and grammatical features, more precisely a L₂-normalized POS-Tag distribution⁵ and a L₂-normalized distribution of dependencies⁶. We used the radial basis function kernel, and considered \( C \in \{1, 10, 100\} \) and \( \gamma \in \{0.001, 0.01, 0.1\} \) in the grid search. We further weighted the training samples inversely proportional to the class frequencies to take care of the strong class imbalance of our datasets.

fastText Eidelman and Grom (2019) suggested the use of fastText (Joulin et al., 2017) and proposed balancing the training data for highly imbalanced datasets. By downsampling the majority class in the corresponding dataset, they improved the macro F₁ outcome from 0.80 to 0.90. In our experiments, we trained two fastText models per dataset: One on the original, imbalanced dataset and one on a balanced version of the dataset where the majority class was undersampled by randomly picking samples. We used pretrained fastText embeddings for German with 50 dimensions, and included learning rates of \( 1e-1, 5e-1 \) and \( 9e-1 \), and 5 or 10 epochs of training in the grid search.

4.1.2 Task B

More attention has been paid to the classification of ADUs in previous work.

SVM Kwon et al. (2006), Park and Cardie (2014), Liebeck et al. (2016) and Morio and Fujita

⁵STTS tagset (Thielen and Schiller, 2011)
⁶TIGER scheme (Albert et al., 2003)
(2018a) classified argument components in public participation processes with SVMs. Depending on the dataset and argumentation scheme, they yielded macro F1 values in the range of 0.56 to 0.77.

For our experiments, we again relied on the closely related work of Liebeck et al. (2016) and used the same setup as described in Section 4.1.1.

fastText In Fierro et al. (2017) and Eidelman and Grom (2019), fastText provided the best results (0.65 and 0.78). Of particular interest is that, on the Spanish dataset (Fierro et al., 2017), fastText surpassed the SVM. We were curious to see if this behavior applies to our datasets as well.

In our experiments, we replicated the implementation of Fierro et al. (2017) using pretrained fastText embeddings (we chose 50 dimensions) and word bigrams in the classification. Grid search considered learning rates of $1e-1$, $5e-1$ and $9e-1$, and 5 or 10 epochs of training. Similar to Task A, classes were imbalanced in our datasets, and we thus trained models with and without undersampling.

ECGA Further deep learning architectures have been considered by Guggilla et al. (2016) and Giannakopoulos et al. (2019). While Guggilla et al. (2016) showed that the use of convolutional neural networks (CNN) (LeCun et al., 1998) can marginally improve the results of an SVM, the advantages of deep learning become more obvious in the work of Giannakopoulos et al. (2019). Using an ensemble method called ECGA, a combination of multiple learners, they improved the results of Fierro et al. (2017) by 0.07. Each learner is composed of a CNN followed by bidirectional gated recurrent units (BiGRU) (Cho et al., 2014), connected to an attention layer (Bahdanau et al., 2015). The class predictions of the multiple learners are averaged to obtain final predictions. FastText embeddings build the input matrix. For argument classification, Giannakopoulos et al. (2019) proposed the use of two learners with kernel sizes of 2 and 3 as well as 512 filters in the convolution and 256 GRU units.

Since the proposed architecture failed to produce reasonable results on our datasets, we reduced the number of GRU units in our experiments to 64 and the number of convolution filters in to 128. We took our cue from the authors’ best model for solving a different task, textual churn detection, with a smaller corresponding dataset. Despite the reduced model architecture, ECGA still tended to neglect the minority class in our datasets. To counter this, we additionally evaluated ECGA with undersampling. We tried batch sizes of 2, 4, and 8, as well as 1 and 2 kernels or 2 and 3 kernels for the two learners. The training ran for 200 epochs with the option of early stopping if the loss did not improve within 10 epochs.

4.2 Bidirectional Encoder Representations from Transformers for Argument Mining in Public Participation Processes

Our second objective is to improve the results obtained by the previous approaches on our datasets for both classification tasks. To this end, we use BERT (Devlin et al., 2019) which has already provided promising results for Task A and Task B in other text domains, such as on persuasive online forums (Chakrabarty et al., 2019) and on heterogeneous sources of argumentative content (Reimers et al., 2019). With public participation processes, BERT has so far only been used to identify relations between ADUs (Cocarascu et al., 2020).

We expected BERT to also perform well for Task A and Task B on public participation datasets and to outperform the other algorithms in the evaluation. We used case-sensitive German BERT\(^7\) with an additional linear layer for sequence classification. For fine-tuning, we relied on the suggestions of Devlin et al. (2019) and included batch sizes of 16 and 32, learning rates of $5e-5$, $3e-5$ and $2e-5$, and 1 to 4 epochs of training in the grid search.

4.3 Model Generalizability

This work’s third objective is to investigate model generalizability in a cross-dataset evaluation. The previous two evaluation objectives were to determine which approach generates the best results for each dataset. To this end, both the training and the test data stem from the same dataset. In a practical application, this would mean that a sufficiently large amount of citizen contributions would have to be coded manually by local authorities. However, a more feasible and cost-effective solution would be to provide a pretrained classification model that can reliably recognize argument structures in new participation processes without the need for further training. Our goal is to provide such a model for public participation processes of mobility-related urban planning. The diversity in subjects and for-

\(^7\)https://www.deepset.ai/german-bert
mats in our data corpus is well suited for testing the transferability to a range of processes.

For the cross-dataset evaluation, we used the evaluation setup described in Section 4.1 (5-fold cross validation, hyperparameter tuning) and trained on CD_B in our experiments. We intentionally chose the largest dataset for training to provide reliable models. For every approach, we then applied the five resulting models to the remaining datasets and averaged the results for each dataset to obtain an average macro F$_1$ score. Algorithms were implemented as described in Sections 4.1 and 4.2.

For Task A, we evaluated SVM, fastText without undersampling (as will be shown in Section 5.1.1, undersampling of CD_B provided no advantage), and BERT. For Task B, we chose to evaluate models trained on undersampled data and models trained on the original data alongside. Our decision was due to the very different distribution of ADU-types in our datasets: while premises prevail in the cycling dialogues (62%-80% prem), major positions are more present in MC_K (59% mpos) and in CQ_B (80% mpos). We thus wanted to investigate whether models trained on balanced data could provide more stable results across the different datasets. To sum up, we compared the behavior of eight approaches in the cross-dataset evaluation for Task B: SVM, fastText, ECGA, and BERT trained on the original CD_B dataset, and trained on an undersampled CD_B dataset.

## 5 Results and Discussion

### 5.1 Comparison of the Approaches

In the following, we evaluate for both classification tasks the approaches from previous work (see Section 4.1) and BERT (see Section 4.2) on our corpus from Section 3. For completeness, we also have a look at the only other German public participation dataset for argument mining, THF Airport ArgMining Corpus (Liebeck et al., 2016). THF provides 2,078 argumentative and 355 non-argumentative sentences for Task A, and 509 major positions, 1,170 premises, and 311 claims for Task B.\

#### 5.1.1 Task A

Results for the classification of ADUs and non-ADUs are given in Table 2. For each dataset, only the results of the superior fastText model are listed. Undersampling models are marked with an asterisk. Overall, BERT performed best with macro F$_1$ values up to 0.80, improving most SVM scores by at least 0.03. However, on THF the SVM yielded slightly better results. FastText struggled with the minority class. The problem was particularly evident in the three datasets with the fewest non-argumentative samples, where undersampling could improve the results at least to some degree.

### 5.1.2 Task B

Table 3 shows the findings for argument component classification. For fastText and ECGA, two model variants were evaluated (with and without undersampling), of which the better one is listed. Undersampling models are marked with an asterisk. While undersampling slightly increased the macro performance of ECGA on all datasets, there was no enhancement with fastText. Contrary to our expectations, ECGA performed worse than fastText and could only keep up with the other approaches for datasets that have sufficient samples in the minority class. BERT showed outstanding results and could significantly advance the classification, especially for the minority classes: Compared to the also good SVM, the prediction of major positions

---

8We evaluate the dataset according to our methodology instead of the suggested train-test split by Liebeck et al. (2016).

---

|         | SVM  | fastText | BERT |
|---------|------|----------|------|
| CD_B    |      |          |      |
| arg     | 0.53 (0.00) | 0.94 (0.00) | 0.95 (0.00) |
| non-arg | 0.52 (0.01) | 0.61 (0.04) | 0.57 (0.04) |
| macro   | 0.74 (0.02) | 0.66 (0.02) | 0.76 (0.02) |
| CD_C    |      |          |      |
| arg     | 0.93 (0.01) | 0.87 (0.02)* | 0.95 (0.01) |
| non-arg | 0.53 (0.10) | 0.42 (0.06)* | 0.58 (0.12) |
| macro   | 0.74 (0.06) | 0.64 (0.04)* | 0.77 (0.07) |
| CD_M    |      |          |      |
| arg     | 0.90 (0.01) | 0.92 (0.01) | 0.94 (0.01) |
| non-arg | 0.59 (0.05) | 0.51 (0.03) | 0.67 (0.04) |
| macro   | 0.74 (0.03) | 0.74 (0.03) | 0.80 (0.03) |
| MC_K    |      |          |      |
| arg     | 0.66 (0.02) | 0.67 (0.01) | 0.77 (0.04) |
| non-arg | 0.53 (0.03) | 0.45 (0.02) | 0.62 (0.06) |
| macro   | 0.69 (0.02) | 0.67 (0.01) | 0.77 (0.04) |
| CQ_B    |      |          |      |
| arg     | 0.94 (0.02) | 0.95 (0.02)* | 0.96 (0.01) |
| non-arg | 0.53 (0.07) | 0.42 (0.04)* | 0.56 (0.16) |
| macro   | 0.74 (0.03) | 0.64 (0.03)* | 0.76 (0.09) |
| THF     |      |          |      |
| arg     | 0.91 (0.01) | 0.79 (0.03)* | 0.92 (0.01) |
| non-arg | 0.48 (0.03) | 0.37 (0.03)* | 0.46 (0.05) |
| macro   | 0.70 (0.02) | 0.58 (0.03)* | 0.69 (0.03) |

Table 2: Results for Task A on the individual datasets. Scores are mean F$_1$ values of the five test sets, standard deviation is given in parentheses.
(CD_B, CD_C, CD_M, THF) improved by at least 0.08 up to 0.17. Premises were predicted with an improvement of 0.09 and 0.18 (MC_K, CQ_B).

### 5.2 Cross-Dataset Evaluation

Next, we look at the generalization performance of the learned models for both classification tasks.

#### 5.2.1 Task A

Figure 1 shows the cross-dataset results of the CD_B models on the other datasets. BERT could consistently achieve good macro F₁ values (between 0.75 and 0.79) for all datasets, close to the score of 0.76 that BERT achieved on the reference dataset CD_B (σ = 0.02). The obtained values are also comparable to the results of dataset-internal results from Section 5.1. Equally stable was fastText (σ = 0.02), but results were on average 0.10 points lower. SVM predictions varied more (σ = 0.04), especially when transferring to CQ_B and MC_K.

#### 5.2.2 Task B

Results for the cross-dataset classification of argument components are presented in Figure 2. Both BERT model variants generalized very well and achieved an average macro F₁ score of 0.90 across the different datasets. With σ = 0.01, the undersampling model predicted remarkably stable on our datasets (σ = 0.02 for the non-undersampling model). SVM, ECGA and fastText strongly benefited from balanced training data. With undersampling, the latter two approaches could surpass the in-dataset results from Section 5.1 and thus achieved best values for all datasets. SVM struggled with generalization on MC_K and CQ_B (σ = 0.03). Likewise fastText showed some weaknesses in generalization (σ = 0.03), which were particularly noticeable in the performance drop on CQ_B (0.76) compared to the reference value (0.84). ECGA achieved more uniform results with an average macro F₁ value of 0.83 (σ = 0.02), which, however, do not come close to the high values of BERT.

It turned out that the models generalize surprisingly well across the different processes. In both tasks, BERT showed superior results, but other methods were also able to provide stable predictions across the different test datasets. This suggests that universally valid patterns of argument structures could be learned, generalizing to a very different data type (from deliberative online platforms to questionnaire data), as well as to a process with a more general topic (from specific cycling to a comprehensive mobility concept).

### 6 Conclusion and Future Work

We investigated (A) the distinction of ADUs and non-ADUs and (B) the classification of major posi-

---

**Table 3: Results for Task B on the individual datasets.**

SVM fastText ECGA BERT

| Dataset | mpos | prem | macro | mpos | prem | macro | mpos | prem | macro | mpos | prem | macro | mpos | prem | macro |
|---------|------|------|-------|------|------|-------|------|------|-------|------|------|-------|------|------|-------|
| CD_B    | 0.82 | 0.79 | 0.86  | 0.79 | 0.76 | 0.78  | 0.76 | 0.76 | 0.73  | 0.76 | 0.76 | 0.73  | 0.76 | 0.76 | 0.73  |
| CD_C    | 0.77 | 0.74 | 0.86  | 0.74 | 0.76 | 0.79  | 0.74 | 0.75 | 0.80  | 0.74 | 0.76 | 0.79  | 0.74 | 0.75 | 0.80  |
| CD_M    | 0.67 | 0.58 | 0.80  | 0.58 | 0.52 | 0.76  | 0.58 | 0.55 | 0.79  | 0.58 | 0.52 | 0.76  | 0.58 | 0.55 | 0.79  |
| MC_K    | 0.83 | 0.83 | 0.88  | 0.83 | 0.84 | 0.91  | 0.83 | 0.84 | 0.91  | 0.83 | 0.84 | 0.91  | 0.83 | 0.84 | 0.91  |
| CQ_B    | 0.93 | 0.92 | 0.98  | 0.92 | 0.89 | 0.97  | 0.92 | 0.89 | 0.97  | 0.92 | 0.89 | 0.97  | 0.92 | 0.89 | 0.97  |
| THF     | 0.53 | 0.46 | 0.57  | 0.46 | 0.46 | 0.68  | 0.46 | 0.51 | 0.63  | 0.46 | 0.46 | 0.68  | 0.46 | 0.51 | 0.63  |

---

**Figure 1: Cross-dataset evaluation for Task A.** Results are averaged macro F₁ values of the five models trained on CD_B.
tions and premises for German public participation processes from urban planning. For this purpose, we introduced a new data corpus comprising five diverse mobility-related processes. Our first objective was to identify previously published approaches to solving the two classification tasks on public participation processes and test their performance on our datasets. Among these works, SVM achieved the best results in both tasks. Our second objective was to improve the previous results. We proposed the use of BERT and successfully demonstrated that the results of both tasks improved. On our datasets, BERT yielded highly promising macro F1 scores, between 0.76 and 0.80 for Task A and between 0.86 and 0.93 for Task B. We additionally showed, that our approach outperforms previous results for Task B on a similar German online participation dataset. We further argued, that the use of pretrained models is one way to make argument mining applicable in municipalities. Our third objective was to prove the feasibility for processes from urban planning that differ in topic or format. We showed that BERT models outperform the other approaches, achieving average macro F1 values of 0.77 (σ = 0.02) for Task A and 0.90 (σ = 0.01) for Task B in the cross-dataset evaluation. Our results are very positive and show that practical support for municipalities in evaluating mobility-related public participation processes is within reach by providing pretrained models.

In future work, we plan to investigate whether our best model can generalize to non-mobility public participation processes in urban planning to cover a broader range of topics. To further improve our models, we will concentrate on improving the detection of argumentative discourse units. Although we were able to achieve promising results, it has become apparent that distinguishing ADUs from non-ADUs is a particular challenge. Additionally, we will extend the classification for sentences that include multiple argument components (major position and premise) and address stance detection.
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