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ABSTRACT

We introduce in this paper a new summarization method for large graphs. Our summarization approach retains only a user-specified proportion of the neighbors of each node in the graph. Our main aim is to simplify large graphs so that they can be analyzed and processed effectively while preserving as many of the node neighborhood properties as possible. Since many graph algorithms are based on the neighborhood information available for each node, the idea is to produce a smaller graph which can be used to allow these algorithms to handle large graphs and run faster while providing good approximations. Moreover, our compression allows users to control the size of the compressed graph by adjusting the amount of information loss that can be tolerated. The experiments conducted on various real and synthetic graphs show that our compression reduces considerably the size of the graphs. Moreover, we conducted several experiments on the obtained summaries using various graph algorithms and applications, such as node embedding, graph classification and shortest path approximations. The obtained results show interesting trade-offs between the algorithms runtime speed-up and the precision loss.
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1 Introduction

Graphs are widely used in data modeling because of their ability to represent, in a simple and intuitive way, complex relations and interactions between objects: social interactions, protein-protein interactions, chemical molecule bonds, transport networks, etc. We recall that a graph $G = (V, E)$ is a data modeling tool consisting of a set $V$ of vertices, also called nodes, and a set $E$ of edges that connect vertices. Vertices represent objects, while edges represent relationships between them. Edges can be directed, and both vertices and edges can have labels. As we are witnessing an explosion in the number of data generated and processed by our applications, it becomes important to deal efficiently with large graphs the processing of which remains a challenging issue. In fact, the amount of generated data is continuously increasing. Our basic and simple daily activities such as sending emails, surfing websites, purchasing online, and interacting via social networks, generate, on their own, a huge amount of data each day. For example, in 2019 Facebook social network had more than 2.4 Billion monthly active users with an average of 155 friendship links for each user[1]. This large volume of data makes graph querying and analysis a very challenging task. However, a viable solution seems to emerge from the possibilities offered by graph summarizing.

Graph summarization, also known by graph compression or simplification, is a solution that tackles scalability and performance issues when dealing with massive graph data. Beyond the reduction of the volume of data which is the main aim of compression, graph summarization looks for significant summaries that can be used, in graph analysis, without decompression.

1https://www.omnicoreagency.com/facebook-statistics/ visited July.2020
In fact, using graph summaries helps to speed-up graph algorithms so that they can efficiently run on large graphs. Compression algorithms produce smaller graphs or simpler graph representations, which can be maintained in main memory and queried and analyzed in reasonable time. Many graph algorithms, such as node embedding, node classification, recommendations, shortest path approximation and graph comparison, are based on the neighborhood information available for each node. Finding this information may be difficult in practice as dealing with all the neighbors for each node requires all the edges (links) of the graph to be processed, which is time and space consuming. This motivated us to introduce a graph compression that controls the size of the preserved neighborhood of vertices in the computed summary. So, in this paper, we propose a new graph compression which retains only a user-specified proportion of the neighbors of each node to reduce the size of the graph while preserving neighborhood queries.

The main idea is to sparsify the graph by removing edges, while ensuring that a predefined proportion of the neighbors of each node is included in the set of $t$-hops neighbors of the node in the compressed graph ($t \geq 1$).

The main advantages of our neighborhood-preserving compression are:

- **Reduction in storage space of the graph:** our compression can decrease drastically the number of edges in the graph, thus allowing the compressed graph to be loaded into main memory. The size of the compressed graph can be controlled by adjusting the proportion of the preserved neighborhood’s information.
- **Fast Approximation of graph algorithms:** Many graph algorithms, such as community detection, shortest path lengths and graph comparison, are mainly based on the neighborhood information of the graph nodes. These algorithms cannot efficiently run on large graphs since they require all the edges of the original graph to be loaded in main memory. Since our compression produces a smaller graph that maintains the principal neighborhood’s information, it can be used to allow these algorithms to handle large graphs and run faster while providing good approximations of the original results.
- **User-controlled trade-off between compression ratio and information loss:** with our compression, the user can control the size of the compressed graph by adjusting the amount of information loss that can be tolerated. This is a very useful property, since the amount of tolerated information loss differs significantly from one application to another, and the desired size of the compressed graph depends mainly on the available memory.

The remainder of this paper is organized as follows: Section 2 reviews related works on graph compression methods and their applications. Section 3 formally defines the problem of neighborhood-preserving graph compression and studies its complexity. Then, Section 4 provides a description of the algorithms used to implement this compression. Section 5 presents the results obtained through the extensive experiments we undertook to evaluate the compression approach, as well as the usefulness of the obtained summaries. Finally, Section 6 concludes the paper and points out some research perspectives.

2 Related Work

Graph compression is attracting increasing interest in various domains and applications [1]. The aim of graph compression, considered here, is to compute a graph summary that retains all or part of the original graph properties, thus allowing use of the summary instead of the original graph in certain applications. The obtained summary can be either a graph that is simpler or smaller than the original graph, or any other data structure that is more compact or is simpler to use than the original graph. Compression algorithms can be classified in three main categories according to how they simplify the input graph: (1) sampling, (2) sparsification, and (3) regularity encoding. Sampling and sparsification based methods generate lossy graph compression and their results are generally a graph. Regularity encoding based methods allow having lossy, as well as loss-less, graph summaries, either as graphs or other data structures:

1. Graph sampling [2,3] consists in using a fraction of the graph to make inferences about the whole dataset. It is generally used for dynamic graphs for which a sample at time $t$ is a likely representation of the graph. It is also used with very large graphs, such as protein to protein interactions, where dealing with the whole graph is too slow. Several graph sampling methods are proposed in the literature. They generally start with a set of initial vertices (and/or edges) which can be empty and expand the sample based on a specific algorithm such as graph exploration and traversal algorithms. As examples, Breadth-First sampling is used for social network analysis [4] and graph mining [5]. In [6], the authors apply a traversal based sampling that utilizes only the local information of nodes, combined with estimated values of a set of properties, to guide the sampling process and extract tiny samples that preserve the properties of the graph and closely approximate their distributions in the original graph. Random walks based methods are also largely applied in large-scale graph analysis [7,8,9]. Frontier sampling, an edge sampling method using multidimensional random walkers,
is used to estimate the degree distributions and the global clustering coefficient in [10]. In [11], the authors approximate betweenness centrality based on a sampled set of shortest paths.

2. Graph sparsification stands for the methods that compute a sparse subgraph of the input graph, which preserves some of its properties such as cuts or shortest paths [12]. Graph sparsification methods can also rely on sampling as a tool to achieve sparsification. Given a social graph and a log of past propagations, the authors of [13] prune the network to a prefixed extent, while maximizing the likelihood of generating the propagation traces in the log. A similar work is described in [14]. It tackles the problem of simplifying a graph, while maintaining the connectivity recorded in a given set of observed activity traces represented by a set of DAGs (or trees) with specified roots. The problem consists in selecting a subset of arcs in the graph so as to maximize the number of nodes reachable in all DAGs by the corresponding DAG roots. This is a cover-maximization problem that the authors bring to a problem of minimizing a submodular function under size constraints and using an algorithm introduced in [15] to solve it.

3. Regularity encoding based methods search for regularities within the graph structure, i.e., particular patterns or just repetitive patterns, and then encode these regularities so as to obtain a compact representation of the graph. Several approaches are proposed in the literature and differ by both the kind of considered regularities and how these regularities are encoded within the computed summary. Some methods of this class consist in merging or combining similar nodes, or subgraphs into super-nodes, and similar edges into super-edges. Others work directly on the adjacency matrix of the graph using for example k2-trees [16]. In [17], the authors propose a summarizing approach that iteratively aggregates similar nodes, i.e., those that have the greatest number of common neighbors. This aggregation is controlled by an objective function that represents the cost of the compressed output graph and is defined according to the principle of Minimum Description Length (MDL) [18]. The graph is encoded with a summary and a set of correcting edges. These corrections, applied to the summary, enable the initial graph to be reconstructed. Identifying vertices with a similar neighborhood is a well-studied topic known as modular decomposition of graphs [19, 20], which aims to highlight groups of vertices that have the same neighbors outside the group. These subsets of vertices are called modules. Modular decomposition is used in [21] to compress a graph and compute its exact list of triangles using solely the computed summary. The compression consists in considering each module as a super-node. Several works such as [22] and [23] take advantage of the regularities of the web graph structure, such as locality and similarity properties, to compress its adjacency lists and reduce the number of bits needed to encode a link. In [24, 25], the authors compress graphs using MDL on a predefined vocabulary of substructures. In [26], graphs are compressed by recursively detecting repeated substructures and representing them through grammar rules. In [27], the authors use a clustering algorithm to partition the original set of vertices into a number of clusters, which will be super-nodes connected by super-edges to form a complete weighted graph. The super-edge weights are the edge densities between vertices in the corresponding super-nodes. The goal is to produce a summary that minimizes the reconstruction error of the original graph. In [28], the authors merge into super-nodes graph vertices that have common neighbors so that the obtained compression ensures that the efficiency of a given task does not drop below a user-specified threshold. In [29], the authors accelerate node grouping using a divide and conquer approach that allows parallel node merging. In [30], the authors use tensor decomposition to group nodes of an evolving graph according to their connectivity patterns into super-nodes. In [31], the authors address the problem of preserving node attributes while summarizing diffusion networks. They propose a sub-quadratic parallelizable algorithm that finds the best set of candidate nodes and merges them to construct a smaller network of super-nodes that ensures similar diffusion properties to the original graph. In [32], the authors use MDL to measure motif relevance based on motif capacity to compress a graph. In [33], the authors incrementally compute a summary of an evolving graph using frequent patterns and MDL principle, combined with a set of operations (merge, split, etc.) on the patterns, in order to provide changes that have occurred in the data since the previous state.

In [34], the authors hybrid regularity encoding with sparsification by using both node grouping and edge sparsification. This allows optimizing the size of the obtained summary and the graph reconstruction error.

It is interesting to note that few works explore the usefulness of the computed summaries beyond simple neighborhood or reachability queries. Summaries obtained by graph sampling are used to estimate graph parameters and are rarely used as input for graph applications. Most regularity-encoding based methods do not investigate this issue at all. Graph sparsification methods are generally designed for specific applications because it is difficult to have lossy summaries that can be used in several kind of graph applications. By targeting neighborhood information in our compression and allowing to control the amount of information loss in the computed summary, we aim to be able to use our summaries in a variety of graph applications. In fact, several graph applications, such as node embedding, node classification, recommendations, etc. are based on the availability of node neighborhood information. In the remainder of the paper,
we show that controlling the amount of this information in the computed summary allows to reach good trade-off between algorithm speed-up and precision loss when using the summary as input instead of the original graph.

3 A Neighborhood-preserving graph compression

In this section, we explore a new graph sparsification method that aims to control the amount of neighborhood information available for each node in the graph. Our goal is to compute a graph summary that can be used instead of the original graph in several applications.

3.1 Problem Statement

Let \( t \geq 1 \) be a positive integer. The main idea of neighborhood-preserving graph compression is to sparsify the input graph by removing edges, while ensuring that, for all \( 1 \leq i \leq t \), a proportion \( p(i) \) of the neighbors of each node \( v \) is included in the set of the \( i \)-hops neighbors of \( v \) in the compressed graph. We denote such compression by \((p, t)\)-compression where:

- \( p : \mathbb{N}^* \rightarrow [0, 1] \) is a monotonically increasing function, which represents the proportion of each node’s original neighbors that must be retrieved in its \( i \)-hops neighborhood in the compressed graph.
- \( t \) is the minimum value for which \( p \) reaches its maximal value i.e., \( p(x) = p(t) \), \( \forall x \geq t \).

More formally, given an undirected graph \( G = (V, E) \), where \( V \) is the set of vertices and \( E \) is the set of edges, a \((p, t)\)-compression of \( G \) is defined as follows:

**Definition 1** Let \( t \) be an integer and \( p : \mathbb{N} \rightarrow [0, 1] \) be a monotonically increasing function satisfying \( p(x) = p(t) \), \( \forall x > t \). A \((p, t)\)-compression of a graph \( G = (V, E) \) consists in finding a subgraph \( G_c = (V_c, E_c) \) of \( G \) such that \( V_c = V, E_c \subseteq E \), and, for each \( 0 < x \leq t \) and each \( v \in V \), \(|N_{t}^x(v) \cap N_{G_c}^x(v)| \geq |N_{G}^x(v)| p(x)\), where \( N_{G}^x(v) \) is the set of all \( x \)-hop neighbors of \( v \) in \( G \).

In other words, the compressed graph \( G_c \) contains less edges than \( G \) and preserves a given amount (equal to \( p(t) \)) of the original neighbors for each node. In fact, it is required that, for each \( 0 < x \leq t \), a proportion \( p(x) \) of the original neighbors must be accessible within a maximum of \( x \) hops in \( G_c \) using a simple BFS traversal with depth \( x \).

Figure 1 illustrates an example of our compression in which 50% of the original neighbors of each vertex are preserved in the compressed graph and are reachable within maximum 2 hops. The resulting compressed graph is 30% smaller than the original one.

![Figure 1](image)

(a) Original graph
(b) Compressed graph

**Figure 1**: \((p, 2)\)-compression of Zachary’s karate club network [35] where \( p(1) = 0.5 \) and \( p(2) = 1 \) for each node.

With \((p, t)\)-compression, function \( p \) aims to control the loss of neighborhood information at each neighborhood depth. It is obvious that the smaller the preserved proportions, the better the compression ratio, and vice-versa. As regards parameter \( t \), the higher it is, the bigger the stretch factor of the compressed graph, and vice-versa. The following corollary gives a lower bound of the size of the compressed graph.

**Property 1** For any \((p, t)\)-compression, the number of edges \(|E_c|\) of the compressed graph satisfies the following inequality: \(|E|p(1) \leq |E_c|\)
proof 1 According to the handshaking theorem, we have $\sum_{v \in V} \deg(v) = 2|E|$. Since at least a proportion equal to $p(1)$ of the original neighbors of each node must be kept in the compressed graph, we have $\sum_{v' \in V_c} \deg(v') \geq \sum_{v \in V} \deg(v)p(1) = 2|E|p(1)$, thus $|E_c| \geq p(1)|E|$.

It is interesting to note that spanners [36] are special cases of $(p, t)$-compression. Given a graph $G$, possibly edge-weighted, a graph spanner (or spanner for short) is a subgraph $G'$ which preserves lengths of shortest paths in $G$ up to a multiplicative and/or additive error. A $t$-spanner is a subgraph $G'$ such that the distance between two vertices in $G'$ is at most $t$ times the distance between the same two vertices in $G$. Thus, a $t$-spanner is a particular $(p, t)$-compression that could be defined such that $p(i) = 0$ for every positive integer $i < t$ and $p(i) = 1$ for $i \geq t$. In other words, a $t$-spanner is a $(p, t)$-compression whose proportion function $p(x)$ is the Shifted Unit Step Function $u(x - t)$. From a structural point of view, Figure 2 gives an illustration of a 2-spanner of the Diamond graph (Figure 2(b)) a 2-spanner of the Diamond graph which is also a $(p, 2)$-compression where $p(1) = \frac{1}{2}$ and $p(2) = 1$ (Figure 2(c)) and a $(p, 2)$-compression where $p(1) = \frac{1}{4}$ and $p(2) = \frac{1}{2}$ which is not a 2-spanner (Figure 2(d)).

![Figure 2: a Diamond graph and some of its compressions.](image)

We can see in this figure that with a 2-spanner, the left-most vertex is only connected to $\frac{1}{4}$ of its original neighbors in the Diamond graph (see Figure 2(b)), while all the vertices keep at least half of their original neighbors with a $(p, t)$-compression (see Figure 2(c)).

3.2 NP-hardness and hardness of approximation

Peleg and Schäffer [36] showed that, given an unweighted graph $G$, and integers $t \geq 2$, $m \geq 1$, determining if $G$ has a $t$-spanner containing $m$ or fewer edges is NP-complete, even when $t$ is fixed to be 2. The reduction is from the edge dominating set problem on bipartite graphs. Since a $t$-spanner is a particular $(p, t)$-compression of the graph $G$, we can deduce the following result:

**Theorem 1** Finding the optimal (smallest) compressed graph satisfying the $(p, t)$-compression constraints for $t \geq 2$ is an NP-Hard problem.

Another work giving us an alternative proof is Cai’s [37]. He showed that for any fixed $t \geq 2$, the minimum $t$-spanner problem is NP-hard, and for $t \geq 3$, the problem is NP-hard even when restricted to bipartite graphs. The reduction is from the 3-SAT problem.

Dinitz et al. [38] show that for $t \leq 3$, and for all $\epsilon > 0$, the $t$-spanner problem cannot be approximated with a ratio better than $2^{(\log^{1-\epsilon}n)/k}$ unless $NP \subseteq BPTIME(2^{poly\log(n)})$. This implies the same inapproximability result for $(p, t)$-compression.

Concerning the best known approximation ratio, Elkin and Peleg [39] propose approximation algorithms with a sublinear approximation ratio, and study certain classes of graphs for which logarithmic approximation is feasible. It is also shown in [40] that for $t = 2$, the $t$-spanner problem admits an $O(\log(n))$ approximation. All these results strongly indicate that finding better or even equivalent approximations for the $(p, t)$-compression problem will be a hard task. In particular, finding a better result should begin with finding better approximation than $O(\log(n))$ for the $t$-spanner problem.

3.3 Integer linear programming formulation

In the following, we provide an integer linear programming formulation of our problem.

Given an input graph $G = (V, E)$, we denote by $W$ the set of all paths in $G$. Given $e = \{u, v\} \in E$, we denote by $W_{uv}$ the set of all paths in $W$ from $u$ to $v$. Note that the graph is undirected and so $W_{uv}$ also corresponds to the paths from $v$ to $u$. Moreover, given $i \in \mathbb{N}$ we denote by $W_{uv}^{i}$ the set of all paths of $W_{uv}$ of size at most $i$. 

```
We then define the used variables:

- \( x_e \), for each \( e \in E \), denotes whether \( e \in E \) is selected \((x_e = 1)\) or deleted \((x_e = 0)\).
- \( f_w \), for each \( w \in W \), is such that \( f_w = 0 \) if at least one edge \( e \) of \( w \) is such that \( x_e = 0 \). Note that we can have a path \( w \in W \) such that every edge \( e \) of the path is such that \( x_e = 1 \) but still have \( f_w = 0 \).

We can now write the integer linear programming equation:

\[
\begin{align*}
\min & \quad \sum_{e \in E} x_e \\
\text{s.t.} & \quad f_w \leq x_e & \forall w \in W, e \in E : e \in w \\
& \quad \sum_{w \in W_{w \downarrow}} f_w \leq 1 & \forall uv \in E, i \in \mathbb{N} \\
& \quad \sum_{v \in N(u) \cap W_{w \downarrow}} \sum_{w \in W_{w \downarrow}} f_w \geq p(i)|N(u)| & \forall u \in V, i \in \mathbb{N} \\
& \quad x_e \in \{0,1\} & e \in E \\
& \quad f_w \in \{0,1\} & w \in W
\end{align*}
\]

The variable \( f_w \) can be seen as a flow from the source to the sink. \( x_e \) ensures that if a path \( w \in W \) uses a removed edge \( e \) (i.e., \( e \) is such that \( x_e = 0 \)), then the flow \( f_w = 0 \). Using \( f_w \), we know that for each \( w \in E \) there exists at most one path \( w \in W_{w \downarrow} \) such that \( f_w = 1 \). By intuition, we assume that we took the path \( w \in W_{w \downarrow} \) of shortest length that is still available in the remaining graph after removing the edges \( e \in E \) such that \( x_e = 0 \). Then condition \( x_e \) ensures that the number of neighbors of a vertex \( u \), which are now at distance at most \( i \) in the new graph, is at least the proportion given by \( p(i) \).

### 4 Algorithms and approximations

In this section, we present four algorithms for finding the \((p, t)\)-compression of an input graph \( G \). Since finding the optimal \((p, t)\)-compression is NP-Hard and cannot be resolved in polynomial time, we propose polynomial time approximations (sub-optimal algorithms). Algorithm 1 gives the basic implementation of our compression. It has the advantage of simplicity and speed. Algorithm takes as input a simple graph to compress \( G = (V, E) \), the compression parameters \( p \) and \( t \) and an order \( E_o \) for processing the edges of the input graph. \( E_o \) is by default a random ordering of the vertices. The idea is to process the edges of the initial graph in the order \( E_o \). The algorithm processes the edges of \( G \) incrementally as follows: If an edge \( e \) can be removed from \( G \) without violating the neighborhood preservation constraints, the algorithm does not keep this edge in the summary. Otherwise, the algorithm keeps the edge in the summary. Assume that the average branching factor (Out/In degree) of the graph is equal to \( b \), then average time complexity of Algorithm 1 is \( O(|E|b^t) \).

We note that different edge orderings lead to different compression performances. Therefore, in order to improve the compression performance of our algorithm, we propose in the three following subsections, 3 sub-optimal algorithms which are based on the basic algorithm and try to find a near optimal edge processing order.

#### 4.1 Linear programming

We provide in Section 4.1 an optimal integer linear programming formulation of \((p, t)\)-compression. However, such a resolution is NP-hard to solve, so we use the standard tricks consisting in relaxing the problem. For this, we keep the same formulation but allow the values \( x_e, e \in E \), and \( f_w, w \in W \), to be any real values between 0 and 1. As we only have to consider paths of a length at most \( t \), we have a polynomial number of variables (the degree of which depends on the fixed value \( t \)). The average number of variables is of the order \( O(|E| + |V|b^t) \), where \( b \) is the average branching factor of the graph. This resolution provides a value for each \( x_e, e \in E \). The interpretation we give to this resolution is that the higher the value of \( x_e \), the more likely we want to keep \( e \) in our solution. In reverse, the lower the value of \( x_e \), the more likely we want to remove the edge \( e \). Thus, we can use the values of \( x_e, e \in E \), in order to obtain an ordering for the edges and give this ordering to the basic compression algorithm (see Algorithm 2). Since this linear problem is solvable in polynomial time, the time complexity of Algorithm 2 is \( O(poly(|E| + |V|b^t)) \).

#### 4.2 Greedy order based on edge connectivity

Computing the LP-based order is time-consuming for large graphs according to its time complexity. So, we propose in this subsection another edge ordering that can be computed much faster than the LP order. The idea is to first process the edges with a high centrality value. The centrality we consider here is a relaxation of local edge betweenness.
obtained order as input to the basic algorithm (See Algorithm 3). The average time complexity of Algorithm 3 is

$$\text{Algorithm 3}$$

| Data: | $G = (V, E)$ a simple Graph, |
|-------|------------------|
|       | $t$ an integer,  |
|       | $p$ a monotonically increasing function $p : \mathbb{N} \rightarrow [0, 1]$, |
|       | $E_c$ a possible order of the graph edges |
| Result: | $G_c = (V_c, E_c)$ a compressed graph |

// Initialization Step :
1. $G_c = (V_c, E_c) \leftarrow (V, \emptyset)$;
2. $G' = (V', E') \leftarrow (V, \emptyset)$;
3. for $e = (u, v) \in E_c$, do
   4. $E' \leftarrow E' \cup \{(u, v)\}$;
   5. $N_{G'}^I(u) \leftarrow$ direct neighbors of node $u$ in $G'$;
   6. $N_{G'}^I(v) \leftarrow$ direct neighbors of node $v$ in $G'$;
   7. insert $\leftarrow False$;
   8. for $i = 1$ to $t$ do
      9. $N_{G_c}^I(u) \leftarrow$ neighbors of node $u$ in $G_c$ within at most $i$-hops;
      10. $N_{G_c}^I(v) \leftarrow$ neighbors of node $v$ in graph $G_c$ within at most $i$-hops;
      11. if $|N_{G_c}^I(u) \cap N_{G_c}^I(v)| < p(i)|N_{G_c}^I(u)|$ or $|N_{G_c}^I(u) \cap N_{G_c}^I(v)| < p(i)|N_{G_c}^I(v)|$ then
         insert $\leftarrow True$;
         Break;
   12. end
   13. end
   14. if insert then
      15. $E_c \leftarrow E_c \cup \{(u, v)\}$;
      16. end
17. end
18. end

Algorithm 1: Basic Algorithm

| Data: | $G = (V, E)$ a simple Graph, |
|-------|------------------|
|       | $t$ an integer,  |
|       | $p$ a monotonically increasing function $p : \mathbb{N} \rightarrow [0, 1]$ |
| Result: | $G_c = (V_c, E_c)$ a compressed graph |

// Computing the greedy edge order $E_{go}$ :
1. Solve the LP Relaxed problem to compute the edge scores $x_c$;
2. $E_{go} \leftarrow$ sort edges $E$ in descending order according to their score $x_c$;
3. $G_c \leftarrow$ Basic Algorithm $(G,t,p,E_{go})$;

Algorithm 2: LP Algorithm

defined in [41]. An edge with a high edge betweenness centrality represents a bridge-like connector between two parts of a network, the removal of which may affect the shortest paths between them. The local edge betweenness of an edge $e$ is the number of shortest paths running along $e$, the length of which is less than or equal to some constant $t$. In our relaxation, we consider all simple paths of a length at most $t$, i.e., not necessarily shortest paths. Thus, we compute for every edge $e$ a centrality score $s(e)$ according to Equation (7):

In Equation (7) $\sigma_t(u,v|e)$ is the number of simple paths from $u$ to $v$ of length $\leq t$ that pass through the edge $e$. Once all scores are computed, we sort the edges in descending order according to their score $s(e)$ and pass the obtained order as input to the basic algorithm (See Algorithm 3). The average time complexity of Algorithm 3 is $O((|E| + |V|b^2)\log(|E| + |V|b^2))$.

$$s(e) = \sum_{(u,v) \in E} \sigma_t(u,v|e) \quad \forall (u,v) \in E$$  \hspace{1cm} (7)

4.3 Sub-optimal order based on Simulated Annealing

In the previous two subsections, we have proposed two greedy edge orderings to improve compression performance. However, the drawback of these two solutions is that they are more time-consuming than Algorithm 1 with a random edge ordering, as we will reveal in the next section with the experimental evaluation. Moreover, the computation time
Data: \( G = (V, E) \) a simple Graph,
\( t \) an integer,
\( p \) a monotonically increasing function \( p : \mathbb{N} \to [0, 1] \)

Result: \( G_c = (V_c, E_c) \) a compressed graph

\[ //\text{ Computing the greedy edge order } E_{go}; \]
\[ 1 \text{ for } e \in E \text{ do} \]
\[ 2 \quad \text{compute the score } s(e) \text{ using } \text{Equation}\ 7; \]
\[ 3 \text{ end} \]
\[ 4 \quad E_{go} \leftarrow \text{sort the edges of } G \text{ in descending order according to their score } s(e); \]
\[ 5 \quad G_c \leftarrow \text{Basic Algorithm } (G,t,p,E_{go}); \]

Algorithm 3: Greedy Algorithm based on edge connectivity (EC)

cannot be controlled by the user since the computation of both orderings, i.e., the LP ordering and the greedy ordering based on edge connectivity, cannot be suspended, and we need to go to the end of the calculation. To overcome this problem, we propose a third algorithm based on Simulated Annealing (SA) \([42]\). The advantage of this solution is that the computation time can be controlled by the user by adjusting the number of SA iterations. SA is an optimization scheme that allows efficient search space exploration by accepting, with a given probability, worst solutions to avoid a premature convergence \([42]\). SA for \((p, t)\)-compression is illustrated in Algorithm 4. The initial state of the algorithm is a random order of edges. Then, in each iteration, the algorithm makes a slight modification to edge order by performing two permutations of two elements in the vector representing the order and recomputes the cost of the new solution. If the new order is better, the algorithm keeps the order. Otherwise, the algorithm keeps it with a probability which increases over the iterations (see line 19 of Algorithm 4).

5 Experimental Analysis

In this section, we present an experimental analysis of our compression. First, we evaluate the approximation algorithms provided to compute the compression. Then, we provide an analysis of the sensitivity of the compression to parameters \( p \) and \( t \). Finally, we evaluate its effectiveness on several tasks such as graph properties estimation, node embedding and whole graph embedding. All the experiments are carried out on an Intel core i7 processor with 64 Gigabytes of memory.

5.1 Evaluation of approximation algorithms

In this subsection, we present a comparative experimental study of the four proposed approximations of \((p, t)\)-compression. For this, we launched the 4 approximations, i.e., the basic algorithm with random edge ordering (Algorithm 1), the LP approximation (Algorithm 2), the EC approximation (Algorithm 3), and the SA approximation (Algorithm 4), on 3 families of synthetic graphs the properties of which are given in Table 1.

We use the following compression parameters \( t = 2 \), \( p(1) = 0.0 \) and \( p(2) = 0.5 \). For a reliable and accurate comparison, we carried out around thirty tests on each family of graphs for each algorithm. The results of the comparison are depicted in Table 2. Note that the user configuration of the SA is \( T_0 = 10, N = 1000 \) and \( \alpha = 0.99 \). We notice that the two greedy algorithms LP and EC, and the SA algorithm outperform the basic algorithm with a random ordering of edges in terms of compression performance. The results clearly show that the greedy (EC) and the SA algorithms are the best algorithms. The greedy (EC) algorithm seems really interesting and offers the best trade-off between compression performance and runtime. However, all the approximations are still much slower than the basic algorithm with a random order of edges. Therefore, we recommend using the basic algorithm for large graphs.

5.2 Impact of the compression parameters

In this series of experiments, we study the effect of parameters \( p \) and \( t \) on compression performance. To this end, we evaluate our compression using two metrics: the compression runtime measured in seconds and the compression ratio that represents the ratio of the number of deleted edges over the total number of edges (see Equation 8).

\[
\text{compression ratio} = \frac{|E| - |E'|}{|E|}
\]

Note that higher is the compression ratio better is the storage space gain ensured by the compression. For these experiments and all the following ones we use real graph datasets. Table 3 gives the main characteristics of these datasets.
Data: $G = (V, E)$ a simple Graph,
    $t$ an integer,
    $p$ a monotonically increasing function $p : \mathbb{N} \rightarrow [0, 1]$,
    $N$ an integer (Number of iterations),
    $T_0$ a double (Initial temperature),
    $\alpha$ a double (decreasing factor)

Result: $G_c = (V_c, E_c)$ a compressed graph

1. $S \leftarrow$ Random order of $E$;
2. $T \leftarrow T_0$;
3. $G_t(V_t, E_t) \leftarrow$ Basic Algorithm($G, t, p, S$);
4. $C_{best} \leftarrow |E_t|$;
5. $C_S \leftarrow |E_t|$;
6. for $i = 1$ to $N$ do
    7. $S_2 \leftarrow$ Perturbing $S$ by swapping the order of two random edges;
    8. $G_t(V_t, E_t) \leftarrow$ Basic Algorithm($G, t, p, S_2$);
    9. if $|E_t| < C_{best}$ then
        10. $E_{best} \leftarrow S$;
        11. $C_{best} \leftarrow |E_t|$;
    end
    12. if $|E_t| < COST_S$ then
        13. $S \leftarrow S_2$;
        14. $C_S \leftarrow |E_t|$;
    end
    else
        15. $r \leftarrow$ random number between 0 and 1;
        16. if $\exp\left(\frac{C_S - |E_t|}{T}\right) > r$ then
            17. $S \leftarrow S_2$;
            18. $COST_S \leftarrow |E_t|$;
        end
    end
    20. $T \leftarrow \alpha \ast T$;
end
26. $G_c \leftarrow$ Basic Algorithm($G, t, p, E_{best}$);

**Algorithm 4:** $(p, t)$ Compression based on simulated annealing

| Name       | Number of Graphs | $|V|$ | $|E|$ |
|------------|------------------|------|------|
| SYNTHETIC 1 | 30               | 20   | 60   |
| SYNTHETIC 2 | 30               | 50   | 350  |
| SYNTHETIC 3 | 30               | 100  | 14K  |

Table 1 gives the compression ratio obtained by our compression on the CA-AstroPh dataset, while varying the neighborhood preservation proportion $p$. As expected, the compression ratio decreases as the preserved proportion of neighborhood increases and vice-versa. Most of the values of the compression ratio obtained with the various combinations of parameters are satisfactory. In addition, we remark that the compression ratio range is wide (from 7% to 75%) which confirms the possibility of controlling effectively the trade-off information loss/compression ratio using parameters $p$ and $t$. Furthermore, we set $p(t) = 1$ in all experiments, which means that the whole initial neighborhood of each node can be retrieved in a neighborhood of radius $r = t$ at maximum. This ensures that reachability queries are fully preserved for all vertices. The choice of the best combination of parameters depends essentially on the nature of the graph to be compressed and the user needs. Particularly, for this example, the combinations $(0.5, 1)$ and $(0.7, 1)$ seem really interesting.

The curves depicted in Figure show the runtime and the compression ratio as a function of the value of $t$ where $p(0 < x < t) = 0$ and $p(t) = 1$. Note that this combination of parameters gives a particular type of subgraphs called $t$-spanners [36]. We notice that the compression ratio grows slowly and starts to level off from $t = 5$. However, the execution time increases exponentially and rapidly. This is due to the complexity of the compression, which is of the
Table 2: Evaluation of the approximation algorithms

| Dataset     | Basic | Greedy (LP) | Greedy (EC) | SA   |
|-------------|-------|-------------|-------------|------|
|             | Avg $|E_c|$ | time | Avg $|E_c|$ | time | Avg $|E_c|$ | time | Avg $|E_c|$ | time |
| SYNTHETIC 1 | 28    | 0.001       | 25.24       | 0.02  | 23.55 | 0.01  | 21.56 | 0.5 |
| SYNTHETIC 2 | 121.63| 0.008       | 113.26      | 2.5   | 105.66| 0.02  | 105.9 | 5.2 |
| SYNTHETIC 3 | 367.03| 0.05        | 354.36      | 212   | 323.23| 0.09  | 340.4 | 40  |

Table 3: Characteristics of the real datasets used in our experiments

| Name                  | number of graphs | $V$  | $E$   |
|-----------------------|------------------|------|-------|
| BLOG-CATALOG          | 1                | 10.31K | 333.98K |
| CA-ASTROPH            | 1                | 18.77K | 198.11K |
| CA-HEPTH              | 1                | 9.8K   | 25.9K  |
| COLLAB                | 5000             | 372.5K | 49.1K  |
| ENZYMES               | 600              | 19.5K  | 74.6K  |
| FLICKR                | 1                | 80.51K | 5.89M  |
| PROTEINS              | 1113             | 43.5K  | 162.1K |

order $O(|E|b^t)$ in the average case. Although spanners give good compression ratios on this dataset ranging from 58% up to 85%, they do not allow good control of the trade-off between information loss and compression ratio. Indeed, for this dataset, spanners give a control margin of $(85% - 58% = 27%)$ for a maximal stretch factor $t = 6$, which represents a significant loss of neighborhood information. However, with $(p, t)$-compression we get a larger control margin of $(75% - 8% = 67%)$ with a maximal stretch factor $t = 3$. This confirms once again the efficiency and usefulness of our compression and its parameter $p$ when compared to spanners.

Figure 3: Compression performance of t-spanners on the Ca-AstroPh dataset

5.3 Applications of $(p, t)$-compression

Several graph algorithms are based on the availability of neighborhood information of nodes. Our first motivation is to be able to use these kinds of algorithms directly on the compressed graphs. So, the purpose of these experiments is to show the effectiveness of our compression in terms of speeding-up for such graph algorithms, while handling large graphs and providing good approximations of the original results. For this, and for all the following experiments, we use the datasets presented in Table 3 and compute two new metrics in addition to the compression ratio namely:

- **Speed-up factor:** the ratio between the algorithm run-time on the original graph and its run-time on the compressed graph. the higher the speed-up factor, the faster the graph algorithm on the compressed graph.

- **Performance loss:** the difference between the performance metric value on the original graph and the performance metric value on the compressed graph. For example, for a classification task the performance loss is the difference between the accuracy on the original graph and the accuracy on the compressed graph. The smaller the performance loss, the better the approximation of the graph properties on the compressed graph.
We note that the two curves have almost the same pace. This shows that our compression preserves the distribution of 10 hours on COLLAB’s original graphs, while it takes less than one hour on the compressed dataset. Regarding The most suitable application for our compression is the approximation of the shortest paths between all nodes, since Then, we applied the BFS (Breadth First Search) algorithm to compute all shortest paths between all nodes. Table 5 summarizes the obtained compression ratio and the shortest path speed-up obtained on three datasets: CA-ASTROPH, CA-HEPTH and BLOG-CATALOG. We notice that our compression saves a considerable amount of storage space (compression ratio > 31%) while approximating faster (speed-up ranges from 1.06 to 1.49) the shortest path lengths for the 3 chosen datasets. Indeed, reducing the number of edges of the graphs reduces the run-time of the shortest paths computed by the BFS algorithm, which is of complexity $O(|V|(|E| + |V|))$. This speed-up is more noticeable for denser graphs.

### Table 4: Compression ratio of the Ca-AstroPh dataset with different combinations of parameters $p$ and $t$

| $t$ | $p(1)$ | $p(2)$ | $p(3)$ | Compression ratio |
|-----|--------|--------|--------|-------------------|
| 0.2 | 1.0    | -      | -      | 58.13%            |
| 0.5 | 1.0    | -      | -      | 45.82%            |
| 0.7 | 1.0    | -      | -      | 26.39%            |
| 0.9 | 1.0    | -      | -      | 7.43%             |
| 0.0 | 0.2    | 1.0    | -      | 76.00%            |
| 0.2 | 0.5    | 1.0    | -      | 71.50%            |
| 0.5 | 0.7    | 1.0    | -      | 46.73%            |
| 0.7 | 0.9    | 1.0    | -      | 26.43%            |

### Table 5: Speeding-up all shortest paths computation

| Dataset       | Space gain | Speed-up |
|---------------|------------|----------|
| CA-ASTROPH    | 45.82%     | 1.496    |
| BLOG-CATALOG  | 46.52%     | 1.323    |
| CA-HEPTH      | 31.08%     | 1.065    |

5.3.1 Shortest paths approximation

The most suitable application for our compression is the approximation of the shortest paths between all nodes, since every $(p, t)$-compression where $p(t) = 1.0$ preserves all the connectivity properties between the nodes of the graph, by stretching all the connecting paths by a factor equal to $t$ in the worst case. In this experimental phase, we compressed three unweighted undirected graphs with the following combination of parameters $t = 2, p(1) = 0.5,$ and $p(2) = 1.0.$ Then, we applied the BFS (Breadth First Search) algorithm to compute all shortest paths between all nodes. Table 5 summarizes the obtained compression ratio and the shortest path speed-up obtained on three datasets: CA-ASTROPH, CA-HEPTH and BLOG-CATALOG. We notice that our compression saves a considerable amount of storage space (compression ratio > 31%) while approximating faster (speed-up ranges from 1.06 to 1.49) the shortest path lengths for the 3 chosen datasets. Indeed, reducing the number of edges of the graphs reduces the run-time of the shortest paths computed by the BFS algorithm, which is of complexity $O(|V|(|E| + |V|))$. This speed-up is more noticeable for denser graphs.

5.3.2 Whole graph embedding speed-up

Many whole graph embedding methods are based on the local neighborhood information of the nodes. These methods learn graph representations by exploring the node neighborhood and extracting some features such as walks, shortest paths, and local substructures. Since our compression preserves the local neighborhood within radius $t$, it is thus worth running these algorithms on compressed graphs to see if our compression speeds up these algorithms and to evaluate the performance loss. For this, we compressed three different datasets COLLAB, ENZYMES, and PROTEINS where $t = 3, p(x < t) = 0.0$ and $p(t) = 1.0$ and we run three graph embedding algorithms on the compressed graphs: shortest path delta kernel [43], graphlet kernel [44] and Graph2vec [45]. We evaluated the performance of these algorithms on both the original and the compressed graphs in graph classification tasks as follows: we train an SVM classifier with 90% of the graphs chosen randomly and then compute classification accuracy on the test set composed of the remaining 10% graphs. For Graph2vec, we used the best configuration of parameters given in the original paper [45].

Table 6 shows the performance of the graph kernels on the compressed graphs. We notice that the three kernels run faster on compressed graphs in all experiments. This Kernel computation speed-up is more noticeable on denser datasets, especially for the graphlet kernels. Indeed, we notice that the 4-Graphlet kernel exceeded the time limit (10 hours) on COLLAB’s original graphs, while it takes less than one hour on the compressed dataset. Regarding performance loss, we notice a small loss in values for the shortest path kernels ranging from 0.0 to 4.6%. However, the loss is more noticeable for the graphlet kernel but it remains acceptable (< 11.0% in all experiments). This is
Figure 4: Distribution of shortest path lengths of the original and compressed graphs.

Table 6: Graph kernel performance on the compressed graphs

| Dataset  | Kernel     | cr  | Speed-up | Original accuracy | Accuracy  | pl |
|----------|------------|-----|----------|-------------------|-----------|----|
| COLLAB   | SP delta   | 4.52| 2.54     | 65.78%            | 64.78%    | 1.00% |
|          | 3-Graphlet | 79% | (out of time) | 64.62%  | 53.80%   | 10.82% |
|          | 4-Graphlet | > 10|          | (out of time)    | 53.68%    | -   |
| PROTEINS | SP delta   | 1.123| 1.004    | 71.91%            | 72.18%    | 0.00% |
|          | 3-Graphlet | 40% |          | 71.60%            | 71.18%    | 0.42% |
|          | 4-Graphlet | 2.02|          | 71.58%            | 71.35%    | 0.23% |
| ENZYMES  | SP delta   | 1.06|          | 29.31%            | 24.71%    | 4.60% |
|          | 3-Graphlet | 39% |          | 24.58%            | 19.58%    | 5.00% |
|          | 4-Graphlet | 1.87|          | 30.03%            | 19.70%    | 10.33% |

due to the fact that our \((p, t)\)-compression does not preserve all graphlets, for example only 6 graphlets are preserved among the 11 graphlets of size=4. Despite this, kernel computation speed-up is very satisfactory.

Table 7: Graph2vec performance on compressed datasets

| Dataset  | Compression ratio | Speed-up | Performance Loss |
|----------|-------------------|----------|-----------------|
| COLLAB   | 79%               | 2.54     | 0.00%           |
| PROTEINS | 40%               | 1.004    | 2.93%           |
| ENZYMES  | 39%               | 1.27     | 5.99%           |

Table 7 shows the performance of Graph2vec on the compressed datasets. Globally, the algorithm runs faster on the compressed graphs, and the speed-up factor is bigger on denser datasets. Performance loss is acceptable on the ENZYMES dataset (< 6%) and very satisfactory on the first two datasets (< 3.0%). This is due to the fact that Graph2vec considers graphs as sets of Weisfeiler-Lehman relabeled subgraphs [46] that encompass higher order neighborhoods of graph nodes. These subgraphs are highly preserved by our compression. Figure 5 depicts the distribution of the classification accuracy obtained using Graph2vec on the 3 datasets (compressed and original) by running 10 experiments on each dataset and for each type of graph (compressed or original). We notice that the performances on compressed graphs and original graphs are nearly equivalent. The performance on original graphs is
slightly better for the ENZYMES and PROTEINS datasets. Moreover, the loss of performance due to the compression is not great.

![Boxplot showing Graph2vec performance](image)

Figure 5: Graph2vec performance boxplot

### 5.3.3 Node embedding speed-up

In this series of experiments, we use two main algorithms, i.e., Node2vec [47] and DeepWalk [48], to learn node representations for both compressed and original graphs. We use BLOG-CATALOG and FLICKR datasets. The compressed graphs are obtained using \((p, t)\)-compression where \(t = 2\), \(p(1) = 0.5\) and \(p(2) = 1.0\). The compression ratios are \(\geq 45\%\) for the two datasets. Node2vec and DeepWalk are run using the best parameter combinations given in the original papers. To evaluate their performance on both compressed and original graphs, we run multiple multilabel classification tasks on the obtained representations. To this end, a sample \(P_{tr} = \{0.1, \ldots, 0.9\}\) of the labeled nodes is used as training data. The rest of the nodes are used for testing. This process is repeated 10 times, and we use Macro-F1 and Micro-F1 as performance metrics.

Table 8 shows the performance of Node2vec and Deepwalk on the compressed graphs where \(P_{tr} = 0.5\). We notice that Deepwalk runs at the same speed on both the original and compressed graphs. This is because the time complexity of Deepwalk depends only on the number of nodes in the graph, which remains the same after our compression. However, Node2vec runs much faster on the compressed graphs than on the original graphs. This is justified by the fact that Node2vec’s time complexity depends on the square of the branching factor \(b\) of the graph [49], which is implicitly related to the number of edges in the graph. The Micro-F1 and Macro-F1 scores obtained on the compressed graphs are nearly equivalent to the original scores. The performance loss rates are low \((\leq 4\%)\) for both methods, and insignificant on the FLICKR dataset \((\leq 1.2\%)\).

For more fine-grained results, we also compared the performance of the two algorithms on compressed and original graphs while varying the size of the training sample \(P_{tr}\) from 0.1 to 0.9. We summarize the results graphically for the Micro-F1 and Macro-F1 scores for both methods, i.e., Node2vec and Deepwalk, in Figures 6 and 7 respectively. Here we make the same observations: the performances of the two algorithms on compressed graphs are almost similar to their performances on the original graphs for all training rates. With the BLOG-CATALOG dataset, the performance drops by 4\% on compressed graphs in the worst case. However the performance curves on original and compressed graphs are almost identical in the FLICKR dataset.
Table 8: Performance of node embedding algorithms on compressed datasets

| Dataset  | Method      | Space gain | Speed-up | Loss (Micro F1) | Loss (Macro F1) |
|----------|-------------|------------|----------|-----------------|-----------------|
| BlogCatalog | DeepWalk    | 46.52%     | 0.99     | 3.6%            | 3.4%            |
|           | Node2vec    | 2.87       | 3.4%     | 2.5%            |                 |
| Flickr    | DeepWalk    | 45.59%     | 0.99     | 0.9%            | 1.2%            |
|           | Node2vec    | 5.32       | 0.3%     | 0.0%            |                 |

Figure 6: Performance of Node2vec on compressed graphs

Figure 7: Performance of DeepWalk on compressed graphs
6 Conclusion and future work

In this paper, we presented a graph summarization approach designed to control the amount of neighborhood information preserved in the computed summary. This approach relies on two parameters: a function $p$ that gives the proportion of each node's original neighbors to be preserved in its $i$-hops neighborhood in the compressed graph, and a threshold $t$ for which $p$ reaches its maximal value.

We presented algorithms to compute this compression with the minimum cost, and showed their effectiveness in compressing input graphs through experimental evaluation on multiple real life as well as synthetic graph datasets.

We also showed that the summaries computed by the proposed approach can be used without any decompression as input to multiple graph applications, such as node embedding, graph classification, and shortest path approximations. The results show interesting trade-offs between algorithm runtime speed-up and precision loss.

As for future work, we consider a more thorough analysis of $(p, t)$-compression impact on walks based graph learning algorithms such as Node2vec and DeepWalk. In fact, we observed some situations where learning accuracy increased when the graph was compressed. This was a quite unexpected observation. While we guess that walks are biased in the right direction by removing edges, characterizing such edges remains an open question. Another important open question is to find an efficient method to order graph edges. This would allow us to significantly improve the time complexity of the approach. In addition, we aim to design an incremental version of our compression to deal with dynamic graphs or graph streams.

We note also that our approach can be used on both directed and undirected graph. However, our compression do not consider the labels of the edges. To compress edge-labelled graphs, a new model need to be defined so as to take into account these labels for example when defining the edge ordering.
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