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Abstract—Inverter-based microgrids are an important technology for sustainable electrical power systems and typically use droop-controlled grid-forming inverters to interface distributed energy resources to the network and control the voltage and frequency. Ensuring stability of such microgrids is a key issue, which requires the use of appropriate models for analysis and control system design. Full-order detailed models can be more difficult to analyze and increase computational complexity, hence a number of reduced-order models have been proposed in the literature which present various trade-offs between accuracy and complexity. However, these simplifications present the risk of failing to adequately capture important dynamics of the microgrid. Therefore, there is a need for a comprehensive review and assessment of their relative quality, which is something that has not been systematically carried out thus far in the literature and we aim to address in this paper. In particular, we review various inverter-based microgrid reduced-order models and investigate the accuracy of their predictions for stability via a comparison with a corresponding detailed average model. Our study shows that the simplifications reduced order models rely upon can affect their accuracy in various regimes of the line R/X ratios, and that inappropriate model choices can result in substantially inaccurate stability results. Finally, we present recommendations on the use of reduced order models for the stability analysis of microgrids.

Index Terms—Microgrids, droop control, reduced-order model, small-signal stability.

I. INTRODUCTION

Increasing environmental concerns, advancement in renewable energy technologies and the continuous rise in the global energy demand bring about the exploration of renewable energy sources. Most of these sources are small-scale distributed energy generation (DG) units and will form microgrids, which are the interconnection of DG units, loads, and energy storage systems into a controllable system. Microgrids can be operated in grid-connected or autonomous mode, and autonomous microgrids are an especially effective solution for remote areas where the main power grid is not accessible [1]–[3].

Most renewable energy sources cannot be effectively utilised without power conditioners [4]–[8], and power converters are becoming increasingly common as interfaces that provide the power conditioning capability. They now appear in higher power ratings and are therefore an integral part of microgrid dynamics.

There are new challenges associated with microgrids. With the increasing proportion of DG units, especially in the autonomous mode of operation, there is a need for individual inverters to achieve power sharing. Power sharing is the ability of microgrid inverters to optimally allocate their power outputs to meet the load demand in the network, while achieving a desired steady-state (characterised by the steady-state frequency and voltage). It is desirable to achieve this via the local measurements (voltages and currents) provided to the inverters’ local controllers. The droop control policy offers this feature and is widely used [9]–[18]. Local measurements are used to adjust the inverters’ frequency and voltage setpoints based on the corresponding demand of active and reactive power respectively. The droop gains are chosen to specify the active and reactive power sharing ratio among inverters, however this choice strongly affects the dynamics and stability of microgrids [10]–[12], [19]–[21]. The nonlinearity of this control scheme increases the complexity of the closed loop microgrid dynamics, and severe stability issues have been noted in previous studies [22]–[24]. There is hence a need for stability issues to be accurately assessed via appropriate mathematical models.

Accurate mathematical representation of inverters is fundamental for the modelling and stability assessment of inverter-based microgrids. Inverters are usually controlled via pulse-width modulation (PWM) schemes [25]–[28]. The discontinuity of trajectories in this scheme increases the complexity of inverter dynamics and a common approach to address this is the use of the averaging theory, which allows inverters to be represented as continuous time systems [10], [29]–[32]. Such models are used either for frequency domain analysis [31], [33]–[37], or analysis in the time domain [10], [22], [38]. The latter allows for both small-signal and large signal models to be formulated, and provides additional insight into dynamic interactions [10].

Models used to describe the behaviour of inverter-based microgrids consist of the inverter and power lines dynamics, and typically employ the averaging theory-based inverter models due to their versatility and easy application. A detailed average model which consists of all the internal states of an inverter as well as the network dynamics was developed in [10]. It has been extensively used for stability assessment of microgrids of different sizes and configurations, and is known to give reliable stability results.

In order to facilitate analytical results at the network level various reduced-order models have been used in the literature. These generally assume that inverters are controllable...
voltage sources (i.e. the internal controllers of inverters are fast and track their reference signals). The line dynamics are either considered in full or approximated to various degrees. Such simplified reduced models can be broadly classified into three models: the 5th-order model, the conventional 3rd-order model, and a high-fidelity 3rd-order model. The 5th-order model takes into account the dynamical behaviour of the lines and represents the inverter as a first-order voltage source \([11, 13, 19]\). The conventional 3rd-order model uses a traditional power system assumption of a distinct timescale separation which allows the line dynamics to be neglected and the lines modeled statically \([39–43]\). In addition, lossless lines are assumed and the inverter is modelled as a first-order voltage source \([9, 17, 20, 21, 44–46]\). The Kuramoto model in \([47]\) additionally assumes a fixed voltage magnitude. However, due to the low inertia of inverters, a timescale separation approach is less valid for inverter-based microgrids. Fast dynamics (e.g. the fast timescale associated with the power lines) can significantly influence the dynamics of slower modes \([11, 19, 48]\). The high-fidelity 3rd-order model \([11, 49]\) sought to address this issue. It incorporates a first-order Taylor series approximation of the line dynamics, and again considers the inverter as a first-order voltage source.

The simplicity of reduced order models can be of value analytically and computationally. Nevertheless, they raise the risk of failing to capture important aspects of the dynamics of microgrids \([50]\). The sensitivity of microgrid stability to small-signal models are pre-sented in section \(\text{V}\) and we evaluate the correctness of stability regions of the reduced-order models in section \(\text{VI}\). Section \(\text{VII}\) discusses the implications of our study, and conclusions of the paper are provided in section \(\text{VIII}\).

II. Notation and Definitions

Let \(\mathbb{R}_{\geq 0} := \{x \in \mathbb{R}|x \geq 0\}\) and \(\mathbb{R}_{> 0} := \{x \in \mathbb{R}|x > 0\}\) and \(S \in [0,2\pi]\). Given \(n, p \in \mathbb{N}^+\), \(\mathbf{I}_n\) denotes the column vector of ones with length \(n\), \(\mathbf{e} = [1 \; 0]^T\), \(\mathbf{I}_n\) as the \(n \times n\) identity matrix, \(0_{n \times p}\) the \(n \times p\) matrix of all zeros, \(J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}\), and \(\text{diag}(a_i), i = 1 \ldots n\) an \(n \times n\) diagonal matrix with diagonal entries \(a_i\).

Definition 1 (Symmetric AC three-phase signals): \(x_{abc} : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^3\) denotes a symmetric three-phase AC signal of the form \(x_{abc}(t) = \text{col}(\hat{X}(t)\sin(\theta(t)), \dot{X}(t)\sin(\theta(t) - \frac{2\pi}{3}), \dot{X}(t)\sin(\theta(t) + \frac{2\pi}{3}))\) where \(\theta(t) \in \mathbb{R}\) is the angle that satisfies
\[
\dot{\theta}(t) = \omega(t)
\]
and \(\dot{X}(t), \omega(t)\) are respectively the amplitude and frequency which are in general time varying variables that take values in \(\mathbb{R}_{> 0}\). Note also that \(\mathbf{1}_3 \cdot x_{abc} = 0\).

The time argument \(t\) will often be omitted in the presentation for convenience in the notation.

Definition 2: The Park transformation matrix for a given \(\theta\) is given by
\[
T(\theta) = \sqrt{\frac{2}{3}} \begin{bmatrix} \sin(\theta) & \sin(\theta - \frac{2\pi}{3}) & \sin(\theta + \frac{2\pi}{3}) \\ \cos(\theta) & \cos(\theta - \frac{2\pi}{3}) & \cos(\theta + \frac{2\pi}{3}) \end{bmatrix}
\]

Definition 3 (Local Direct-Quadrature Coordinates): The representation of a signal \(x_{abc}\) (Definition 1) in its Local Direct-Quadrature-Zero coordinates (denoted by \(x_{dq0}\)) is given by
\[
x_{dq0}(t) = T(\theta(t))x_{abc}(t).
\]
where \(T(\theta(t))\) is as in (2) with \(\theta(t)\) the angle of signal \(x_{abc}(t)\) as in Definition 1. Note that \(x_{abc}\) can be obtained from a given \(x_{dq0}\) using (4).

Definition 4 (Synchronous Direct-Quadrature Coordinates): The representation of a signal \(x_{abc}\) (Definition 1) in its Synchronous Direct-Quadrature-Zero coordinates (denoted by \(x_{DQ0}\)) is given by
\[
x_{DQ0}(t) = T(\theta_0)x_{abc}(t).
\]
where \(T(\theta_0)\) is as in (2) and the angle \(\theta_0\) satisfies
\[
\dot{\theta}_0 = \omega_0
\]
where \(\omega_0 \in \mathbb{R}_{> 0}\) is a constant synchronous frequency, and the signal \(x_{abc}(t)\) is as in Definition 1. Note also that \(x_{abc}\) can be obtained from a given \(x_{DQ0}\) using the relation
\[
x_{abc}(t) = T^{-1}(\theta_0)x_{DQ0}(t)
\]
Remark 1: Since $x_{abc}$ is symmetric by Definition 1, the third component of $x_{dq0}$ and $x_{DQ0}$ is zero. Hence $x_{dq}, x_{DQ}$ refer to the first two entries of $x_{dq0}$ and $x_{DQ0}$ respectively.

Remark 2 (dq to DQ transformation): As a consequence of Definition 3 and 4, the relation between the quantities in the local dq and synchronous DQ frames is given by

$$x_{DQ}(t) = \mathcal{T}(\delta(t))x_{dq}(t),$$
$$\mathcal{T}(\delta(t)) = \begin{bmatrix} \cos(\delta(t)) & -\sin(\delta(t)) \\ \sin(\delta(t)) & \cos(\delta(t)) \end{bmatrix},$$

where $\delta(t)$ is the angle between the two rotating frames of reference used in Definitions 3, 4 respectively. Also $\mathcal{T}(\delta(t))$ is a rotation matrix that satisfies the properties:

$$\mathcal{T}^{-1}(\delta) = \mathcal{T}^{\top}(\delta), \quad \frac{\partial \mathcal{T}(\delta)}{\partial \delta} = -J\mathcal{T}(\delta), \quad J\mathcal{T}(\delta) = \mathcal{T}(\delta)J.$$

III. OVERVIEW

The aim of this study is to provide a rigorous review and a comparison of the stability properties of various reduced order models for interconnections of inverters with a grid forming role, i.e. inverters that aim to form an autonomous microgrid where they control its frequency and voltage. Our study focuses on average models and as a benchmark for evaluating the accuracy of the reduced order models we will consider the detailed average model developed in [10] which has been extensively verified in the literature. The reduced order models we will consider are outlined below:

- **5th-order model**: this takes into account the dynamical behaviour of the lines and represents the inverter as a first-order voltage source [11], [12], [19].
- **Conventional 3rd-order model**: this uses a traditional power system assumption of a timescale separation between line and bus dynamics. This allows the line dynamics to be neglected and the lines to be modelled statically [39]–[43]. In addition, the inverter is modelled as a first-order voltage source [11], [44].
- **High-fidelity 3rd-order model**: this again considers the inverter as a first-order voltage source, and improves on the conventional 3rd-order model by modelling the lines with a first-order Taylor approximation [11], [49] of their dynamics.

Fig. 1 summarises the connection between the detailed average model and the reduced-order models, and the assumptions the latter rely upon. A full description of these models will be provided in section IV.

A. System description

For the comparison analysis we consider the smallest unit and basic building block of larger microgrids, which is a typical two-inverter setup depicted by Fig. 2. Our justification for using this setup is based on the fact that reduced-order models that do not correctly predict stability for this basic configuration would also not be expected to perform better in the stability assessment of larger microgrids. In this test system (Fig. 3) each inverter is equipped with active power based frequency droop control, and reactive power based voltage droop control (a widely used control policy as in e.g. [9], [10], [12], [17]–[21], [44], [49], [51]–[54]). The inverters are connected to buses $i, k$ respectively via a balanced resistive-inductive line defined by the line parameters $R_{ik}, L_{ik} \in \mathbb{R}_{>0}$. Two local resistive-inductive (RL) loads $R_{li}, L_{li} \in \mathbb{R}_{>0}$ and $R_{lk}, L_{lk} \in \mathbb{R}_{>0}$ are connected to buses $i, k$ respectively. Fig. 3 shows that the output of an inverter is fitted with an LC filter with parameters $R_f, L_f, C_f \in \mathbb{R}_{>0}$. This attenuates the harmonics that are introduced into the output voltage by the pulse-width modulation scheme. The voltage across the capacitor $v_{oc}$ (respectively $v_{ok}$) determines the voltage of bus $i$ (respectively $k$).

The analysis in the rest of the paper is as follows. In section IV we provide a detailed description of the various models and derive those from first principles.

In section VI we evaluate the accuracy with which the reduced order models predict stability and instability. In particular, we find the range of values of the frequency and voltage droop gains for which each model is stable. These are then compared to those of the detailed average model, for different line $R/X$ ratios. Dynamic simulations of more advanced switching models are also presented for further validation. Our findings demonstrate significant discrepancies in the stability predictions of the reduced-order models and detailed average model, and further discussion on this is included in section VII.
IV. AUTONOMOUS MICROGRID DYNAMIC MODELS

In this section we describe in detail the models outlined in the previous section. In particular, in order to provide intuition on their relative merits, these are rigorously derived from first principles stating throughout the approximations made for the simpler models to be deduced.

A. Detailed Average Model

The detailed average model we consider in our study consists of all the internal states of an inverter, and the interconnection dynamics\(^{[10]}\). The inverter model uses the following standard assumptions: the DC-side (Fig. 3) is equipped with sufficient energy reserves; and a sufficiently high switching frequency allows to neglect the switching process. These allow the inverter dynamics to be described by a continuous average model which for convenience is formulated in the local dq reference frame (Definition\(^{[3]}\)). In particular, the LC filter (Fig. 3) equations for inverter \(i\) (respectively \(k\)) are obtained by applying \(T(\theta_i)\) with \(\theta_i = \omega_i\) to the fundamental inductor and capacitor equations (e.g.,\(^{[10], [55]}\)) to give:

\[
\begin{align*}
L_{fi}i_{dqfi} &= \omega_lL_{fi}i_{dqfi} - R_{fi}i_{dqfi} + v_{dqfi} - v_{odqfi} \quad (9) \\
C_{fi}v_{odqfi} &= \omega_lC_{fi}v_{odqfi} + i_{dqfi} - i_{odqfi} \quad (10)
\end{align*}
\]

where signals \(i_{dqfi} = [i_{di}, i_{qi}]^\top\), \(i_{odqfi} = [i_{odi}, i_{oqi}]^\top\), \(v_{dqfi} = [v_{di}, v_{qi}]^\top\), \(v_{odqfi} = [v_{odi}, v_{oqi}]^\top\) take values in \(\mathbb{R}^2\) and are the inverter \(dq\) currents and voltages of the form described by\(^{[3]}\): \(\omega_l\) is the inverter local frequency and takes value in \(\mathbb{R}_{\geq 0}\). The inverter \(dq\) current and voltage points are specified via the frequency and voltage droop controllers, which for inverter \(i\) (respectively \(k\)) are given by\(^{[10], [44]}\):

\[
\begin{align*}
\tau \dot{\omega}_i &= -\omega_i + \omega_n - k_{pi}P_i \quad (11a) \\
\tau \dot{V}_i &= -V_i + V_n - k_{qi}Q_i \quad (11b)
\end{align*}
\]

where \(V_i\) is the inverter voltage amplitude and takes value in \(\mathbb{R}_{\geq 0}\); \(\tau, \omega_n, V_n, k_{pi}, k_{qi} \in \mathbb{R}_{\geq 0}\) are respectively the filtering time constant, nominal frequency, nominal voltage, and cycle voltage droop gains; \(P_i\) and \(Q_i\) are the respective measured active and reactive power. The inverter output voltage \(v_{odqfi}\) is regulated to the voltage value set by (11b) via the control input \(v_{dqfi}\). This is obtained from the (other) voltage and (inner) current controllers which are respectively described for inverter \(i\) (respectively \(k\)) as follows\(^{[10], [26], [55], [56]}\):

\[
\begin{align*}
\dot{\phi}_{dqfi} &= eV_{fi} - v_{dqfi} \\
\dot{\gamma}_{dqfi} &= \gamma_{ref} - \gamma_{dqfi} \\
\dot{i}_{ref}^{ref} &= K_{PVfi}(eV_{fi} - v_{dqfi}) + K_{IVfi}\phi_{dqfi} \\
v_{dqfi} &= K_{PCfi}(i_{ref}^{ref} - i_{dqfi}) + K_{ICfi}\gamma_{dqfi} + \omega_lL_{fi}i_{dqfi}
\end{align*}
\]

where \(\phi_{dqfi} = [\phi_{di}, \phi_{qi}]^\top\), \(\gamma_{dqfi} = [\gamma_{odi}, \gamma_{oqi}]^\top\) are the states of the voltage and current controllers respectively and take values in \(\mathbb{R}^2\); \(K_{PVfi}, K_{IVfi} \in \mathbb{R}_{\geq 0}\) are the proportional and integral gains of the voltage controller respectively; \(K_{PCfi}, K_{ICfi} \in \mathbb{R}_{\geq 0}\) are the proportional and integral gain of the current controller respectively; \(i_{ref}^{ref} = [i_{ref}^{ref}_d, i_{ref}^{ref}_q]^\top\) is the reference current that the current controller tracks and takes values in \(\mathbb{R}^2\).

To facilitate the interconnection of the inverters, it is convenient to transform the port variables to the \(DQ\) frame. The \(DQ\) frame rotates with the synchronous frequency \(\omega_0\) to which the inverter frequencies \(\omega_l\) converge at steady state. Recalling Definition\(^{[3]}\) the RL line (Fig. 2) dynamics are derived by applying \(T(\theta_0)\) to the fundamental inductor equation (e.g.,\(^{[10]}\)):

\[
L_{ik}\dot{i}_{DQ,ik} = -R_{ik}I_{DQ,ik} + \omega_0L_{ik}J_iI_{DQ,ik} + T(\delta_i)v_{odqik} - T(\delta_k)v_{odqik} \quad (13)
\]

where \(I_{DQ,ik} = [I_{D,ik}, I_{Q,ik}]^\top\) is the line current and takes values in \(\mathbb{R}^2\), and

\[
\dot{\delta}_i = \omega_i - \omega_0. \quad (14)
\]

where \(\delta_i \in \mathbb{S}\) is the angle between the two reference frames. The load connected to bus \(i\) (respectively \(k\)) is considered as an RL load and described on the synchronous reference frame\(^{[10]}\):

\[
L_{li}\dot{I}_{DQ,li} = -(R_{li}I_{2} + \omega_0J_{li})I_{DQ,li} + T(\delta_i)v_{odqik} \quad (15)
\]

where \(I_{DQ,li} = [I_{D,li}, I_{Q,li}]^\top\) is the load current and takes values in \(\mathbb{R}^2\); \(R_{li}, L_{li} \in \mathbb{R}_{>0}\) are the load resistance and inductance respectively.

In order to obtain \(P_i\) and \(Q_i\) in (11), the active and reactive power drawn by the load and that transferred over the line are required. The power drawn by the load at bus \(i\) (respectively \(k\)) is given by

\[
P_{li} = I_{DQ,li}^\top T(\delta_i)v_{odqik} \quad (16)
\]

\[
Q_{li} = I_{DQ,li}^\top JT(\delta_i)v_{odqik}
\]

where \(P_{li}, Q_{li}\) are the active and reactive power respectively. The active and reactive power flows over the line from bus \(i\) to bus \(k\) are given as

\[
P_{ik} = I_{DQ,ik}^\top T(\delta_i)v_{odqik} \quad (17)
\]

\[
Q_{ik} = I_{DQ,ik}^\top JT(\delta_i)v_{odqik}
\]

The power injected by inverter \(i\) is then computed as:

\[
P_i = P_{li} + P_{ik} = (I_{DQ,ik} + I_{DQ,li})^\top T(\delta_i)v_{odqik}
\]

\[
Q_i = Q_{li} + Q_{ik} = (I_{DQ,ik} + I_{DQ,li})^\top JT(\delta_i)v_{odqik}
\]

and can also be written as

\[
P_i = i_{odqik}^\top v_{odqik} = (I_{DQ,ik} + I_{DQ,li})^\top JT(\delta_i)v_{odqik}
\]

Recall that \(JT(\delta_i) = T(\delta_i)J\) (Remark\(^{[3]}\)), thus it clearly follows from (18) that

\[
i_{odqik} = T^{-1}(\delta_i)(I_{DQ,ik} + I_{DQ,li}). \quad (19)
\]

Hence the detailed average model is described by\(^{[9], [19]}\), which is used together with the load equation\(^{[15]}\), and injected power\(^{[18]}\).

B. Electromagnetic 5th-Order Model

In the detailed average model presented in IV-A the voltage across the capacitor (Fig. 3) tracks a reference via the control
action of the outer and inner controllers. The electromagnetic (EM) 5th-order model is formulated by making the assumption that the outer and inner controllers are tuned to be much faster than the droop controllers such that a fast tracking response is obtained. By this reasonable assumption (similarly applied in [12], [19], [51]), dynamics (9)–(10), (12) are neglected, and the inverter is considered as a voltage source which produces at its output (Fig. 2) a symmetric three-phase AC voltage $v_{oi} : \mathbb{R}_{>0} \rightarrow \mathbb{R}^3$ of the form

$$v_{oi} = V_i \begin{bmatrix} \sin(\theta_i) \\ \sin(\theta_i - \frac{2\pi}{3}) \\ \sin(\theta_i + \frac{2\pi}{3}) \end{bmatrix}$$

where $\theta_i$ is the angle defined as $\dot{\theta}_i = \omega_i$, and $V_i$, $\omega_i$ are respectively the voltage amplitude and frequency and take values in $\mathbb{R}_{>0}$. Due to this symmetry, $I_0^3 v_{oi} = 0$. Thus, according to (4), (20) becomes

$$v_{o_dq_i} = T(\theta_i)v_{oi} = eV_i.$$  

For interconnection with the network, it is convenient to map the inverter output voltage to the synchronous rotating reference frame (Remark 2) as follows:

$$T(\delta_i)v_{o_dq_i} = T(\delta_i)eV_i = \begin{bmatrix} \cos(\delta_i) \\ \sin(\delta_i) \end{bmatrix} V_i$$

Applying the model simplifications described above, the electromagnetic (EM) 5th-order model with three states relating to the $i^{th}$ (respectively $k^{th}$) inverter (i.e. $\delta_i, \omega_i, V_i$) and two states for the lines ($DQ$ components of current $I_{DQ,ik}$) [11], [19] is:

$$\dot{\delta}_i = \omega_i - \omega_0$$

$$\tau \dot{\omega}_i = -\omega_i + \omega_n - k_p P_i$$

$$\tau V_i = -V_i + V_n - k_q Q_i$$

$$L_{ik}\dot{I}_{D,ik} = -R_{ik} I_{D,ik} + \omega_0 L_{ik} I_{Q,ik} + V_i \cos \delta_i - V_k \cos \delta_k$$

$$L_{ik}\dot{I}_{Q,ik} = -R_{ik} I_{Q,ik} - \omega_0 L_{ik} I_{D,ik} + V_i \sin \delta_i - V_k \sin \delta_k$$

Considering (22) the load model [15] is rewritten as

$$L_{ik} I_{DQ,ik} = (-R_{ik} I_{D,ik} + \omega_0 L_{ik} I_{Q,ik}) + T(\delta_i)eV_i.$$  

The injected power $P_i$, $Q_i$ in (23b)–(23c) are computed as $P_i = P_{ti} + P_{ik}$ and $Q_i = Q_{ti} + Q_{ik}$. Considering (22) we rewrite (16) to obtain the active and reactive power drawn by the load at bus $i$ (respectively $k$) as follows:

$$P_{ti} = I_{DQ,ti}^T T(\delta_i)eV_i$$

$$Q_{ti} = I_{DQ,ti}^T J T(\delta_i)eV_i.$$  

Note that various reduced-order models can differ based on the approximations asserted on the line dynamics which also affects how the power exchange $P_{ik}, Q_{ik}$ are computed. For the EM 5th-order model which considers the lines dynamics (23d)–(23c), and the corresponding power flows over the line from bus $i$ to bus $k$ is given by:

$$P_{ik} = I_{DQ,ik}^T T(\delta_i)eV_i$$

$$Q_{ik} = I_{DQ,ik}^T J T(\delta_i)eV_i.$$  

The injected power $P_i, Q_i$ are

$$P_i = P_{ti} + P_{ik} = (I_{DQ,ik} + I_{DQ,ti})^T T(\delta_i)eV_i$$

$$Q_i = Q_{ti} + Q_{ik} = (I_{DQ,ik} + I_{DQ,ti})^T J T(\delta_i)eV_i.$$  

The 5th-order model of an inverter is therefore given by (23), which is used together with (24), (27).

C. Conventional 3rd-Order Model

The conventional 3rd-order model uses the same assumptions on the inverter dynamics as the 5th order model (section IV-B), and hence the inverter dynamics are described by (23a)–(23c). The main difference between the 3rd-order and the 5th-order model comes from the approximations asserted on the line dynamics, which also affects how the power exchange $P_{ik}, Q_{ik}$ are calculated. The conventional 3rd-order model uses a traditional power system assumption of a distinct timescale separation which allows the line dynamics to be neglected and the lines modelled statically. In particular, the conventional 3rd-order model uses the traditional quasi-stationary approximation (also referred to as zero-order approximation model) [39]–[44]. This involves evaluating (23d)–(23e) at equilibrium and corresponds to setting the derivative terms $I_{D,ik}, I_{Q,ik}$ to zero as follows:

$$0 = -R_{ik} I_{D,ik} + \omega_0 L_{ik} I_{Q,ik} + V_i \cos \delta_i - V_k \cos \delta_k$$

$$0 = -R_{ik} I_{Q,ik} - \omega_0 L_{ik} I_{D,ik} + V_i \sin \delta_i - V_k \sin \delta_k.$$  

For simplicity in the analysis (28) is expressed as a phasor. To do this rewrite (28) by multiplying (28b) with the complex number $j$ as follows:

$$0 = -R_{ik} I_{D,ik} + \omega_0 L_{ik} I_{Q,ik} + V_i \cos \delta_i - V_k \cos \delta_k$$

$$0 = -j R_{ik} I_{Q,ik} - j \omega_0 L_{ik} I_{D,ik} + j V_i \sin \delta_i - j V_k \sin \delta_k.$$  

The summation of (28a) and (28b) gives:

$$I^0_{ik} = (R_{ik} + j \omega_0 L_{ik})^{-1}(V_i e^{j \delta_i} - V_k e^{j \delta_k})$$

and this simplifies to:

$$P^0_{ik} = G_{ik} V_i^2 - G_{ik} V_i V_k \cos(\delta_i - \delta_k) + B_{ik} V_i V_k \sin(\delta_i - \delta_k)$$

$$Q^0_{ik} = B_{ik} V_i^2 - B_{ik} V_i V_k \cos(\delta_i - \delta_k) - G_{ik} V_i V_k \sin(\delta_i - \delta_k)$$

where

$$G_{ik} = \frac{R_{ik}}{R_{ik}^2 + X_{ik}^2}, \quad B_{ik} = \frac{X_{ik}^2}{R_{ik}^2 + X_{ik}^2}, \quad X_{ik} = \omega_0 L_{ik},$$

$G_{ik}, B_{ik}, X_{ik} \in \mathbb{R}_{>0}$ are the conductance, susceptance and reactance respectively.
The injected power $P_i, Q_i$ are computed as

$$
P_i = P_{ti} + P_{ik}^0 \quad Q_i = Q_{ti} + Q_{ik}^0
$$

where $P_{ti}, Q_{ti}$ are given by (25), and $P_{ik}^0, Q_{ik}^0$ obtained from (31).

Hence the conventional 3rd-order model is described by (23a)–(23c), (31), which is used together with (24)–(25), (32).

D. High-Fidelity 3rd-Order Model

The high-fidelity 3rd-order model was proposed in [11] to improve the conventional 3rd-order model. The authors in [11] raised the concern that the inherent low inertia of inverters may not allow for straightforward assumption of neglecting the line dynamics. The fast dynamics of lines can influence the slow ones despite their short timescale. This is in contrast to conventional power systems where a distinct timescale separation exists.

Below we describe the high-fidelity 3rd-order model following its derivation in [11]; in the description we relax the assumption that an inverter is connected to a fixed voltage bus. The high-fidelity 3rd-order model uses the same assumptions on the inverter dynamics as the 5th order model (section IV-B), and hence inverter dynamics are described by (23a)–(23c). The distinction between the high-fidelity 3rd-order model and the other two reduced-order models comes from the approximations asserted on the line dynamics, which also affects how the power exchange $P_{ik}, Q_{ik}$ are computed. Instead of setting the derivative terms $\dot{I}_{D,ik}, \dot{Q}_{Q,ik}$ in (25d) and (25e) to zero, we take Laplace transforms which leads to the following:

$$
sL_{ik}I_{D,ik} = -R_{ik}I_{D,ik} + \omega_0 L_{ik} I_{Q,ik} + V_i \cos \delta_i - V_k \cos \delta_k
$$

$$
sL_{ik}I_{Q,ik} = -R_{ik}I_{Q,ik} - \omega_0 L_{ik} I_{D,ik} + V_i \sin \delta_i - V_k \sin \delta_k
$$

For convenience in the analysis we rewrite (33) by multiplying (33b) with the complex number $j$ to obtain

$$
sL_{ik}I_{D,ik} = -R_{ik}I_{D,ik} + \omega_0 L_{ik} I_{Q,ik} + V_i \cos \delta_i - V_k \cos \delta_k
$$

$$
j sL_{ik}I_{Q,ik} = -jR_{ik}I_{Q,ik} - j \omega_0 L_{ik} I_{D,ik} + j V_i \sin \delta_i - j V_k \sin \delta_k
$$

The summation of (34a) and (34b) gives

$$
I_{ik}^1 = \frac{V_i e^{j \delta_i} - V_k e^{j \delta_k}}{R_{ik} + j \omega_0 L_{ik} + sL_{ik}} = (R_{ik} + j \omega_0 L_{ik})^{-1} (V_i e^{j \delta_i} - V_k e^{j \delta_k})
$$

and this can be simplified to

$$
I_{ik}^1 = \frac{I_{ik}^0}{1 + \frac{sL_{ik}}{R_{ik} + j \omega_0 L_{ik}}}
$$

1We slightly abuse notation by using the same symbol for a time domain variable and its Laplace transform.

where $I_{ik} = I_{D,ik} + jI_{Q,ik}$ is the current phasor. For the derivation of the equivalent reduced-order model that captures the dynamics of the slow modes, a reasonable assumption is that $|n_{ik}^0 + j\omega_0 L_{ik}|$ is sufficiently small compared to the electromagnetic time $\frac{L_{ik}}{R_{ik}}$ such that (35) is represented by the first-order approximation of the Taylor expansion as follows:

$$
I_{ik}^1 \approx I_{ik}^0 - \frac{L_{ik}}{R_{ik} + j \omega_0 L_{ik}} I_{ik}^0.
$$

Returning to the time domain (36) can be rewritten as

$$
I_{ik}^1 = \frac{I_{ik}^0}{R_{ik} + j \omega_0 L_{ik}} I_{ik}^0.
$$

where $I_{ik}^0$ is as in (30), and the term $I_{ik}^0$ reads

$$
I_{ik}^0 = V_i e^{j \delta_i} + j V_k e^{j \delta_k} - j V_k \delta_k e^{j \delta_k}.
$$

The corresponding first-order approximation of the active and reactive power is obtained from

$$
P_{ik}^1 + jQ_{ik}^1 \approx (I_{ik}^1)^* V_ie^{j \delta_i}
$$

which simplifies to:

$$
P_{ik}^1 \approx \frac{P_i^0 - G'_{ik} V_i V_i + G''_{ik} V_i V_k \cos (\delta_i - \delta_k)}{G''_{ik} V_i V_k \cos (\delta_i - \delta_k) - B'_{ik} V_i^2 \delta_i}
$$

$$
+ \frac{G'_{ik} V_i V_k \sin (\delta_i - \delta_k) - B'_{ik} V_i V_k \sin \delta_i}{G''_{ik} V_i V_k \cos (\delta_i - \delta_k) - B'_{ik} V_i V_k \sin \delta_i}
$$

$$
Q_{ik}^1 \approx \frac{Q_i^0 + G''_{ik} V_i V_k^2 \delta_i + G''_{ik} V_i V_k \sin (\delta_i - \delta_k)}{G''_{ik} V_i V_k \cos (\delta_i - \delta_k) - B'_{ik} V_i V_k \cos (\delta_i - \delta_k)}
$$

$$
+ \frac{G'_{ik} V_i V_k \sin (\delta_i - \delta_k) - B'_{ik} V_i V_k \cos (\delta_i - \delta_k)}{G''_{ik} V_i V_k \cos (\delta_i - \delta_k) - B'_{ik} V_i V_k \cos (\delta_i - \delta_k)}
$$

where

$$
G''_{ik} = (R_{ik}^2 - X_{ik}^2) L_{ik}, \quad B'_{ik} = \frac{2 R_{ik} X_{ik} L_{ik}}{(R_{ik}^2 + X_{ik}^2)^2},
$$

$G''_{ik} \in \mathbb{R}, B'_{ik} \in \mathbb{R}_{>0}$ can be referred to as the subsynchronous conductance and susceptance [11]. Typical values of $G''_{ik}, B'_{ik}$ are small, but could play an important role during the transient response of the voltages and angles. Note that $P_{ik}^0, Q_{ik}^0$ given by (31) in the conventional 3rd-order model can be recovered if $G''_{ik}, B'_{ik}$ are set to zero.

The injected power $P_i, Q_i$ are computed as

$$
P_i = P_{ti} + P_{ik}^1
$$

$$
Q_i = Q_{ti} + Q_{ik}^1
$$

where $P_{ti}, Q_{ti}$ are given by (25), and $P_{ik}^1, Q_{ik}^1$ obtained from (39), (40) respectively.

Hence dynamics (23a)–(23c), (39)–(40) describe the high-fidelity 3rd-order model and are used together with (24)–(25), (41).

V. SMALL-SIGNAL MODELS

The stability analysis in our comparative study in section VII is based on a small signal analysis of the detailed average model and reduced-order models. In order to obtain the small-signal models, we linearized the nonlinear dynamics (section IV) around an equilibrium point $x^\ast \in \{ \delta^\ast, \omega^\ast, V^\ast_i, \delta^\ast_{di}, \gamma^\ast_{di}, V^\ast_{di}, V^\ast_{odi}, I^\ast_{DQ,ik}, I^\ast_{DQ,li}, \}$.
librium points are obtained from simulations of the nonlinear models (section IV) in three different regimes of line $R/X$ ratios for the setup in Fig. 4. The system parameters are given in Table I. The small-signal linearization of the detailed average model and reduced-order models can be found in the Appendix.

VI. MODEL ACCURACY ASSESSMENT

In this section, we assess the quality of the EM 5th-order, conventional 3rd-order, and high-fidelity 3rd-order models via the comparison of their stability properties to those of the detailed average model (section IV-A).

A. Small-Signal Stability Prediction

For the comparison in this section we deduce the range of values of the frequency and voltage droop gains ($k_p$, $k_q$ respectively) for which each of the models is stable. This is carried out by increasing the droop gains until instability occurs. We will refer to the range of values of the droop gains where stability is maintained as the stability region of the model. These regions are deduced for each model for three different values of the line $R/X$ ratios, and are compared to those of the detailed model, as a means of evaluating the accuracy of the reduced order models.

Stability is determined via a small signal analysis and the corresponding eigenloci are also presented. The $R/X$ ratio regimes considered are $R/X \gg 1$, $R/X \approx 1$, and $R/X \ll 1$ respectively, which are regimes encountered in microgrids.

It should be noted that the voltage and current control gains of the inverters in the detailed average model are tuned to obtain the best possible performance. This is to allow a fair comparison of the detailed average model with the reduced-order models. Also note that the tests described in this section were repeated for various inverter/load/line parameters and similar conclusions were obtained. For convenience in the presentation the results are presented for typical equilibrium points with the parameters as described within the paper.

We now present the comparison results. Figs. 4-6-8 show the stability region of each model in the three different $R/X$ regimes. In particular, the region to the left of the each of the curves are the values of the droop gains for which the corresponding model is stable. Note that in the legend of Figs. 4-6-8 detailed model refers to the detailed average model; 5th-order refers to the EM 5th-order model; 3rd-order refers to the conventional 3rd-order model; and Hf 3rd-order refers to the high-fidelity 3rd-order model.

1) Line ratio $R/X \gg 1$: To investigate this regime we considered line parameters $R_{ik} = 641$ mΩ, $L_{ik} = 0.26$ mH, $R/X \approx 7.8$ [57].

a) Stability Region: The stability region of the four models is presented in Fig. 4. It is evident that the 5th-order and high-fidelity 3rd-order models have the same stability region. Their stability region is greater than that of the detailed average model, but much smaller than that of the conventional 3rd-order model. Compared to the detailed average model, all the reduced-order models give erroneous stability results for large frequency and voltage droop gains. The conventional 3rd-order model, in particular, has the biggest discrepancy thus demonstrating that it is inappropriate for stability assessment when $R/X \gg 1$.

b) Eigenloci: Fig. 5 shows the eigenloci of each of the four models (i.e. the eigenvalues of state matrix $A$ in a state space representation). In particular, the eigenloci are plotted as the frequency droop coefficients $k_{pi}$ vary in the interval $[6 \times 10^{-5}, 4.4 \times 10^{-3}]$. The voltage droop coefficients are set to $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$. It is clear that the eigenloci of the 5th-order and high-fidelity 3rd-order models are very close, which confirms their similar stability regions (Fig. 4).
It should also be noted that the location of the poles of the reduced-order models does not change much for large droop gains compared to that of the detailed average model. This causes the reduced models to give erroneous stability regions as was demonstrated in Fig. 4.

![Fig. 6. Comparison of stability regions given by the four small-signal models for the case $R/X \approx 1$. The region to the left of the corresponding curve are the values of the droop gains for which the model is stable.](image)

![Fig. 7. Eigenloci of the four small-signal models for the case $R/X \approx 1$ when $k_{pi} = k_{pk}$ take values in the range $[6 \times 10^{-5}, 5.3 \times 10^{-4}]$ and $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$.](image)

![Fig. 8. Comparison of stability regions predicted by the four small-signal models for the case $R/X \ll 1$. The region to the left of the corresponding curve are the values of the droop gains for which the model is stable.](image)

![Fig. 9. Eigenloci of the four small-signal models for the case $R/X \ll 1$ when $k_{pi} = k_{pk}$ take values in the range $[6 \times 10^{-5}, 7 \times 10^{-3}]$ and $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$.](image)

2) Line ratio $R/X \approx 1$: To investigate this regime we considered line parameters $R_{ik} = 195$ mΩ, $L_{ik} = 0.61$ mH, $R/X \approx 1.0$.

   a) Stability Region: The stability region of each of the four models for the case $R/X \approx 1$ is presented in Fig. 6. The stability region of the high-fidelity 3rd-order is within that of the detailed average model. A similar behaviour is observed with the 5th-order model, but this admits a small error for some values of the frequency droop gain. The conventional 3rd-order model, differs from the detailed model (i.e. gives wrong stability results), for a large range of values of the droop gains. It should also be noted that the 5th-order and high-fidelity 3rd-order models show stability for only relatively a small range of values of the droop gains compared to those of the detailed average model.

   b) Eigenloci: These are shown in Fig. 7 as the frequency droop coefficients $k_{pi} = k_{pk}$ vary in the interval $[6 \times 10^{-5}, 5.3 \times 10^{-4}]$. The voltage droop coefficients are set to $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$. The eigenloci of the 5th-order and the detailed average model shows instability at lower values of the droop gains relative to those of the detailed average model. This also agrees with Fig. 6. There is also no significant change in the location of the poles of the conventional 3rd-order model for large droop gains, which confirms its poor performance in Fig. 6.

   3) Line ratio $R/X \ll 1$: To investigate this regime we considered line parameters $R_{ik} = 0.4$ Ω, $L_{ik} = 7$ mH, $R/X \approx 0.18$.

   a) Stability Region: These are presented in Fig. 8. It is evident that the stability region of the 5th-order model is reasonably within that associated with the detailed average model, while those of the 3rd order models are erroneous for a large range of values of the droop gains. This shows that the 3rd order models are highly unsuitable for stability assessment when $R/X \ll 1$.

   b) Eigenloci: These are shown in Fig. 9 as the frequency droop coefficients $k_{pi} = k_{pk}$ vary in the interval $[6 \times 10^{-5}, 7 \times 10^{-3}]$. The voltage droop coefficients are set to $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$. The eigenloci of the 5th-order and the detailed average model shows instability at lower values of the droop gains relative to those of the 3rd order models.
location of the poles of the conventional 3rd-order model does not change much for large droop gains, and hence incorrectly predicts stability in this regime as also shown in Fig. 8. The pole movement of the high-fidelity 3rd-order model better reflects that of the detailed model, in comparison with the conventional 3rd-order model. There is, however, error in its stability predictions for large droop gains.

B. Nonlinear Model Dynamic Response

In this section we present dynamic responses that demonstrate the stability results shown in Figs. 5, 7, 9 for the respective $R/X$ cases. The model used in the simulations is a more detailed one and includes the on/off actuation of the electronic switches via PWM. Figs. 10, 11, 12 show the responses when the lower value of the frequency droop gain used in Figs. 5, 7, 9 is chosen, which is $k_{pi} = k_{pk} = 6 \times 10^{-3}$. Likewise Figs. 10, 11, 12 show the responses when the upper values of the frequency droop gain used in Figs. 5, 7, 9 are chosen, which are $k_{pi} = k_{pk} = 4.4 \times 10^{-3}, 5.3 \times 10^{-3}, 7 \times 10^{-3}$ respectively.

It is evident in Figs. 10, 11, 12, that the reduced-order models produce stable responses which are similar to those of the detailed average model when the lower values of the frequency droop gains are used. This is expected as small droop gains do not cause instability (at the expense of a slower response). The responses presented in Figs. 10, 11, 12, which demonstrate also unstable behaviour, agree with the stability results in Figs. 5, 7, 9 respectively. This further validates the veracity of the stability regions shown in Figs. 4, 6, 8.

![Fig. 10. Dynamic responses of the four nonlinear models for the case $R/X \gg 1$ when: (a) $k_{pi} = k_{pk} = 6 \times 10^{-5}$, $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$; (b) $k_{pi} = k_{pk} = 4.4 \times 10^{-5}$, $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$.](image)

![Fig. 11. Dynamic responses of the four nonlinear models for the case $R/X \approx 1$ when: (a) $k_{pi} = k_{pk} = 6 \times 10^{-3}$, $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$; (b) $k_{pi} = k_{pk} = 5.3 \times 10^{-4}$, $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$.](image)

![Fig. 12. Dynamic responses of the four nonlinear models for the case $R/X \ll 1$ when: (a) $k_{pi} = k_{pk} = 6 \times 10^{-5}$, $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$; (b) $k_{pi} = k_{pk} = 7 \times 10^{-3}$, $k_{qi} = k_{qk} = 1.5 \times 10^{-4}$.](image)

The small-signal stability analysis showed that the conventional 3rd-order model gives inaccurate stability results in all three regimes of the line $R/X$ ratio, and hence it cannot be recommended for stability analysis. The high-fidelity 3rd-order model performance is acceptable only when $R/X \approx 1$, and appears to be conservative, in the sense that it has a smaller stability region compared to that of the detailed average model. The 5th-order model generally performs better and admits small error in its stability results in all the cases except when $R/X \gg 1$.

The discrepancy observed in the stability results given by the reduced-order models relative to those of the detailed average model shows that neglecting the inverters’ current and voltage controller dynamics affects their stability properties. The additional omission of the line dynamics in the conventional 3rd-order model further explains its overall poor

VII. DISCUSSION

In this section we discuss the findings of the analysis in section VII and describe the relative merits of the models considered.
performance in all the cases, compared to that of the other two reduced-order models. This shows that line dynamics can play a vital role in microgrid stability analysis and should not in general be omitted.

The stability of the detailed average model for a smaller range of the droop gains when \( R/X \gg 1 \) suggests that the inverter’s voltage and current controllers, and their interaction with the line dynamics, play a key role in the stability of very resistive microgrids. This is consistent with the insight that when the \( R/X \) value is large, the line dynamics become fast. Therefore their timescale overlaps that of the inverters’ voltage and current controllers, which causes their strong coupling. Since the reduced models have poor performance when \( R/X \gg 1 \), we recommend that the detailed average model is used in this case.

We also presented in section VI dynamic responses of the models considered and a comparison was also made with the responses of a more detailed switching model. The dynamic responses were consistent with the stability analysis and also validated the accuracy of the detailed average model.

Based on our findings, Table II summarises the accuracy of the three reduced-order models for predicting stability in the three \( R/X \) regimes considered. We categorise this based on a descending scale of “Good”, “Acceptable”, and “Unacceptable”. “Good” means that the stable region of the model is within that of the detailed average model, even though some conservatism may be present; “Acceptable” indicates that the associated stable region is generally within that of the detailed model, but there is a small error for some droop gains; “Unacceptable” implies that erroneous stability results are given for a large range of values of the droop gains (i.e., the corresponding stable region is larger than that of the detailed average model).

| \( R/X \) | EM 5th-order | Hf 3rd-order | 3rd-order |
|----------|--------------|--------------|-----------|
| \( R/X \gg 1 \) | Unacceptable | Unacceptable | Unacceptable |
| \( R/X \approx 1 \) | Acceptable | Good | Unacceptable |
| \( R/X \ll 1 \) | Acceptable | Unacceptable | Unacceptable |

**Recommendations**

It would be expected that the reduced-order models may admit some inaccuracies compared to the detailed average model in their stability properties. However, in order to avoid excessive discrepancies we present some brief recommendations on selecting an appropriate reduced order model, based on the results of our study.

- The high-fidelity 3rd-order and 5th-order models can be used in the case of line \( R/X \) ratio close to unity.
- For inductive microgrids (\( R/X \ll 1 \)) we recommend that only the 5th-order model can be used.
- We caution the use of reduced-order models that aim to simplify the inverter and line dynamics in the case of very resistive microgrids (\( R/X \gg 1 \)). The detailed average model is still though an appropriate model in this regime.

**VIII. Conclusion**

Reduced order dynamic models for microgrids have been extensively used in the literature so as to facilitate system-wide stability assessment and analytical studies. The simplifications inevitably present in the reduced-order models raise the concern over the correctness of their stability properties compared to those of more detailed average models. Their performance also differs in different regimes of the line \( R/X \) ratios as the latter is associated with the timescale of the line dynamics and the extent to which these interfere with the dynamics of the inverters.

We have therefore conducted a comprehensive comparative study of the accuracy of the following commonly used reduced order models: the electromagnetic 5th-order, the conventional 3rd-order, and a high-fidelity 3rd-order model. A comparison has been made of the stability predictions of these models to those of a detailed average model for various regimes of the line \( R/X \) ratios. Our study has demonstrated that the 3rd-order model, where line dynamics are omitted, can provide inaccurate stability results in all three regimes of the line \( R/X \) ratios. The accuracy of the high-fidelity 3rd-order model degrades as the \( R/X \) ratio becomes either very large or small, and the electromagnetic 5th-order becomes inaccurate when the \( R/X \) ratio is very large.

Therefore the 5th-order and the high-fidelity 3rd-order models appear to be appropriate for microgrids with \( R/X \) close to unity, and the former appears to be also quite accurate when the microgrid is inductive. We strongly advise caution when using reduced-order models in highly resistive microgrids.
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where

\[ \ddot{\hat{x}} = \Gamma^{-1} A_{11} A_{12} \hat{x} \]  

(A) Detailed Average Model

In order to present the small-signal linearized model, we introduce the error states: \( \hat{\delta}_1 = \delta_1 - \delta_i^s, \hat{\omega}_i = \omega_i - \omega_i, \)
\( \hat{V}_i = V_i - V_i^s, \hat{\phi}_{dpi} = \phi_{dpi} - \phi_i^s, \hat{\gamma}_{dpi} = \gamma_{dpi} - \gamma_i^s, \)
\( \hat{\upsilon}_{odqi} = \upsilon_{odqi} - \upsilon_i^s, \hat{I}_{DQ,ik} = I_{DQ,ik} - I_{DQ,ik}^s, \)
\( \hat{I}_{DQ,ti} = \bar{I}_{DQ,ti} - I_{DQ,ti}. \)

The entries of the Jacobian matrix for the detailed average model are defined as follows:

\[ R = (k_1, k_2) \]
\[ A_{11} = \begin{bmatrix} 0 & I_2 & 0 & 0 & 0 & 0 \\ -\sigma_{L_v} & -\Delta_p & 0 & 0 & 0 & 0 \\ 0 & 0 & \sigma & 0 & 0 & 0 \\ 0 & 0 & \sigma_{k_p} & K_{IV} & 0 & -1 \end{bmatrix} \]
\[ A_{12} = \begin{bmatrix} 0 & D_{L_v} & 0 & 0 & 0 & 0 \\ -\sigma_{L_v} & -\Delta_p & -D_p & 0 & 0 & 0 \\ 0 & 0 & \sigma & 0 & 0 \end{bmatrix} \]
\[ A_{21} = \begin{bmatrix} N^s & D_{Z_v}^s & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & N^s & 0 & 0 & 0 \\ N^s & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & Z_s^T & -N_s^T & N_s & 0 \\ 0 & N_s^T & 0 & 0 & Z_s & 0 \end{bmatrix} \]
\[ A_{22} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \]

\( \hat{x} \in R^{28}, A \in R^{28 \times 28}. \)

(B) EM 5th-Order Small-Signal Model

The entries of the Jacobian matrix for the EM 5th-order model are defined as follows:

\( M_{i}^\sigma = \text{diag}(\frac{\partial \theta_i^s}{\partial q_i}, \frac{\partial \phi_i^s}{\partial q_i}) \)
\( M_{0}^\sigma = \text{diag}(\frac{\partial \theta_i^s}{\partial q_i}, \frac{\partial \phi_i^s}{\partial q_i}) \)
\( M_{0}^\sigma = \text{diag}(\frac{\partial \theta_i^s}{\partial q_i}, \frac{\partial \phi_i^s}{\partial q_i}) \)
\( M_{2}^\sigma = \text{diag}(\frac{\partial \theta_i^s}{\partial q_i}, \frac{\partial \phi_i^s}{\partial q_i}) \)

The 5th-order small-signal state space model is described by (43):

\[ \hat{x}_5 = \Gamma_5^{-1} A_5 \hat{x}_5 \]  

(C) Conventional 3rd-Order Small-Signal Model

The following are defined to present the Jacobian matrix of the 3rd-order small-signal model:

\( D_{\sigma} = \text{diag}(\frac{\partial \phi_{dpi}^s}{\partial \sigma_{dpi}}, \frac{\partial \phi_{dpi}^s}{\partial \sigma_{dpi}}) \)
\( D_{\phi_{dpi}} = \text{diag}(\frac{\partial \phi_{dpi}^s}{\partial \phi_{dpi}}, \frac{\partial \phi_{dpi}^s}{\partial \phi_{dpi}}) \)
\( D_{\gamma_{dpi}} = \text{diag}(\frac{\partial \gamma_{dpi}^s}{\partial \gamma_{dpi}}, \frac{\partial \gamma_{dpi}^s}{\partial \gamma_{dpi}}) \)

The conventional 3rd-order small-signal state space model is described by (44):

\[ \hat{x}_3 = \Gamma_3^{-1} A_3 \hat{x}_3 \]
where $\tilde{x}_3 = [\tilde{\delta}_i, \tilde{\delta}_k, \tilde{\omega}_i, \tilde{\omega}_k, \tilde{V}_i, \tilde{V}_k, \tilde{I}_{dq,i}^T, \tilde{I}_{dq,k}^T]^T$,

$$A_3 = \begin{bmatrix} 0_{2 \times 2} & I_2 & 0_{2 \times 2} & 0_{2 \times 4} \\ -D_p^\delta & -I_p & -D_q^\delta & -D_q^\delta \\ -D_p^\delta & 0_{2 \times 2} & -(\Lambda_q + D_q^\delta) & -D_p^\delta \\ 0_{4 \times 2} & 0_{4 \times 2} & M_p^\delta & Z_i \end{bmatrix},$$

$\tilde{x}_3 \in \mathbb{R}^{10}, A_3 \in \mathbb{R}^{10 \times 10}$. Other entries in $\Gamma_3, A_3$ are as defined in Appendixes [A] and [B] respectively.

**APPENDIX D**

**HIGH-FIDELITY 3RD-ORDER SMALL-SIGNAL MODEL**

We define the following to present the Jacobian matrix of the high-fidelity 3rd-order small-signal model:

$$D_p^\omega = \begin{bmatrix} \frac{\partial P_i}{\partial \delta} \bigg|^{xs} \\
\frac{\partial P_k}{\partial \delta} \bigg|^{xs} \\
\frac{\partial P_i}{\partial \delta} \bigg|^{xs} \\
\frac{\partial P_k}{\partial \delta} \bigg|^{xs} \end{bmatrix}, D_q^\omega = \begin{bmatrix} \frac{\partial Q_i}{\partial \delta} \bigg|^{xs} \\
\frac{\partial Q_k}{\partial \delta} \bigg|^{xs} \\
\frac{\partial Q_i}{\partial \delta} \bigg|^{xs} \\
\frac{\partial Q_k}{\partial \delta} \bigg|^{xs} \end{bmatrix},$$

$$\tilde{D}_p^v = \begin{bmatrix} \frac{\partial P_i}{\partial \delta} \bigg|^{xs} \\
\frac{\partial P_k}{\partial \delta} \bigg|^{xs} \\
\frac{\partial P_i}{\partial \delta} \bigg|^{xs} \\
\frac{\partial P_k}{\partial \delta} \bigg|^{xs} \end{bmatrix}, \quad \tilde{D}_q^v = \begin{bmatrix} \frac{\partial Q_i}{\partial \delta} \bigg|^{xs} \\
\frac{\partial Q_k}{\partial \delta} \bigg|^{xs} \\
\frac{\partial Q_i}{\partial \delta} \bigg|^{xs} \\
\frac{\partial Q_k}{\partial \delta} \bigg|^{xs} \end{bmatrix},$$

$$\Gamma_{hf} = \begin{bmatrix} I_2 & \tau \lambda_p & \tau \lambda_q + D_q^\delta & 0_{2 \times 4} \\
0_{2 \times 2} & \tau \lambda_p & \tau \lambda_q + D_q^\delta & 0_{2 \times 4} \\
0_{4 \times 2} & 0_{4 \times 2} & \Lambda_p & L_i \end{bmatrix}.$$