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Abstract
Stroke patients under the background of the new crown epidemic need to be home-based care. However, traditional nursing methods cannot take care of the patients’ lives in all aspects. Based on this, based on machine learning algorithms, our work combines regression models and SVM to build a smart wearable device system and builds a system prediction module to predict patient care needs. The node is used to collect human body motion and physiological parameter information and transmit data wirelessly. The software is used to quickly process and analyze the various motion and physiological parameters of the patient and save the analysis and processing structure in the database. By comparing the results of nursing intervention experiments, we can see that the smart wearable device designed in this paper has a certain effect in stroke care.
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1 Introduction
In the context of the new crown epidemic, people need to reduce the chance of going out and stay at home as much as possible to reduce the probability of infection. The best way to care for stroke patients is home care, and stroke patients need to formulate nursing methods with the assistance of intelligent equipment [1, 2].

At present, the most traditional rehabilitation program for stroke and other limb movement disorders is based on physical therapy, supplemented by drug therapy [3], of which physical therapy is mostly achieved by sports rehabilitation. At present, the common exercise treatment methods include mirror therapy, weight loss walking training method, and exercise re-learning method. These methods are basically designed to achieve the recovery treatment effect by designing targeted sports rehabilitation programs according to the patients’ different conditions and individual specific conditions such as age, height, and weight. However, for a well-designed rehabilitation training program, the effectiveness of the actual implementation process requires a rehabilitation monitoring system to monitor.

Traditional rehabilitation monitoring first conducts a comprehensive assessment of the patient’s motor function and then establishes the patient’s motor ability assessment file based on this, so as to establish the follow-up treatment plan. This monitoring method can be divided into two categories, which are based on changes in the patient’s muscle strength and changes in exercise patterns as the measurement standards. These methods mainly rely on the subjective evaluation of medical personnel and are affected by the level of medical personnel and subjective environment. In many cases, it is difficult to obtain accurate physiological data of patients. In the entire implementation of sports rehabilitation training, if the patient’s accurate physiological data cannot be obtained, the patient’s rehabilitation treatment will be greatly affected [4].

In recent years, the electronics industry and modern communication technology have shown a momentum of rapid development. Sensor technology, data information processing technology, and wireless communication technology have been increasingly used in medical equipment. At present, researchers are also beginning to apply these new technologies to the field of rehabilitation training and evaluation and to study a new type of physiological parameter monitoring system for rehabilitation training to solve the problems of the traditional methods mentioned above [5]. For example, WBAN can measure a person’s important physiological
signals and issue a warning before the patient’s heart disease has been affected. Bluetooth and ZigBee are the most widely used wireless communication technologies for WBAN. For WBAN, the low-energy ZigBee technology is a new type of wireless communication with great potential. The use of these technologies provides the possibility for the convenient and fast exchange of sensor information. Moreover, through these technologies, the sensor can send the collected signal to the monitoring device and the monitoring device can also send the signal to the sensor [6].

Based on this, our work will use machine learning algorithm to combine regression model with support vector machine to build an intelligent wearable device system and build a system prediction module to predict patient care needs. Through the comparison of experimental results of nursing intervention, it can be seen that the intelligent wearable device designed in this paper has a certain effect on stroke nursing.

2 Related work

In recent years, the application range of human motion capture technology has gradually expanded from sports training to rehabilitation. Moreover, motion capture methods using different sensing technologies, including optical, acoustic, radar, and magnetic systems have been applied to the analysis of human motion [7]. With the development of inertial sensors such as micro-electromechanical systems, wireless technology, and acceleration sensors, inertial sensors have become smaller and lighter, which has promoted the application of wearable device technology in rehabilitation training, making smart wearable communities and families Rehabilitation training system becomes possible.

At present, more and more rehabilitation wearable devices are designed and used in various aspects such as rehabilitation assessment and treatment and rehabilitation aids [8]. The literature [9] conducted 30 min of gait and balance training on 17 stroke patients in recovery period through plantar pressure wearable devices. After 15 training sessions, compared with 17 patients in the control group who received traditional gait and balance training with the same intensity, time, and frequency, the wearable device group had a significant improvement in balance and gait symmetry. The results show that the use of wearable devices for rehabilitation training has obvious advantages in the rehabilitation of stroke patients compared with traditional rehabilitation training. The literature [10] designed a wearable device to record the use of the affected upper limb in the daily activities of stroke patients and compare the use of the uninfected upper limb with the affected upper limb and give the patient real-time feedback to guide the patient’s daily activities and training. After using the wearable device, 9 stroke patients with hind upper limb dysfunction stated that the device can accurately detect upper limb dysfunction and provide effective guidance. The literature [11] also showed that accelerometer data can provide objective information about upper limb movements in the daily activities of stroke patients. In their research, wearable devices were placed on daily necessities and the wrists of 25 adult stroke patients for rehabilitation. The results show that the patient has good compliance, and by collecting simple data from the accelerometer, the activity ratio of the affected and non-affected upper limbs can be assessed, and clinically relevant information about the movement status of the upper limbs can be collected. The literature [12] indicated that the use of an accelerometer placed on the arm can obtain an accurate estimate of upper limb function. Moreover, the author used a small part of the tasks from the Wolf Functional Ability Scale (FAS) to obtain the FAS total score through data analysis.

Posture control is also an important application area for wearable devices in upper limbs and torso. Wearable devices can help patients realize wrong postures and self-monitor and correct them in time through feedback. With this method, a therapist can train multiple patients at the same time and can even initiate a remote rehabilitation program to guide patients to conduct rehabilitation training in the community and at home. In the early research, the appropriate position of the sensor to measure the trunk posture has been determined to ensure the correct execution of upper limb rehabilitation training [13]. The literature [14] developed a wearable vest that combines upper limb rehabilitation training and games for rehabilitation therapy to help patients perform upper limb functional rehabilitation and monitor the patient’s posture. After 5 generations of research and development, the literature [15] finally developed a smart rehabilitation vest (SRG), including smart fibers and wearable electrical devices, as well as applications running on Android system hardware. The system is used to monitor correct neck posture and upper limb rehabilitation training guidance and feedback, as well as to treat symptoms such as lower back pain and shoulder joint pain, and this system better integrates comfort, esthetics, and accuracy.

3 Logistic regression model

Logistic regression model as an effective data processing method is widely used in medical, biological information processing and other fields. Moreover, it is mainly used for the exploration of risk factors and is suitable for objects whose dependent variables are binomial classifications, such as epidemiological studies and clinical efficacy studies [16]. Logistic regression model is a kind of probability model, which is based on the probability $P$ of the occurrence of an event as the dependent variable and the factors that affect $P$ as the independent variable. Moreover, it analyzes the relationship between the probability of an event and the independent variables, so it is a nonlinear regression model. The Logistic...
regression model is based on the Logistic distribution, and the model parameters are estimated using a classic algorithm, that is, the maximum likelihood estimation method.

1) Logistic function.

The model assumes that there is a continuous dependent variable \( y_i^* \) as the probability of an event, and its range is \((-\infty, +\infty)\). If the variable exceeds a set critical value \( c \) (e.g., \( c = 0 \)), it means that an event has occurred. Then, when the dependent variable observed in practice is represented by \( n \), there are the following results: when \( y_i^* > 0, y_i = 1 \), otherwise, \( y_i = 0 \). \( y_i = 1 \) represents the event occurred, while \( y_i = 0 \) represents the event did not occur. If there is a linear relationship between the dependent variable \( y_i^* \) and the independent variable \( x_i \), that is

\[
y_i^* = \alpha + \beta x_i + \varepsilon_i
\]  

(1)

Then:

\[
P(y_i = 1|x_i) = P(\alpha + \beta x_i + \varepsilon_i > 0)
\]

\[
= P(\varepsilon_i > -(\alpha - \beta x_i))
\]  

(2)

In the formula, the error term \( \varepsilon_i \) has Logistic distribution. When we assume that \( F \) is the cumulative distribution function of \( \varepsilon_i \), since the Logistic distribution is symmetrical, formula (2) is rewritten as:

\[
P(y_i = 1|x_i) = P(\varepsilon_i \leq (\alpha + \beta x_i))
\]

\[
= F(\alpha + \beta x_i)
\]  

(3)

At the same time, the mean of the standard Logistic distribution is equal to 0, and its variance is \( \pi^2/3 \approx 3.29 \). The cumulative distribution function can be changed to [17]:

\[
P(y_i = 1|x_i) = P(\varepsilon_i \leq (\alpha + \beta x_i))
\]

\[
= 1/(1 + e^{-\varepsilon_i})
\]  

(4)

The above formula is the Logistic function, and its distribution is shown in Fig. 1.

It can be seen from the figure that when \( \varepsilon_i \) tends to negative infinity, the logistic function value is close to 0, and when \( \varepsilon_i \) tends to positive infinity, the logistic function value is close to 1.

However, regardless of the value of \( \varepsilon_i \), the range of Logistic function values is. In addition, the Logistic function has another good property, that is, the shape of this function is suitable for studying probability problems.

2) Logistic regression model.

Formula (4) is rewritten as:

\[
P(y_i = 1|x_i) = \frac{1}{1 + e^{-(\alpha + \beta x_i)}}
\]  

(5)

The simplest form of logistic regression is binary logistic regression. If \( P(y_i = 1|x_i) = p_i \) is recorded as the conditional probability of an event, then \( P(y_i = 1|x_i) = 1 - p_i \). At the same time, the definition of Logistic regression model:

\[
p_i = \frac{1}{1 + e^{-(\alpha + \beta x_i)}} = \frac{e^\alpha + e^{\beta x_i}}{1 + e^\alpha + e^{\beta x_i}}
\]  

(6)

where \( p_i \) is the probability of event \( \{y_i = 1 \} \) occurring in the i-th sample \( x_i \) state. \( 0 < p_i < 1 \), and \( \beta = (\beta_1, \cdots, \beta_m) \) is the model parameter. This nonlinear function can be transformed into a linear function [18]:

\[
1 - p_i = \frac{1 - e^\alpha - e^{\beta x_i}}{1 + e^\alpha + e^{\beta x_i}} = \frac{1}{1 + e^{\alpha + \beta x_i}}
\]  

(7)

Therefore, \( \frac{p_i}{1-p_i} = e^{\alpha + \beta x_i} \) is the ratio of the probability of occurrence of the event to the probability of not occurring, which is called the odds of the event. Therefore, it must be positive. When the ratio is taken as the natural logarithm, we can get:

\[
\ln \left( \frac{p_i}{1-p_i} \right) = \alpha + \beta x_i = \alpha + \sum_{k=1}^{m} \beta_k x_{ik}
\]  

(8)

If \( x_i = (x_{i1}, x_{i2}, \cdots, x_{in})^T \) and \( p_i \) are known, and \( i = 1, 2, \cdots, n \), the maximum likelihood method can be used to estimate the parameters \( \alpha \) and \( \beta \), and then they can be brought into the above model for prediction.

In the logistic regression model, the logistic function represents the relationship between the dependent variable function and the event probability. Therefore, such functions are collectively referred to as correlation functions. To define different models, different correlation functions need to be determined.
4 Logistic regression model parameter estimation

If we assume that there is a sample with a capacity of \( n \), the observation value is \( y_1, y_2, \cdots, y_m \), and \( p_i = P(y_i = 1|x_i) \) is the conditional probability that the result obtained under the condition of a given \( x_i \) is \( y_i = 1 \), then the conditional probability of \( y_i = 0 \) is \( p_i = P(y_i = 0|x_i) = 1 - p_i \). Therefore, the probability of an observation is obtained [19]:

\[
P(y_i) = p_i^{y_i}(1-p_i)^{1-y_i}
\]

(9)

Since the observations are independent of each other, the likelihood function is:

\[
L(\theta) = \prod_{i=1}^{n} p_i^{y_i}(1-p_i)^{1-y_i}
\]

(10)

After taking the logarithm of the above formula, we obtain:

\[
\ln[L(\theta)] = \ln \left[ \prod_{i=1}^{n} p_i^{y_i}(1-p_i)^{1-y_i} \right]
= \sum_{i=1}^{n} [y_i \ln(p_i) + (1-p_i)\ln(1-p_i)]
= y_i \ln \left( \frac{p_i}{1-p_i} \right) + (1-p_i)
= \sum_{i=1}^{n} \left[ y_i \left( \alpha + \sum_{j=1}^{m} x_{ij}\beta_j \right) - \ln \left( 1 + e^{\alpha + \sum_{j=1}^{m} x_{ij}\beta_j} \right) \right]
\]

In order to estimate the overall parameters \( \alpha \) and \( \beta \) that maximize \( \ln[L(\theta)] \), take the partial derivatives, and then make them zero:

\[
\frac{\partial L}{\partial \alpha} = \sum_{i=1}^{n} \left[ y_i - \frac{\exp \left( \alpha + \sum_{j=1}^{m} x_{ij}\beta_j \right)}{1 + \exp \left( \alpha + \sum_{j=1}^{m} x_{ij}\beta_j \right)} \right] = 0
\]

(12)

\[
\frac{\partial L}{\partial \beta_j} = \sum_{i=1}^{n} \left[ y_i - \frac{\exp \left( \alpha + \sum_{j=1}^{m} x_{ij}\beta_j \right)}{1 + \exp \left( \alpha + \sum_{j=1}^{m} x_{ij}\beta_j \right)} x_{ij} \right] = 0
\]

(13)

Although multiple linear regression and logistic regression have similarities, they are completely different. First, the dependent variable of the logistic regression distribution is binary, not a continuous variable, and its error distribution is a binomial distribution. Secondly, the parameter estimation of Logistic regression no longer uses the least square method but uses the maximum likelihood estimation method.

5 SVM algorithm overview

Support vector machine is based on the VC dimension theory of statistical learning theory and the principle of minimum structural risk. It seeks the best compromise between model complexity and learning ability based on limited sample information to obtain the best promotion ability. As shown in Fig. 2, the solid dots and the hollow dots represent the samples of the two categories, respectively, and \( H \) is the classification hyperplane. The optimal classification surface not only ensures that the two types of samples are accurately separated but also requires the maximum classification interval. The former is to ensure the minimum empirical risk value, while the latter is to minimize the confidence range of the generalization circle, which ultimately leads to the minimum true risk [20].

The algorithm assumes that there is a linearly separable sample set containing \( n \) samples \((x_i, y_i)\), where \( i = 1, 2, \cdots, n, x \in \mathbb{R}^d \), \( y \in \{-1, 1\} \) is the class label number. In the high-dimensional space, the classification hyperplane \( H \) is defined as follows:

\[
g(x) = w \cdot x - b = 0
\]

(14)

Then, the algorithm prepares for normalization so that all samples satisfy \(|g(x)| \geq 1\). Therefore, when all samples are accurately separated, it should satisfy:

\[
y_i(w \cdot x_i - b) - 1 \geq 0
\]

(15)

The separation distance between \( H_1 \) and \( H_2 \) is \( \frac{2}{|w|} \). In fact, to ensure the maximum classification interval is actually to minimize the result of formula (16).

\[
\phi(w) = \frac{1}{2} ||w||^2 = \frac{1}{2} w^T w = \frac{1}{2} (w \cdot w)
\]

(16)

The sample points passing through the hyperplanes \( H_1 \) and \( H_2 \) are the extremum sample points obtained by formula (16), and they jointly support the optimal classification surface, so they are called support vectors.

![Fig. 2 Definition of the optimal classification surface](image-url)
The statistical learning theory points out that in N-dimensional space, if the sample is distributed in a hypersphere with a radius of R, then the set of indicator functions formed by the regular hyperplane satisfying the condition \(|w| \leq A\) is \(f(x, w, b) = \text{sgn}\{\langle w, x \rangle + b\}\). Then there is referred to as [21]:
\[
h \leq \min\left(\left\lfloor R^2 A^2 \right\rfloor, N\right) + 1
\] (17)

Therefore, to minimize \(|w|\) is to minimize the upper bound of the VC dimension, so as to realize the selection of the function complexity in the principle of structural risk minimization (SRM).

Using the Lagrange optimization method, the above optimal classification surface problem can be transformed into a dual problem, that is, the maximum value of formula (20) can be solved for \(\alpha_i\) in the constraint (18) and (19):
\[
\sum_{i=1}^{n} y_i \alpha_i = 0 \tag{18}
\]
\[
\alpha_i \geq 0, i = 1, \cdots, n \tag{19}
\]
\[
Q(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j \langle x_i, x_j \rangle \tag{20}
\]

\(\alpha_i\) is the Lagrange multiplier corresponding to each sample. This is a problem of optimizing quadratic functions under inequality constraints, so there is a unique solution. It is easy to prove that there will be a part of the solution where \(\alpha_i\) is not equal to 0, and the corresponding sample is a support vector. Therefore, the optimal classification function is the following [22, 23]:
\[
f(x) = \text{sgn}\{\langle w, x \rangle + b \} = \text{sgn}\left\{\sum_{i=1}^{n} \alpha_i y_i \langle x_i, x \rangle + b^*\right\} \tag{21}
\]

Among them, \(b^*\) is the classification threshold.

At the same time, due to the possibility that some samples cannot be correctly classified by the hyperplane, a slack variable is introduced:
\[
\xi_i \geq 0, i = 1, \cdots, n \tag{22}
\]

Obviously, when a classification error occurs, \(\xi_i\) should be greater than zero, and \(\sum_{i=1}^{n} \xi_i\) is an upper bound on the number of classification errors. Therefore, an error penalty factor is introduced, and its constraint is referred to as [24, 25]:
\[
y_i \langle w, x_i \rangle - b \geq 1 - \xi_i, i = 1, \cdots, n \tag{23}
\]

Its minimization function is:
\[
\phi(w, b) = \frac{1}{2} \langle w, w \rangle + C \sum_{i=1}^{n} \xi_i \tag{24}
\]

In formula (24), C is a normal number. If the value of C is larger, the penalty will be heavier. The generalized optimal classification is almost exactly the same as in the case of linear separability when facing even problems, except that the condition (19) is changed to
\[
0 \leq \alpha_i \leq C, i = 1, \cdots, n \tag{25}
\]

For nonlinear problems, it can be transformed into a linear problem in a high-dimensional space through nonlinear transformation, and the optimal classification surface is found in the transformed space. This kind of transformation may be more complicated, so this kind of thinking is not easy to realize under normal circumstances. However, we noticed that in the above dual problem, both the optimization function (20) and the classification function (21) only involve the inner product operation \((x_i, x_j)\) between the training samples. In this way, in high-dimensional space, only the inner product operation is actually needed, and this inner product operation can be realized with the function in the original space, and we do not even need to know the form of the transformation. According to the related theory of functionals, as long as a kernel function \(K(x_i, x_j)\) satisfies the Mercer condition, it corresponds to the inner product in a certain transformation space [26, 27].

Therefore, using an appropriate inner product function \(K(x_i, x_j)\) in the optimal classification surface can achieve linear classification after a certain nonlinear transformation. At this time, the objective function (20) becomes:
\[
Q(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j K(x_i, x_j) \tag{26}
\]

Moreover, the corresponding classification function becomes
\[
f(x) = \text{sgn}\left\{\sum_{i=1}^{n} \alpha_i y_i K(x_i, x) + b^*\right\} \tag{27}
\]

In a nutshell, the support vector machine first uses the inner product function to define the nonlinear transformation, then transforms its input space into a high-dimensional space, and finally finds the optimal classification surface in this high-dimensional space. In form, the SVM classification function is similar to the neural network, and the output is a linear combination of intermediate nodes, as shown in Fig. 3.

The above describes the case of SVM processing linearity separable. For the nonlinear situation, the SVM processing method is to select a kernel function \(K(x_i, x_j)\) and solve the problem of linear inseparability in the original space by mapping the data to a high-dimensional space. In SVM, different inner product kernel functions will form different algorithms. At present, the commonly used kernel functions mainly include polynomial kernel function, radial basis kernel function (RBF), and Sigmoid kernel function.
1) Polynomial kernel function

Its expression is

\[ K(x, x_i) = [(x \cdot x_i) + 1]^q \]  \hspace{1cm} (28)

The result is a q-order polynomial classifier.

2) Gaussian radial basis function (RBF)

\[ K(x, x_i) = \exp\left(-\frac{|x - x_i|^2}{\sigma^2}\right) \] \hspace{1cm} (29)

In the formula, \( \sigma \) is the kernel function, which defines the nonlinear mapping from the original space to the high-dimensional feature space. Moreover, each basis function center corresponds to a support vector, and their output weights are automatically determined by the algorithm \([1, 28]\).

3) Sigmoid kernel function

\[ K(x, x_i) = \tanh(v(x \cdot x_i) + c) \] \hspace{1cm} (30)

The sigmoid kernel function has certain limitations, that is, \( v \) and \( c \) in the function only satisfy the Mercer condition for certain values \([2, 29]\).

Among them, the RBF kernel function is a universally applicable kernel function. It can be applied to samples of arbitrary distribution through the selection of parameters and is currently the most widely used kernel function.

The support vector machine is a linear classifier. When processing samples that are nonlinear and separable, it is transformed into classification in a high-dimensional space, which is a nonlinear classification relative to the original space. In this way, the support vector machine solves the nonlinear classification problem.

The steps of the support vector machine algorithm:

1) The algorithm obtains the training sample set:

\[ (x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n), \]

\( x_i \in \mathbb{R}^n, y_i \in \mathbb{R}, i = 1, 2, \ldots, n \) \hspace{1cm} (31)

The algorithm determines the feature space and selects the appropriate kernel function.

2) The algorithm selects the best parameters \( C \) and \( \xi \).

3) The algorithm converts the original quadratic programming problem into a convex optimization problem to solve it.

4) The algorithm substitutes the Lagrange multiplier \( \alpha_i \) and the threshold \( b^* \) into the function determines the optimal hyperplane and obtains the SVM model.

5) The algorithm predicts the test sample set through the obtained model and outputs the result.

Support vector machines have the following characteristics:

1) The theoretical basis of SVM method is nonlinear mapping, and SVM uses inner product kernel function to replace nonlinear mapping to high-dimensional space.

2) The goal of SVM is to obtain the optimal hyperplane for feature space division, and maximizing the classification margin is the core of SVM.

3) The training result of SVM is the support vector, and it is the support vector that has a decisive role in the SVM classification decision process.

4) SVM is a small sample learning method.

5) The final decision function of SVM is determined by a small number of support vectors, and the computational complexity is determined by the number of support vectors, which undoubtedly does not avoid the dimensionality disaster.

6) SVM can capture key samples and eliminate a large number of redundant samples, and the method is simple and has good robustness \([5, 30]\).

6 Establishment and realization of forecasting model

SVM is a popular machine learning algorithm and has been widely used in classification. In a nutshell, SVM optimizes the “edge” of positive and negative examples. When the probability of stroke recurrence occurs within a predefined time, this paper proposes the problem of stroke recurrence prediction to fit the framework of SVM. In addition, the SVM algorithm can be used to directly optimize the area under the ROC curve.
Therefore, this paper proposes a model based on SVM to predict the recurrence of stroke. The main steps are shown in Fig. 4.

1. The model is entered into the data set and the data is preprocessed.
2. The model adopts conservative mean method to select influencing factors.
3. The model uses SVM method to perform classification prediction and estimate prediction performance.

(1) Data set

Some values will be lost, and there are a large number of influencing factors in the data set, which will bring certain challenges to the validity of the data set. For example, about 15% of the data in the data set is missing because some records are “do not know” or “refused to answer.”

(2) Missing data filling

Due to the loss of individual information and errors in data collection during the investigation, omissions of clinical data often occur. Moreover, the lack of data often leads to an inaccurate predictive model. Data padding can be used to make up for lost data. This paper uses the following methods to fill in the missing data:

1. Mean value method: This method replaces all missing values with the mean value of all observed data in the entire sample.
2. Median method: This method takes the median value of the observed data and then assigns the median value to all missing values.
3. Use linear regression to fill: The method first selects several independent variables that predict missing values and then establishes a regression equation to estimate the missing values, that is, replaces the missing values with the conditional expected value of the missing data.
4. Normalized expected maximum method (EM)

This paper uses the following indicators to evaluate the filling algorithm:

1. The accuracy of filling:
   a. Root-mean-square deviation (RMSD)
   b. Mean absolute deviation (MAD)
   c. Bias (between the average of the estimated value and the average of the true value, Bias)
2. The overall performance of stroke prediction (measured by the area under the ROC curve)

The home rehabilitation wearable smart terminal node system designed in this paper is based on the background of home rehabilitation of stroke patients. As shown in Fig. 5, this terminal system uses wireless body area network technology,
sensor technology, and computer analysis technology. Wearable smart terminals are mainly composed of physiological parameter collection nodes installed or worn on the patient. The nodes are used to collect human body motion and physiological parameter information and transmit data wirelessly. Moreover, the software is used to quickly process and analyze the various sports and physiological parameters of the patient and save the analysis and processing structure in the database. According to the function, it is divided into three modules, data acquisition module, wireless transmission module, and data processing module.

For motion posture data, the system classifies the multiple node data received by the serial port to perform posture calculation and estimates the optimal output of the system through the Kalman filter algorithm. Figure 6 shows the posture angle information of the node obtained through nine-axis data fusion. Moreover, the system uses a multi-node fusion algorithm to unify the data in the same human coordinate system. In the posture simulation restoration part, the system uses the GUI that comes with Matlab to design the human-computer interaction interface and uses the robotic arm model in robotics toolbox to simulate the dynamic movement of the limbs.

The intelligent rehabilitation terminal node is the foundation of the entire wearable system. The rehabilitation terminal node includes four parts: sensor module, control module, power supply module, and wireless transmission module, which mainly realize the collection of human movement and

| Calibration parameters | Magnetometer | Accelerometer |
|------------------------|--------------|--------------|
| x-axis offset          | 49.59        | −26.56       |
| y-axis offset          | −10.61       | −224.02      |
| z-axis offset          | 13.94        | 53.33        |
| x-axis strength        | 66.96        | 16,492.09    |
| y-axis direction strength | 71.41   | 16,102.63    |
| z-axis intensity       | 63.73        | 17,331.20    |
physiological data. In addition, the accuracy and stability of the system data and the rate and power consumption of the transmission process are subject to the performance, fixed position, and number of each rehabilitation node in practical applications. Through the wireless Mesh network based on IEEE802.15.4 protocol-based ZigBee technology, which is independently constructed between nodes, the motion and physiological data are transmitted to the wireless sensor network gateway node. Figure 7 is a block diagram of the overall hardware design of the node system.

Since the pulse signal is a weak ultra-low frequency signal, the frequency is generally distributed in 0.2 Hz–80 Hz, and noise interference is easy to be mixed in the acquisition process, it is necessary to filter and amplify the collected weak pulse signal, and use a processing circuit to amplify the signal and filter excess noise interference. In order to prevent the influence of waveform distortion caused by too high a single magnification, the amplifying part of this module adopts a secondary amplifying circuit. At the same time, based on the characteristics of the pulse signal, a 0.2 Hz–80 Hz band-pass filter is designed to suppress noise and filter interference. Of course, the pulse signal is bound to be interfered by the 50 Hz power frequency, so it needs to be processed separately. Figure 8 shows the block diagram of the module.

The ten-face calibration method is used to collect the sample data during the calibration of the acceleration sensor and the geomagnetic sensor. The data graph obtained by the ten-face calibration method can be approximately regarded as a three-dimensional graph obtained by the two-plane calibration method perpendicular to each other. By rotating the sensor nodes in a fixed order and position, the acceleration vector is distributed in all eight quadrants as much as possible. After that, using the partial sphere formed by the trajectory of the acceleration vector, the position of the center of the sphere and other parameters are derived. Table 1 lists the parameters obtained after the ellipsoid fitting, which can be used to preprocess the data.

In order to determine the error of Euler’s angle in a static state, we place a single inertial node on a tripod and rotate it to different angles under the measurement of a protractor, which is set as the actual value. While remaining still, each angle is measured five times. At this time, we use the angle calculated by the system as the measured value to calculate the error between the actual value and the measured value. The results are shown in Tables 2, 3, and 4, and the corresponding statistical diagrams are shown in Fig. 9, Fig. 10, and Fig. 11.

Experimental data shows that there is a certain error between the actual value of the data and the measured value, and the absolute value of the error is less than 2°. In 9–11, the red straight line is the reference line. As long as the error does not exceed the red line, it indicates that the error is controlled within the qualified range. The green parts in the figure are errors, and the green histograms in the three figures are all below the red line. In the actual experiment, we found that such an error is inevitable, so the error is within the allowable error range of the experiment.

| Table 2 | Accuracy analysis of Euler angle solution about pitch angle |
|---------|------------------|
| Actual value | Measurement average | error |
| 1  | 0  | 1.91  | 1.91  |
| 2  | 30 | 31.64 | 1.64  |
| 3  | 60 | 59.11 | −0.89 |
| 4  | 90 | 88.2  | −1.80 |

| Table 3 | Accuracy analysis of Euler angle solution about roll angle |
|---------|------------------|
| Actual value | Measurement average | error |
| 1  | 0  | 1.1  | 1.1  |
| 2  | 30 | 31.3 | 1.3  |
| 3  | 60 | 61.5 | 1.5  |
| 4  | 90 | 91.7 | 1.7  |

| Table 4 | Accuracy analysis of Euler angle solution about heading angle |
|---------|------------------|
| Actual value | Measurement average | error |
| 1  | 0  | −0.80 | −0.80 |
| 2  | 30 | 31.3 | 1.3  |
| 3  | 60 | 58.4 | 1.6  |
| 4  | 90 | 88.5 | 1.5  |

Fig. 9 Statistical diagram of accuracy analysis of Euler angle solution about pitch angle
Next, this paper conducts statistics on the deltoid muscle electrical characteristics measured by the system to verify the effectiveness of the system. Before conducting the experiment, it is necessary to design a control group to collect the EMG data of the experimenter’s biceps and deltoids in a calm state. Then, according to the experimental procedure, this paper first collects the EMG data of the biceps and deltoid muscles in the arm-raising experiment. After that, this paper processes the data and draws the waveform diagram and calculates the integrated EMG value, mean value, and standard deviation of the EMG signal and other important characteristic values. Finally, this paper analyzes the results. The results are shown in Table 5 and Table 6, and the corresponding statistical diagrams are shown in Fig. 12 and Fig. 13.

Through the comparative analysis of Fig. 12 and Fig. 13, it can be found that the three characteristic values of normal people and stroke patients are quite different during the process of raising their arms, and normal people have more severe muscle contractions than stroke patients. However, compared with the calm state of the two, the biceps and the deltoids are in a state of excitement during the raising of the arm, and the integrated EMG value and average value are significantly higher than the calm state, indicating that the muscles do more work during the raising of the arm. The standard deviation of the EMG of the biceps and the deltoids raising movements is significantly higher than that of the calm state, indicating that the amplitude of the muscles is increased, and its changing trend is in line with the law of human movement.

The above analysis shows that the wearable device constructed in this paper meets the ergonomic needs of stroke and the physiological parameters are consistent with the actual situation, so it can be applied to practice. After that, this paper studies its nursing effect. This paper sets up a control group and a test group. The control group adopts the traditional nursing method, and the experimental group...
adopts the nursing method of this paper, and each group has 30 people. Moreover, this paper scores the recovery of physiological functions, physical pain, and vitality, and obtains the final comprehensive score. The scoring method is obtained by averaging the scores by the chief physician of the hospital. The experimental results obtained are shown in Table 7. After that, the care situation of the two groups of patients is compared through the radar chart, and the results are shown in Fig. 14.

From the analysis results in Fig. 14, the smart wearable device designed in this paper can play a certain effect in the home care of stroke, and the nursing recovery effect of the control group using traditional nursing methods is obviously not as good as that of the test group.

| No. | Control group | Test group | No. | Control group | Test group |
|-----|---------------|------------|-----|---------------|------------|
| 1   | 89.8          | 97.9       | 16  | 80.3          | 89.7       |
| 2   | 89.3          | 97.4       | 17  | 79.6          | 89.4       |
| 3   | 88.9          | 97.1       | 18  | 79.5          | 89.0       |
| 4   | 88.9          | 96.9       | 19  | 79.0          | 89.0       |
| 5   | 88.4          | 95.9       | 20  | 79.0          | 88.8       |
| 6   | 87.9          | 95.8       | 21  | 78.9          | 88.7       |
| 7   | 87.5          | 95.5       | 22  | 78.0          | 88.7       |
| 8   | 86.6          | 94.9       | 23  | 77.1          | 87.3       |
| 9   | 85.6          | 94.7       | 24  | 75.3          | 86.2       |
| 10  | 84.7          | 94.1       | 25  | 74.7          | 86.0       |
| 11  | 84.0          | 93.9       | 26  | 74.7          | 85.6       |
| 12  | 82.1          | 92.8       | 27  | 74.4          | 84.8       |
| 13  | 81.2          | 92.2       | 28  | 73.2          | 84.3       |
| 14  | 81.0          | 91.8       | 29  | 72.9          | 84.1       |
| 15  | 80.7          | 90.1       | 30  | 72.4          | 84.0       |
7 Conclusion

In the context of the new crown epidemic, stroke patients need to formulate nursing methods with the assistance of smart devices. This paper designs wearable smart devices according to the needs of stroke care to assist stroke patients’ home rehabilitation care. Research results show that the application of wearable devices can improve the recovery of patients’ physiological functions, body pain, and vitality. The results indicate that wearable devices can improve patient health indicators, so that patients know when to start exercising, how long and how often they exercise, which helps to cultivate healthy behaviors and habits of patients. Moreover, reminding patients of the medication time through wearable smart devices can make patients intuitively feel the importance of regular medication, which is more practical than SMS reminders and community health education and effectively improves patients’ medication compliance. In addition, the results of this study show that after the application of wearable devices, the scores of all dimensions and total scores of patients have been improved, and the scores of the observation group are better than those of the control group, indicating that wearable devices have improved the quality of life of patients. As the patient’s condition improves, the patient’s self-care ability and mobility are gradually restored. After the intervention of wearable smart devices, the patient’s exercise frequency increases, which improves the patient’s physiological function.
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