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Abstract

We present a novel bird’s-eye-view (BEV) detector with perspective supervision, which converges faster and better suits modern image backbones. Existing state-of-the-art BEV detectors are often tied to certain depth pre-trained backbones like VoVNet, hindering the synergy between booming image backbones and BEV detectors. To address this limitation, we prioritize easing the optimization of BEV detectors by introducing perspective view supervision. To this end, we propose a two-stage BEV detector, where proposals from the perspective head are fed into the bird’s-eye-view head for final predictions. To evaluate the effectiveness of our model, we conduct extensive ablation studies focusing on the form of supervision and the generality of the proposed detector. The proposed method is verified with a wide spectrum of traditional and modern image backbones and achieves new SoTA results on the large-scale nuScenes dataset. The code shall be released soon.

1. Introduction

Bird’s-eye-view (BEV) recognition models [17,21,25,27,29,35,42] are a class of camera-based models for 3D object detection. They have attracted interest in autonomous driving as they can naturally integrate partial raw observations from multiple sensors into a unified holistic 3D output space. A typical BEV model is built upon an image backbone, followed by a view transformation module that lifts perspective image features into BEV features, which are further processed by a BEV feature encoder and some task-specific heads. Although much effort is put into designing the view transformation module [17,27,42] and incorporating an ever-growing list of downstream tasks [9,27] into the new recognition framework, the study of image backbones in BEV models receives far less attention. As a cutting-edge and highly demanding field, it is natural to introduce modern image backbones into autonomous driving. Surprisingly, the research community chooses to stick with VoVNet [13] to enjoy its large-scale depth pre-training [26]. In this work, we focus on unleashing the full power of modern image feature extractors for BEV recognition to unlock the door for future researchers to explore better image backbone design in this field.

However, simply employing modern image backbones without proper pre-training fails to yield satisfactory results. For instance, an ImageNet [6] pre-trained ConvNeXt-XL [23] backbone performs just on par with a DDAD-15M pre-trained VoVNet-99 [26] for 3D object detection, albeit the latter has 3.5× parameters of the former. We owe the struggle of adapting modern image backbones to the following issues: 1) The domain gap between natural images and autonomous driving scenes. Backbones pre-trained on general 2D recognition tasks fall short of perceiving 3D scenes, especially estimating depth. 2) The complex structure of current BEV detectors. Take BEVFormer [17] as an example. The supervision signals of 3D bounding boxes and object class labels are separated from the image backbone by the view encoder and the object decoder, each of which is comprised of transformers of multiple layers. The gradient flow for adapting general 2D image backbones for autonomous driving tasks is distorted by the stacked transformer layers.

In order to combat the difficulties mentioned above in adapting modern image backbones for BEV recognition, we introduce perspective supervision into BEVFormer, i.e., extra supervision signals from perspective-view tasks and directly applied to the backbone. It guides the backbone to learn 3D knowledge missing in 2D recognition tasks and overcomes the complexity of BEV detectors, greatly facilitating the optimization of the model. Specifically, we build a perspective 3D detection head [26] upon the backbone, which takes image features as input and directly predicts
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the 3D bounding boxes and class labels of target objects. The loss of this perspective head, denoted as perspective loss, is added to the original loss (BEV loss) deriving from the BEV head as an auxiliary detection loss. The two detection heads are jointly trained with their corresponding loss terms. Furthermore, we find it natural to combine the detection heads are jointly trained with their corresponding loss, is added to the original loss (BEV loss) deriving from the 3D bounding boxes and class labels of target objects.

The loss of this perspective head, denoted as perspective loss, is added to the original loss (BEV loss) deriving from the 3D bounding boxes and class labels of target objects. Furthermore, we find it natural to combine the detection heads are jointly trained with their corresponding loss, is added to the original loss (BEV loss) deriving from the 3D bounding boxes and class labels of target objects.

The perspective head is full-fledged, it could generate high-quality object proposals in the perspective view, which we use as first-stage proposals. We encode them into object queries and gather them with the learnable ones in the original BEVFormer, forming hybrid object queries, which are then fed into the second-stage detection head to generate the final predictions.

We conduct extensive experiments to confirm the effectiveness and necessity of our proposed perspective supervision. The perspective loss facilitates the adaptation of the image backbone, resulting in improved detection performance and faster model convergence. While without this supervision, the model cannot achieve comparable results even if trained with a longer schedule. Consequently, we successfully adapt modern image backbones to the BEV model, achieving 63.4% NDS on nuScenes [2] test-set.

Our contributions can be summarized as follows:

- We point out that perspective supervision is key to adapting general 2D image backbones to the BEV model. We add this supervision explicitly by a detection loss in the perspective view.
- We present a novel two-stage BEV detector, BEVFormer v2. It consists of a perspective 3D and a BEV detection head, and the proposals of the former are combined with the object queries of the latter.
- We highlight the effectiveness of our approach by combining it with the latest developed image backbones and achieving significant improvements over previous state-of-the-art results on the nuScenes dataset.

2. Related Works

2.1. BEV 3D Object Detector

Bird’s-eye-view (BEV) object detection has attracted more attention recently [17, 21, 25, 27, 29, 35, 42] due to its vast success in autonomous driving systems.

Early works including OFT [29], Pseudo LiDAR [35], and VPN [25] shed light on how to transform perspective features into BEV features but either for a single camera or on less well-known tasks. OFT [29] pioneered to adopt transformation from 2D image features to 3D BEV features for monocular 3D object detection. Pseudo LiDAR [35], as its name suggested, created pseudo point clouds through monocular depth estimation and camera intrinsics and processed them in the BEV space subsequently. VPN [25] was the first to fuse multi-view camera inputs into a top-down view feature map for semantic segmentation.

Modern approaches enjoyed the convenience of integrating features from different perspective view sensors provided by 2D-3D view transformation. LSS [27] extended OFT by introducing a latent depth distribution during the pooling of BEV pillar features. Moreover, LSS pooled over six surrounding images compared with a single in OFT. Different from the 2D-to-3D lifting in LSS or the 3D-to-2D projection in OFT, CVT [42] utilized camera-aware positional encoding and dense cross attention to bridge perspective-view and BEV-view features. PETR [21] devised an approach without explicit BEV feature construction. Perspective feature maps are element-wisely fused with 3D positional embedding feature maps, and a subsequent DETR-style decoder is applied for object detection. BEVFormer [17] leveraged spatial cross-attention for view transformation and temporal self-attention for temporal feature fusion. The fully transformer-based structure of BEVFormer makes its BEV features more versatile than other methods, easily supporting non-uniform and non-regular sampling grids. Besides, as shown in Simple-BEV [7], multi-scale deformable attention [43] excels in all lifting strategies. So we choose to build our detector based on BEVFormer to exploit the strengths mentioned before.

Besides published works, there are many concurrent works due to the popularity of this field. BEVDet [10] introduced rich image-level and BEV-level augmentations for training. BEVStereo [14] and STS [37] both adopted a temporal stereo paradigm for better depth estimation. PolarFormer [11] came up with a non-cartesian 3D grid setting. SimpleBEV [7] compared different 2D-3D lifting methods.

Unlike existing works that mainly explore the designs for detectors, we focus on adapting modern image backbones into BEV recognition models.

2.2. Auxiliary Loss in Camera 3D Object Detection

Auxiliary losses are ubiquitous in monocular 3D object detection as most methods [15, 20, 26, 30, 32, 33, 40] are built upon 2D detectors like RetinaNet [18] and FCOS [31]. But those auxiliary losses seldom endowed any explicit meaning for 2D supervisions. MonoCon [20] made the most out of 2D auxiliary by utilizing up to 5 different 2D supervisions. As for BEV detectors, BEVDepth [15] utilized LiDAR point clouds to supervise its intermediate depth network. MV-FCOS3D++ [32] introduced perspective supervision for training its image backbone, but the detector itself was supervised by BEV losses alone. SimMOD [41] used 2D auxiliary losses for its monocular proposal head.

Different from previous methods, our method adopted an end-to-end perspective supervision approach without using extra data such as LiDAR point clouds.
2.3. Two-stage 3D Object Detector

Although two-stage detectors are common in LiDAR-based 3D object detection [1, 5, 12, 16, 28, 38, 41], their application in camera-based 3D detection is far less well known. MonoDIS [30] used RoIAlign to extract image features from 2D boxes and to regress 3D boxes subsequently. SimMOD [41] employed a monocular 3D head for making proposals and a DETR3D [36] head for the final detection. However, using the same features from the perspective backbone in both stages provides no information gain for the second-stage head. We suppose that this is the main reason why two-stage detectors were far less popular in camera-based 3D detection. Instead, our two-stage detector utilizes features from both perspective and BEV view and thus enjoys information in both image and BEV space.

3. BEVFormer v2

Adapting modern 2D image backbones for BEV recognition without cumbersome depth pre-training could unlock many possibilities for downstream autonomous driving tasks. In this work, we propose BEVFormer v2, a two-stage BEV detector that incorporates both BEV and perspective supervision for a hassle-free adoption of image backbones in BEV detection.

3.1. Overall Architecture

As illustrated in Fig. 1, BEVFormer v2 mainly consists of five components: an image backbone, a perspective 3D detection head, a spatial encoder, a revamped temporal encoder, and a BEV detection head. Compared with the original BEVFormer [17], changes are made for all components except the spatial encoder. Specifically, all image backbones used in BEVFormer v2 are not pre-trained with any autonomous driving datasets or depth estimation datasets. A perspective 3D detection head is introduced to facilitate the adaptation of 2D image backbones and generate object proposals for the BEV detection head. A new temporal BEV encoder is adopted for better incorporating long-term temporal information. The BEV detection head now accepts a hybrid set of object queries as inputs. We combine the first-stage proposals and the learned object queries to form the new hybrid object queries for the second stage.

3.2. Perspective Supervision

We first analyze the problem of the bird’s-eye-view models to explain why additional supervision is necessary. As illustrated in Fig. 2, a typical BEV model maintains grid-shaped BEV features, where each grid aggregates 3D information from multi-view image features at corresponding 2D pixels. After that, it predicts the 3D bounding boxes and class labels of the target objects based on the BEV features, and we name this supervision as BEV supervision. Take BEVformer [17] as an example, it consists of an encoder and a decoder, both of which are transformers of multiple layers. The encoder assigns each grid cell with a set of 3D reference points and projects them onto multi-view images as 2D reference points, around which it samples and ag-
### 3.2. Perspective Loss

As analyzed in the previous session, perspective supervision is the key to optimizing BEV models. In BEVFormer v2, we introduce perspective supervision via an auxiliary perspective loss. Specifically, a perspective 3D detection head is built upon the backbone to detect target objects in the perspective view. We adopt an FCOS3D [33]-like detection head, which predicts the center location, size, orientation, and projected center-ness of the 3D bounding boxes. The detection loss of this head, denoted as perspective loss $L_{\text{pers}}$, serves as the complement to the BEV loss $L_{\text{bev}}$, facilitating the optimization of the backbone. The whole model is trained with a total objective

$$L_{\text{total}} = \lambda_{\text{bev}} L_{\text{bev}} + \lambda_{\text{pers}} L_{\text{pers}}.$$  

### 3.4. Ravamped Temporal Encoder

BEVFormer uses recurrent temporal self-attention for incorporating historical BEV features. But the temporal encoder falls short of utilizing long-term temporal information, simply increasing the recurrent steps from 4 to 16 yields no extra performance gain.

We redesign the temporal encoder for BEVFormer v2 by a using simple warp and concatenate strategy. Given a BEV feature $B_k$ at a different frame $k$, we first bi-linearly warp $B_k$ into the current frame as $B^t_k$ according to the reference frame transformation matrix $T^t_k = [R|t] \in \text{SE3}$ between frame $t$ and frame $k$. We then concatenate previous BEV features with the current BEV feature along the channel dimension and employ residual blocks for dimension reduction. To maintain a similar computation complexity as the original design, we use the same number of historical BEV features but increase the sampling interval. Besides benefiting from long-term temporal information, the new temporal encoder also unlocks the possibility of utilizing future BEV features in the offline 3D detection setting.

### 3.5. Two-stage BEV Detector

Though jointly training two detection heads has provided enough supervision, we obtain two sets of detection results separately from different views. Rather than take the predictions of the BEV head and discard those of the perspective head or heuristically combine two sets of predictions via NMS, we design a novel structure that integrates the two heads into a two-stage predicting pipeline, namely, a two-stage BEV detector. The object decoder in the BEV head, a DETR [3] decoder, uses a set of learned embeddings as object queries, which learns where the target objects possibly locate through training. However, randomly initialized embeddings take a long time to learn appropriate positions. Besides, learned object queries are fixed for all images during inference, which may not be accurate enough since the spatial distribution of objects may vary. To address these issues, the predictions of the perspective head are filtered by post-processing and then fused into the object queries of the decoder, forming a two-stage process. These hybrid object queries provide candidate positions with high scores (probability), making it easier for the BEV head to capture target objects in the second stage. The details of the decoder
with hybrid object queries will be described later. It should be noticed that the first-stage proposals are not necessarily from a perspective detector, e.g., from another BEV detector, but experiments show that only the predictions from the perspective view are helpful for the second-stage BEV head.

3.6. Decoder with Hybrid Object Queries

To fuse the first-stage proposals into the object queries of the second stage, the decoder of the BEV head in BEVFormer v2 is modified based on the Deformable DETR [43] decoder used in BEVFormer [17]. The decoder consists of stacked alternated self-attention and cross-attention layers. The cross-attention layer is a deformable attention module [43] that takes the following three elements as input.

1. Content queries, the query features to produce sampling offsets and attention weights.
2. Reference points, the 2D points on the value feature as the sampling reference of each query.
3. Value features, the BEV feature to be attended.

In the original BEVFormer [17], the content queries are a set of learned embeddings and reference points are predicted with a linear layer from a set of learned positional embeddings. In BEVFormer v2, we obtain proposals from the perspective head and select a part of them via post-processing. As illustrated in Fig. 3, the projected box centers on the BEV plain of the selected proposals are used as per-image reference points and are combined with the per-dataset ones generated from positional embeddings. The per-image reference points directly indicate the possible positions of objects on the BEV plain, making it easier for the decoder to detect target objects. However, a small part of objects may not be detected by the perspective head due to occlusion or appearing at the boundary of two adjacent views. To avoid missing these objects, we also keep the original per-dataset reference points to capture them by learning a spatial prior.

4. Experiments

4.1. Dataset and Metrics.

The nuScenes 3D detection benchmark [2] consists of 1000 multi-modal videos of roughly 20s duration each, and the key samples are annotated at 2Hz. Each sample consists of images from 6 cameras covering the full 360-degree field of view. The videos are split into 700 for training, 150 for validation, and 150 for testing. The detection task contains 1.4M annotated 3D bounding boxes of 10 object classes. The nuScenes computes the mean average precision (mAP) over four different thresholds using center distance on the ground plane, and it contains five true-positive metrics, namely, ATE, ASE, AOE, AVE, and AAE, for measuring translation, scale, orientation, velocity, and attribute errors, respectively. In addition, it also defines a nuScenes detection score (NDS) by combining the detection accuracy (mAP) with the five true-positive metrics.

4.2. Experimental Settings

We conduct experiments with multiple types of backbones: ResNet [8], DLA [39], VoVNet [13], and InternImage [34]. All the backbones are initialized with the checkpoints pre-trained on the 2D detection task of the COCO dataset [19]. Except for our modification, we follow the default settings of BEV Former [17] to construct the BEV detection head. In Tab. 1 and Tab. 6, the BEV head utilizes temporal information with the new temporal encoder. For other experiments, we employ the single-frame version that only uses the current frame, like BEV Former-S [17]. For the perspective 3D detection head, we adopt the implementation in DD3D [26] with camera-aware depth parameterization. The loss weight of perspective loss and BEV loss are set as $\lambda_{bev} = \lambda_{pers} = 1$. We use AdamW [24] optimizer and set the base learning rate as 2e-4 with layer-wise learning rate decay.

4.3. Benchmark Results

We compare our proposed BEVFormer v2 with existing state-of-the-art BEV detectors including BEVFormer [17], PolarFormer [11], PETRv2 [22], BEVDepth [15], and BEVStereo [14]. We report the 3D object detection results on the nuScenes test set in Tab. 1. The V2-99 [13] backbone used by BEVFormer, PolarFormer, BEVDepth, and BEVStereo have been pre-trained on the depth estimation task with extra data and then fine-tuned by DD3D [26] on the nuScenes dataset [2]. On the contrary, the InternImage [34] backbone we employ is initialized with the checkpoint from COCO [19] detection task without any 3D pre-training. InternImage-B has a similar number of parameters.
Table 1. 3D detection results on the nuScenes test set of BEVFormer v2 and other SoTA methods. † indicates that V2-99 [13] was pre-trained on the depth estimation task with extra data [26]. ‡ indicates methods with CBGS which will elongate 1 epoch into 4.5 epochs. We choose to only train BEVFormer v2 for 24 epochs to compare fairly with previous methods.

| Method          | Backbone   | Epoch | Image Size  | NDS  | mAP  | mATE | mASE | mA  | VE  | mAAE |
|-----------------|------------|-------|-------------|------|------|------|------|-----|-----|------|
| BEVFormer [17]  | V2-99†     | 24    | 900 × 1600  | 0.569| 0.481| 0.582| 0.256| 0.375| 0.378| 0.126|
| PolarFormer [11]| V2-99†     | 24    | 900 × 1600  | 0.572| 0.493| 0.556| 0.256| 0.364| 0.440| 0.127|
| PETRv2 [22]     | GLOM       | 24    | 640 × 1600  | 0.582| 0.490| 0.561| 0.243| 0.361| 0.343| 0.120|
| BEVDetection [15]| V2-99‡    | 90‡   | 640 × 1600  | 0.600| 0.503| 0.445| 0.245| 0.378| 0.320| 0.126|
| BEVStereo [14]  | V2-99‡     | 90‡   | 640 × 1600  | 0.610| 0.525| 0.431| 0.246| 0.358| 0.357| 0.138|
| BEVFormer v2    | InternImage-B | 24 | 640 × 1600  | 0.620| 0.540| 0.488| 0.251| 0.335| 0.302| 0.122|
| BEVFormer v2    | InternImage-XL | 24 | 640 × 1600  | 0.634| 0.556| 0.456| 0.248| 0.317| 0.293| 0.123|

Table 2. The detection results of 3D detectors with different combinations of view supervision on the nuScenes val set. All models are trained without temporal information.

| View Supervision | Backbone     | Epoch | NDS  | mAP  | mATE | mASE | mA  | VE  | mAAE |
|------------------|--------------|-------|------|------|------|------|-----|-----|------|
| Perspective Only | ResNet-101    | 48    | 0.412| 0.323| 0.737| 0.268| 0.377| 0.943| 0.167|
| BEV Only         | ResNet-101    | 48    | 0.426| 0.355| 0.751| 0.275| 0.429| 0.847| 0.215|
| Perspective & BEV| ResNet-101    | 48    | 0.451| 0.374| 0.730| 0.270| 0.379| 0.773| 0.205|
| BEV & BEV        | ResNet-101    | 48    | 0.428| 0.350| 0.750| 0.279| 0.388| 0.842| 0.210|

BEVFormer v2, but better reflects the progress of modern image backbone design. We can observe that BEVFormer v2 with InternImage-B backbone outperforms all existing methods, showing that with the perspective supervision, backbones pre-trained on monocular 3D tasks are no longer necessary. BEVFormer v2 with InternImage-XL outperforms all entries on the nuScenes camera 3D objection leaderboard with 63.4% NDS and 55.6% mAP, surpassing the second-place method BEVStereo by 2.4% NDS and 3.1% mAP. This significant improvement reveals the huge benefit of unleashing the power of modern image backbone for BEV recognition.

4.4. Ablations and Analyses

4.4.1 Effectiveness of Perspective Supervision

To confirm the effectiveness of perspective supervision, we compare 3D detectors with different view supervision combinations in Tab. 2, including (1) Perspective & BEV, the proposed BEVFormer v2, a two-stage detector integrating a perspective head and a BEV head. (2) Perspective Only, the single-stage perspective detector in our model. (3) BEV Only, the single-stage BEV detector in our model without hybrid object queries. (4) BEV & BEV, a two-stage detector with two BEV heads, i.e., replace the perspective head in our model with another BEV head that utilizes BEV features to make proposals for the hybrid object queries.

Compared with the Perspective Only detector, the BEV Only detector achieves better NDS and mAP by leveraging multi-view images, but its mATE and mAOE are higher, indicating the underlying issues of BEV supervision. Our Perspective & BEV detector achieves the best performance and outperforms BEV Only detector with a margin of 2.5% NDS and 1.9% mAP. Specifically, the mATE, mAOE, and mAVE of Perspective & BEV detector are significantly lower than those of BEV Only detector. This remarkable improvement mainly derives from the following two aspects: (1) Backbones pre-trained on normal vision tasks cannot capture some properties of objects in 3D scenes, including depth, orientation, and velocity, while backbones guided by perspective supervision are capable of extracting information about such properties. (2) Compared to a fixed set of object queries, our hybrid object queries contain the first-stage predictions as reference points, helping the BEV head to locate target objects. To further ensure that the improvement is not brought by the two-stage pipeline, we introduce the BEV & BEV detector for comparison. It turns out that BEV & BEV is on par with BEV Only and is not comparable with Perspective & BEV. Therefore, only constructing the first-stage head and applying auxiliary supervision in the perspective view is helpful for BEV models.

4.4.2 Generalization of Perspective Supervision

The proposed perspective supervision is expected to benefit backbones of different architectures and sizes. We construct BEVFormer v2 on a series of backbones commonly used for 3D detection tasks: ResNet [8], DLA [39], VoVNet [13], etc.
Table 3. The results of perspective supervision with different 2D image backbones on the nuScenes val set. ‘BEV Only’ and ‘Perspective & BEV’ are the same as Tab. 2. All the backbones are initialized with COCO [19] pretrained weights and all models are trained without temporal information.

| Backbone    | Epoch | View Supervision | NDS   | mAP    | mATE  | mASE  | mAOE  | mAVE  | mAAE  |
|-------------|-------|------------------|-------|--------|-------|-------|-------|-------|-------|
| ResNet-50   | 48    | BEV Only         | 0.400 | 0.327  | 0.795 | 0.277 | 0.479 | 0.871 | 0.210 |
| ResNet-50   | 48    | Perspective & BEV | 0.428 | 0.349  | 0.750 | 0.276 | 0.424 | 0.817 | 0.193 |
| DLA-34      | 48    | BEV Only         | 0.403 | 0.338  | 0.772 | 0.279 | 0.483 | 0.919 | 0.206 |
| DLA-34      | 48    | Perspective & BEV | 0.435 | 0.358  | 0.742 | 0.274 | 0.431 | 0.801 | 0.186 |
| ResNet-101  | 48    | BEV Only         | 0.426 | 0.355  | 0.751 | 0.275 | 0.429 | 0.847 | 0.215 |
| ResNet-101  | 48    | Perspective & BEV | 0.451 | 0.374  | 0.730 | 0.270 | 0.379 | 0.773 | 0.205 |
| VoVNet-99   | 48    | BEV Only         | 0.441 | 0.367  | 0.734 | 0.271 | 0.402 | 0.815 | 0.205 |
| VoVNet-99   | 48    | Perspective & BEV | 0.467 | 0.396  | 0.709 | 0.274 | 0.368 | 0.768 | 0.196 |
| InternImage-B | 48    | BEV Only         | 0.455 | 0.398  | 0.712 | 0.283 | 0.411 | 0.826 | 0.204 |
| InternImage-B | 48    | Perspective & BEV | 0.485 | 0.417  | 0.696 | 0.275 | 0.354 | 0.734 | 0.182 |

Table 4. Comparing models with BEV supervision only and with both Perspective & BEV supervision under different training epochs. The models are evaluated on the nuScenes val set. All models are trained without temporal information.

| View Supervision | Backbone   | Epoch | NDS   | mAP    | mATE  | mASE  | mAOE  | mAVE  | mAAE  |
|------------------|------------|-------|-------|--------|-------|-------|-------|-------|-------|
| BEV Only         | ResNet-50  | 24    | 0.379 | 0.322  | 0.803 | 0.280 | 0.549 | 0.954 | 0.240 |
|                  |            | 48    | 0.400 | 0.327  | 0.795 | 0.277 | 0.479 | 0.871 | 0.210 |
|                  |            | 72    | 0.410 | 0.335  | 0.771 | 0.280 | 0.458 | 0.848 | 0.216 |
| Perspective & BEV | ResNet-50  | 24    | 0.414 | 0.351  | 0.732 | 0.271 | 0.505 | 0.899 | 0.204 |
|                  |            | 48    | 0.428 | 0.349  | 0.750 | 0.276 | 0.424 | 0.817 | 0.193 |
|                  |            | 72    | 0.428 | 0.351  | 0.741 | 0.279 | 0.419 | 0.835 | 0.196 |

and InternImage [34]. The results are reported in Tab. 3. Compared to pure BEV detector, BEVFormer v2 (BEV & perspective) boosts NDS by around 3% and mAP by around 2% for all the backbones, manifesting that it generalizes to different architectures and model sizes. We suppose that adding perspective supervision can be a general scheme for training BEV models, especially when adapting large-scale image backbones without any 3D pre-training.

4.4.3 Choice of Training Epochs

We train the BEV Only model and our BEVFormer v2 (BEV & Perspective) for different epochs to see how many the two models take to achieve convergence. Tab. 4 shows that our BEV & Perspective model converges faster than the BEV Only one, confirming that auxiliary perspective loss facilitates the optimization. The BEV Only model obtains marginal improvement if it is trained for more time. But the gap between the two models remains at 72 epochs and may not be eliminated even for longer training, which indicates that the image backbones cannot be well adapted by BEV supervision alone. According to Tab. 4, training for 48 epochs is enough for our model, and we keep this fixed for other experiments unless otherwise specified.

4.4.4 Choice of Detection Heads

Various types of perspective and BEV detection heads can be used in our BEVFormer v2. We explore several representative methods to choose the best for our model: for the perspective head, the candidates are DD3D [26] and DETR3D [36]; for the BEV head, the candidates are Deformable DETR [43] and Group DETR [4]. DD3D is a single-stage anchor-free perspective head that makes dense per-pixel predictions upon the image feature. DETR3D, on the contrary, uses 3D-to-2D queries to sample image features and to propose sparse set predictions. However, according to our definition, it belongs to perspective supervision since it utilizes image features for the final prediction without generating BEV features, i.e., the loss is directly imposed on the image features. As shown in Tab. 5, DD3D is better than DETR3D for the perspective head, which sup-
ports our analysis in Sec. 3.2. Dense and direct supervision offered by DD3D is helpful for BEV models, while sparse supervision of DETR3D does not overcome the drawbacks of BEV heads. Group DETR head is an extension of Deformable DETR head that utilizes grouped object queries and self-attention within each group. Group DETR achieves better performance for the BEV head, but it costs more computation. Therefore, we employ DD3D head and Group DETR head in Tab. 1 and keep the same Deformable DETR head as BEVformer [17] in other ablations.

### 4.4.5 Ablations of Bells and Whistles

In Tab. 6, we ablate the bells and whistles employed in our BEVFormer v2 to confirm their contributions to the final result, including (1) Image-level data augmentation (IDA). The images are randomly flipped horizontally. (2) Longer temporal interval. Rather than use continuous frames with an interval of 0.5 seconds in BEVFormer [17], our BEVFormer v2 samples history BEV features with an interval of 2 seconds. (3) Bi-directional Temporal Encoder. For offline 3D detection, the temporal encoder in our BEVFormer v2 can utilize future BEV features. With longer temporal intervals, our model can gather information from more ego positions at different time stamps, which helps estimate the orientation of the objects and results in a much lower mAOE. In the offline 3D detection setting, the bi-directional temporal encoder could provide additional information from future frames and improves the performance of the model by a large margin. We also ablate the perspective supervision in case of applying all bells and whistles. As shown in Tab. 6, perspective supervision boosts NDS by 2.2% and mAP by 2.6%, which contributes to the major improvement.

## 5. Conclusion

Existing works have paid much effort into designing and improving the detectors for bird’s-eye-view (BEV) recognition models, but they usually get stuck to specific pre-trained backbones without further exploration. In this paper, we aim to unleash the full power of modern image backbones on BEV models. We owe the struggle of adapting general 2D image backbones to the optimization problem of the BEV detector. To address this issue, we introduce perspective supervision into the BEV model by adding auxiliary loss from an extra perspective 3D detection head. In addition, we integrate the two detection heads into a two-stage detector, namely, BEVFormer v2. The full-fledged perspective head provides first-stage object proposals, which are encoded into object queries of the BEV head for the second-stage prediction. Extensive experiments verify the effectiveness and generality of our proposed method. The perspective supervision guides 2D image backbones to perceive 3D scenes of autonomous driving and helps the BEV model achieve faster convergence and better performance, and it is suitable for a wide range of backbones. Moreover, we successfully adapt large-scale backbones to BEVFormer v2, achieving new SoTA results on the nuScenes dataset. We suppose that our work paves the way for future researchers to explore better image backbone designs for BEV models.

### Limitations

Due to computation and time limitations, we currently do not test our method on more large-scale image backbones. We have finished a preliminary verification of our method on a spectrum of backbones, and we will extend the model sizes in the future.
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