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Abstract

Self-supervised monocular depth estimation approaches either ignore independently moving objects in the scene or need a separate segmentation step to identify them. We propose MonoDepthSeg to jointly estimate depth and segment moving objects from monocular video without using any ground-truth labels. We decompose the scene into a fixed number of components where each component corresponds to a region on the image with its own transformation matrix representing its motion. We estimate both the mask and the motion of each component efficiently with a shared encoder. We evaluate our method on three driving datasets and show that our model clearly improves depth estimation while decomposing the scene into separately moving components.

1. Introduction

Humans are remarkably good at decomposing a scene into semantically meaningful components and inferring the 3D structure of the scene. This ability is crucial for self-driving vehicles while navigating complex environments to avoid collision. In computer vision, we often address the problems of inferring 3D structure and semantics of the scene separately. Years of research in geometric computer vision has perfected matching pixels and using this as a cue for self-supervision recently in deep learning. Yet, most of these methods fail to attribute a semantic meaning to discovered geometry with some notable exceptions [22, 36, 26, 19, 35]. Similarly, semantic segmentation of the scene often solely relies on RGB images while complicated occlusion relationships between objects can easily be untangled with the help of 3D information.

There has been a great progress in learning of scene structure from a moving camera without using any labels. Self-supervised models can be trained to accurately estimate depth and the ego-motion of the vehicle by matching regularities in the scene across time. By following the progress in self-supervised monocular depth and ego-motion estimation [43, 16], we use view synthesis as an objective. In view synthesis, two models are trained to predict both the scene structure from a reference view and the relative ego-motion from the source view to the reference view. Then, the reference view can be synthesized by sampling pixels from the source view according to these estimations. While monocular methods need to associate semantics of the scene with structure to estimate depth, semantics are not typically represented explicitly in the model.

The lack of semantics become apparent when there are independently moving objects whose motion cannot be explained by the ego-motion alone (Fig. 1). The previous work either introduces additional models to estimate optical flow [41, 44, 7] and also motion masks [31, 28] or assumes a given segmentation mask marking semantic regions [7, 18] or instances of objects [5] on the image. While separate modelling of residual motion with flow or object motion improves the performance, it also increases the computational cost. In case of given segmentation masks, static objects are also segmented and processed separately. Furthermore, errors in the segmentation can propagate to the scene structure. In this paper, we propose to efficiently learn a decomposition of the scene into components with their own motion. As shown in Fig. 1, components correspond to moving regions by successfully separating moving objects.

Inspired by the success of SE3-Nets on point clouds [2, 3], we introduce MonoDepthSeg to segment a scene

Figure 1. Joint Scene Decomposition and Depth Estimation. Monocular depth estimation methods assume a static scene by relying on the ego-motion to explain the scene and fail in foreground regions with independently moving objects (bottom-left, [16]). By decomposing the scene into a set of components, we estimate a separate rigid transformation for each component, representing its motion. This improves the results in regions with moving objects (bottom-right) while simultaneously recovering a decomposition of the scene, mostly corresponding to moving regions (top-right).
into a set of components and predict the motion of each component from monocular image sequences. We fix the maximum number of components for a model and assume rigid body motion for each component. Instead of one transformation corresponding to ego-motion, we estimate a set of SE(3) transformations to account for the motion of independently moving objects in the scene as well. For this purpose, we modify the pose network’s decoder to estimate a fixed number of poses, i.e. one per component. In parallel, a mask decoder learns to segment the image into regions whose motion is encoded by the corresponding pose. In order to model the close relationship between the structure and the semantics, mask and pose estimations are tightly correlated through a shared encoder. This also provides efficiency in comparison to a separate segmentation network entirely. We apply a regularization on the masks by encouraging a depth ordering between them.

We build on top of the recent self-supervised learning approaches for monocular depth estimation and show the effectiveness of learning to decompose the scene on KITTI [14, 13], Cityscapes [8], and DDAD [17] datasets. Without using an additional network other than the mask decoder, we improve depth estimation and obtain a decomposition of the scene into moving regions which is coherent both semantically and structurally. Our extensive experiments demonstrate that our joint formulation is able to resolve problems of the baseline Monodepth2 [16], especially in challenging foreground regions with moving objects on KITTI and significantly outperforms it on more complex Cityscapes and DDAD due to a large number of independently moving objects. In addition, our method is able to extract a decomposition of the scene into moving components which is consistent with the estimated structure (Fig. 1).

In summary, our contributions are as follows: (1) We introduce a framework for jointly estimating depth and a scene decomposition from monocular video without any ground-truth labels. (2) We estimate the motion of each independently moving object in addition to ego-motion to achieve a more accurate depth estimation.

2. Related Work

View synthesis was first proposed by enforcing consistency between two different views in the stereo setup [12]. By using Spatial Transformer Networks (STNs) [23], Monodepth [15] proposes a fully differentiable image reconstruction process by also optimizing for left-right consistency check. According to the depth estimation from a reference view, the source view can be geometrically warped in a differentiable way using STNs to synthesize the reference view. Then, the difference between the synthesized reference view and the original one can be used as a supervisory signal. Starting with SfMLearner by Zhou et al. [43], monocular depth estimation approaches generalize view synthesis to adjacent frames by also estimating the relative pose from one frame to the next. We generalize [43] to scenes with moving objects by applying the idea of K motion models to real-world image sequences that was initially proposed for point clouds in [2].

2.1. Self-Supervised Monocular Depth

There is an inherent scale ambiguity in monocular depth estimation and several approaches address this issue differently. Zhan et al. [42] use stereo pairs for joint training of single view depth and two-frame visual odometry. Wang et al. [39] argue the necessity of handling the scale problem for monocular input and apply an effective normalization on the depth estimation before computing the loss. Bian et al. [1] enforce scale-consistent predictions with a loss minimizing normalized differences in predictions over the entire sequence. Mahjourian et al. [29] propose to go beyond pixel-wise losses by minimizing the alignment error between the inferred 3D geometries of the scene.

There are a number of approaches that propose to jointly estimate monocular depth, optical flow and camera motion. The idea behind these approaches is to handle the camera motion as rigid flow and the remaining non-rigid object motion as residual flow as proposed in GeoNet [41]. DFNet [44] proposes to enforce the consistency between depth and flow estimations geometrically in order to eliminate the propagation of errors from pose and depth estimation to flow. GLNet [7] proposes to capture multiple geometric constraints and further improves the results, especially with the epipolar constraint for flow.

Ranjan et al. [31] learn to segment static parts of the scene where optical flow is estimated using depth and camera motion. EPC++ [28] proposes a holistic 3D motion parser to segment moving objects and estimate motion maps for each as well as the background. These methods explicitly compute optical flow and motion masks with separate networks at the expense of increased computational complexity. We assume that the most common objects in outdoor scenes such as cars move rigidly but differently than the ego-motion. Based on this, we segment them and model their motion separately, but still in a unified architecture.

Recent approaches [16, 17] report improved results without using flow or motion masks. The improvements are due to architectural changes, better loss functions, and some careful consideration of the main assumption in self-supervised monocular training, i.e. a moving camera in a static scene. An auto-masking strategy is used to mask out pixels with the same motion as camera, which violate this assumption. Monodepth2 [16] proposes to handle occlusions by computing the photometric loss as the minimum over source views instead of averaging which leads to blurred results. In addition, while using multi-scale predictions, photometric error is always computed in the full...
input resolution to avoid ambiguities at low resolution in low-texture regions. PackNet [17] uses 3D convolutions to learn detail-preserving representations via symmetric packing and unpacking blocks. In this paper, we follow the improvements proposed by recent approaches, specifically Monodepth2 [16], in terms of architecture and loss design.

2.2. Depth with Semantics

Joint training of semantics and depth has been explored before, especially in the context of indoor data where ground-truth depth is available for training [24]. For outdoor scenes, Cao et al. [4] propose to predict object motion and depth from stereo motion sequences by using object proposals as input. The proposed method can factor the scene into independently moving objects but require stereo sequences and limited supervision for object bounding boxes. In this paper, our goal is to generalize their success to monocular setup without any supervision.

For monocular data, Casser et al. [5] propose to estimate the motion of each object in addition to the ego-motion based on an initial instance segmentation. Motion estimation and the following warping are performed in masked regions according to given segmentation. We follow a similar approach by estimating the motion of each component but we also estimate the masks instead of relying on an initial segmentation. This way, we save computation not only by removing the need to initially segment the instances but also by focusing on the dynamic instances which require a separate modeling. While they train separate networks for ego-motion and object motion, our motion estimation is a separate modeling. While they train separate networks also by focusing on the dynamic instances which require a separate modeling.

Another two-stage training process for incorporating semantics is proposed by Guizilini et al. [18]. A pre-trained semantic segmentation network is used to guide the depth network via pixel-adaptive convolutions between the decoders. Semantic-aware features produce better estimations especially for dynamic objects. This proves the tight relationship between the semantics and the depth as we also explore in this paper. While [18] uses a pre-trained and fixed segmentation network for semantic guidance, we train a pose and mask network to predict corresponding poses and masks, with a shared encoder but separate decoders. Our approach can produce masks corresponding to separately moving regions on the image. We also perform a detailed evaluation according to motion segmentation on KITTI and Cityscapes and semantic classes on DDAD and show meaningful improvements for moving regions.

3. Methodology

Our monocular depth and segmentation network, Monodepthseg, jointly estimates the structure and a decomposition of the scene into moving components from monocular video sequences without using any labels. An overview of our approach is presented in Fig. 2. Our solution couples these two related tasks efficiently within a single framework. Given a source frame $I_s$ and a target frame $I_t$ as input where $I_s, I_t \in \mathbb{R}^{W \times H \times 3}$, we decompose the scene into $K$ components where each component is represented with a mask and a rigid body motion:

$$\hat{I}_s = \theta(I_s, I_t) \mid \theta := \{R_i, t_i, M_i\}, i = 1 \ldots K$$

where $\hat{I}_s$ is the warped source image according to estimated parameters $\theta$. For $K$ components, $\theta$ denotes the set of rigid body transformations $[R_i, t_i] \in \text{SE}(3)$ and corresponding masks $M_i \in [0, 1]^{W \times H}$ representing the component $i$. In our setting, we assume that $K$ is a hyper-parameter which limits the number of components that can be estimated.
Our framework consists of two parts: (i) a depth network which estimates per-pixel depth values (ii) a pose and mask network which divides the image into components and estimates a separate pose for each component. Finally, every pixel on the target frame is transformed according to estimated parameters, i.e. inverse warped by sampling from the source frame, and compared to the original target frame. The two networks are trained jointly and end-to-end.

3.1. Scene Decomposition

The depth network estimates the depth $D_t$ for every pixel on the target image $I_t$. The pose network solves two related problems based on a shared representation, i.e. identifying components that move together and estimating transformation parameters for each component. We use the depth network of Monodepth2 [16] as explained in Section 3.4. In this section, we focus on the pose and mask network starting with the assumptions in our model.

In this work, we make two assumptions. First, we assume rigidly moving components whose motion can be explained with a rigid body transformation. This assumption, as explored before [5], typically holds in outdoor scenes where most of the moving objects are rigidly moving vehicles. Otherwise, it is an approximation for deformable objects such as pedestrians. Second, we have a pre-defined maximum number of components, $K$. Based on the second assumption, we can estimate the segmentation mask $M$ by assigning each pixel into one of the $K$ components. In order to make this process differentiable, we assign soft weights by allowing pixels to belong to more than one component.

Formally, $M_i(p)$ denotes the probability of the pixel $p$ belonging to the component $i$ where the sum of all possible $K$ values for the pixel $p$ is equal to 1:

$$M(p) = \{M_1(p), \ldots, M_K(p)\} \mid \sum_{i=1}^{K} M_i(p) = 1$$ (2)

Similar to [11, 34], we encourage masks to be layered according to a pre-defined depth order, e.g. the first mask appears first, then the second, and so on. The ordering helps to account for occlusions by putting the foreground objects before the background. We assign a scalar number $d_i$ to each mask from 1 to $K$ denoting its order. Then, we weight the mask logits by this number before applying softmax across $K$ channels at every pixel:

$$M_i(p) = \frac{e^{d_i M_i'(p)}}{\sum_{j=1}^{K} e^{d_j M_j'(p)}}$$ (3)

where $M'$ is the output of the mask decoder. With the help of this regularization, probabilities over $K$ values are ordered according to a pre-defined depth ordering. As a baseline to the depth ordering, we experiment with another regularization to reduce the noise in the masks. We simply encourage mask values to be locally smooth by using an edge-aware smoothness term in the loss function.

3.2. Pose Estimation

We represent the motion of each component using a 3D rigid transformation $T = [R, t] \in \text{SE}(3)$ which is composed of a rotation matrix $R \in \text{SO}(3)$ and a translation vector $t \in \mathbb{R}^3$. We first shortly introduce the preliminaries regarding the back-projection of a pixel into 3D, the application of transformation $T$ in 3D, and the projection of the transformed 3D point into the other view. After introducing the general framework for establishing correspondences between different viewpoints under a rigid transformation, we generalize it to our framework with a set of rigid transformations and corresponding masks.

**Preliminaries**: Assuming a known intrinsic camera matrix $K$, for a pixel $p$ on the target image $I_t$ and its depth value on $D_t$, the corresponding 3D point $x$ can be computed as follows:

$$x = D_t(p) K^{-1} p$$ (4)

Given an estimated rigid transformation $T = [R, t]$, we can transform the 3D point $x$ and project it to find the corresponding point $p'$ on the source image $I_s$ as follows:

$$x' = T x = R x + t \quad \quad p' = K x'$$ (5)

All operations are performed in homogeneous coordinates which are removed for simplicity.

**Decomposition of Transformation**: In this paper, we estimate $K$ rigid transformations corresponding to the motion of $K$ components. We build a tight relationship between the region of a component on the image, i.e. the mask, and the motion of that component through a shared encoder. Based on this shared representation, there are two separate decoders for predicting the masks and the transformations.

Given the set of predicted rigid transformations $\{T_i\}$ and corresponding masks $\{M_i\}$, we write (5) as a weighted combination of $K$ predictions in a differentiable manner:

$$x' = \sum_{i=1}^{K} M_i(p) T_i x = \sum_{i=1}^{K} M_i(p) (R_i x + t_i)$$ (6)

where $x'$ is the transformed 3D point $x$ corresponding to the pixel $p$ on the target image. As stated in [2], the resulting transformation as a convex combination of the transformed 3D points is not in $\text{SE}(3)$ anymore. However, rigid transformations as frequently observed in outdoor scenes can be approximated using (6) as shown in our experiments.

3.3. Self-Supervised Training

For a pixel $p$ on the target image $I_t$, we first obtain the corresponding 3D point $x$ as shown in (4). Then, we transform the 3D point $x$ to $x'$ according to the set of transformations and masks predicted by the decoders as shown in
(6). Finally, we project the transformed 3D point $x'$ to the corresponding pixel $p'$ on the source image. We repeat this process for all the pixels on the target image.

Following the monocular depth estimation approaches [43], we use a differentiable inverse warping process to reconstruct the target image $I_t$ by sampling pixels from the source image $I_s$. Since the projected pixel coordinates are continuous, we perform bilinear interpolation by using differentiable bilinear sampling mechanism proposed in the Spatial Transformer Networks [23]. This way, we can approximate the value of the warped image $I_s$ at location $p$ in a differentiable manner. As a result, we obtain the corresponding points on the target image $I_t$, i.e., the warped source image $\hat{I}_s$, and the source image $I_s$:

$$I_s(p) \approx \hat{I}_s(p) = I_s(p')$$  (7)

Our loss function minimizes the difference between the corresponding points over all pixels for pairs of images from a target view and a couple of source views, i.e. the previous and the next frame. For the photometric reconstruction loss, we follow [16] and use per-pixel minimum reprojection loss, and also incorporate the structural similarity (SSIM) loss [40] by setting $\alpha$ to 0.85:

$$L_{\text{photo}}(p) = \min_s \left[ (1 - \alpha) |I_t(p) - \hat{I}_s(p)| + \frac{\alpha}{2} (1 - \text{SSIM}(I_t, \hat{I}_s)(p)) \right]$$  (8)

$L_{\text{photo}}$ is minimized over the two source views considered, i.e. the previous and the next frames.

Similar to [39, 16], we define an edge-aware smoothness loss $L_{\text{smooth}}$ over the mean-normalized inverse depth values. Our final loss $L$ is a weighted sum of the loss functions defined over all pixels, divided by $N$, the number of pixels:

$$L = \frac{1}{N} \sum_p L_{\text{photo}}(p) + \lambda L_{\text{smooth}}(p)$$  (9)

### 3.4. Network Architecture

Depth network is based on the U-Net architecture [32], where we have an encoder-decoder network with skip connections. The encoder for the depth network is a ResNet50 architecture [20], which is pre-trained on ImageNet [33]. We use the same depth decoder proposed in Monodepth2 [16] where the output layer is a sigmoid converted to depth.

Given two consecutive frames, $I_s$ and $I_t$, and the depth estimate $\hat{D}_t$ for $I_t$, a second ResNet50 architecture is modified to accept two RGB images and the depth estimate as input. We concatenate the depth estimate as input to the pose and mask network similar to [27]. As shown on the right in Fig. 2, the output of this encoder is shared between the pose and mask decoders [2]. This way, we learn a shared representation for the structure and the decomposition of the scene in an efficient way. The pose decoder outputs $K$ 6-DoF relative poses corresponding to $K$ masks. Following [39, 16], we predict the rotation in axis-angle representation, and scale the rotation and translation outputs by 0.01.

Based on the same encoded representation as the pose decoder, the mask decoder outputs $K$ masks, i.e. a $K$ channel image where each channel represents the probability of each pixel belonging to that component [2]. We use transposed convolutions in the mask decoder to compute pixel-wise masks at the input resolution. We also add skip connections between the encoder and the mask decoder to better preserve boundaries. For the pose and mask network, we also experiment by initializing it from a pre-trained segmentation model with ResNet50 backbone, DeepLabv3+ [6].

### 4. Experiments

We evaluate MonoDepthSeg on KITTI [13], Cityscapes [8], and DDAD [17] datasets. In this section, we provide details of training and present our results. We first perform some ablation studies to justify our design choices and to show the effect of different values of hyper-parameters in our framework. We then present our results both quantitatively and qualitatively.

### 4.1. Datasets

**KITTI:** We train our model on the Eigen split [10] of KITTI dataset [14, 13]. We follow the pre-processing proposed in [43] and remove the static scenes which results in 39810 samples for training, 4424 for validation, and 697 for test set. We also present results using the improved ground-truth obtained with the technique proposed in [37] to compare our results to the latest approaches [17]. In the improved ground-truth, Uhrig et al. [37] remove the outliers in the LiDAR scans and increase the density of the ground-truth, resulting in high quality 652 depth maps, especially improving the original ground-truth for dynamic objects. We train only on KITTI dataset, without pre-training on Cityscapes as done by some previous work, and compare to the other approaches under the same training conditions.

**Cityscapes:** We also train and evaluate on the Cityscapes dataset [8]. For training, we choose 12 of 18 cities containing 30-frame videos from the training split, which results in 48802 samples. For validation, we choose 2 of the 3 cities containing 30-frame videos from the validation split, resulting in 6058 samples. We evaluate on all 1525 samples in the original test set. We use the provided disparity ground-truths obtained using the SGM stereo method [21], and convert them to depth for evaluation. Similar to KITTI, we evaluate depth for distances up to 80 m.

**DDAD:** We also conduct experiments on the recent DDAD dataset [17] capturing precise structure across images at
longer ranges up to 250 m, making it a more challenging and realistic benchmark for the task of depth estimation. We use 12350 training and 3850 validation samples from the front camera and evaluate on 3080 test images using the online evaluation server [9].

4.2. Training Details

We use Adam optimizer [25] with parameters $\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}$, with a learning rate of $10^{-4}$. For KITTI, we fix the input resolution to $640 \times 192$ for efficiency and compare to recent approaches trained on resolutions not higher than that, and for Cityscapes we resize the images to $512 \times 256$. On both of these datasets, we train for 20 epochs where the learning rate is reduced to $10^{-5}$ for the last 5 epochs. For DDAD, we use images of size $640 \times 384$ (similar to [17]) and train for 30 epochs.

The weighting in the loss, i.e. $\lambda$ is set to $0.001 \times \text{scale}$ where scale $\in \{1, \frac{1}{2}, \frac{1}{4}, \frac{1}{8}\}$. We use depth ordering for regularization by default, but also experiment with local smoothing of masks. We use the ResNet50 architecture [20] by default for both the depth network and the pose and mask network. For the pose and mask network, we experiment by using the pre-trained DeepLabv3+ architecture for the mask part [6]. We note that architectural improvements [17] or improvements due to higher input resolutions as observed in recent work [16, 17] are complementary to our approach and can be used to improve the results.

4.3. Ablation Study

In this section, we analyze different parts of our model including the maximum number of components, depth ordering for regularization, and using a pre-trained segmentation network for the pose and mask network. We train each model for 20 epochs on KITTI and present the results on the validation set using the original ground truth.

Number of Components: In order to evaluate the effect of scene decomposition, we perform an ablation study by changing the maximum number of components in the model. Specifically, we compare different values of $K$ ranging over 2, 3, 5, and 10 components. As can be seen from Table 1, the number of components affects the results. A small number of components can be the limiting factor for the model as observed for $K = 2$ and $K = 3$. While increasing it to $K = 5$ improves the results for all the metrics, $K = 10$ performs a little worse than $K = 5$. The number of components clearly depends on the complexity of scenes in the dataset. This parameter might need to be adjusted for other datasets with more foreground objects but on KITTI, $K = 5$ components results in the best performance in almost all metrics among the values compared.

Depth Ordering: We investigate the effect of depth ordering on the performance of our model by comparing the results with and without depth ordering. When we remove the depth ordering, we still apply a regularization on the masks with simple mask smoothing in order to reduce the noise. As can be seen in Table 2, depth ordering improves the results for both $K = 5$ and $K = 10$. The difference between the depth ordering and smoothing masks is local versus global regularization. Depth ordering relates the masks over the channels corresponding to components by forcing similar depth-level pixels to cluster on the same mask while mask smoothing only locally enforces similar values on each mask independently. For this reason, we use depth ordering for regularization in the following experiments.

Pre-Trained Segmentation Network: In order to push the limits for the pose and mask network, we use a successful
Table 3. Pre-trained Segmentation Network. This table compares the results of using a pre-trained DeepLabv3+ model for semantic segmentation [6] as the pose and mask network. We modify it to add the pose decoder in addition to the mask decoder and train within our framework. For different number of components, using the modified DeepLabv3+ improves the results.

| Components (K) | DeepLabv3+ Pre-Training [6] | Lower Better | Higher Better |
|----------------|-------------------------------|--------------|---------------|
|                | Abs Rel Sq Rel RMSE RMSElog δ < 1.25 δ < 1.25^2 δ < 1.25^3 |
| 5              | No                            | 0.087 0.697 4.031 0.169 | 0.918 0.964 0.981 |
| 10             | No                            | 0.092 0.595 4.111 0.174 | 0.908 0.961 0.981 |
| 5              | Yes                           | 0.084 0.719 3.943 0.163 | 0.925 0.967 0.983 |
| 10             | Yes                           | 0.085 0.620 3.984 0.164 | 0.917 0.966 0.983 |

Table 4. Quantitative Results in Moving Regions and Overall. Comparing our approach to Monodepth2 [16] (denoted as Md2) for moving regions and overall on KITTI and Cityscapes datasets.

| Data          | Method | Abs Rel Moving All | RMSE Moving All |
|---------------|--------|--------------------|-----------------|
| KITTI         | Md2 [16] | 0.143 0.110 | 5.949 4.642 |
| Ours          |        | **0.138 0.110** | **5.796 4.700** |
| Cityscapes    | Md2 [16] | 0.158 0.170 | 8.043 8.155 |
| Ours          |        | **0.143 0.142** | **7.649 7.361** |

segmentation model, DeepLabv3+ [6], with the ResNet50 backbone and first pre-train it on Cityscapes dataset [8]. Then, we modify the DeepLabv3+ architecture by adding a pose decoder in addition to the mask decoder. Following our initial design, the encoder is still shared between the pose and the mask decoders. We train our framework with the modified DeepLab3+ for the pose and mask network. Note that we initialize the encoder and the mask decoder from the DeepLabv3+ model pre-trained in a supervised manner on Cityscapes but our training is still self-supervised. As shown in Table 3, using the modified DeepLabv3+ model outperforms the original ResNet50 model for the pose and mask network. In the following experiments, we use the modified DeepLabv3+ model.

4.4. Results

We compare the performance of our method to the state-of-the-art by choosing the best performing configuration according to our ablation study, i.e. K = 5 with depth ordering and pre-trained segmentation network. For KITTI, we evaluate our method both with respect to the original ground-truth [10] and the improved ground-truth [37]. As shown in Table 5, our method performs comparably to the state-of-the-art methods PackNet [17] and Monodepth2 [16] in the monocular setting according to both the original and the improved ground-truth. Furthermore, we generate a scene decomposition jointly without conditioning on any segmentation map. Our improvements are particularly pronounced in foreground regions with moving objects (Fig. 3 and Table 4) but the overall performance is also improved with respect to the methods which use stereo pairs and rely on the output of a semantic [7] or instance segmentation network [5]. Furthermore, our joint scene decomposition formulation can compute the masks and poses of images in a single pass (9.057 samples per second), whereas using pre-computed masks as in [5], requires a separate pass for each object in the image (4.124 samples per second). While the state-of-the-art approach [17] uses an architecture with a large number of parameters due to 3D convolutions, we achieve similar results with a simpler architecture based on ResNet50. The followup work by the same authors improve the performance further by using supervision for semantic segmentation [18]. Note that we do not condition on the output of a segmentation network but automatically discover components which move independently (Fig. 3).

We compare our method with Monodepth2 [16] in moving regions. We extract moving regions using motion segmentation methods on KITTI [30] and Cityscapes [38]. Our method achieves significantly better results than Monodepth2 on Cityscapes in overall, and clearly outperforms it in moving regions on both KITTI and Cityscapes (Table 4). Please check the supplementary for the full tables.

Finally, we evaluate the performance of our model on the more complex DDAD dataset. Note that because the online evaluation server [9] does not allow any semantic supervision, our model is not initialized by a pre-trained segmentation network on this dataset. Despite this, our method outperforms the state-of-the-art method [17] and Monodepth2 [16] in all metrics including car and person classes, as can be seen in Table 6.

5. Conclusion and Future Outlook

We proposed a joint scene decomposition and depth estimation model. We showed that joint formulation improves depth results, especially in moving foreground regions, compared to Monodepth2 as well as the other recent methods which condition on the output of a semantic or instance segmentation. Our model can discover components on the image which correspond to moving regions without any conditioning. The maximum number of components is fixed, however, outdoor scenes are not equally complex. For most scenes, ego-motion alone can explain the structure of the whole scene, as evidenced by the success of previous monocular depth estimation approaches. As we showed in
Table 5. Quantitative Results on KITTI. This table compares our proposed approach MonoDepthSeg to previous approaches on KITTI dataset. The Supervision column shows different types of supervision used by different methods, M stands for monocular sequences, and S for methods that train on stereo pairs. We mark the methods which require semantic (Sem) or instance-level (Ins) information. We show the results for the input resolution 640 × 192, with pre-trained segmentation network, and by training on KITTI for depth. The best self-supervised method in each column is shown in bold and the second best is underlined.

Table 6. Quantitative Results on DDAD. The Car and Person are shown using Abs Rel. Our method achieves the state-of-the-art results without using a pre-trained segmentation network.
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