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Abstract

We present an algorithm for a class of statistical inference problems. The main idea is to reformulate the inference problem as an optimization procedure, based on the generation of surrogate (auxiliary) functions. This approach is motivated by the MM algorithm, combined with the systematic and iterative structure of the Expectation-Maximization algorithm. The resulting algorithm can deal with hidden variables in Maximum Likelihood and Maximum a Posteriori estimation problems, Instrumental Variables, Regularized Optimization and Constrained Optimization problems.

The advantage of the proposed algorithm is to provide a systematic procedure to build surrogate functions for certain kind of systems typically arising in communication and quantization applications, where hidden variables are usually involved. Numerical examples show the benefits of the proposed approach.

1 Introduction

Problems in statistics and system identification often involve variables for which measurements are not available. Amongst others, real-life examples can be found in communication systems [5, 14] and systems with quantized data [13, 42]. For Maximum Likelihood (ML) estimation, the likelihood function is in general difficult to optimize by using closed-form expressions, and numerical approximations are usually cumbersome. These difficulties are traditionally avoided by the utilization of the Expectation-Maximization (EM) algorithm [7], where a surrogate (auxiliary) function is optimized instead of the main objective function. This surrogate function includes the complete data, i.e. the measurements and the random variables for which there are no measurements. The incorporation of such hidden data or latent variables is usually termed as data augmentation, where the main goal is to obtain, in general, simple and fast algorithms [41].

On the other hand, the MM algorithm is generally employed for solving more general optimization problems (not only for Maximum Likelihood and Maximum a Posteriori problems), particularly when there is no closed-form expressions for the solution of the optimization problem or the objective cost function is not convex. Real-life applications where the MM algorithm has been utilized include communication systems problems [32] and image processing [9]. For constrained optimization problems, an elegant solution is presented by Marks and Wright [29], where the constraints are incorporated via the formulation of surrogate functions. Surprisingly, Marks’ approach has not received the same attention from the scientific community when it comes to compare it with the EM and the MM algorithms. In fact, these three approaches are contemporary, but the EM algorithm

---

1MM stands for Maximization-Minorization or Minimization-Majorization, depending on the optimization problem that needs to be solved.
has attracted most of the attention (out of the three methods), and it has been used for linear and nonlinear statistical inference in biology and engineering, see e.g. [1, 4, 16, 21, 35, 44], amongst others. On the other hand, as shown in [22], the MM algorithm has obtained much less attention, while Marks’ approach is known only to a limited audience in the Communication Systems community. These three approaches have important similarities: i) a surrogate function is defined and optimized in place of the original optimization problem, and ii) the solution is obtained iteratively. In general, these algorithms are “principles and recipes” [31] or a “philosophy” [22] for constructing solutions to a broad variety of optimization problems.

In this paper we adopt the ideas behind [7, 22, 29] to develop an algorithm for a special class of functions. Our approach generalizes the ones of [7, 22, 29] by expressing the cost function in terms of a kernel. In particular cases, the kernel corresponds to a variance-mean Gaussian mixture (VMGM), see e.g. [33]. VMGMs, also referred to as normal variance-mean mixtures [3] and normal scale mixtures [43], have been considered in the literature for formulating EM-based approaches to solve ML [2] and Maximum a Posteriori (MAP) problems [6, 12, 33]. Our approach is applicable to a wide class of functions, which allows for defining the likelihood function, the prior density function, and constraints as kernels, extending also the work in [29]. Thus, our work encompasses the following contributions: i) a systematic approach to constructing surrogate functions for a class of cost functions and constraints, ii) a class of kernels where the unknown quantities of the algorithm can be easily computed, and iii) a generalization of [7, 22, 29] by including the cost function and the constraints in one general expression.

Our algorithm is tested by an example, where we considered a system modelled by a linear regression. In this example the regression matrix is known and the parameter vector is unknown. The problem is solved considering a constrained optimization problem, where the (inequality) constraint is given by a multivariate $\ell_q$-norm of the parameter vector. In this example, we show that the solution given by our proposal can iteratively converge to the global optimum.

## 2 Constrained problems in Statistical Inference

System Identification techniques encompass a variety of methodologies that can be used in order to obtain a model of a system from data. Classical methods, such as Least Squares, Maximum Likelihood, Maximum a Posteriori [15], Prediction Error Method, Instrumental Variables [36], and Stochastic Embedding [27] have been considered in the literature for such task. However, the increasing complexity of modern systems models have motivated researchers to revisit and reconsider those techniques for some problems. This has resulted in the incorporation of constraints and penalties into the identification problem, yielding an often more complicated optimization problem. For instance, it has been shown that the incorporation of linear equality constraints provide an improvement in the accuracy of the parameter estimates, see e.g [28]. On the other hand, the incorporation of regularization terms (or penalties) also improves the accuracy of the estimates, reducing the effect of noise and eliminating spurious local minima [25]. Regularization can be mainly incorporated in two ways: by adding regularizing constraints (a penalty function) or by including a probability density function (pdf) as a prior distribution for the parameters, see e.g. [12]. Another way to improve the estimation is by incorporating inequality constraints, where certain functions of the parameters may be required, for physical reasons amongst others, to be between certain bounds [20]. From this point of view, it is possible to consider the classical identification methods with constraints or penalties, as in [20, 23, 25, 27].

Perhaps one of the most utilized approaches for penalized estimation (with complicated non-linear expressions) is the MM algorithm – for details on the MM algorithm see Appendix A.2. This technique allows for the utilization of a surrogate function that is simple to handle, in terms of derivatives and optimization techniques, and that is, in turn, iteratively solved. However, its inequality constraint counterpart, here referred to as Marks’ approach [29], is not as well known as the MM algorithm. Moreover, there is no straightforward manner to obtain such surrogate function. In this paper we focus on a systematic way to obtain the corresponding surrogate function using Marks’ approach for a class of constraints.
3 Marks’ approach for constrained optimization

The approach in [29] deals with inequality constraints by using a similar approach to the EM and MM algorithms. The basic idea is, again, to generate a surrogate function that allows for an iterative procedure whose optimum value is the optimum value of the original optimization problem.

Let us consider the following constrained optimization problem:

\[
\theta^* = \arg \min_{\theta} f(\theta)
\]

\[
s. t. \quad g(\theta) \leq 0,
\]

where \( f(\theta) \) is the objective function and \( g(\theta) \) encodes the constraint of the optimization problem. In particular, let us focus on the case where \( g(\theta) \) is not a convex function. This implies that the optimization problem cannot be directly solved. This difficulty can be overcome by utilizing a surrogate function \( Q(\theta, \hat{\theta}^{(i)}) \) at a given estimate \( \hat{\theta}^{(i)} \), such that

\[
g(\theta) \leq Q(\theta, \hat{\theta}^{(i)}) \quad (2)
\]

\[
g(\hat{\theta}^{(i)}) = Q(\hat{\theta}^{(i)}, \hat{\theta}^{(i)}) \quad (3)
\]

\[
\frac{d}{d\theta} g(\theta) \bigg|_{\theta = \hat{\theta}^{(i)}} = \frac{d}{d\theta} Q(\theta, \hat{\theta}^{(i)}) \bigg|_{\theta = \hat{\theta}^{(i)}} \quad (4)
\]

Provided the above properties are satisfied, then the following approximation of (1):

\[
\theta^{(i+1)} = \arg \min_{\theta} f(\theta)
\]

\[
s. t. \quad Q(\theta, \hat{\theta}^{(i)}) \leq 0,
\]

iteratively converges to the solution of the optimization problem (1). As shown in [29], the optimization problem in (5) is equivalent to the original problem (1), since the solution of (5) converges to a point that satisfies the Karush-Kuhn-Tucker conditions of the original optimization problem.

Remark 3.1 Mark’s approach can be considered as a generalization of the MM algorithm, since the latter can be derived (for a broad class of problems) from the former. Let us consider the following problem:

\[
\theta^* = \arg \min_{\theta} f(\theta).
\]

Using the epigraph representation of (6) [19], we obtain the equivalent problem

\[
\theta^* = \arg \min_{\theta} t
\]

\[
s. t. \quad f(\theta) \leq t,
\]

Using Mark’s approach (5), we can iteratively find a local optimum of (6) via

\[
\theta^{(i+1)} = \arg \min_{\theta} t
\]

\[
s. t. \quad Q(\theta, \hat{\theta}^{(i)}) \leq t,
\]

where \( Q(\theta, \hat{\theta}^{(i)}) \) in (8) is a surrogate function for \( f(\theta) \) in (6). From the epigraph representation we then obtain

\[
\theta^{(i+1)} = \arg \min_{\theta} Q(\theta, \hat{\theta}^{(i)}),
\]

which is the definition of the MM algorithm (see Appendix A.2 for more details). ▽
4  A systematic approach to construct surrogate functions for a class of optimization problems

Here, we consider a general optimization cost defined as:

$$\mathcal{V}(\theta) = \int_{\Omega(y)} K(z, \theta) d\mu(z),$$

(10)

where $\theta$ is a parameter vector, $y$ is a given data (i.e. measurements), $z$ is the complete data (comprised of the observed data $y$ and the hidden variables (unobserved data), $\Omega(y)$ is a mapping from the sample space of $z$ to the sample space of $y$, $K(\cdot, \cdot)$ is a (positive) kernel function, and $\mu(\cdot)$ is a measure, see e.g. [3]. The definition of $\mathcal{V}(\theta)$ is based on the definition of the auxiliary function $Q$ in the EM algorithm [7, eq. (1.1)], where it is assumed throughout the paper that there is a mapping that relates the not observed data to the observed data, and that the complete data lies in $\Omega(y)$ [7]. Notice that in (10) the kernel function may not be a pdf. However, several functions can be expressed in terms of a pdf. The most common cases are Gaussian kernels (yielding VMGMs) [3] and Laplace kernels (yielding Laplace mixtures) [11].

Since we are considering the optimization of the function $\mathcal{V}(\theta)$, we can also consider the optimization of the function

$$\mathcal{J}(\theta) = \log \mathcal{V}(\theta).$$

(11)

From (11), we define the following auxiliary functions:

$$Q(\theta, \hat{\theta}^{(i)}) = \int_{\Omega(y)} \log[K(z, \theta)] \frac{K(z, \hat{\theta}^{(i)})}{\mathcal{V}(\hat{\theta}^{(i)})} d\mu(z),$$

(12)

$$\mathcal{H}(\theta, \hat{\theta}^{(i)}) = \int_{\Omega(y)} \log \left[ \frac{K(z, \theta)}{\mathcal{V}(\theta)} \right] \frac{K(z, \hat{\theta}^{(i)})}{\mathcal{V}(\hat{\theta}^{(i)})} d\mu(z),$$

(13)

where $\hat{\theta}^{(i)}$ is the $i$th estimate of $\theta$. Thus, from (12) and (13) we obtain

$$\mathcal{J}(\theta) = Q(\theta, \hat{\theta}^{(i)}) - \mathcal{H}(\theta, \hat{\theta}^{(i)}).$$

(14)

As in the EM algorithm, for any $\theta$, and using Jensen’s inequality, it can be shown that the auxiliary function $\mathcal{H}(\theta, \hat{\theta}^{(i)})$ in (13) is a decreasing one.

**Remark 4.1** The kernel function $K(z, \theta)$ satisfies the standing assumption $K(z, \theta) > 0$ since the proposed scheme is built, among others, on the logarithm of the kernel function $K(z, \theta)$. The definition of the kernel function in (10) allows for kernels that are not probability density functions (pdf’s). On the other hand, some kernels may correspond to a scaled version of a pdf. In that sense, for the cost function in (10) we can define a new kernel and a new measure as

$$\tilde{K}(z, \theta) = \frac{K(z, \theta)}{\int K(z, \theta) d\theta}, \quad \bar{\mu}(z) = \left( \int K(z, \theta) d\theta \right) \mu(z),$$

$$\Rightarrow \mathcal{V}(\theta) = \int_{\Omega(y)} \tilde{K}(z, \theta) d\bar{\mu}(z).$$

The idea behind using a surrogate function is to obtain a simpler algorithm for the optimization of the objective function when compared to the original optimization problem. This can be achieved iteratively if the Fisher Identity for the surrogate function and the objective function is satisfied. That is,

$$\frac{\partial}{\partial \theta} \mathcal{J}(\theta) \bigg|_{\theta = \hat{\theta}^{(i)}} = \frac{\partial}{\partial \theta} Q(\theta, \hat{\theta}^{(i)}) \bigg|_{\theta = \hat{\theta}^{(i)}}.$$

(15)

**Lemma 4.1** For the class of objective functions in (10), the surrogate function $Q(\theta, \hat{\theta}^{(i)})$ in (12) satisfies the Fisher identity defined in (15).
Step 1:  Find a kernel that satisfies $\Omega$.  
Step 2:  Obtain an initial guess $\hat{\theta}^{(0)}$.  
Step 3:  $i = 1$.  
Step 4:  Compute $Q(\theta, \hat{\theta}^{(i)})$ as in $[12]$.  
Step 5:  Compute $\tilde{Q}(\theta, \hat{\theta}^{(i)})$.  
Step 6:  Incorporate $Q(\theta, \hat{\theta}^{(i)})$ in the optimization problem and solve.  
Step 7:  $i = i + 1$ and back to Step 4 until convergence.

Proof: From $[14]$ we have:
\[
\frac{\partial}{\partial \theta} J(\theta) \bigg|_{\theta = \hat{\theta}^{(i)}} = \frac{\partial}{\partial \theta} Q(\theta, \hat{\theta}^{(i)}) \bigg|_{\theta = \hat{\theta}^{(i)}} - \frac{\partial}{\partial \theta} H(\theta, \hat{\theta}^{(i)}) \bigg|_{\theta = \hat{\theta}^{(i)}}.
\]

Next, let us consider the gradient of the auxiliary function $H(\theta, \hat{\theta}^{(i)})$:
\[
\frac{\partial}{\partial \theta} H(\theta, \hat{\theta}^{(i)}) \bigg|_{\theta = \hat{\theta}^{(i)}} = \int_{\Omega(y)} \left[ K(z, \theta) V(\theta)^{-1} \frac{\partial}{\partial \theta} K(z, \theta) V(\theta) \right] \frac{K(z, \hat{\theta}^{(i)})}{V(\hat{\theta}^{(i)})} d\mu(z) = \int_{\Omega(y)} \frac{\partial}{\partial \theta} \left[ \int_{\Omega(y)} K(z, \theta) V(\theta) d\mu(z) \right] d\mu(z) = 0.
\]

Hence, $[15]$ holds.

Remark 4.2 Note that the Fisher identity in Lemma 4.1 is well known in the EM-framework. However, we have specialized this result for the problem in this paper (i.e. when $K(z, \theta)$ is not necessarily a probability density function).

Lemma 4.2 The surrogate function $Q(\theta, \hat{\theta}^{(i)})$ in $[12]$ can be utilitized to obtain an adequate surrogate function that satisfies the properties in Mark’s approach in $[2, 4]$.  

Proof: Notice that in Mark’s approach the optimization problem corresponds to the minimization of the objective function. Hence, to maximize, we have $J(\theta) = -Q(\theta, \hat{\theta}^{(i)}) + H(\theta, \hat{\theta}^{(i)})$. From $[14]$ we can construct the surrogate functions $\tilde{Q}(\theta, \hat{\theta}^{(i)})$ and $\tilde{H}(\theta, \hat{\theta}^{(i)})$ since
\[
J(\theta) = -\frac{\tilde{Q}(\theta, \hat{\theta}^{(i)}) - \tilde{Q}(\hat{\theta}^{(i)}, \hat{\theta}^{(i)}) + \tilde{J}(\hat{\theta}^{(i)})}{\tilde{H}(\theta, \hat{\theta}^{(i)})}. 
\]

The function $\tilde{H}(\theta, \hat{\theta}^{(i)})$ satisfies $\tilde{H}(\theta, \hat{\theta}^{(i)}) - \tilde{H}(\hat{\theta}^{(i)}, \hat{\theta}^{(i)}) \geq 0$, which implies that $J(\theta) \leq \tilde{Q}(\theta, \hat{\theta}^{(i)})$, satisfying $[2]$. From $\tilde{Q}(\theta, \hat{\theta}^{(i)}) = Q(\theta, \hat{\theta}^{(i)}) - Q(\hat{\theta}^{(i)}, \hat{\theta}^{(i)}) + J(\hat{\theta}^{(i)})$ we obtain $\tilde{Q}(\theta, \hat{\theta}^{(i)}) = J(\hat{\theta}^{(i)})$, satisfying $[3]$. Finally, since $\tilde{H}(\theta, \hat{\theta}^{(i)})$ satisfies $[15]$, $\tilde{Q}(\theta, \hat{\theta}^{(i)})$ satisfies $[4]$.

Remark 4.3 Since $\frac{d}{d\theta} Q(\theta, \hat{\theta}^{(i)}) = \frac{d}{d\theta} \tilde{Q}(\theta, \hat{\theta}^{(i)})$, it is simpler to consider the function $Q(\theta, \hat{\theta}^{(i)})$ instead of $\tilde{Q}(\theta, \hat{\theta}^{(i)})$ in penalized/regularized and MAP estimation problems, as shown in $[12]$ and $[9]$.  

In Table 1 we summarize our proposed algorithm.
5 A quadratic surrogate function for a class of kernels

In this paper we focus on a special class of the kernel functions $K(z, \theta)$. For this particular class, the following is satisfied:

$$
\frac{\partial}{\partial \theta} \log[\mathcal{K}(z, \theta)] = A(z)\theta + b,
$$

where $A(z)$ is a matrix and $b$ is a vector, both of adequate dimensions. Then, we have that

$$
\frac{\partial}{\partial \theta} Q(\theta, \hat{\theta}^{(i)}) = \int_{\Omega(y)} [A(z)\theta + b] \frac{K(z, \hat{\theta}^{(i)})}{\mathcal{V}(\hat{\theta}^{(i)})} d\mu(z)
$$

$$
= \left[ \int_{\Omega(y)} A(z) \frac{K(z, \hat{\theta}^{(i)})}{\mathcal{V}(\hat{\theta}^{(i)})} d\mu(z) \right] \theta + b \int_{\Omega(y)} \frac{K(z, \hat{\theta}^{(i)})}{\mathcal{V}(\hat{\theta}^{(i)})} d\mu(z)
$$

$$
= R\theta + b.
$$

Remark 5.1 Notice that in the previous expression is linear with respect to $\theta$. Hence, the surrogate function $Q(\theta, \hat{\theta}^{(i)})$ is quadratic with respect to the parameter vector $\theta$. \(\nabla\)

From the Fisher Identity in (15) we have that

$$
\frac{\partial}{\partial \theta} \mathcal{J}(\theta) \big|_{\theta=\hat{\theta}^{(i)}} = R\hat{\theta}^{(i)} + b,
$$

from which we can solve for $R$ in some case\(^2\)\footnote{The matrix $R$ can also be computed using Monte Carlo algorithms.}. In particular, if $A(z)$ is a diagonal matrix, then $R$ is also a diagonal matrix defined by $R = \text{diag}[r_1, r_2, ...]$. Thus, we have

$$
\frac{\partial}{\partial \theta_i} \mathcal{J}(\theta) \big|_{\theta=\hat{\theta}^{(i)}} = r_i \hat{\theta}_i^{(i)} + b_i \Rightarrow r_i = \frac{\partial}{\partial \theta_i} \mathcal{J}(\theta) \big|_{\theta=\hat{\theta}^{(i)}} - b_i,
$$

where $\theta_i$ is the $i$th component of the parameter vector $\theta$, $\hat{\theta}_i^{(i)}$ is the $i$th component of the estimate $\hat{\theta}^{(i)}$, $r_i$ is the $i$th element of the diagonal of $R$, and $b_i$ is the $i$th element of the vector $b$. Hence, when optimizing the auxiliary function $Q(\theta, \hat{\theta}^{(i)})$ we obtain

$$
\frac{\partial}{\partial \theta} Q(\theta, \hat{\theta}^{(i)}) = \begin{bmatrix} r_1 \\ r_2 \\ \vdots \end{bmatrix} \theta + b = 0 \Rightarrow \hat{\theta}_i^{(i+1)} = -\frac{b_i}{r_i}
$$

Equivalently,

$$
\hat{\theta}^{(i+1)} = R^{-1}b.
$$

This implies that in our approach, it is not necessary to obtain the auxiliary function $Q$ and optimize it. Instead, by computing $R$ and $b$, the new estimate can be obtained.

For the class of kernels here described, the proposed method for constructing surrogate functions can also be understood as part of sequential quadratic programming (SQP) methods \cite{10} ch. 12.4. Indeed, the general case of equality and inequality-constrained minimization problems is defined as \cite{24} ch. 4:

$$
\theta^* = \arg \min_{\theta} f(\theta)
$$

s. t. $h(\theta) = 0, g(\theta) \leq 0$,

which is solved by iteratively defining quadratic functions that approximate the objective function and the inequality constraint around a current iterate $\hat{\theta}^{(i)}$. In the same way, our proposal generates an algorithm with quadratic surrogate functions.
Remark 5.2 In the proposed methodology, the surrogate function that can be optimized is given by

\[ \bar{Q}(\theta, \hat{\theta}^{(i)}) = \int_{\Omega(y)} \log[K(z, \theta)]K(z, \hat{\theta}^{(i)})d\mu(z), \]  

(21)

since \( V(\hat{\theta}^{(i)}) \) in [12] does not depend on the parameter \( \theta \). Thus, the proposed method corresponds to a variation of the EM algorithm that is not limited to probability density functions (e.g. the likelihood function) for solving ML and MAP estimation problems. Instead, our version considers general measures (\( \mu(z) \)), where the mapping over the measurement data \( \Omega(y) \) is a given set.

6 Numerical Examples

In this section, we illustrate our proposed algorithm with the following inequality constrained ML estimation problem:

\[ \theta^* = \arg \min_{\theta} \| y - A\theta \|^2 \]

s. t. \( f(\theta) = \sum_{m=1}^{M} \left\| \frac{\beta_m}{\tau} \theta_m \right\|_2^q \leq \gamma, \)  

(22)

where \( \theta = [\theta_1^T, ..., \theta_M^T]^T \) is an unknown vector parameter, \( A \) is the regressor matrix, and \( y \) corresponds to the measurements, with \( q = 0.4 \), \( \tau = 0.2 \), and \( \gamma = 7 \). Notice that the constraint function belongs to a family of sparsity constraints found in sparse system identification and optimization – see e.g. [23] and the references therein. The function of the unknown parameter in the inequality constraint can be understood as its “group \( \ell_q \)-norm”, with \( M \) groups and where \( \theta_m \) is the \( m \)th group of length \( \beta_m \). Hence, the inequality constraint can be expressed as a Multivariate Power Exponential (MPE) distribution [37] of \( \theta \). On the other hand, the MPE distributions can be expressed as VMGMs [26], which allows for utilizing the ideas presented in Section 4, where the corresponding kernel function is a multivariate Gaussian distribution. The elements of the matrix \( A \) were generated using a Normal distribution (\( \mathcal{N}(0, 1) \)) and the measurement data was generated from

\[ y = A\theta + n, \]

where \( n \sim \mathcal{N}(0, 0.01I) \) is the additive measurement noise. In this example, we consider that the number of measurements is 256 and that \( \theta = [0.54, 1.83, -2.26, 0, 0, 0, 0, 0, 0.86, 0.32, -1.31]^T \), with \( \beta_m = 3 \ \forall m \), and thus \( M = 4 \). We have also considered 150 Monte Carlo simulations.

For the attainment of the surrogate function we consider the following:

1. When expressed as a MPE distribution, the group \( \ell_q \)-norm is given by [37],

\[ p(\theta_m) = \kappa_m(q, \tau)e^{-\frac{\|\sqrt{\tau}\theta_m\|_2^q}{\sqrt{\beta_m}}} \]

where \( \kappa_m(q, \tau) \) is a constant that depends on \( \tau \) and \( q \), and

\[ p(\theta) = \prod_{m=1}^{M} p(\theta_m). \]

2. When expressed as a VMGM, the group \( \ell_q \)-norm is given by

\[ p(\theta_m) = \int \mathcal{N}_{\theta}(0, \Sigma(\lambda_m))p(\lambda_m)d\lambda_m. \]

\[^3\text{Notice that when } m = 1 \text{ we obtain the standard } \ell_q \text{-norm, and when } q = 1 \text{ we obtain the } \ell_1 \text{-norm utilized in the Lasso.}\]
3. With the previous expressions, and using the results in Section 5, we notice that
\[
\frac{\partial Q(\theta, \hat{\theta}^{(i)})}{\theta_m} = -k_m^{(i)} \theta_m,
\]

where \(\hat{\theta}^{(i)}_m\) is the estimate of the \(m\)th group at the \(i\)th iteration and \(k_m^{(i)}\) is a constant that depends on \(\hat{\theta}^{(i)}_m\).

4. Then we obtain \(Q(\theta, \hat{\theta}^{(i)}) = k_m^{(i)} \left( \theta_m^T \theta_m \right) + c\), where \(c\) is a constant.

Then, the inequality constraint in (22) can be replaced with the following constraint (that includes the surrogate function \(\tilde{Q}(\theta, \hat{\theta}^{(i)})\) as shown in (16))
\[
\sum_{m=1}^{M} k_m^{(i)} \left( \theta_m^T \theta_m - (\hat{\theta}_m^{(i)})^T \hat{\theta}_m^{(i)} \right) + \left\| \frac{\sqrt{k_m}}{\tau} \theta_m \right\|_2^q \leq \gamma,
\]

The results of the optimization problem for one realization is shown in Fig. 1, where the optimization problem with the surrogate function was solved using the optimization software CVX [18, 17] and the original non-convex problem was solved using the optimization software BARON [39, 41], which allowed us to obtain the global optimum. From Fig. 1 it can be seen that our approach finds the global minimum with a few iterations only. On the other hand, we have also considered the mean squared error (MSE) of the estimates and compared them with the unconstrained problem (least squares). The MSE obtained with our approach is \(3.6 \times 10^{-2}\), whilst the least squares estimate yielded an MSE equal to \(4.34 \times 10^{-2}\). Clearly, the incorporation of the constraint aided the estimation.

7 Conclusions

In this paper we have presented a systematic approach for constructing surrogate functions in a wide range of optimization problems, generalizing the popular EM and MM algorithms. Our approach is based on the utilization of data augmentation and kernel functions, yielding very simple optimization algorithms when the kernel can be expressed as VMGM.

A Rudiments of the proposed approach

A.1 The EM algorithm

Let us consider an estimation problem and its corresponding log-likelihood function defined as \(\ell(\theta) = \log p(y|\theta)\), where \(p(y|\theta)\) is the likelihood function, \(\theta \in \mathbb{R}^p\), and \(y \in \mathbb{R}^N\). Denoting the complete data by \(z \in \Omega(y)\), and using Bayes’ theorem, we can obtain:
\[
\ell(\theta) = \log p(y|\theta) = \log p(z|\theta) - \log p(z|y, \theta).
\]

Figure 1: Convergence of the proposed approach to the global optimum
Let us assume that at the $i$th iteration we have the estimate $\hat{\theta}^{(i)}$. By integrating both sides of (24) with respect to $p(z|y, \hat{\theta}^{(i)})$, we obtain $\ell(\theta) = Q(\theta, \hat{\theta}^{(i)}) - \mathcal{H}(\theta, \hat{\theta}^{(i)})$, where

$$Q(\theta, \hat{\theta}^{(i)}) = \int_{\Omega(y)} \log p(z|\theta)p(z|y, \hat{\theta}^{(i)})dz,$$

$$\mathcal{H}(\theta, \hat{\theta}^{(i)}) = \int_{\Omega(y)} \log p(z|y, \theta)p(z|y, \hat{\theta}^{(i)})dz.$$  \hfill (25)

Using Jensen’s inequality \cite{8} pp. 24–25, it is possible to show that for any value of $\theta$, the function $\mathcal{H}(\theta, \hat{\theta}^{(i)})$ is decreasing. Hence, the optimization is only carried out on the auxiliary function $Q$ because, by maximizing $Q$, the new parameter $\hat{\theta}^{(i+1)}$ is such that the likelihood function increases (see e.g. \cite{7, 39}).

In general, the EM method can be summarised as follows:

**E-step**: Compute the expected value of the joint likelihood function for the complete data (measurements and hidden variables) based on a given parameter estimate, $\hat{\theta}^{(i)}$. Thus, we have (see e.g. \cite{7}):

$$Q(\theta, \hat{\theta}^{(i)}) = E[\log p(z|\theta)|y, \hat{\theta}^{(i)}],$$

\hfill (27)

**M-step**: Maximize the function $Q(\theta, \hat{\theta}^{(i)})$ \cite{27}, with respect to $\theta$:

$$\hat{\theta}^{(i+1)} = \arg \max_{\theta} Q(\theta, \hat{\theta}^{(i)}).$$

\hfill (28)

This succession of estimates converges to a stationary point of the log-likelihood function \cite{40}.

### A.2 The MM algorithm

The idea behind the MM algorithm \cite{22} is to construct a surrogate function $g(\theta, z)$, that majorizes (for minimization problems) or minorizes (for maximization problems) a given cost functions $f(\theta)$ \cite{22} such that,

$$f(\theta) \leq g(\theta, \hat{\theta}^{(i)}) \quad \text{for minimization problems, or}$$

$$f(\theta) \geq g(\theta, \hat{\theta}^{(i)}) \quad \text{for maximization problems, and}$$

$$f(\theta) = g(\theta, \theta),$$

where $\hat{\theta}^{(i)}$ is an estimate of $\theta$. Then, the surrogate function is iteratively optimized until convergence. Hence, for maximizing $f(\theta)$ we have \cite{38}

$$\hat{\theta}^{(i+1)} = \arg \max_{\theta} g(\theta, \hat{\theta}^{(i)}).$$

\hfill (29)

For the construction of the surrogate function, popular techniques include the first order Taylor approximation, the quadratic upper bound principle and Jensen’s inequality for convex functions, see, e.g., \cite{38}.

**Remark A.1** The iterative strategy utilized in the MM algorithm converges to a local optimum since

$$f(\hat{\theta}^{(i+1)}) \geq g(\hat{\theta}^{(i+1)}, \hat{\theta}^{(i)}) \geq g(\hat{\theta}^{(i)}, \hat{\theta}^{(i)}) = f(\hat{\theta}^{(i)}).$$

\hfill \nabla
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