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Abstract

Automatic text comprehension is an arduous task of automatic natural language processing. This task has been addressed in several NLP applications, namely, question-answering, information retrieval, etc. In some cases, these applications require a minimal understanding of the text. The use of this task in question-answering requires that the result must be the accurate answer to a question, instead of a number of references to documents that contain the answer. It makes it possible to construct a coherent representation of the content of a text to answer a question in natural language. In this paper, we propose to construct a semantic and logical representation of Arabic texts (the question and the passages of texts). Therefore, we propose a new approach for the Arabic question-answering. This approach is based on the automatic understanding of Arabic texts (question or passages of texts) to transform them into semantic and logical representations. The experiments results of our approach achieved an accuracy of 74%.

1 Introduction

With the growth of electronic media, including the Web, which has become the main source of information for everyone, the amount of information has grown exponentially. In the existence of this large-scale digitization, finding high-precision information is a challenge. Thus, the question-answering research is developing every day; Research in the field of Arabic question-answering began in the 1990s. To our knowledge, there are many systems that have been developed for many languages of the world (i.e. English, French, Chinese, Japanese, etc.). However, there are few systems that have been developed for the Arabic language. These systems provide answers in the form of short passages, extracts of document collections. Therefore, the performance of these systems is limited by the difficulty of the language processing and the considerable lack of effective NLP tools that take into consideration the Arabic language [Alagha & Abu-Taha, 2015], [Al-Khalifa & Al-Wabil, 2007]. Arabic is an inflected and derivational Semitic language where from one root, several forms could be derived. This language poses challenges for the tasks of the NLP, as opposed to other languages, because of its morphological richness, relatively free words order and diglossic nature (where standard and dialects mix in most genres data) [Almarwani and Diab, 2017]. Moreover, with the absence of the capitalization in the Arabic language, we cannot distinguish the verbs from the nouns. The absence of voyellation in the Arabic texts is also a great source of ambiguity for morphological, syntactic and semantic analysis. Thus, the Arabic language still lacks large-scale computing resources that are very useful for English as the WordNet [Miller, 1995], or a resource, such as, VerbOcean [Chklovski and Pantel, 2004].

In this paper, we focus on a few dimensions whose development seems more particularly to the automatic understanding of Arabic texts. Specifically, we introduce a real analysis of text passages which may contain an answer to a question. Indeed, the automatic understanding of a text is one of the basic components of such a question-answering system to choose and obtain a precise answer. Consequently, the approach presented in this paper makes it possible to construct a semantic and logical representation of texts via the conceptual graphs. As a result, text comprehension can be defined as a cognitive process of understanding concepts from a text and relations between them.

The rest of this paper is organized as follows. In Section 2, we describe the automatic text comprehension in order to transform the texts
(question, text passages) into semantic and logical representations. Some related works presenting the most common of Arabic question-answering systems in Arabic language are presented in Section 3. Our proposed approach for the Arabic question-answering system is presented in section 4. The experimental results are presented and discussed in Section 5. Finally, we offer some concluding remarks in Section 6.

2 Automatic text comprehension

Automatic text comprehension has emerged in the 60s and 70s since the beginning of the automatic language processing. Indeed, to understand a text is quite different than to perform a simple reading. It is the task of achieving an in-depth understanding of one or a few texts. In fact, the task is focused on reading simple documents where the right answers require some inference and a review of the basic knowledge previously acquired [Banerjee et al., 2013]. It is, in fact, a way in which human comprehension of text has been measured to answer questions about the text [Vanderwende, 2007].

Various NLP applications need to understand the meaning of a text (although they often determine it superficially). Understanding is typing, recognizing, and relating the relevant elements to a task. In addition, these applications involve semantic processing of the natural language. In some cases, these applications require a minimal understanding of the text. The semantic annotation highlights in the same text relevant information elements (keywords, proper names, etc.). Information extraction makes it possible to extract structured information to fill a database (i.e. concerning company buybacks, networks of gene interactions, etc.). The automatic summary of texts aims at providing a target text summarizing the main information contained in a source text (s). The target is usually a simple selection of relevant sentences from the source text (s). In question-answering (QA), it is actually building a coherent representation of the content of a text to answer a question in natural language.

The texts build the mass of information the most present on the web (sound and images are more recent). As a result, a text is generally composed of sentences of equivalent size before their extraction. The sentence is a sequence of words and punctuations that are combined to add semantics to the text [Patil et al., 2016]. In this context, researchers, such as, [Gomez-Adorno et al., 2013] define the automatic understanding through the ability to understand and read the main ideas written implicitly in a given text. In our work, the process of understanding is done in two ways; one way to represent the text in conceptual graphs and a second way to transform these graphs into logical forms of first order.

2.1 A semantic representation for the automatic text comprehension

The comprehension of texts is intended to give an account of the meaning of the text. Indeed, understanding a text supposes that we are able to form a cohesive and unified representation of the information emitted by the text. We propose to provide a semantic representation of texts if we want to determine the necessary entailments to answer a given question. To a certain extent, the task is to manage the linguistic variation in order to provide a representation of the text that makes it possible to manipulate it. In addition, the main challenge is how to convert the information found in the text into the language with which a machine can think and make decisions, and correctly answer the questions of the users. To do this, we suggest using conceptual graph formalism, which allows a richer representation of textual content. This formalism represents the sentence of the text and of the question with a structure formed by vertices and edges [Sowa, 1984]. It provides a higher level of text comprehension by capturing the semantics in the text.

The conceptual graph is a connected, bipartite and finite graph [Sowa, 1984]. It is used as an intermediate language to interpret the object-oriented formalism and the natural language. The representation of texts semantically via the conceptual graphs takes into account one of the current techniques that facilitate the process of handling different NLP applications, such as, information retrieval, question-answering, machine translation, automatic summary, reasoning, etc. The graph is constituted of a set of nodes connected by links; the nodes of the graph are either concepts (denoted by rectangles) or conceptual relations (denoted by ovals). Conceptual relations nodes indicate a relationship involving one or more concepts (they consist of a
type of relations). Concepts consist of a type of concept and a referent (instantiation of the type of concept). In natural language processing, the conceptual modeling is a way of modeling the semantics. The semantics of texts turns into semantics of conceptual models at a higher level of abstraction, in terms of concepts and relations. An example of a conceptual graph relating to the sentence "توجد بحيرة قارون في محافظة الفيوم" ("Qaroun Lake is located in Fayoum Governorate") is shown in Figure 1.
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Figure 1: Example of a conceptual graph for "توجد بحيرة قارون في محافظة الفيوم" ("Qaroun Lake is located in Fayoum Governorate")

### 2.2 A logical interpretation for the automatic text comprehension

The logic is the most important and difficult level of natural language processing. Indeed, one of the great challenges in understanding the text, such as, constructing a coherent overall representation of the text, is that much of the information needed in this representation is implicit. Thus, in order to fill the gaps and achieve a global representation, the language processing systems require a great deal of knowledge of the world, and the creation of these knowledge resources remains a fundamental challenge [Clark et al., 2008]. Otherwise, being able to represent a problem is interesting only if we can use this representation to perform intelligent tasks, such as, the logical reasoning. Thus, another important role of the logic is to develop a mechanism that allows a machine to perform reasoning.

We mean a semantic representation including a logical processing of texts in natural language. Our goal is twofold, from a mathematical point of view; it is to better understand the structure of the first-order logical formulas, especially, if they are used as semantic representations of texts in natural language. From a linguistic point of view, it is a question of combining two modes of representation used in the semantic and the logic of natural language. We make the logical representation into a form of predicate-arguments that allows transforming the semantic representations in conceptual graphs (of the question and the text passage) into logical forms. The implementation of logical forms is based on information provided by the conceptual graphs. Obviously, we have proposed an algorithm that provides the transformation process and creates predicates and assigns arguments to them. The logical forms generated from the conceptual graphs are taken into consideration during the textual entailment determination step that relies on the semantic and the logic representation to extract the desired answer.

In particular, [Sowa, 1984] defines an operator Φ (Phi) that transforms every element of a conceptual graph model into an element of first-order logic. This interpretation gives a particular semantic to the generic marker. The transformation of a conceptual graph into a first order logic formula is as follows. At each node of the graph corresponds a quantized variable to which is applied a unary predicate having for name the word associated with the node. The arcs introduce a binary predicate with the name of the arc tag and for arguments the variables associated with its source and destination nodes. The final formula is the conjunction of the predicates thus obtained. For the graph of figure 1, we obtain the following logical representation:

\[
\exists X \exists Y \exists Z \exists W \exists T : \text{وجد}(Y) \land \text{بحيرة}(X) \land \text{قارون}(Z) \land \text{محافظة}(W) \land \text{Arg}(Y,W) \land \text{الفيوم}(T) \land \text{is}(W,T).
\]

### 3 Related works

In this section, we include a review about the Arabic question-answering systems. The research in area has been catalyzed by the Text Retrieval Conference (TREC) series since 1999. Question-answering systems are complex systems that, given a question asked in natural language, can find an answer to this question, in a corpus or in the Web,
and justify it by quoting their source(s). The first works in this research field go back to the 1960s for the English language and 1990s for the Arabic language. Research on Arabic Natural Language Processing (NLP) is facing a lot of problems due to language complexity, lack of machine readable resources and lack of interest among Arab researchers [Al-Shawakfa, 2016].

Since then, in Arabic language, there are some attempts of question-answering systems that have started to appear since 1990s by introducing various approaches that can be used to extract an answer to a question. These systems have obtained acceptable results for finding the precise answer. Despite these attempts, systems in Arabic are still few and immature because of the unique aspects of this language. In the remainder of this section, we have presented most of these systems that are performed in this language since their birth with AQAS from [Mohamed et al., 1993] to Lemaza [Azmi and Alshenaifi, 2017] which is recently presented. Figure 2 shows the review of the most common question-answering systems in Arabic language.

The first Arabic question-answering system, called AQAS [Mohammed et al., 1993], has emerged in the 90s. AQAS introduces an approach based on a Human-Computer Interface. It is based on querying databases to extract the answer; it transforms the question into a query to retrieve the answer and seeks answers from structured data bases that focused on a knowledge model.

[Hammo et al., 2004] presented QARAB (Question answering for Arabic), which is an Arabic QA system that uses both natural language processing and information retrieval techniques. Its data was extracted from the Alraya newspaper published in Qatar. It retrieves only short passages that contain an answer, not necessarily the exact answer.

In 2006, [Rosso et al., 2006] introduced an ongoing implementation of a Factoid Arabic QA system that was used for the purposes of QA tracks in the Cross Language Evaluation Forum (CLEF) and Text Retrieval Conference (TREC) competitions. In their paper, the authors have only introduced partially implemented modules of the system in which the Named Entity Recognition (NER) module as well as a Java Information Retrieval System (JIRS) module were embedded. This system was completed and introduced later on by [Benajiba et al., 2007], in which the effect of correctly identifying a Named Entity (NE) to produce correct answers is emphasized. This system is called ArabiQA (Arabic question answering system), is an Arabic question answering system. This system is based on a generic architecture made up of three modules: a passage retrieval system (JIRS), an Arabic Named Entities Recognition system (NER) and an Answer Extraction (AE) module. This system is making a precision near 83.3%.

QASAL [Brini et al., 2009] is a prototype to build an Arabic factual Question Answering system using Nooj platform to identify answers from a set of education books. The Experiments have been conducted and showed that for a text data of 50 questions the system reached 67.65% as precision, 91% as recall and 72.85% as F-measure. [Kanaan et al., 2009] propose a question answering system that provides short answers to questions expressed in the Arabic language. The system utilizes techniques from Information Retrieval and Natural Language Processing to process a collection of Arabic text documents as its primary source of knowledge. The authors used an existing tagger to identify proper names and other crucial lexical items and build lexical entries.

The system of Trigui and his colleges [Trigui et al., 2010], called DefArabiQA, is based on linguistic patterns, it is considered the first system provides answers to definition questions. It is based on a set of lexical patterns and uses heuristic rules to filter the candidate definitions.
AQUASYS (Arabic Question-Answering System) [Bekhti et al., 2011] is a system focused on named entities and designed to answer factoid questions related that can be of any type: person, location, organization, time, quantity, etc. This system addresses the questions that start with interrogative pronouns (ما who, ما what, أين where, متى when, كم数 how many, كم الكميت how much).

IDRAAQ system [Abouenour et al., 2012] is implemented through a three-level approach to enhance the Passage Retrieval (PR) stage. It includes the Recognizing Textual Entailment (RTE) and Answer Validation tasks. Without using the database collections of CLEF and relying on the density of the distance N-gram model, semantic expansion and Arabic WordNet, IDRAAQ achieved a precision of 0.13 and c@1 equals 0.21.

ALQASIM proposed by [Ezzeldin et al., 2013] is based on selection and validation of the answer. It answers multiple choice questions. This system analyzed reading test comprehension instead of questions. It achieved a performance of 0.31 precision and 0.36 c@1 without using any database collection tests.

JAWWEB [Kurdi et al., 2014] was constructed on the basis of AQUASYS by providing a user interface as an extension. JAWWEB was exposed a formal model for a lightweight semantic-based open domain yes/no Arabic question answering system based on paragraph retrieval; it aims to retrieve paragraphs (with variable length) that contain answers to the question.

Lemaza [Azmi and Alshenaifi, 2017] is a question-answering system that exclusively handles why questions expressed in Arabic language. Most of the existing Arabic question-answering systems do not handle why-questions, as these are more difficult to handle. The authors tested our system using 110 why-question and answer pairs using a corpus of 700 documents extracted from Open Source Arabic Corpora.

### 4 Proposed Approach

We propose a new approach for the Arabic question-answering. This approach is based on the automatic understanding of Arabic texts (question or passages of texts) to transform them into semantic and logical representations. More precisely, we manage to introduce a real analysis of the text that can contain an answer to a question. Isolated from the domain studied in question-answering, the problem of understanding a text and ensuring its in-depth analysis, have not had sufficient priority except in the last five years in comparison with that given to the analysis of the question. We suggest that automatic understanding of a text is one of the basic components of such a question-answering system for choosing and obtaining a precise answer. Therefore, our approach allows us to construct a semantic and logical representation of texts via the conceptual graphs. As a result, text comprehension can be defined as a cognitive process of understanding concepts from a text and relationships between them.
The proposed approach involves seven main phases (Figure 2), namely: (1) question analysis, (2) passages research, (3) passages analysis, (4) conceptual graph generation, (5) logic form transformation, (6) textual entailment determination, finally (7) answer extraction. In the following subsections, we will discuss the different phases of our proposed approach for the Arabic question-answering system.

4.1 Question analysis

This step consists of presenting the various characteristics that can help us to find the passages of texts and to select the precise answer. Although that the techniques differ from one system to another, the majority of these systems are based on a step of analysis of the question. This is a preliminary step in the process of finding specific answers to questions in natural language. In the literature, there are several types of questions that are often related to a particular type of answer as well as different approaches to answering to it. In our work, we focus on the type of factual questions that primarily require a named entity's answer. This type of questions begins with When, Where, How much, Who and What, etc., and asks for a date / time, place, person and organization, etc.

4.2 Passages research

Text passages are an important intermediary between complete documents and exact answers [Brini et al., 2009]. The keywords of the question are provided to the Google search engine to get the text passages. Moreover, the existence of these words in the passages can show the presence of the answer to this question. The method for finding text passages for each question is described in [Bakari et al., 2016]. First, we look for URLs that match those words. Then, for each address, we propose to recover the Web page that suits him. Finally, we transform each selected web page into a txt format (".html" to ".txt"). We obtain for each question a text comprising several passages of texts.

4.3 Passages analysis

Text generated from the Web contains information that does not make sense (i.e. transliterations, etc.). First, we propose to clean the texts, to transform them into an appropriate form and to prepare them for future treatments. Then, we transform these texts into a standard format that can be easily manipulated. Thus, we propose to add the UTF-8 in-coding, to filter the non-Arabic letters, etc. Then, the texts extracted from the Web are often long; their treatment consists of segmenting them into sentences. Finally, a list of linguistic analysis, including, the named entity recognition, the syntactic and the morphological analysis is implemented. This analysis increases the chance of finding the precise answer to a question in natural language.

4.4 Conceptual graph generation

In this step, we propose to transform the questions and the text passages into conceptual graphs. Indeed, a conceptual modeling in NLP is a way of modeling the semantics. The text semantic is transformed into semantics of conceptual models at a high level of abstraction, in terms of concepts and relations. Moreover, a concept represents an object of interest also called object of knowledge. Conceptual relations connect the concepts. A conceptual graph is a connected set of concepts
and conceptual relations. To transform a text (passage, question) into a conceptual graph, we first introduce the list of terms. Then, we extract the list of concepts associated to these terms. Then, we identify the list of the relations between these concepts. Finally, we construct the graph corresponding to these concepts and relations.

4.5 Logic form transformation

Representing the question and the text passages with a conceptual graph can facilitate the generation of logical representations. In our work, we propose a conceptual graph transformation algorithm based on the \( \Phi \) operator principle proposed in [Sowa, 1984] in order to obtain a logical representation. This algorithm transforms each element in a conceptual graph into an element of logic. It associates with any type of concept a predicate (i.e. Person (X)), and with any type of relation, a predicate of the same arity as the type (i.e. Agentof (X, Y)). It also associates with individual markers constants (i.e. ALI) and generic markers variables (i.e. *) that can be considered as arguments (i.e. (Person: ALI), (Person: *) \( \rightarrow \) (Person (ALI), Person (X))). Finally, the result is a logical formula obtained by conjunction of predicates associated with the concepts and the relations (i.e. Person (X) \( \land \) Agentof (X, Y), ...).

4.6 Textual entailment determination

In our work, we represent the questions (hypotheses H) and the passages of texts (text T) in logical forms to determine the relation of textual entailment between them. To do this, we propose a semantic method that is based on the extraction and the combination of features to determine the relation of entailment between pairs of logical forms. We discover three features (i.e. (i) overlap of predicate-arguments, (ii) matching between named entities, and (iii) semantic similarity). Since the text T and the hypothesis H are respectively represented by logical representations FOLT and FOLH. For each feature, we assign a score and we take as input the logical representations FOLT and FOLH. For the determination of textual entailment, we use different measures (i.e. the measure overlap, a correspondence score, the measure Wu-Palmer..., etc.). The problem of entailment is considered a problem of classification with two classes, a class "YES" and a class "NO." We use the values of features like data of learning to form characteristic vectors. These vectors are transmitted to a WEKA J48 decision tree classifier [Witten and Frank, 1999] which classifies them as "yes" or "no" entailments.

4.7 Answer extraction

After having obtained the results of the textual entailment, we extract only the passages having a relation of entailment with the question (yes) and we discard all the passages which have no relation of entailment with the question. The passages retained with entailment are considered as the candidate answers. Subsequently, a confidence score for each entailment is calculated by determining the weighted average. The passages are ordered in descending order. Then, the passage of text with the highest confidence score is the best candidate passage that contains the answer to the question. In our case, the answer is either a passage that contains an answer or a named entity.

5 Experimental results

In this section, we describe our performed experiments to evaluate our approach. For the evaluation, we used a set of 250 factual questions with 2500 passages of texts that are extracted from the web. To analyze the impact of the proposed approach, we used a standard set of 250 Arabic factual questions as dataset. The experimental questions come from four sources, namely, discussion forums, commonly asked questions (FAQ), some questions of the two evaluation campaigns TREC and CLEF. These English questions are translated into Arabic for experiments. The set of 250 factual questions were fed into Google to retrieve the relevant text passages that can contain the relevant answers. These passages were also analyzed in order to extract the correct answers. We have obtained an accuracy of 74%, which is very encouraging compared to the size of the tag set used till now. In fact, good accuracy performance is mainly due to both automatic understanding of Arabic texts for question-answering and recognition of textual entailment to the question-answering in Arabic.
6 Conclusion

In this paper, we have presented the theoretical foundation for a new logical approach to the question-answering in Arabic, namely, the automatic text comprehension. We have described a new approach for the Arabic question-answering. This approach has brought together several techniques, such as, NLP techniques, logical reasoning techniques, RTE techniques, etc. It is based essentially on the automatic understanding of Arabic texts (question or passages of texts) in order to transform them into semantic and logical representations. In our work, we propose not only to obtain exact and precise answers to questions in Arabic, but also to carry out semantic and logical analyses for the question and for text passages. For a logical representation we referred to a semantic representation. The idea was to transform these texts into conceptual graphs, a powerful logic-based formalism that is used to model textual information through concepts and relations. From this formalism, we proposed a conversion algorithm to model and determine a logical representation for each graph.
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