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Sparse matrix factorization for PSFs field estimation

F. Ngolè\textsuperscript{1} and J.-L. Starck\textsuperscript{1}.

\textsuperscript{1}Laboratoire AIM, CEA/DSM-CNRS-Université Paris Diderot, Irfu, Service d’Astrophysique, CEA Saclay, Orme des Merisiers, 91191 Gif-sur-Yvette, France.

Abstract — In large-scale spatial surveys, the Point Spread Function (PSF) varies across the instrument field of view (FOV). Local measurements of the PSFs are given by the isolated stars images. Yet, these estimates may not be directly usable because of the observational noise and the aliasing.

Given a set of aliased and noisy stars images from a telescope, we want to estimate well-resolved and noise-free PSFs at the observed stars positions, exploiting the spatial correlation of the PSFs across the FOV.

We introduce RCA (Resolved Components Analysis) which is a dimension reduction and super-resolution method based on matrix-factorization. We propose an original way of using the PSFs spatial correlation in the restoration process through sparsity.

We tested RCA on simulated PSFs of Euclid telescope. We show that a coupled sparsity constraint on individual PSFs and their spatial distribution improves significantly the accuracy over the restored PSFs shapes, compared to existing methods.

1 Introduction

In many applications such as astronomical or biomedical imaging, the optical system introduces a blurring of the images that needs to be taken into account for scientific analyses. The blurring function, also called Point Spread Function (PSF), is not always stationary on the observed field of view (FOV). A typical example is the case of the Euclid space mission \cite{1}, to be launched in 2020, where we need to measure with a very high accuracy the shapes of more than one billion of galaxies. An extremely important step to derive such measurements is to get an estimate of the PSF at any spatial position of the observed images.

In astronomical imaging, unresolved objects such as stars, can provide PSFs measurements at different locations in the FOV. Nevertheless, these images can be aliased given the CCD sensors sizes which makes a super-resolution (SR) step necessary.

In this paper, we consider the case where the PSF is both space variant and under-sampled, and we want to get an accurate modeling at high resolution of the PSFs, assuming we have under-sampled measurements of different PSFs in the observed field. We assume that the PSFs vary slowly across the field. This implies a compressibility of the PSFs field which we define as the smallest manifold on which the PSFs lie. which raises the question of what would be a concise representation of a spatially indexed set of PSFs accounting for the regularity of the PSFs field.

Several methods in the spatial data processing literature give possible answers to this question, in the case there is no undersampling. For instance, in \cite{2, 3, 4} the authors proposed "PCA-based" methods that explicitly include spatial constraints in the dimension reduction. Other interesting dimension reduction methods can be found in \cite{7} and \cite{5, 6}; the former builds an hierarchical representation of the data set, by identifying correlated samples entries; the latter provides a sparse representation of data lying on a low dimensional manifold. To the best of our knowledge, the only method performing both restoration, dimension reduction and super-resolution is the one used in the PSF modeling software PSFEx \cite{8}, which assumes a polynomial dependency of the PSFs low dimensional coordinates to the PSFs spatial positions in the FOV.

While the present work deals with the estimation of the PSFs from degraded measurements, a method for implementing efficiently a spatially varying blurring operator is introduced in \cite{9}, relying on similar compressibility priors.

2 Data model

We assume that we have an image \(I\), which contains \(p\) unresolved objects such as stars, which can be used to estimate the PSFs. Noting \(y_k\) one of these \(p\) objects at spatial position \(u_k\), \(y_k\) is therefore a small patch of \(I\) with \(n_y\) pixels, around the spatial position \(u_k\). We will write \(y_k\) as a 1D vector. The relation between the "true" PSF \(x_k\) and the noisy \(y_k\) observation is

\[
y_k = M_k x_k + n_k,
\]

where \(M_k\) is a linear operator and \(n_k\) is a noise that we assume to be Gaussian and white. We will consider two kinds of operators in this paper: the first one is the simple case where \(M_k = I_{n_y}\) and we have the number of pixels \(n_x\) in \(x_k\) is equal to \(n_y\). The second one is a registration+downsampling degradation operator and \(n_x = n_y^r\), where \(n_y^r\) is the downsampling factor. This case corresponds to the situation where the observations are aliased and one wish to compute the PSFs at a finer resolution. The registration is a simple translation shift which accounts for the fact that the observed stars centroids are not randomly distributed at a subpixelic level; this is in fact necessary for the resolution enhancement to be possible.

Noting \(Y = [y_1 \cdots y_p]\) the matrix of \(n_y\) lines and \(p\) columns of all observed patches, \(X = [x_1 \cdots x_p]\) the matrix \(n_x \times p\) of all unknown PSF, we can rewrite Eq. 1 as

\[
Y = F(X) + N,
\]

where \(F(X) = [M_1 x_1, \ldots, M_p x_p]\).

We assume that the registered PSFs live in a \(r\) dimensional subspace \(\Omega\) of \(\mathbb{R}^{n_y^r}\), with \(r \ll \min(n_x, p)\). The PSFs field is therefore included in \(\Omega\). Let \([s_i]\) be a basis of \(\Omega\). By definition, we can write

\[
X = S A,
\]

where \(S = [s_1, \ldots, s_r]\) and \(A\) is a \(r \times p\) matrix containing the coefficients \(A[:,k]\) of the vectors \(x_k\) \((k = 1 \ldots p)\) in the dictionary \(S\). Therefore, we will be considering the optimization problem

\[
\min_{A,S} \|Y - F(SA)\|_F^2,
\]

subject to various constraints that we precise in the next section.
3 Proposed method

3.1 Constraints

We introduce the Resolved Components Analysis (RCA), which is dimension reduction and super-resolution method based on the following priors:

- positivity constraint: the PSFs $x_k$ should be positive;
- low rank constraint: as described above, we assume that $x_k = \sum_{i=1}^{n_x} a_{ik}s_i$, with $r \ll \min(n_x, p)$; this dimension reduction has the advantage that there are much less unknown to find, leading to more robustness;
- smoothness constraint: we can assume that $x_k$ vectors are structured; the low rank constraint does not impose $x_k$ to be smooth or piece-wise smooth; adding an additional constraint on $S$ atoms, such as a sparsity constraint, allows to capture spatial correlation within the PSFs themselves; an additional dictionary $\Phi_s$ can therefore be introduced which is assumed to give a sparse representation of the vectors $s_k$;
- proximity constraints: we can assume that a given $x_k$ at a position $u_k$ is very close to another PSF $x_{k'}$ at position $u_{k'}$ if the distance between $u_k$ and $u_{k'}$ is small; this means that the field $f$ must be regular; this regularity can be forced by adding constraints on the lines of the matrix $A$; indeed, the $p$ values relative to a line $A[:, i]$ correspond to the contribution of the $i$th eigen PSF relative to different locations in the FOV.

Since we do not estimate individual PSFs directly, the smoothness constraint is introduced by promoting $S$’s columns sparsity with respect to a chosen dictionary $\Phi_s$. By definition, a typical imaging system’s PSF concentrates most of its power in few pixels. Therefore a straightforward choice for $\Phi_s$ is $I_{n_x}$.

On the other hand, we take $\Phi_s$ as the second generation Starlet forward transform [11] which is particularly suitable for images with nearly isotropic features.

As previously stated, the proximity constraint relies on the structure of the matrix $A$. Each line of $A$ is calculated as a sparse linear combination of discrete approximated harmonics defined over the set of spatial positions ${u_k, k = 1 \ldots p}$: we have $A = \alpha V^T$, where $\alpha$ is a $n_x \times q$ matrix with sparse lines, and $V$ is a $p \times q$ matrix whose columns are approximated harmonics, for some integer $q$. By representing each line of $A$ by a few number of harmonics, the highest field’s frequencies in the observations tend to be discarded, since they carry less energy than the lower frequencies because of the PSFs field smoothness. This, in turn, enforces local similarity of the PSFs. The dictionary $V$ is built as follows:

- we define a family of quadratic forms over the set ${u_k, k = 1 \ldots p}$ which eigenvectors are discrete harmonics if the $u_k$’s are uniformly distributed on a 2D cartesian grid;
- we form the dictionary $V$ by concatenating these eigenvectors.

3.2 Algorithm

The aforementioned constraints lead us to the following optimization problem:

$$\min_{\alpha, S} \frac{1}{2}\|Y - F(S\alpha V^T)\|_F^2 + \sum_{i=1}^{r} \|w_i \odot \Phi_s \odot s_i\|_1$$

$$\text{s.t. } \|\alpha[l, \cdot]\|_0 \leq \eta_l, \; l = 1 \ldots r \text{ and } S\alpha V^T \geq 0.$$  

where the last inequality is entry-wise and $\odot$ denotes the Hadamard product. The $\ell_1$ term promotes the sparsity of $S$ columns with respect to $\Phi_s$. The vectors $(w_i)$ weight the sparsity against the other constraints and allow some adaptivity of the penalty, with respect to the uncertainties propagated to each entry of $S$ [10].

The Problem 6 being non-convex, we solve approximately using the following alternate scheme[12]:

1. Initialization: $\alpha_0 \in M_{r,r}'(\mathbb{R})$, $S_0 = \arg\min_S \|Y - F(S\alpha_0 V^T)\|_F^2 + \sum_{i=1}^{r} \|w_i \odot \Phi_s \odot s_i\|_1$ s.t. $S\alpha_0 V^T \geq 0$

2. For $k = 0 \ldots k_{max}$:
   a) $\alpha_{k+1} = \arg\min_{\alpha} \frac{1}{2}\|Y - F(S\alpha V^T)\|_F^2$ s.t. $\|\alpha[l, \cdot]\|_0 \leq \eta_l, \; l = 1 \ldots r$.
   b) $S_{k+1} = \arg\min_S \|Y - F(S\alpha_{k+1} V^T)\|_F^2 + \sum_{i=1}^{r} \|w_i \odot \Phi_s \odot s_i\|_1$ s.t. $S\alpha_{k+1} V^T \geq 0$.

The optimization problem involved in step (a) remains non-convex but is approximately solved using an heuristic based on iterative hard-thresholding [13]. The optimization problem involved in step (b) is solved using an instance of the family of algorithms described in [14].

4 Results

We tested RCA on simulated optical Euclid PSFs as in [10], downsampled to Euclid resolution. We compared our approach to the standard PCA and the methods presented in [5] and [8] respectively.

The proposed method with $\Phi_s$ chosen as a wavelet’s is at least one order of magnitude more accurate with respect to the PSFs ellipticities and sizes [15, 16, 17] and the pixels mean square error, with and without downsampling. An example is given in Fig. 1.

5 Conclusion

We introduced RCA which is a dimension reduction method for continuous and positive data field which is noise robust and handles undersampled data. As a linear dimension reduction method, RCA computes the input data as linear combinations of few components which are estimated, as well as the linear combination coefficients, through a matrix factorization.

The method was tested over a field of simulated Euclid telescope PSFs. We show that constraining both the components matrix and the coefficients matrix using sparsity yield at least one order of magnitude more accurate PSFs restoration than existing methods, with respect to the PSFs shapes parameters; in particular, constraining the coefficients matrix yields a significantly better identification of the PSFs embedding subspace when the data are undersampled.
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Sparse BSS with corrupted data in transformed domains

C. Chenot and J. Bobin.
IRFU, CEA, Université Paris-Saclay, F-91191 Gif-sur-Yvette, France

Abstract—The presence of corrupted data is not innocuous when analyzing multichannel data. Most techniques of Blind Source Separation (BSS), well-suited to extract the meaningful information from the observations, are sensitive to gross errors. We propose a new method for handling outliers, assuming that their morphology is different from the one of the sources. The proposed method is two-step. Firstly, an initializing scheme using MCA and AMCA is performed. Then the mixing matrix, the outliers and the sources are jointly estimated by employing a reweighting procedure. Preliminary numerical experiments show the effectiveness of the proposed method compared to the state-of-the-art algorithms.

1 Introduction

We consider $m$ multichannel observations $\{X_i\}_{i=1...m}$, corresponding to the linear mixture of $n \leq m$ sources $\{S_j\}_{j=1...n}$ with $t > m$ samples. Besides, we assume that these measurements can be corrupted by a Gaussian noise accounting for small and dense noise and also by few large errors, designated as outliers. The model can be recast with the following matrix form:

$$X = AS + O + N,$$

where $X \in \mathbb{R}^{m \times t}$ stands for the observations, $A \in \mathbb{R}^{m \times n}$ the mixing matrix, $S \in \mathbb{R}^{n \times t}$ the sources, $O \in \mathbb{R}^{m \times t}$ the outliers, and $N \in \mathbb{R}^{m \times t}$ the Gaussian noise.

The outliers designate large corrupted entries in the measurements which can encompass errors done by defective sensors or large local mismodeling deviations for instance. According to the rarity of these errors, we will consider that $O$ is sparse in the direct domain. Besides, we assume that the outliers are in general position: they do not cluster in any specific direction. For this purpose, we will assume in the following that the outliers corrupt independently some columns of $X$. In hyperspectral imaging for instance, this corresponds to the presence of spectrally distinct anomalies in the observed scene.

Although the percentage of corrupted data is generally low, the presence of outliers is common in real-world applications. Unfortunately, few BSS methods are able to handle them. In the ICA framework, the authors of [1] propose to promote the independence of the sources by using the $\beta$-divergence instead of the Kullback-Leibler divergence [2] which is sensitive to outliers. Another approach consists in using the $\ell_2,1$ norm instead of $\ell_0$ norm to exploit and [9] or the parsimony of $O$ and $S$ in a same dictionary [10], [11].

In many domains such as astrophysics [12], the sought-after signals are not sparse in the direct domain whereas the outliers can still be considered as being sparse in the direct domain, or at least are sparse in another dictionary than the one used for the sources. To the best of our knowledge, the difference of morphology between sources and outliers has not been exploited to retrieve robustly the mixing matrix, the sources and the outliers simultaneously. We propose a two-steps method to perform the BSS problem in the presence of outliers taking advantage of the difference of morphology between outliers and the sources, as well as the clustering structure of the term $AS$.

2 Optimization problems

We consider that the outliers are sparse in the direct domain and some of its columns are active. The sources are assumed to be sparse in the dictionary $\Phi$. To estimate jointly $A$, $S$ and $O$, we propose to minimize the following problem:

$$\min_{A,S,O} \frac{1}{2} \|X - AS - O\|_2^2 + \lambda \|\Phi S\|_1 + \beta \|O\|_{2,1},$$

where the first term is the data fidelity term, the second one favors sources having a sparse representation in $\Phi$ and last, the third term promotes outliers with few entirely active columns. The main difficulty in the minimization of the above problem is its non-convexity due to the product $AS$. In the presence of large outliers, it would be nearly impossible to recover the signals if the problem were not correctly initialized. That is why, we adopt a two-step method: the first one consists in finding a good initialization point and then to minimize eq.1.

2.1 Initialization step

The aim of this step is to obtain a good starting point to then minimize eq.1 without being trapped into a local minimum located away from the global optimum. To do so, the outliers are firstly separated from $AS$ by using a modified MCA [13] and then the sources are unmixed from the outliers-free observations by using AMCA [14] as follows:

Initialization: rmMCA

Input $X$, $\Phi$
Separate $O$ from $\tilde{A}S$ with $MCA_{\ell_{2,1}}$:
$$\min_{O,\tilde{A}S} \frac{1}{2} \|X - \tilde{A}S - O\|_2^2 + \alpha_4 \|\Phi\|_2 \|S\|_{2,1} + \alpha_2 \|O\|_{2,1},$$

Unmix $(X - \tilde{O})$:
$$S,\tilde{A} = AMCA(X - \tilde{O})$$
Return $S,\tilde{A},\tilde{O}$.

The separation between $O$ and $AS$ is carried out by a modified version of MCA which takes advantages of the difference of morphology between the two components. Besides, we propose to use the $\ell_{2,1}$ norm instead of $\ell_0$ norm to exploit and
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preserve the structure of the two components (both composed of few active columns) over all the measurements. Then, the algorithm AMCA [14] is used to unmix the sources from the outliers-free observations \( X - O \). Indeed, in [11], it has been shown that AMCA is robust to the presence of the outliers. Hence, as the previous component separation done by \( MCA_{z_{2,1}} \) may not be exact, it would be safer to use AMCA to obtain a robust estimate of \( A \) rather than another outliers sensitive BSS method.

The major drawback of this algorithm, called robust multichannel MCA (rmMCA), is that the error done in the estimation of the outliers with \( MCA_{z_{2,1}} \), is propagated in the estimations of \( A, S \) with AMCA. That is why, the returned tuple \((\tilde{S}, \tilde{A}, \tilde{O})\) is only used as the starting point of the next step which estimates jointly \( A, S, \) and \( O \) by minimizing eq.1.

### 2.2 Estimating jointly \( O, S \) and \( A \)

In this step, we propose to estimate jointly \( O, S \) and \( A \) by using proximal operators [15] and reweighted \( \ell_1 \) [16], what has been shown to greatly improve the results obtained in sparse BSS in [17]. The reweighting procedure will be denoted as robust AMCA (rAMCA) in the following:

| Joint Estimation: rAMCA |
|-------------------------|
| Input \( X, \Phi \) |
| Initialization \( \tilde{S}, \tilde{A}, \tilde{O} = rmMCA (X, \Phi) \) |
| Reestimate \( \tilde{O} \) and \( \tilde{S} \) given \( \tilde{A} \) with: |
| \( \text{argmin}_{O,S} \frac{1}{2} \left\| X - \tilde{A}S - O \right\|_2^2 + \lambda \left\| S \Phi \right\|_1 + \beta \left\| O \right\|_2,1 \) |
| Start the reweighting scheme: |
| for \( k < K_{\text{max}} \) do |
| Update the weights for the reweighted \( \ell_1 \): \( W = \frac{1}{\epsilon + |S_{i,j}|} \) |
| while Do not converge do |
| \( \tilde{A} = \text{argmin}_A \frac{1}{2} \left\| X - \tilde{A}S - \tilde{O} \right\|_2^2 \) |
| \( \tilde{S} = \text{argmin}_S \frac{1}{2} \left\| X - \tilde{A}S - \tilde{O} \right\|_2^2 + \lambda \times W \left\| S \Phi \right\|_1 \) |
| \( \tilde{O} = \text{argmin}_O \frac{1}{2} \left\| X - \tilde{A}S - \tilde{O} \right\|_2^2 + \beta \left\| O \right\|_2,1 \) |
| end while |
| end for |
| return \( \tilde{S}, \tilde{A}, \tilde{O} \). |

Firstly, the sources and outliers are reestimated with the previous estimation of \( \tilde{A} \). This provides a better separation between the sources contribution and the outliers, what is necessary to start the following reweighted procedure in order to limit the propagation of errors. The reweighting procedure leads to a more accurate estimation of the sources, as it decreases the bias introduced by the \( \ell_1 \). Moreover, this also provides some robustness against local minima. The weights \( W \) are updated once the convergence given the current weights has been reached [18].

### 3 Numerical experiments

In this section, we propose to compare the performances obtained by the minimization of the \( \beta \)-divergence [1], the combinations PCP+GMCA [3], MCA+GMCA [19], rmMCA, and the proposed procedure rAMCA. We consider that 8 sources have been mixed in 20 observations, in the presence of 5% of corrupted entries. Each source is a sum of sinusoids with varying frequencies of different amplitudes, and consequently, \( \Phi \) is chosen to represent the DCT transform. The amplitudes of the entries of \( O \) are generated from a centered Gaussian law, whose standard deviation varies according to fig.1 (the averaged amplitude of \( S \) in the direct domain is around 500). The means of the errors \( \Delta s_e = 20 \log_{10} \left( \frac{\|S\|}{\|S - S\|_2} \right) \) (excepted for the minimization of the \( \beta \)-divergence which does not perform the separation of the components) and \( \Delta A = \left\| \left( A^T \tilde{A} \right)^{-1} A^T A - I \right\|_1 \) over 16 runs are displayed.

![Figure 1: Influence of amplitude of the outliers](image)

As it can be seen in fig.1, the combination rmMCA is indeed more robust than MCA+GMCA. This supports our proposition of using AMCA to overcome the fact that the data may not have been completely cleaned with MCA. Besides, only rmMCA and rAMCA are almost not influenced by the amplitude of the outliers, whereas the other methods are hampered by a large amplitude of \( O \). Last, the results reaches by rAMCA clearly outperforms, in term of robustness and accuracy, the other compared methods.

### 4 Conclusion and future works

We present a new sparse BSS method able to handle outliers whose morphology is different from the one of the sources. The preliminary numerical experiments show that this two-step procedure can indeed estimate reliably the sources, the outliers and the mixing matrix with a good accuracy. This supports the idea of not only using MCA to separate the components with different morphology but also a procedure taking into account the clustering structure of the observations. Future work will focus on developing and analyzing other approaches for the reweighting procedure. Indeed, finding the best strategy for the joint estimation is challenging and raises several issues such as robustness against local minima or convergence, as the problem is not convex.
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Randomness is sufficient! Approximate recovery from CS samples
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Abstract — In the framework of compressed sensing (CS), for recovery of the original signal, the sensing matrix must preserve the relative distances among the underlying sparse vectors. Provided this condition is fulfilled, we show that CS samples will also preserve the envelope of the actual signal. Exploiting the envelope preserving property of CS samples, we propose to extract prototype signals from compressive samples to obtain the sparse representation for approximate recovery of actual signals. These prototype signals are orthogonal intrinsic mode functions (IMFs) extracted using empirical mode decomposition (EMD). The dictionary is seeded using the extracted IMFs which are obtained without even comprehending the original signal or the sensing matrix. The efficiency of the proposed approach is demonstrated experimentally for the recovery of speech signals.

1 Introduction

Compressed sensing (CS) enables us to reconstruct a signal $x \in \mathbb{R}^n$, which is assumed to be sparse in an overcomplete dictionary $\Psi \in \mathbb{R}^{n \times d}$ ($d \gg n$ for complete dictionary), via recovery of its sparse representation $a \in \mathbb{R}^d$ from few measurements $y \in \mathbb{R}^m$ sampled using a matrix $\Phi \in \mathbb{R}^{m \times n}$ with $m \ll n$ [1, 2, 3]. The estimation of sparse vector (or equivalently the original signal) using compressed samples is very much influenced by the choice of the dictionary [1, 4]. When only CS samples are available, recovering the signal while simultaneously learning the dictionary is a difficult task. Works in [5, 6, 7, 8], have proposed dictionary learning (DL) methods, from CS samples. However, such DL methods are computationally expensive, and for efficient sparse recovery, rely on some assumptions e.g., knowledge of signal’s support set [5].

As an alternative, we show that it is indeed possible to approximately recover a signal, by eliminating the abundant cost of learning a dictionary or recovering any irrelevant data. Moreover, this can be done without even comprehending the original signal or the sensing matrix used to acquire the signal. The proposed approach exploits the fact that though random, CS samples still approximately preserve important signal properties [1]. For instance in [9], it was shown that principal component analysis (PCA) on low-dimensional random projections is as good as performing PCA on the original data. This was supported by our observation that for many types of signals, CS samples indeed preserves its envelope. Exploiting the envelope preserving property of CS measurements, we propose a novel optimization free method, where the aim is to express a signal as a sparse linear combination of prototype signals extracted from CS samples. These prototype signals, can be intrinsic mode functions (IMFs) extracted using empirical mode decomposition (EMD), which is one of the popular methods to capture the envelope of a signal [10]. We show that the IMFs extracted from compressed signal show similar characteristics to the ones extracted from the signal itself. Hence, the extracted IMFs can be used to seed a dictionary, using which one can recover the original signal from CS samples.

Authors would like to emphasize that the goal of the paper is not to outperform a state-of-the-art CS recovery method, but is to propose an approach which can perform with an acceptable level of accuracy in heavily resource-constrained environments, both in terms of storage and computation. To the best of our knowledge, none of the previous papers have proposed such methods for compressively sensed signals.

2 Modeling Signals using CS

In CS framework, given a matrix $Y \in \mathbb{R}^{m \times l}$ consisting of $l$ compressive signals $\{y_i\}_{i=1}^l$ as columns, the recovery of the corresponding signal set $X \in \mathbb{R}^{n \times l}$ is formulated as [11, 12]:

$$\hat{X} \approx \Psi \hat{A} \quad \text{where } \hat{A} \text{ is computed as,}$$

$$\hat{A} = \arg\min_A f(A) \text{ s.t. } \|Y - \Phi \Psi A\|_F^2 = \|Y - DA\|_F^2 < \varepsilon \tag{1}$$

Here, $A \in \mathbb{R}^{d \times l}$ is the sparse coefficient matrix corresponding to $X$, $\varepsilon$ is the error tolerance, $f(\cdot)$ is a function (e.g., $l_1$-norm) that promotes sparsity and $D \in \mathbb{R}^{m \times d}$ is the overall effective dictionary. Provided $\Phi$ satisfies restricted isometry property (RIP), and is incoherent with $\Psi$, (1) can be solved by linear programming methods [1].

2.1 Randomness Do Make Sense: Properties of Compressive Samples

CS acquires random signal measurements\(^1\) and hence do not preserve any structures in their raw form. However, random projections approximately preserves the properties such as sample mean, variance, as well as the relative distance between sparse vectors of two signals [1, 9], i.e.,

$$\|D[a_1 - a_2]\|_2 \approx \|a_1 - a_2\|_2 \quad \forall a_1, a_2 \in \mathbb{R}^d$$

$$\Sigma = YY^T = \Phi XX^T \Phi^T = \Phi \Sigma \Phi^T \quad \text{and} \quad E\left[\|\Phi x\|_2^2\right] = \|x\|_2^2 \tag{2}$$

As an illustration, Figure 1, shows a example of the original and compressively sensed speech signal. Note that the sampling rate of a compressed signal is less than that of the original signal, and for a fair comparison, the interpolated compressed signal, computed using cosine interpolation is plotted in the figure. It can be observed that though the measurement vector exhibits some random noise-like nature, envelopes\(^2\) of both the original and the compressive speech signal are approximately similar, even at different compression ratios.

3 Proposed Method

The proposed CS-EMD approach sparsely represents a signal as a linear combination of few IMFs from the dictionary. However, the IMFs used to build the dictionary are extracted directly

\(^1\)The elements of $\Phi$ are assumed to be i.i.d. random variables

\(^2\)With a slight abuse of definition, envelope here denotes evolution of signal over time/samples
4 Experimental Results

Our experiments are done using speech signals (sampled at 8 kHz) taken from KED TIMIT corpus [15]. Speech is processed over short time frames, where framing is done using a 50 ms long Hannning window with 50% overlap. The number of dictionary atoms to be learned is set to 600. The number of IMFs extracted using EEMD (with 50 different noise realizations) for each compressive speech frame is set to 5. The number of dictionary atoms chosen empirically from each IMF level across all training frames after clustering are 140, 140, 110, 110, and 100 respectively. The dictionary is then used to solve (1) using YALL1 package [16], and the speech utterance was reconstructed using the standard overlap and add method.

Figure 3 shows an example of the original and the recovered speech waveform, along with their respective spectrogram plots. Further, Table 1 shows the perceptual evaluation of speech quality (PESQ) scores [17], for the recovered speech using different methods. It can be observed that the proposed method is able to recover the speech signal well. Table 1 also shows the average CPU run times to recover a speech utterance of approximately 3 sec (including the time for DL), and the results confirm that the proposed approach is indeed fast compared to existing approaches.

Our experiments shows that one can approximately recover a signal directly from its CS samples, provided they preserve envelope of the signal. The choice of sensing matrix is crucial and if a sensing matrix is carefully chosen or designed one can improve the performance of the proposed approach by learning a better dictionary. Further, the extracted IMFs can reveal important properties about signal segments without the requirement of sensing matrix used to acquire the signal. For instance, this has promising applications in various inference problems where actual signal recovery is not required, and only CS samples (which require less memory) are available e.g., voiced/voiced speech detection [19].
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The Effect of Atom Replacement Strategies on Dictionary Learning
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Abstract—The sparse representations field presents a wide set of algorithms for learning overcomplete dictionaries. During the learning process many of the dictionary columns remain unused by the resulting representations. In this paper we present a few replacement strategies and their direct impact on a set of popular algorithms such as K-SVD. Experiments show significant reductions in the representation error and also evidence clear differences between the strategies.

1 Introduction

The signal processing domain presents an increased interest for sparse representations through overcomplete dictionary learning (DL)[1,2], which showed significant improvements compared to fixed dictionaries built from various transform basis.

Starting with the matrix $Y \in \mathbb{R}^{p \times m}$, built from $m$ training signals of dimension $p$, and a sparsity target $s$ we aim to solve the optimization problem

$$\min_{D, X} \|Y - DX\|_F^2,$$

subject to

$$\|d_j\|_2 = 1, 1 \leq j \leq n,$$

$$\|x_i\|_0 \leq s, 1 \leq i \leq m,$$

where the variables are the dictionary $D \in \mathbb{R}^{p \times n}$, whose $n$ columns $d_j$ are called atoms, and the sparse representations $X \in \mathbb{R}^{n \times m}$. The columns $x_i$ of $X$ are at most $s$-sparse as denoted by $\|\cdot\|_0$ which is the $l_0$ pseudo-norm. The atoms are normalized so that the multiplicative indetermination of the $DX$ factorization is removed.

Equation (1) is non-convex and bilinear which is why DL methods approach it in two stages. First, the dictionary $D$ is fixed and the representations are computed. This is a hard combinatorial problem that can be solved through greedy algorithms. The popular choice is orthogonal matching pursuit (OMP)[3]. Next, the resulting representations are kept fixed and the dictionary is updated to reduce the approximation error.

In order to guarantee certain properties, such as clustering, sequential generalization of K-means (SGK) [6] preserves the sparse structure and proposes a similar optimization problem that refines only the atom $d_j$. This can be reduced to a simple least-squares problem.

$$\min_{d_j, X_{j \in I_j}} \left\| Y - \sum_{\ell \in I_j} d_{\ell} X_{\ell, I_j} - d_j X_{j, I_j} \right\|_F^2,$$ (2)

where $I_j$ is the square signals subset that use atom $j$ in their representation, $X_{j, I_j}$ denotes row $j$ from the sparse representations restricted to the columns in $I_j$, and all atoms excepting $d_j$ are fixed. Problem (2) is a rank-1 approximation whose solution is given by the singular vectors corresponding to the largest singular value. Note that the solution updates both the atom and the associated representations.

Approximate K-SVD (AK-SVD)[5] is a faster version that computes the singular vectors through a single iteration of the power method.

In this paper we focus on different strategies for replacing unused atoms during refinement as soon as we encounter them.

Let us assume that the default action is to leave the atom as it is. Numerical evidence shows that once an atom stops being used it never gets picked up again, so we could just remove it and shrink the dictionary. While this does not affect the approximation it does improve performance and storage.

Given that common practice dictates that we start with a random dictionary, a natural idea is to substitute with a new randomly generated column. Another option is to find the worst represented signal and make it a part of the dictionary (marked ‘Worst’ in our tables and figures). In our experiments we also performed this replacement in bulk at the end of the dictionary refinement stage. We label this ‘Post’.

We built the signal set $Y$ from random $8 \times 8$ image patches taken from the USC-SIPI [8] database. The results presented here are the average of executing 10 runs of each method with the same parametrization. Every algorithm performed 50 DL iterations before stopping.

We compare the approximation of the original signals by the dictionary and sparse representations through the root mean square error RMSE $= \frac{\|Y - DX\|_F}{\sqrt{pm}}$.

In Table 1 we show the DL results on a set of $m = 2048$ signals of size $p = 64$ each, with a sparsity constraint $s = 8$,
Table 1: Final RMSE with various replacement strategies

| Method | Replacement | None | Random | Worst | Post |
|--------|-------------|------|--------|-------|------|
| 128    | K-SVD       | 0.029406 | 0.026723 | 0.019096 | 0.019355 |
|        | AK-SVD      | 0.029497 | 0.026876 | 0.019134 | 0.019369 |
|        | SGK         | 0.029402 | 0.026800 | 0.019079 | 0.019612 |
|        | NSGK        | 0.025004 | 0.024707 | 0.020558 | 0.019804 |
| 192    | K-SVD       | 0.030805 | 0.027013 | 0.018812 | 0.018803 |
|        | AK-SVD      | 0.031010 | 0.026661 | 0.018804 | 0.018835 |
|        | SGK         | 0.031328 | 0.026938 | 0.018799 | 0.018885 |
|        | NSGK        | 0.023911 | 0.025168 | 0.021471 | 0.019271 |
| 256    | K-SVD       | 0.029146 | 0.023979 | 0.016773 | 0.016730 |
|        | AK-SVD      | 0.029291 | 0.024300 | 0.016843 | 0.016858 |
|        | SGK         | 0.029836 | 0.024201 | 0.016928 | 0.016923 |
|        | NSGK        | 0.022099 | 0.022590 | 0.020913 | 0.017563 |
| 384    | K-SVD       | 0.024984 | 0.018467 | 0.012522 | 0.011930 |
|        | AK-SVD      | 0.024721 | 0.018697 | 0.012665 | 0.011972 |
|        | SGK         | 0.024693 | 0.019048 | 0.012791 | 0.011946 |
|        | NSGK        | 0.016995 | 0.016820 | 0.018473 | 0.012650 |
| 512    | K-SVD       | 0.025699 | 0.017744 | 0.012343 | 0.011034 |
|        | AK-SVD      | 0.025318 | 0.018016 | 0.012436 | 0.011078 |
|        | SGK         | 0.025617 | 0.017668 | 0.012579 | 0.011072 |
|        | NSGK        | 0.016795 | 0.016769 | 0.017951 | 0.012128 |

Figure 1: Error descent averaged over 10 runs for K-SVD (n = 512).

while varying the dictionary size. We can see that, except for a few NSGK results, replacing the unused atoms provides much better approximations. While using random atoms for substitution improves the situation, choosing the worst represented data item instead is clearly the best choice. The difference comes with dictionary size: smaller dictionaries prefer substitution during refinement (n = 128 and part of n = 256), while larger ones show smaller errors by replacing all unused atoms post-refinement.

Figure 1 shows the average error evolution of K-SVD with different atom replacement strategies. Employing post-refinement substitution is the clear winner at every iteration, followed by performing signal substitution during dictionary update. Random replacement comes in last, but is clearly ahead of the plain K-SVD version.

In Figure 2 we present the average error curve for AK-SVD dictionaries of size n = 256. This case is particularly interesting because post-refinement substitution starts ahead but is caught up and beaten by substitution during dictionary update. Even though both are well behind, we can see that random replacement is better than no replacement.

4 Conclusion

We presented the impact of different atom replacement techniques on the DL process. Numerical results have shown, with small exceptions, that substitution has a significant impact on the approximation error. Our experiments suggest that replacing unused atoms with the worst represented signals from the training set is the best approach.
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Abstract — Images from positron emission tomography (PET) provide metabolic information about the human body. They present, however, a spatial resolution that is limited by physical and instrumental factors often modeled by a blurring function. Since this function is typically unknown, blind deconvolution (BD) techniques are needed in order to produce a useful restored PET image. In this work, we propose a general BD technique that restores a low resolution blurry image using information from data acquired with a high resolution modality (e.g., CT-based delineation of regions with uniform activity in PET images). The proposed BD method is validated on synthetic and actual phantoms.

1 Introduction

Positron emission tomography (PET) is a powerful functional imaging technique. Often combined with anatomical computed tomography (CT) images, it provides physicians with relevant information for patient management [1]. For instance, a radioactive analogue of glucose, the 18F-fluorodeoxyglucose ($^{18}\text{FDG}$), is injected in the patient’s body and accumulates mainly in tissues of abnormally high metabolic activity. Emitted positrons are subsequently detected by the PET imaging system via anti-collinear annihilation photons.

Improving the quality of PET images is a key element for better medical interpretation. Post-reconstruction restoration techniques are more adapted to clinical use since only reconstructed images are generally available. Nowadays, existing approaches are dedicated to denoising, deblurring, or combining both steps [2, 3, 4, 5]. Most of the approaches that include deblurring use an empirically estimated PSF.

Since the design of PET scanners can vary greatly between manufacturers and models, their imaging properties (e.g., their PSF) are different. Restoration of images acquired in the context of a multicentric study (with centralization of the reconstructed data) is then challenging: the raw data are not always available, and the PSF cannot be directly measured. This context motivates the development of blind deconvolution (BD) techniques to jointly estimate the PSF and the PET image.

Contributions. Anatomical information can be useful to regularize such an ill-posed inverse problem [4]. Due to its perfect dilution in the kidneys, $^{18}\text{FDG}$ accumulates uniformly in the patient bladder with a high concentration (see Fig. 1) [1]. An accurate delineation of this organ is obtained from high resolution CT images. This provides a strong prior information that can be used to regularize the inverse problem: inside this region, the intensity of the restored image must be constant (i.e., the gradient is zero). In this work, we propose a method using this prior to regularize the BD inverse problem. A similar prior is used in [6] for BD of astronomical images with a celestial transit. Any PSF is directly inferred from the observations without assuming a parametric model. We only assume that the PSF (i) preserves the photon counts, (ii) is non-negative and (iii) is spatially invariant over the whole field-of-view (FOV).

2 Problem Statement

Let $x \in \mathbb{R}^N$ be the original PET image defined in a $n \times n$ grid of $N = n^2$ pixels. Since the PSF is assumed to be uniform, the observed PET image $y \in \mathbb{R}^N$ can be modeled as a linear convolution of $x$ with a function $h \in \mathbb{R}^N$, the discrete equivalent of the PSF. If we assume that the acquisition time is long enough to have a high photon counts, the Poisson noise intrinsic to the PET imaging process can be approximated as an additive, white and Gaussian noise (AWGN) $η \in \mathbb{R}^N$, with $η_i \sim \text{i.i.d.} \mathcal{N}(0, σ^2_η^2)$. The acquisition process is thus modeled as follows:

$$y = h \odot x + η,$$

where $\|η\|_2^2 < \varepsilon^2 := σ^2_η^2 (N + c\sqrt{N})$ with high probability for $c = O(1)$ [7]. Noise variance $σ^2_η$ can be estimated using a robust median estimator [8].

3 Blind Deconvolution

In this work, we aim at reconstructing both $x$ and $h$ from the noisy observations $y$. Since the data are assumed to be corrupted by AWGN, we adopt a data fidelity term based on the $\ell_2$-norm of the residual vector, i.e., $\|y - h \odot x\|_2$.

If we formulate the BD as a least-squares problem that minimizes the energy of the residual vector, we have an ill-posed problem since an infinite number of solutions can produce the observations $y$. The problem needs to be regularized by enforcing prior knowledge about the PSF and the image, avoiding in this way the trivial solution.

We use an anatomical prior where the image is assumed to be constant inside set $Ω$ containing the pixels that represent the patient’s bladder. This means that the image gradi-
ent belongs to the set of pixels with zero intensity in Ω as
\[ G = \{ u \in \mathbb{R}^N | u_i = 0, \forall i \in \Omega \}. \]

As commonly done in the literature [4, 9, 10], we assume that images analyzed in this work are composed by slowly varying areas separated by sharp boundaries corresponding to tissue interfaces. Therefore, the inverse problem can be further regularized by promoting small Total-Variation norm (denoted \( ||u||_{TV} \), which corresponds to the \( \ell_1 \)-norm of the magnitude of the gradient of \( u \in \mathbb{R}^N \) [10].

The physics of PET imaging suggests three additional constraints to model (1): (i) image non-negativity, i.e., \( x \in \mathcal{P} = \{ u \in \mathbb{R}^N | u \geq 0 \} \), since the original image \( x \) represents non-negative metabolic activity; (ii) photometry invariance, i.e., \( \sum_{i=1}^{N} x_i \approx \sum_{i=1}^{N} y_i \); (iii) PSF non-negativity, since the PSF is an observation of a point. From (ii) and (iii) we know that the PSF must belong to the probability simplex [11], defined as
\[ PS = \{ h \in \mathbb{R}^N | h \geq 0, ||h||_1 = 1 \}. \]

Gathering all these aspects, we propose the following regularized BD formulation:
\[
\{ \bar{x}_B, \bar{h}_B \} = \arg\min_{\bar{x}, \bar{h}} \left\{ L(\bar{x}, \bar{h}) := \rho ||\bar{x}||_{TV} + \frac{1}{2} ||y - \bar{h} \otimes \bar{x}||_2^2 + \iota_P(\bar{x}) + \iota_G(\nabla \bar{x}) + \iota_{PS}(\bar{h}) \right\}, \tag{2}
\]
with \( \bar{x}, \bar{h} \in \mathbb{R}^N \), \( L(\bar{x}, \bar{h}) \) the objective function and \( \nabla : \mathbb{R}^N \to \mathbb{R}^{2N} \) the gradient operator [12]. The function \( \iota_P(\bar{u}) \) denotes the convex indicator function on the set \( \mathcal{C} \in \{ \mathcal{P}, \mathcal{G}, \mathcal{PS} \} \), which is equal to 0 if \( u \in \mathcal{C} \) and +∞ otherwise. Regularization parameter \( \rho \), unknown \textit{a priori}, controls the trade-off between sparsity of the image gradient magnitude and fidelity to the observations. In this work, we estimate \( \rho \) iteratively based on [6], with an initial value given by \( \sigma \sqrt{2 \log N} \) [8]. Non-convex problem (2) is solved by means of the proximal alternating minimization proposed in [13].

Once the PSF has been estimated using the BD scheme (2), image \( \tilde{x}_{NBD} \) can be estimated using a non-blind deconvolution (NBD) scheme that does not take into account the anatomical prior. The NBD formulation is solved for an observation \( y \) that has not been used in (2) for the PSF estimation.

4 Results and discussion

Method. The synthetic image used for first validation of the method (see Fig. 2a) is similar to the image obtained from a phantom with cylindrical holes of known diameters filled with the same \(^{18}\)FDG activity concentration (1 mCi/100 mL). The discrete PSF is simulated by an isotropic Gaussian kernel with \( \sigma = 1.3 \) pixels (see Fig. 2b), \textit{i.e.}, a PSF similar to those empirically estimated. The measurements are generated according to (1) (see Fig. 2c). Noise variance \( \sigma_n^2 \) is chosen such that the blurred signal-to-noise ratio (SNR) defined as \( \text{BSNR} = 10 \log_{10} \text{var}(h \otimes x)/\sigma_n^2 \) is in \{10, 20, 30, 40\} dB.

Quality of \( \tilde{x} \) and \( h \) is measured with the increase in SNR (ISNR) and the reconstruction SNR (RSNR), respectively [6].

Real images were acquired on a Philips GEMINI-TF PET/CT scanner with an acquisition time of 15 min (see Fig. 3a). The pixel size in transaxial slices is \( 2 \times 2 \) mm\(^2\). For comparison, we made a Gaussian approximation of the PSF \( h_{\text{Gaussian}} \) (see Fig. 3b) by imaging a needle filled with \(^{18}\)FDG (3 mCi/mL). This PSF was used in the NBD scheme to deconvolve \( y \), resulting in \( \tilde{x}_{\text{Gaussian}} \) (see Fig. 3c).

Image size is \( 64 \times 64 \) pixels \( (N = 64^2) \). For restoration, we consider that region \( \Omega \) is composed of the five largest disks in the phantom mask, delineated thanks to the CT image (see Fig. 3d).

Results. Table 1 presents the reconstruction results using the BD scheme for the considered levels of noise. They correspond to the average value over 10 trials. The results for BSNR = 30 dB are depicted in Figs. 2d-2f. In terms of RSNR and visual observation, \( \tilde{h}_{\text{BD}} \) is close to the ground truth for different noise levels. When \( h_{\text{BD}} \) is used for the NBD, \( \tilde{x}_{NBD} \) presents, as expected, a constant intensity in region \( \Omega \).

| BSNR [dB] | RSNR(\( \tilde{h}_{\text{BD}} \)) [dB] | ISNR(\( \tilde{x}_{NBD} \)) [dB] |
|---|---|---|
| 40 | 19.47 | 11.38 |
| 30 | 16.34 | 10.18 |
| 20 | 12.60 | 7.82 |
| 10 | 6.20 | 4.71 |

Table 1: BD results for synthetic phantom data and for different levels of noise.

Figure 3 presents the results on real phantom data. The PSF \( \tilde{h}_{\text{BD}} \) is well-localized. Quality of the resulting NBD image is not as satisfactory as expected due to reconstruction artifacts.

Perspectives. In further research, we would like to improve: (i) the forward model by considering the whole 3D image as well as Poisson noise statistics and (ii) the assumptions and priors on the PSF by considering its spatial variation in the FOV and additional constraints (e.g., sparsity).
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Abstract—Performing blind calibration is highly important in modern sensing strategies, particularly when calibration aided by multiple, accurately designed training signals is infeasible or resource-consuming. We here address it as a naturally-formulated non-convex problem for a linear model with sub-Gaussian random sensing vectors in which both the sensor gains and the signal are unknown. A sample complexity bound is derived to assess that solving the problem by projected gradient descent with a suitable initialisation provably converges to the global optimum. These findings are supported by numerical evidence on the phase transition of blind calibration and by an imaging example.

1 Introduction

The problem of acquiring an unknown signal under sensing model errors is crucial for modern sensing strategies such as Compressed Sensing (CS), in which such errors are inevitable in physical implementations, have direct impact on the attainable quality [1], and may be to some extent exploited for security purposes [2]. However, if the signals and model errors are stationary, the use of random sensing operators in CS also suggests that repeating the acquisition (i.e., taking more snapshots) under new draws of the sensing model could suffice to diversify the measurements and learn both unknown quantities. We address this by proposing to jointly recover multiple training signals convex or alternating minimisation problems [3, 4, 11] that use contexts, the knowledge of 

\[ A(x, d) := \begin{pmatrix} d_1 & \cdots & d_m \end{pmatrix} \]

where

\[ x_1, x_2, \ldots, x_m, \]

\[ d := \begin{pmatrix} d_1 \cdots d_m \end{pmatrix} \]

is an unknown, positive and bounded gain vector that is identical throughout the \( p \) snapshots; the random matrices \( A_i \in \mathbb{R}^{m \times m} \) are independent and identically distributed (i.i.d.) and each \( A_i \) has i.i.d. rows, the \( i \)-th row \( a_{i,j} \in \mathbb{R}^m \) being a centred isotropic sub-Gaussian random vector (i.e., \( \mathbb{E}[a_{i,j}] = 0_n, \mathbb{E}[a_{i,j}a_{i,j}^\top] = I_n \)).

This essentially bilinear model, referred to as blind calibration [3, 4] is motivated by compressive imaging applications, where unknown \( d \) are associated to physical gains and attenuations in a sensor array, while the random projections of an image \( x \) are obtained by light modulation (e.g., by random convolution [5–8]). Similarly, model errors concern radar signal processing applications (e.g., as discussed in [9, 10]). In such contexts, the knowledge of \( d \) could critically improve the accuracy of the sensing model. This is typically achieved by solving convex or alternating minimisation problems [3, 4, 11] that use multiple training signals \( x_t \) instead of randomising the sensing operator. More recently, lifting approaches [9, 10] have been proposed to jointly recover \( (x, d) \) in (1) as well as more general blind deconvolution models, [12–14]. Their main limitation is that a semidefinite program is solved to recover a very large rank-one matrix \( x^td^\top \), an approach that rapidly becomes computationally inefficient as \( m \) and \( n \) exceed a few hundreds.

1 It is biconvex [10], i.e., convex once either \( \xi \) or \( \gamma \) are fixed.
2 The orthogonal complement of \( 1_m^\perp = \{v \in \mathbb{R}^m : 1_m^\top v = 0 \} \).
Algorithm 1: Non-Convex Blind Calibration by Projected Gradient Descent.

1: Initialise $\xi_0 := \frac{1}{\sqrt{mp}} \sum_{i=1}^{mp} (A_i)^\top y_i$, $\gamma_0 := 1_m$, $k := 0$.
2: while stop criteria not met do
3: $\mu_\xi := \text{argmin}_{\nu \in \mathbb{R}} f(\xi_k - \nu \nabla f(\xi_k, \gamma_k))$. Line search in $\xi$
4: $\mu_\gamma := \text{argmin}_{\nu \in \mathbb{R}} f(\xi_k, \gamma_k - \nu \nabla f(\xi_k, \gamma_k))$. Line search in $\gamma$
5: $\xi_{k+1} := \xi_k - \mu_\xi \nabla f(\xi_k, \gamma_k)$
6: $\gamma_{k+1} := \gamma_k - \mu_\gamma \nabla f(\xi_k, \gamma_k)$
7: $\ell_{k+1} := \text{P}_{C_p}(\gamma_{k+1})$ Projection on $C_p$
8: $k := k + 1$
9: end while

$\gamma_0 = 1_m$, we are allowed to project first the gradient step as $\nabla f(\xi, \gamma) := P_{\Delta} \nabla^f f(\xi, \gamma)$ with $P_{\Delta} = I_m - \frac{1}{\gamma_0} 1_m 1_m^\top$, then project it on $C_p$ (i.e., $P_{C_p}$, this step is useful for the proofs and not required in all the experiments). The line searches in 3-4: of Algorithm 1 are solved in closed-form and introduced to improve the convergence rate. Below, we obtain the conditions that ensure convergence of this descent algorithm to the exact solution $(x^*, d^*)$ for fixed step sizes $\mu_\xi, \mu_\gamma$.

3 Recovery Guarantees

Having assumed that all $mp$ sensing vectors $a_{i,l}$ are i.i.d. sub-Gaussian, we establish the sample complexity required for the initialisation to lie in $D_{n,\rho}$ with very high probability. This and all other statements rely on Bernstein-type concentration inequalities [19] and some simple geometry of (2) in $D_{n,\rho}$.

Proposition 1 (Initialisation Proximity). Let $(\xi_0, \gamma_0)$ be as in Algorithm 1. For any $\epsilon \in (0,1), t > 0$, provided $n \geq t \log(mp)$ and $mp \gtrsim e^{-2(n+m)\log(\epsilon^{-1})}$ we have that, with probability exceeding $1 - C e^{-c mp / (mp)^{t}}$ for some $C, c > 0$, $||\xi_0 - x^*||^2 \leq \epsilon ||x^*||^2$. Since $\gamma_0 = 1_m$ we also have $||\gamma_0 - d^*|| \leq \rho < 1$. Thus $(\xi_0, \gamma_0) \in D_{n,\rho}$ with the same probability and $\kappa := c^2 + \rho^2$.

With analogous tools we are able to state when a single gradient descent step from any $(\xi, \gamma)$ reduces, with very high probability, the distance w.r.t. the global minimum. This requires establishing a regularity condition on $\nabla f(\xi, \gamma)$ holding uniformly for all $(\xi, \gamma) \in D_{n,\rho}$ (similarly to [15, Condition 7.9]).

Proposition 2 (Regularity Condition). For any $\delta \in (0,1), \rho \in [0,1], t > 0$, provided $\rho < \frac{1-2\delta}{\sqrt{2}}$, $n \geq t \log(mp)$, $p \gtrsim \delta^{-2} \log m$ and $\sqrt{mp} \gtrsim \delta^{-1}(n+m) \log(\frac{\sqrt{mp}}{4})$, with probability exceeding $1 - C \frac{mp^{\kappa}(e^{-c mp} + e^{-c \sqrt{2\log(\frac{\sqrt{mp}}{4})}})}{mp^{t}}$ for some $C, c > 0$, we have that for all $(\xi, \gamma) \in D_{n,\rho}$,

\[
\left(\nabla f(\xi, \gamma), \xi - x^*, d^* - d^*\right) \geq \frac{1}{2}\eta \Delta(\xi, \gamma) \quad \text{(Bounded curvature)}
\]

\[
\left\|\nabla^\perp f(\xi, \gamma)\right\|_2 \leq L^2 \Delta(\xi, \gamma) \quad \text{(Lipschitz gradient)}
\]

for $\eta := 2(1 - 2\rho - 2\delta) > 0$, $L := 4\sqrt{2}[1 + \rho + (1 + \kappa) ||x^*||^2]$.

From Proposition 2 it follows that the neighbourhood $D_{n,\rho}$ is a basin of attraction to the solution $(x^*, d^*)$, i.e., we can show that the update from any $(\xi_k, \gamma_k) \in D_{n,\rho}$ to $(\xi_{k+1}, \gamma_{k+1})$ is so that the distance $\Delta(\xi_k, \gamma_k)$ decreases under an upper bound on $\mu_\xi, \mu_\gamma$ specified in the following result.

Theorem 1 (Provable Convergence to the Exact Solution). Under the conditions of Proposition 1, 2 we have that, with probability exceeding $1 - C \frac{mp^{\kappa}(e^{-c mp} + (e^{-c \sqrt{2\log(\frac{\sqrt{mp}}{4})}}))}{mp^{t}}$ for some $C, c > 0$, Algorithm 1 with $\mu_\xi := \mu, \mu_\gamma := \mu \frac{1}{\sqrt{mp}}$ has error decay

\[
\Delta(\xi_k, \gamma_k) \leq \left(1 - \mu c_1 \mu_\xi \mu_\gamma \right)^k (\epsilon^2 + \rho^2) ||x^*||^2, (\xi_k, \gamma_k) \in D_{n,\rho}
\]

at any iteration $k > 0$ provided $\mu \in (0, \tau_n / \kappa^2]$. Hence, $\Delta(\xi_k, \gamma_k) \rightarrow 0$ as $k \rightarrow \infty$.

Let us mention finally that if additive measurement noise $\mathcal{N} := (\nu_1, \ldots, \nu_p) \in \mathbb{R}^n \times \mathbb{R}^p$ corrupts the $p$ snapshots of (1), then it can be shown that $\Delta(\xi_k, \gamma_k) \rightarrow \sigma^2$ as $k \rightarrow \infty$, with $\sigma^2 \gtrsim \frac{mp}{n} \|N\|_2$. Thus, Algorithm 1 is robust to noise, its solution degrading gracefully with $\sigma^2$.

4 Numerical Experiments

Empirical Phase Transition: To characterise the phase transition of (2) solved by Algorithm 1 we ran some extensive simulations by generating 256 random instances of (2) for each configuration $\log_2 n \times \log_2 m \times \log_2 p \times \log_2 \rho = \{1, \ldots, 8\} \times \{-3, \ldots, 0\}$, drawing $d^* = 1_m + \omega$ with $\omega \in \mathbb{R}^m$ drawn uniformly at random on the sphere $\rho S_{n-1}^{m-1}$. Then we evaluated $P_{\xi} := \mathbb{P} \left( \max \left\{ \frac{||d^* - d||_2^2}{||d^*||_2^2}, \frac{||\hat{x} - x^*||_2^2}{||\hat{x}||_2^2} \right\} < \frac{1}{2} \right)$ on the trials with $\zeta = 10^{-3}$ chosen according to the stop criterion $f(\xi, \gamma) < 10^{-5}$. Of this large dataset we only report the case $n = 2^8$ in Fig. 1, highlighting the contour levels of $P_{\xi}$ for $\rho = \{10^{-3}, 10^{-6}, 10^{-9}\}$ as a function of $\log_2 m$ and $\log_2 \rho$.

Blind Calibration of an Imaging System: To test (2) in a realistic context, we assume that $x$ is a $n = 64 \times 64$ pixel image acquired by an imaging system following (1), in which its $m = 64 \times 64$ pixel sensor array suffers from large pixel response non-uniformity [20]. This is simulated by generating $d$ as before with $\rho = 1/2$. We capture $p = 4$ snapshots with $a_{i,l} \sim \mathcal{N}(0_m, \mathbf{I}_m)$. By running Algorithm 1, the recovered $(\hat{x}, d) \equiv (x, d)$ attains max $\left\{ \frac{||d^* - d||_2^2}{||d^*||_2^2}, \frac{||\hat{x} - x^*||_2^2}{||\hat{x}||_2^2} \right\} \approx -147.38$ dB. Instead, by fixing $\gamma = 1_m$ and solving (2) only in $\xi$, i.e., finding a least squares (LS) $\hat{x}$, we obtain $\frac{||\hat{x} - x^*||_2^2}{||\hat{x}||_2^2} \approx -5.50$ dB.

5 Conclusion

We presented and solved a non-convex formulation of the blind calibration problem for a random linear model. The obtained sample complexity could be further improved by exploiting, e.g., a sparse model for $x, d$; in absence of such priors, the exact solution is achieved at a rate $\sqrt{mp} \gtrsim (n + m) \log(n)$.
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Abstract—This paper investigates non-uniform guarantees of $\ell_1$ minimization, subject to an $\ell_\infty$ data fidelity constraint, to stably recover the support of a sparse vector when solving noisy linear inverse problems. Our main contribution consists in giving a sufficient condition, framed in terms of the notion of dual certificates, to ensure that a solution of the $\ell_1-\ell_\infty$ convex program has a support containing that of the original vector, when the noise level is sufficiently small.

1 Introduction

Problem statement We consider the following forward model

$$y = \Phi x_0 + w,$$

where the unknown vector $x_0 \in \mathbb{R}^n$ is supposed sparse and where the linear measurements $\Phi x_0 \in \mathbb{R}^m$ are corrupted by an additive noise $w \in \mathbb{R}^m$ such that $\|w\|_\alpha \leq \delta$, where $\cdot \|_{\alpha}$ is the $\ell_\alpha$-norm, $\alpha \in [1, \infty]$. The sparsity-promoting convex program

$$\min x \left\{ \|x\|_1 \text{ s.t. } \Phi x - y \|_{\alpha} \leq \tau \right\}, \quad (P^*_{\alpha}(y))$$

can be used in order to recover an estimate of $x_0$. The support of $x_0$ is noted $I \triangleq \text{supp}(x_0)$ where $\text{supp}(u) \triangleq \{ i : |u_i| > 0 \}$. Note that in this work, we implicitly assume that the problem is feasible, i.e., $(\text{Im}(\Phi) - y) \cap \tau B_\alpha \neq \emptyset$ where $B_\alpha \triangleq \{ z : \|z\|_\alpha \leq 1 \}$ and $\text{Im}(\Phi)$ is the image of $\Phi$. This will be the case, for instance as soon as $\delta \leq \tau$ or if $\text{Im}(\Phi) = \mathbb{R}^m$.

More precisely, our chief goal is to analyze the stability of the solution of $(P^*_{\alpha}(y))$ with respect to small noise, the extended support of the solution to $(P^*_{\alpha}(y))$ is predicted by $J_\alpha$. Unlike coherence-based [4] or RIP-based [5] results for compressed sensing (QCS), assuming a uniform and dithered quantizer is applied on $x_0$, the noise $w$ when $\delta$ is small in front of $x_0$, i.e., the signal to noise ratio is sufficiently high, and when $\tau$ is chosen appropriately. For the sake of conciseness, we will focus on the case $\alpha = \infty$. The latter is popular for instance to account for quantized compressed sensing (QCS), assuming a uniform and dithered quantizer is applied on $\Phi x_0$ [10, 3, 11].

Identifiability An important assumption is that $x_0$ is a solution of Basis Pursuit (BP) [6],

$$\min \left\{ \|x\|_1 \text{ s.t. } \Phi x = x_0 \right\}, \quad (P^0(\Phi x_0))$$

i.e., $x_0 \in \text{Argmin}(P^0(\Phi x_0))$. In that case, we say that $x_0$ is identifiable. Note that BP is equivalent to $(P^*_{\alpha}(\Phi x_0))$ when $\tau = 0$.

Dual certificates A vector $\tilde{p} \in \mathbb{R}^m$ is called a dual certificate when the pair $(p, x_0)$ obeys $\Phi^* \tilde{p} \in \partial \|x_0\|_1$, i.e.,

$$\Phi^* \tilde{p} = \text{sign}(x_0, I) \quad \|\Phi^* \tilde{p}\|_\infty \leq 1. \quad (1)$$

Note that $\Phi^*$ is the matrix $\Phi$ restricted to the columns indexed by $I$ and the dot indicates that we keep all the rows. Transposition is applied afterwards and we use this convention in the rest of the paper. When moreover, $\|\Phi^* \tilde{p}\|_\infty < 1$, the certificate is called non-degenerate. Note that as for $(P^0(\Phi x_0))$, these definitions are independent of the data fidelity term. It can be verified, using the first order optimality conditions of $(P^0(\Phi x_0))$, that the existence of a dual certificate is equivalent to $x_0$ being identifiable [8]. Depending on the specific fidelity term used (here the value of $\alpha$), the support stability of the solution to $(P^*_{\alpha}(y))$ is governed by a specific choice of $\tilde{p}$.

Minimum norm certificate The certificates of minimum $\ell_\beta$-norm, the Hölder dual of the $\ell_\alpha$-norm with $\frac{1}{\alpha} + \frac{1}{\beta} = 1$, play an important role regarding support stability under small noise. They read

$$p_B \in \text{Argmin}_p \left\{ \|p\|_\beta \text{ s.t. } \Phi^* p = \text{sign}(x_0, I), \|\Phi^* p\|_\infty \leq 1 \right\}.$$

Since $\{\cdot\|_{\beta}$ is coercive, the existence of $\tilde{p}$ implies the existence of $p_B$. Moreover, when $\beta \in ]1, \infty[\cup \{ \cdot \}$, $\|\cdot\|_{\beta}$ is strictly convex and $p_B$ is therefore unique. We also define $J_\beta \triangleq \text{sat}(\Phi^* p_B)$, where $\text{sat}(u) \triangleq \{ i : |u_i| = |u_i|_\infty \}$ is the saturation support. Non-degeneracy of $p_B$ is equivalent to $J_\beta = I$. Note that if $\alpha = \infty$ then $\beta = 1$ and $p_1$ is not necessarily unique so that $J_1$ actually depends on $p_1$.

Contributions Our main contribution is Theorem 1, stated in Section 2. It studies the support stability of a solution of $(P^*_{\alpha}(y))$ with respect to $I$, for small $\tau$ compared to the smallest entry in magnitude of $x_0, I$, and for $w$ satisfying $\|w\|_\infty < c_1 \tau$ for a certain constant $c_1 < 1$. More precisely, it provides a prediction of the support of $x_0$ which contains the support $I$ of $x_0$, hence the name extended support. To the best of our knowledge, this is the first non-uniform guarantee on support recovery with non-smooth data-fidelity (see related work hereafter). This paves the way for future similar analyses with other non-smooth data fidelity such as $\ell_1$ to account for sparse noise [12, 9]. Finally in Section 3, numerical simulations illustrate our theoretical findings on a compressed sensing scenario, and showcase their ability to evaluate the degree of instability of $\ell_\infty$ quantized CS recovery as a function of the sparsity. We also provide a comparison with the known case $\alpha = 2$.

Relation to prior work The guarantees, framed in terms of the notion of dual certificates, are non-uniform. Unlike coherence-based [4] or RIP-based [5] results for compressed sensing, non-uniform results depend on each instance of $x_0$. In particular, for a fixed $\Phi$, they are not uniformly valid within the entire class of $k$-sparse signals. The seminal work of [8] analyses the Lasso $\min_x \{ \frac{1}{2} \|y - \Phi x\|_2^2 + \lambda \|x\|_1 \}$ and shows that non-degeneracy of $p_2$, i.e., $J_2 = I$, is required for stable exact support stability under small noise. It also recovers with $(P^*_{\alpha}(y))$, under appropriate parameter correspondence $\lambda \leftrightarrow \tau$. In [13], a unified framework, has been proposed for consistent model selection under small noise for problems of the form $\min_x \{ F(y - \Phi x) + \lambda R(x) \}$, where $F$ is strongly convex and smooth and $R$ is so-called partly smooth relative to a submanifold. This encompasses the Lasso, group Lasso and trace Lasso [1, 2]. In [7], the analysis goes one step further for $R = \| \cdot \|_1$, by introducing the extended support. They show, indeed, that under small noise, the extended support of the solution to $(P^*_{\alpha}(y))$ is predicted by $J_2$. 
2 Support stability at small noise

The theorem presented in this section defines the extended support and the residual saturation support and guarantees their stability under small noise. In order to simplify the notations, in the following we note \( J \equiv J_1 \) and \( \bar{J} \equiv J \setminus J_1 \). We also define \( S \equiv \text{supp}(p_1) \). Since \( p_1 \) is not necessarily unique, \( S \) and \( J \) depend implicitly on the choice of \( p_1 \).

Before stating the theorem, we give two technical assumptions. The first one reads

\[
|S| = |J| \text{ and } \Phi_{S,J} \text{ is invertible,} \quad (\text{INV}_{p_1})
\]

where \( \Phi_{S,J} \) is \( \Phi \) restricted to its rows and columns indexed by \( S \) and \( J \), respectively. We can then define \( v \in \mathbb{R}^n \) supported on \( J \) such that \( v_J \equiv \Phi_{S,J}^{-1} \text{sign}(p_1)S \) (inversion is applied after the restriction) and give the second assumption

\[
\mu \equiv \|\Phi_{S,J}v_J\|_\infty < 1, \quad (\text{NDD}_{p_1})
\]

where (NDD\(_{p_1}\)) stands for “non-degenerate duality”. It can be shown that by construction, \( \mu \leq 1 \), and the (NDD\(_{p_1}\)) assumption simply strengthen this.

**Remark 1.** If \( \Phi \) is randomly drawn from a continuous distribution with i.i.d. entries, e.g., Gaussian, then it can be shown that as soon as \( x_0 \) is identifiable, (INV\(_{p_1}\)) and (NDD\(_{p_1}\)) hold with probability 1 over the distribution of \( \Phi \). In fact,(INV\(_{p_1}\)) and (NDD\(_{p_1}\)) also hold under a weaker hypothesis on \( \Phi \) but for the sake of brevity, we skip the details here.

**Theorem 1.** Suppose that \( x_0 \) is solution to \((P_0(\Phi x_0))\) and that there is a \( p_1 \) such that (INV\(_{p_1}\)) and (NDD\(_{p_1}\)) hold. Then there exist constants \( c_1, c_2 > 0 \) such that, for any \((u, \tau)\) satisfying \( \|u\|_\infty < c_1 \tau \) and \( \tau \leq c_2 \), we can compute a solution \( x_\tau \) of \((P_\infty(\Phi x_0 + u))\) in closed form as

\[
x_{\tau, J} = x_{0,J} + \Phi_{S,J}^{-1} w_S - \tau v_J.
\]

In particular, it satisfies

\[
\begin{align*}
\text{supp}(x_\tau) & = J \supseteq I, \quad (\text{extended support}) \\
\text{sat}(y - \Phi x_\tau) & = S, \quad (\text{residual saturation}) \\
\text{sign}(x_{\tau,J}) & = \text{sign}(x_{0,J}), \quad (\text{correct sign}) \\
\|x_{\tau,J}\|_\infty & \leq \tau/c_2 \leq \tau, \quad (\text{maximum outsider})
\end{align*}
\]

i.e., the largest entry in magnitude outside the support decreases linearly with \( \tau \) and is not bigger than \( \tau \).

This theorem shows that if the parameter \( \tau \) is appropriately scaled, i.e., proportionally to \( \tau \) and if the \( \ell_\infty \)-noise is smaller than \( c_1 \tau \) (where \( c_1 < 1 \) is small but not 0), then any solution \( x_\tau \) takes a closed form directly related to \( w \) and to a minimal \( \ell_1 \)-norm certificate. We know in advance its support, \( J \), its sign on \( I \) and a bound on its “outsider” entries on \( \bar{J} \). Note that the constants \( c_1 \) and \( c_2 \) are given explicitly in the proof as functions of \( \Phi \) and \( p_1 \) but omitted here for brevity.

The following corollary guarantees support stability under the stronger assumption that \( J = I \).

**Corollary 1.** Under the same hypotheses, if \( J = I \), then \( |S| = |I| \) and there exist two constants \( c_1, c_2 > 0 \) such that, for any \((u, \tau)\) satisfying \( |u|_\infty < c_1 \tau \) and \( \tau \leq c_2 \), we can compute a solution \( x_{\tau} \) of \((P_\infty(\Phi x_0))\) in closed form, knowing that \( v_I = \Phi_{S,I}^{-1} \text{sign}(\Phi_{S,I}^{-1} \text{sign}(x_{0,I})) \), as

\[
x_{\tau,I} = x_{0,I} + \Phi_{S,I}^{-1} w_S - \tau v_I,
\]

that satisfies \( \text{supp}(x_{\tau}) = I \), \( \text{sign}(x_{\tau,I}) = \text{sign}(x_{0,I}) \) and \( \text{sat}(y - \Phi x_{\tau}) = S \).

In this case, \( p_1 \) is in fact non degenerate and takes the closed form \( \Phi_{S,I}^{-1} \text{sign}(x_{0,I}) \). However, we need to solve an \( \ell_1 \) minimization anyway to extract \( S \). In comparison, in the \( \alpha = 2 \) case, the non-degeneracy of \( p_2 \) can easily be established with the so-called Fuchs pre-certificate \( p_2 \equiv \Phi_{S,I}^{-1} \text{sign}(x_{0,I})\) where \( \Phi_{S,I}^{-1} \) is the Moore-Penrose pseudo inverse of \( \Phi_{S,I} \). Indeed, as shown in [8], \( \|\Phi_{S,I}^{-1} p_2\|_\infty < 1 \) if and only if \( \|\Phi_{S,I}^{-1} p_2\|_\infty < 1 \). Moreover, we present numerical evidence in Section 3 that \( |J| = 0 \) when \( \alpha = \infty \), i.e., the hypothesis of Corollary 1, seems unlikely compared to the \( \alpha = 2 \) case.

3 Simulations

In order to illustrate Theorem 1 and in particular support stability, we perform the following simulation. We set \( n = 1000 \), \( m = 900 \) and generate 200 times a random sensing matrix \( \Phi \sim \mathcal{N}(0,1)^m \times n \). For each sensing matrix, we generate 60 different k-sparse vectors \( x_0 \) with support \( I \) where \( k \equiv |I| \) varies from 10 to 600. The non-zero entries of \( x_0 \) are randomly picked in \( \{\pm 1\} \) with equal probability. For each case, we verify that \( x_0 \) is identifiable and we compute a minimum \( \ell_1 \)-norm certificate \( p_1 \), solution to \((D_1(\Phi x_0))\) and in particular, the support excess \( J \equiv \text{sat}(\Phi^* p_1) \setminus I \). In order to provide a comparison with the well studied \((P_\infty(\Phi x_0))\), we also compute the minimum \( \ell_2 \)-norm certificate \( p_2 \), solution to \((D_2(\Phi x_0))\) and \( J_2 \equiv \text{sat}(\Phi^* p_2) \setminus I \). We define a threshold \( s_c \in \mathbb{N} \) varying from 0 to \( \infty \). On Figure 1 we plot the probability that \( x_0 \) is identifiable and \( |J| \) (or \( |J_2| \) for \( p_2 \)), the cardinality of the predicted support excess, is smaller or equal to \( s_c \).

It is interesting to note that the probability that \( |J| = 0 \) (the bluest horizontal curve on the left plot) is 0, which means that even for extreme sparsity \( (k = 10) \) and a relatively high \( m/n \) rate of 0.9, the support is never predicted as perfectly stable for \( \alpha = \infty \) in this experiment. We can observe as a rule of thumb, that a support excess of \( |J| \approx k \) is much more likely. In comparison, \( \ell_2 \) recovery provides a much more likely perfect support stability for \( k \) not too large and the expected size of \( J_2 \) increases slower with \( k \).

4 Take-away messages

Under the small noise assumption, Theorem 1 provides a closed form solution for the convex program \((P_\infty(\Phi x_0))\) and notably predicts its support. To our knowledge this is the first guarantee of this type, that may be used to explain the lack of support stability in quantized compressed sensing. This work constitutes a first attempt to apply the framework of dual certificates to provide theoretical stability guarantees for linear inverse problems by solving convex programs where both the data fidelity and the regularizer are convex but non-smooth. It lays foundation for future generalizations, e.g., following the ideas of [13].
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Abstract— Direct exoplanets imaging is a challenging task for two main reasons. First, the host star is several order of magnitude brighter than exoplanets. Second, the great distance between us and the star system makes the exoplanets-star angular distance very small. Furthermore, imperfections on the optics along with atmospheric disturbances create speckles that look like planets. Ten years ago, astronomers introduced Angular Differential Imaging (ADI) that uses the rotation of the Earth to add diversity to the data. Signal processing then allows to separate the starlight from the planet’s signal. After that, a detection signal to noise ratio (SNR) is computed. We present here a sparsity driven convex optimisation program along with a new SNR map that beat the state of the art methods for small angular separation.

1 Introduction

In the emerging field of Exoplanets survey \cite{8}, direct imaging of exoplanets allows astrophysicists to study their properties such as atmosphere composition \cite{11} or trajectories \cite{19}. Only 3\% of all confirmed exoplanets have been directly observed. This is because exoplanets are faint objects located in close vicinity to their host star. Earth-like planets are typically 10^{-10} fainter than their host and have an apparent separation of 0.1 arcsec \cite{18}. Observing them requires (i) high resolution telescope to be able to separate planet’s signal from starlight and (ii) a coronagraph that “hides” the star either with a physical mask (Lytot coronagraph) or more recently with a phase mask (among which, the vortex coronagraph \cite{16}). Ground based telescopes offer the highest resolution but suffer from the atmosphere perturbation of the wavefront which duplicates the star’s psf on several quasi static spots, called speckles, that look like planets. Observing at wavelength \(\lambda\) with a pupil of diameter \(D\), Adaptive Optics (AO) allows to reach performances close to diffraction limit (\(\approx \lambda/D\)) but does not remove all such speckles \cite{7}.

Angular Differential Imaging (ADI) leverages the fact that those speckles remain almost constant during a night of observation: astronomers take several snapshots (varying from several tenths to several thousands) of a targeted star without compensating the rotation of the Earth. Thus a potential planet will follow a circular trajectories on the image stack but the star and the speckles will remain quasi static \cite{15}. It is important to note that this trajectory is induced by the rotation of the Earth and is not due to the rotation of the planet around its star. Thus we know the angular difference between two frames. The post processing of ADI sequences is done in two steps (i) the background is estimated and subtracted from the sequence and then (ii) the residual images are rotated and collapsed, i.e., summed up, into one final frame, either with temporal mean or temporal median. The idea is that the remaining starlight and speckles will add up incoherently and average close to zero whilst the planet’s signal will be aligned and have a (hopefully large) non-zero value on that final frame. Methods to estimate the background include temporal median \cite{15}, LOCI \cite{13} and PCA \cite{20}, \cite{2}. More recently, LLSG \cite{10} enforces sparsity on the foreground before collapsing. After this processing, a third step is required to perform the detection. Whatever the method, the separation is never perfect and we still have to perform a detection. Visual detection is sometimes possible but high-contrast imaging astronomers can rely on a SNR map to confirm the detection. It is built as follows: for each pixel, the pixels intensity in the surrounding circle of diameter \(\lambda/D\) is compared to the pixels intensity of all the other such circles at the same radial distance from the center with a two sample t-test \cite{17}. We will refer to it as SNR\textsubscript{t}.

We propose here a convex optimisation program to separate the starlight from the planet’s signal (steps (i) and (ii)). We promote sparsity on the image obtained after collapsing, i.e., on the final frame. That is, we promote group sparsity, in the same idea of \(\ell_2\)-norm penalties \cite{12},\cite{3}, with the groups being all possible trajectories. In other words, we seek for a foreground such that only a few trajectories have a non-zero mean.

The enforced sparsity of LLSG and our method can lead to division by zero and thus to infinite SNR if there is only one non-zero pixel on a given radius. Thus we propose another detection map. It is based on the following. Once we remove the background and align residual images, the planet’s intensity varies little compared to the residual starlight and speckles intensity. If we compute the squared \(\ell_2\)-norm and the estimated variance \(\hat{\sigma}^2\) of a given trajectory, the ratio between the two is always close to one \(\text{unless there is a planet on that trajectory}\). That is, the ratio \(\hat{\mu}^2/\hat{\sigma}^2\) is large for a given trajectory only if there is a planet on that trajectory, with \(\hat{\mu}\) the estimated mean.

The experiments performed on both real and synthetic data show that the proposed optimisation program and the \(\hat{\mu}^2/\hat{\sigma}^2\) detection map beat the state of the art when the planet lies in the close vicinity of the star.

2 Proposed method

We consider the following model for \(x(p,t)\), the underlying light intensity of the star and the planet, \(p, p_{s} \in \mathbb{R}^2, p_0 : \mathbb{R} \rightarrow \mathbb{R}^2:\)

\[
x(p,t) = I_{s}(p - p_{s}) + I_{0} \delta^{(2)}(p - p_{0}(t)),
\]

where \(I_{s} > 0\) and \(I_{0} > 0\) are the intensities of the star and the planet respectively, \(p_{s} \in \mathbb{R}^2\) the position of the star and \(p_{0}(t) \in \mathbb{R}^2\) the position of the planet. It is given by \(p_{0}(t) = p_{s} + r(t)\) with \(r(t) = R(\cos \theta(t), \sin \theta(t))\), where \(R\) is the radial distance between the star and the planet and \(\theta(t) = \omega t + \phi, \omega, \phi \in \mathbb{R}\). We observe

\[
y(p,t) = C(\varphi * x(p,t)) \cong (\varphi * x)(p,t) + n_{s}(p,t),
\]

where \(C(\cdot)\) is an unknown corruption process, \(*\) is the spatial convolution, and \(\varphi\), the telescope point spread function (psf).
And then we discretise spatially and temporally, in a \( T \times n \times n \) cube that can be reshaped into a \( T \times N \) matrix, \( N = n^2 \).

LLSG separates the observed signal \( Y \in \mathbb{R}^{T \times N} \) into three parts: a low rank part \( L \) for the star and speckle, a sparse term \( S \) for the planet, and a noise term for the residual. Although the problem is convex, LLSG solves it in a non convex fashion for which convergence is not guaranteed. The method we propose here is based on a similar decomposition. Instead of enforcing sparsity on \( S \), we enforce that only a small number of trajectories have a non-zero mean. Each pixel in \( S \) belongs to one and only one circular trajectory. An example of such trajectories is displayed on Fig. (1). The symbol \( \mathcal{G} \) represents the set of trajectories, \( \mathcal{G} = \{ g \} \) is the number of trajectories, and , . for \( U \in \mathbb{R}^{T \times N}, u_g \in \mathbb{R}^{[N]} \) is the restriction of \( U \) to the trajectory \( g \in \mathcal{G} \). By construction, we have that \( g \cap g' = \emptyset \) for \( g, g' \in \mathcal{G}, g \neq g' \). The proposed convex program is

\[
\min_{L, S \in \mathbb{R}^{T \times N}} \lambda \| L \|_1 + \| \Phi^T \text{vec}(S) \|_1 \quad (P)
\]

s.t.

\[
L + S = Y \tag{C1}
\]

\[
\| \sigma \|_2 \leq \tau_s \tag{C2}
\]

where \( \lambda, \tau_s \in \mathbb{R}, \Phi^T = \begin{pmatrix} \phi_1(\cdot), \ldots, \phi_g(\cdot) \end{pmatrix}^T \in \mathbb{R}^{G \times TN}, (\phi_g)_i = 1/\sqrt{|g|} \) if \( i \in g \) and 0 otherwise. We introduce \( \mathcal{C}_1 = \{ L, S \mid L + S = Y \} \) and \( \mathcal{C}_2 = \{ U \mid \| U \|_2 \leq \tau_s \} \). The nuclear norm \( \| \cdot \|_1 \) will enforce a low rank structure, i.e., absorb the static part of the data, while \( \| \cdot \|_1 \) will enforce sparsity on the number of “active” trajectories. We write \( P \) as an unconstrained problem using the indicator function \( \mathbb{I}_{\mathcal{C}_j}(U) \) that equals 0 if \( U \in \mathcal{C}_j \) and \( +\infty \) otherwise, \( j = 1, 2 \). Since \( \Phi^T \) is semi-orthogonal, i.e., \( \Phi^T \Phi = \nu I \) (here with \( \nu = 1 \)), we can use the property of the proximal operators and write

\[
\text{prox}_{\lambda \Phi^T \text{vec}}(\nu)(v) = x + \Phi(\Phi^T \text{vec}(\nu)(\Phi^T v) - \Phi^T x) \tag{6}
\]

We solve this problem with the PPXA algorithm [5].

For the detection, we have made the following empirical observation: once the low rank structure is removed from the data, the ratio between the squared observation: once the low rank structure is removed from the data, solve this problem with the PPXA algorithm [5].

The parameters \( \lambda \) and \( \tau_s \) are to be set by the user. We propose a value for both of them based on their role in the program. The goal of \( \lambda \) is that the two terms in the minimisation are of the same order. For given \( S_0 \) and \( L_0 \) to optimal, it should be set such that \( \lambda \approx \| \Phi^T \text{vec}(S_0) \|_1/\| L_0 \|_1 \). The role of \( \tau_s \) is to keep the amplitude of \( S \) relatively small and is again a matter of order of magnitude, we set \( \tau_s = \| S_0 \|_2 \). The PCA approach already gives a good hint of what the solution will look like. Thus we propose to take \( L_0 \) and \( S_0 \) as the output of the PCA method. The dependency on the number of principal components (PC’s) was tested on real data with a number of PC’s ranging from 5 to 25. We compared the peak values of pixels near the planet and the other pixels on the \( \mu^2/\sigma^2 \)-map. In all cases, we obtained a ratio above 100.

We consider the observations of the \( \beta \) pic star [14] done at the VLT-NACO telescope in its AGPM coronagraphic mode [1] on January 2013. We first remove the known planet by means of the negative companion injection method [4], [11]. Once the data set is planet-free, we can build synthetic data by injecting fake companions at given positions and intensity. The steps above can be done easily with the Vortex Image Processing (VIP) toolbox3 [9]. As in [10], we compare algorithms with a receiver operating characteristic (ROC) curve. Given a detection threshold, we say there is a true positive (TP) if there is one pixel in a \( \lambda/D \) diameter wide area around the planet’s position that is above the threshold. If there is one pixel above that threshold outside this area, we say there is a false positive (FP). We repeat 100 times the experiments and compute the true positive rate (TPR) and the false positive rate (FPR) for a given radius and intensity. We compare the proposed method, with the \( \mu^2/\sigma^2 \)-map for detection to LLSG with SNR.

Then we inject multiple fake companions and applied the proposed method. Fig. (2) shows the initial image, the ground truth and the detection results with the proposed method. Fig. (3) displays the ROC curve for a radial distance between 2 and 3 \( \lambda/D \) (left) and medium intensity at radius between 3 and 4 \( \lambda/D \) (right).

4 Conclusion

We have proposed a convex program to separate planet’s signal from starlight and speckle. In addition, we introduced a detection map based on the difference of temporal behaviour between planet’s signal and residual noise on the sparse component. The combination of the convex program and the detection map can beat the state of the art method in the case of a small angular separation between the planet and the star.

3https://github.com/vortex-exoplanet/VIP
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A fast algorithm for high-order sparse linear prediction
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Abstract— Using a sparsity promoting convex penalty function on high-order linear prediction coefficients and residuals addresses some inherent limitations of standard linear prediction methods. This formulation, however, is computationally more demanding which may limit its use, in particular for embedded signal processing. We show that the matrix structures associated with an alternating direction method of multipliers algorithm for solving the high-order sparse linear prediction problem are more tractable than the matrix structures for interior-point methods and that a few tens of iterations suffice to achieve similar results, in terms of prediction gain, as an interior-point method.

1 Background

Sparse linear prediction (SLP) [1, 2] revisits the linear prediction (LP) framework [3, 4] in light of the developments that took place in the recent years in the field of convex optimization and sparse representations. SLP has proved to be an interesting alternative to classic LP by allowing better statistical models and more meaningful signal representation finding its way in various applications, e.g., [5–7]. While software packages like CVX+SeDuMi [8, 9] allow to quickly reproduce the SLP algorithm [10, 11], serious efforts to make SLP and other algorithms requiring convex optimization run faster and, possibly, in a real-time platform, is a current matter of research in signal processing [12, 13].

LP provides a compact representation for the signal $x[t]$ as:

$$x[t] = \sum_{n=1}^{N} \alpha_n x[t-n] + r[t],$$  

(1)

where $\alpha = [\alpha_n]_{n=1}^{N}$ are the prediction coefficients and $r[t]$ is the prediction error. A common route for estimation of $\alpha$ is via:

$$\min_{\alpha} \|x - X\alpha\|_p,$$  

(2)

where $\| \cdot \|_p$ is the $p$-norm and we here are working with a vectorized version of (1) over a certain frame. With $p = 2$, a closed-form solution can be obtained as $\alpha = (X^T X)^{-1} X^T x$.

The LP model finds one of its most successful applications in speech and audio processing [4]. However, particularly in speech processing, traditional LP fails to provide a general framework when signal redundancies are present at different time intervals. This is the case where a given segment $x$ has short-term and long-term redundancies and cannot be represented by a simple linear prediction model with a limited number of taps. Traditional approaches tend to represent short-term redundancies using traditional LP and represent long-term redundancies by applying a so-called long-term predictor (LTP) with a very limited number of taps clustered around the pitch period of the speech or audio signal. Since the combination of these two filters is a high-order sparse predictor, a more effective way to model these types of signal was shown by increasing the order of the predictor and apply a sparsity criterion on its coefficients [14]. In addition, by applying the 1-norm also on the residual, both modeling and coding advantages can be achieved [2]. A SLP formulation then becomes:

$$\min_{\alpha} \|x - X\alpha\|_1 + \gamma \|\alpha\|_1 .$$  

(3)

Solving (3) is however more complex than traditional 2-norm based LP and state-of-the-art methods for real-time optimization have, to some extent, focused on code generation based on interior-point (IP) methods [12, 15]. The most significant matrix structure these methods exploit is sparsity, i.e., for example at code-generation exploiting $[A0][x^T y^T]^T = Ax$ such that we avoid computing $0 \cdot y$. However, many applications in signal processing, including the problem (3), are dense. Further, for IP methods the main bulk of work is to solve a linear system of equations in each iteration where additional weighting matrices are introduced and in particular diagonal matrices for linear programming. Such diagonal matrices often do not allow the possibility of faster direct methods for solving a linear system [16]. Specifically, IP methods for the SLP problem (3) would have cubic per iteration time complexity [17]. In particular, the introduction of the diagonal weighting matrix for the SLP problem prohibits the exploitation of Toeplitz structure since such matrices do not have a low displacement rank.

Instead of using an IP method we consider an alternating method of multipliers (ADMM) algorithm. The problem in (3) can be recast as the following least absolute deviation problem with an alternating direction method of multipliers algorithm for IP methods the main bulk of work is to solve a linear system [16].

$$\min_{\alpha} \left\| \begin{bmatrix} \gamma I & -X \end{bmatrix} \alpha - \begin{bmatrix} 0 \\ -x \end{bmatrix} \right\|_1 .$$  

(4)

for which the ADMM algorithm is [18]:

$$\alpha^{(k+1)} = (X^T X + \gamma^2 I)^{-1} \left[ \gamma I - X^T \right] (y^{(k)}) + \begin{bmatrix} 0 \\ -x \end{bmatrix} - u^{(k)} ,$$

$$e^{(k+1)} = x - X\alpha^{(k+1)},$$

$$y^{(k+1)} = S_{1/\rho} \left[ \begin{bmatrix} \gamma \alpha^{(k+1)} \\ e^{(k+1)} \end{bmatrix} + u^{(k)} \right] ,$$

$$u^{(k+1)} = u^{(k)} + \begin{bmatrix} \gamma \alpha^{(k+1)} \\ e^{(k+1)} \end{bmatrix} - y^{(k+1)} .$$

The work of T. L. Jensen is supported by The Danish Council for Independent Research, Technology and Production Sciences, grant number 4005-00122. The work of T. van Waterschoot is supported by the KU Leuven Impulse Fund, grant number IMP/14/037.
Notice that in this ADMM formulation there is no reweighting of $X$ (or $X^TX$) and we may then use fast (and superfast) methods for solving the linear Toeplitz system [19, 20].

2 Numerical Simulations

For the numerical simulations we will focus on the application of SLP in speech processing, however, we will apply a objective measures and the results is then extendable to other application scenarios. In particular, we investigated the prediction gain performance as a function of the number of iterations of the presented ADMM algorithm and the associated computational cost assessed by timing.

We processed the vowel and semivowel phones [21] from the TIMIT database ($f_s = 16$kHz), belonging to 3696 sentences from 462 speakers. We chose the ones of duration of at least 640 samples (40 ms) for a total of about 40,000 voiced speech frames. In this investigation, we extend the analysis in [22] by investigating the prediction gain from the ADMM solution with a different number of iterations and compare with the IP solution obtained through the CVX+SeDuMi interface and solver. The regularization parameter $\gamma = 0.12$ was obtained through a modified L-curve analysis [23] by using all except 50 frames picked randomly that will be used as a test set. We chose $N = 250$ such that it is possible to cover the pitch lag range $T_p \in [34, 231]$ as done in commercial speech codecs like the wideband version of the Adaptive Multi-Rate codec (AMR-WB [24]). The results for the test set is shown in Figure 1. We can see that at 30 iterations the mean value of the IP solution falls within the 95% confidence interval of the ADMM solution, proving that the two algorithms exhibit statistically the same performance.

![Figure 1](image.png)

**Figure 1:** Average prediction gains for a fixed number of iterations for the ADMM solution. A 95% confidence interval is shown. The IP solutions as returned by CVX+SeDuMi is independent of the fixed number of iterations $K$ but shown for the ease of comparison.

Using a C++ implementation, we can run $k = 30$ iterations on a standard laptop in approximately 1.7 ms in double precision. This is an indication that an ADMM algorithm for the SLP problem may be viable for real-time and embedded optimization but further algorithm design investigations are necessary to address this possibility. We note that we are applying the ADMM algorithm in its straightforward form but several variants and extensions may be useful for solving the sparse linear prediction problem efficiently and should be considered for further investigations. On particular choice is a preconditioned ADMM where the algorithm does not involve solving a linear system of equation [25].
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Abstract—This paper studies the fast acquisition of Hyper-Spectral (HS) data using Fourier transform interferometry (FTI). FTI has emerged as a promising alternative to capture, at a very high resolution, the wavelength coordinate as well as the spatial domain of the HS volume. A drawback of the conventional FTI device is a typically slow acquisition process. In this work, we develop a compressive sensing (CS) framework for FTI. By exploiting the sparsity of the target HS data in a 3-D wavelet basis, we show how the actual HS data can be retrieved from partial FTI measurements. Furthermore, we develop an alternative sampling strategy, i.e., a variable density rather than uniform sampling scheme to boost the acquisition accuracy. Extensive simulations show that (i) the proposed method is applicable to realistic FTI and (ii) the variable density sampling scheme is more accurate than conventional uniform sampling.

1 Introduction

Nowadays, many scientific disciplines increasingly rely on the analysis of Hyper-Spectral (HS) data volumes, i.e., the description of a scene (e.g., a biological sample) by both its spatial and spectral content, thus describing the light intensity in its spatial and wavelength domains. In particular, HS imaging has been recognized as a possibility to distinguish specific biological elements, e.g., in fluorescence spectroscopy [1].

A key step for studying an (high-dimensional) HS data is to achieve an accurate acquisition in the first place. HS acquisition methods typically operate by either spatial or spectral scanning [1]. We here focus on spectral scanning methods, most of which are based on direct observation, e.g., by using spectral filters on the incoming light. However, direct spectral scanning methods often result in imaging artifacts due to the change of the material in the observed scene and, due to the filtering elements, suffer from low light transmittance and therefore limited signal-to-noise (SNR) ratio. On the other hand, indirect methods such as Fourier transform interferometers (FTI) [3] avoid such issues: since FTI acquires indirect Fourier-domain measurements of HS data, it can achieve higher spectral resolution without reducing the SNR, conversely to direct methods.

However, inspired by the need of biological applications, i.e., fast and high-resolution HS images, conventional FTI devices are not completely reliable. One way to cope with this drawback is to record the FTI measurement at a few coordinates in the Fourier domain, i.e., partial Fourier sampling, and resorting to the theory of compressed sensing (CS) which makes the reconstruction of the target HS data feasible, if they follow a low-complexity model [4, 5, 6]. To this end, we adopt a sparse model for the HS data in the joint spatial-spectral domain by using the Kronecker product of two Haar wavelet bases [7]. As for the sampling scheme, we start with a uniform sampling strategy where the Fourier-domain coordinates, corresponding to mirror positions in the optical setup, are selected uniformly at random. Nevertheless, since low-scale wavelets and low-frequency components are highly coherent, it is well-investigated in [8, 9, 10] that variable density sampling strategies result in superior reconstruction. Inspired by these results, we also validate the performances of variable density sampling. Finally, to recover the true HS data we develop a convex minimization problem which is solved by the Douglas-Rachford proximal algorithm introduced in [11].

2 Fourier Transform Interferometry

Conventional FTI, we call it here Nyquist FTI, works on the principle of a Michelson interferometer with a moving mirror. As shown in Fig. 1, a parallel beam of coherent light is divided into two equal intensity beams by a beam-splitter. The two beams are reflected back by the respective mirrors, and interfere after being recombined by the beam-splitter. The resulting beam, or interferogram, is later recorded (in intensity) by a standard imaging sensor, which captures one image per mirror position. In biological applications, the interferogram illuminates a biological sample placed between the beam splitter and the detector.

It can be shown that the recorded interferogram \( I(d) \), i.e., as a function of the mirror position \( d \), is the Fourier transform of the light source \( I(\nu) \) which is modulated by the absorption spectrum of a cell as a function of the wavenumber \( \nu \), i.e.,

\[
I(d) = \int_{-\infty}^{+\infty} I(\nu) e^{-j2\pi dv} dv
\]

(see [3, Ch. 1] for the details).

This recorded interferogram is discretized into the rows of a matrix \( Y^{Nyq} = \{y_i\}_{i=1}^{N_y} \), where \( y_i \in \mathbb{R}^{N_d} \) is the collection of interferogram intensities recorded at the pixel \( i \), \( 1 \leq i \leq N_y \). \( N_d \) is the maximum number of mirror positions, i.e., in the conventional FTI \( N_d = N_y \). In other words, each row of \( Y^{Nyq} \in \mathbb{R}^{N_y \times N_d} \) represents the recorded spatial map for one mirror position, i.e., the signal \( I(d) \) mentioned before. The relation between the acquired interferogram \( Y^{Nyq} \) and the target HS data \( X \in \mathbb{R}^{N_y \times N_d} \) can be modeled as \( Y^{Nyq} = FX \), where \( F \in \mathbb{C}^{N_y \times N_d} \) is the discrete Fourier matrix.

3 Compressive Sensing-FTI

The above mentioned FTI is used in a Nyquist regime, i.e., with a sufficiently dense set of uniformly spaced mirror positions,
that allows perfect recovery of the HS data with an inverse discrete Fourier transform. However, we here show that it is possible to recover the HS data, i.e., the collection of all \( \hat{I}(v) \) for all pixels, from the interferogram signals acquired only at a few mirror positions, i.e., at a sub-Nyquist rate. In fact, this strategy meets the fast acquisition requirements of biological applications. Mathematically, this amounts to reconstruct the HS data \( X \) from only \( M \) rows of \( Y^{N_p \times N_p} \), with \( M \leq N_p \). Thus, we target a compressive sensing setup modeled as \( Y = D F X \), where \( D \in \mathbb{R}^{M \times N_p} \) is a selection matrix whose rows are selected at random from the identity matrix \( I_{N_p} \).

To enable its reconstruction, we assume that \( X \) is sparse in a suitable wavelet basis for both its spectral and spatial dimensions. This is a reasonable assumption as biological FTI targets the recording of the samples dyed with fluorochromes that have smooth spectra and well-organized spatial configuration (e.g., cells). Thus, the matrix \( X \) has a sparse representation \( S \) in the Kronecker product of two wavelet bases, i.e., \( X = W_{1D} S W_{2D}^T \) or equivalently \( \text{vec}(X) = (W_{2D} \otimes W_{1D}) \text{vec}(S) \). The matrices \( W_{1D} \in \mathbb{R}^{N_p \times N_p} \) and \( W_{2D} \in \mathbb{R}^{N_p \times N_p} \) are respectively the wavelet bases, that can be non-orthogonal, corresponding to the columns and rows of the matrix \( S \); the operator \( \text{vec}(\cdot) \) stacks up the columns of the given matrix. Therefore, by promoting the sparsity model for HS data, given the partial observation \( Y = D F X \), the HS recovery problem is formulated as this convex inverse problem:

\[
\hat{X} = \arg \min_{U \in \mathbb{R}^{N_p \times N_p}} \| \text{vec}(W_{1D} U W_{2D}) \|_1 \quad \text{s.t.} \quad Y = D F U.
\]

**Uniform versus Variable density sampling:**

A typical way to generate the selection matrix \( D \) is to uniformly pick the rows of identity matrix \( I_{N_p} \) at random. In contrast, we also study the case where the probability of selecting a row respects a non-uniform distribution. In [8] it is shown that for typical images, sub-sampling the two dimensional Fourier domain by the probability distribution corresponding to the inverse distance from zero frequency can outperform the uniform sub-sampling scheme. We aim to apply the philosophy of this work but on the one-dimensional interferogram signal. In practice, we observe that the amplitude of the interferogram signal decays with respect to the distance of the mirror from the point \( d = 0 \), where two mirrors are equally distant from the beamsplitter. Thus, by capturing more samples at the points close to \( d = 0 \), the amount of useful acquired information will be boosted. As the work in [8], we establish one-dimensional variable density sampling with probability distribution corresponding to inverse distance from point \( d = 0 \), i.e., the chance of choosing the \( i \)-th row of the Fourier matrix is set as \( \frac{1}{\exp^{-c(\alpha \cdot d + 1)}} \), where the constant \( c \) is set according to the index of the \( d = 0 \), and \( \alpha > 0 \) controls the exponential decay of sampling chance. An example of uniform and variable density sampling is illustrated at the bottom-right of the Fig. 1, where \( w(d) \) is the chance of recording the interferogram at point \( d \).

**4 Experiments**

In this section we test several numerical simulations in order to assess the performance of compressive sensing-FTI (CS-FTI) in terms of the reconstruction SNR computed as \( 10 \log_{10} \frac{\| \text{vec}(X) \|_2^2}{\| \text{vec}(\hat{X}) \|_2^2} \) (in dB). Since the problem in (1) is a convex optimization problem containing two non-differentiable convex functions, it is solved using Douglas-Rachford proximal algorithm. We considered an HS data of size \((N_y, N_x, N_p) = (64, 128, 128)\) for our experiments. Fig. 2 tiles nine (out of 64) spectral bands of “smile face” image. This HS data is generated by multiplication of the spectrum signatures of three fluorochrome dyes with the RGB coefficients of the source image. Note that these dyes (i.e., “Alexa Fluor 488”, “Alexa Fluor 610-R-PE”, and “R-PE (R-phycoerythrin)”), are used in actual biomedical experiments using the FTI device. The emission signatures of these dyes are shown in Fig. 2.

For our experiments, we tested two different sampling strategies, i.e., uniform sampling and variable density sampling. To this end, the \( i \)-th row of \( F \) is selected with a probability weighted by \( \frac{1}{(i-1)^{\alpha+1}} \), for \( \alpha \geq 0 \). In fact we have tested \( \alpha \in \{0,0.5,1,1.5\} \), with \( \alpha = 0 \) corresponding to uniform sampling. For each type of sampling strategy we set \( M/N_p \in \{0.1, 0.5, 0.8, 0.9\} \). Each point of the curves shown in Fig. 3 is achieved for one realization of random sampling. As depicted, in the compressive sensing regime, variable density sampling schemes have superior reconstruction performances in comparison to uniform sampling, up to 10 dB gain at \( M/N_p = 0.5 \) and \( \alpha = 1.5 \). This confirms that, on this setting, the performance of CS-FTI can be even improved by increasing the sampling decay rate \( \alpha \), i.e., equivalent to a denser sampling of the mirror positions close to the point \( d = 0 \). Note that the reconstruction SNR for full sampling (i.e., \( M = N_p \)) is achieved as 114 dB.

**5 Conclusion**

In this paper we presented a proof of concept for turning a conventional FTI into a fast CS-FTI. Our framework is adaptable with the actual FTI device. The goal is achieved by considering the Kronecker product of two wavelet bases as sparsity basis and also sub-sampling the Fourier coefficients that is equivalent to sub-sampling the mirror positions in the device. Two sampling strategies (uniform and variable density sampling with different decay rate) were tested. Since the amplitude of the interferogram signal decays as the mirror moves further, it is observed that variable density sampling leads to higher reconstruction quality. However, due to the physical interaction between mirror motion and 2-D detector, we may need to address the notion of physically feasible variable density sampling introduced in [12]. This hypothesis as well as the effect of disturbances, e.g., instrument response convolution, and noise corruption are the scope of future research on CS-FTI.
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Abstract—In this work, we consider compressed sensing reconstruction from \( M \) measurements of \( K \)-sparse structured signals which do not possess a writable correlation model. Assuming that a generative statistical model, such as a Boltzmann machine, can be trained in an unsupervised manner on example signals, we demonstrate how this signal model can be used within a Bayesian framework of signal reconstruction. By deriving a message-passing inference for general distribution restricted Boltzmann machines, we are able to integrate these inferred signal models into approximate message passing for compressed sensing reconstruction. Finally, we show for the MNIST dataset that this approach can demonstrate how this signal model can be used within a Bayesian framework. This technique was further refined in [8, 9] as a type of signal prior, using a trained latent variable model. In our results, we show that this technique can provide good reconstructions even for \( M < K \), as the RBM signal prior not only models the support correlation structure, but the joint distribution of the on-support values, as well.

**Proposed Approach**

We wish to recover some unknown \( K \)-sparse signal \( x \in \mathbb{R}^N \) given a set of observations \( y \in \mathbb{R}^M \), \( M \ll N \), generated by \( y = Fx + w \) where \( w \sim \mathcal{N}(0, \Delta I) \) and the matrix \( F \in \mathbb{R}^{M \times N} \) is a projection operator, usually random, which satisfies some restricted isometry [16]. While a number of different output channels of the form \( y = g(Fx) \) could be conceived [8], for clarity we focus on the case of an additive white Gaussian noise (AWGN) channel.

Following the Bayesian approach to signal reconstruction, we will focus on estimation techniques involving the posterior distribution

\[
P(x | F, y) = \frac{e^{-\frac{1}{2} \|y - Fx\|^2} P_0(x)}{\int dx \, e^{-\frac{1}{2} \|y - Fx\|^2} P_0(x)}.
\]

Even if computing the moments of (1) is intractable for some \( P_0(x) \), [9, 10] show that the minimum mean-square-error (MMSE) estimator, \( \hat{x}_{\text{MMSE}}(F, y) = \int dx \, x \, P(x | F, y) \), can be computed extremely efficiently using loopy BP or AMP whenever \( P_0(x) \) is fully factorized.

The AMP algorithm [8–10] provides, at each step of its iteration, an approximation to the posterior of the form

\[
Q(x | A, B) = \frac{1}{Z(A, B)} P_0(x) e^{-\frac{1}{2} \sum_i A_i x_i^2 + \sum_i B_i x_i},
\]

where \( Z(A, B) \) is a normalization, and \( A \) and \( B \) are quantities obtained by iterating the AMP equations. Given a computable \( Z(A, B) \), the \( a_i \) and \( c_i \) of (3) are easily obtainable from

\[
a_i \triangleq \frac{\partial \ln Z(A, B)}{\partial B_i}, \quad c_i \triangleq \frac{\partial^2 \ln Z(A, B)}{\partial B_i^2}.
\]

In particular, whenever the prior distribution is fully factorized, \( P_0(x) = \prod_i P_0(x_i) \), evaluating \( Z(A, B) \) amounts to solving \( N \) independent one-dimensional integrals.

In what follows, we use an RBM [17] to model the signal’s prior distribution jointly with a set of latent, or hidden, variables \( h \),

\[
P_0(x, h | \theta) = \frac{1}{Z(\theta)} e^{x^T W h} \prod_i P_0(x_i | \theta_{x_i}) \prod_{\mu} P_0(h_{\mu} | \theta_{h_\mu}),
\]

and the parameters \( \theta = \{ W, \theta_{x_i}, \theta_{h_\mu} \} \) can be obtained by training the RBM over a set of examples [15, 18]. This construction defines a **generalized RBM** (GRBM), in the sense that the visible and hidden variables are not strictly binary and may possess any distribution. Using a GRBM as a signal prior, the normalization of (2) is no longer factorized or tractable, thus requiring some approximation to calculate the necessary moments of \( Q \).

To approximate the moments, we construct a message-passing scheme between the factors and the hidden and visible variables of the RBM in a general setting with arbitrary distributions on both the hidden and visible variables. Message-passing inference on the edges of the factor graph can be
of the support, alone. Finally, we test the proposed GRBM-AMP, using a general RBM trained with binary hidden units and Gauss-Bernoulli visible units, which models the data in its ambient domain.

To train the GRBM parameters, we use a GRBM with 784 binary hidden units. The RBM can be trained using either contrastive divergence, sampling the visible units from a truncated GB prior, or using the GRBM TAP iteration shown here in conjunction with the EMF strategy of [15], a strategy which we detail in a forthcoming work. For the specific GRBM model we use for these CS experiments, we train a GRBM using the EMF approach. In the case of the BRBM, a model with 784 hidden units was trained using the EMF approach.

We present the results of the three approaches in Fig. 2, where we evaluate reconstruction performance over the test set in terms of both MSE, measured in decibels, and correlation between the reconstructed and original images, where correlation is measured as $\frac{(x - \bar{x})^T (a - \bar{a})}{\sigma_x \sigma_a}$. In both of these comparisons, we show performance over the phase diagram, where $\alpha$ refers to the number of CS measurements observed and $\rho$ refers to the overall sparsity for each digit image, $K/N$, where $K$ is the number of non-zero pixels in the digit image. As many of the tested images possess few non-zeros, the test dataset is skewed towards small $\rho$, hence the increased variability at $\rho > 0.3$ for Fig. 2. From these results, we can see a clear progression of reconstruction performance as we move from an empirical factorized model, to a model of the support alone, to a model of the signal itself.

In this work, we derived an AMP-based algorithm using an RBM to model the signal class in its ambient domain. To accomplish this modeling, we developed a model for a class of general RBMs, allowing for arbitrary distributions on the hidden and visible units. To allow the use of such a model within AMP, we proposed a TAP-based approximation of the RBM which we derived from belief propagation. By performing inference on the RBM under the influence of the outer AMP inference, we have developed a novel algorithm for CS reconstruction of sparse structured data. The proposed approach can be of great use in signal reconstruction contexts where there exists an abundance of data which lack known correlation models.

This research was funded by European Research Council under the European Unions 7th Framework Programme (FP/2007-2013/ERC Grant Agreement 307087-SPARCS).
REFERENCES

[1] E. J. Candès and M. B. Wakin, “An introduction to compressive sampling,” IEEE Signal Processing Magazine, vol. 25, no. 2, pp. 21–30, 2008.

[2] E. Candès and J. Romberg, “Signal recovery from random projections,” in Computational Imaging III. Proc. SPIE 5674, Mar. 2005, pp. 76–86.

[3] D. L. Donoho, “Compressed sensing,” IEEE Trans. on Information Theory, vol. 52, no. 4, pp. 1289–1306, Apr. 2006.

[4] D. Takhar, J. N. Laska, M. B. Wakin, M. F. Duarte, D. Baron, S. Sarvotham, K. F. Kelly, and R. G. Baraniuk, “A new compressive imaging camera architecture using optical-domain compression,” in Computational Imaging IV. Proc. SPIE 6065, 2006, p. 606509.

[5] M. Mishali, Y. C. Eldar, O. Dounaevsky, and E. Shoshan, “Xampling: Analog to digital at sub-Nyquist rates,” IET Circuits, Devices and Systems, vol. 5, no. 1, pp. 8–20, January 2011.

[6] Z. Zhang, Y. Xu, J. Yang, X. Li, and D. Zhang, “A survey of sparse representation: Algorithms and applications,” IEEE Access, vol. 3, pp. 290–530, 2015.

[7] S. Rangan, “Estimation with random linear mixing, belief propagation and compressed sensing,” in Proc. Annual Conf. on Information Sciences and Systems, 2010, pp. 1–6.

[8] ——, “Generalized approximate message passing for estimation with random linear mixing,” in Proc. IEEE Intl. Symp. on Info. Theory, 2011, p. 2168.

[9] F. Krzakala, M. Mézard, F. Sausset, Y. Sun, and L. Zdeborová, “Probabilistic reconstruction in compressed sensing: Algorithms, phase diagrams, and threshold achieving matrices,” Journal of Statistical Mechanics: Theory and Experiment, vol. 2012, no. 8, p. P08009, 2012.

[10] D. L. Donoho, A. Maleki, and A. Montanari, “Message-passing algorithms for compressed sensing,” Proc. National Academy of Sciences of the U.S.A., vol. 106, no. 45, p. 18914, 2009.

[11] A. Drémeau, C. Herzet, and L. Daudet, “Boltzmann machine and mean-field approximation for structured sparse decompositions,” IEEE Trans. on Signal Processing, vol. 60, no. 7, pp. 3425–3438, 2012.

[12] E. W. Tramel, A. Drémeau, and F. Krzakala, “Approximate message passing with restricted Boltzmann machine priors,” Journal of Statistical Mechanics: Theory and Experiment, 2016, to appear.

[13] P. Schniter, “Turbo reconstruction of structured sparse signals,” in Proc. Conf. on Info. Sciences and Systems, 2010, pp. 1–6.

[14] S. Rangan, A. K. Fletcher, V. K. Goyal, and P. Schniter, “Hybrid approximate message passing with applications to structured sparsity,” November 2011, arXiv Preprint, [cs.IT]:1111.2581.

[15] M. Gabréd, E. W. Tramel, and F. Krzakala, “Training restricted Boltzmann machines via the Thouless-Andreson-Palmer free energy,” in Advances in Neural Information Processing System, vol. 28, Montreal, Canada, June 2015, pp. 640–648.

[16] E. J. Candès and T. Tao, “Decoding by linear programming,” vol. 51, no. 12, pp. 4203–4215, Dec. 2005.

[17] P. Smolensky, Information Processing in Dynamical Systems: Foundations of Harmony Theory, ser. Parallel Distributed Porcessing: Explorations in the Microstructure of Cognition. MIT Press, 1986, ch. 6, pp. 194–281.

[18] G. E. Hinton, “Training products of experts by minimizing contrastive divergence,” Neural Computation, vol. 14, no. 8, pp. 1771–1800, 2002.

[19] Y. LeCun, L. Bottu, Y. Bengio, and P. Haffner, “Gradient-based learning applied to document recognition,” Proc. of the IEEE, vol. 86, no. 11, pp. 2278–2324, November 1998.
Interpolation on manifolds using Bézier functions
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Abstract – Given a set of data points lying on a smooth manifold, we present methods to interpolate those with piecewise Bézier splines. The spline is composed of Bézier curves (resp. surfaces) patched together such that the spline is continuous and differentiable at any point of its domain. The spline is optimized such that its mean square acceleration is minimized when the manifold is the Euclidean space. We show examples on the sphere S² and on the special orthogonal group SO(3).

1 Introduction

Given a set of data points \( (p_k) \) in a manifold \( M \) associated to nodes \( (k) \in \mathbb{Z}^n \) of a Cartesian grid in \( \mathbb{R}^n \), we seek a \( C^1 \) function \( \mathbb{B} : \mathbb{R}^n \to M \) such that \( \mathbb{B}(k) = p_k \). In this paper, we consider the cases where \( s \in \{1, 2\} \), i.e. curves and surfaces.

This interpolation problem is motivated by several applications, as more and more acquired data tends to be constrained to smooth manifolds. In Pennec et al. [8], diffusion tensor images are assumed to lie on the manifold of positive definite matrices. Bergmann and Weinmann [4] propose inpainting models for images whose color pixels lie on the 2-sphere.

Manifold modeling appears in many other different fields including image modeling and processing [9] or optimization [1]. Its advantages are that (i) problem solutions are searched on spaces of much lower dimensionality compared to the ambient domain, with a direct and positive impact on algorithm performances in computational time, memory and accuracy; (ii) complex objects are represented by vectors of small size; and (iii) close formulas can be found for problems on manifolds while complex iterative procedures are required on Euclidean spaces.

Interpolation on manifold does not appear much in the literature. Popiel and Noakes [10] propose a manifold version of Bézier curves based on the work on \( \mathbb{R}^n \) of Farin [6]. Bounjal et al. proposed optimization algorithms for curve fitting on manifolds with the toolbox Manopt [5]. More recently, Solomon et al. [11] developed a Wasserstein distance-based method to interpolate probability distributions evaluated on manifolds.

In this paper, we summarize different techniques to interpolate data points on manifolds by means of a \( C^1 \) piecewise-cubic Bézier spline [7, 3, 2], as illustrated in Figure 1. In Sec. 2, we define Bézier splines on manifolds and give continuity and differentiability conditions. We show in Sec. 3 how these splines can be optimized to have a small global energy. We present numerical examples in Sec. 4.

2 Bézier curves and surfaces

We first recall the definitions of Bézier curves and surfaces on the Euclidean space and we generalize them to manifolds. Then, we give conditions to achieve interpolation, continuity and derivability of the spline.

Curves and surfaces on the Euclidean space \( \mathbb{R}^r \). Let \( B_{k3}(t) \) be Bernstein polynomials and \( b = (b_0, \ldots, b_3) \subset \mathbb{R}^r \) be a set of control points. Cubic Bézier curves are functions \( \beta_3(\cdot, b) : [0, 1] \to \mathbb{R}^r \) of the form

\[
\beta_3(t; b) = \sum_{i=0}^{3} b_i B_{3i}(t).
\]

Cubic Bézier surfaces \( \beta_3(\cdot, b) : [0, 1]^2 \to \mathbb{R}^r \) are their bivariate extensions with \( b = (b_{ij})_{i,j=0,\ldots,3} \subset \mathbb{R}^r \)

\[
\beta_3(t_1, t_2; b) = \sum_{i,j=0}^{3} b_{ij} B_{3i}(t_1) B_{3j}(t_2).
\]

Control points \( b_{ij} \) are interpolated when \( i, j \in \{0, 1\} \).

Curves on a manifolds. We generalize (1) to a smooth, connected, finite-dimensional Riemannian manifold \( M \) (where \( M = \mathbb{R}^r \) is included) in two different ways. First, since Bernstein polynomials form a partition of unity, one remarks that the Bézier curves are a weighted average of the control points

\[
\beta_3(\cdot; b) : [0, 1] \to M, t \mapsto \arg\min_{y} \sum_{i,j=0}^{3} \|b_{ij} - y\|^2
\]

where \( \|y_0, \ldots, y_n\| = \sum_{i=0}^{n} d^2(y_i, y) \) is the weighted geodesic average \( x = \arg\min_{y} \sum_{i=0}^{n} w_i d^2(y_i, y) \) with the geodesic distance \( d \). Necessarily, when \( d \) is the Euclidean distance, definition (3) reduces to equation (1). This model is introduced in Absil et al. [2].

The second generalization of (1) to the manifold setting is based on the De Casteljau algorithm (see Farin [6] for details in \( \mathbb{R}^r \) where the Euclidean straight line is replaced by geodesics. Popiel and Noakes [10] proposed a manifold version of the algorithm and Arnould et al. [3] applied it to shape analysis.

Surfaces on manifolds. Similarly, we generalize (2) to \( M \) in three different ways. First, Bézier surfaces can be interpreted as a one-parameter family of Bézier curves

\[
\beta_3(t_1, t_2; b) = \sum_{i,j=0}^{3} \left( \sum_{k=0}^{3} b_{ij} B_{3k}(t_1) \right) B_{3j}(t_2)
\]

where \( b_{ij} = (b_{ij})_{i,j=0,\ldots,3} \). That formulation allows an evaluation based on curves as stated above.

A second interpretation of surfaces extends equation (3) as Bézier surfaces are convex combinations of their control points

\[
\beta_3(t_1, t_2; b) = \arg\min_{y} \sum_{i,j=0}^{3} (B_{3i}(t_1) B_{3j}(t_2))\|b_{ij} - y\|^2
\]

Here again, the Euclidean Bézier surface is recovered with the classical Euclidean averaging.

The last generalization is also based on a geodesic extension of the De Casteljau algorithm (Farin [6]). All these methods are developed in Absil et al. [2].
Smooth splines on manifolds. A Bézier spline corresponds to several Bézier curves \( (\beta^m_3)_{m=0,...,M} \) (or surfaces \( (\beta^m_3)_{m,n\in[0,...,M]\times[0,...,N]} \)) patched together (see Figure 1 for an example). For curves, the spline is continuous and interpolates the data points if \( b^m_0 = b^m_{n+1} = p_{m+1} \) for \( m = 1, \ldots, M - 1 \). Surfaces are continuously patched if their control points are the same at the shared border. Data points \( p_{m,n} \) are interpolated if \( b^m_{0,0} = p_{m,n} \).

Differentiability of curves is achieved by constraining \( p_m \) to be in the middle of the geodesic between \( b^m_0 \) and \( b^m_{1+1} \). For surface, an equivalent bidimensional constraint exists on the Euclidean space, but its manifold version does not hold for surfaces: Absil et al. [2] hence introduced a modified definition of the Bézier surfaces such that \( C^1 \) splines can be computed on any Riemannian manifold. Setting \( \mathbf{b} = (b_{ij})_{i,j\in\mathbb{Z}} \) and \( I = \{-1,1,2,4\} \), one redefines

\[
\beta_3(t_1, t_2; \mathbf{b}) = \text{av}[\mathbf{b}, (w_i(t_1)w_j(t_2))_{i,j\in\mathbb{Z}}] \tag{5}
\]

with slightly modified weights

\[
w_i(t) = \begin{cases} 
\frac{1}{2} B_{03}(t) & \text{if } i = -1, \\
B_{13}(t) + \frac{1}{2} B_{03}(t) & \text{if } i = 1, \\
B_{23}(t) + \frac{1}{2} B_{33}(t) & \text{if } i = 2, \\
\frac{1}{2} B_{33}(t) & \text{if } i = 4.
\end{cases}
\]

3 Optimal splines

In Section 2, we showed that Bézier splines offer the possibility to interpolate a set of data points. In this section, we show how the control points of the Bézier curves (resp. surfaces) can be optimally chosen to obtain a “good-looking” spline.

To do so, we first optimize the control points of the spline in \( \mathcal{M} = \mathbb{R}^r \) such that (i) the energy of the spline is minimum (i.e. the sum among all patches of the mean square acceleration of Bézier functions \( \int_{[0,1]} \|\dot{\beta}^m_3(t, \mathbf{b})\|^2 dt \) ) and (ii) the spline is continuous, differentiable and interpolates the data points. The solution of this optimization problem reduces to a linear system. We then generalize this solution to manifolds.

In Gousenbourger et al. [7], the control points minimize

\[
f[\mathbf{b}^m] = F[\beta_2^0] + \sum_{m=1}^{M-2} F[\beta^m_3] + F[\beta^M_2].
\]

The points \( b^m_0, p_m \) and \( b^m_1, m = 1, \ldots, M - 1 \), are aligned on a geodesic whose direction is arbitrarily fixed. The length of these geodesics, however, are not specified and can be optimized.

In Arnould et al. [3], the constraint are relaxed and rewritten in terms of the control points only. In other words, on \( \mathbb{R}^r \), we set \( b^m_0 = 2p_m - b^m_{m-1} \). After optimization, \( b^m_{m-1} \) appears to be a weighted sum of the data points. Due to translation invariance, we generalize the result to manifolds using the inverse exponential map. The exponential map and its inverse are operators of differential geometry. Examples of those are available in [1].

In Absil et al. [2], we propose a method minimizing the energy of a bivariate manifold valued Bézier spline

\[
f[\mathbf{b}^m] = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} F[\beta^m_3].
\]

In \( \mathbb{R}^r \), the optimal control points can be expressed as affine combinations of the data points because the problem is invariant to translations. On manifolds, we express the problem on a product of (Euclidean) tangents spaces using a technique close to the one proposed in Arnould et al. [3].

4 Examples

On Figure 2, we show results on (left) the Euclidean space, (middle) the sphere and (right) the space of orthogonal orientations \( SO(3) \) also named special orthogonal group. All results represent a Bézier surface computed by geodesic averaging of the control points. The control points are generated with the method proposed in Absil et al. [2]. On the special orthogonal group \( SO(3) \) for instance (Figure 2, right) we are able to smoothly interpolate different orientations of the truck (red) by a Bézier surface (blue). The continuity and derivability of the curve is easy to see on the left and middle figures.

5 Conclusion

We summarized different interpolative methods on manifolds. These methods are generalizations of piecewise-Bézier splines in the Euclidean space to general manifolds. We showed that data points are interpolated continuously and differentiably with a minimal knowledge of the geometry of the manifold. We also showed a way to choose the control points to obtain a good-looking (i.e. as flat as possible) spline.
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1 Introduction

In the general recovery of signals the task is to approximately reconstruct a vector \( x \in \mathbb{C}^d \) from \( m \) noisy linear measurements

\[
y = Ax + e \in \mathbb{C}^m,
\]

where \( A \in \mathbb{C}^{m \times d} \) is the measurement map and \( e \in \mathbb{C}^m \) denotes additive noise. Such problems arise in many applications, e.g. in image processing, acoustics, radar, machine learning, and mobile communication. Particularly interesting is the case where the number of measurements \( m \) is much smaller than the dimension of the signal space and where \( x \) has some known structure. The machinery of compressed sensing provides powerful tools for an efficient, stable, and unique reconstruction of \( x \) from \( y \) and \( A \). For many instances, this idea works extraordinarily well and is most prominently investigated for the case where \( x \) is sparse, see [2] and references therein.

1.1 Problem formulation

In this work, we investigate a structured setting in which even superior performance of reconstruction is to be expected: This is the situation in which \( x \in \mathbb{C}^{nN} \) is partitioned into \( N \) blocks each of size \( n \), where at most \( \sigma \leq n \) many elements in \( s \leq N \) blocks are non-zero. We call vectors of such a sparsity pattern \((s,\sigma)\)-sparse. This structure can be regarded as a simple instance of a larger class of hierarchical sparsity structures which have certain sparsities for nested levels of groupings. It can further be seen as a combination of block sparsity [3, 4] and level sparsity [5, 6].

This study is motivated by the desire to identify model-based sparsity structures [7] that (i) allow for efficient, stable and reliable recovery algorithms and (ii) are relevant in concrete technological applications. In fact, our algorithm is designed for compressive random access in machine-type communications [8], in which problems precisely of this form emerge.

1.2 Machine-type communications

Motivated by the desiderata of a 5G market for mobile phone communication, a “one shot” random access procedure has been proposed in which users can send messages without a priori synchronising with a network [8, 9, 10]. In this approach a common overloaded control channel is made use of to jointly detect sparse user activity and sparse channel profiles. Indeed, it turns out that the problem to be tackled gives rise to a sparsity structure of exactly the above form.

2 The algorithm: HiHTP

Established thresholding and greedy compressed sensing algorithms, e.g. CoSaMP [11] and Hard Thresholding Pursuit (HTP) [1], follow a common strategy: In each iteration, first, a proxy to the signal \( x \) is computed from the previous approximation to the signal and from the measurement vector \( y \). From this proxy a guess for the support of \( x \) is inferred by applying a thresholding operation. As second step of the iteration, the best \( l_2 \)-norm approximation to the measurements compatible with this support is calculated.

In HTP the \( s \)-sparse thresholding operator (TO) is given by

\[
L_s(z) := \{ \text{indices of } s \text{ largest absolute entries of } z \in \mathbb{C}^n \}.
\]

This operator returns the support of the best \( s \)-sparse approximation to \( z \). The basic idea of model-based compressed sensing [7] is to adapt this TO to the model in order to improve the performance of the algorithm. We denote the TO that yields the support of the best \((s,\sigma)\)-sparse approximation to \( z \in \mathbb{C}^{nN} \) by \( L_{s,\sigma} \). Importantly, in this case, \( L_{s,\sigma}(z) \) can be easily calculated: We apply the \( \sigma \)-sparse TO to each block separately, select the \( s \) active blocks as the largest truncated blocks in \( l_2 \)-norm, and collect the remaining \( s \cdot \sigma \) indices in the set \( L_{s,\sigma}(z) \).

Using \( L_{s,\sigma} \) instead of \( L_s \) in the HTP yields Algorithm 1, which we call HiHTP as it is designed to recover a hierarchically structured sparsity. As in the original HTP proposal, a natural stopping criterion is that two subsequent supports coincide, i.e. \( \Omega^{k+1} = \Omega^k \).

A similar modification employing \( L_{s,\sigma} \) can also be applied to other compressed sensing algorithms including Itera-

**Algorithm 1 (HiHTP)**

**Input:** measurement matrix \( A \), measurement vector \( y \), block column sparsity \((s,\sigma)\)

1: \( x^0 = 0 \)
2: repeat
3: \( \Omega^{k+1} = L_{s,\sigma}(x^k + A^*(y - Ax^k)) \)
4: \( x^{k+1} = \arg \min_{z \in \mathbb{C}^n \setminus 0} \| y - Az \|, \supp(z) \subset \Omega^{k+1} \}
5: until stopping criterion is met at \( k = k \)

**Output:** \((s,\sigma)\)-sparse vector \( x^k \)
tive Hard Thresholding [12], Subspace Pursuit [13] or Orthogonal Matching Pursuit, e.g. [14] and references therein.

3 Analytical results

For the analysis of \((s, \sigma)\)-sparse recovery schemes, we use a special version of the general restricted isometry property (RIP) for unions of linear subspaces [15].

**Definition 1 (RIP).** Given a matrix \(A \in \mathbb{C}^{m \times n}\), we denote by \(\delta_{s,\sigma}\) the smallest \(\delta \geq 0\) such that \((1 - \delta)\|x\|^2 \leq \|Ax\|^2 \leq (1 + \delta)\|x\|^2\) for all \((s, \sigma)\)-sparse vectors \(x \in \mathbb{C}^{mN}\).

One main technical insight of model-based compressed sensing [7] is that the generalised RIP of [15] allows for the same proof techniques as the standard RIP [16] and leads to improved recovery guarantees.

For Gaussian measurements the standard RIP analysis of HTP in our setting yields recovery guarantees for a number of samples \(m \geq \tilde{m}\) with parametric scaling \(\tilde{m} \in O\left(s\log(n/s)\right)\), see e.g. [2]. Making use of the custom tailored RIP constants \(\delta_{s,\sigma}\), we arrive at an improved condition for HiHTP. Denoting by \(x_{\Omega}\) the projection of \(x\) to the subspace of support \(\Omega\), the precise statement for the recovery of approximately \((s, \sigma)\)-sparse vectors from noisy measurements is the following:

**Theorem 1 (Recovery guarantee).** Suppose that the following RIP condition holds:

\[
\max\{\delta_{s,\sigma}, \delta_{2s,2\sigma}\} < \frac{1}{\sqrt{3}}.
\]

Then, for any \(x \in \mathbb{C}^{nN}\), \(e \in \mathbb{C}^{m}\), and \(\Omega \subset [nN]\) an \((s, \sigma)\)-sparse support set, the sequence \((x^k)\) defined by HiHTP with \(y = Ax_{\Omega} + e\) satisfies, for any \(k \geq 0\),

\[
\|x^k - x_{\Omega}\| \leq \rho^k \|x^0 - x_{\Omega}\| + \tau \|e\|,
\]

where \(\tau \leq 5.15/(1 - \rho)\) and

\[
\rho = \left(\frac{2 \max\{\delta_{s,\sigma}, \delta_{2s,2\sigma}\}}{1 - \max\{\delta_{2s,\sigma}, \delta_{s,2\sigma}\}}\right)^{1/2} < 1.
\]

Well-known derivations of bounds on RIP constants for typical random matrices, e.g. Gaussian matrices or matrices with sub-Gaussian rows, proceed in two steps, see e.g. [2, 15]. From the properties of the random measurement matrix they provide a probabilistic bound on \(\|Ax_{\Omega}\|^2 - \|x_{\Omega}\|^2\) for all normalised \(x \in \mathbb{C}^{nN}\) and a fixed support set \(\Omega\). With such a bound the RIP constant can be upper bounded by taking the union bound over all relevant support sets \(\Omega\) [15].

Since the space of \((s, \sigma)\)-sparse vectors is a proper subset of the set of all \(s\sigma\)-sparse vectors, one can provide tighter probabilistic bounds for \(\delta_{s,\sigma}\) compared to the standard RIP constants. In this way, we establish the successful recovery of \((s, \sigma)\)-sparse vectors from Gaussian measurements provided that \(m \geq \tilde{m}\) with

\[
\tilde{m} \in O\left(s\log(n/s) + s\sigma\log(n/s)\right).
\]

Compared to the usual HTP recovery guarantee (see above), the scaling of HiHTP is improved by the additive term \(s(\sigma - 1)\log(N/s)\).

4 Numerical experiments

In this section, we compare the performance of HTP and HiHTP in numerical experiments. We consider \((s = 4, \sigma = 20)\)-sparse signals consisting of \(N = 30\) blocks of dimension \(n = 100\). For each instance of the signal the supports are randomly drawn from a uniform distribution. The entries are i.i.d. real numbers drawn from a standard normal distribution.

We subsequently run HTP and HiHTP on Gaussian measurements of each signal. For different numbers of measurements, we count the number of successfully recovered blocks. A block is successfully recovered if it deviates by less than \(10^{-8}\) in Euclidean norm from the corresponding block of the original signal. For each number of measurements we average over 100 runs.

Figure 1 shows the resulting recovery rates. While for HTP the number of recovered blocks quickly decays for small numbers of samples, HiHTP performs significantly better in this regime. The number of successfully recovered blocks is the relevant benchmark for a wide range of applications that do not require to always reconstruct the entire signal.

5 Conclusion and Outlook

We introduce a new model-based thresholding algorithm that is adapted to the sparsity structure of having only \(s\) non-zero blocks which itself are \(\sigma\)-sparse. The algorithm proves itself to be numerically more successful in the recovery of blocks from a small number of measurements. We also have a recovery guarantee supporting this claim. The results can be generalised to hierarchical structured groupings with specific group sizes and sparsities on each level. We expect the strategy of HiHTP to apply to this broader class giving rise to a variety of different applications.
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Minimizing Isotropic Total Variation without Subiterations
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Abstract—Total variation (TV) is one of the most popular regularizers in the context of ill-posed image reconstruction problems. Due to its particular structure, minimization of a TV-regularized function with a fast iterative shrinkage/thresholding algorithm (FISTA) requires additional sub-iterations, which may lead to a prohibitively slow reconstruction when dealing with very large scale imaging problems. In this work, we introduce a novel variant of FISTA for isotropic TV that circumvents the need for sub-iterations. Specifically, our algorithm replaces the exact TV proximal with a componentwise thresholding of the image gradient in a way that ensures the convergence of the algorithm to the true TV solution with arbitrarily high precision.

1 Introduction

Consider a linear inverse problem \( y = \mathbf{H} \mathbf{x} + \mathbf{e} \), where the goal is to computationally reconstruct an unknown, vectorized image \( \mathbf{x} \in \mathbb{R}^N \) from the noisy measurements \( y \in \mathbb{R}^M \) given the known matrix \( \mathbf{H} \in \mathbb{R}^{M \times N} \). The matrix \( \mathbf{H} \) models the response of the acquisition device, while the unknown vector \( \mathbf{e} \in \mathbb{R}^M \) represents the measurement noise. Practical inverse problems are typically ill-posed and the standard approach to reconstruct the image often relies on the regularized least-squares estimator

\[
\hat{\mathbf{x}} = \arg \min_{\mathbf{x} \in \mathbb{R}^N} \{ \mathcal{C}(\mathbf{x}) \} \quad (1a)
\]

\[
= \arg \min_{\mathbf{x} \in \mathbb{R}^N} \left\{ \frac{1}{2} \| \mathbf{y} - \mathbf{H} \mathbf{x} \|_2^2 + \mathcal{R}(\mathbf{x}) \right\}, \quad (1b)
\]

where \( \mathcal{R} \) is a regularizer promoting solutions with desirable properties such as positivity or transform-domain sparsity.

One of the most popular regularizers for images is the isotropic total-variation (TV)

\[
\mathcal{R}(\mathbf{x}) \triangleq \lambda \sum_{n=1}^{N} \| \mathbf{D}_n \mathbf{x} \|_2 = \lambda \sum_{n=1}^{N} \sum_{d=1}^{D} |(\mathbf{D}_d \mathbf{x})_n|^2, \quad (2)
\]

where \( \lambda > 0 \) is a parameter controlling the amount of the regularization, \( D \) is the number of dimensions of the signal, and \( \mathbf{D} : \mathbb{R}^N \rightarrow \mathbb{R}^{N \times D} \) is the discrete gradient operator that computes finite differences along each dimension of the signal. The TV penalty has been originally introduced by Rudin et al. [1] as regularization approach capable of removing noise, while preserving image edges. It is often interpreted as a sparsity-promoting \( \ell_1 \)-penalty on the magnitudes of the image gradient. TV regularization has proved to be successful in a wide range of applications in the context of sparse recovery of images from incomplete or corrupted measurements [2–6].

The minimization problem (1) with the TV regularizer (2) is a non-trivial optimization task. Two challenging aspects are the non-smooth nature of the regularization term and the large size of typical vectors that need to be processed. The large-scale nature of the problem makes the direct, non-iterative reconstruction computationally unfeasible; it also restricts the iterative algorithms to the so-called first-order methods that perform reconstruction by successive applications of \( \mathbf{H} \) and \( \mathbf{H}^T \). On the other hand, non-smoothness of the regularization term complicates direct application of the gradient methods. Accordingly, proximal minimization methods [7] such as iterative shrinkage/thresholding algorithm (ISTA) [8–10] and its accelerated variants [11, 12] are the standard first-order approaches to circumvent the non-smoothness of TV and are among the methods of choice for solving large-scale linear inverse problems.

For the general minimization problem (1), both standard and fast ISTA (often called FISTA) can be expressed as

\[
\mathbf{x}^t \leftarrow \text{prox}_{\gamma \mathcal{R}} \left( \mathbf{s}^{t-1} - \gamma \mathbf{H}^T (\mathbf{H} \mathbf{x}^{t-1} - \mathbf{y}) \right) \quad (3a)
\]

\[
\mathbf{s}^t \leftarrow \mathbf{x}^t + ((q_{t-1} - 1)/q_t)(\mathbf{x}^t - \mathbf{x}^{t-1}) \quad (3b)
\]

with \( q_0 = 1 \) and \( \mathbf{x}^0 = \mathbf{s}^0 = \mathbf{x}_0 \in \mathbb{R}^N \). Here, \( \gamma > 0 \) a step-size that can be set to \( \gamma = 1/L \) with \( L \triangleq \lambda_{\text{max}}(\mathbf{H}^T \mathbf{H}) \) to ensure convergence and \( \{q_t\}_{t \in [0,1,2,...]} \) are relaxation parameters [13]. For a fixed \( q_t = 1 \), the guaranteed global rate of convergence of (3) is \( O(1/t) \), however, an appropriate choice of \( \{q_t\}_{t \in [1,2,...]} \) leads to a faster \( O(1/t^2) \) convergence, which is crucial for larger scale problems, where one tries to reduce the amount of matrix-vector products with \( \mathbf{H} \) and \( \mathbf{H}^T \). Iteration (3) combines the gradient-descent step with respect to the quadratic data fidelity term with a proximal operator

\[
\text{prox}_{\gamma \mathcal{R}}(\mathbf{z}) \triangleq \arg \min_{\mathbf{x} \in \mathbb{R}^N} \left\{ \frac{1}{2} \| \mathbf{x} - \mathbf{z} \|_2^2 + \gamma \mathcal{R}(\mathbf{x}) \right\}. \quad (4)
\]

While application of ISTA is straightforward for regularizers such as \( \ell_1 \)-penalty that admit closed form proximal operators, many other popular regularizers including TV do not have closed form proximals. This results in the need for an additional iterative algorithm for solving the corresponding minimization problem (4), which adds a significant computational overhead to the reconstruction process. For example, the original TV-FISTA by Beck and Teboulle [4] relies on an additional fast proximal-gradient algorithm for evaluating the TV proximal, which leads to sub-iterations.

In the rest of this manuscript, we describe a new variant of FISTA for solving TV regularized reconstruction problems. The algorithm builds on the traditional TV-FISTA in [4], but avoids sub-iterations by exploiting a specific approximation of the proximal as a sequence of simpler proximals. Theoretical analysis of the proposed method shows that it achieves the true TV solution with arbitrarily high precision at a global convergence rate of \( O(1/t^2) \). This makes the proposed algorithm ideal for solving very large-scale reconstruction problems, where sub-iterations are undesirable.
2 Main Results

We consider the following iteration

\[ \begin{align*}
    x_t & \leftarrow W^T T \left( W (s_{t-1} - \gamma H x_{t-1} - y); 2\gamma \lambda \sqrt{D} \right) \\
    s_t & \leftarrow x_t + \left( (q_{t-1} - 1)/q_t \right) (x_t - x_t^{-1})
\end{align*} \tag{5} \]

Here, the linear transform \( W : \mathbb{R}^N \to \mathbb{R}^{N \times D \times 2} \) consists of two sub-operators: the averaging operator \( A : \mathbb{R}^N \to \mathbb{R}^{N \times D} \) and the discrete gradient \( D \) as in (2), both normalized by \( 1/(2\sqrt{D}) \). Thus, \( W \) is a union of scaled and shifted discrete Haar wavelet and scaling functions along each dimension [14]. Since the transform can be interpreted as a union of \( K = 2D \), scaled, orthogonal transforms, it satisfies \( W^T W = I \); however, note that \( WW^T \neq I \) due to redundancy [15]. The non-linear function

\[ T(z; \tau) \triangleq \max(\|z\|_{\ell_2} - \tau, 0) \frac{z}{\|z\|_{\ell_2}}, \tag{6} \]

with \( z \in \mathbb{R}^D \), is a component-wise shrinkage function that is applied to each scaled difference \( Ds_n \in \mathbb{R}^D \), with \( n \in \{1, \ldots, N\} \). The algorithm (5) is closely related to a technique called cycle spinning [16] that is commonly used for improving the performance of wavelet-domain denoising. In particular, when \( H = I \), \( \gamma = 1 \), and \( q_1 = 1 \), the algorithm yields the direct solution

\[ \hat{x} \leftarrow W^T T(W y; 2\lambda \sqrt{D}), \tag{7} \]

which can be interpreted as the isotropic version of the traditional cycle spinning algorithm restricted to the Haar wavelet-transforms. Additionally, (5) is an extension of the parallel proximal algorithm in [17] to the isotropic TV implemented with FISTA.

To establish convergence of the method (5), one remarks the following equivalence (see also the relevant discussion in [18])

\[ \min_{x \in \mathbb{R}^N} \left\{ \frac{1}{2} \|y - H x\|_{\ell_2}^2 + \lambda \sum_{n=1}^{N} \|D x_n\|_{\ell_2} \right\} \]

\[ = \min_{u \in \mathbb{R}^{NK}} \left\{ \frac{1}{2} \|y - HW^T u\|_{\ell_2}^2 + R_1(u) + R_2(u) \right\}, \tag{8} \]

where the regularizers are defined as

\[ R_1(u) \triangleq 2\lambda \sqrt{D} \sum_{n=1}^{N} \|u_n\|_{\ell_2} \text{ and } R_2(u) \triangleq \mathbb{1}_U(u). \tag{9} \]

Here, \( u_n \) denotes difference coefficients of \( u = W x \), and \( \mathbb{1}_U \) is the indicator function for the set

\[ U \triangleq \{ u \in \mathbb{R}^{KN} : u = WW^T u \}. \tag{10} \]

Thus, the algorithm (5) can be interpreted as a simple incremental proximal-gradient algorithm [19] that approximates the proximal of \( R \) in (2) with the successive evaluation of two proximals of \( R_1 \) and \( R_2 \) in (9). Then, by assuming that the gradient of the data-term and subgradients of \( R_1 \) and \( R_2 \) are bounded for every iterate, one can establish the following proposition.

Proposition 1. Denote with \( x^* \) the solution of (1) with the TV regularizer (2). Then, for an appropriate choice of \( \{q_t\}_t \), the iterates generated by the proposed method in (5) satisfies

\[ (C(x^t) - C(x^*)) \leq \frac{2}{\gamma(t+1)^2} \|x^t - x^*\|_{\ell_2}^2 + G^2, \tag{11} \]

where \( G > 0 \) is a fixed constant proportional to the bound on the gradients.

Note that appropriate choice of \( \{q_t\}_{t \in [1,2,...]} \) simply refers to the choice of relaxation parameters used in the standard FISTA. The proof of the proposition can be established by extending the original proof of FISTA in [12] to sums of proximals as was done, for example, in [17] and [20].

Proposition 1 states that for a constant step-size, convergence can be established to a neighborhood of the optimum, which can be made arbitrarily close to 0 by letting \( \gamma \to 0 \). Additionally, the global convergence rate of the method equals that of the original TV-FISTA.

In Fig. 1, we illustrate the results of a simple image de-blurring problem, where a \( 3 \times 3 \) Gaussian blur of variance 2 was applied to the Shepp-Logan phantom. The blurry image was further contaminated with additive white Gaussian noise (AWGN) of 35 dB SNR. We plot the per-iteration gap \( (C(x^t) - C(x^*)) / C(x^*) \) against the iteration number for 3 distinct step-sizes \( \gamma \). Bottom: Visual illustration of the final results. The figure illustrates the convergence of the proposed method to the minimizer of the TV cost function. Even for \( \gamma = 1/4 \), the solution of the proposed method is visually and quantitatively close to the true TV result.

To conclude, we proposed to use the method summarized in eq. (5) as a fast alternative to the original TV-FISTA. The time gains of the method come from the fact that it has \( O(1/t^2) \) global rate of convergence and that it uses a closed form proximal instead of solving an inner minimization problem.
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Learning MMSE Optimal Thresholds for FISTA

Ulughbek S. Kamilov and Hassan Mansour.
Mitsubishi Electric Research Laboratories (MERL)
201 Broadway, Cambridge, MA 02139, USA
email: {kamilov, mansour}@merl.com.

Abstract—Fast iterative shrinkage/thresholding algorithm (FISTA) is one of the most commonly used methods for solving linear inverse problems. In this work, we present a scheme that enables learning of optimal thresholding functions for FISTA from a set of training data. In particular, by relating iterations of FISTA to a deep neural network (DNN), we use the error backpropagation algorithm to find thresholding functions that minimize mean squared error (MSE) of the reconstruction for a given statistical distribution of data. Accordingly, the scheme can be used to computationally obtain an MSE optimal variant of FISTA for performing statistical estimation.

1 Introduction

We consider a linear inverse problem \( y = Hx + e \), where the goal is to recover the unknown signal \( x \in \mathbb{R}^N \) from the noisy measurements \( y \in \mathbb{R}^M \). The matrix \( H \in \mathbb{R}^{M \times N} \) is known and models the response of the acquisition device, while the vector \( e \in \mathbb{R}^M \) represents unknown errors in the measurements.

Many practical inverse problems are ill-posed, which means that measurements \( y \) cannot explain the signal \( x \) uniquely. One standard approach for solving such problems is the regularized least-squares estimator

\[
\hat{x} = \arg\min_{x \in \mathbb{R}^N} \left\{ \frac{1}{2} \|y - Hx\|_2^2 + \mathcal{R}(x) \right\}, \tag{1}
\]

where \( \mathcal{R} \) is a regularizer that imposes prior structure in order to promote more meaningful solutions.

Two common approaches for solving problem (1) is the iterative shrinkage/thresholding algorithm (ISTA) [1–3] and its accelerated variant called fast ISTA (FISTA) [4]. Both algorithms can be expressed as

\[
\begin{align*}
    s^t &\leftarrow x^{t-1} + ((1 - \lambda_t) / \gamma_t) (x^{t-1} - x^{t-2}), \tag{2a} \\
    x^t &\leftarrow \text{prox}_{\gamma_t \mathcal{R}} (s^t - \gamma H^T (Hs^t - y)), \tag{2b}
\end{align*}
\]

with the initial condition \( x^0 = x^1 \in \mathbb{R}^N \). The parameter \( \gamma > 0 \) is a step-size that is often set to \( \gamma = 1/L \) with \( L \triangleq \lambda_{\text{max}}(H^T H) \) to ensure convergence, and parameters \( \{\lambda_t\}_{t \in [0,1,...]} \) are called relaxation parameters [4]. For a fixed \( \lambda_t = 1 \), iteration (2) corresponds to ISTA, which has \( O(1/t) \) global rate of convergence; however, for an appropriate selection of \( \{\lambda_t\}_{t \in [0,1,...]} \) as in [4] one obtains FISTA, which has a faster \( O(1/t^2) \) convergence rate. When the regularizer \( \mathcal{R} \) is separable and acts in an identical manner in every data dimension, the proximal operator in (2b) reduces to a scalar nonlinearity

\[
T_\gamma(z) = \text{prox}_{\gamma \mathcal{R}}(z)
\]

\[
\triangleq \arg\min_{z \in \mathbb{R}} \left\{ \frac{1}{2} \|x - z\|^2 + \gamma \mathcal{R}(x) \right\}, \tag{3b}
\]

applied individually to each component \( z \) of the input vector.

Traditionally, the regularizer \( \mathcal{R} \) and the corresponding proximal operator (3) are manually designed to preserve or promote certain properties in the solution. For example, \( \ell_1 \)-norm penalty \( \mathcal{R}(x) \triangleq \|x\|_1 \) is known to promote sparse solutions in (1), and has proved to be successful in a wide range of applications where signals are naturally sparse [5,6]. One popular approach for designing regularizers comes from Bayesian theory, where \( \mathcal{R} \) is selected according to the prior statistical distribution \( p_x \) of \( x \) as \( \mathcal{R}(x) = -\log(p_x(x)) \), with the resulting estimator called the maximum a posteriori probability (MAP) estimator. From this statistical perspective, the \( \ell_1 \)-norm penalty is often interpreted as a MAP estimator corresponding to the Laplace distribution. However, it has been shown that the MAP-based approach for designing proximals is suboptimal due to surprisingly poor performance of the resulting estimators in terms of mean squared error (MSE) [7,8]. On the other hand, recent results have also shown that the minimum MSE (MMSE) statistical estimator can also be expressed as a solution of (1), where \( \mathcal{R} \) does not necessarily correspond to the negative logarithm of \( p_x \) [9–11].

In this work, we propose a data-driven scheme for computationally learning MSE optimal nonlinearities \( \mathcal{T} \) for FISTA from a set of \( L \) training examples of true signals \( \{x_l\}_{l \in [1,...,L]} \) and measurements \( \{y_l\}_{l \in [1,...,L]} \). Specifically, we interpret iterations of FISTA as layers of a simple deep neural network (DNN) [12] and develop an efficient error backpropagation algorithm that allows to recover the optimal \( \mathcal{T} \) directly from data. Thus, for a large number of independent and identically distributed (i.i.d.) realizations of \( \{x_l, y_l\}_{l \in [1,...,L]} \), the trained algorithm can be interpreted as an MMSE variant of FISTA for a given statistical distribution of the signal and measurements.

Several other works have considered relating iterative algorithms to deep neural networks. For example, the learning scheme presented here extends the one in our recent paper [13] to FISTA, and thus improves the convergence properties of the trained algorithm. In the context of sparse coding, Gregor and LeCun [14] proposed to accelerate ISTA by learning the matrix \( H \) from data. The idea was further refined by Sprechmann et al. [15] who considered an unsupervised learning approach and incorporated a structural sparsity model for the signal. In the context of image deconvolution, Schmidt and Roth [16] proposed a scheme to jointly learn iteration dependent dictionaries and thresholds for ADMM. Similarly, Chen et al. [17] proposed to parametrize nonlinear diffusion models, which are related to the gradient descent method, and learned the parameters given a set of training images. One distinction of our work is that we optimize for the same nonlinearity across iterations, which in turn allows us to interpret the algorithm as the MSE optimal FISTA for a given distribution of the data.
2 Main Results

By defining a matrix $S \triangleq I - \gamma H^T H$, a vector $b \triangleq \gamma H^T$, parameters $\mu_t \triangleq (1 - q_{t-1})/q_t$, as well as the nonlinearity $\varphi(\cdot) \triangleq \mathcal{T}_\gamma(\cdot)$, we can re-write FISTA in (2) as follows:

$$z^t \leftarrow S \left( (1 - \mu_t)x^{t-1} + \mu_t x^{t-2} \right) + b \quad (4a)$$

$$x^t \leftarrow \varphi(z^t). \quad (4b)$$

Fig. 1 visually represents a single iteration of (4), and by stacking several of such iterations one can represent (4) as a feedforward neural network (see also [13]) whose adaptable parameters correspond to the nonlinearity $\varphi$. Our objective is then to adapt the function $\varphi$ by designing an efficient algorithm, given a set of $L$ training examples $\{x_\ell, y_\ell\}_{\ell \in \{1, \ldots, L\}}$, as well as a fixed number of FISTA iterations $T$. In order to devise a computational approach for tuning $\varphi$, we adopt the following parametric representation for nonlinearities

$$\varphi(z) \triangleq \sum_{k=0}^{K} c_k \phi \left( \frac{z}{\Delta} - k \right), \quad (5)$$

where $c \triangleq \{c_k\}_{k \in \{-K, \ldots, K\}}$ are the coefficients of the representation, $\phi$ are basis functions positioned on the grid $\Delta \{-K, -K + 1, \ldots, K\} \subseteq \Delta \mathbb{Z}$. We can formulate the learning process in terms of the coefficients $c$ as follows

$$\hat{c} = \arg \min_{c \in C} \left\{ \frac{1}{L} \sum_{\ell=1}^{L} \mathcal{E}_\ell(c) \right\}, \quad (6)$$

where $C \subseteq \mathbb{R}^{2K+1}$ is a set that incorporates prior constraints on the coefficients such as symmetry, monotonicity, and non-negativity on $\mathbb{R}_+$, and $\mathcal{E}$ is a cost functional that guides the learning. The cost functional that interests us in this work is the MSE defined as

$$\mathcal{E}_\ell(c) \triangleq \frac{1}{2} \|x_\ell - x^T(c, y_\ell)\|^2_2, \quad (7)$$

where $x^T$ is the solution of FISTA at iteration $T$, which depends on both coefficients $c$ and the given data vector $y_\ell$. Given a large number of i.i.d. realizations of the signals $\{x_\ell, y_\ell\}$, the empirical MSE is expected to approach the true MSE of FISTA for nonlinearities of type (5).

We optimize the coefficients $c$ in an online fashion using projected gradient iterations

$$c_i \leftarrow \text{proj}_C(c^{i-1} - \alpha \nabla \mathcal{E}_\ell(c^{i-1})) \quad (8)$$

where $i = 1, 2, 3, \ldots$ denotes the iteration number of the training process, $\alpha > 0$ is the learning rate, and $\text{proj}_C$ is an orthogonal projection operator on the set $C$. Note that at each iteration $i$, we select a training pair $\{x_\ell, y_\ell\}$ uniformly at random.
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The best of both worlds: synthesis-based acceleration for physics-driven cosparse regularization
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Abstract— Recently, a regularization framework for ill-posed inverse problems governed by linear partial differential equations has been proposed. Despite nominal equivalence between sparse synthesis and sparse analysis regularization in this context, it was argued that the latter is preferable from computational point of view (especially for huge scale optimization problems arising in physics-driven settings). However, the synthesis-based optimization benefits from simple, but effective all-zero initialization, which is not straightforwardly applicable in the analysis case. In this work we propose a multiscale strategy that aims at exploiting computational advantages of both regularization approaches.

1 Introduction

Linear partial differential equations (pde) are ubiquitous in mathematical models of physical laws. Hence, whether in implicit or explicit form, they appear in various signal processing inverse problems (ranging from, e.g. sound source localization to brain imaging). Inspired by impressive results in sparse signal recovery and compressed sensing [1], several works e.g. [2, 3, 4, 5, 6] have proposed an explicit use of such physical models in regularization of some highly ill-posed inverse problems (baptized “physics-driven” regularization methods).

Generally, a linear pde models the relation among two physical quantities \( (x, z) \) as \( Ax = z \), where the linear operator \( A \) encapsulates the pde with appropriate initial and/or boundary conditions. Analogously, one can write \( x = Dz \), where \( D \) is a linear operator acting as an “inverse” to \( A \). Particularly, \( D \) is the integral operator encoding the so-called Green’s functions, i.e. impulse responses of the operator \( A \). One is interested in inferring the quantity \( z \), which is often characterized by a small number of free parameters (representing, for instance, dominant sources of brain activity in an EEG application). On the other hand, we are only given a few measurements \( y \) of the quantity \( x \) (e.g. voltage measurements at the surface of the head). The measurements are, therefore, acquired by applying a subsampling operator \( M \) to the signal \( x \). This problem is severely ill-posed, and one way of addressing it is by asking for an estimate \( \hat{z} \) (analogously, \( A\hat{z} \)) having the lowest complexity, i.e. the fewest degrees of freedom possible.

Analytical solutions of pde are available only in certain restricted regimes. In other cases, one approaches the problem numerically and discretizes the involved quantities and operators \( (A \rightarrow A \in \mathbb{R}^{m \times n}, x \rightarrow x \in \mathbb{R}^n, D \rightarrow D \in \mathbb{R}^{p \times q}, z \rightarrow z \in \mathbb{R}^p, M \rightarrow M \in \mathbb{R}^{m \times n}, y \rightarrow y \in \mathbb{R}^m) \). It should be clear that \( D = A^{-1} \), which is identical to computing the response of a linear system defined by \( A \) for an impulse placed at every point of a discrete \( n \)-dimensional domain.

Low complexity can be promoted through sparsity [1] of \( z \) (minimizing \( \|z\|_0 \)) or cosparse analysis [7] of \( x \) (minimizing \( \|Ax\|_0 \)). A common relaxation to these problems is the constrained \( l_1 \) norm minimization (a.k.a. basis pursuit), either in the sparse analysis

\[
\min_x \|Ax\|_1 \quad \text{subject to } Mx = y, \tag{1}
\]

or sparse synthesis flavor

\[
\min_z \|z\|_1 \quad \text{subject to } MDz = y. \tag{2}
\]

The pde-encoding matrix \( A \) thus represents the analysis operator, while the row-reduced Green’s function-encoding matrix \( MD \) represents the (synthesis) dictionary.

2 The Chambolle-Pock algorithm

A popular method for solving large scale nonsmooth problems such as (1) and (2) is the so-called Chambolle-Pock or preconditioned ADMM algorithm [8]. It is a primal-dual approach based on the saddle point interpretation of the original constrained problem. Iteratively solving intermediate primal and dual problems avoids matrix inversion, hence its per-iteration cost is dominated by the cost of evaluating matrix-vector products and proximal operators. To make the latter efficient, one needs to appropriately customize the saddle-point problem to leverage all available structures.

Particularly, in the analysis case, we exploit the fact that \( M \) is a row-reduced identity matrix. This allows for cheap projection to a set \( \Theta = \{ x \mid Mx = y \} \), leading to the following saddle point formulation:

\[
\min_x \max_{\lambda} \langle Ax, \lambda \rangle + \chi_{\Theta}(x) - \ell_1^*(\lambda), \tag{3}
\]

where \( \chi_{\Theta} \) is the indicator function of the set \( \Theta \) and \( \ell_1^* \) is the convex conjugate [9, 11] of the \( \ell_1 \) norm function (i.e. an indicator function of the \( \ell_{\infty} \) ball). In the synthesis case, we exploit the separability of the \( \|z\|_1 \) objective, which yields the standard Lagrangian problem:

\[
\min_z \max_{\lambda} \langle MDz - y, \lambda \rangle + \ell_1(z). \tag{4}
\]

In both cases, \( \lambda \) represents the corresponding dual variable.

The Chambolle-Pock algorithm essentially evaluates two proximal operators per iteration, each assigned to primal and dual variable, respectively. For the presented problems, the algorithm is actually (asymptotically) first-order optimal, since it obtains \( O(1/k) \) convergence rate [8, 10] when all penalties are non-smooth, but structured [11]. More precisely, decrease of the primal-dual gap is proportional to \( \|A\|^2/2k \), in the analysis, and to \( \|MD\|^2/2k \), in the synthesis case (\( \|\cdot\|_2 \) denotes the induced 2-norm of a matrix).

*This work was supported in part by the European Research Council, PLEASE project (ERC-StG-2011-277906).
3 Computational differences

Assuming that the regularization indeed yields well-posed problems, solving (1) or (2) is equivalent, in the sense that using the solution of one problem, we can easily recover the solution of another (since $A\times = z$). However, as demonstrated in [12], the two optimization problems significantly differ from computational point of view. In fact, if the applied discretization is locally supported (which is often the case with, e.g., finite difference or finite element discretization methods), the analysis operator $A$ is extremely sparse (with $O(n)$ nonzero entries), while the dictionary $MD$ is most often a dense matrix ($O(mn)$). But the differences do not end there: as widely recognized [13], physical problems are often unstable, since small changes in $z$ can induce large fluctuations of $x$. In line with that, discretization usually leads to increasingly ill-conditioned systems: the condition number $\kappa = \sigma_{max}/\sigma_{min}$ of $A$ (eq. D) grows fast with $n$. However, one can often factorize the analysis operator (with abuse of notation) as $\tau A$, where the scale factor $\tau$ depends only on the discretization stepsize and the entries of $A$ remain constant (this will be validated on the actual example in the following section). Notice that, in the basis pursuit problem (1), the scale $\tau$ does not affect the solution, and can be neglected. Now, the growth of $\kappa$ is due to decrease of the smallest singular value of $A$ (i.e. increase of the largest singular value of $D = A^{-1}$), hence $\sigma_{max}(A) = \|A\|_2$ is stable.

The consequence for the primal-dual algorithm discussed previously, is that (at worst) the synthesis approach will require orders of magnitude more iterations to converge, in addition to high computational cost per iteration. Given these arguments, one may conclude that it should be completely avoided in the physics-driven context. However, it has an important advantage over the analysis-based optimization: since the expected solution is sparse, a simple all-zero initial estimate is already close to the optimal point. In order to exploit this feature, we propose a simple scheme: i) apply crude (low-resolution) discretization, and solve the problem (4) to obtain the crude estimate $\hat{x} = Dz$; ii) interpolate $\hat{x}$ to a target high-resolution discretization and use it as an initial point $\hat{x}(0)$ for the problem (3).

4 An example: 1D Laplacian

We will demonstrate the idea on a simple one-dimensional problem. Assume that on a domain $x \in [0, \phi]$, a physical process is modeled as

$$\frac{d^2 x(r)}{dr^2} = z(r),$$

with $x(0) = x(\phi) = 0$ (e.g. modeling a potential distribution of a grounded thin rod, with sparse “charges” $z(r)$).

By applying the second order finite difference discretization to this problem, we end up with a well-known symmetric tridiagonal Toeplitz matrix $A$ (i.e. 1D discrete Laplacian), with a “stencil” defined as $\tau[-1, 2, -1]$ (henceforth, we neglect $\tau$). This simple matrix allows for fast computation of $A^{-1}z$ using the Thomas algorithm [14]. In addition, it admits simple analytical expressions for extremal singular values [15], namely $\sigma_{max} = 2 - 2 \cos\left(\frac{\pi}{n}\right)$, and $\sigma_{min} = 0$. The ill-conditioning with regards to the size $n$ is obvious, but the true value of $\|MD\|_2$ is somewhat lower than $1/\sigma_{min}$, since it also depends on the number of measurements $m$ and the realization of the presumed random sampling. In general, one expects $\|MD\|_2 \rightarrow 1/\sigma_{min}$ as $m \rightarrow n$.

To verify our claims, we simulated the problem of size $n = 10^4$, with the size of the support set being $\|z\|_0 = 10$ (chosen uniformly at random from the set $[1, n]$, with coefficients iid distributed as $\mathcal{N}(0, 1)$). The measurement vector $y$ contains (selected uniformly at random) $m = 250$ samples of the signal $x = A^{-1}z$. The iteration threshold is set to $t_{\text{max}} = 5 \times 10^4$.

We first solve both problems (1) and (2) (using the appropriate versions of the Chambolle-Pock algorithm), by generating the initial points $\hat{x}(0)$ and $\hat{x}(0)$ randomly (iid sampled from $\mathcal{N}(0, 1)$), and then re-running both versions with all-zero initialization. Objective function decrease graphs in Figure 1 confirm our findings: when both algorithms are randomly initialized, the analysis one exhibits considerably faster convergence (moreover, the synthesis version does not reach the ground truth value). However, when the synthesis algorithm is initialized with an all-zero vector, it converges rapidly, outperforming the analysis approach in both cases (for which, interestingly, the two initializations yield the same convergence curve).

Unfortunately, in practice we are rarely capable of efficiently applying the synthesis approach, since cheap computation of $A^{-1}z$ is possible only in specific cases. Otherwise, MD needs to be explicitly computed and stored, leading to memory bottlenecks and high per-iteration cost. To alleviate this issue, we exploit the aforementioned multiscale strategy. First, the synthesis version is appropriately initialized (with an all-zero vector) and solved on a crude, $n_{\text{low}} = 500$ grid. Then its spline-interpolated (cf. [15]) estimate is used to initialize the full resolution analysis-based solver. The “analysis (multiscale)” graph presented in Figure 1 verifies that this scheme is indeed very efficient, in this case converging the fastest among all considered algorithms and initializations.

5 Conclusion

We have presented a simple, yet effective acceleration of the analysis-based optimization, in the physics-driven setting. Leveraging the synthesis-based initialization enables orders of magnitude faster convergence compared to the naive case. Even though only a simple 1D Laplacian case was discussed and justified, we feel that the same methodology holds in more involved scenarios, comprising different multidimensional pdes with complicated boundary conditions.
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A Student-t based sparsity enforcing hierarchical prior for linear inverse problems and its efficient Bayesian computation for 2D and 3D Computed Tomography
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Abstract— In many imaging systems and in particular in X ray Computed Tomography (CT) the reconstruction problem can be written as a linear inverse problem. In these problems, one property which can often be exploited is sparsity of the solution in an appropriate basis. In this work we consider the Student-t model in its hierarchical Normal-Inverse Gamma with an appropriate dictionary based coefficient. Then, thanks to the hierarchical generative model of the observation, we derive the expression of the joint posterior law of all the unknowns and an alternate optimisation algorithm for obtaining the joint MAP solution. We then detail the implementation issues of this algorithms for parallel computation and show the results on real size 2D and 3D phantoms.

1 Introduction

In many imaging systems, very often the reconstruction problem can be written as a linear inverse problem. This is the case in X ray Computed Tomography (CT) [1, 2]. In these problems, the solution often has a sparse representation in a suitable basis. This sparsity property can be exploited in the reconstruction algorithm. For example, for a piecewise continuous or constant image, using Haar Transform (HT) gives rise to very sparse coefficients. To impose sparsity, three great categories of priors have been used: i) Generalized Gaussian (GG), ii) mixture of two Gaussian and iii) the heavy tailed probability density functions such as Cauchy and its generalisation a Student-t [3, 4, 5, 6].

In this work we consider Student-t model in its hierarchical Normal-Inverse Gamma with an appropriate dictionary based coefficient. Then, thanks to the hierarchical generative model of the observation, we derive the expression of the joint posterior law of all the unknowns and an alternate optimisation algorithm for obtaining the joint MAP solution.

We then detail the implementation issues of this algorithms for parallel computation and show the results on real size 2D and 3D phantoms.

2 Proposed model

We consider a linear model

\[ g = Hf + \epsilon \]  

where \( f \) is the object to be reconstructed, \( H \) is the forward model, \( g \) the observed quantities and \( \epsilon \) represents the errors. We choose an appropriate basis or dictionary \( D \) for the object \( f \) in such a way that we can write

\[ f = Dz + \xi \]  

and such that \( z \) is sparse. For imposing the sparsity of \( z \) we propose to use the generalised Student-t prior for its elements \( z_j \):

\[ St(z_j|\alpha, \beta) = \int_0^\infty N(z_j|0, v_{zj}) I\mathcal{G}(v_{zj}|\alpha, \beta) dv_{zj} \]  

which gives us the possibility to write

\[
\begin{align*}
\{ p(z_j|v_{zj}) = N(z_j|0, v_{zj}) \propto v_{zj}^{-1/2} \exp \left[ -\frac{1}{2} \sum_j v_{zj}^2 \right] \\
p(v_{zj}) = IG(v_{zj}|\alpha_{zj}, \beta_{zj}) \propto v_{zj}^{-(\alpha_{zj}+1)} \exp \left[ -\frac{\beta_{zj}}{v_{zj}} \right]
\end{align*}
\]

and where

\[
\begin{align*}
p(v_{zj}) = \prod_j p(z_j|v_{zj}), &\quad p(v_z|\alpha_{z0}, \beta_{z0}) = \prod_j p(v_{zj}|\alpha_{z0}, \beta_{z0}) \\
p(z, v_z|\alpha_{z0}, \beta_{z0}) = p(z|v_z)p(v_z|\alpha_{z0}, \beta_{z0}).
\end{align*}
\]

In the forward model (1) and the prior model (2) we also use Student-t for the elements of \( \epsilon \) and \( \xi \) which give rise to the following relations:

\[
\begin{align*}
\{ p(g|f, v_\epsilon) = N(g|Hf, V_\epsilon) \\
p(v_\epsilon) = \prod_i IG(v_\epsilon_i|\alpha_\epsilon_0, \beta_\epsilon_0)
\end{align*}
\]

and

\[
\begin{align*}
\{ p(f|z, v_\xi) = N(f|Dz, V_\xi) \\
p(v_\xi) = \prod_j IG(v_\xi_j|\alpha_\xi_0, \beta_\xi_0)
\end{align*}
\]

With these prior models, we can show the graphical generative model of the data as follows:

![Graphical model of the generative forward model for linear inverse problems and hierarchical sparsity enforcing model.](image)

Figure 1: The graphical model of the generative forward model for linear inverse problems and hierarchical sparsity enforcing model.

With these relations and equations, the expression of the posterior law of all the unknowns writes:

\[
\begin{align*}
p(f, z, v_\epsilon, v_z, v_\xi|g) \propto p(g|f, v_\epsilon)p(f|z, v_\xi)p(z|v_z)p(v_\epsilon)p(v_z)p(v_\xi)
\end{align*}
\]

(7)
We can then use it for inferring these unknowns. Classically, there are two major estimators: JMAP and Posterior Means (PM). The JMAP writes:

$$\hat{f}(\tilde{z}, \tilde{v}_2, \tilde{v}_\xi) = \arg \max_{f, z, v_\xi} \{p(f, z, v_\xi | g)\}$$

(8)

for which, the easiest optimisation is alternate optimisation. Hopefully, with the proposed hierarchical structure and conjugate priors, in any of these steps we have analytical solutions:

$$f \leftarrow \arg \min_f \left\{ J(f) = \|g - Hf\|_V^2 + \|f - Dz\|_V^2 \right\}$$

$$z \leftarrow \arg \min_z \left\{ J(z) = \|f - Dz\|_V^2 + \|z\|_V^2 \right\}$$

$$v_{\xi j} \leftarrow (\beta_{\alpha \xi} + \frac{1}{2}(g_j - [Hf]_j)^2) / (\alpha_{\xi j} + 3/2)$$

$$v_{z j} \leftarrow (\beta_{\alpha z} + \frac{1}{2}|z_j|^2) / (\alpha_{\xi j} + 3/2)$$

(9)

As we can see, the main part of the algorithm is two optimizations of quadratic criteria which can also be written as

$$J(f) = \|g - Hf\|_V^2 + \|f - Dz\|_V^2$$

$$J(z) = \|f - Dz\|_V^2 + \|z\|_V^2$$

(10)

For implementation of the gradient based optimization algorithms we need their gradients:

$$\nabla J(f) = -2H^tV_{\xi}^{-1}(g - Hf) + 2V_{\xi}^{-1}(f - Dz)$$

$$\nabla J(z) = -2D^tV_{\xi}^{-1}(f - Dz) + 2V_{z}^{-1}z$$

(11)

The algorithm we propose here which can be implemented efficiently and scale up for real applications and Big Data is as follows

$$f \leftarrow f - \gamma_f \nabla J(f)$$

$$z \leftarrow z - \gamma_z \nabla J(z)$$

$$v_{\xi j} \leftarrow (\beta_{\alpha \xi} + \frac{1}{2}(g_j - [Hf]_j)^2) / (\alpha_{\xi j} + 3/2)$$

$$v_{z j} \leftarrow (\beta_{\alpha z} + \frac{1}{2}|z_j|^2) / (\alpha_{\xi j} + 3/2)$$

(12)

where $\gamma_f$ and $\gamma_z$ have to be adapted and updated at each iteration.

3 Simulation results

To show the effectiveness of the proposed method, we show here two examples of X ray image reconstruction from 32 projections. The images have 128x128 and 512x512 pixels and in both cases we simulated 32 projections uniformly distributed between 0 and 180 degrees. A Gaussian noise is added in such a way to have a SNR of 20dB.

We will show examples of 3D reconstruction results in the final paper. These results are obtained with objects of volume 256x256x256 and 32 projections of size 256x256.

4 Conclusion

We proposed a hierarchical Normal-Inverse Gamma prior for modelling the sparsity of both the error terms of the dataforward model and the error terms of dictionary based decomposition of the unknown images. With these priors we obtain an expression for the joint posterior law of all the unknowns (image itself $f$, the coefficients of the decomposition $z$ and their respective hidden variances $v_\xi$ and $v_z$). An approximate Bayesian Computation (ABC) based on the alternate optimization of this joint posterior law with respect its arguments gives an algorithm which can be implemented in an efficient way which can scales up for real applications.
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Abstract—In this paper, we propose a method to simultaneously separate and reconstruct the physical components of an object observed in the context of spectral Computed Tomography (CT). Spectral CT has been made possible by the technological breakthrough of X-ray hybrid pixel detectors in the last years and brings CT imaging from an anatomic to a functional biomedical imaging modality. Our paper considers the polychromatic model and combines it with a low-rank prior on the components. The simultaneous separation and reconstruction of the components is done by solving a non-convex ill-posed inverse problem. Promising results are shown on synthetic data with a simple regularization.

Introduction

The advent of new X-ray detection technology by hybrid pixel cameras working in a photon-counting mode opens a new field in tomographic X-ray imaging: the spectral Computed Tomography (CT). These new devices enrich the standard CT acquisition with a spectral information on the detected photons thanks to energy thresholds that can be set by the user. Such hyperspectral measurements pave the way to the identification, localization and quantification of biological markers like contrast agents and bring CT imaging from an anatomic to a functional biomedical imaging modality.

The problem in spectral CT is the simultaneous reconstruction and separation of spatio-spectral maps of absorption coefficients. A K-edge approach \cite{8} firstly proved this possibility by coarsely approximating the acquisition model. Component separation methods \cite{6,7} also aimed at estimating components in the measurement space to subsequently reconstruct the spatial maps. We propose here to reconstruct the spatial and spectral characteristics simultaneously. We develop a complete mathematical polychromatic framework, similarly to \cite{5}, that encompasses strong physical priors based on a low-rank decomposition of the spatio-spectral map to be estimated. This investigation relies on the new generation of the XPAD3 hybrid pixel camera incorporated in the PIXSCAN-FLI prototype fully developed at CPPM.

1 Forward model

1.1 Acquisition model

A Computerized-Tomography (CT) scan is a set of measurements obtained by shining a rotating X-Ray light, modulated by spectral filters through an object. In the polychromatic setting, the \(p\)-th measurement \(y^p\) depends on

- the position of the source-detector couple with respect to the object, this is the line of sight \(L^p\),
- the absorption coefficients of the object \(\mu(l,E)\) for \(l\) on the line of sight \(L^p\),
- the intensity energy spectrum of the X-ray source \(I_0(E)\),
- the attenuation energy spectrum by the filter \(F_i(E)\),
- the efficiency energy spectrum of the detector \(D_e(E)\).

It is quantified by the Beer-Lambert law:

\[
y^p = \int_{\mathbb{R}^+} I_0(E)F_i(E)D_e(E)e^{-\int_{L^p} \mu(l,E)dl}dE .\tag{1}
\]

The polychromatic CT reconstruction is the estimation of the map \(\mu : \mathbb{R}^3 \times \mathbb{R}^+ \rightarrow \mathbb{R}^+\) from the knowledge of \(I_0(E), F_i(E)\) and \(D_e(E)\) and a set of measurements \(y^p\) obtained by i) rotating the source/detector couple around the object, ii) changing the filters and iii) modifying the efficiency energy spectrum of the detector (e.g. by setting an energy discrimination threshold). \(\mu(l,E)\) is the absorption coefficient of the object at point \(l\) and energy \(E\).

Note that most of the literature on CT reconstruction considers the classical monochromatic setting, where the source is considered monochromatic \((I_0(E) = I_0(E-E_0), I_0 \in \mathbb{R}^+)\) so that \(y^p = I_0F_i(E_0)D_e(E_0)e^{-\int_{L^p} \mu(l, E_0)dl}\). This case does not provide spectral information on absorption map. Recovering the spatial map \(\mu(\cdot, E_0)\) from noisy measurements raises an ill-posed but usually convex inverse problem. By contrast, in the polychromatic setting, one is able to gather spectral information on the absorption map by combining the diversity at the detectors and at the source, using wide energy spectrum of the source intensity \(I_0(E)\) and also different filters \(F_i\).

Using \(P\) spatial configurations \(L^p, Q\) spectral filters \(F_i\) and \(R\) settings per detector efficiency \(D_e\), one obtains a set of \(M = PQR\) measurements. Denoting \(I_0(E)F_i^q(E)D_e^r(E) = f^m(E)\) the total spectral inputs, the \(m\)-th measurement reads:

\[
y^m = \int_{\mathbb{R}^+} f^m(E)e^{-\int_{L^m} \mu(l,E)dl}dE .\tag{2}
\]

1.2 Absorption maps model

Recovering the full spatio-spectral absorption map might still be unrealistic with a finite number of measurements. However different components in an object, such as soft tissues, bones, etc., have a different spectral signature. A natural model for the absorption map is thus to consider it as the sum of the contribution of each of its components (say \(K\) in total):

\[
\mu(l,E) = \sum_{k=1}^{K} \mu^k(l,E) .
\]

The spectral signature is physically independent of the spatial location of a component, leading to:

\[
\mu(l,E) = \sum_{k=1}^{K} \alpha^k(l)\sigma^k(E),
\]

with \(\alpha^k(l)\) the concentration of component \(k\) at point \(l\), and \(\sigma^k(E)\) its interaction cross section.
The perfect measurements now read:

\[ y^m = \int_{R^+} f^m(E) e^{-\sum_{k=1}^{K} \sigma^k(E)} f_{L^m} a^k(l) dE \]  (4)

1.3 Discretization

Let us discretize the energy \( E \) in \( N \) bins, and the 3D-volume where the object lives in \( D \) voxels and denote by \( S[m,d] \) the contribution of the \( d \)-th voxel in the integral on \( L^m \), the forward discretized model reads:

\[
Y[m] = \sum_{n=1}^{N} F[m,n] e^{-\sum_{k=1}^{K} \sum_{d \in D} S[m,d] A[d,k] \Sigma[k,n]}
\]

\[ Y = (F \odot e^{-SA\Sigma}) 1_N, \]  (5)

with \( F \in R^{M \times N}, Y \in R^{M}, A \in R^{D \times K}, \) and \( \Sigma \in R^{K \times N} \) the now discretized quantities. \( 1_N \) is the column vector of length \( N \) filled with ones. \( \odot \) stands for the Hadamard product.

2 Reconstruction method

2.1 Inverse problem formulation

Let us consider that the measurements \( Y \) we have at hand are noisy versions of the perfect measurements described by Eq. (5). Our goal is to recover the matrix \( A \) containing the concentration coefficient maps of the \( K \) components of the object, from the knowledge of the noisy measurements \( Y \), the experiment settings \( S, F \) and the spectral signatures \( \Sigma \).

We propose to approach this inverse problem by minimizing

\[ J(A) = D(Y, (F \odot e^{-SA\Sigma} 1_N)) + R(A) \]  (6)

with \( D \) a discrepancy measure for vectors and \( R \) a possibly non-smooth regularization term that models our a priori on \( A \).

The discrepancy measure is naturally negative log-likelihood corresponding to the noise model, i.e. \( D(Y, Z) = \sqrt{\sum_{m=1}^{M} (Y[m] - Z(m))^2} \) for i.i.d. Gaussian noise, or \( D(Y, Z) = \sum_{m=1}^{M} D_{KL}(Y[m] - Z(m)) \) for Poisson noise, with \( D_{KL} \) the Kullback-Leibler divergence.

Let us note that the polychromatic model leads to a discrepancy term which is non-convex in \( A \). This was not the case in the classical monochromatic case and this renders the inverse problem quite more difficult. In this case, the sparse model designed on \( A \) will be the key to alleviate this problem.

2.2 A-priori on \( A \)

Firstly, the elements of \( A \) are concentration coefficients, so \( A \) is a non-negative matrix. Secondly, the number of components \( K \) in the object is typically much smaller than \( D \) the number of voxels in the model. \( A \) is thus a low-rank matrix. Modelling \( \mu \) as \( A \Sigma \) is not only physically sound but also a mathematical tool to render the non-convex problem at stake less ill-posed.

Here, we consider that the dictionary \( \Sigma \) is known from the experiment and we will assume that it is sufficiently incoherent to exploit the low-rank model. For example, we consider a dictionary of one soft component, and several contrast agents. The soft component has a polynomial decreasing spectral signature while contrast agents have a polynomial decreasing spectral signature with a discontinuity whose location is agent-specific.

The minimization of Eq. (6) with this model is a constrained non-convex model with \( R(A) \) the indicator of non-negative \( D \times K \) matrices, that we investigate in the next experiments section with a simple trust-region algorithm.

Finer models on \( A \) may be considered. Each column of \( A \) is the concentration map of a physical component, and thus as was shown in [2] a sparse decomposition model or total variation model would yield more plausible maps. Each row of \( A \) corresponds to a voxel and thus is expected to contain only a few (say two or three) components. Additional row-wise sparsity would thus also be an asset. This type of regularization (both spatial and spectral) are captured by adding in \( R(A) \) a structured sparsity term, for example a mixed normed [3].

The minimization of Eq. (6) is in this case, the sum of a non-convex differentiable term and a non-smooth but proximal term. In theory, it may be solved using algorithms such as [4]. However the large dimensions of the data renders for now such an implementation untractable.

3 Experiments

We generate a contrast phantom made of one large cylinder filled with water (this is the soft component in the dictionary), and six smaller tubes filled with contrast agents. Three tubes contain Yttrium at different concentrations, two contain Silver and one contains Iodine (\( K = 4 \)). We simulate a set of tomographic measures corrupted by Gaussian noise with \( Q = 5 \) different spectral filters \( F_i \), which are ideal pass-band filters around the discontinuities specifying the contrast agents. The discretized sizes are \( M = 1440, D = 256, \) and \( N = 43 \).

We minimize Eq. (6) with the non-negativity constraint using a trust-region algorithm [1] and report the results obtained for ten realizations of noise in Figure 1. They show that the low-rank model allows to reconstruct simple maps from non-linear polychromatic measurements. The output SNR evolves linearly with the input SNR. Note that the non-negative constraint is essential to obtain maps of good quality for realistic input SNR (i.e. SNR between 15 and 35).
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Debiasing incorporated into reconstruction of low-rank modelled dynamic MRI data
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Abstract—Reconstruction of undersampled dynamic magnetic resonance imaging (MRI) data can be treated as a compressed sensing (CS) problem. Reconstruction using CS proved to be very useful in the area of MRI, but the estimates are biased due to convex relaxation of sparsity measures. Debiasing is a procedure usually carried out by the least squares method after the CS solution has been found. We show a method which debiases the estimates within a single procedure, when the CS problem, arising from the perfusion MRI analysis (DCE-MRI), involves a low-rank prior.

1 Introduction

Reconstruction procedures from compressed-sensed MRI data are often treated as optimization problems. The most popular approach is to solve convex problems including the ℓ1-norm [1, 2, 3]. It is known that this type of regularization seeks sparse solutions, however it gives biased estimates [4]. Debiasing is a postprocessing procedure commonly used in many applications, especially where the optimization criterion is penalized least squares. In LASSO-type problems [5], debiasing is performed such that an additional least squares estimate is run while the non-sparse support is fixed. In low-rank modelling, ℓ1-norm is applied on the singular values of a matrix. The debiasing procedure is more complicated [6], and especially, it turns out that it can amplify noise in the estimates. This paper shows a method which debiases the estimates within a single procedure.

2 Methods

Dynamic MRI often needs high temporal resolution of the acquisition to capture the vascular-distribution phase of the contrast agent, injected into a patient. Using the classic (i.e. Nyquist-rate) acquisition in MRI, it is impossible for both resolutions to be high at the same time. Therefore, much effort is devoted to using compressed sensing (CS) in MRI. In MRI, the images are acquired in their Fourier domain (also termed k-space). CS comes into play naturally by under-sampling of the k-space (sampling below the Nyquist rate).

The quality of CS reconstruction depends strongly on good prior knowledge about the signal. The assumption that different tissues have different but consistent perfusion characteristics is usually mathematically described by the low-rank property of the so-called Casorati matrix, which is an image sequence reshaped such that each image in time forms a column vector [7, 8]. Such a model of perfusion DCE-MRI can be mathematically formulated as

$$\hat{L} = \arg\min_L \frac{1}{2} \|Y - E(L)\|_F^2 + \lambda \|L\|_*$

(1)

where $Y$ is the casoratized k-t-space data, $E$ is the subsampled Fourier transform w.r.t. $Y$, and $\lambda$ is a tuning parameter. Debiasing is then computed with fixed singular matrices $U_r^{(k)}$, $V_r^{(k)}$, which are restricted to positions of corresponding non-zero singular values. Formally, this is

$$\arg\min_{\sigma_1, \ldots, \sigma_r > 0} \|Y - E \left( U_r^{(k)} \text{diag}(\sigma_1, \ldots, \sigma_r) V_r^{(k)*} \right) \|_F^2,$$

(2)

and this sub-problem is solved by several repetitions of the gradient step w.r.t. $\sigma_i$ and projecting its result to real, non-negative values. The described two-stage process repeats until convergence.
We are not aware of any result specifying conditions that would guarantee the convergence of the proposed approach, however convergence has been achieved in all our experiments. Note that our procedure does not converge to $\hat{L}$ from (1) but to an other matrix.

**Simulation.** Our algorithm has been first evaluated on a Shepp-Logan phantom [10]. The phantom has been modified to simulate perfusion using Matlab, see for example its use in [11]. We use a perfusion phantom of $100 \times 100 \times 100$ pixels in size. The perfusion curves assigned to clearly separated areas of the phantom share the same behaviour in time, following the log-normal model [12]. At every time instant, the k-space values have been perturbed by additive Gaussian noise with standard deviation $0.05$ to simulate the measurement noise. Such an experiment provided the possibility to compare to ground-truth data. The simulated acquisition used 100 radials per frame, where random slopes of spokes starting at the origin of k-space are used independently for each time frame.

**Real data.** We applied our algorithm to free-breathing abdominal DCE-MRI data [2]. The acquisition used golden-angle scheme using FLASH sequence on a whole-body 3T scanner (Magnetom Verio, Siemens Healthcare) with a 12-element receiver coil array. FOV = 380 mm$^2$, 384 points per radial spoke, slice thickness 3 mm. For the reconstruction, 21 golden-angle radial trajectories per frame were used.

3 Results

**Simulation.** We use compressed sensing (1) to reconstruct perfusion phantom. Using $\lambda = 3.525$, reconstruction resulted in SNR 26.46 dB and postdebiasing led to 22.86 dB (see Fig. 1). Our joint debiasing algorithm achieved 27.21 dB using $\lambda = 12$ (see Fig. 2). Fig. 1 shows that if the reconstruction contains singular vector corresponding to non-zero singular value that represents noise, debiasing increases this singular value and therefore noise is more notable. Conversely, if CS with joint debiasing is applied, singular vectors corresponding to noise are avoided.

**Real data.** Fig. 5 presents a comparison of reconstructions of a single slice in time; left column corresponds to results of (1) with $\lambda = 0.005\sigma_1$, the right column presents results for our algorithm using $\lambda = 0.025\sigma_1$. Figs. 3 and 4 show the respective intensity curves in the aorta. With debiasing, perfusion curves enjoy higher initial peak and the second peak is also more remarkable. Also other areas of the slices show greater contrast.

4 Conclusion

In this paper, we introduce a method which incorporates debiasing into CS reconstruction of low-rank modelled dynamic MRI data. We show better results obtained by this algorithm when compared to postdebiasing. We show this fact on both simulated and real dynamic data. In context of MRI, this method results in images with greater contrast, and noticeably, the aorta curve reveals a slightly better notion of blood cycle in humans.
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Abstract—Recent work on compressed sensing in magnetic resonance imaging (CS-MRI) indicates benefits of modelling the structure of sparse coefficients. Comprehensive studies are available for tree-structured models. Much less work has been done on using statistical models for intra-scale (spatial) dependencies, like Markov Random Field (MRF) models in CS-MRI, although initial studies showed great potentials. We present here an efficient greedy algorithm with MRF priors and demonstrate encouraging performance in comparison to related methods, including those based on tree-structured sparsity.

I. INTRODUCTION

Compressed sensing (CS) for magnetic resonance imaging (MRI), dubbed CS-MRI, typically solves the problem

\[
\min_x \frac{1}{2} \|Ax - y\|^2_2 + \tau \phi(Px) \tag{1}
\]

where \(x \in \mathbb{C}^N\) is the ideal image and \(y \in \mathbb{C}^M\) are measurements obtained through partially observed Fourier transform \(A \in \mathbb{C}^{M \times N}, M \ll N\), with added noise \(n \in \mathbb{C}^M\) [1], [2]. \(P \in \mathbb{C}^{D \times N}\) denotes a sparsifying transform, \(\tau > 0\) is a parameter and \(\phi: \mathbb{C}^D \rightarrow \mathbb{R} \cup \{-\infty, +\infty\}\) is a regularization function. When \(P\) is a wavelet-like transform, \(\phi\) is typically the \(\ell_1\) norm: \(\phi(\theta) = \|\theta\|_1\). Another common regularization is Total Variation (TV), where \(P\) is a discrete gradient operator. Compound regularization (a combination of \(\ell_1\) and TV) is often used as well [1]–[4]. Recent works incorporate modelling the structured sparsity, and in particular wavelet tree models have been proved beneficial in CS-MRI [5], [6]. An elegant algorithm LaMP (Lattice Matching Pursuit), which incorporates modelling of the spatial support of sparse images by a Markov Random Field (MRF), into a greedy solver was introduced in [7]. LaMP is not directly applicable to images that are not sparse in the canonical domain (and most MRI images are not). A related algorithm LaSB (Lattice Split Bregman) [8], which combines MRF modelling of the subband data with an augmented Lagrangian method showed promising results in MRI. It was unclear so far whether the success of LaSB could also be reached with a simpler, greedy type of methods, and it was also not clear how any of these methods would compare to alternative wavelet-tree sparsity methods [5], [6]. We address these questions and design a fast and simple MRF-based method for CS-MRI, demonstrating excellent performance.

II. A GREEDY CS-MRI ALGORITHM WITH MRF PRIORS

Let us first revisit briefly the original Lattice Matching Pursuit (LaMP) algorithm of [7], before analysing possible extensions to make it applicable to MRI. Our new algorithm, inspired by this analysis, will follow then.

The original LaMP, with the pseudocode (using our notation) in Alg. 1, assumes that the image is sparse in the canonical domain. Its main idea is to incorporate the estimation of the likely support \(s\) of the actual signal into the matching pursuit iterations. In particular, Step 4 in each iteration \(k\) of Alg. 1 assigns to \(s^{(k)}\) the maximum a posteriori (MAP) estimate of the support of the temporary signal estimate \(x_t^{(k)}\), assuming a MRF prior for the support. With a homogeneous Ising model, with labels \(s_i \in \{-1, 1\}\), and using the common conditional independence assumption for the likelihood \(p(x_i|s) = \prod_i p([x_i]_1|s_i)\), the MAP estimate of the support of \(x_t^{(k)}\) (denoted as MAP-support\(\{x_i^{(k)}\}\) in Alg. 1) is:

\[
s_{MAP}^{(k)} = \max_{s \in \{-1, 1\}^N} \sum_{i,j} \beta s_i s_j + \sum_t [\alpha s_i + \log(p([x_t^{(k)}]_1|s_i))] \tag{2a}
\]

where \(\beta\) and \(\alpha\) are the parameters of the Ising model, controlling the strength of the pair-wise clique potentials and the preference of one type of labels over the other, respectively.\(^{\dagger}\) The pseudo-inversion \(A\) of the measurement matrix (Step 5) is then applied only for the columns of \(A\) selected by \(s^{(k)}\). Additional pruning to \(K\) largest signal components (Step 6) yields the signal estimate \(x^{(k)}\).

This algorithm is directly applicable to the problem (1), only with \(P = I\), where \(I\) is the identity matrix. We need to extend it such that it works in the case where \(P\) corresponds to a wavelet-like transform. A possible extension, which would allow applying LaMP to CS-MRI would be to replace steps 4-6 with:

\[
\theta_t^{(k)} = Px_t^{(k)}; \quad s^{(k)} = \text{MAP-support}\{\theta_t^{(k)}\} \tag{2a}
\]

\[
\theta_t^{(k)} = PAy; \quad t|s^{(k)} = 1 = \theta_t^{(k)}|s^{(k)} = 1 \tag{2b}
\]

\[
\theta_t^{(k)} = \text{Prune}(t, K); \quad x^{(k)} = P^H \theta^{(k)} \tag{2c}
\]

\(^{\dagger}\)In [7], a non-homogeneous model is allowed, with variable parameters \(\beta_{i,j}\) and \(\alpha_i\) depending on the spatial position, but this is not relevant here.
Algorithm 1 LaMP [7]

Input: \( k=1, y, K, x^{(0)}, t = 0 \)

1: \( \text{repeat} \) [Matching Pursuit Iterations]
2: \( r^{(k)} = y - A x^{(k-1)} \)
3: \( x^{(k)} = A^T r^{(k)} + x^{(k-1)} \)
4: \( s^{(k)} = \text{MAP-support} \{ x^{(k)} \} \)
5: \( t = 0; \ t[s^{(k)}] = 1 \Rightarrow A^T [s^{(k)} = 1, :] y; \)
6: \( x^{(k)} = \text{Prune}(t, K) \)
7: \( k = k + 1 \)
8: \( \text{until} \) Maximum iterations or \( \| r^{(k)} \| \leq \text{threshold} \)

Algorithm 2 The proposed algorithm: GreeLa

Input: \( k=1, y, x^{(0)}, t = 0 \)

1: \( \text{repeat} \)
2: \( r^{(k)} = y - A x^{(k-1)} \)
3: \( x^{(k)} = A^T r^{(k)} + x^{(k-1)} \)
4: \( \theta^{(k)} = P x^{(k)} \)
5: \( s^{(k)} = \text{MAP-support} \{ \theta^{(k)} \} \)
6: \( t = 0; \ t[s^{(k)}] = 1 \Rightarrow \theta^{(k)}[s^{(k)} = 1] \)
7: \( \theta^{(k)} = t, x^{(k)} = P^T \theta^{(k)} \)
8: \( k = k + 1 \)
9: \( \text{until} \) Maximum iterations or \( \| r^{(k)} \| \leq \text{threshold} \)

Two important problems with this extension are: (i) the calculation of \( PA^T y \) is costly, both in terms of the computation time and memory requirements and (ii) determining \( K \) in each subband is not trivial. Hence, we propose a simplified, greedy algorithm where the computation of the pseudo inverse is avoided by replacing \( \theta^{(k)} \) in (2b) by \( \theta^{(k)} \) and by excluding the additional pruning step (2c) (the sparseness is guaranteed already by the estimated support \( s^{(k)} \) using the right parameters of the prior MRF model). The proposed greedy algorithm named GreeLa (Greedy Lattice regularization) is summarized in Alg. 2. We employ the likelihood model from [8] and we also use the Metropolis sampler as in [8] for finding the MAP estimate of the support. Although there is no theoretical guarantee for the convergence at this point, the proposed method converges in practice relatively fast.

III. EXPERIMENTS AND DISCUSSION

In our experiments we used an MRI data set (brain scan) acquired on a Cartesian grid at the Ghent University hospital (UZ Gent\(^2\)) also used in [8], [9]. Here we show the results on 248 sagittal slices from this data set (each slice is a 256\( \times \)256 image, and Fig. 1 shows some of them). We report the results for simulated radial undersampling trajectories in the k-space with different sampling rates (similar results – not shown here – were obtained with other trajectories). For the sparsifying transform we used the non-decimated shearlet transform, with the implementation from [10], with 3 scales and 8, 4, and 2 orientations per scale (fine-to-coarse). We compare the results to LaSB [8], FISTA [11] and the wavelet-tree sparsity (WaTMR) method [5], [6] with the original implementation\(^3\).

The MRF parameters were optimized separately for LaSB (\( \alpha = .017, \beta = .07 \)) and for GreeLa (\( \alpha = 1e - 4, \beta = .34 \)). Fig. 2 shows the Peak Signal to Noise Ratio (PSNR) for one slice, with sampling rate (SR) ranging from 14\% to 48\%, and the evolution of the PSNR per iteration for a particular SR (20\%). The MRF-based methods GreeLa and LaSB achieve a consistent and significant improvement in PSNR (up to 3 dB) compared to FISTA and WaTMR for all SR values, and they also approach convergence in fewer iterations. GreeLa yields slightly higher PSNR than LaSB and shows a more stable behaviour in the first 20 iterations (see bottom left in Fig. 2). The average results on 248 MRI sagittal slices (bottom right in Fig. 2, SR=48\%) lead to similar conclusions: although WaTMR and FISTA increased their performances on average, GreeLa and LaSB yield a superior PSNR and converge in fewer iterations. A more stable behaviour of GreeLa compared to LaSB and slightly better PSNR are again observed. Given that the new algorithm is conceptually simpler, easier to implement and optimize, these results are highly encouraging.

\(^2\)Data acquired thanks to Prof. Dr. Karel Deblaere at the Radiology Department of UZ Gent.

\(^3\)http://ranger.uta.edu/~huang/index.html
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Abstract— In this paper, we propose to combine two strategies to speed-up the resolution of Lasso-type problems, where the number \( k \) of active variables in the solution is much smaller than the large number of variables of the initial problem. The first strategy is a dynamic screening test that eliminates variables that will not be active in the solution. The second strategy, the active-set strategy, works on the opposite direction by growing a set of variables that might be active in the solution. Numerical experiments show the effectiveness of this combination.

1 Introduction

In the context of sparse representations, LASSO-type problems are convex problems where the number \( k \) of active variables in the solution is much smaller than the large number of variables \( m \) of the initial problem. Global iterative minimisation methods used in this context, such as the well-known ISTA, may be significantly accelerated by optimisation techniques such as the two-steps acceleration obtained in FISTA or clever line-search techniques. However, these methods still require a number of evaluations of the full set of coefficients (i.e. products between the dictionary and a vector of length \( m \)). When the dictionary does not stem from a fast transform, as is the case for example in dictionary learning, and for large dimensional signals, these evaluations might still be prohibitive.

Two solutions have been proposed in the literature that reduce the size of the dictionary itself. Firstly, active-set methods have been proposed \cite{5, 6}. Instead of working on the \( m \) variables, they rather try to identify the small set of variables that will be active (non-zero) in the solution. The so-called active-set is updated iteratively. Each iteration is computationally cheap because it involves only the variables in the active set that is kept small. Secondly, screening methods \cite{3} on the contrary work on the set of inactive variables. More precisely, they identify through geometrical considerations variables that are provably not active in the solution.

In this paper, we combine the two approaches in a single procedure in order to sum up the acceleration effects obtained in either cases. The Active GAP procedure we propose is a combination of a classical active-set method with a state-of-the-art dynamic screening procedure. Numerical experiments show its effectiveness.

2 Active-sets meet dynamic screening

Let us consider the LASSO problem

\[
x^* \triangleq \arg\min_{x \in \mathbb{R}^m} \|Dx - y\|_2^2 + \lambda \|x\|_1
\]

for the signal \( y \) in \( \mathbb{R}^n \) and dictionary \( D = (d_1, \ldots, d_m) \) in \( \mathbb{R}^{n \times m} \). The solution \( x^* \) depends on \( \lambda \), so does its support which is the set of indices of its active variables : \( \{ i = 1 \ldots m / x^*(i) \neq 0 \} \). The number \( k \) of active variables in the solution is much smaller than the total number of variables \( m \) for a large range of \( \lambda \). The goal in both active-sets strategies and screening strategies is to exploit this fact to speed-up the computation time.

2.1 Dynamic screening

Screening strategies, originally introduced in \cite{3}, reduce the size of the dictionary \( D \) by eliminating atoms that will provably yield inactive variables in the solution \( x^* \). The elimination is based on geometrical considerations in the dual.

The dual problem for the LASSO reads:

\[
\theta^* \triangleq \arg\max_{\theta} \frac{1}{2} \|y\|_2^2 - \frac{1}{2} \|\theta - y\|_2^2 \text{ such that } \forall i = 1 \ldots m, \ |d_i^T \theta| \leq \lambda,
\]

and the primal \( x^* \) and dual solutions \( \theta^* \) are related by

\[
y = Dx^* + \lambda \theta^* \text{ and } \forall i = 1 \ldots m \left\{ \begin{array}{l}
|d_i^T \theta^*| \leq \lambda \text{ if } x^*(i) = 0 \\
|d_i^T \theta^*| = \lambda \text{ if } x^*(i) \neq 0
\end{array} \right.
\]

The dual solution \( \theta^* \) is feasible (i.e. it verifies Eq. (2)) and its scalar products with the columns, or atoms, of the dictionary \( D \) identify inactive variables by Eq. (4). A screening test consists in designing a set that contains the solution \( \theta^* \), say \( S \), and bounding the scalar products of each atom with all elements of \( D \); if the bound is smaller than \( \lambda \), the atom yields an inactive variable. Usually, \( S \) is a sphere or dome (intersection of a sphere and a half-space) thus rendering the computation of the bound analytical.

While in static screening, the atoms are eliminated once and for all before actually solving the minimization, in dynamic screening as introduced in \cite{2}, one proceeds to this elimination at each iteration of the minimization procedure, thus screening more atoms.

2.2 Active-sets

Active-set strategies \cite{5, 6} work on the opposite on the set of active variables \( A \), starting with the empty set and growing it at each iteration. To update \( A \) one considers \( x_A^* \) the solution of the LASSO subproblem:

\[
z_A^* \triangleq \arg\min_{x \in \mathbb{R}^{|A|}} \|D_A x - y\|_2^2 + \lambda \|x\|_1
\]

and \( \left\{ \begin{array}{l}
x_A^*(i) = z_A^*(i) \text{ if } i \in A \\
x_A^*(i) = 0 \text{ otherwise}
\end{array} \right. \)

for the subdictionary \( D_A = (d_i)_{i \in A} \). The dual point \( \theta_A^* = y - D_A x_A^* \) verifies the KKT conditions (Eq. (4)) for the active
variables, but not necessarily for the inactive variables ($i \notin A$).
The one(s) which most violate(s) Eq. (4) are thus added to $A$.
One can also remove from the active set the variables in $A$ that
are inactive in $x_A^\ast$.

2.3 Active GAP screening

We propose to combine both active-set and screening strategies
in an iterative scheme to solve the LASSO. At each iteration
we will i) perform a screening test, ii) solve approximatively a
subproblem of the form (6), iii) update the active set.

The crux is to propose a screening test that is able to cope
with the fact that at each iteration we only have access to an ap-
proximate solution of a subproblem of the LASSO. Having only
an approximate solutions is common with LASSO solvers, such
as the ones we use here (ISTA and FISTA), but most screening
techniques [3] require exact solutions. The screening test we
propose here is inspired by the GAP test proposed in [4] that
leverages on the duality gap to exploit only approximate solu-
tions.

The GAP test [4] for the global LASSO problem builds a
region $S$ that is a crescent moon (intersection of a ball with the
complement of another ball) from an approximate solution $x^+$
and a feasible point $\theta$ for the global LASSO problem. $S$ is then
bounded by a dome and the test derived.

The active GAP-test we propose requires only an approxi-
mate solution of the subproblem $x_A^+$ and follows the steps :

s.1. Compute the dual point $\theta = y - D_A x_A^+$. Derive by dual
scaling a feasible point $\theta^+_T$ for the whole problem, and a
feasible point $\theta_A$ for the subproblem.

s.2. Use the GAP procedure first on $x_A^+$ and $\theta^+_T$ to obtain the
red dome in Figure 1 containing $\theta^+_T$.

s.3. Since we do not have access to the optimal dual of the
subproblem $\theta_A^\ast$, we use the GAP procedure to obtain a set
containing it. More precisely, we use the GAP procedure
on $\theta_A$ and $x_A^+$ to obtain the blue crescent moon in Figure 1
containing the optimal dual of the subproblem $\theta_A^\ast$.

s.4. Each possible location of $\theta_A^\ast$ defines a half-space contain-
ing $\theta^\ast$. The extremal point $\theta^+_T$ of the blue crescent moon
thus enables to define the half space characterized by the
cyran hyperplane in Figure 1 whose normal vector is $n_A$.

s.5. The final screening set (green in Figure 1) is the intersec-
tion of the red dome and the half space defined just above.

s.6. The screening test is derived.

The details of the screening sets and tests may be found in [1]
and are not reproduced here by lack of space.

3 Experiments

The active GAP procedure has been implemented with an ISTA
solver for the subproblems and tested on both synthetic and real
datasets. The synthetic datasets are of two kinds. A $k$-sparse
model $x$ is generated using i.i.d. centered Gaussian values for the
non-zero entries drawn at random. The signal $y$ is gener-
ated using a classical i.i.d Gaussian dictionary in the case called
Gnoise. A more correlated dictionary as proposed in [7] is used
in the experiment called Pnoise, with $m = 5000$ and $n = 1000$.
The real dataset is the Leukemia dataset.

Each experiment is repeated 5 times. We compute the solu-
tions up to a dual gap of $10^{-6}$ obtained by i) the plain ISTA,
ii) ISTA with only GAP screening (GAP ISTA), iii) ISTA with
only active sets (Active-Set ISTA) and iv) active GAP ISTA
(Active GAP ISTA). The solutions are computed for a logarith-
nic grid of decreasing values for $\lambda$, using warm-start between
two consecutive values. We report in Figure 2 the performances
of three accelerated versions compared to the plain ISTA quan-
tified by the ratio between the number of flops required by the
accelerated version over the number of flops required by ISTA.

These graphs show that the three versions yield computa-
tional gain in the resolution of a LASSO problem. In the syn-
thetic case however, the active strategy seems to bring the most
substantial gain (up to ten times faster in the case of Gnoise
and up to twenty times in the case of Pnoise). The addition of
the screening via the active-GAP procedure proposed yields a
substantial additional gain for larger values of $\lambda$.
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Abstract—In this paper, we explore the potential of sparse representation classification (SRC) in digital painting analysis, with the aim to aid the conservation/restoration treatment of old masterpieces. The focus is on detecting paint losses using multimodal acquisitions (such as optical images taken at different time instances before and during the conservation treatment, infrared images and digital radiography images). While SRC has been applied before in different scenarios, the present application requires some specific adaptations due to the nature and the size of the data, as well as the uncertainty to the labelled samples. Our initial results are very promising, compared to some more traditional or commonly used classification approaches, such as linear regression classification and support vector machines.

I. INTRODUCTION

Digital analysis of artworks, including digital painting analysis, is a rapidly growing field, attracting an increasing interest in the signal processing community [1]. Image processing techniques have already demonstrated potential in tasks such as characterization of painting style and forgery detection [2], [3], crack detection [4] and virtual inpainting [5], [6].

In this paper, we address the problem of detecting automatically paint losses revealed during the painting conservation treatments. Loss of paint in one or more layers can arise due to abrasion and mechanical fracture. In old oil paintings, paint losses were often overpainted during various restoration campaigns. Modern conservation treatments typically require not only removal of old varnish, but also removal of old retouches and overpaint, which may reveal paint losses underneath. Detection of such paint loss areas is of great importance to painting conservators for estimating the extent of the damaged area, which needs to be maintained for documenting purposes, but also as a crucial step for virtual inpainting to provide simulations for the actual restoration. Typically, digitized scans of masterpieces are taken in different modalities, including optical imaging, infrared reflectography and radiography. Painting conservators and restorers consult these various modalities to locate more reliably various areas of interest, such as overpaint and retouching, as well as paint losses. A well designed digital signal processing method for this purpose should also be able to combine efficiently this multi-modal information. We do not know of any reported signal/image processing techniques that address this specific problem. Currently, painting conservators typically use some semi-automatic tools in commercial programs, which includes a lot of manual work and hence enables annotating paint losses only in relatively small areas.

Technically, paint loss detection can be treated as a binary classification problem on a pixel level, assigning paint losses to a class of interest and all the rest to another class. Dictionary-based methods [7]–[14] have shown a great improvement over many popular classifiers (such as support vector machine (SVM) [15] and linear regression (LR) [16]) in many applications (e.g., face recognition and iris recognition). Among the dictionary based methods, Sparse Representation Classification (SRC) [7] is attracting a lot of attention recently. While this method has been proved effective in various computer vision and remote sensing tasks, it has never been applied before to the type of problems that we are dealing with in this paper.

Before evaluating the potential of the SRC framework for paint loss detection, we need to address some specific problems: definition of the right features, dealing with extremely high spatial resolution, corrupted data samples and uncertainty to the labelled data. As a case study, we use the multimodal acquisitions of the Ghent Altarpiece, painted by brothers Van Eyck in the 15th century. Fig. 1 illustrates the employed imaging modalities on a piece of the panel Prophet Zachariah. The painting before the current conservation treatment (including the first two images from Fig. 1) can be viewed in high resolution at the website of the project ClosertoVanEyck: Rediscovering the Ghent Altarpiece (http://closertovaneyck.kikirpa.be/).
II. PAINT LOSS DETECTION WITH SRC

Suppose there are $C$ classes to be classified and $D_i \in \mathbb{R}^{m \times n_i}$ ($i = 1, 2, ..., C$), are the sub-dictionaries of a shared dictionary $D = [D_1, D_2, ..., D_C] \in \mathbb{R}^{m \times n}$ ($n = \sum n_i, m > n$), where $m$ is the data dimensionality and $n_i$ is the number of training samples from the $i$-th class. In the SRC algorithm [7], each $D_i$ is composed of the samples from the $i$-th class. For a query signal $y \in \mathbb{R}^m$, its sparse vector $\alpha$ is first obtained

$$\hat{\alpha} = \arg \min_{\alpha} \| y - D\alpha \|_2^2 + \lambda \| \alpha \|_1$$

where $\lambda > 0$ is a parameter that controls the trade-off between reconstruction error and sparsity, and each column of $D$ is normalized in $\ell_2$ norm. The class is then identified as [7]:

$$\text{identity}(y) = \arg \min_{\hat{\alpha}} \| y - D\hat{\alpha} \|_2$$

where $\hat{\alpha}$ is the coefficient vector associated with class $i$.

We use the three modalities illustrated in Fig. 1 and the algorithm of [17] for registering them. Since our data are of extremely high spatial resolution, and may also be affected by scanning artefacts and noise, it would be unreliable to work with pixel-wise features alone. Therefore we make use of the local spatial information. In particular, we define our feature set as follows. Let the three registered imaging modalities make up a data cube, and refer to each of its layers as one component. Assuming raster scanning, let $(j, k)$ denote the $j$th pixel in the $k$th component, and denote by $A_{j,k} \in \mathbb{R}^{3 \times 3}$ a matrix of pixel intensities from a $3 \times 3$ window centred at $j$ in the $k$th component. We compute a feature vector $y_{j,k} = \{ y_{1,j,k}, ..., y_{N,j,k} \}$ from $N$ features extracted from $A_{j,k}$. In addition to mean, variance and range, we also utilize the correlation of neighbourhood, $A'A$ and $AA'$ (the correlation between each column and each row of $A$). Only six entries are picked up in the upper triangular of $A'A$ and $AA'$ to avoid repeated elements. Finally, $y_{j,k}$ are stacked to produce the feature vector $y_j$ for the $j$th spatial position.

In our problem, labelling of the training samples is extremely difficult and time consuming, and also highly prone to errors. Therefore, we run the SRC $K$ times, each time using a different portion of the labelled data set for dictionary construction and for testing. This yields $K$ classification results for each pixel. Let $N_{ij}^c$ denote the number of times that pixel $j$ was assigned to class $c \in \{ \text{PaintLoss}, \text{Other} \}$. The fraction $p_j^c = N_{ij}^c/K$ is an empirical probability for the pixel $j$ belonging to the class $c$. Hence, we finally select the identity (class) of each pixel as:

$$\text{identity}(y_j) = \arg \max_c p_j^c$$

In practice, we obtain satisfactory results with $K = 5$.

III. RESULTS AND DISCUSSION

Fig. 2 illustrates the results on a part of the tested panel Prophet Zachariah. The size of the test image is $1945 \times 1248$ pixels and all training samples (7531 pixels in paint loss areas and 31296 pixels in other areas) were sampled manually. A randomly selected half of the labelled samples are used to construct the dictionary in each run. The second left image in Fig. 2 shows the result of linear regression classification, on a single modality only (visible after cleaning) to illustrate the difficulty of the problem. Notice that some obvious paint losses were not detected, while many false detections were already made (in the lower right part of the image). The SVM classifier (Gaussian kernel) was run using the optimization toolbox in MATLAB 2015b and parameter optimization by fivefold cross-validation. A visual assessment indicates slightly better performance of SRC compared to SVM: both methods locate similarly the paint loss areas, but SVM has more false detections (see the lower and right image parts). Although very encouraging, these initial results should still be taken with a reserve. Quantitative evaluation will be subject to future work, after obtaining reliable ‘ground truth’ labelling.
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