Measurements of the masses and widths of the $\Sigma_c(2455)^0/++$ and $\Sigma_c(2520)^0/++$ baryons
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Abstract

We present measurements of the masses and decay widths of the baryonic states $\Sigma_c(2455)^{0/++}$ and $\Sigma_c(2520)^{0/++}$ using a data sample corresponding to an integrated luminosity of 711 fb$^{-1}$ collected with the Belle detector at the KEKB $e^+e^-$ asymmetric-energy collider operating at the $\Upsilon(4S)$ resonance. We report the mass differences with respect to the $\Lambda_c^+$ baryon

$$M(\Sigma_c(2455)^0) - M(\Lambda_c^+) = 167.29 \pm 0.01 \pm 0.02 \text{ MeV}/c^2,$$

$$M(\Sigma_c(2455)^{++}) - M(\Lambda_c^+) = 167.51 \pm 0.01 \pm 0.02 \text{ MeV}/c^2,$$

$$M(\Sigma_c(2520)^0) - M(\Lambda_c^+) = 231.98 \pm 0.11 \pm 0.04 \text{ MeV}/c^2,$$

$$M(\Sigma_c(2520)^{++}) - M(\Lambda_c^+) = 231.99 \pm 0.10 \pm 0.02 \text{ MeV}/c^2,$$

and the decay widths

$$\Gamma(\Sigma_c(2455)^0) = 1.76 \pm 0.04^{+0.09}_{-0.21} \text{ MeV}/c^2,$$

$$\Gamma(\Sigma_c(2455)^{++}) = 1.84 \pm 0.04^{+0.07}_{-0.20} \text{ MeV}/c^2,$$

$$\Gamma(\Sigma_c(2520)^0) = 15.41 \pm 0.41^{+0.20}_{-0.32} \text{ MeV}/c^2,$$

$$\Gamma(\Sigma_c(2520)^{++}) = 14.77 \pm 0.25^{+0.18}_{-0.30} \text{ MeV}/c^2,$$

where the first uncertainties are statistical and the second are systematic. The isospin mass splittings are measured to be $M(\Sigma_c(2455)^{++}) - M(\Sigma_c(2455)^0) = 0.22 \pm 0.01 \pm 0.01 \text{ MeV}/c^2$ and $M(\Sigma_c(2520)^{++}) - M(\Sigma_c(2520)^0) = 0.01 \pm 0.15 \pm 0.03 \text{ MeV}/c^2$. These results are the most precise to date.

PACS numbers: 14.20.Lq, 14.20.-c, 14.20.Gk
I. INTRODUCTION

Properties of heavy-flavored hadrons such as masses and decay widths can, in principle, be described in the theoretical framework of quantum chromodynamics (QCD). However, they are difficult to calculate in practice with the perturbative QCD technique due to the fact that the strong coupling constant $\alpha_s$ is large in this low energy regime. To overcome this difficulty, other methods such as lattice QCD [1–3], heavy quark effective theory [4], quark model [5], QCD sum rule [6], and bag model [7] are deployed.

The properties of the $\Sigma_c^{0/++}$ baryons have been measured by many experiments [8–14], but the total uncertainties of the world averages remain large [15]. For example, the relative uncertainties of the decay widths are around 10% of their central values. Furthermore, the relative uncertainty of the mass splitting $m(\Sigma_c(2455)^{++}) - m(\Sigma_c(2455)^0)$ is about 40%, and there is no significant measurement for the mass splitting $m(\Sigma_c(2520)^{++}) - m(\Sigma_c(2520)^0)$ [12, 16]. Due to the mass hierarchy between the $d$ and $u$ quarks, one may expect that the $\Sigma_c^0$ ($ddc$) baryon is heavier than the $\Sigma_c^{++}$ ($uuc$) baryon; however, many experimental results contradict this naive expectation [8, 11–13]. To explain the discrepancy, various models have been introduced [17–23] that predict positive mass splittings. Precise measurements of the mass splittings are necessary to test these models.

In this paper, we present precise measurements of the masses and decay widths of the $\Sigma_c(2455)^{0/++}$ and $\Sigma_c(2520)^{0/++}$ baryons, and of their mass splittings. Throughout this paper, the charge-conjugate decay modes are implied.

II. DATA SAMPLES AND EVENT SELECTIONS

This study uses a data sample corresponding to an integrated luminosity of 711 fb$^{-1}$ collected with the Belle detector at the KEKB $e^+e^-$ asymmetric-energy collider [24] operating at the $\Upsilon(4S)$ resonance. The Belle detector is a large solid angle magnetic spectrometer that consists of a silicon vertex detector (SVD), a 50-layer central drift chamber (CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like arrangement of time-of-flight scintillation counters (TOF), and an electromagnetic calorimeter comprising CsI(Tl) crystals located inside a superconducting solenoid coil that provides a 1.5 T magnetic field. An iron flux return located outside the coil is instrumented to detect $K_L$ mesons and to identify muons. A detailed description of the Belle detector can be found in Ref. [25].

The $\Sigma_c^{0/++}$ baryons are reconstructed via their $\Sigma_c^{0/++} \rightarrow \Lambda_c^+ (\rightarrow pK^-\pi^+)\pi_s^{+/0}$ decays, where $\pi_s$ is a low-momentum (“slow”) pion. Charged tracks are required to have an impact parameter with respect to the interaction point of less than 3 cm along the beam direction (the $z$ axis) and less than 1 cm in the plane transverse to the beam direction. In addition, each track is required to have at least two associated vertex detector hits each in the $z$ and azimuthal strips of the SVD. The particles are identified using likelihood [26] criteria that have efficiencies of 84%, 91%, 93%, and 99% for $p$, $K$, $\pi$, and $\pi_s$, respectively. $\Lambda_c^+$ candidates are reconstructed as combinations of $p$, $K$, and $\pi$ candidates with an invariant mass between 2278.07 and 2295.27 MeV/$c^2$, corresponding to $\pm 2.1\sigma$ around the nominal $\Lambda_c^+$ mass, where $\sigma$ represents the $\Lambda_c^+$ invariant mass resolution. $\Lambda_c^+$ daughter tracks are refit assuming they originate from a common vertex. The $\Lambda_c^+$ production vertex is defined by the intersection of its trajectory with the $e^+e^-$ interaction region. $\Lambda_c^+$ candidates are combined with $\pi_s$ candidates to form $\Sigma_c^{0/++}$ candidates. $\pi_s$ candidates are required to
FIG. 1: $M(pK^-\pi^+\pi^-) - M(pK^-\pi^+)$ (left) and $M(pK^-\pi^+\pi^-_s) - M(pK^-\pi^+)$ (right) distributions before (points) and after (shaded) the feed-down subtraction. The subtracted feed-down backgrounds from the $\Lambda_c(2595)^+$ (left-hatched) and $\Lambda_c(2625)^+$ (right-hatched) are also shown. The first and second peaks correspond to the $\Sigma_c(2455)^{0/++}$ and $\Sigma_c(2520)^{0/++}$ signals.

We also use a Monte Carlo (MC) simulation sample for various purposes in this study, where events are generated with PYTHIA [27], decays of unstable particles are modeled with EVTGEN [28], and the detector response is simulated with GEANT3 [29].

III. BACKGROUNDS

The sample of selected $\Sigma_c^{0/++}$ candidates includes two types of backgrounds: partially reconstructed decays of excited $\Lambda_c^+$ baryons (referred to as “feed-down backgrounds”) and random combinations of the final state particles. The procedures used to parameterize these backgrounds are described in this section.

A. Feed-down backgrounds from excited $\Lambda_c^+$ baryons

From the tracks of a $\Lambda_c^{*+} \rightarrow \Lambda_c^+\pi^+_s\pi^-_s$ decay, a $\Sigma_c$ candidate can be reconstructed if one of the slow pions is left out. This can be either a signal (from a $\Sigma_c^{0/++}$ resonant decay of an excited $\Lambda_c^+$ state) or a feed-down background event. The feed-down backgrounds from the $\Lambda_c(2595)^+$ and $\Lambda_c(2625)^+$ states appear in the $\Sigma_c(2455)^{0/++}$ mass region. In order to remove these backgrounds, we tag events that have a mass difference $\Delta M \equiv M(pK^-\pi^+\pi^-_s^{+/−}) - M(pK^-\pi^+)$ for all reconstructed $\Sigma_c^{0/++}$ candidates are shown in Fig. 1.

We use a Monte Carlo (MC) simulation sample for various purposes in this study, where events are generated with PYTHIA [27], decays of unstable particles are modeled with EVTGEN [28], and the detector response is simulated with GEANT3 [29].

III. BACKGROUNDS

The sample of selected $\Sigma_c^{0/++}$ candidates includes two types of backgrounds: partially reconstructed decays of excited $\Lambda_c^+$ baryons (referred to as “feed-down backgrounds”) and random combinations of the final state particles. The procedures used to parameterize these backgrounds are described in this section.

A. Feed-down backgrounds from excited $\Lambda_c^+$ baryons

From the tracks of a $\Lambda_c^{*+} \rightarrow \Lambda_c^+\pi^+_s\pi^-_s$ decay, a $\Sigma_c$ candidate can be reconstructed if one of the slow pions is left out. This can be either a signal (from a $\Sigma_c^{0/++}$ resonant decay of an excited $\Lambda_c^+$ state) or a feed-down background event. The feed-down backgrounds from the $\Lambda_c(2595)^+$ and $\Lambda_c(2625)^+$ states appear in the $\Sigma_c(2455)^{0/++}$ mass region. In order to remove these backgrounds, we tag events that have a mass difference $\Delta M \equiv M(pK^-\pi^+\pi^-_s^{+/−}) - M(pK^-\pi^+)$ for all reconstructed $\Sigma_c^{0/++}$ candidates are shown in Fig. 1.

We use a Monte Carlo (MC) simulation sample for various purposes in this study, where events are generated with PYTHIA [27], decays of unstable particles are modeled with EVTGEN [28], and the detector response is simulated with GEANT3 [29].
FIG. 2: Mass difference of $M(pK^{-}\pi^{+}\pi^{+}h^{-}) - M(pK^{-}\pi^{+})$. Signal regions of the $\Lambda_{c}(2595)^{+}$ (filled) and $\Lambda_{c}(2625)^{+}$ (hatched) are defined in the text.

respectively (see Fig. 2). The tagged events are subtracted from the $\Delta M$ distributions as shown in Fig. 1. To prevent a possible bias in the subtraction, we estimate the backgrounds under the $\Lambda_{c}^{++}$ peaks from MC simulations and subtract them from the tagged feed-down backgrounds. Furthermore, we take into account the charged track detection efficiency of 74% on average to correct for the feed-down backgrounds. Since the shape of the feed-down backgrounds depends on the $\pi_{s}$ momentum, we obtain and apply the efficiency correction as a function of this quantity.

B. Random backgrounds

The remaining background consists of random combinations, with or without a true $\Lambda_{c}^{+}$ baryon. In the latter case, the background level is estimated from the $\Lambda_{c}^{+}$ mass sidebands, defined as $M(pK^{-}\pi^{+}) \in [2259.16, 2267.76]$ MeV/$c^2$ or $M(pK^{-}\pi^{+}) \in [2305.58, 2314.18]$ MeV/$c^2$. The treatment of the random backgrounds in the fit is discussed in Sec. IV.

IV. FIT PROCEDURE

The parameters of the $\Sigma_{c}(2455)^{0/++}$ and $\Sigma_{c}(2520)^{0/++}$ signals, namely the decay widths and the mass differences with respect to the $\Lambda_{c}^{+}$ mass, are determined by performing binned maximum likelihood fits. Due to the small fraction of the weighted events in the region where the feed-down background is subtracted, a correction to the covariance matrix of the fit parameters is applied to obtain the proper errors. The $\Sigma_{c}(2455)^{0/++}$ and $\Sigma_{c}(2520)^{0/++}$ baryons are described by a relativistic Breit-Wigner probability density function (PDF) convolved with the detector response function as

$$ \int_{-\infty}^{+\infty} T(\Delta M'; \Delta M_0, \Gamma) R(\Delta M - \Delta M') d(\Delta M') $$

where $T(\Delta M; \Delta M_0, \Gamma)$ is a relativistic Breit-Wigner with the nominal mass difference $\Delta M_0 \equiv M(\Sigma_{c}) - M(\Lambda_{c}^{+})$ and the decay width $\Gamma$ as fit parameters, and $R$ is the detector response function.
FIG. 3: Fits to the mass differences \( M(pK^-\pi^+\pi^-) - M(pK^-\pi^+) \) (left) and \( M(pK^-\pi^+\pi^-) - M(pK^-\pi^+) \) (right) obtained from data (points with error bar) with the models (solid lines) described in the text. The random backgrounds without true \( \Lambda_c^+ \) baryons (long-dashed line) and the total backgrounds (dashed lines) are shown as well. The peak near 185 MeV/\( c^2 \) in the left plot is due to the \( \Xi_c^0 \to \Lambda_c^+\pi^- \) decay. The fit signal yields as well as the fit \( \chi^2 \) per degree of freedom are indicated on the plots. The bottom histograms are the differences between the values of data and fit divided by the statistical uncertainties of data to illustrate the fit quality.

The resolution function \( R \) is parameterized as the sum of three Gaussian functions centered at zero. The parameters are obtained from an MC simulation separately for the \( \Sigma_c(2455) \) and \( \Sigma_c(2520) \) signals. The detector resolutions for the \( \Sigma_c(2455) \) and \( \Sigma_c(2520) \) baryons are found to be 1.012 ± 0.001 and 1.578 ± 0.013 MeV/\( c^2 \), respectively, from the weighted variances of the three Gaussian distributions where the errors are statistical.

The random backgrounds without true \( \Lambda_c^+ \) baryons are modeled as histogram PDFs with shape and normalization taken from the \( \Lambda_c^+ \) baryon data sidebands. The random backgrounds with true \( \Lambda_c^+ \) baryons are described with a threshold function:

\[
(\Delta M - m_\pi) c_0 e^{c_1(\Delta M - m_\pi)}
\]

where \( c_0, c_1 \) are fit parameters and \( m_\pi \) is the known charged pion mass [15].

In the neutral channel, we find a small peak near \( \Delta M = 185 \) MeV/\( c^2 \). Based on studies performed using MC and data samples, we confirm the origin of this peak to be the as-of-yet unobserved decay of \( \Xi_c^0 \to \Lambda_c^+\pi^- \). We describe this peak with a Gaussian function. The mean and width of the Gaussian from the fit are found to be 184.08 ± 0.15 and 1.21 ± 0.17 MeV/\( c^2 \), respectively; the former is consistent with that from the world average \((m(\Xi_c^0) - m(\Lambda_c^+)) = 184.42^{+0.37}_{-0.81} \) MeV/\( c^2 \) [15] and the latter is consistent with that from MC.

The fit results to \( \Delta M \) are shown in Fig. 3. The goodness-of-fit values are \( \chi^2 = 350 \) with 347 degrees of freedom for \( \Sigma_c^0 \) and \( \chi^2 = 343 \) with 350 degrees of freedom for \( \Sigma_c^{++} \).
FIG. 4: Mass difference \( M(D^*(2010)^+) - M(D^0) \) obtained from MC (red triangle) and data (black circle) using the \( D^*(2010)^+ \rightarrow D^0(\rightarrow K^-\pi^+)\pi^+_s \) decay as a function of the \( \pi^+_s \) momentum. The uncertainties of each points are too small to be displayed. The world average with its total uncertainty [15] is also shown as a hatched area.

V. SYSTEMATIC UNCERTAINTIES

To estimate systematic uncertainties, three sources are studied: momentum scale, resolution and fit model, and background parameterization. These are summarized in Table I.

A. Momentum calibration

Mass measurements are sensitive to the momentum scale of the detector. Because there is a possible bias in the measurements of the charged track momenta, which may be due to the energy loss of the charged particles in materials, one should consider the precision of the momentum calibration. To minimize the possible bias, we calibrate the momentum scale using the copious \( K^0_S \rightarrow \pi^+\pi^- \) sample. Charged tracks are iteratively calibrated as functions of the curvature, polar angle, and momentum of each track in the laboratory frame by comparing the reconstructed and world average [15] masses of \( K^0_S \) meson as a function of the \( K^0_S \) momentum. The obtained corrections are applied to the data sets used in this study. To estimate the accuracy, we choose a control sample of \( D^*(2010)^+ \rightarrow D^0(\rightarrow K^-\pi^+)\pi^+_s \) decay, and compare the mass difference of \( M(D^*(2010)^+) - M(D^0) \) over the \( \pi^+_s \) momentum bins with the world average [15] as shown in Fig. 4. We observe the largest difference to be 0.02 MeV/c^2, which we assign as the systematic uncertainty on the mass difference measurements due to the momentum calibration.

B. Resolution model

Since our detector resolution model is evaluated from the MC as discussed in Sec. IV, the discrepancy between the MC and data is considered as a source of systematic uncertainty. To estimate the discrepancy, we compare the detector resolution in data and MC using the same control sample of \( D^*(2010)^+ \rightarrow D^0(\rightarrow K^-\pi^+)\pi^+_s \) decay. Since the decay width of
the $D^*(2010)^+$ meson is small, one can assume that the distribution of the mass difference $M(D^*(2010)^+) - M(D^0)$ is dominated by the detector resolution. We vary the widths of the detector response functions from $+1.7\%$ to $+11.8\%$ in the fits to $\Delta M$ by choosing the largest and smallest differences between the MC and data obtained by comparing $M(D^*(2010)^+) - M(D^0)$ as a function of the $\pi_s$ momentum. The uncertainties are found to be $0.19$, $0.25$, and $0.24$ MeV/$c^2$ for the widths of the $\Sigma_c(2455)^{0/++}$, $\Sigma_c(2520)^0$, and $\Sigma_c(2520)^{++}$ baryons, respectively. We also vary the detector response functions by $\pm 1\sigma$ deviation from the fitted resolution parameters, where $\sigma$ is the statistical error, and only small uncertainties are found for the decay widths of $0.01$ and $0.04$ MeV/$c^2$ for the $\Sigma_c(2455)^{0/++}$ and $\Sigma_c(2520)^{0/++}$ baryons, respectively.

C. Fit model

We also check the internal consistency of the fitting procedure. In order to probe any bias from the fitter, we perform 10,000 pseudo-experiments for each of the mass differences, $\Delta M_0(\Sigma_c(2455))$ and $\Delta M_0(\Sigma_c(2520))$, and the decay widths $\Gamma(\Sigma_c(2455))$ and $\Gamma(\Sigma_c(2520))$. In the production of the pseudo-experiments, we set the input values to be those obtained from the data. From the study, we find negligible discrepancies.

The effect of binning is studied by varying the bin size in the fits to $\Delta M$ from $0.1$ MeV/$c^2$ to $1.0$ MeV/$c^2$. The uncertainties of $\Delta M_0$ are negligible, and we find small uncertainties for the widths of $0.09$, $0.06$, $0.04$, and $0.05$ MeV/$c^2$ for the $\Sigma_c(2455)^0$, $\Sigma_c(2455)^{++}$, $\Sigma_c(2520)^0$, and the $\Sigma_c(2520)^{++}$ baryons, respectively.

We also test the effect of various fit ranges. We choose several fit ranges, some of which include both the $\Sigma_c(2455)^{0/++}$ and $\Sigma_c(2520)^{0/++}$ signals and others only one of them. Though the results from the various fit ranges are consistent within the statistical fluctuations, we conservatively assign the variations in the fit results, $0.03$ and $0.01$ MeV/$c^2$ for $\Delta M_0(\Sigma_c(2520)^0)$ and $\Delta M_0(\Sigma_c(2520)^{++})$, respectively, and $0.19$ and $0.17$ MeV/$c^2$ for the widths of the $\Sigma_c(2520)^0$ and $\Sigma_c(2520)^{++}$ baryons, respectively, as systematic uncertainties.

D. Background model

Since we correct the feed-down backgrounds by taking into account the efficiency as discussed in Sec. III, the uncertainty of the efficiency should also be taken into account. The systematic uncertainty from the feed-down model is estimated as $1.87\%$ from the error propagation of the statistical uncertainties of the feed-down backgrounds, the uncertainties of the tracking efficiency and the acceptance of the detector. We vary the yields of the feed-down background by $\pm 1.87\%$ without significant effect on the fit results compared with the statistical uncertainties. Since we fix the yields of the random backgrounds without true $\Lambda^+_c$ baryons, as discussed in Sec. III, we also vary the yields of the random backgrounds by their uncertainties; only negligible effects are obtained. Finally, we test other threshold functions to describe the random backgrounds with true $\Lambda^+_c$ baryons, but again find only negligible effects.
TABLE I: Systematic uncertainties for the mass differences ($\Delta M_0$) and the decay widths ($\Gamma$) of the $\Sigma_c(2455)^0/++$ and $\Sigma_c(2520)^0/++$ baryons in MeV/$c^2$. The uncertainties for $\Delta M_0$ from the resolution model and for $\Gamma$ from the momentum calibration are insignificant.

|               | $\Sigma_c(2455)^0$ | $\Sigma_c(2520)^0$ | $\Sigma_c(2455)^{++}$ | $\Sigma_c(2520)^{++}$ |
|---------------|---------------------|---------------------|-----------------------|-----------------------|
| $\Delta M_0$  | $\Delta M_0$        | $\Delta M_0$        | $\Delta M_0$          | $\Delta M_0$          |
| $\Gamma$      | $\Gamma$            | $\Gamma$            | $\Gamma$              | $\Gamma$              |
| Momentum calibration | $\pm0.02$ | $\pm0.02$ | $\pm0.02$ | $\pm0.02$ |
| Resolution model | $-+0.01$ | $-+0.04$ | $-+0.01$ | $-+0.04$ |
| Fit model      | $\pm0.01$ $\pm0.09$ | $\pm0.03$ $\pm0.20$ | $\pm0.01$ $\pm0.07$ | $\pm0.01$ $\pm0.18$ |
| Total          | $\pm0.02$ $+0.09$ $-0.21$ | $\pm0.04$ $+0.20$ $-0.32$ | $\pm0.02$ $+0.07$ $-0.20$ | $\pm0.02$ $+0.18$ $-0.30$ |

TABLE II: The measurements of the masses ($M_0$) and the widths ($\Gamma$) of the $\Sigma_c(2455)^0/++$ and $\Sigma_c(2520)^0/++$ baryons. The first error is statistical and the second is systematic. The masses are calculated by adding the world average of $\Lambda_c^+$ mass to the mass differences ($\Delta M_0$) and the third error is the total uncertainty of the world average of $\Lambda_c^+$ mass [15].

|               | $\Delta M_0$ (MeV/$c^2$) | $\Gamma$ (MeV/$c^2$) | $M_0$ (MeV/$c^2$) |
|---------------|---------------------------|-----------------------|-------------------|
| $\Sigma_c(2455)^0$ | $167.29 \pm 0.01 \pm 0.02$ | $1.76 \pm 0.04^{+0.09}_{-0.21}$ | $2453.75 \pm 0.01 \pm 0.02 \pm 0.14$ |
| $\Sigma_c(2455)^{++}$ | $167.51 \pm 0.01 \pm 0.02$ | $1.84 \pm 0.04^{+0.07}_{-0.20}$ | $2453.97 \pm 0.01 \pm 0.02 \pm 0.14$ |
| $\Sigma_c(2520)^0$ | $231.98 \pm 0.11 \pm 0.04$ | $15.41 \pm 0.41^{+0.20}_{-0.32}$ | $2518.44 \pm 0.11 \pm 0.04 \pm 0.14$ |
| $\Sigma_c(2520)^{++}$ | $231.99 \pm 0.10 \pm 0.02$ | $14.77 \pm 0.25^{+0.18}_{-0.30}$ | $2518.45 \pm 0.10 \pm 0.02 \pm 0.14$ |

VI. RESULTS

Our measurements for the mass differences (with respect to the $\Lambda_c^+$ mass) and the decay widths of the $\Sigma_c(2455)^0/++$ and $\Sigma_c(2520)^0/++$ baryons are summarized in Table II. We also calculate the mass splittings $M_0(\Sigma_c^{++}) - M_0(\Sigma_c^0)$ from $\Delta M_0(\Sigma_c^0)$ and $\Delta M_0(\Sigma_c^{++})$ as $M_0(\Sigma_c(2455)^{++}) - M_0(\Sigma_c(2455)^0) = 0.22 \pm 0.01 \pm 0.01$ MeV/$c^2$ and $M_0(\Sigma_c(2520)^{++}) - M_0(\Sigma_c(2520)^0) = 0.01 \pm 0.15 \pm 0.03$ MeV/$c^2$ where the first error is statistical and the second is systematic. Since the mass splittings are calculated from $\Delta M_0$, most of the systematic uncertainties cancel, such as that from the momentum calibration. These measurements are the most precise to date. The mass splitting $M_0(\Sigma_c(2455)^{++}) - M_0(\Sigma_c(2455)^0)$ is found to be positive as expected by the models [17–23].
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