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Abstract—Building multispeaker neural network-based text-to-speech synthesis systems commonly relies on the availability of large amounts of high quality recordings from each speaker and conditioning the training process on the speaker’s identity or on a learned representation of it. However, when little data is available from each speaker, or the number of speakers is limited, the multispeaker TTS can be hard to train and will result in poor speaker similarity and naturalness.

In order to address this issue, we explore two directions: forcing the network to learn a better speaker identity representation by appending an additional loss term; and augmenting the input data pertaining to each speaker using waveform manipulation methods. We show that both methods are efficient when evaluated with both objective and subjective measures. The additional loss term aids the speaker similarity, while the data augmentation improves the intelligibility of the multispeaker TTS system.

Index Terms—multispeaker text-to-speech synthesis, speaker verification, data augmentation, deep learning, limited training data

I. INTRODUCTION

Following the evolution of fundamental deep neural networks (DNN), the speech synthesis domain achieved results that were previously deemed unimaginable. Text-to-speech (TTS) implementations using recurrent architectures [1, 2], convolutional components [3, 4], transformers [5] or, more recently, the normalizing flow-based concept [6] are currently driving not only the research community, but are also employed within large scale commercial systems. These systems are capable of synthesising speech within the single or multiple speaker identity frameworks.

Multispeaker TTS systems have the advantage of incorporating multiple vocal identities into a single network, and allow the user to select any of these identities without the need to change the model. As a result, the majority of the state-of-the-art synthesis systems also incorporate a multispeaker option. For instance, multispeaker capabilities were appended into two follow-up versions [4, 7] of the Deep Voice system [8]. In [9] Tacotron [1] was extended with a bank of embeddings which learn speaker identities in an unsupervised manner. MultiSpeech [10] is a transformer based multispeaker TTS system derived from [11], [12] extends ClariNet [13] to support multispeaker speech synthesis.

The most common approach for integrating multiple speakers in TTS systems is implemented by implicitly or explicitly learning a set of speaker-dependent representations, also called embeddings. In [14] the authors compare various neural speaker embeddings and report that learnable dictionary encodings improve the speaker similarity for zero-shot speaker adaptation. [15] presents speaker, language and stress/tone embeddings used for TTS that can synthesize speech in multiple speaker identities and languages. Other techniques employ transfer learning methods to benefit from other speech processing applications, such as speaker verification [16] or speech recognition [17].

Yet, building multispeaker models requires large amounts of high quality speech recordings. When data is not readily available, data augmentation methods have been applied to overcome this barrier. In [18] augmentation methods such as frequency warping, duration and loudness control are used for producing additional speaker data. In [19], TTS systems are trained with data obtained through voice conversion mechanisms. Artificial speaker data and low-quality data usage is experimented within [20] and the authors report improvements on the synthetic speech’s naturalness.

One way to alleviate the task of learning speaker-dependent embeddings, as well as the lack of sufficient speaker data is to use a speaker verification (SV) network. [21] examines whether the multispeaker TTS system can improve learning embeddings for the task of speaker verification, while [16] uses the speaker verification system to learn speaker embeddings used to condition the synthesised speech for different speakers. In [22] the authors present a model that uses a speaker verification component to enforce the learning of speaker identities.

Considering the different methods of encoding speaker identities in multispeaker TTS, in this work we propose to enhance the learning of vocal identities by using speaker verification derived metrics and speaker augmented data within the training process. Our work was developed in parallel and shares similarities with [22] in the sense that the feedback of the verification network is incorporated into the model within the loss function. However, the differences are twofold: firstly, we optimize both with cosine similarity and equal error rates calculated by the speaker verification model; secondly, we apply speaker augmentation methods and measure the effect of adding artificially produced data to the training dataset.
II. Method overview

The main objective of our study is to improve the speaker identity learning process in multispeaker TTS systems when a limited amount of speaker data is available. In order to achieve this, two scenarios are explored: (i) adding an additional loss term obtained from a pre-trained speaker verification network, and (ii) augmenting the data pertaining to each speaker through waveform manipulation methods. The starting point for all the experiments is a text-to-speech synthesis system based on a convolutional architecture with guided attention [3]. The original model does not include speaker identity conditioning, and therefore its architecture was modified to incorporate a learned speaker embedding representation across all of its information channels (see Figure 1). As a preliminary step for all the speaker similarity improvement methods, the original architecture, not conditioned on the speaker identity, was pre-trained with all the available data. The pre-training provides a stable uniform initialisation for the succeeding experiments.

In the first speaker similarity improvement scenario we rely on the information provided by a pre-trained speaker verification (SV) system. The speaker embeddings generated by the SV network from the synthesised output and the embeddings extracted from natural samples are evaluated using the cosine similarity (CS) function or the equal error rate (EER) measure. The CS value is equal to the batch average of the cosine similarity of the synthesised output with respect to its corresponding natural sample. For EER, depending on the training batch’s speaker identities content, a list of random natural utterances are selected and compared with the synthesised output. These speaker verification-based metrics are sequentially appended as additional weighted terms to the overall loss function of the TTS system, and referred to as $l_{SV}$. The resulting loss function of the TTS system is presented in Eq. 1, $\alpha$, $\beta$ and $\gamma$ were empirically determined during the experiments. An overview of the loss modification process is shown in Figure 1.

$$L = \alpha l_{11} + \beta l_{attention} + \gamma l_{SV}$$ (1)

As a result, we obtain a first set of systems for comparison: the baseline system conditioned on the speaker id (B); the baseline system trained with an additional loss term calculated with cosine similarity for the speaker embedding (B+CS); and the baseline system trained with an additional loss term calculated from the EER of the SV network (B+E).

The other improvement scenario relies on the use of basic waveform manipulation methods to augment the data available for each speaker in the training set. The first method is inspired by [20] and uses basic waveform resampling to modify the overall duration of the utterance. In the second method, we employed the Pitch Synchronous Overlap and Add (PSOLA) [23] algorithm—commonly used in unit selection concatenative speech synthesis—to manipulate the duration and pitch of each of the speakers’ utterances. As opposed to the simple waveform resampling, PSOLA takes into account the pitch periods and thus yields, to a certain extent, a more natural output. By adding $l_{SV}$ to the TTS system, our main goal was to shift the learning process more towards the speaker identity, even if this meant that it could potentially alter the intelligibility or naturalness of the synthesised speech. The data augmentation methods were combined with the previous loss term computation strategies and yielded additional systems’ comparisons.

III. Evaluation

A. Training data and speaker data augmentation

The training data for our systems consists of the SWARA Romanian multispeaker parallel corpus [24]. It includes 18 speakers: 10 female and 8 male voices, with the number of utterances per speaker being between 1000 and 1500. The data is sampled at 48kHz with 16 bps and was resampled at 16kHz to make the training process faster. The entire SWARA corpus was used to train the speaker verification network on which the additional loss terms are computed.

For the multispeaker TTS systems’ training we first selected 3 subsets from the corpus corresponding to various amounts of data for each speaker: ALL, RND1 and RND1-100. A detailed description of these subsets is shown in Table I. In the smaller subsets, parallel utterances were selected for all speakers such that their content does not influence the training and evaluation.

With respect to the data augmentation process, the waveform resampling was performed with the SoX tool, as in [20]. The different resampling ratios are shown in Table II and the system is referred to as RND1-100-UP-DOWN. The PSOLA-based waveform manipulation used the Pytsmod tool [2]. Three separate modification sets were created: one through duration changes (RND1-100-PSOLA-DUR), another one by warping the $F_0$ values (RND1-100-PSOLA-P0), and the last one by modifying both the duration and the $F_0$ values (RND1-100-PSOLA-MIX). Because there is no guarantee
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1. [http://sox.sourceforge.net/](http://sox.sourceforge.net/)
2. [https://pypi.org/project/pytsmod/](https://pypi.org/project/pytsmod/)
that the PSOLA modifications do not alter the speaker identity, we used a speaker verification network trained on the VoxCeleb2 dataset\textsuperscript{25} to extract the speaker embedding vectors from all the natural and modified speech samples. A t-Distributed Stochastic Neighbour Embedding (t-SNE)\textsuperscript{26} visualisation for a subset of them is shown in Figure\textsuperscript{2}. It can be noticed that the samples with the modified duration are closer to the natural ones, as opposed to the samples where the $F_0$ is modified. Using the t-SNE representations, in all three modifications set mentioned above, for each natural sample we selected the 4 closest modified samples in terms of Euclidean distance. This ensured that the number of samples available for each speaker in the RND1–100 scenario is equal to the one in the RND1 scenario, and their results can be directly compared.

### B. Objective evaluation

The starting point TTS system is based on a single speaker implementation\textsuperscript{4} of\textsuperscript{3} extended to a multispeaker scenario following ideas from a different implementation of the same tool\textsuperscript{5}. The TTS network without conditioning on the speaker identity was first pre-trained over 600 epochs. Using the learned weights for initialisation, all the evaluated synthesis systems (B, B+CS, B+E) with the various data selection criteria were trained up to 1000 epochs. One exception was the RND1–100 system trained over 5000 epochs so as to address the fewer training samples.

The speaker verification network followed the implementation of\textsuperscript{27,5} used only the SWARA corpus for training and was appended to the TTS system architecture (see Figure\textsuperscript{1}). The output of the multispeaker TTS systems was evaluated both objectively, in terms of word error rate (WER) and equal error rate (EER), as well as subjectively through listening tests.\textsuperscript{4} The WER should estimate the intelligibility of the system and was computed using a general purpose high-quality automatic speech recognition (ASR) system in Romanian\textsuperscript{28}. The ASR's WER over the natural samples was 7.43%. Given a well trained SV network, the EER should be able to measure the objective speaker similarity of the synthetic output with respect to the natural samples. Therefore we used a speaker verification network trained on a large corpora--not including SWARA--and published by the authors of\textsuperscript{27}. This external SV network ensured that there is no bias or overfitting of the network for the speakers available in the training data. The SV network evaluation over natural samples from each speaker resulted in an EER value of 4%.

From each multispeaker TTS system 8 samples were generated for each of the 18 speakers available in SWARA, using the Griffin-Lim vocoder\textsuperscript{29}. The lexical content was the same across all systems and speakers. The resulting 144 samples were then transcribed with the Romanian ASR tool and the WER was computed against the ground truth transcripts. In the EER evaluation, the same 144 synthesised utterances were paired with natural samples pertaining to the same or to a random different speaker identity resulting in 288 pairs. The WER and EER values for the evaluated systems are summarized in Table\textsuperscript{I}. Given the higher values of the baseline systems
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### Table I

| Data subset ID | Description |
|---------------|-------------|
| ALL           | (21h:34m) 1000-1500 utterances selected from each speaker |
| RND1 (10h:45m) | 500 utterances selected from each speaker |
| RND1-100 (2h:24m) | 100 utterances selected from each speaker |
| RND1-100-UP-DOWN (12h:01m) | 100 utterances selected from each speaker; each utterance resampled at 0.95, 0.975, 1.025 and 1.05 ratios, resulting in 500 utterances per speaker |
| RND1-100-PSOLA-DUR (12h:35m) | 100 utterances selected from each speaker; for each utterance from a number of 7 time domain augmented files (with ratios 0.85, 0.90, 0.95, 1.05, 1.10, 1.15, 1.20) the best 4 selected, resulting in 500 utterances per speaker |
| RND1-100-PSOLA-F0 (12h:31m) | 100 utterances selected from each speaker; for each utterance from a number of 7 frequency domain augmented files (with ratios 0.70, 0.80, 0.90, 1.05, 1.10, 1.20, 1.50) the best 4 selected, resulting in 500 utterances per speaker |
| RND1-100-PSOLA-MIX (12h:45m) | 100 utterances selected from each speaker; each utterance's duration modified by 1.3 and 0.8, and $F_0$ by 0.8, 1.2, resulting in 500 utterances per speaker |

---

### Table II

| WER [%] | EER [%] |
|---------|---------|
| ALL     | B B+CS B+E |
| RND1    | 9.99 8.67 9.86 | 4.86 4.00 4.66 |
| RND1-100 | 11.15 10.21 13.26 | 5.55 5.33 5.33 |
| RND1-100-UP-DOWN | 12.42 - - | 8.66 - - |
| RND1-100-PSOLA-F0 | 14.04 15.75 14.18 | 8.66 10.66 11.33 |
| RND1-100-PSOLA-DUR | 11.84 13.62 10.32 | 8.33 6.25 10.00 |
| RND1-100-PSOLA-MIX | 10.05 - 16.00 | 9.72 - 6.94 |

---

\textsuperscript{4}https://github.com/CSTR-Edinburgh/ophelia

\textsuperscript{5}https://github.com/CSTR-Edinburgh/ophelia

\textsuperscript{6}https://github.com/tugstugi/pytorch-dc-tts

\textsuperscript{7}https://github.com/clovaai/voxceleb

\textsuperscript{8}https://github.com/CSTR-Edinburgh/ophelia

\textsuperscript{9}https://github.com/clovaai/voxceleb_trainer

\textsuperscript{10}Audio samples for the presented systems and samples generated with data augmentation methods are available at: https://speech.uctuj.ro/multispeaker_tts/
the evaluation SV network for the systems trained with all the available speaker data (ALL) while adding each additional loss term (CS or E). The results are shown in Figure 3. We can observe that in the case of the baseline system, speakers SGS and MAR have samples that are further apart in the embedding space, and the distance between these is smaller in case of the B+CS and B+E systems. While for the DDM speaker, the additional terms spread the embeddings through the space. This means that the behaviour of the TTS network favours some of the speakers, while neglecting or averaging the other’s characteristics. Further on, we looked at the average EERs for each speaker in the training set over all systems and plotted the violin representations of these values in Figure 4. As it can be easily noticed, there is a clear difference between the learned identities across the speakers. For example TSS and HTM commonly achieve EERs above 25%, while speakers SAM, PMM or MAR have EERs closer to 0%. We should mention the fact that within this ordering or the t-SNE plots above, there is no definite distinction between the male and female speakers. However this type of ordering and visualisation could provide a more reliable means to select a suitable subset of speaker identities for a multispeaker TTS system.

C. Subjective evaluation

As the objective evaluation of the TTS systems cannot truly reflect the human perception, we also employed a listening test evaluation for a subset of the trained systems. A Multi
Stimulus test with Hidden Reference and Anchor (MuSHRA) method was used to collect the subjective evaluations from 27 native listeners. No lower anchor was used in the test set. Naturalness and speaker similarity results are shown in Figure 3. It can be noticed that although the differences are rather small, the ordering of the systems and improvement methods obtained in the objective evaluation holds true within the listening test as well. This is one additional result supporting the use of high-quality ASR and SV systems in the evaluation of TTS systems’ output.

IV. CONCLUSIONS

In this paper we proposed two methods to improve the learning of speaker identities in multispeaker text-to-speech systems. The first one was based on using additional loss terms based on the embedding obtained by a speaker verification network trained on the same data as the TTS system. The second one employed waveform level manipulation methods to augment the available data pertaining to each speaker within the training set. Objective and subjective results showed that the data augmentation can in some cases reduce the required amount of training data to a fifth of the original size, and that the cosine similarity measure increases the intelligibility and speaker similarity of the synthetic output irrespective of the amount of training data available for each speaker. One additional result was the different performance of the TTS system and the improvement methods across the speakers. This leaves space for exploring speaker-dependent training strategies in multispeaker TTS systems.
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