Pore network modeling (PNM) has been widely investigated in the study of multiphase transport in porous media due to its high computational efficiency. The advantage of PNM is achieved in part at the cost of using simplified geometrical elements. Therefore, the validation of pore network modeling needs further verification. A Shan-Chen (SC) multiphase lattice Boltzmann model (LBM) was used to simulate the multiphase flow and provided as the benchmark. PNM using different definitions of throat radius was performed and compared. The results showed that the capillary pressure and saturation curves agreed well when throat radius was calculated using the area-equivalent radius. The discrepancy of predicted phase occupations from different methods was compared in slice images and the reason can be attributed to the capillary pressure gradients demonstrated in LBM. Finally, the relative permeability was also predicted using PNM and provided acceptable predictions when compared with the results using single-phase LBM.

Porous media play a critical role in many engineering applications, such as the gas diffusion layer, micro porous layer, and other porous components (i.e., catalyst support layer) applied in fuel cells. The understanding of two-phase transport behavior in porous media is essential for the improvement of their performances. The mass transport in porous media depends on many factors. Besides the fluid properties (i.e., density, viscosity, capillarity, gravity), the structure of the pore space, with important characterizing parameters such as the porosity, the distribution of pore size, and the spatial connectivity of pore space also show significant impacts.

Recent advances in material imaging, for example, Micro-CT, and the increase of computational power allow direct analysis of the two-phase transport using image-based methods. One of the popular analysis methods is the multiphase lattice-Boltzmann method (LBM), which is numerically solved based on the lattice and therefore coupled with 3D images naturally. Several multiphase LB models have been proposed in the past decades, such as the pseudo-potential model, the free energy model, and the color gradient model. Among these models, the pseudo-potential model introduces a pseudopotential to account for particle interactions and has been widely used for its simplicity. The defect of LBM, and multi-phase LBM especially, is that it can only reflect limited pore scale volume due to considerable computation expense. However, it is still invaluable in providing faithful and precise predictions of the distributions of two immiscible fluids in porous media.

Pore network modeling is an attractive alternative for flow modeling, which is mostly composed of simplified spherical pore cells and tubular throats. The flow properties can then be straight predicted from cylindrical capillaries. More realistic pore and throat representations using triangular or square also appear which allow for the modeling of wetting-phase trapping in corners, and the shape of pore and throat is further described in terms of a dimensionless parameter named shape factor. Moreover, the effective radius which equals the radius of circle with the same cross section area was also proposed for throat shape characterization. In a word, PNM is an efficient tool which is less rigorous than LBM but can provide an understanding of the relation between pore scale characteristics and engineering scale properties. However, the impacts of using different throat characterization methods on the predicted results are seldom investigated.

The accuracy of predicted results using PNM is commonly evaluated by comparison with experimental observations. Generally, the experiments can provide valuable insight into liquid water distribution.
but requires advanced facilities and sophisticated skills in the design of the experiments and hence cannot be broadly accessed. On the other hand, numerical investigations, such as LBM can provide faithful results with proper parameter settings and provide as the benchmark for comparison. However, to the best of our knowledge, detailed comparisons between LBM and PNM is scarcely reported.

The aim of this work is thus to evaluate the accuracy of PNM using different definitions of throat radius by benchmarking it with LBM simulated results in terms of predicted two-phase flow transport properties. We chose porous metal fibrous sintered sheet (PMFSS), a promising non-woven fibrous porous media successfully applied in fuel cells as the catalyst support layer for this study. The different approaches were evaluated with respect to their predicted relationships between saturation and capillary pressures, their phase distributions at certain saturation, and the relative permeabilities.

Methodology

Stochastic reconstruction of PMFSS. A methodology for the fully customizable generation of realistic virtual nonwoven is of critical importance for its optimization design. In this work, the 3D models of PMFSS are reconstructed with controllable geometric properties including porosity, fiber aspect radio (length vs. diameter), fiber orientation, curvature, pore size distributions, and degree of fiber overlapping based on morphological properties extracted from realistic PMFSS. The details of the reconstruction procedure are elaborated in our recent work. Briefly, the reconstruction processes can be divided into three steps: (1) generation of curved single fiber using morphological data from 3D micro-CT images of realistic PMFSS; (2) construction of prime fiber system as accumulations of single fibers; (3) conversion from arbitrary overlapping into non-overlapping fiber system via ball-chain simulation. Figure 1 shows the reconstructed 80% porosity PMFSS model with the physical size of 8 × 8 × 2.2 mm investigated in this work. The tube-like fiber diameter is about 0.1 mm. It shows that our reconstructed stochastic model (Fig. 1a) is very similar to the photo of realistic PMFSS (Fig. 1b). To facilitate LBM and PNM, the model is constructed as 3d images with a pixel resolution of 400 × 400 × 110 (x × y × z). It’s verified that to obtain statistically valid results, the representative elementary volume (REV) required for single phase permeability simulation in PMFSS is about 1 mm in each dimension. The model size in this work is much bigger and therefore should meet the statistically valid criteria.

Shan-and-Chen (SC) pseudo-potential multi-phase model. Model description. We employed the SCLBM model in three dimensions for a multicomponent multiphase system. SC multicomponent LBM model is extended from the classical single component LB model by introducing distribution functions, with each one denoting the number density of one component at each lattice node. The distribution function is:

\[ f_i^k(x + e_i \Delta t, t + \Delta t) - f_i^k(x, t) = \frac{\Delta t}{\varepsilon} \left[ f_i^k(\text{eq}) (x, t) - f_i^k(x, t) \right], \]  

where \( f_i^k(x, t) \) is the distribution function in the \( i \)th velocity direction of the \( k \)th component, \( e_i \) is a lattice velocity vector, \( \varepsilon \) is the relaxation time of the \( k \)th component, which determines how quickly the system evolves to equilibrium, \( \varepsilon \) was empirically set to 1. The right-hand of Eq. (1) represents the collision term, using the so-called BGK (Bhatnagar-Gross-Krook), or the single time relaxation approximation, the equilibrium distribution function \( f_i^k(\text{eq}) (x, t) \) is defined as the following form (Eq. 2) for the purpose of recovering the Navier–Stokes equation for each component:
for the D3Q19 model, the discrete velocities are given by

\[ e_i = \begin{cases} (0,0,0), & i = 0 \\ (\pm 1,0,0)_c, (0,\pm 1,0)_c, (0,0,\pm 1)_c, & i = 1, \ldots, 6 \\ (\pm 1,\pm 1,0)_c, (\pm 1,0,\pm 1)_c, (0,\pm 1,\pm 1)_c, & i = 7, \ldots, 18 \end{cases} \]

\[ w_i = \begin{cases} \frac{1}{\sqrt{3}}, & i = 0 \\ \frac{1}{\sqrt{3}}, & i = 1, 2, \ldots, 6 \\ \frac{1}{\sqrt{2}}, & i = 7, 8, \ldots, 18. \end{cases} \]

where \( c = \sqrt{15}, \) \( c = \Delta x / \Delta t \) is the ratio of lattice spacing \( \Delta x \) and time step \( \Delta t \). Both of \( \Delta x \) and \( \Delta t \) equals 1 in this work. \( \rho_k \) is the density of \( k \)th component, and can be obtained as: \( \rho_k = \sum_i \rho_i \).

\( u_i^{eq} \) is the equilibrium velocity which is:

\[ u_i^{eq} = u' + \frac{\tau_k F_k}{\rho_k}, \tag{3} \]

where \( u' \) is the common velocity which is calculated as

\[ u' = \frac{\sum_k \left( \sum_i \frac{\rho_i F_i}{\rho_k} \right)}{\sum_k \frac{\rho_k}{\tau_k}}. \tag{4} \]

In Eq. (3), \( F_k = F_{ik} \), \( F_{adikk} \) is the total interaction force on the \( k \)th component, including fluid–fluid cohesion \( F_{ik} \) and fluid–solid adhesion \( F_{adikk} \):

\[ F_{ik}(x, t) = -G_c \rho_k(x, t) \sum_i w_i \rho_i(x + e_i, \Delta t, t)e_i, \tag{5} \]

where \( G_c \) is a parameter that controls the strength of the cohesive force between components \( k \) and \( \bar{k} \).

\[ F_{adikk}(x, t) = -G_{adikk} \rho_k(x, t) \sum_i w_i \rho_i(x + e_i, \Delta t, t)e_i. \tag{6} \]

Similar to the fluid cohesion parameter, \( G_{adikk} \) controls the strength of the interaction between component \( k \) and the solid. \( s \) is an indicator function which equals to 1 for a solid node or 0 for a fluid node.

**Parameter determination and model validation.** Before investigating the physical property using the SC model, the non-dimensional parameters, involving fluid–fluid and fluid–solid interaction coefficients should be calibrated. For this purpose, two numerical experiments, named bubble test and flow through capillary tube were conducted.

**Bubble test.** Test was conducted for 3D bubbles. The domain size was 51 × 51 × 51 lattice units with initial spherical bubbles of various radius. The initial density value of fluid-1 (\( \rho_1 \)) equals 8 inside the bubble and 0.014 outside the bubble, while the initial density value of fluid-2 (\( \rho_2 \)) equals 0.014 inside the bubble and 8 outside the bubble. Fluid-1 refers to the non-wetting phase (NWP) and fluid-2 refers to the wetting phase (WP) respectively and this convention is used in the rest of this work. Periodic boundary conditions are applied in all the six borders. In the SC model, the miscible/immiscible behavior of two components depends on the cohesion strength and density value. We set \( G_c = 0.25 \), which shows good component separation with sharp interface between the two components and numerical stability. This value is in ranges of other Refs. 23,24, where \( G_c (1 + a) \) is close to 2.0. The main defect of SC LBM is that the interface between two fluid is several lattice units in thickness. Hence, we considered a lattice node is occupied by one fluid if its density is larger than half of its maximal value 25.

The simulation results were evaluated against Laplace’s law (Eq. 7), which indicates that the surface tension \( \gamma \) is determined by the NWP bubble of radius \( R \) and pressure difference \( \Delta p \) between the interface.

\[ \Delta p = \frac{2 \gamma}{R}. \tag{7} \]

The pressure \( p \) can be determined from densities as 26

\[ p(x) = \frac{1}{3} \left( \rho_1(x) + \rho_2(x) \right) + G_c \rho_1(x) \rho_2(x)/6. \tag{8} \]

Figure 2 plots the relationship between pressure difference \( \Delta p \) and reciprocal of the bubble radius, which agrees well with Laplace’s law. The linear fitting result is 0.89, which is the lattice surface tension.
Flow through capillary tube. To investigate primary drainage process of NWP in the initially WP filled 3D tube, a 3D channel with circular cross-section of the radius of 8 lattices and length of 20 lattices is generated, with 3 additional layers of lattices of NWP and WP reservoirs at the inlet and outlet, respectively. Pressure boundary conditions are applied between inlet and outlet, while bounce back boundary condition is applied for cylindrical walls. The invasion process was then conducted by incrementally increase the inlet pressure while keeping the pressure in outlet unchanged. According to Ref. 23, the contact angle $\theta$ can be evaluated as:

$$
\cos \theta = \frac{G_{ads,2} - G_{ads,1}}{G_c \rho_1 - \rho_2}.
$$

Therefore, to ensure the invasion NWP is extremely hydrophobic (0 contact angle), as identical to the condition assumed in pore network modeling, in this work, we set $G_{ads,2} = -G_{ads,1} = 0.5$ according to Eq. (9). Figure 3 shows the simulated capillary pressure versus the NWP saturation curve for the capillary tube with a zero contact angle. The analytical entry capillary pressure of circular cross section tube can be obtained using Laplace’s law (Eq. 7). Good agreement was obtained between the simulated and analytical NWP entry pressure, which is the minimal pressure to drive the flow in the tube channel. The insert of Fig. 3 shows the shape and location of NWP and WP interface at 49% NWP saturation. The spherical convex curvature of the interface indicates a strong hydrophobic property.

**Conversion from lattice unit to physical unit.** The transformation into the physical unit is a key step for comparison. The physical capillary pressure can be converted from the lattice unit using the following equation:

$$
P_{c,p} = \frac{\gamma_p P_{c,L}}{\gamma_L h_p},
$$

where $P_{c,p}$ and $P_{c,L}$ are the physical and lattice capillary pressure, respectively. $\gamma_p$ and $\gamma_L$ are the physical and lattice surface tension, respectively. $h_p$ is the resolution of the lattice. All these required parameters can be accessed directly or through bobble test.

**Implementation of the LB pressure–saturation in stochastic PMFSS.** After validation of parameters, the simulation of two-phase LBM can be performed. Before that, the available computing resources should be considered. Since two-phase LBM is high time expensive, the 3D image size was reduced by doubling the node size. For 3D image, that means the number of nodes is reduced by a factor of 8 ($2 \times 2 \times 2$). This leads to the reduced 3D image of $200 \times 200 \times 55$ pixel resolution. For NWP penetration simulation, a layer of solid wall in the 4 lateral sides parallel to the flow direction (z-axis), and buffers as 3 layers of filled NWP and WP at the inlet and outlet boundaries, respectively, were added additionally to the simulation domain. Eventually, the volume size of the simulation domain reaches $202 \times 202 \times 61$, and the resolution of the lattice node (pixel) is 40 μm.

To obtain a pressure–saturation relationship, a group of pressure gradients was imposed between the top and bottom boundaries. The nodes at the interface of solid and void are applied with bounce back boundary conditions. Eight single step primary drainage points were performed using pressure boundary conditions. More
specifically, at the inlet boundary, the 3 layers of filled NWP were initialed using NWP with increasing lattice densities of 8.25, 8.5, 8.75, 9.0, 9.125, 9.25, 9.5, and 9.75 and WP with a density of 0.014. The rest of the simulation domain, except the solid phase (fibers and 4 lateral walls), is set using densities of 0.014 and 8 for NWP and WP, respectively. This parameter sets result in physical pressure gradients of 173, 347, 520, 694, 781, 867, 1041, and 1215 Pa according to Eqs. (8) and (10). The saturation data can be evaluated as the ratio of node numbers between NWP and that of total void phase.

To evaluate the required iterations of simulations to reach steady state, all simulations were performed with data (density and velocity of each component) recorded at fixed step intervals. As shown in Fig. 4, we detected that for high saturation the equilibrium reaches slower. Despite this issue, the saturation increases slowly after 1.5e5 iterations. Therefore, although there is no strict criterion to determine equilibrium, the saturation results should be acceptable at 2e5 iteration.
PNM. We use a maximal-ball labeled watershed method to extract PNM from the reconstructed 3D virtual nonwoven images (400 × 400 × 110 pixels). Figure 5 shows the extracted pore network from 3D virtual image identical to the one shown in Fig. 1. It shows that the pore space is divided into pore cells (red balls) connected by narrower throats (blue cylinders). The two-phase transport properties, involving water–air interface propagation driven by capillary pressure and relative permeability at various NWP saturations are then performed according to the invasion percolation theory. Details about pore network extraction and simulation are described in our recent work. It’s notable that the lateral of the model is sealed as solid wall boundary in LBM. Therefore, to ensure the identical boundary settings, the distance values of pixels on the six boundaries except solid elements are initialed as a half pixel value.

Characterization of throat radius. Effective radius considering impact of shape factor. The primary drainage process is driven by capillary pressure. NWP invades the WP filled pore space gradually by occupying pore cells one after another, choosing the pore cell connected to the NWP filled regions connected with the throat of the lowest capillary pressures. According to Laplace’s law (Eq. (7)). The invasion critical capillary pressure is determined by throat radius. Only a very small fraction of network elements will have a circular cross-section, where the throat radius can be accurately evaluated using radius of the inscribed maximal ball. For throat with an irregular shape, the capillary entry pressure can be evaluated using the Mayer & Stowe and Princen (MS-P) method, the details of the calculations are given in Refs. 12, 27:

\[
\Delta p = \frac{\gamma \cos \theta (1 + 2\sqrt{\pi G})}{R F_d(\theta, G)}, \tag{11}
\]

where the definitions of parameters \(\gamma\), \(\theta\) are as same as in Eq. (7). \(R\) is the radius of the inscribed circle, which can be evaluated using the maximal distance value in the throat cross section. \(\theta\) is the contact angle, which equals 0 in our case. \(F_d\) is a function depended on \(\theta\) and \(G\). According to Ref. 27, \(F_d=1\) when \(\theta=0^\circ\). \(G\) is the shape factor, which is a dimensionless term to describe the irregularity of geometrical shape. Parameter \(G\) is usually defined as:

\[
G = \frac{A}{S^2}, \tag{12}
\]

where \(A\) is the area of cross section, \(S\) is the corresponding perimeter length. \(A\) could be evaluated using pixel numbers in the throat cross section. However, perimeter \(S\) is not easily obtained because of the difficulty in identification of throat boundary pixels. Therefore, instead of Eq. (12), we use another evaluation proposed in Ref.28:

\[
G = \frac{R^2}{4A}. \tag{13}
\]

Finally, via comparison of Eqs. (7) and (11), we can define an effective throat radius \(R_{ef}\) of Eq. (7) considering the effect of shape factor \(G\):

\[
R_{ef} = \frac{2R}{1 + 2\sqrt{\pi G}}. \tag{14}
\]
Area-equivalent radius. The deviation of capillary pressure evaluation using Eq. (7) directly in realistic geometry is also remedied by using an alternative means of calculation of the throat size, named equivalent diameter\textsuperscript{15}, which equals the diameter of a circle with the same area $A$ of the throat cross section, the equivalent radius accordingly is:

$$R_{area} = \sqrt{\frac{A}{\pi}}. \quad (15)$$

Figure 6 shows three distributions of throat radius using inscribed maximal ball, effective radius impacted by shape factor, and area-equivalent radius. It reflects that the distributions shift right one by one from inscribed radius, shape factor radius to area-equivalent radius. This impact is also reflected in the capillary pressure and saturation relationship.

Results

Pressure–saturation relationship. Capillary pressure–saturation curves are commonly used to characterize two-phase transport in porous media. The SCLBM pressure–saturation profiles along with results from PNM using different definitions of throat radius appear in Fig. 7. All simulations are performed with 0 contact angle assumptions. It can be seen from the comparison that the predicted curves are similar to each other in magnitude, shape and trend. The increase of throat radius as demonstrated in Fig. 6 results in the decrease of the breakthrough capillary pressure to obtain a given saturation, which leads to the left shift of curves with little change in the shape or slope of the curves. The curve predicted by area-equivalent radius shows excellent agreement with the SCLBM data. The good agreement between using area-equivalent radius and experimental results were also observed for similar fibrous media\textsuperscript{15}.

Although experimental observation of PMFSS is not currently available. An analogy with the experimental measurement of a commonly explored fibrous porous media, gas diffuse layer (GDL), as reported in Ref.\textsuperscript{16}, can still be made. The GDL material in Ref.\textsuperscript{16} is of similar porosity (79%), hydrophobic after teflon treatment, but of different length scales (fiber diameter of GDL is about 7 μm rather than 100 μm of PMFSS). Nevertheless, the impact caused by scale difference can be remedied considering the Young–Laplace law (Eq. 7), where the pressure is assumed to be inversely proportional to the radius of two-phase interface. Therefore, the experimental pressure value of PMFSS at certain saturation can be approximately estimated by reducing the pressure value in Ref.\textsuperscript{16} by a factor of 14 (100/7 = 14). Specifically, the capillary pressure is about 7000 Pa at 10% water (as NWP) saturation in Fig. 12 in Ref.\textsuperscript{16}. Accordingly, the capillary pressure is about 500 Pa at 10% NWP saturation of PMFSS, which can be detected to be in good agreement with our numerical predictions as shown in Fig. 7.

Noted that the above mentioned three types of throat radius are proposed just considering the geometrical shape of the throat cross section, despite the simplicity and accuracy of using area-equivalent radius for predicting the pressure–saturation relationship, its physical validity needs further verification. Instead, the so called CFD radius, which is defined as the radius of a tube of circular cross section that has the same resistance to the parallel flow through the throat cross section, is more physically reliable and now drawing attention\textsuperscript{29}. However, it’s trickier as it requires one to perform a numerical solution of parallel flow through the throat cross section, and therefore is not explored in our current work.
Comparison of NWP distributions of SCLBM and PNM. The advantage of computational simulation in comparison to experimental testing is the facility of observing the local phase distributions. The NWP distributions simulated by SCLBM and PNM are compared. The top row of Fig. 8 shows the reconstructed NWP distributions at 60% NWP saturation using SCLBM, PNMs with throat characterized using inscribed circles, area-equivalent radius, and shaped factor impacted radius, respectively. The 3D reconstructed geometries of NWP from the simulation of PNMs demonstrated acceptable matches with SCLBM result. The degree of agreement between PNM and SCLBM is further presented by node occupation in chosen slices, with the red nodes denoting the matched predictions of PNM and SCLBM, the green nodes denoting PNM only predictions, and the blue nodes denoting SCLBM only results. It can be seen from the comparison that the overall agreement is acceptable with matched nodes showing the major occupation, and the locations of NWP occupied nodes predicted by different methods are close. The major deviation appears near the outlet where more PNM only occupation occurs, on the contrary, more SCLBM only occupation appears at slices closer to the inlet. This deviation can be explained in terms of the pressure field. Despite pressure field with gradient distributions can be predicted by both methods, in PNM, at the pore scale, individual pore cell is assigned with one pressure value, all throats connected to the pore cell will have equal opportunity of being invaded if their entry capillary values are close. However, the pressure gradient property is identical in all scales in the SCLBM simulation, it will lead to the priority of invading of nearby regions closer to the inlet where capillary pressure values are higher and result in the saturation gradient along the flow direction using SCLBM\(^{30,31}\). To further investigate the gradient pressure in the SCLBM, a cross section image of the capillary pressure field in range from 0 to 800 Pa of NWP at 60% saturation is shown in Fig. 9. It's notable that the pressure values are calculated from density values (Eq. 8), therefore 2–3 layers of pressure values close to the two-phase interface are incorrect. Despite these artificial data, the gradient distribution of capillary pressure can still be obviously detected along the percolation direction. On the other hand, unlike the assumption of instant occupation of an invaded pore cell in PNM, physically, the invasion of pore element occurs gradually as reflected in LBM. Thus, a convex interface will generate at a pore element towards the percolation direction before reaching its entry capillary pressure. This will also contribute to the SCLBM only occupation near the inlet boundary.

Relative permeability. The relative permeability was not accessed directly from SCLBM since the spurious velocity near the interface and thus leads to the inaccuracy of flux evaluation at the inlet and outlet boundaries\(^{31}\). Thus, we use a single-phase LBM described in Ref.\(^{16}\) to predict the relative permeabilities. Specifically, the absolute permeability is obtained through single-phase LBM simulation. Then, to access the relative permeability of NWP at certain saturation levels, the NWP distribution is firstly obtained through SCLBM. After that, the nodes occupied by NWP is considered as flow channel, and the single-phase LBM is performed in the channel. The relative permeability of the NWP can be obtained by calculating the ratio between this permeability and the absolute one. The WP permeability can be accessed similarly by treating WP occupied nodes as solid additionally while only the WP occupied nodes forming the flow channel. Figure 10 shows the 3D velocity field of NWP at 60% NWP saturation using LBM. The streamlines with the color map of the flow rate magnitude indicate a significantly tortuous flow pathway of the NWP occupied pores. The highest flow rate occurs at the top (outlet) surface where the bottleneck of the flow pathway is located. Noted that the flow rate only exists when the saturation of the relative phase is higher than the breakthrough saturation (about 20% as shown in Fig. 11 in our case) when the flow path connecting the inlet and outlet occurs.
A comparison of the PNW relative permeability and the results obtained with LBM is presented in Fig. 11. The curves of relative permeability are close for PNM using different definitions of throat radius. The PNW relative permeability shows good agreement between the PNM and LBM, while the LBM predicts lower WP relative permeability. This deviation can be explained by the two-phase distribution as can be seen in Fig. 8, where the connected path for WP to pass from inlet to outlet is restricted due to the higher ratio of PNW occupation nodes in SCLBM results and leads to the narrower WP path compared with the PNM results.

**Figure 8.** PNW distribution at 60% saturation of 3D PMFSS. The top row shows the 3D reconstruction of PNW distribution using four different methods. The slice images at different heights (z = 1, 19, 37, 55) in the invasion direction is demonstrated in the below, using different colors to distinguish components (WP: black, fiber: white, PNW predicted by PNM only: green, by PNM and LBM: red, and by LBM only: blue).
Conclusion

In this work the two-phase transport properties, involving capillary pressure and relative permeability in a porous fibrous media, PMFSS, are performed using SCLBM and PNMs with different definitions of throat radius. Numerical calibrations of bobble test and flow in circular cross section capillary tube were performed in advance to obtain lattice surface tension and desired contact angle with proper LBM parameters. The lattice unit was transformed into the physical unit by relating lattice and physical surface tension. The results of SCLBM are provided as benchmark data for comparison. A pore network model generated using the watershed method as discussed in our recent work was applied and the invasion percolation process was conducted based on it. The predicted capillary pressure curves show good agreement in magnitude and trend using different methods. The excellent match was observed when PNM using the area-equivalent radius was performed. The NWP distribution in slices was analyzed, and show a good overall agreement. The discrepancies between the PNM and SCLBM results were discussed, which can be partly attributed to the pressure gradient in SCLBM. Finally, the relative permeability data derived using PNM and SCLBM was compared and show good agreement of the NWP relative permeability. The disagreement in WP relative permeability is explained and in line with the observations in the discrepancies of NWP distributions near the inlet boundary between methods.
Figure 11. Comparison of relative permeability predicted by PNM and LBM.
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