Abstract

The moment-of-fluid (MOF) method is an extension of the volume-of-fluid method with piecewise linear interface construction (VOF-PLIC). By minimizing the least square error of the centroid of the cutting polyhedron, the MOF method reconstructs the linear interface without using any neighboring information. Traditional MOF involves iteration while finding the optimized linear reconstruction. Here, we propose an alternative approach based on a machine learning algorithm: Decision Tree algorithm. A training data set is generated from a list of random cuts of a unit cube by plane. The Decision Tree algorithm extracts the input-output relationship from the training data, so that the resulting function determines the normal vector of the reconstruction plane directly, without any iteration. The present method is tested on a range of popular interface advection test problems. Numerical results show that our approach is much faster than the iteration-based MOF method while provides compatible accuracy with the conventional MOF method.
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1. Introduction

A lot of scientific and engineering problems involve tracking the interface between different materials. Multiple volumes tracking/capturing methods, such as volume-of-
fluid (VOF) method [1, 2, 3], level set method [4, 5, 6], and front tracking method [7, 8] are introduced to describe the motion of the interface explicitly or implicitly. Among those methods, the volume-of-fluid method with piece-wise line interface construction (VOF-PLIC) is one of the most widely used methods in tracking the interface within the Eulerian framework.

In VOF-PLIC method, the material interface of the material is described with the volume fraction. When discretized with 3D rectangular hexahedron, the volume fraction can be expressed as

\[ C_{i,j,k} = \begin{cases} \frac{\int_{\Omega_{i,j,k}} f(x, y, z) \, dx \, dy \, dz}{\Delta x \Delta y \Delta z}, & \text{Interface cell} \\ 1, & \text{Material cell} \\ 0, & \text{Non-material cell} \end{cases} \]  

(1)

Where \( \Omega_{i,j,k} = [x_{i-1/2}, x_{i+1/2}] \times [y_{j-1/2}, y_{j+1/2}] \times [z_{k-1/2}, z_{k+1/2}] \) is cell domain and \( C_{i,j,k} \) is the volume fraction of the color function \( f(x, y, z) \) within the cell domain \( \Omega_{i,j,k} \). Conventional VOF-PLIC method reconstructs the normal vector of the reconstructed interface by using the a stencil that contains the information of the neighboring grids, for example, Parker and Youngs’ algorithm [9], mixed Youngs-centered algorithm (MYC) [10], and the efficient least squares volume-of-fluid interface reconstruction algorithm (ELVIRA) [11]. Although some of the VOF-PLIC reconstruction algorithms are second-order accuracy, when there is not enough information from the neighboring grid, for example, very small scale droplets, VOF-PLIC algorithm may not reconstruct the interface accuracy.

Moment of Fluid (MOF) method [12, 13] provides an alternative way to determine the normal vector. In MOF method, both of centroid \( c = (c_x, c_y, c_z) \) and the volume fraction \( C \) are used to determine the normal vector of the reconstruction plane \( n \cdot x = \alpha \). Without using data from adjacent cells, MOF reconstruction resolves the interface with a smaller minimum scale than the VOF-PLIC algorithm and has been extended from Cartesian grid to multiple frameworks such as adaptive mesh refinement (AMR) [14, 15, 16], arbitrary Lagrangian-Eulerian (ALE) [17, 18]. It is easy to determine the centroid
and volume fraction from the given plane (referred to as forward algorithm $F$)

$$(c, C) = F(n, \alpha).$$

(2)

Unfortunately, find the cutting plane from the centroid and volume fraction (referred to as backward algorithm $G$)

$$(n, \alpha) = G(c, C)$$

(3)

is not as simple as the forward algorithm. Eq. (3) is typically solved with an iteration algorithm that minimizes the $L_2$ norm between the reconstructed centroid and the reference centroid. The iteration algorithm starts with an initial guess of the normal vector. At each of the iteration step, the volume fraction, centroid and the gradient of the objective function are calculated and used to determine the normal vector for the next iteration step. In most of the MOF algorithm, the forward algorithm $F$ in Eq. (2) is solved at every iteration step of backward algorithm $G$.

The original MOF algorithm by Dyadechko and Shashkov [12] is time-consuming because a complex polyhedra intersection algorithm is used as the forward algorithm $F$ to solve Eq. (2), and the forward algorithm $F$ has to been used 5 times at each iteration to determine the gradient of the objective function. Several approaches have been used to accelerate the MOF reconstruction. Jemison et al. [15] proposed a coupled level-set and moment-of-fluid (CLSMOF) by coupling the level set function with MOF. The level set function is used to provide a better initial guess of the normal vector so that the iteration with fewer steps. Chen and Zhang [19] developed an analytic gradient for the objective function of the MOF iteration. By using an analytic gradient form, the number of calling the forward algorithm $F$ reduced from 5 to 1 time at each iteration. The algorithm is found to be 3-4 times faster than the original MOF by Dyadechko and Shashkov [12]. Besides boosting the iteration algorithm, Lemoine et al. [20] made their first attempt to derive an analytic form of that describes Eq. (3) as the minimum distance from the reference centroid to a closed, continuous curve. This is a fully analytic 2D MOF algorithm as a solution to Eq. (3) can be obtained by computing the cubic or quartic roots of polynomials instead of iteration. Unfortunately, this approach cannot be extended to 3D. Milcent and Lemoine [21] proposed an analytic approach to determine the objective function and its gradient instead of the geometrical
approach. Although analytic gradient is much more efficient than the numerical gradient algorithm by Dyadechko and Shashkov [12], Chen and Zhang [19], iteration is still unavoidable while solving Eq. (3).

The machine learning technique provides a new approach to model the non-linear input-output function. It constructs the input-output function by algorithmic learning of essential features in the training data-set, rather than deriving the functional relationship using some physical assumption or analytic relationship. In recent years, machine learning technique has been used in modeling multiphase flow, and has shown its potential in boosting the performance of the numerical simulation. For example, Ma et al. [22, 23] use neural networks algorithm to enclosure the unknown terms in average flow. Qi et al. [24] estimate the curvature of the VOF-PLIC method by using the volume fraction of the surrounding cells. This new approach of estimating curvature has been extended to different frameworks, such as CLSVOF method [25], level-set method [26]. Ataei et al. [27] proposed a model trained from a data-set of PLIC solutions, the result shows that the data-driven approach maintains the accuracy of PLIC method at a fraction of the usual computational cost. A discussion in the context of multi-phase flow and machine learning algorithm can be found in Gibou et al. [28].

In this study, we apply a machine learning algorithm, called Decision Tree (DT) algorithm to model the normal vector of the reconstruction plane from the volume fraction and the centroid in one cell. The new MOF method is called DTMOF (Decision Tree boosted Moment of Fluid). The main objective of our DTMOF method is to build an efficient MOF reconstruction function for practical multi-phase simulation. A synthetics data-set is generated from a list of linear reconstruction data. The resulting functional relationship for MOF reconstruction determines the optimal normal vector directly, without any iteration. The decision tree models the normal vector of the reconstruction plane from the training data. Our DTMOF model is tested with static reconstruction and several advection cases. The layout of the paper is as follows: Section 2 introduces our DTMOF method, The static reconstruction is tested in Section 3 and compared with other machine learning algorithms. Several advection cases are tested in Section 4 and finally the conclusion is drawn in Section 5.

It should note that the run-time ratio and robustness of the method could be implementation-
dependent. Our implementation of the code and test cases are available on our Github repository (https://github.com/zhoutengye/NNMOF). All the cases are done on a workstation with Intel(R) Xeon(R) Platinum 8270 processors with the Intel Fortran compiler 2020 on Linux Mint 19.3.

2. Decision Tree boosted Moment of Fluid Method

2.1. Revisit to Moment-of-fluid reconstruction

In fluid simulation with MOF method, the known reference centroid \( c_{\text{ref}} \) and volume fraction \( C_{\text{ref}} \) may not simultaneously satisfy with a linear cut-off. To keep the volume conservation, the MOF algorithm sacrifices the exact centroid matching and looks for a linear cut-off with the given volume fraction which provides the best approximation to the reference centroid.

The linear cut-off plane in a 3D rectangular hexahedron cell is defined as

\[
B = \{ x \in \mathbb{R}^3 \mid n \cdot (x - x_0) + \alpha = 0 \},
\]

where \( n \) is the normal vector, \( x_0 \) is the reference point of the cell, either the center of the cell or the lower corner of the cell, depending on the computational algorithm. \( \alpha \) is the parameter that represents the distances from the reference point \( x_0 \). The volume fraction of the reconstruction polyhedron \( C_A \) should be equal to the reference volume fraction

\[
|C_{\text{ref}}(n, \alpha) - C_A(n, \alpha)| = 0.
\]

In addition to the constraint on volume fraction, the MOF reconstruction also minimizes error of the centroid

\[
E_{\text{MOF}} = ||c_{\text{ref}} - c_A(n, \alpha)||_2.
\]

The normal vector can either be represented with the vector form \( n = (n_x, n_y, n_z) \) or spherical coordinate form \( \Phi = (\phi, \theta) \). The conversion between the two forms are

\[
n(\phi, \theta) = \begin{pmatrix}
\sin(\phi) \cos(\theta) \\
\sin(\phi) \sin(\theta) \\
\cos(\phi)
\end{pmatrix},
\]

(7)
\[ \Phi(n_x, n_y, n_z) = \begin{pmatrix} \arctan(n_y / n_x) \\ \arctan(\sqrt{n_x^2 + n_y^2}) \end{pmatrix}. \]  

(8)

With the constraint of the volume fraction in Eq. (5), \( \alpha \) can be uniquely defined by the known normal vector. Substitute Eq. (7) into Eq. (6) and the objective function of the centroid is simplified as a function of \( \phi \) and \( \theta \). Minimizing the error \( E_{MOF} \) is to find the optimized \((\phi^*, \theta^*)\)

\[ E_{MOF} (\phi^*, \theta^*) = ||f(\phi^*, \theta^*)||_2 = \min_{(\phi, \theta):\text{Eq.(4) holds}} ||f(\phi, \theta)||_2 \]  

(9)

where,

\[ f : \mathbb{R}^2 \rightarrow \mathbb{R}^3, \quad f(\phi, \theta) = (c_{ref} - c_A(\phi, \theta)) \]  

(10)

The minimization problem in Eq. (9) is a non-linear least square problem for \( \phi \) and \( \theta \), which is solved numerically with an optimization algorithm.

Figure 1: 2D view of the MOF reconstruction. The red line is the true interface and the blue dashed line is the reconstructed interface by MOF. The centroid of the reconstruct red interface (blue cross) is the optimized centroid that minimized the distance between the reconstructed centroid and the reference centroid (red cross) with same volume fraction.

A typical solution procedure for an iteration-based optimization algorithm is

0. Choose initial angles \((\theta_0, \phi_0)\) and initialize iteration step \(k = 0\).

While not converged,

1. Find \( \alpha_k(\phi_k, \theta_k) \) such that Eq. (5) holds.
2. Find the centroid \( c_k(\alpha_k, \phi_k, \theta_k) \).
3. Estimate the gradient of the objective function \( (\partial f / \partial \phi_k, \partial f / \partial \theta_k) \).
4. Update the angles: \((\phi_{k+1}, \theta_{k+1})\)
5. $k := k + 1$

The above procedure can be estimated using non-linear optimization method, for example, BFGS algorithm \[14\] [19] [21] or Gauss-Newton \[15\] [29] algorithm. Estimating the gradient of the objective function ($\frac{df}{\partial \phi_k}, \frac{df}{\partial \theta_k}$) takes most of the computational time during the iteration. Conventional MOF method \[14\] estimates the gradient numerically with a computational geometrical algorithm. Chen and Zhang \[19\] proposed an analytic geometric algorithm for ($\frac{df}{\partial \phi_k}, \frac{df}{\partial \theta_k}$) which reduce the gradient estimation from 5 to 1 time in each iteration step. Milcent and Lemoine \[21\] proposed an analytic form for the numerical gradient ($\frac{df}{\partial \phi_k}, \frac{df}{\partial \theta_k}$), which significantly reduce the computational cost of the gradient estimation. Although the analytic MOF algorithm of Milcent and Lemoine \[21\] is much more efficient than the conventional MOF algorithm, iteration is unavoidable in order to get the optimized angle.

2.2. Machine learning approach for MOF reconstruction

In this study, a machine learning approach is used to determine the optimized cut-off of the MOF algorithm. The key steps for the machine learning algorithm are:

- Generating two synthetic data-set from the linear cut-off, one for training and the other for test.

- Fitting the training data set using machine learning algorithm (the learning stage) to find the function that determines the optimized angle $\Phi$ from the reference centroid $c_{ref}$ and the reference volume fractions $C_{ref}$.

- Testing the function on test data set.

- Predict the angle $\tilde{\Phi}$ using the functional relationship built from training.

Note that in this section, we use the symbol $\sim$ to distinguish the prediction value from the data value.

The training and test data sets are generated from a list of random linear cut-offs. A machine learning algorithm: Decision Tree algorithm (See next subsection) is used to build the functional relationship between the known centroid-volume fraction pair.
(\text{c}_{\text{ref}}, C_{\text{ref}}) \text{ and the optimized angle } \Phi. \text{ We do not build the functional relationship between } (\text{c}_{\text{ref}}, C_{\text{ref}}) \text{ and } \Phi \text{ directly. Instead, we build the relationship as a guess-correction procedure. The initial guess of the normal vector (14)(21) corresponds with the normal vector from the centroid towards the center and the normal vector is parameterized with Eq. (7)}

\[ \Phi_0 = \Phi(\text{c}_{\text{ref}} - x^0), \]

where \( x^0 \) is the center of the hexahedron grid. \( \Phi_0 \) is used as the input feature instead of the centroid \( \text{c}_{\text{ref}} \). The correction from the initial guess to the exact angle is expressed as

\[ \Delta \Phi = \Phi - \Phi_0. \]

The functional relationship in our DTMOF model is now defined as

\[ \Delta \Phi = f(\Phi_0, C) \] (13)

The function contains three input features and two output target values. The goal of the data training is to get a prediction of \( \Delta \Phi \) corresponding to the inputs, \( x_c \) and \( C \). In the prediction session, the value of \( \Phi_0 \) is firstly determined from Eq. (11) and the prediction of the angle \( \Phi \) is made by

\[ \Phi = \Phi_0 + f(\Phi_0, C). \]

It is important for the training data to cover the range of all possible inputs in fluid simulation. Dyadechko and Shashkov (12) show that for linear reconstruction plane, the volume of the cutting polyhedron \( C \) is uniquely identified by its centroid \( c \). For 3D cut-offs from a hexahedron, the locus of the centroid of with fixed volume is a closed surface (21). We plot the loci of the centroids for fixed volume fraction in \( \Omega_2(c_x, c_y, c_z) \) in Fig. 2(a). Those closed surfaces can be mapped to the data space \( \Omega(\phi, \theta, C) \) as planes (See Fig. 2(b)). When the training data is generated from uniform distribution data space \( \Omega_2 \), it ensures the coverage of all possible loci of centroids in the unit cube \( \Omega_1 \). For an arbitrary hexahedron \( \Omega_h \) with variable edge length, a mapping from \( \Omega_h \) to the unit cube \( \Omega_1 \) could be done to find the optimized angle. Similar mapping can also be found in the data-driven MOF approach of Cutforth et al. (30).
2.3. Decision Tree algorithm

Decision Tree (DT) method is a machine learning used for classification and regression problem [31]. The idea of the machine learning method is to find patterns between input features and target values through the data training process.

The training data $D$, including input features and output targets, are generated using a list of random polyhedra of a plane cutting the unit cube. Detailed data generation is described in the next section. During the training phase, the DT algorithm splits the data-set into two smaller partitions (branches) recursively, as shown in Fig. 3. The final tree structure is determined by adjusting the algorithm recursively with the objective to minimize the sum of variances in the response values across all the partitions (leaves).

The best split of the subset $X \subset D$, decision tree algorithm splits the data into two smaller subsets

$$R_1(j, s) = \{X|X_j \leq s\} \quad \text{and} \quad R_2(j, s) = \{X|X_j > s\},$$ (15)

where $j$ means $j$-th input feature, $s$ indicates the value of the threshold $R_1(j, s) \cup R_2(j, s) = X$. The best split ($s_{\text{best}}$) of the subset $X$ can be determined by finding the minimal mean square root (MSE) of the output value variable $y$ across all possible
Figure 3: Representative tree structure from the training data set in section 3 (All float numbers are represented with 2 significant digits). The data set is divided into two data sets recursively with a threshold value based on one of the input features. Branches to the left (right) represent the division of data points less equal (greater than) the threshold value. The values of the output variables in the output nodes are mean values of the data in the corresponding partition. Note that the Decision Tree does not have to be a full binary tree, the output nodes (leaf nodes) may not always be located at the same level.
After all subsets reaching certain criteria (e.g., max depth level, maximum impunity), the training finishes and the functional relationship between in Eq. (13) is stored in the decision tree.

Note that Cutforth et al. [30] also applied a data-driven approach to accelerate the MOF reconstruction in 2D. In Cutforth et al. [30] all training data are used as the database during computing. For a 800$^2$ training data-set from 2D grid, it takes about 1.3 GB disk space, when extending to 3D, the size of the data would be challenging for the computer, especially for parallel computing on distributed memory. The DT algorithm splits the training data into smaller subsets of data on its leaf nodes, averaging the value of the data in each subset. So that the DT prediction uses much less disk space than the training data.

3. Data generation and training

In this section, we generate two synthetic data-sets, one for training and the other for test. We also compare accuracy and efficiency of our DTMOF algorithm with the original MOF algorithm and other two machine learning algorithms: Neural Networks algorithm and Random Forest algorithm.

The training and test data sets are both generated from a list of planes cutting a unit cube. The initial guess of the angle $\Phi_0$ and the volume fraction of the cut-off polyhedron $C$ are used as the input features and the correction of the angle $\Delta\Phi$ is used as the output target. The training data-set contains $1 \times 10^9$ sets of data and test data sets contains $1 \times 10^8$ sets of data. In this study, we compare the efficiency and accuracy of the decision tree with other machine learning algorithms. We use two criteria to estimate the training and prediction: Mean $L_1$ error of centroid $E_c$ and coefficient of determination $R^2$

$$E_c = \frac{\sum_{i,j} |\hat{c} - c_i|}{N},$$  

splits.

$$E_{\text{min}} = \min \left[ \sum_{i:x \in R_1(j,s)} (y_i - \hat{y}_{R_1})^2 + \sum_{i:x \in R_2(j,s)} (y_i - \hat{y}_{R_2})^2 \right]. \quad (16)$$
\begin{equation}
R^2 = 1 - \frac{1}{2} \left( \frac{\sum_i^N \left( \theta_i^e - \bar{\theta}_i \right)^2}{\sum_i^N \left( \theta_i^e - \bar{\theta} \right)^2} + \frac{\sum_i^N \left( \phi_i^e - \bar{\phi}_i \right)^2}{\sum_i^N \left( \phi_i^e - \bar{\phi} \right)^2} \right),
\end{equation}

where \( N \) is the size of data set, \( \theta^e \) and \( \phi^e \) are exact value of the angles.

Figure 4: Error, cpu time and total leaf count with the change of the tree depth.

Figure 5: The value of \( \Delta\phi \) in the region of \( \Omega_2(\phi, \theta, C) = [-\pi, \pi] \times [0, \pi] \times [0, 1] \), for (a) training data-set (b) test data-set.

The maximum depth of the decision tree \( d_{\text{max}} \) plays an important role in DTMOF correction. When there is no limit of the maximum depth of the tree, the amount of the tree nodes would be huge, which would affect both computational efficiency and storage. While if the maximum depth is too small, the decision tree may not be able to
model the input-output relationship correctly. The CPU time, total leaf count and $R^2$ with the change of maximum layer are plotted in Fig. 4. With a deeper decision tree, the computational cost and storage increase, which brings in better accuracy. When $d_{\text{max}} \leq 20$, the computational cost and storage increases slowly, while the value of $R^2$ increases rapidly. When $d_{\text{max}} > 20$, $R^2$ changes slowly with the increase of the maximum depth $d_{\text{max}}$. For a balance between among the storage, CPU time and accuracy, we choose $d_{\text{max}} = 20$ in this study. The decision tree occupies about 11 MB disk space, the $R^2$ value for training and test data sets are 0.977 and 0.990, respectively.

The isosurfaces of the two output variables ($\Delta \phi, \Delta \theta$) in the data space $\Omega_2$ are plotted in Fig. 5 and Fig. 6. The predicted $\Delta \phi$ and $\Delta \theta$ are compared with the exact values in the test data set. Although the isosurfaces is not as smooth as the isosurfaces in the test data set, the predicted values from the DTMOF algorithm shows an overall good agreement with the exact values.

We also compare the DT results with conventional MOF algorithm, analytic MOF algorithm, and two other machine learning algorithms: Neural Network algorithm and Random Forest algorithm. The results are shown in Table 1. In conventional MOF [12] and analytic MOF algorithm [21], the tolerance of the objective function is $10^{-8}$ and
| Method                        | $E_c$            | $R^2$ | Run-time ratio |
|-------------------------------|------------------|-------|----------------|
| Decision Tree (Current method)| $3.28 \times 10^{-3}$ | 0.977 | 1              |
| Random Forest (10 estimators) | $2.40 \times 10^{-3}$ | 0.981 | 11.62          |
| Random Forest (100 estimaters)| $2.24 \times 10^{-3}$ | 0.982 | 164.04         |
| Nueral Network (Hidden layer sizes: (20,15,10,5)) | $8.14 \times 10^{-3}$ | 0.732 | 3.51           |
| Nueral Network (Hidden layer sizes: (100,100)) | $3.21 \times 10^{-3}$ | 0.971 | 11.88          |
| Analytic MOF [21]            | $1.69 \times 10^{-9}$ | 1.000 | 18.77          |
| Conventional MOF [12]        | $1.69 \times 10^{-9}$ | 1.000 | 2966.67        |

The maximum iteration step is 100.

The multi-layer Neural Network algorithm [32] is one of the most popular machine learning algorithms. After $1 \times 10^8$ sets of the combinations of hyper-parameters using GridSearchCV [33], we realize that the accuracy of the artificial neural network mostly relies on the number of neurons in this problem. We only select two configurations of the artificial neural network in Table 1. With a small amount of neurons, the neural network cannot represent the input-output relationship correctly. With the increasing of neurons, although the model predicts the correction angles more accurately, the computational cost increases significantly.

The Random Forest algorithm [34] is an ensembled algorithm which uses multiple regression trees as estimators. Although the random forest algorithm is reported to have better performance especially on preventing the overfitting on a single regression algorithm. The ensembled regressor takes much more computational cost than a single regressor. In this study, as the distribution of the distribution of data in $\Omega_2$ is a uniformly distribution, the decision tree algorithm has got as good result as the random forest algorithm.

It should note that, when compared with the original iteration algorithm, the error of the centroids from the DT prediction is 4-order larger. However, in fluid simulation, the exact reconstruction may not be the linear cut-off, the optimized linear cut-off results in the small difference between the optimized centroid and reference. We show in the next
section that in the practical problem, our DT based algorithm reconstructs the normal vector with satisfying results.

4. Numerical tests

In this section, we test the accuracy and efficiency of our proposed MOF method with some test cases. The reconstruction algorithm is applied to a 3D advection equation

\[
\frac{\partial C}{\partial t} + \mathbf{u} \cdot \nabla C = 0, \\
\frac{\partial \mathbf{c}}{\partial t} = \mathbf{u}.
\] (19)

A directional-splitting algorithm applied to solve Eq. (19). The implementation of the advection algorithm follows Jemison et al. [35].

Three tests are taken in this section, which represent various different scenarios: translation, rotation, shear, breaking up, and merging. We also compare our method with the conventional MOF method [12], analytic MOF method [21] and ELVIRA method [11]. Again, the implementation of traditional MOF and analytic MOF are adopted from notes code, the maximum iteration is 10, and the tolerance for iteration is \(10^{-8}\).

Two different error measurement criteria [3] are used in this study:

1. Relative distortion error

\[
E_r = \frac{\sum_{i,j,k} | f_{i,j,k} - f_{i,j,k}^0 |}{\sum_{i,j} f_{i,j,k}^0},
\] (20)

2. Geometrical error

\[
E_g = \frac{\sum_{i,j,k} | f_{i,j,k} - f_{i,j,k}^0 |}{h^3},
\] (21)

The order of the accuracy [3, 10] is defined as

\[
O_h = \log_2 \left( \frac{E_r \left( \frac{1}{h} \right)}{E_g \left( \frac{1}{h} \right)} \right).
\] (22)
4.1. Translation test

Translation test is one of the most basic benchmark tests for interface tracking methods. We modify the 2D shapes from Rudman [36] to 3D and add an additional shape "letter A" to the translation test. The initial setup and parameters are shown in Fig. 7. With periodic boundary conditions being set up on domain boundaries, the 4 initial shapes remain unchanged theoretically after one period of evolution in a uniform constant velocity field.

| Parameter   | Value                                                                 |
|-------------|----------------------------------------------------------------------|
| domain      | \([0,1] \times [0,1] \times [0,0.5]\)                               |
| Resolution  | \(N = 25, 50\)                                                     |
| grids       | \(2N \times 2N \times N\)                                          |
| grid size   | \(h = 1/2N\)                                                       |
| shape       | \(l_1 = 0.4, l_2 = 0.2\)                                          |
| angle       | \(\theta = \pi/4\)                                                |
| velocity    | \(\vec{u} = [1, 1, 1]^T\)                                         |
| Time step   | \(k = 0.005\)                                                     |
| \(n_{\text{step}}\) | \(8N\)                |
| CFL number  | 0.25                                                                |

Figure 7: Initial setup of translation tests.

The ELVIRA method calculates the normal vector using a stencil that contains the neighboring grids, which leads to the smear-out of the sharp corners (See 2D results in Fig. 8 and 3D results in Fig. 9).

The MOF method, including the conventional MOF, Analytic MOF and DTMOF, preserve the sharp corner better compared with ELVIRA result. In Fig. 8 and Fig. 9, the numerical results of DTMOF and iteration-based MOF do not have visual difference from each other.

The errors of the interface tracking and run-time ratio are shown in Table 2. The relative error \(E_r\) of the DTMOF results are smaller than the ELVIRA results, and very close to the analytic MOF and conventional MOF method. The run-time ratio shows that the DTMOF method is about 7 times faster than the analytic MOF method [21] and more than 700 times faster than the conventional MOF method [14]. Compared with the static reconstruction test in Section 3 the acceleration ratio is smaller. This is due to the run-time on the advection algorithm of volume fraction and centroid.
Table 2: Geometrical error and run-time ratio in translation test

| Method        | $E_r$       | Run-time ratio |
|---------------|-------------|----------------|
|               | Cube | sphere | Tilt cube | letter A |
| Grid: 50 × 50 × 25 |     |         |          |          |
| ELVIRA [11]   | 1.14e-1  | 1.46e-1 | 2.38e-1  | 2.48e-1  | 79.2   |
| Analytic MOF [21] | 4.23e-2  | 2.63e-2 | 8.74e-2  | 7.28e-2  | 7.71   |
| Conventional MOF [12] | 4.21e-2  | 2.63e-2 | 8.74e-2  | 7.28e-2  | 832.34 |
| DTMOF         | 4.03e-2  | 3.46e-2 | 9.15e-2  | 7.66e-2  | 1      |

| Grid: 100 × 100 × 50 |     |         |          |          |
| ELVIRA [11]   | 7.33e-2  | 9.67e-2 | 1.66e-1  | 1.37e-1  | 97.2   |
| Analytic MOF [21] | 5.57e-2  | 5.64e-2 | 8.38e-2  | 7.65e-2  | 6.93   |
| Conventional MOF [12] | 5.58e-2  | 5.64e-2 | 8.38e-2  | 7.65e-2  | 730.97 |
| DTMOF         | 5.58e-2  | 5.77e-2 | 8.54e-2  | 7.79e-2  | 1      |

Figure 8: Comparison of 2D slice of $x - y$ plane at $z = 0.15$ for the translation problem at $t = T$. 
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Figure 9: Comparison of the material interface of the translation problem at $t = T$ with grid resolution of $100 \times 100 \times 50$. 
4.2. Rotation test: Zalesak’s disk

The Zalesak’s disk rotation test is firstly introduced by Zalesak [37] and used by many other studies [36, 38, 10, 3]. In Zalesak’s disk rotation, the rotation velocity field is defined with the following stream function

\[ \psi(x, y) = -\frac{\omega}{2} \left[ (x - x_0)^2 + (y - y_0)^2 \right], \]  

where \( x_0, y_0 \) are the center of the rotation. Enright et al. [39] modified and extended the problem to 3D in which the shape is defined with a notched sphere rather than a notched cube and only rotates. The third component of the velocity field is set to 0, and the other two components of the velocity field remain the same as the 2D problem as defined in Eq. (23). We extend the 2D problem of Zalesak’s disk [37] to 3D in the same way as Enright et al. [39], the setup of the problem is shown in Fig. 10. The rotational velocity field \((u_x, u_y)\) is defined by the stream function Eq. (23) with the value of \( \omega \) is \( 4\pi \). The velocity component at \( z \) direction is a uniform velocity \( u_z = 0.5 \) and periodic boundary condition is applied at \( z \) direction. After a full revolution of \( 2\pi \) rotation, the notched sphere returns to its initial location.

| Parameter | Value |
|-----------|-------|
| domain    | \([0, 1] \times [0, 1] \times [0, 0.5]\) |
| Resolution| \(N = 50, 100, 200\) |
| grids     | \(2N \times 2N \times N\) |
| grid size | \(h = 1/2N\) |
| shape     | \(R = 0.2, h = 0.1, d = 0.08\) |
| Time step | \(k = 1/N\) |
| CFL number| \(\approx 0.5\) |

Figure 10: Initial setup and parameters of Zalesak’s rotation test

The material interface of the DTMOF results are compared with the two iteration-based MOF methods and the ELVIRA method in Fig. 11 and Fig. 12. The DTMOF methods remain its robustness during the evolution in the rotation velocity field, the material interface of the DTMOF method has no visual difference from the iteration-based MOF methods and better than the ELVIRA method, especially the sharp corner.
### Table 3: Geometrical error and run-time ratio in Zalesak’s disk rotation test

| Method         | $E_g(50)$ | $E_g(100)$ | $E_g(200)$ | $O_h(50)$ | $O_h(100)$ | Run-time ratio |
|----------------|-----------|------------|------------|-----------|------------|----------------|
| ELVIRA [11]   | 4.26e-03  | 1.89e-03   | 7.90e-04   | 1.17      | 1.25       | 56.7           |
| Analytic MOF [21] | 2.31e-03  | 8.59e-04   | 3.27e-04   | 1.42      | 1.39       | 6.21           |
| Conventional MOF [12] | 2.31e-03  | 8.59e-04   | 3.27e-04   | 1.42      | 1.39       | 452            |
| DTMOF         | 2.31e-03  | 8.72e-04   | 3.48e-04   | 1.40      | 1.33       | 1              |

Figure 11: Comparison of 2D slice of $x - y$ plane at $z = 0.15$ for the Zalesak’s problem at $t = T$.

Figure 12: Comparison of material interface of the Zalesak’s problem at $t = T$ with grid resolution of $100 \times 100 \times 50$. 
Table 3 shows the interface errors are measured by Eq. (21), the order of the model measured by Eq. (22) and run-time ratio with respect to the run-time of DTMOF method. The run-time ratio is the averaged run-time ratio with the three grid resolutions. The global error shows that the DTMOF method is as accurate as the two iteration-based MOF methods and better than the ELVIRA method. Although the geometrical of the DTMOF method is slightly larger than the traditional MOF [12] and analytic MOF [40], however, the difference is negligible. In this case, the DTMOF method is about 6 times faster than the analytic MOF method [40] and more than 450 times faster than the conventional MOF method [12].

4.3. Deformation test: reverse vortex

The deformation test is firstly introduced in LeVeque [41] and also used in testing the volume tracking/capturing methods [39, 15, 42, 29]. The deformation velocity field is defined as

\[
\begin{align*}
\mathbf{u}_x(x, y, z) &= 2 \sin^2(\pi x) \sin(2\pi y) \sin(2\pi z) \cos(\pi t / T) \\
\mathbf{u}_y(x, y, z) &= -\sin(2\pi x) \sin^2(\pi y) \sin(2\pi z) \cos(\pi t / T) \\
\mathbf{u}_z(x, y, z) &= -\sin(2\pi x) \sin(2\pi y) \sin^2(\pi z) \cos(\pi t / T)
\end{align*}
\] (24)

the flow velocity is time-dependent and in the interval \(0 < t < T\).

The setup of the model is shown in Fig. 13. In this study, a sphere with the radius \(R = 0.15\) is located at \(x_0 = (0.35, 0.35, 0.35)\), and the period \(T = 3\). Fig. 14 shows the evolution of the problem. With the deformation velocity field, the initial shape of sphere reaches its maximum deformation at \(t = T/2\), the flow reverses after afterwards and recoveries to the initial sphere at time \(t = T\).

Table 4: Geometrical error and run-time ratio in deformation test

| Method                  | \(E_g(50)\) | \(E_g(100)\) | \(E_g(200)\) | \(O_h(50)\) | \(O_h(100)\) | Run-time ratio |
|-------------------------|-------------|-------------|-------------|-------------|-------------|---------------|
| ELVIRA [11]             | 5.39e-3     | 1.22e-3     | 3.63e-4     | 2.14        | 1.75        | 42.52         |
| Analytic MOF Milcent and Lemoine [21] | 3.26e-3     | 9.67e-4     | 1.95e-4     | 1.75        | 2.31        | 8.59          |
| Conventional MOF [12]   | 3.22e-3     | 9.67e-4     | 1.95e-4     | 1.74        | 2.31        | 577.36        |
| DTMOF                   | 3.26e-3     | 1.02e-3     | 1.96e-4     | 1.68        | 2.37        | 1             |
Parameter value

| Parameter   | Value                          |
|-------------|--------------------------------|
| domain      | $[0, 1] \times [0, 1] \times [0, 1]$ |
| Resolution  | $N = 50, 100, 200$             |
| grids       | $N \times N \times N$          |
| grid size   | $h = 1/N$                      |
| shape       | $x_0 = (0.35, 0.35, 0.35)$     |
| $n_{step}$  | $6N$                           |
| CFL number  | 0.2                            |

Figure 13: The initial setup and parameters for reverse vortex case (deformation test)

Figure 14: Evolution of the reverse vortex computed from DTMOF method with grid resolution of $200 \times 200 \times 200$
The material interface of the DTMOF results with grid number of 100 × 100 × 100 at time t = T/2 and t = T are compared with the two iteration-based MOF methods and the ELVIRA methods in Fig. 15. Subject to the two rotating vortices, the initial sphere starts to stretch and part of the interface thin out to one grid cell at the time t = T/2. All methods failed to resolve the thin topology exactly. The interface of the DTMOF result has no visual difference from the traditional iteration-based MOF results, and shows less deformed than the ELVIRA results. When the thin topology at t = T/2 is under-resolved, the shape could not recover to the identical sphere under the revered vortex as shown in the second row in Fig. 15. However, the DTMOF and iteration-based MOF results recover to the initial spherical shape better compared with the ELVIRA result.

Fig. 16 shows the 2D slice of the sphere at t = T for grid number 50 × 50 × 50 and 100 × 100 × 100. Unlike the translation and Zalesak’s disk rotation test, a visual difference between the iteration-based MOF and DTMOF method is observed in this test. This could be caused by the topological change during the simulation due to the insufficient grid resolution. The topological change makes the test more severe than
Figure 16: Comparison of the 2D slice of the reverse vortex problem at $t = T$
other tests. Nevertheless, the overall shape are very close to each other, and better than ELVIRA results.

Table 4 shows the interface errors measured by Eq. (21) order of the model measured by (22) and run-time ratio with respect to the run-time of DTMOF results. Again, the run-time ratio is the averaged run-time ratio with the three grid resolutions. Both iteration-based MOF and DTMOF results show smaller geometrical error than the ELVIRA results. However, the convergence ratio $O_h(50)$ of the ELVIRA results are greater than the other results from MOF, while $O_h(100)$ of ELVIRA is smaller. The geometrical error of DTMOF result is slightly larger than the iteration-based MOF results, but provides a compatible accuracy with those from the iteration-based MOF results. In this case, the DTMOF is about 8.6 times faster than the analytic MOF \[40\] and more than 550 times faster than the conventional MOF \[12\].

5. Conclusions

The machine learning method provides an alternative way to extract a functional relationship between the input variables and output targets when there is no basic expression available or it is too complicated to get the basic expression. With a proper choice of the training data sets, training method and training parameters, the machine learning method can build a reasonable well functional relationship.

In this study, the machine learning method is used to find the optimized linear cut-off for MOF method. A guess-correction procedure is used to represent the functional relationship between the known centroid, volume fraction and the optimized angle. The training and test data sets are generated from a list of random cut-off from a unit cube and the functional relationship for the angle correction is done by a machine learning algorithm: Decision Tree algorithm.

Static reconstruction tests show that our DTMOF method fits the training data with a satisfactory accuracy. Compared with other machine learning algorithms (Neural networks and Random Forest algorithms) the iteration-based MOF methods (conventional MOF and analytic MOF methods), the DTMOF has a balance between accuracy and efficiency. In the reconstruction test, our DTMOF method is about 18 times faster
than the analytic MOF method and about 3000 times faster than the conventional MOF method. In several advection tests, our DTMOF method shows a compatible accuracy to the iteration based MOF methods, however, is more than 6 times faster than the analytic MOF method and more than 450 times faster than the conventional MOF method. The results show that our DTMOF method provides accurate and robust results with a lower computational cost compared with the iteration-based MOF method.

In this study, all computational grids are cube grids. we have not tested the reconstruction of our DTMOF method on arbitrary rectangular with different edge lengths. It is likely that there are significant opportunities to do so. We only implement the DTMOF algorithm on rectangular grid, however, it is possible to extend the machine learning boosted approach to other grid systems. Especially for unstructured grid, in which a more complex grid and cut-offs geometry are involved and no simple and efficient algorithm (like the analytic MOF on hexahedron grid) available, the functional relationship from the machine learning approach could potentially get a higher accelerating ratio.

Acknowledgments

The support provided by National Science Foundation of China (Grant Nos. 51979245, 51679212), and China Scholarship Council (CSC) and the during a visit of Zhouteng Ye to Florida State University is acknowledged.

References

[1] C. Hirt, B. Nichols, Volume of fluid (VOF) method for the dynamics of free boundaries, Journal of Computational Physics 39 (1981) 201–225. Number: 1.

[2] D. L. Youngs, Time-dependent multi-material flow with large fluid distortion, Numerical methods for fluid dynamics (1982). Publisher: Academic Press.

[3] Q. Zhang, P. L. F. Liu, A new interface tracking method: The polygonal area mapping method, Journal of Computational Physics 227 (2008) 4063–4088. Number: 8.
[4] S. Osher, J. A. Sethian, Fronts propagating with curvature-dependent speed: algorithms based on Hamilton-Jacobi formulations, Journal of computational physics 79 (1988) 12–49. Number: 1.

[5] M. Sussman, P. Smereka, S. Osher, A Level Set Approach for Computing Solutions to Incompressible Two-Phase Flow, Journal of Computational Physics 114 (1994) 146–159. Number: 1.

[6] S. Osher, R. P. Fedkiw, Level set methods and dynamic implicit surfaces, number v. 153 in Applied mathematical sciences, Springer, New York, 2003.

[7] S. O. Unverdi, G. Tryggvason, A front-tracking method for viscous, incompressible, multi-fluid flows, Journal of Computational Physics 100 (1992) 25–37.

[8] G. Tryggvason, B. Bunner, A. Esmaeili, D. Juric, N. Al-Rawahi, W. Tauber, J. Han, S. Nas, Y.-J. Jan, A Front-Tracking Method for the Computations of Multiphase Flow, Journal of Computational Physics 169 (2001) 708–759. Number: 2.

[9] B. Parker, D. Youngs, Two and three dimensional Eulerian simulation of fluid flow with material interfaces, Atomic Weapons Establishment, 1992.

[10] E. Aulisa, S. Manservisi, R. Scardovelli, S. Zaleski, Interface reconstruction with least-squares fit and split advection in three-dimensional Cartesian geometry, Journal of Computational Physics 225 (2007) 2301–2319. Number: 2.

[11] J. E. Pilliod, E. G. Puckett, Second-order accurate volume-of-fluid algorithms for tracking material interfaces, Journal of Computational Physics 199 (2004) 465–502. Number: 2.

[12] V. Dyadechko, M. Shashkov, Moment-of-fluid interface reconstruction, Los Alamos Report LA-UR-05-7571 (2005).

[13] V. Dyadechko, M. Shashkov, Reconstruction of multi-material interfaces from moment data, Journal of Computational Physics 227 (2008) 5361–5384.
[14] H. T. Ahn, M. Shashkov, Multi-material interface reconstruction on generalized polyhedral meshes, Journal of Computational Physics 226 (2007) 2096–2132. Number: 2.

[15] M. Jemison, E. Loch, M. Sussman, M. Shashkov, M. Arienti, M. Ohta, Y. Wang, A Coupled Level Set-Moment of Fluid Method for Incompressible Two-Phase Flows, Journal of Scientific Computing 54 (2013) 454–491. Number: 2-3.

[16] Y. Liu, M. Sussman, Y. Lian, M. Yousuff Hussaini, A moment-of-fluid method for diffusion equations on irregular domains in multi-material systems, Journal of Computational Physics 402 (2020) 109017.

[17] S. Galera, J. Breil, P.-H. Maire, A 2D unstructured multi-material Cell-Centered Arbitrary LagrangianEulerian (CCALE) scheme using MOF interface reconstruction, Computers & Fluids 46 (2011) 237–244.

[18] J. Breil, T. Harribey, P.-H. Maire, M. Shashkov, A multi-material ReALE method with MOF interface reconstruction, Computers & Fluids 83 (2013) 115–125.

[19] X. Chen, X. Zhang, An improved 3D MoF method based on analytical partial derivatives, Journal of Computational Physics 326 (2016) 156–170.

[20] A. Lemoine, S. Glockner, J. Breil, Moment-of-fluid analytic reconstruction on 2D Cartesian grids, Journal of Computational Physics 328 (2017) 131–139.

[21] T. Milcent, A. Lemoine, Moment-of-fluid analytic reconstruction on 3D rectangular hexahedrons, Journal of Computational Physics 409 (2020) 109346.

[22] M. Ma, J. Lu, G. Tryggvason, Using statistical learning to close two-fluid multiphase flow equations for a simple bubbly system, Physics of Fluids 27 (2015) 092101. Number: 9.

[23] M. Ma, J. Lu, G. Tryggvason, Using statistical learning to close two-fluid multiphase flow equations for bubbly flows in vertical channels, International Journal of Multiphase Flow 85 (2016) 336–347.
[24] Y. Qi, J. Lu, R. Scardovelli, S. Zaleski, G. Tryggvason, Computing curvature for volume of fluid methods using machine learning, Journal of Computational Physics 377 (2019) 155–161.

[25] M. Haghshenas, R. Kumar, Curvature Estimation Modeling Using Machine Learning for CLSVOF Method: Comparison With Conventional Methods, in: Volume 2: Computational Fluid Dynamics, American Society of Mechanical Engineers, San Francisco, California, USA, 2019. URL: https://asmedigitalcollection.asme.org/FEDSM/proceedings/AJKFluids2019/59032/San%20Francisco,%20California,%20USA/1069174 doi:10.1115/AJKFluids2019-5415

[26] L. Crdenas, F. Gibou, A Deep Learning Approach for the Computation of Curvature in the Level-Set Method, arXiv:2002.02804 [cs, math, stat] (2020). ArXiv: 2002.02804.

[27] M. Ataei, M. Bussmann, V. Shaayegan, F. Costa, S. Han, C. B. Park, NPLIC: A Machine Learning Approach to Piecewise Linear Interface Construction, arXiv:2007.04244 [physics] (2020). ArXiv: 2007.04244.

[28] F. Gibou, D. Hyde, R. Fedkiw, Sharp interface approaches and deep learning techniques for multiphase flows, Journal of Computational Physics (2018).

[29] A. Asuri Mukundan, T. Mnard, J. C. Brndle de Motta, A. Berlemont, A 3D Moment of Fluid method for simulating complex turbulent multiphase flows, Computers & Fluids 198 (2020) 104364.

[30] M. Cutforth, P. T. Barton, N. Nikiforakis, An efficient moment-of-fluid interface tracking method, Computers & Fluids 224 (2021) 104964.

[31] K. Madsen, H. B. Nielsen, O. Tingleff, Methods for non-linear least squares problems (2004).

[32] I. Goodfellow, Y. Bengio, A. Courville, Deep Learning, MIT Press, 2016.
[33] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, E. Duchesnay, Scikit-learn: Machine Learning in Python, Journal of Machine Learning Research 12 (2011) 2825–2830.

[34] T. K. Ho, Random decision forests, in: Proceedings of 3rd International Conference on Document Analysis and Recognition, volume 1, 1995, pp. 278–282. doi:10.1109/ICDAR.1995.598994.

[35] M. Jemison, M. Sussman, M. Arienti, Compressible, multiphase semi-implicit method with moment of fluid interface representation, Journal of Computational Physics 279 (2014) 182–217.

[36] M. Rudman, VOLUME-TRACKING METHODS FOR INTERFACIAL FLOW CALCULATIONS, International Journal for Numerical Methods in Fluids 24 (1997) 671–691.

[37] S. T. Zalesak, Fully multidimensional flux-corrected transport algorithms for fluids, Journal of computational physics 31 (1979) 335–362.

[38] E. Aulisa, S. Manservisi, R. Scardovelli, S. Zaleski, A geometrical area-preserving Volume-of-Fluid advection method, Journal of Computational Physics 192 (2003) 355–364.

[39] D. Enright, R. Fedkiw, J. Ferziger, I. Mitchell, A Hybrid Particle Level Set Method for Improved Interface Capturing, Journal of Computational Physics 183 (2002) 83–116. Number: 1.

[40] M. Frank, D. Drikakis, V. Charissis, Machine-Learning Methods for Computational Science and Engineering, Computation 8 (2020) 15.

[41] R. J. LeVeque, High-Resolution Conservative Algorithms for Advection in Incompressible Flow, SIAM Journal on Numerical Analysis 33 (1996) 627–665.

[42] A. Kawano, A simple volume-of-fluid reconstruction method for three-dimensional two-phase flows, Computers & Fluids 134-135 (2016) 130–145.