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"Big data" financial technology raises concerns about market inefficiency. A common concern is that the technology might induce traders to extract others' information, rather than to produce information themselves. We allow agents to choose how much they learn about future asset values or about others' demands, and we explore how improvements in data processing shape these information choices, trading strategies and market outcomes. Our main insight is that unbiased technological change can explain a market-wide shift in data collection and trading strategies. However, in the long run, as data processing technology becomes increasingly advanced, both types of data continue to be processed. Two competing forces keep the data economy in balance: data resolve investment risk, but future data create risk. The efficiency results that follow from these competing forces upend two pieces of common wisdom: our results offer a new take on what makes prices informative and whether trades typically deemed liquidity-providing actually make markets more resilient. (JEL C55, D83, G12, G14, O33)

In most sectors, technological progress boosts efficiency. But in finance, more efficient data processing and the new data-intensive trading strategies it spawned have been blamed for market volatility, illiquidity, and inefficiency. One reason financial technology is suspect is that its rise has been accompanied by a shift in the nature of financial analysis and trading. Instead of “kicking the tires” of a firm, investigating its business model or forecasting its profitability, many traders today engage in statistical arbitrage: they search for “dumb money” or mine order flow data and develop algorithms to profit from patterns in others’ trades. Why might investors choose one strategy over another and why are these incentives to process each type of data changing? Answering these questions requires a model. Just as past investment rates
are unreliable forecasts for economies in transition, empirically extrapolating past financial trends is dubious in the midst of a technological transformation.

To make sense of current and future long-run trends requires a growth model of structural changes in the financial sector. Since much of the technological progress is in the realm of data processing, we use an information choice model to explore how unbiased technological progress changes what data investors choose to process, what investment strategies they adopt, and how the changing strategies alter financial market efficiency. Structural change in the financial sector arises because improvements in data processing trigger a shift in the type of data investors choose to process. Instead of data about firm fundamentals, firms choose to process more and more data about other investors’ demand. Each data choice gives rise to an optimal trading strategy. The resulting shift in strategies is an abandonment of value investing and the rise of a strategy that is part statistical arbitrage, part retail market making, and part to extract what others know. Just like the shift from agriculture to industry, some of the data-processing shift we describe takes place because growing efficiency interacts with decreasing returns. But unlike physical production, information leaks out through equilibrium prices, producing externalities and a region of endogenous increasing returns that do not arise in standard growth models.

The consequences of this shift in strategy upend two pieces of common wisdom. First, the abandonment of fundamentals-based investing does not necessarily compromise financial market efficiency. Efficiency, as measured by price informativeness, continues to rise, even as fundamental data gathering falls. These results change the way we interpret empirical measurement. They support the interpretation of price informativeness as a proxy for total information, but not the idea that price informativeness measures information that is specifically about firm fundamentals. Our second surprise is that the price impact of an uninformed trade (liquidity) does not consistently fall. Even though demand data allow investors to identify uninformed trades, and even though investors use this information to “make markets” for demand-driven trades, market-wide liquidity may not improve.

A key theme of the paper and the force underlying the long-run results, including the stagnation of liquidity, is the following observation: data resolve risk, but they also create it. First, data resolve risk by allowing investors to better forecast asset payoffs. If more of the payoff is predictable, the remaining risk is less. That force is present in most information choice models. The opposing force arises because we use a dynamic model. Most models of information choice have assets that are one-period lived; at the start of the period, someone buys assets that offer an exogenous payoff at the end. In our model, as in equity markets, assets are multi-period lived. The payoff of an asset depends on its future price. But the future price depends on what the future investors will know. If future investors have a large amount of data, the future price is more informative and thus more sensitive to future innovations in dividends or in demand. If future prices are more sensitive to future news, they are riskier today. A future price that is less forecastable today creates risk, which we call future information risk. This competition between static risk-reduction and future information risk-creation governs the long-run market liquidity and information choices.

To think about choices related to information and their equilibrium effects, a noisy rational expectations framework is an obvious starting point. We add three
ingredients. First, we add a continuous choice between firm fundamental information and investor demand information. We model data processing in a way that draws on the information processing literatures in macroeconomics and finance. However, the trade-off between processing data about trading demand and data about firm fundamentals is new to the literature. This trade-off is central to contemporary debate and essential to our main results. Second, we add long-run technological progress. It is straightforward to grow the feasible signal set. But doing so points this tool in a new direction, so that it answers a different set of questions. Third, we use long-lived assets, as in Wang (1993), because ignoring the fact that equity is a long-lived claim fundamentally changes our results. Because long-lived assets have future payoff shocks that are not learnable today, they ensure that uncertainty does not disappear and the equilibrium continues to exist, even when technology is advanced. Long-lived assets are also responsible for our long-run balanced growth path and the stagnation of liquidity. There are many aspects to the financial technology revolution and many details of modern trading strategies from which our analysis abstracts away. But building up a flexible equilibrium framework from well-understood building blocks, instead of a stylized, detail-oriented model, we give others the ability to adapt and use the framework to answer many long-run questions.

The key to the transition from a fundamental to a demand data strategy is understanding what makes each type of data valuable. Fundamental data are always valuable. They allow investors to predict future dividends and future prices. Demand data contain no information about any future cash flows. Yet, they have value because they enable an investor to trade against demand shocks, sometimes referred to as searching for “dumb money.” By buying when demand shocks are low and selling when they are high, an investor can systematically buy low, sell high, and profit. This is the sense in which the demand-data trading strategy looks like market making for uninformed retail investors. Demand-data processors stand ready to trade against, i.e., make markets for, uninformed orders. The mathematics of the model suggest another, complementary interpretation of the rise in demand-based strategies. Demand shocks are the noise in prices. Knowing something about this noise allows investors to remove that known component and to reduce the noise in prices. Since prices summarize what other investors know, removing price noise is a way of extracting others’ fundamental information. Seen in this light, the demand-driven trading strategy shares some of the hallmarks of automated trading strategies, largely based on order flow data, that are also designed to extract the information of other market participants.

Our main results in Section II describe the evolution of data processing in three phases.

Phase one: technology is poor and fundamental data processing dominates. In this phase, fundamental data are preferred because demand data have little value. To see why, suppose that no investor has any fundamental information. In such an environment, all trades are uninformed. No signals are necessary to distinguish between...
informed and uninformed trades. As technology progresses and more trades are information-driven, identifying and trading against the remaining non-informational trades becomes more valuable.

Phase two: moderate technology generates increasing returns to demand data processing. Most physical production as well as most of the information choices in financial markets exhibit decreasing returns, also called strategic substitutability. Returns decrease because acquiring the same information as others leads one to buy the same assets that others do, and these assets are more expensive because they are popular. Our increasing returns come from an externality that is specific to data: information leaks through the equilibrium price. When more investors process demand data, they extract more fundamental information from equilibrium prices and they trade on that information. More trading on fundamental information, even if extracted, makes the price more informative, which encourages more demand data processing to enable more information extraction from the equilibrium price.

Phase three: high technology restores balanced data processing growth. As technology progresses, both types of data become more abundant. In the high-technology limit, both types grow in fixed proportion to each other. When information is abundant, the natural substitutability force in asset markets strengthens and overtakes complementarity.

The consequences of this shift in data analysis and trading strategies involve competing forces. Three economic forces (decreasing returns, increasing returns, and future information risk) appear whether technology is unbiased or biased, whether demand is persistent or not, and for most standard formulations of data constraints. We identify each force theoretically. However, if we want to learn which force is likely to dominate, we need to put some plausible numbers into the model. Section III calibrates the model to financial market data so that we can numerically explore the growth transition path and its consequences for market efficiency.

The market efficiency results call popular narratives into question. First, even as demand analysis crowds out fundamental analysis and reduces the discovery of information about the future asset value, price informativeness does not fall. The reason for this outcome is that demand information allows demand traders to extract fundamental information from prices. That makes the demand traders, and thus the average trader, better informed about future asset fundamentals. When the average trader is better informed, prices are more informative.

Second, even though demand traders systematically take the opposite side of uninformed trades, the rise of demand trading does not always enhance market liquidity. This is surprising because taking the opposite side of uninformed trades is often referred to as “providing liquidity.” This is one of the strongest arguments that proponents of activities such as high-frequency trading make to defend their methods. But if by providing liquidity, we really mean reducing the price impact of an uninformed trade, then the rise of demand trading may not accomplish that end. The problem is not demand trading today, but the expectation of future informed trading of any kind, fundamental or demand, creating future information risk. So future data processing raises the risk of investing in assets today. More risk per share of asset today is what causes the sale of one of the asset’s shares to have a larger effect on the price. Finally, the rise in demand-driven trading strategies, while it arises concurrent with worrying market trends, does not cause those trends. The rise in return
uncertainty, and the stagnation of liquidity, emerge as concurrent trends with financial data technology, not demand analysis, as their common cause.

Finally, Section IV explores suggestive evidence in support of the model. Section V concludes, offering ideas for future research.

Contribution to the Existing Literature.—Our model combines features from a few disparate literatures. Long-run trends in finance are featured in Asriyan and Vanasco (2014); Biais, Foucault, and Moinas (2015); Glode, Green, and Lowery (2012); and Lowery and Landvoigt (2016), which model growth in fundamental analysis or an increase in its speed. Caplin, Dean, and Leahy (2018) and Dávila and Parlatore (2016) explore a decline in trading costs. The idea of long-run growth in information processing is supported by the rise in price informativeness documented by Bai, Philippon, and Savov (2016).

A small, growing literature examines demand information in equilibrium models. In Ganguli and Yang (2009), agents can choose whether to purchase a fixed bundle of fundamental and demand information. In Yang and Zhu (2016) and Manzano and Vives (2010), the precision of fundamental and demand information is exogenous. Babus and Parlatore (2015) examines intermediaries who observe their customers’ demands. Our demand signals also resemble Angeletos and La’O’s (2013) sentiment signals about other firms’ production; Banerjee and Green’s (2015) signals about motives for trade; the signaling by He’s (2009) intermediaries; and the noise in government’s market interventions in Brunnermeier, Sockin, and Xiong (2017). But none of this research examines the choice central to this paper: whether to process more about asset payoffs or to analyze more demand data. Without that trade-off, previous studies cannot explore how trading strategies change as productivity improves. Furthermore, our research adds a long-lived asset to a style of model that has traditionally been static. We do this because assets are not in fact static and assuming that they are reverses many of our results.

One interpretation of our demand information is that it is what high-frequency traders learn by observing order flow. Like high-frequency traders, our traders use data on asset demand to distinguish informed from uninformed trades, and they stand ready to trade against uninformed order flow. While our model has no frequency, making for a loose interpretation, it does contribute a perspective on this broad class of strategies. As such, it complements work by Du and Zhu (2017) and Crouzet, Dew-Becker, and Nathanson (2016) on the theory side, as well as empirical work such as Hendershott, Jones, and Menkveld (2011), which measures how fundamental and algorithmic trading affects liquidity. At the same time, if many high frequency trades are executed for the purpose of obscuring price information, our model does not capture this phenomenon. Such a practice could work in the opposite direction.

Another, more theoretical, interpretation of demand signals is that they make a public signal, the price, less conditionally correlated. Work by Myatt and Wallace (2012), Chahrour (2014), and Amador and Weill (2010) delves into similar choices between private, correlated, and public information that arise in strategic settings.

Exceptions include 2- and 3-period models, such as Cespa and Vives (2012).
I. Model

To explore growth and structural change in the financial economy, we use a noisy rational expectations model with three key ingredients: a choice between fundamental and demand data, long-lived assets, and unbiased technological progress in data processing. A key question is how to model structural change in trading activity: the way in which investors earn profits has changed. A hallmark of that change is the rise in information extraction from demand. In practice, demand-based trading takes many forms. It might take the form of high-frequency trading, where information about an imminent trade is used to trade before the new price is realized. It could be in mining tweets or Facebook posts to gauge sentiment. Extraction could take the form of “partnering,” a practice where brokers sell their demand information (order flow) to hedge funds, who systematically trade against what are presumed to be uninformed traders. Finally, it may mean looking at price trends, often referred to as technical or statistical analysis, in order to discern what information others may be trading on. What all of these practices have in common is that they are not uncovering original information about the future payoff of an asset. Instead, they use public information, in conjunction with private analysis, to profit from what others already know (or don’t know). We capture this general strategy, while abstracting from many of its details, by allowing investors to observe a signal about the non-informational trades of other traders. This demand signal allows our traders to profit in three ways. (i) They can identify and then trade against uninformed order flow, (ii) they can remove noise from the equilibrium price to uncover more of what others know, or (iii) they can exploit the transitory nature of demand shocks to buy before the price rises and sell before it falls. These three strategies have an equivalent representation in the model and collectively cover many of the ways in which modern investment strategies profit from information technology.

A second significant modeling choice is our use of long-lived assets. In this literature, static models have proven very useful in explaining the many forces and trade-offs in a simple and transparent way. However, when the assumption of one-period-lived assets reverses the predictions of the more realistic dynamic model, the static assumption is no longer appropriate. Long-run growth means not only more data processing today, but even more tomorrow. In many instances, the increase today and the further increase tomorrow have competing effects. That competition is a central theme of this paper. Without the long-lived asset assumption, the long-run balanced growth and stagnating liquidity results would be overturned.

Finally, technological progress in its present form gives investors access over time to an increasingly larger set of feasible signals. While there are many possible frameworks that one might use to investigate financial growth, this one makes for a useful lens, because it explains many facts about the evolution of financial analysis, it can forecast future changes that empirical extrapolation alone would miss, and because it offers surprising, logical insights about the financial and real consequences of the structural change. One could go further and argue that some types of data have become relatively easier to collect over time. That may well be true. But changes in relative costs could explain any such pattern. We would not know what results came from relative cost changes and what comes from the fundamental economic forces created by technological change. Our simple problem is designed
to elucidate economic forces, at the expense of many realistic features that could be added.

A. Setup

Investors.—At the start of each date $t$, a measure-one continuum of overlapping generations investors is born. Each investor $i$ born at date $t$ has constant absolute risk aversion utility over total, end of period $t$ consumption $c_{it+1}$:

$$U(c_{it+1}) = -e^{-\rho c_{it+1}},$$

where $\rho$ is absolute risk aversion.

Each investor is endowed with an exogenous income that is $e_{it}$ units of consumption goods. At the start of each period, investors decide how much of their income to eat now and how much to spend on a risky asset that pays off at the end of the period.

There is a single tradable, risky asset. Its supply is one unit per capita. It is a claim to an infinite stream of dividend payments $\{d_t\}$:

$$d_{t+1} = \mu + G(d_t - \mu) + y_{t+1}.$$  

Note, $\mu$ and $G < 1$ are known parameters. The innovation $y_{t+1} \sim N(0, \tau_0^{-1})$ is revealed and $d_{t+1}$ is paid out at the end of each period $t$. While $d_{t+1}$ and $d_t$ both refer to dividends, only $d_t$ is already realized at the start of time $t$.

In order to disentangle the static and dynamic results, we introduce parameter $\pi \in \{0, 1\}$. When $\pi = 1$, a time-$t$ asset pays $p_{t+1} + d_{t+1}$, the future price of the long-lived asset plus its dividend. When $\pi = 0$, the asset is not long-lived. Its payoff is only the dividend, $d_{t+1}$. We call the $\pi = 0$ model the “static” model because current information choices do not depend on future or past choices. It is a repeated static problem with an information constraint that changes over time.

In the dynamic ($\pi = 1$) model, an investor born at date $t$ collects dividends $d_{t+1}$ per share and sells the asset at price $p_{t+1}$ to the $t+1$ generation of investors. In both versions, investors combine the proceeds from risky assets with the endowment that is left $(e_{it} - q_{it}p_t)$ times the rate of time preference $r > 1$, and then consume all those resources. Cohort $t$ consumption can only be realized in $t+1$, after dividends $d_{t+1}$ are realized and, if $\pi = 1$, the assets are sold to the next cohort. Using $c_{it+1}$ to denote the consumption of cohort $t$, which takes place in $t+1$, avoids the double subscript in $c_{t+1,t}$. Thus, the cohort-$t$ investor’s budget constraint is

$$c_{it+1} = r(e_{it} - q_{it}p_t) + q_{it}(\pi p_{t+1} + d_{t+1}),$$

where $q_{it}$ is the shares of the risky asset that investor $i$ purchases at time $t$ and $d_{t+1}$ are the dividends paid out at the end of period $t$. Since we do not prohibit $c_t < 0$, all pledges to pay income for risky assets are riskless.

---

3 We describe a market with a single risky asset because our main effects do not require multiple assets.
Demand Shocks.—The economy is also populated by a unit measure of noise traders in each period. These traders trade for non-informational reasons. Each noise trader sells $x_{t+1}$ shares of the asset, where $x_{t+1} \sim N(0, \tau_{x-1}^2)$ is independent of other shocks in the model. The value of $x_{t+1}$ is revealed at the end of period $t$. For information to have value, prices must not perfectly aggregate the asset payoff information. This is our source of noise in prices. Equivalently, $x_{t+1}$ could also be interpreted as sentiment. For now, we assume that $x_{t+1}$ is independent over time. In Section IIC, we discuss the possibility of autocorrelated $x_{t+1}$.

Information Choice.—If we want to examine how the nature of financial analysis has changed over time, we need to have at least two types of analysis between which we can choose. Financial analysis in this model means signal acquisition. Our constraint on acquisition could represent the limited research time for uncovering new information. But it could also represent the time required to process and compute optimal trades based on information that is readily available from public sources.

Investors choose how much information to acquire or process about the end-of-period dividend innovation $y_{t+1}$, and also about the noisy demand shocks, $x_{t+1}$. We call $\eta_{fit} = y_{t+1} + \tilde{\epsilon}_{fit}$ a fundamental signal and $\eta_{xit} = x_{t+1} + \tilde{\epsilon}_{xit}$ a demand signal. What investors are choosing is the precision of these signals. In other words, if the signal errors are distributed $\tilde{\epsilon}_{fit} \sim N(0, \Omega_{fit}^{-1})$ and $\tilde{\epsilon}_{xit} \sim N(0, \Omega_{xit}^{-1})$, then the precisions $\Omega_{fit}$ and $\Omega_{xit}$ are choice variables for investor $i$.

Next, we recursively define two information sets. The first is all the variables that are known to agent $i$ at the end of period $t-1$. This information set is $\{I_{t-1}, y_t, d_t, x_t\} \equiv I_t$. This is what investors of generation $t$ know when they choose what signals to acquire. The second information set is $\{I_t, \eta_{fit}, \eta_{xit}, p_t\} \equiv \mathcal{I}_t$. This includes the two signals that the investor chooses to see and the information contained in the equilibrium prices. This is the information set the investor has when they make an investment decision. Let $I_t = \bigcup_i \mathcal{I}_t$. The time-0 information set includes the entire sequence of information capacity: $I_0 \supseteq \{K_t\}_{t=0}^\infty$.

When choosing information ($\Omega_{fit} \geq 0$ and $\Omega_{xit} \geq 0$), investors maximize

$$E[U(c_{it+1}) | I_t],$$

subject to

$$\Omega_{fit}^2 + \chi_x \Omega_{xit}^2 \leq K_t.$$  

Here, $\chi_x$ is a marginal processing cost parameter that allows us to consider demand data that is easier or harder to process than is fundamental data. Data constraint (5) represents the idea that getting increasingly precise information about a given variable is increasingly difficult. But acquiring information about a different variable is a separate task, with a shadow cost that is additive.

---

4 In previous versions, we microfounded heterogeneous investor hedging demand that would rationalize this trading behavior.

5 See the online Appendix for results with linear and entropy-based information constraints.
The main force in the model is technological progress in information analysis. Specifically, we assume that $K_t$ is a deterministic, increasing process.

**Equilibrium.**—An equilibrium is a sequence of investors’ information choices $\{\Omega_{fit}\}, \{\Omega_{xit}\}, \{p_t\}$, and portfolio choices $\{q_{it}\}$, such that:

(i) Investors choose signal precisions $\Omega_{fit}$ and $\Omega_{xit}$ to maximize (4), taking the choices of other agents as given. This choice is subject to (5), $\Omega_{fit} \geq 0$, and $\Omega_{xit} \geq 0$.

(ii) Agents use Bayes’ law to combine prior information $I_t$ with signals $\eta_{fit}, \eta_{xit}$, and $p_t$, in $\mathcal{I}_it$, and to update beliefs.

(iii) Investors choose their risky asset investment $q_{it}$ to maximize $E[U(c_{it+1}) | \mathcal{I}_it]$, taking the asset price and the actions of other agents as given, subject to the budget constraint (3).

(iv) At each date $t$, the risky asset price equates demand, minus demand shocks (sales) and one unit of supply:

\[
\int_i q_{it} di - x_{t+1} = 1 \quad \forall t.
\]

**B. Solving the Model**

There are four main steps to solving the model.

**Step 1:** Solve for the optimal portfolios, given information sets. Each investor $i$ at date $t$ chooses a number of shares $q_{it}$ of the risky asset to maximize the expected utility (1), subject to budget constraint (3). The first-order condition of that problem is

\[
q_{it} = \frac{E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_it] - rp_t}{\rho \text{var}[\pi p_{t+1} + d_{t+1} | \mathcal{I}_it]}.
\]

When using the term “investor,” we do not include demand shocks (noise trades).

**Step 2:** Clear the asset market. Let $\mathcal{I}_t$ denote the average investor’s information set, with average signal realizations and average precision. Given the optimal investment choice, we can impose market clearing (6) and obtain a price function that is linear in past dividends $d_t$, the $t$-period dividend innovation $y_{t+1}$, and the demand shock $x_{t+1}$:

\[
p_t = A_t + B(d_t - \mu) + C_t y_{t+1} + D_t x_{t+1},
\]

where $A_t$ governs the price level, $B$ is the time-invariant effect of past dividends, $C_t$ governs the information content of prices about current dividend innovations (price information sensitivity), and $D_t$ regulates the amount of demand noise in prices:

\[
A_t = \frac{1}{\rho} \left[ \pi A_{t+1} + \mu - \rho \text{var}[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] \right],
\]
\[ B = \frac{G}{r - \pi G}, \]
\[ C_t = \frac{1}{r - \pi G} \left( 1 - \tau_0 \text{var}[y_{t+1}|\overline{I}_t] \right), \]
\[ rD_t = -\rho \text{var}[\pi p_{t+1} + d_{t+1}|\overline{I}_t] + \frac{r}{r - \pi G} \text{var}[y_{t+1}|\overline{I}_t] \frac{C_t}{D_t} \tau_x. \]

The posterior uncertainty about next-period dividend innovations is

\[ \text{var}[y_{t+1}|\overline{I}_t] = \left( \tau_0 + \tilde{\Omega}_{ft} + \tilde{\Omega}_{pit} \right)^{-1}, \]

where \( \tilde{\Omega}_{ft} = \int \Omega_{fit} d\bar{i} \) is the average fundamental signal precision and \( \tilde{\Omega}_{pit} \) is the average precision of the information about \( d_{t+1} \), extracted jointly from prices and demand signals. The resulting uncertainty about the future payoff is

\[ \text{var}[\pi p_{t+1} + d_{t+1}|\overline{I}_t] = \pi \left( C_{t-1}^2 \tau_0^{-1} + D_{t-1}^2 \tau_x^{-1} \right) + (1 + \pi B)^2 \text{var}[y_{t+1}|\overline{I}_t]. \]

**Step 3: Compute the ex ante expected utility.** When choosing what information to observe, investors do not know what the signal realizations will be, nor do they know what the equilibrium price will be. The relevant information set for this information choice is \( \mathbf{I}_t \).

We substitute optimal portfolio choice (7) and equilibrium price rule (8) into utility (1), and take the beginning of time-\( t \) expectation, \(-E[\exp(-\rho c_{it+1})|\mathbf{I}_t]\) = \(-E[E[\exp(-\rho c_{it+1})|\eta_{fit}, \eta_{xit}, p_t]|\mathbf{I}_t]\), where the equality follows from the law of iterated expectations. Appendix Section A shows that the interim conditional expectation solution is similar to most CARA-normal models: \( g_{it} \exp \left\{ \left( 1/2 \right) w^2 \text{var}[\pi p_{t+1} + d_{t+1}|\overline{I}_t]^{-1} \right\} \), where \( g_{it} \) is a scaling factor, related to \( i \)'s endowment, and \( w \) is a function of the equilibrium pricing coefficients and model parameters, all of which the investor knows or deduces from the environment.

The key feature of this solution is that the agent's choice variables, \( \Omega_{fit} \) and \( \Omega_{xit} \), show up only through the conditional precision of payoffs, \( \text{var}[\pi p_{t+1} + d_{t+1}|\overline{I}_t]^{-1} \). The reason they only appear there is that the first variance term in asset demand, \( \text{var}[\pi p_{t+1} + d_{t+1}|\overline{I}_t] \), and \( p_t \) have ex ante expected values that do not depend on the precision of any given investor's information choices. In other words, choosing to get more data of either type does not, by itself, lead one to believe that payoffs or prices will be particularly high or low. So, information choices amount to minimizing payoff variance \( \text{var}[\pi p_{t+1} + d_{t+1}|\overline{I}_t] \), subject to the data constraint. The payoff variance has terms that the investor takes as given, plus a term that depends on the dividend variance, \( \text{var}[y_{t+1}|\overline{I}_t] \).

So, the information choice problem boils down to this question: what information minimizes dividend uncertainty \( \text{var}[y_{t+1}|\overline{I}_t] \)? According to Bayes’ law, \( \text{var}[y_{t+1}|\overline{I}_t] \) depends on the sum of fundamental precision \( \Omega_{fit} \) and price information precision \( \Omega_{pit} \) (equation (13)). Since price precision is \( \Omega_{pit} = (C_i/D_i)^2 (\tau_x + \Omega_{xit}) \), the expected utility is a deterministic, increasing function of the sum of \( \Omega_{fit} \) and \( (C_i/D_i)^2 \Omega_{xit} \).
Thus, the optimal information choices maximize the weighted sum of the fundamental and demand precisions:

\[
\max_{\Omega_{fit}, \Omega_{xit}} \Omega_{fit} + \left( \frac{C_t}{D_t} \right)^2 \Omega_{xit},
\]

subject to

\[
\Omega_{fit}^2 + \chi_x \Omega_{xit}^2 \leq K_t, \quad \Omega_{fit} \geq 0, \quad \text{and} \quad \Omega_{xit} \geq 0.
\]

The reason we combine fundamental and demand information in this way is because of the linear price equation (8) and Bayes’ law. This would be true in any information choice problem, where the objective is a decreasing function of the dividend or payoff uncertainty and prices take the form that they do in (8). Appendix Section A shows that the same information objectives arise with a different utility function, where investors prefer the early resolution of uncertainty.

**Step 4: Solve for information choices.** The first-order conditions yield

\[
\Omega_{xit} = \frac{1}{\chi_x} \left( \frac{C_t}{D_t} \right)^2 \Omega_{fit}.
\]

This solution implies that information choices are symmetric across agents. Therefore in what follows, we drop the \( i \) subscript to denote an agent’s data processing choice. Moreover, the information set of the average investor is the same as each investor’s information set, \( \mathcal{I}_t = \mathcal{I}_{it} \).

The information choices are a function of the pricing coefficients, like \( C \) and \( D \), which are, in turn, functions of information choices. To determine the evolution of analysis and its effect on asset markets, we need to compute a fixed point to a highly nonlinear set of equations. After substituting in the first-order conditions for \( \Omega_{ft} \) and \( \Omega_{xt} \), we can write the problem as a recursive nonlinear equation in one unknown.

Since this is an overlapping generations model, we expect there to be multiple equilibria. For some parameter values, there are multiple real solutions to this problem. While in some models, multiple equilibria can complicate predictions, in our model, they are not problematic for three reasons: (i) the calibrated model has a unique solution; (ii) the theoretical results hold for any equilibrium; and (iii) in the static model, there is a clear selection criterion. One equilibrium typically converges to the \( \Omega_{xit} = 0 \) solution, as demand data becomes scarce. The other has price coefficients that become infinite. The obvious choice is the solution with a continuous limit.

**C. Interpreting Demand Data Trading**

Why are demand signals useful? They do not predict future dividends or future prices. They only provide information about current demand. However, this information is valuable because it tells the investor something about the difference between price and expected asset value. One can see this by looking at the signal extracted from price. Price is a noisy signal about dividends. To extract the price signal, we
subtract the expected value of all the terms besides the dividend and divide by the dividend coefficient $C_t$. The resulting signal extracted from prices is

$$\frac{(p_t - A_t - B(d_t - \mu)) - D_t E[x_{t+1} | \mathcal{I}_t]}{C_t} = y_{t+1} + \frac{D_t}{C_t} (x_{t+1} - E[x_{t+1} | \mathcal{I}_t]).$$

Notice how demand shocks $x_{t+1}$ are the noise in the price signal. So information about this demand reduces noises in the price signal. In this way, the demand signal can be used to better extract others’ dividend information from the price. In this sense, demand analysis is information extraction.

Of course, real demand traders are not taking their orders then inverting an equilibrium pricing model to infer future dividends. But another way to interpret the demand trading strategy is that it identifies non-informational trades to trade against. In equation (17), when $x_{t+1}$ is high, noise trades are mostly sales and, as $D_t < 0$, prices are low. Moreover, $(D_t/C_t) < 0$ implies that high $x_{t+1}$ makes the expected dividend minus price high, which induces those with demand information to buy. Thus, demand trading amounts to finding the non-informational trades and then systematically taking the opposite side: buying when prices are low and selling when they are high for non-dividend-related reasons. This strategy of trading against uninformed trades is commonly referred to as trading against “dumb money.” An alternative way of interpreting the choice between fundamental and demand data is that agents are choosing between decoding private or public signals. Fundamental signals have noise that is independent across agents. These are private. But although demand data’s noise is independent, such data are used in conjunction with the price, which is a public signal. The resulting inference about shock $y_{t+1}$, conditional on the price and the $x_{t+1}$ signal, is conditionally correlated across agents, just as a public signal would be.

The key to the main results that follow is that reducing the noise in $x_{t+1}$ reduces the price noise variance in proportion to $(D_t/C_t)^2$. Put conversely, increasing the precision of information about $x_{t+1}$ (the reciprocal of variance) increases the precision of the dividend information, in proportion to $(C_t/D_t)^2$. The long-run shifts are caused by the marginal rate of substitution of demand signal precision for fundamental signal precision, $(C_t/D_t)^2$, which changes as technology grows.

If we interpret demand trading as finding dumb money, it is easy to see why it would become more valuable over time. If there is very little information, then everyone is “dumb,” and finding dumb money is pointless. But when traders are sufficiently informed, distinguishing dumb from smart money, before taking the other side of a trade, becomes essential.

D. Measuring Financial Market Efficiency

To study the effects of financial technology on market efficiency, we assess efficiency in two ways. One efficiency measure is price informativeness. The asset price is informative about the unknown future dividend innovation $y_{t+1}$. The coefficient $C_t$ on the dividend innovation $y_{t+1}$ in equilibrium price equation (8) governs the extent to which price reacts to a dividend innovation. The coefficient $D_t$ governs
the extent to which demand shocks add noise to the price. Therefore, $C_t/D_t$ is a signal-to-noise ratio that we use to measure price informativeness. It corresponds closely to the price informativeness measure of Bai, Philippon, and Savov (2016).

The other measure of market efficiency is liquidity. Liquidity is the price impact of an uninformed noise trade. That impact is the price coefficient $D_t$. Note that $D_t$ is negative because it represents selling pressure; the reduced demand lowers the price. So, a more negative $D_t$ represents a higher price impact and a less liquid market. Increasing (less negative) $D_t$ indicates an improvement in liquidity.

E. Existence

One issue with the static ($\pi = 0$) model is that, for any set of parameters, if $K > (\rho^2/2)\sqrt{\chi}$, there is no solution to the model. Since one of our main points is to understand what happens as technology grows, this equilibrium nonexistence at high levels of technology is particularly problematic. A key reason to use a model of long-lived assets is that, as long as $\tau_0 \tau_x \geq (4\rho/(r(r - G)))^2$, equilibrium exists at every level of $K$ (see equation (104) in the online Appendix). Therefore in what follows, whenever we assume $\pi = 1$, we also assume that $\tau_0, \tau_x$ are sufficiently large that the existence condition holds. This allows us to explore information choices both when information is scarce and when it is abundant.

The reason equilibrium is preserved is that the unlearnable risk, introduced by future price fluctuations that cannot be known today, keeps prices from being too informative. Because the unlearnable risk grows as technology progresses, the asset never becomes nearly riskless and demand for it never explodes.

For the static results that follow, we ensure existence by assuming that whenever $\pi = 0$, information is not too abundant: $K \leq (\rho^2/2)\sqrt{\chi}$.

II. Main Results: A Long-Run Shift in Financial Analysis

This section explores the logical consequences of growth in information (data) processing technology, for financial analysis, trading strategies, and market efficiency. In order to understand what forces produce these results, we first explore the static trade-offs involved in processing either fundamental or demand data. In Section IIA, we consider the effect of an incremental technological change in a setting where an asset’s payoff is only its exogenous dividend. When the payoff is the sole exogenous dividend, it clarifies the trade-off between fundamental and demand data and the static forces by which the trade-off is shaped. When $\pi = 0$, future choices or outcomes have no bearing on today’s decisions. This is obviously false: by its nature, equity is a long-lived claim. But this setting allows us to clearly derive forces also present in the dynamic model and to distinguish between static and dynamic forces.

The main results center around the model’s dynamics. When assets are long-lived ($\pi = 1$, Section IIB), future information risk arises. The risk posed by shocks that will be realized in the future governs the long-run market convergence. We find that as data technology becomes more and more productive, fundamental and demand data processing grow proportionately, price informativeness is high, and there are competing forces in liquidity. For asset prices, the presence of two types
of information matters for the transition path. Demand data also change the value of the price coefficients to which the economy converges in the long run. But, surprisingly, the presence and the growth of demand data does not qualitatively change the long-run price convergence.

A. Short Run Data Trade-Offs

This section investigates the within-period trade-offs in our model. First, we explore what happens in the neighborhood near no information processing, \( K ≈ 0 \). We show that all investors prefer to acquire only fundamental information in this region. Thus, at the start of the growth trajectory, investors primarily investigate firm fundamentals. Next, we prove that an increase in aggregate information processing increases the value of demand information relative to fundamental information. Fundamental information has diminishing relative returns. But in some regions, demand information has increasing returns. What do these phenomena mean for the evolution of analysis? The economy begins by doing fundamental analysis before rapidly shifting to demand analysis. We explore this mechanism, as well as its market efficiency effects, in the following propositions.

To understand why investors with little information capacity use it all on fundamental information, we start by thinking about what makes each type of information valuable. Fundamental information is valuable because it informs an investor about whether the asset is likely to have a high dividend payoff tomorrow. Since prices are linked to current dividends, this also predicts a high asset price tomorrow and thus a high return. Knowing this allows the investor to buy more of the asset when its return will be high and less of it when the return is likely to be low.

In contrast, demand information is not directly relevant to the future payoff or price. But one can still profit from trading on demand. An investor who knows that noisy demands are high will systematically profit by selling (buying) the asset when high (low) demand makes the price higher (lower) than the fundamental value, on average. In other words, demand signals allow one to trade against dumb money.

The next result proves that if the price has very little information embedded in it because information is scarce \( (K_t \text{ is low}) \), then getting demand data to extract price information is not very valuable. In other words, if all trades are “dumb,” then identifying the uninformed trades has no value.

**Result 1** (When Information Is Scarce, Demand Analysis Has Zero Marginal Value: Dynamic or Static): As \( K_t \rightarrow 0 \), for \( π = 0 \) or \( 1 \), \( dU_1/dΩ_{xt} \rightarrow 0 \).

The proof in online Appendix Section B, which holds for the static and dynamic models \( (π = 0 \text{ or } 1) \), establishes two key claims: (i) that when \( K ≈ 0 \), there is no information in the price: \( C_t = 0 \) and (ii) that the marginal rate of substitution of demand information for fundamental information is proportional to \( (C_t/D_t)^2 \). In particular, \( dU_1/dΩ_{xt} = (C/D)^2 dU_1/dΩ_{ft} \). Thus, when the price contains no information about future dividends \( (C_t = 0) \), then analyzing demand has no marginal value \( ((C_t/D_t)^2 = 0) \). Demand data are only valuable in conjunction with the current price, \( p_t \), because it allows one to extract more information from the price. Demand data trading when \( K_t = 0 \) is like removing noise from a signal that has
no information content. Put differently, when there is no fundamental information, the price perfectly reveals noise trading. There is no need to process data on noisy demand if it can be perfectly inferred from the price.

This result explains why analysts focus on fundamentals when financial analysis productivity is low. In contrast, when prices are highly informative, demand information is like gold because it allows one to exactly identify the price fluctuations that are not informative and are therefore profitable to trade on. The next results explain why demand analysis increases with productivity growth and why it may eventually start to crowd out fundamental analysis.

Next we turn to understanding how technological growth affects prices. Specifically, we examine the static effect on price informativeness, $C_t/D_t$ (the signal-to-noise-ratio); the price information sensitivity, $C_t$; and (i)liquidity, $D_t$. Technology improvements affect the price coefficients through two channels: a change in fundamental analysis and a change in demand analysis. Using the chain rule, we can describe which portion of the total effect of the change in information technology, $K_t$, works through which channel.

**Result 2** (Price Response to Technological Growth: Static): For $\pi = 0$,

$$\frac{dC_t}{dK_t} > 0;$$

$$\frac{\Omega_{ft}}{2K(2\Omega_{xt}C_t/D_t + \rho)} > 0$$

of this effect comes through changes in fundamental information $\Omega_{ft};$

$$\frac{-\rho C_t/D_t + \Omega_{ft}}{2K(2\Omega_{xt}C_t/D_t + \rho)} > 0$$

of this effect comes through changes in demand information $\Omega_{xt};$

$$\frac{dC_t}{dK_t} > 0$$

$$\frac{d|D_t|}{dK_t} > 0$$

if and only if $K_t < \bar{K}_D$, where $\bar{K}_D$ is defined by equation (82) in the online Appendix.

For each type of analysis, there is a direct and an indirect effect of $K_t$. The direct effect is what would arise if we kept the signal-to-noise ratio, i.e., the marginal rate of transformation across the two types of analysis, constant. An additional indirect effect arises because the change in the type of analysis affects the signal-to-noise ratio, which then affects the information choices. However, using the envelope theorem, the marginal indirect effect is zero at the optimum. Therefore, the results above reflect only the direct effect. The proof of Result 5 shows that our finding that more information today increases the concurrent price informativeness also carries over to the dynamic model ($\pi = 1$).

The concern about the deleterious effects of financial technology on market efficiency stems from the worry that technology will deter the research and discovery of new fundamental information. This concern is not unwarranted. Not only does more fundamental information encourage the extraction of information from demand, but once it starts, demand analysis feeds on itself. The next corollary shows
that when $\pi = 0$, aggregate demand analysis increases an individual’s incentive to learn about demand.

For most of our results, we use $\Omega_{xt}$ to indicate the demand of every investor, because all are symmetric. At this point, it is useful to distinguish between one particular investor’s choice, $\Omega_{xin}$, and the aggregate symmetric choice, $\Omega_{x\tau}$.

**Result 3** (Complementarity in Demand Analysis: Static): For $\pi = 0$, $\frac{\partial \Omega_{xin}}{\partial \Omega_{x\tau}} \geq 0$.

Fundamental information, $\Omega_{ft}$, exhibits strategic substitutability in information, just as in Grossman and Stiglitz (1980). But for demand information, the effect is the opposite. More precise average demand information (higher $\Omega_{xt}$) can increase $(C_t/D_t)^2$, which is the marginal rate of the substitution of demand information for fundamental information. The rise in the relative value of demand data is what makes investors shift their data analysis from fundamental to demand when others do more demand analysis. That is complementarity. It holds in both the static model and the dynamic model, with conditions. (For a result with $\pi = 1$, see online Appendix Section B).

Intuitively, higher signal-to-noise (more informative) prices encourage demand trading because the value of demand analysis comes from the ability to better extract the signal from prices. In this model (as in most information processing problems), it is easier to clear up relatively clear signals than it is very noisy ones. So the aggregate level of demand analysis improves the signal clarity of prices, which makes demand analysis more valuable.

Why does the price signal-to-noise ratio rise? From (11), we know that $C_t$ is proportional to $1 - \tau_0 \text{var}\left[y_{t+1} | I_t\right]$. As either type of information precision ($\Omega_{ft}$ or $\Omega_{xt}$) improves, the uncertainty about the next period’s dividend innovation $\text{var}\left[y_{t+1} | I_t\right]$ declines and $C_t$ increases. The variable $D_t$ is the coefficient on noise $x_{t+1}$. The price impact of uninformative trades $|D_t|$ may also increase with information (Result 2c). But $|D_t|$ does not rise at a rate faster than $C_t$. Thus, the ratio $C_t/|D_t|$, which is the signal-to-noise ratio of prices, and the marginal value of demand precision, increases with more information.

The final result of this section characterizes how different types of analysis change as there is technological progress, in a world with one-period-lived assets.

**Result 4** (Fundamental and Demand Analyses’ Response to Technological Growth: Static): For $\pi = 0$,

(a) Fundamental analysis initially grows and then declines, $d\Omega_{ft}/dK_t > 0$ if and only if $K_t < K_f = (\sqrt{3}/2)\bar{K}$,

(b) Demand analysis is monotonically increasing, $d\Omega_{xt}/dK_t > 0$.

As technology improves, both types of information analysis initially grow. However, fundamental analysis experiences two competing forces. On one hand, more available capacity increases fundamental analysis. On the other hand, the higher marginal rate of substitution between demand and fundamental analyses (a higher signal-to-noise ratio) dampens the level of fundamental analysis. When there is
not much information available, the first force dominates. Once the information processing capacity grows beyond a certain threshold, substitution toward demand analysis takes over and fundamental analysis falls. The online Appendix shows how this intuition also carries over to the dynamic economy ($\pi = 1$). We characterize the conditions under which price informativeness, price information sensitivity, and liquidity improve in response to exogenous changes in data endowments (Result 8).

A rise in data processing efficiency is not the only force that can boost price informativeness. Online Appendix Section C also derives comparative statics. The results show that greater risk tolerance (lower $\rho$) or an increase in demand data processing efficiency (lower $\chi$) both raise $C_t/|D_t|$. Trends in either variable could therefore also prompt a switch to demand-based trading strategies.

**B. Dynamic Results**

Next, we explore the model’s dynamic forces. By assuming $\pi = 1$, the asset’s payoff is $p_{t+1} + d_{t+1}$, as with a traditional equity payoff. This introduces a new concept, future information risk: knowing that tomorrow’s investors will get more information makes it harder to predict what those investors will believe, which makes future demand and future prices more uncertain. Since the future price is part of the payoff to today’s asset, future information risk makes this payoff more uncertain. Assets look riskier to investors. The result that future information creates risk is central to the main finding of long-run balanced data processing. Without long-lived assets, information learned tomorrow cannot affect the payoff risk today. Long-lived assets are integral to all the results that depend on future information risk, including our main result, the long-run balanced growth of data processing.

Future information risk is the part of payoff risk $\text{var}\left[p_{t+1} + d_{t+1} \mid \mathcal{I}_t\right]$ that comes from $\{K_{t+1}, \ldots, K_\infty\} > 0$. This risk arises from shocks to tomorrow’s price that are unknowable today. But not all unknowable shocks come from future information. Tomorrow’s demand shock will create price noise, regardless of whether others learn about it. Instead, future information grows the impact of unknowable price shocks. The next result shows that more learning tomorrow makes tomorrow’s prices, $p_{t+1}$, more sensitive to shocks that are unlearnable today, and this additional risk makes today’s prices less informative.

**Result 5 (Future Information Creates Risk, Reduces Informativeness: Dynamic Only):** If $\pi = 1$ and $\rho$ is sufficiently low, then an increase in future information $K_{t+1},$

(a) increases payoff risk $\text{var}\left[p_{t+1} + d_{t+1} \mid \mathcal{I}_t\right]$, and

(b) reduces current price informativeness $C_t/|D_t|$.

The proof in online Appendix Section B goes further and makes it clear that what reduces informativeness is the fact that the information will be learned in the future. More information today (higher $K_t$) unambiguously increases price informativeness $C_t/|D_t|$ today.
Conceptually, future information creates risk because, if many investors will trade on precise \((t + 1)\) information tomorrow, then tomorrow’s price will be very sensitive to the next day’s dividend information \(y_{t+2}\) and possibly to the next day’s demand information \(x_{t+2}\). But investors today do not know what will be learned tomorrow. Therefore, tomorrow’s analysis makes tomorrow’s price \((p_{t+1})\) more sensitive to shocks about which today’s investors are uninformed. Because future information has no effect on today’s dividend uncertainty, \(\var{y_{t+1} \mid \overline{I}_t}\), and because it raises future price uncertainty, the net effect of future information is to raise today’s payoff variance. That is what creates risk today.

Mathematically, the relationship between tomorrow’s price coefficients and future information risk is evident in the \(C_{t+1}\) and \(D_{t+1}\) coefficients in the formula for future information risk. Future information affects today’s risk because the payoff variance is \(\var{p_{t+1} + d_{t+1} \mid \overline{I}_t} = C_{t+1}^2 \tau_0^{-1} + D_{t+1}^2 \tau_x^{-1} + (1 + B)^2 \var{y_{t+1} \mid \overline{I}_t}\). The key terms are \(C_{t+1}^2 \tau_0^{-1} + D_{t+1}^2 \tau_x^{-1}\). Future information affects the future price coefficients \(C_{t+1}\) and \(D_{t+1}\). We know that time-\(t\) information increases period-\(t\) information content \(C_\tau\). Similarly, time \(t + 1\) information increases \(C_{t+1}\). Future information may increase or decrease \(D_{t+1}\). But as long as \(C_{t+1} / |D_{t+1}| \) is large enough, the net effect of \(t + 1\) information is to increase \(C_{t+1}^2 \tau_0^{-1} + D_{t+1}^2 \tau_x^{-1}\).

One reason future information risk is important is that it can reduce today’s liquidity. It makes future price \(p_{t+1}\) more sensitive to future information and thus harder to forecast today. That raises the time-\(t\) asset payoff risk \(\var{p_{t+1} + d_{t+1} \mid \overline{I}_t}\). A riskier asset has a less liquid market. We can see this relationship in the formula for \(D_t\) (equation (12)), where \(\var{p_{t+1} + d_{t+1} \mid \overline{I}_t}\) shows up in the first term. Thus, future information reduces today’s liquidity.

Technology growth improves information today and then improves it again tomorrow. That means the static and dynamic effects are in competition. The net effect of the two is sometimes positive, sometimes negative. Price volatility does not become arbitrarily large. Just as the conditional variance of dividends converges to zero, price volatility converges to a positive, finite level. The point is that the net effect is not as clear-cut as what a static information model predicts. We learn that with long-lived assets, information technology efficiency and liquidity are not synonymous. In fact, because financial technology makes future prices more informative, it can also make markets function in a less liquid way.

The static result that demand analysis feeds on itself suggests that in the long run, it will completely crowd out fundamental analysis. But that does not happen. When demand precision \((\Omega_{\theta})\) is high, the conditions for Proposition 3 break down. The next result tells us that in the long run as information becomes abundant, growth in fundamental and demand analyses becomes balanced. This result for the long-lived asset contrasts with the static asset Result 4, where fundamental and demand analyses diverge.

**Result 6** (High-Information Limit: Dynamic Only): If \(\pi = 1\) and \(K_t \rightarrow \infty\), both analysis choices \(\Omega_{\theta}\) and \(\Omega_{\alpha}\) tend to \(\infty\) such that

(a) \(\Omega_{\theta}/\Omega_{\alpha}\) does not converge to 0;

(b) \(\Omega_{\theta}/\Omega_{\alpha}\) does not converge to \(\infty\); and
if $\tau_0$ is sufficiently large, there exists an equilibrium where $\Omega_{ft}/\Omega_{xt}$ converges to a finite, positive constant.

No perfect liquidity: There is no equilibrium for any date $t$ with $D_t = 0$.

See online Appendix Section B for the proof and an expression (104) for the lower bound on $\tau_0$.

It is not surprising that fundamental analysis will not push demand analysis to zero (part (a)). We know that more fundamental analysis lowers the value of additional fundamental analysis and raises the value of demand analysis by increasing $C_t/|D_t|$. This is the force that prompts demand analysis to explode at lower levels of information $K$.

But what force restrains the growth of demand analysis? It’s the same force that keeps liquidity in check: information today, competing with the risk of future information that will be learned tomorrow. The first-order condition tells us that the ratio of fundamental to demand analyses is proportional to the squared signal-to-noise ratio, $(C_t/D_t)^2$. If this ratio converges to a constant, the two types of analysis remain in fixed proportion. Recall from Result 5 that information acquired tomorrow reduces $D_t$. That is, $D_t$ becomes more negative, but larger in absolute value. On the other hand, as data observed today become more abundant, the price information sensitivity $(C_t)$ grows and liquidity improves: $D_t$ falls in absolute value. As data processing grows, the upward force of current information and the downward force of future information bring $C_t$ and $D_t$ each to rest at a constant, finite limit. For $C_t$, this infinite-data limit is $\bar{C} = 1/(r - G)$. For $D_t$, the limit is $\bar{D} = \left[-r \pm \sqrt{r^2 - 4\left(\rho/(r - G)\right)^2\tau_0^{-1}\tau_x^{-1}}\right]/\left(2\rho\tau_x^{-1}\right)$. Lemma 4 in the online Appendix explores the properties of the ratio $C_t/|D_t|$ in this limit. It shows formally that $C_t/|D_t|$ is bounded above by the inverse of future information risk. When assets are not long-lived, their payoffs are exogenous, future information risk is zero, and $C_t/|D_t|$ can grow without bound. Put differently, without a long-lived asset, the limit on $C_t/|D_t|$ is infinite. Data processing would not be balanced.

C. Persistent Demand or Information about Future Events

A key to many of our results is that the growth of financial technology creates more and more future information risk. This risk arises because shocks that affect tomorrow’s prices are not learnable today, which raises the question: what if information about future dividend or demand shocks was available today?

As long as there is still some uncertainty and thus something to be learned in the future, future information will still create risk for returns today. Tomorrow’s price would depend on information learned tomorrow about shocks that will materialize in $t + 2$ or $t + 3$. That new information, observed in $t + 1$, will affect $t + 1$ prices.

Another way to introduce unlearnable risk is to simply have a static model with some portion of the payoff that cannot be learned. While this economy would have an equilibrium and analysis would converge, the convergence path and the ratio of analysis the economy converges to would differ. A version of the long-lived asset effect can also arise in a dynamic model with only fundamental analysis (see Cai 2016).
The general point is this: new information is constantly arriving; it creates risk. Whether it is about tomorrow, the next day, or the far future, this yet-to-arrive information will have an uncertain impact on future prices. When information processing technology is poor, the poorly processed future information has little price impact. Thus, scarce future information poses little risk. When information processing improves, the risk of unknown future information grows.

Of course, if persistent demand was the source of future information, then signals about demand, $x_{t+1}$, would be payoff relevant. The $x_{t+1}$ signal would be informative about $x_{t+2}$, which affects the price $p_{t+1}$ and thus the payoff of a time $t$ risky asset. In such a model, agents would attempt to distinguish the persistent and transitory components of demand. The persistent, payoff-relevant component would play the role of dividend information in this model. The transitory component of demand would play the role of the i.i.d. $x_{t+1}$ shock.

A broader interpretation of the model is that there are three categories of activities: learning about persistent payoff-relevant shocks, learning about transitory price shocks, and future learning about any shocks that cannot be known today. Exactly what is in each of these categories is a matter of interpretation.

D. Price Informativeness, Liquidity, Welfare, and Real Economic Output

Why are price informativeness and liquidity sensible measures of market efficiency? In this setting, all dividends are exogenous. Information has no effect on firms’ real output. It only facilitates reallocation of these goods from one trader to another. In fact, the social optimum is achieved with full risk-sharing, which arises when there are no data and beliefs are therefore symmetric.

Does all this mean that data are bad for society? Not necessarily. One way to approach social welfare is to consider maximizing price informativeness to be a social objective. The question then becomes: are data choices socially efficient? It turns out that they do indeed maximize price informativeness.

**Result 7 (Social Efficiency: Static):** For $\pi = 0$, the equilibrium attention allocation maximizes price informativeness $C_t/|D_t|$.

The reason that social and private objectives are aligned is that the same sufficient statistic governs both. Individual data choices that maximize expected utility do so by maximizing the precision of information about dividend innovations: $\text{var}[y_{t+1} | I_t]^{-1}$. For the representative investor, price informativeness also depends on aggregate data choices, but only through $\text{var}[y_{t+1} | I_t]^{-1}$. Price informativeness is increasing in $\text{var}[y_{t+1} | I_t]^{-1}$. Thus the data choices that maximize individual utility maximize $\text{var}[y_{t+1} | I_t]^{-1}$, and therefore also price informativeness.

An alternative approach is to relate financial markets and the real economy. This model is stripped to its barest essentials to make its logic most transparent. For that reason, it has no link between financial and real economic outcomes. With that link added back in, liquid and information-rich financial markets can have real benefits.

Online Appendix Sections C.5 and C.6 sketch two models of real economic production where the amount produced by a firm depends on price information sensitivity or liquidity, as in David, Hopenhayn, and Venkateswaran (2016). In the
first model, a manager makes a costly effort to increase the future value of the firm and is compensated with equity. When the equity price is more informative, that means the price reacts more to effort and the associated output. That makes equity a better incentive for providing effort and raises firm output. In the second model, a firm needs to issue equity to raise funds for additional real investment. When markets are illiquid, issuing equity exerts strong downward pressure on the equity price. This reduces the firm’s ability to raise revenue, reduces the size of the capital investment, and depresses output. While these models are just caricatures of well-known effects, they illustrate why the objects that are the central focus of analysis in this paper, price informativeness and liquidity, are of such interest.

III. Illustrating Financial Technology Growth: Numerical Example

Our main results reveal competing forces are work. Quantifying the model provides some understanding of which effect is likely to dominate. The equilibrium effects that we focus on are price informativeness and liquidity. A common concern is that as financial technology improves, the extraction of information from demand will crowd out original research, and in so doing, will reduce the informativeness of market prices. On the flip side, if technology allows investors to identify uninformed trades and take the other side of those trades, such activity is thought to improve market liquidity. While each argument has a grain of truth to it, countervailing equilibrium effects mean that neither conjecture is correct.

We begin by quantifying the forces that make demand information more valuable over time. Then we explore why the shift from information production to extraction does not harm price informativeness or improve liquidity. Finally, we ask whether the model contradicts the long-run trends in price volatility, decomposes demand and fundamental data effects, explores alternative parameter values, and considers the possibility of biased technological change.

A. Calibration

Our calibration strategy is to measure the growth of computer processor speed directly to discipline technology $K$ and then to estimate our equilibrium price equation on the recent asset price and dividend data, assuming assets are long-lived. Then we use the time path of the price coefficients and the signal-to-noise ratio to calibrate the model parameters.

We describe the data and then the moments of the data and model that we match to identify the model parameters. Most of these moments come from estimating a version of our price equation (8) and choosing parameters that match the price coefficients in the model with the data. In the next section, we report the results.

Measuring Data Growth.—Investors can acquire information about asset payoffs $y_{t+1}$ or demand $x_{t+1}$ by processing digital data, which is coded in binary code. To calibrate the growth rate of data technology, we choose a growth rate for $K$, which implies a growth rate of bits processed equal to the growth rate of computer processor speed or cloud computing capacity.
To map the economic measure of data $K$ into a binary string length, we use a concept from information theory called the Gaussian channel. In a Gaussian channel, all data processing is subject to noise (error). The number of bits required to transmit a message is related to the channel’s signal-to-noise ratio. Clearer signals can be transmitted through the channel, but they require more bits. The relationship between bits and signal precision for a Gaussian channel is 

$$bits = \frac{1}{2} \ln(1 + \text{signal-to-noise})$$

(Cover and Thomas 1991, Theorem 10.1.1). The signal-to-noise is the ratio of signal precision to prior precision. In the notation of this model, if the prior precision is $\tau$, the number of bits $\tilde{b}$ required to transmit $\Omega$ units of precision in a signal is

$$\tilde{b} = \frac{1}{2} \ln \left(1 + \frac{\Omega}{\tau} \right).$$

If this is true both for fundamental precision $\Omega_{ft}$ and for demand precision $\Omega_{xt}$, and presumably, each piece of data is transmitted separately, then the total number of bits processed $b$ is the sum of fundamental and demand bits:

$$b = \frac{1}{2} \ln \left(1 + \frac{\Omega_{ft}}{\tau_0} \right) + \frac{1}{2} \ln \left(1 + \frac{\Omega_{xt}}{\tau_x} \right).$$

Using this mapping, we choose a growth rate of $K_t$, such that the equilibrium choices of $\Omega_{ft}$ and $\Omega_{xt}$ imply a growth rate of bits that matches the data. We explain the procedure we use to do so shortly. That path of $K_t$ is

$$K_t = 0.00095 \times 2^{0.49(t-1)} \quad \text{for } t = 1, \ldots, T.$$

The multiplier 0.00095 is simply a normalization to keep units from becoming too large. The choice of 0.49 in the exponent ensures that the (cumulative) average bit growth is close to 20 percent per year for the first 18 periods, because these periods correspond to the past observed data in our calibration, as explained later in the section. The 20 percent annual growth rate of bit processing reflects evidence from multiple sources. One source is hardware improvement: the speed of frontier processors has grown by 27 percent since the 1980s, and has more recently slowed to 20 percent growth per year (Hennessy and Patterson 2009). Another fact that supports this rate of growth is the 19 percent growth rate of the workloads in data centers (22 percent for cloud data centers), where most banks process their data (Cisco 2018).

**Asset Data.**—The data are obtained from Compustat and cover S&P500 firms over the 1985–2015 period. We construct a measure $ea_{i,t}$ for relevant firm $i$ as earnings before interest and taxes (EBIT) divided by total assets. For each firm $i$, we fit an AR(1) model to the time series $ea_{i,t}$ and use the residual $ue_{i,t}$ as a measure of $y_{i,t}$. Finally, we construct a measure $lma_{i,t}$, which is the log of market capitalization over total assets.

Our measure of dividends is the lagged value of $ea_{i,t}$ and therefore $\mu$ is estimated as the sample mean of $ea_{i,t-1}$ averaged over firms and dates. Then, to create the time
series of price coefficients, we run the following cross-sectional regression for each year \( t = 1, \ldots, T \).

\[
\ln a_{i,t} = \hat{A}_t + \hat{B}_t(ea_{i,t-1} - \mu) + \hat{C}_t u e_{i,t} + \hat{H}_t Y_{i,t} + \hat{\epsilon}_{i,t},
\]

where \( Y_{i,t} \) is a collection of dummies at the SIC3 industry level.\(^{13}\)

This first step results in a time series of estimated coefficients that are imperfect measures of \( A_t, B_t \), and \( C_t \) in the model. In addition, the squared residuals \( \hat{\epsilon}_{i,t} \) correspond to the model’s \( D^2 \tau^{-1}_x \). For \( \hat{B}_t, \hat{C}_t, \) and \( 1/N \sum_{i=1}^N \hat{\epsilon}^2_{i,t} \), we remove their high-frequency time-series fluctuations. To do this, we simply regress each one on a constant, a time trend, and a squared time trend. That is, if the estimated coefficient is \( x_t \), we estimate \( \beta_a, \beta_b, \) and \( \beta_c \) in \( x_t = \beta_a + \beta_b t + \beta_c t^2 + \nu_t \). Then, we construct a smoothed series as \( x_{t+1} = \hat{\beta}_a + \hat{\beta}_b t + \hat{\beta}_c t^2 \), where \( \hat{\beta}_a, \hat{\beta}_b, \) and \( \hat{\beta}_c \) are the estimates of \( \beta_a, \beta_b, \) and \( \beta_c \). This procedure results in three series: \( \hat{B}_t, \hat{C}_t, \) and \( \hat{D}_t^2 \tau^{-1}_x \), which we use to calibrate to the average rate of the coefficient change in the last 30 (approximately) years.\(^{12}\)

**Estimation.**—We pick three parameters of the model directly. As described above, \( \mu \) is set to match the average earnings. The riskless rate \( r = 1.05 \) is set to match a 5 percent annual net return. Risk aversion clearly matters for the level of the risky asset price, but it is not well identified. Doubling the variance and halving the risk aversion mostly just redefines the units of risk. In what follows, we set \( \rho = 0.05 \). In the online Appendix, we explore other values to show that our results are robust to changes of this kind.

Four parameters, \( \theta = (G, \tau_0, \tau_x, \chi_\alpha) \), as well as the growth rate of \( K_t \), remain to be estimated. The sequence of information capacities, \( K_t \), is chosen to match the average bit growth rate, which depends on the equilibrium outcomes. We use the following procedure: pick a growth rate for \( K_t \) and estimate \( \theta \) as explained below. Given the \( \theta \) estimate, compute the equilibrium and find the date that corresponds most closely to the most recent observations in the constructed calibration series (2015), \( \hat{t} \). Next calculate the corresponding average bit growth rate for period \((0, \hat{t})\). Iterate on this procedure until the 20 percent average target bit growth rate is hit. Finally we estimate \( \theta = (G, \tau_0, \tau_x, \chi_\alpha) \). We describe four moments derived from the model. Using these four moment conditions, we estimate the parameter vector, \( \theta \), by the generalized method of moments. The theory constrains \( \theta \in [0,1) \times (0, \infty)^3 \). Let \( X \in \mathbb{R}^{(T-1) \times 5} \) be the sequences \( \hat{B}_t, \hat{C}_t, \hat{D}_t^2 \tau^{-1}_x \), and \( K_t \).\(^{14}\) The first three moments below are the equilibrium solution for the price coefficients \( B_t, C_t, \) and \( D_t \). They are simply rearrangements of (44), (45), and (46). The fourth equation uses

---

\(^{10}\)See online Appendix for a discussion of the generated regressor.

\(^{11}\)Notice that \( B_t \) makes a return here with a \( t \) subscript, even though we proved that \( B_t \) was a constant. That is because when we estimate price coefficients in each year, the \( B_t \) estimate is, of course, not constant. We could first average \( B_t \) over time and use the average. But using the \( B_t \) that is consistent with the \( C_t \) and \( D_t \) for that period \( t \) results in more precise parameter estimates.

\(^{12}\)Allowing just a constant and time trend yields very similar results.

\(^{13}\)Specifically, \( t = 18 \) minimizes \((A_t - a)^2 + (C_t - c)^2 + (D_t - d)^2 \) over the 150 simulated model periods, where \( a = \hat{A}_t, c = \hat{C}_t, \) and \( d = -\sqrt{\hat{D}_t^2 \tau^{-1}_x \times \tau_x} \).

\(^{14}\)The last observation has to be dropped, due to the presence of \( t+1 \) parameters in the time-\( t \) moment conditions.
the information budget constraint and the pricing solutions to characterize the
signal-to-noise ratio in prices $C_t/D_t$. It is a variation of equation (69). Now,

\[(21) \quad g_{1,t}(\theta, r, \rho, X) := \frac{1}{r}(1 + B_{t+1})G - B_t,\]

\[(22) \quad g_{2,t}(\theta, r, \rho, X) := \frac{1 - \tau_0}{r - G}(\tau_0 + \Omega ft)
+ \left(\frac{C_t}{D_t}\right)^2 \left(\tau_x + \Omega ft/\chi_x \left(\frac{C_t}{D_t}\right)^2\right) \right)^{-1} - C_t,\]

\[(23) \quad g_{3,t}(\theta, r, \rho, X) := \left(\frac{\tau_x - \rho r}{r - GD_t - (r - G)^2}\right)
\times \left(\tau_0 + \Omega ft + \left(\frac{C_t}{D_t}\right)^2 \left(\tau_x + \Omega ft/\chi_x \left(\frac{C_t}{D_t}\right)^2\right) \right)^{-1}
- \frac{\rho}{r}(C_{i+1}^2 \tau_0^{-1} + D_{i+1}^2 \tau_x^{-1}) - D_t,\]

\[(24) \quad g_{4,t}(\theta, r, \rho, X) := \left(\frac{C_t}{D_t}\right)^3 Z_t \tau_x + \frac{C_t}{D_t} \left(\frac{\rho r}{r - G} + Z_t \tau_0\right) + \left(1 + \frac{C_t}{D_t} Z_t\right)K_t/\Omega ft.\]

Note that $Z_t$ captures future information risk and the equilibrium demand for fundamental information $\Omega ft$ comes from combining information capacity constraint (5) with first-order condition (16):

\[(25) \quad Z_t := \frac{\pi \rho}{r}(r - \pi G)(C_{i+1}^2 \tau_0^{-1} + D_{i+1}^2 \tau_x^{-1}),\]

\[(26) \quad \Omega ft := \left(\frac{K_t \chi_x}{\chi_x + (C_t/D_t)^4}\right)^{1/2}.\]

According to the model, each of these four moments $g_{1,t}$ though $g_{4,t}$ should be zero at each date $t$. To estimate the four parameters $\theta = (G, \tau_0, \tau_x, \chi_x)$ from these four moment equations, we compute the actual value of $g_{1,t}$ though $g_{4,t}$ at each date $t$, for a candidate set of parameters $\theta$. We average those values (errors) over time, square them, and sum over the four moments. Formally, let $\bar{g}(\theta)$ (a $4 \times 1$ vector) be the time-series mean of the $(T - 1) \times 4$ matrix

\[(27) \quad g(\theta) := \begin{bmatrix}
g_{1,1}(\theta, r, \rho, X) & g_{2,1}(\theta, r, \rho, X) & g_{3,1}(\theta, r, \rho, X) & g_{4,1}(\theta, r, \rho, X) 
g_{1,1}(\theta, r, \rho, X) & g_{2,1}(\theta, r, \rho, X) & g_{3,1}(\theta, r, \rho, X) & g_{4,1}(\theta, r, \rho, X) 
g_{1,T-1}(\theta, r, \rho, X) & g_{2,T-1}(\theta, r, \rho, X) & g_{3,T-1}(\theta, r, \rho, X) & g_{4,T-1}(\theta, r, \rho, X)
\end{bmatrix},\]

and let $I$ be the $4 \times 4$ identity matrix. The estimated parameter vector $\hat{\theta}$ solves

\[\hat{\theta} := \arg\min_{\theta \in [0,1] \times [0,\infty)^3} \bar{g}(\theta)^T I \bar{g}(\theta).\]

We optimize with constraints that $\tau_0$, $\tau_x$, and $\chi_x$ are positive and then check that the estimated value of $G$ lies within its admissible range $[0, 1)$. This procedure produces the following parameter values.
Computation and Equilibrium Selection.—We use the estimated parameters to solve for the long-run stable pricing coefficients. Specifically, we set $C_T/D_T$ to the smaller solution to quadratic equation (103) in the online Appendix. Moreover, we choose $T = 150$ to be our long run, and create path $K_t$ according to equation (19). Then we solve the model backward: knowing the time-$t$ price coefficients allows us to numerically find the root of equation (67) to obtain $C_{t-1}/D_{t-1}$, from which we can solve for the information choices and the price function coefficients in period $t-1$.

The nonlinear equation in $C_t/D_t$ that characterizes the solution can have multiple solutions. As it happens, for the parameter values that we explore, given a $C_{t+1}$ and $D_{t+1}$, this equation has only one real root. Moreover, the date that corresponds most closely to the most recent observations in our constructed calibration series, corresponding to data from 2015, is period 18.

B. Result: The Transition from Fundamental to Demand Analysis

With our calibrated model, we can now illustrate the three phases of information processing. Figure 1 shows that initially demand analysis is scarce. Consistent with Result 1, we see that when the ability to process information is limited, almost all of that ability is allocated to processing fundamental information. Once fundamental information is sufficiently abundant, demand analysis takes off. Not only does demand processing surge, but it increases by so much that the amount of fundamental information declines, even though the total ability to process information has improved. Once demand trading takes off, it quickly comes to dominate fundamentals-based trading. In the long run, the two types of information processing grow at the same rate (albeit at different levels).

C. Price Informativeness

Prices are informative to the extent that they reflect a change in future dividends relative to a change in aggregate supply. Our equilibrium price solution (8) reveals that the absolute value of this relative price impact, $|dp_t/dy_{t+1}|/(dp_t/dx_{t+1})$, is $C_t/|D_t|$. As the productivity of a financial analysis rises, and more information is acquired and processed, the information sensitivity of price $(C_t)$ rises, while the illiquidity $(|D_t|)$ changes nonmonotonically.

Our analysis shows that overall as technology improves, investors are able to better discern an asset’s true value, and price informativeness rises. The thick solid line labeled $(C_t/D_t)^2$ in Figure 2 confirms that as financial analysis becomes more productive, informativeness rises. This change is driven primarily by the increase in the information sensitivity of prices $C_t$. The effect of a one-unit change in the dividend innovation, which is about 2 standard deviations, increases the price by between 0

| Table 1—Parameters |
|---------------------|
| $\rho$ | $r$ | $\mu$ | $G$ | $\tau_0$ | $\tau_x$ | $\chi_x$ |
| 0.05 | 1.02 | 0.04 | 0.98 | 80.08 | 19.75 | 21.12 |
and 8 units. Because the average price level is about 80, this 2 standard deviation shock to dividends produces a negligible price change for very low levels of technology and a 10 percent price rise when financial technology becomes more advanced.

D. Price Impact of Trades (Illiquidity)

A common metric of market liquidity is the sensitivity of an asset’s price to a buy or sell order. In our model, price impact is the impact of a one-unit noise trade \( \frac{dp_t}{d(-x_{t+1})} \).\(^{15}\) Linear price solution (8) reveals that price impact is \( \frac{dp_t}{d(-x_{t+1})} = |D_t| \).

Looking at the thin line in Figure 2, we see that the price impact of noise trades, \( |D_t| \), rises in the early periods when only \( \Omega_{ft} \) is increasing. It then declines, but it stays positive as information becomes more abundant. Since 2015 corresponds to period 18, this suggests that we are close to the maximum illiquidity. But surprisingly, the changes are quite small. A noise trade that is the size of 1 percent of all outstanding asset shares would increase the price by 0.05–0.06 units. Since the average price is 80, this amounts to a 0.6–0.7 percent (60–70 basis point) increase in the price. By exploring different parameters, we see that the dynamics of market liquidity can vary. But what is consistent is that the liquidity changes are small, compared to the price information changes.

Flat liquidity is the result of two competing forces. Recall from Section II that the liquidity of a risky asset is determined largely by the riskiness (uncertainty) of its payoff. The static force \( \frac{r}{(r - G)} \) var \( y_{t+1} \) \( \tilde{I} \) \( C_t / D_t \), which reduces risk and

\(^{15}\) We consider a noise trade because the impact of an information-based trade would reflect the fundamental (future dividend), which must have moved in order to change the information. We have already explored the question of how much a change in the fundamental changes the price. That is price information sensitivity.
the dynamic force $-\rho \text{var}[p_{t+1} + d_{t+1} | \tilde{Z}_t]$, which increases it, are nearly canceling each other out.

**Price and Return Volatility.**—One might think that future information risk implies an unrealistically high future price or return volatility. It does not. Between the start of the simulation and period 18, which corresponds to 2015, the price variance rises by only 3.4 percent. (See online Appendix Section C.7 for the complete volatility time series.) That is less than 0.2 percent annually. Such a minute increase in price volatility is sufficient to offset the elimination of most dividend uncertainty, because prices are so much larger in magnitude than dividends.

In the return space, the change is even less detectable. When we examine the volatility of the returns, we find no significant time trend in either the model or the data. To substantiate this claim, we simulate prices from the model, inflate them with a consumer price index, and then construct a return series: $(p_{t+1} + d_{t+1}) / p_t$. We compare this model return to an empirical return series, derived from the monthly S&P 500 price index (1980–2015). For both the model and data, we estimate a GARCH model to calculate volatility for each month.\(^{16}\) When we regress this GARCH-implied return variance $\sigma_t$ on time (monthly), the average variance is 0.005, but the coefficient on time is zero out to 5 digits. Because of the large number of observations that we can simulate, this number is statistically different from zero. But its economic magnitude is trivial. Variance of the S&P 500 returns has a time trend of 0.00001. That coefficient is statistically indistinguishable from zero. In short, the return variance, in both the model and the data, appears stable over time.

\(^{16}\)The dividends are imputed, as described in the calibration section. The equation we estimate is a TGARCH(1, 1), which takes the form, $\sigma_{t-1}^2 = \omega + (\alpha + \gamma \cdot I_{(r_{t-1} < 0)}) r_{t-1}^2 + \beta \sigma_{t-2}^2$. It allows for positive and negative returns to affect volatility differently. We estimate the coefficients by maximum likelihood.
E. Which Trends Come from Where?

The rise in informativeness and the stagnation of liquidity come from the combination of changes in fundamental and demand data, both today and in the future. To understand the source of these results, we turn off the growth in one of these types of data and see how the resulting price coefficients differ.\footnote{We thank our anonymous referees for suggesting these exercises.} Online Appendix Section D reports the full set of results from each exercise, with figures.

In a first exercise, designed to isolate the effect of demand data, we set demand analysis to zero and keep fundamental analysis on the same trajectory that it follows in the full model. We also do a version of this exercise where all of the growing data capacity is allocated to fundamental analysis \((\Omega_f = \sqrt{K_t})\). Given these exogenous information sequences, we resolve for the equilibrium pricing coefficients in the equilibrium of the financial market. We learn that demand data make prices only slightly more sensitive to new information. The effect on the price sensitivity to information, \(C_t\), is negligible throughout most of the path. Demand data’s effect is small because by the time demand data become prevalent, \(C_t\) is nearly at its maximum level. In contrast, demand data govern market liquidity. Without it, the price impact at the end of the simulation would be twice as large as the end of the path, when demand data are abundant. Moreover, we do see demand data affect forecast accuracy, defined as the conditional precision of the future dividend. By the end of the path, nearly all the accuracy of the dividend forecasts is due to demand data.

In a second exercise, we do the reverse: we fix fundamental data at a low level \((\Omega_{ft} = 0.01)\) and keep demand data on its previous equilibrium trajectory. We cannot set it to 0, because otherwise \(C_t = 0\), mechanically for any level of demand analysis. When information is scarce and fundamental analysis is dominant, removing fundamental data significantly hurts price sensitivity to dividends \((C_t)\), but it has little effect on liquidity or informativeness in the long run. As technology improves, demand analysis becomes dominant. Thus, while some fundamental information is essential, its growth has little quantitative effect on prices in the long run.

A third exercise isolates the effect of long-lived assets and risk from future prices. The most important role of long-lived assets is that they preserve equilibrium existence. When we switch to computing the static model by setting \(\pi = 0\), we can only simulate the first few periods before the static solution ceases to exist. The price coefficients have similar dynamics. The key difference is that the dynamic model price is more sensitive to dividend innovations. The reason is that for a long-lived asset, dividends signal not only a rise in current dividends, but also a rise in expected future dividends. That has a larger effect on the expected asset value and thus on price.

F. What Is Robust? What Is Fragile?

These numerical results are simply examples. Some of the features they illustrate are robust to other parameter values, others are not. The online Appendix explores results with different risk aversions, variances of dividends and demand.
shocks, and rates of time preference. What is consistent is that demand analysis always rises, price informativeness always rises, and the marginal value of demand information \((C/D)^2\) also always rises. Quantitatively, \(\Omega_{\text{it}}\) consistently surpasses \(\Omega_{\text{ft}}\) once \(C_t/D_t\) crosses \(\sqrt{\chi_X}\). (See online Appendix Section E for details).

**Unbalanced Technological Change.**—We chose to model technological progress in a way that increases the potential precision of fundamental or demand information equally. We made this choice because otherwise we would not know which results come from the technological process and which arise from its imbalanced nature. But it is quite possible that technological progress has not been balanced. To explore this possibility, we consider a world where demand data processing efficiency grows more quickly.

When demand analysis efficiency is low, investors analyze fundamental data, just like before. The reason is that no matter how efficient, demand data processing still has zero marginal value at zero data. But as demand analysis becomes relatively cheaper, fundamental analysis falls by more than before. In the long run, the marginal benefit of both types of analysis converges to a constant ratio, as before. (See online Appendix Figure 18.)

In short, most of our conclusions are unaltered. Liquidity is still flat. However, if we see stagnating market efficiency, this is consistent with a world where demand analysis efficiency is improving at a faster rate and is displacing fundamental analysis.

**IV. Suggestive Evidence**

The shift from fundamental to demand analysis in our model should appear empirically as a change in investment strategies. Indeed, there is some evidence that funds have shifted their strategies in a way that is consistent with our predictions. In the TASS database, many hedge funds report that their fund has a “fundamental,” “mixture,” or “quantitative” strategy. Since 2000, the assets under management of fundamental funds, whether measured by fund or in total, has waned (Figure 3). Instead, other strategies, some based on market data, are surging.\(^{18}\)

A different indicator that points to the growing importance of demand data comes from the frequency of web searches. From 2004 to 2016, the frequency of Google searches for information about “order flow” has risen roughly three-fold (online Appendix Figure 20). This is not an overall increase in attention to asset market information. In contrast, the frequency of searches for information about “fundamental analysis” fell by about one-half over the same time period.

In practice, much of the trade against order flow takes the form of algorithmic trading, for a couple of reasons. First, while firm fundamentals are slow-moving, demand can reverse rapidly. Therefore, mechanisms that allow traders to trade

---

\(^{18}\) Source: Lipper TASS. The data are monthly from 1994–2015. The database reports on 17,534 live and defunct funds. Quantitative or “quant” strategies are defined in Investopedia as follows: “Quantitative trading techniques include high-frequency trading, algorithmic trading and statistical arbitrage. These techniques are rapid-fire and typically have short-term investment horizons. Many quantitative traders are more familiar with quantitative tools, such as moving averages and oscillators.” The Lipper TASS database is from Thomson Reuters (1994–2015) and can be accessed via Wharton Research Data Services (WRDS).
quickly are more valuable for fast-moving, demand-based strategies. Second, while fundamental information is more likely to be textual, partly qualitative, and varied in nature, demand is more consistently data-oriented and therefore more amenable to algorithmic analysis. Hendershott, Jones, and Menkveld (2011) measures algorithmic trading and finds that it has increased, but this increase occurred most rapidly between the start of 2001 and the end of 2005. Over this period, average trade size fell and algorithmic trading increased about seven-fold, consistent with model’s predictions for demand-based trading strategies.

Asset price trends are also consistent with our predictions. Bai, Philippon, and Savov (2016) measures a long-run rise in equity price informativeness. They measure price informativeness using a coefficient from a regression of future earnings (at the 1-year, 3-year, and 5-year horizons) on the current ratio of market value to book value. Over the 1960–2010 period, they find a 60 percent rise in the three-year price informativeness and an 80 percent rise in the five-year price informativeness, both of which are highly statistically significant. Similarly, studying liquidity over the last century, Jones (2002) finds a great deal of cyclical variation, but little trend in liquidity, as measured by bid-ask spreads.\textsuperscript{19}

Our claim is not that our model is the primary explanation for these phenomena, or that we can match the timing or magnitude of the increases or decreases. We only wish to suggest that our predictions are not obviously at odds with long-run financial trends.

V. Conclusion

We explore the consequences of a simple deterministic increase in the productivity of information processing in the financial sector. We find that when the financial sector becomes more efficient at processing information, it changes the incentives

\textsuperscript{19}Recent work by Koijen and Yogo (2016) measures a large fall in the price impact of institutional traders. This may not be inconsistent with our results, for two reasons. First, our liquidity measure is the price impact of a non-informational trade. That is not the same as the price impact of an institutional trader, who will often be trading on information. Second, in many cases, institutional traders have reduced their price impact by finding uninformed demand to trade against. To the extent that the reduced price impact reflects more market making and less direct trading on information, this reduced impact is consistent with our long-run demand analysis trend.
to acquire information about future dividends (fundamentals) versus demand (nonfundamental shocks to price). Thus, a simple rise in information processing productivity can explain the transformation of financial analysis from a sector that primarily investigates the fundamental profitability of firms to a sector that does a little fundamental analysis but that mostly concentrates on acquiring and processing client demand. This is consistent with suggestive evidence that the nature of financial analysis and its associated trading strategies have changed.

Many feared that this technological transformation would harm market efficiency, while others argued that markets are more liquid/efficient than ever before. Neither phenomenon is a logical consequence of information technology. Although fundamental analysis declines, price informativeness still rises. The reason is that even if many traders are extracting others’ information, this still makes the average trader better informed and the price more informative. But the benefits of this technological transformation may also be overstated. The promise that traders would be standing ready to take the other side of uninformed trades would improve market liquidity is only half of the story. What this narrative misses is that more informed traders in the future make prices react more strongly to new information, which makes future asset values riskier. This increase in risk makes traders move market prices by more and pushes market liquidity back down. The net effect could go either way.

Of course, there are many other features one might want to add to this model to speak to other related trends in financial markets. One might make fundamental changes more persistent than demand innovations so that different styles of trade are associated with different trading volumes. Another possibility is to explore regions in this model where the equilibrium does not exist and use its nonexistence as the basis for a theory of market breakdowns or freezes. Another extension might ask where demand signals come from. In practice, people observe demand data because they intermediate trades. Thus, the value of demand information might form the basis for a new theory of intermediation. In such a world, more trading might well generate more information for intermediaries and faster or stronger responses by market participants to changes in market conditions. Finally, one might regard this theory as a prescriptive theory of optimal investment, compare it to investment practice, and compute expected losses from suboptimal information and portfolio choices. For example, a common practice now is to blend fundamental and demand trading by first selecting good fundamental investment opportunities and then using demand information to time the trade. One could construct such a strategy in this model, compare it to the optimal blend of trading strategies, and see if the optimal strategy performs better on market data.

While this project, with its one simple driving force, leaves many questions unanswered, it also provides a tractable foundation on which to build, to continue exploring how and why asset markets are evolving as financial technology improves.

**Appendix A: Model Solution Details**

**A. Bayesian Updating**

To form the conditional expectation, \( E[f_t | I_{th}] \), we need to use Bayes’ law. But first, we need to know what signal investors extract from price, given their
demand signal, \( \eta_{x_t} \). We can rearrange linear price equation (8) to write a function of the price as the dividend innovation plus the mean zero noise: 

\[
\eta_{pit} = y_{t+1} + (D_t/C_t)(x_{t+1} - E[x_t | \eta_{x_{t+1}}]),
\]

where the price signal and the signal precision are

\[
\begin{align*}
\eta_{pit} & \equiv (p_t - A_t - B(d_t - \mu)) - D_tE[x_t | \eta_{x_t}], \\
\Omega_{pit} & \equiv (C_t/D_t)^2(\tau_x + \Omega_{x_{t+1}}). 
\end{align*}
\]

For the simple case of an investor who learned nothing about demand \( \mathbb{E}[x] = 0 \), the information contained in prices is \( (p_t - A_t - B(d_t - \mu))/C_t \), which is equal to \( y_{t+1} + D_t/C_t x_{t+1} \). Since \( x_{t+1} \) is a mean-zero random variable, this is an unbiased signal of the asset dividend innovation, \( y_{t+1} \). The variance of the signal noise is \( \text{var}[D/Cx] = (D/C)^2 \tau_x^{-1} \). The price signal precision \( \Omega_{pit} \) is the inverse of this variance.

But conditional on \( \eta_{x_{t+1}}, x_{t+1} \) is typically not a mean-zero random variable. Instead, investors use Bayes’ law to combine their prior, that \( x_{t+1} = 0 \), with precision \( \tau_x \) with their demand signals: \( \eta_{x_{t+1}} \) with precision \( \Omega_{x_{t+1}} \). The posterior mean and variance are

\[
\begin{align*}
E[x_t | \eta_{x_{t+1}}] & = \frac{\Omega_{x_{t+1}} \eta_{x_{t+1}}}{\tau_x + \Omega_{x_{t+1}}}, \\
V[x_t | \eta_{x_{t+1}}] & = \frac{1}{\tau_x + \Omega_{x_{t+1}}}. 
\end{align*}
\]

Since that is equal to \( y_{t+1} + D_t/C_t(x_{t+1} - E[x_{t+1} | \eta_{x_{t+1}}]) \), the variance of price signal noise is \( (D_t/C_t)^2 \text{var}[x_{t+1} | \eta_{x_{t+1}}] \). In other words, the precision of the price signal for agent \( i \) (and therefore for every agent, since we are looking at symmetric information choice equilibria) is \( \Omega_{pit} \equiv (C_t/D_t)^2(\tau_x + \Omega_{x_{t+1}}) \).

Now, we can again use Bayes’ law for normal variables to form beliefs about the asset payoff. We combine the prior \( \mu \), price/demand information \( \eta_{pit} \), and fundamental signal \( \eta_{fit} \) into a posterior mean and variance:

\[
\begin{align*}
E[y_{t+1} | \mathcal{I}_it] & = (\tau_0 + \Omega_{pit} + \Omega_{fit})^{-1}(\Omega_{pit} \eta_{pit} + \Omega_{fit} \eta_{fit}), \\
V[y_{t+1} | \mathcal{I}_it] & = (\tau_0 + \Omega_{pit} + \Omega_{fit})^{-1}. 
\end{align*}
\]

**Average Expectations and Precisions:** Next, we integrate over investors \( i \) to get the average conditional expectations. Begin by considering the average price information. The price information content is \( \Omega_{pit} \equiv (C_t/D_t)^2(\tau_x + \Omega_{x_{t+1}}) \). In principle, this can vary across investors. But since all are ex ante identical, they make identical information decisions. Thus, \( \Omega_{pit} = \Omega_{pit} \) for all investors \( i \). Since this precision is identical for all investors, we drop the \( i \) subscript in what follows. But the realized price signal still differs because signal realizations are heterogeneous. Since the signal precisions are the same for all agents, we can just integrate over signals to get the average signal:

\[
\int \eta_{pit} di = \left(1/C_t\right)(p_t - A_t - B(d_t - \mu)) - (D_t/C_t) \times \text{var}(x_{t+1} | \mathcal{I}_t) \Omega_{x_{t+1}}.
\]

Since \( \Omega_{pit}^{-1} = (D_t/C_t)^2 \text{var}(x_{t+1} | \mathcal{I}_t) \), we can rewrite this as

\[
\int \eta_{pit} di = \frac{1}{C_t}(p_t - A_t - B(d_t - \mu)) - \frac{C_t}{D_t} \Omega_{pit}^{-1} \Omega_{x_{t+1}} x_{t+1}.
\]
Next, let’s define some conditional variance/precision terms to simplify notation. The first term, $\Omega_t$, is the precision of the future price plus dividend (the asset payoff). It comes from taking variance of pricing equation (8). It turns out that variance $\Omega_t^{-1}$ can be decomposed into a sum of two terms. The first, $\hat{V}_t$, is the variance of the dividend innovation. This variance depends on information choices $\Omega_{ft}$ and $\Omega_{xt}$. The other term, $Z_t$, depends on future information choices through the $t + 1$ price coefficients. Formally,

$$(35) \quad \hat{V}_t \equiv \text{var}(y_{t+1}|\bar{X}_t) = (\tau_0 + \Omega_{ft} + \Omega_{pt})^{-1} = (\tau_0 + \Omega_{ft} + (C_t/D_t)^2(\tau_x + \Omega_{xt}))^{-1},$$

$$(36) \quad \Omega_t^{-1} \equiv \text{var}[\pi p_{t+1} + d_{t+1}|\bar{X}_t] = \pi C_t^2 \tau_0^{-1} + \pi D_t^2 \tau_x^{-1} + (1 + \pi B_{t+1})^2 \hat{V}_t,$$

$$(37) \quad Z_t = \frac{\pi \rho}{r} (r - \pi G) (C_t^2 \tau_0^{-1} + D_t^2 \tau_x^{-1}),$$

$$(38) \quad \Omega_t^{-1} = \frac{r}{\rho(r - \pi G)} Z_t + \left(\frac{r}{r - \pi G}\right)^2 \hat{V}_t.$$

Thus, $Z_t = 0$ if $\pi = 0$.

The last equation, (38), shows the relationship between $\Omega$, $\hat{V}$, and $Z_t$. This decomposition is helpful because we will repeatedly take derivatives where we take future choices ($Z_t$) as given and vary current information choices ($\hat{V}$).

Next, we can compute the average expectations

$$(39) \quad \int E[y_{t+1}|\bar{X}_t] \, di = \hat{V}_t \left[ \Omega_{ft} y_{t+1} + \Omega_{pt} \left( \frac{1}{C_t} (p_t - A_t - B(d_t - \mu)) - \frac{C_t}{D_t} \Omega_{pt}^{-1} \Omega_{xt} x_{t+1} \right) \right]$$

$$(40) \quad = \hat{V}_t \left[ \Omega_{ft} y_{t+1} + \Omega_{pt} \frac{1}{C_t} (p_t - A_t - B(d_t - \mu)) - \frac{C_t}{D_t} \Omega_{xt} x_{t+1} \right].$$

$$(41) \quad \int E[\pi p_{t+1} + d_{t+1}|\bar{X}_t] \, di = A_{t+1} + (1 + \pi B) E[d_{t+1}|\bar{X}_t]$$

$$= A_{t+1} + (1 + \pi B) \left( \mu + G(d_t - \mu) + E[y_{t+1}|\bar{X}_t] \right).$$

**B. Solving for Equilibrium Prices**

The price conjecture is

$$(42) \quad p_t = A_t + B_t(d_t - \mu) + C_t y_{t+1} + D_t x_{t+1}.$$
The price coefficients solve the system of recursive equations:

\[
A_t = \frac{1}{r} \pi A_{t+1} + \mu - \rho \bar{x} \left( \pi C_{t+1}^2 \tau_0^{-1} + \pi D_{t+1}^2 \tau_x^{-1} \right. \\
+ (1 + \pi B_{t+1})^2 \left( \tau_0 + \frac{K}{1 + \frac{1}{\chi_x} \xi^4} \right) \\
+ \xi^2 \left( \tau_x + \frac{\xi^2}{\chi_x} \left( \frac{K}{1 + \frac{1}{\chi_x} \xi^4} \right)^{\frac{1}{2}} \right) \left]^{-1} \right),
\]

(43)

\[
B_t = \frac{1}{r} (1 + \pi B_{t+1}) G = \frac{G}{r - \pi G},
\]

(44)

\[
C_t = \frac{1}{r - \pi G} \left( 1 - \tau_0 \left( \tau_0 + \frac{K}{1 + \frac{1}{\chi_x} \xi^4} \right) \right. \\
+ \xi^2 \left( \tau_x + \frac{\xi^2}{\chi_x} \left( \frac{K}{1 + \frac{1}{\chi_x} \xi^4} \right)^{\frac{1}{2}} \right) \left]^{-1} \right),
\]

(45)

\[
D_t = \left( \frac{\tau_x}{r - \pi G} \xi - \frac{\rho r}{(r - \pi G)^2} \right) \\
\times \left( \tau_0 + \frac{K}{1 + \frac{1}{\chi_x} \xi^4} \right) ^{\frac{1}{2}} + \xi^4 \left( \tau_x + \frac{\xi^2}{\chi_x} \left( \frac{K}{1 + \frac{1}{\chi_x} \xi^4} \right)^{\frac{1}{2}} \right) \left]^{-1} \right)
\]

(46)

where \( \xi = C_t / D_t \) denotes the date-\( t \) signal to noise ratio, which is the solution to equation (69) in the online Appendix. The high-\( K \) limit pricing coefficients are the fixed point of the system above.

The sequence of pricing coefficients is known at every date. Signals \( \eta_{fit} \) and \( \eta_{xit} \) are the same as before, except that their precisions, \( \Omega_{fit} \) and \( \Omega_{xit} \), may change over time if that is the solution to the information choice problem.

The conditional expectation and variance of \( y_{t+1} \) (32) and (33) are the same, except that the \( \Omega_{pt} \) term gets a \( t \) subscript now because \( \Omega_{pt} \equiv (C_t / D_t)^2 (\tau_x + \Omega_{xt}) \). Likewise, the mean and the variance of \( x_{t+1} \) (30) and (31) are the same with a time-subscripted \( \Omega_{xt} \). Thus, the average signals are the same with \( t \)-subscripts:

\[
\int \eta_{piit} \, dt = \frac{1}{C_t} \left( p_t - A_t - B_t (d_t - \mu) \right) - \frac{D_t}{C_t} \var(x_{t+1} \mid \bar{T}_t) \Omega_{xt} x_{t+1}.
\]

(47)

Since \( \Omega_{pt}^{-1} = (D_t / C_t)^2 \var(x_{t+1} \mid \bar{T}_t) \), we can rewrite this as

\[
\int \eta_{piit} \, dt = \frac{1}{C_t} \left( p_t - A_t - B_t (d_t - \mu) \right) - \frac{C_t}{D_t} \Omega_{pt}^{-1} \Omega_{xt} x_{t+1}.
\]

(48)
Solving for Nonstationary Equilibrium Prices.—To solve for equilibrium prices, start from the portfolio first-order condition for investors (7) and equate total demand with total supply. The total risky asset demand (excluding noisy demand) is

\[
(49) \quad \int q_t \, dt = \frac{1}{\rho} \Omega \left[ \pi A_{t+1} + (1 + \pi B_{t+1}) \left( \mu + G(d_t - \mu) \right) + \hat{V}_t \left[ \Omega_{gt} y_{t+1} + \Omega_{pt} \frac{1}{C_t} (p_t - A_t - B_t(d_t - \mu)) \right] - \frac{C_t}{D_t} \Omega_{xt} x_{t+1} \right] - \pi B_{t+1} = \rho \Omega_t^{-1} (\bar{x} + x_t) + \pi A_{t+1} + (1 + \pi B_{t+1}) (\mu + G(d_t - \mu)) + (1 + \pi B_{t+1}) \hat{V}_t \Omega_{y_{t+1}} - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} (A_t + B_t(d_t - \mu)) - (1 + \pi B_{t+1}) \frac{C_t}{D_t} \hat{V}_t \Omega_{xt} x_{t+1} - \pi B_{t+1} \mu.
\]

The market clearing condition equates the expression above to the residual asset supply \( \bar{x} + x_{t+1} \). The model assumes the asset supply is 1. We use the notation \( \bar{x} \) here for more generality because then we can apply the result to the model with issuance costs where asset supply is a choice variable. Rearranging the market clearing condition (just multiplying through by \( \rho \Omega_t^{-1} \) and bringing the \( p \) terms to the left) yields

\[
(50) \quad r - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} p_t = -\rho \Omega_t^{-1} (\bar{x} + x_{t+1}) + (1 + \pi B_{t+1}) (\mu + G(d_t - \mu)) + (1 + \pi B_{t+1}) \hat{V}_t \Omega_{y_{t+1}} - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} (A_t + B_t(d_t - \mu)) - (1 + \pi B_{t+1}) \frac{C_t}{D_t} \hat{V}_t \Omega_{xt} x_{t+1} - \pi B_{t+1} \mu.
\]

Solve for \( p \) to get

\[
(51) \quad A_t = \left[ r - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} \right]^{-1} \left( -\rho \Omega_t^{-1} \bar{x} + \pi A_{t+1} + (1 + \pi B_{t+1}) \mu - (1 + B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} A_t - \pi B_{t+1} \mu \right).
\]

Multiply both sides by the first term on the left-hand side and match the coefficients to get

\[
(52) \quad r A_t - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} A_t = -\rho \Omega_t^{-1} \bar{x} + \pi A_{t+1} + (1 + \pi B_{t+1}) \mu - (1 + B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} A_t - \pi B_{t+1} \mu.
\]
and canceling the \((1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt}(1/C_t)A_t\) term on both sides leaves

\[
(52) \quad rA_t = -\rho \Omega^{-1}_t \bar{x} + \pi A_{t+1} + (1 + \pi B_{t+1}) \mu - \pi B_{t+1} \mu,
\]

\[
A_t = \frac{1}{r} \left[ \pi (A_{t+1} - B_{t+1} \mu) + (1 + \pi B_{t+1}) \mu - \rho \Omega^{-1}_t \bar{x} \right]
\]

\[
= \frac{1}{r} \left[ \pi A_{t+1} + \mu - \rho \Omega^{-1}_t \bar{x} \right].
\]

**Risk Premium.** The risk premium is defined as

\[
(53) \quad r p_t = \frac{E[p_{t+1} + d_{t+1}]}{E[p_t]} - r.
\]

The risk premium can be written as

\[
rp_t = \frac{A_{t+1} + \mu}{A_t} - r = \frac{r(A_{t+1} + \mu)}{A_{t+1} + \mu - \rho \Omega^{-1}_t \bar{x}} - r = \frac{rp\bar{x} \Omega^{-1}_t}{A_{t+1} + \mu - \rho \Omega^{-1}_t \bar{x}}
\]

where the first equality takes the unconditional expectation, recognizing that \(E[d_t] = \mu\), and the second equation uses the derivation of \(A_t\) in equation (52). Note that if all the variance goes to zero, \(\Omega^{-1}_t \rightarrow 0\), the risk premium also goes to zero.

Note that because, \(\bar{x} = 1\) for the main model, in the main text, in equation (9) \(\bar{x}\) is set to 1.

Matching coefficients on \(d_t\) yields

\[
(54) \quad B_t = \left[ r - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} \right]^{-1} \left[ (1 + \pi B_{t+1}) G - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} B_t \frac{1}{C_t} \right].
\]

Multiplying on both sides by the inverse term

\[
(55) \quad r B_t - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} B_t = (1 + \pi B_{t+1}) G - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} B_t \frac{1}{C_t}
\]

and canceling the last term on both sides yields

\[
(56) \quad B_t = \frac{1}{r} (1 + \pi B_{t+1}) G.
\]

As long as \(r\) and \(G\) do not vary over time, a stationary solution for \(B\) exists. That stationary solution would be (10).

Next, collecting all the terms in \(y_{t+1},\)

\[
(57) \quad C_t = \left[ r - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} \right]^{-1} (1 + \pi B_{t+1}) \hat{V}_t \Omega_{yt},
\]

multiplying both sides by the first term inverse yields \(r C_t - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} = (1 + \pi B_{t+1}) \hat{V}_t \Omega_{yt}\). Then, dividing through by \(r\) and collecting terms in \(\hat{V}(1 + \pi B_{t+1})\) yields \(C_t = (1/r)(1 + \pi B_{t+1}) \hat{V}_t \Omega_{yt} + \Omega_{yt}\). Next, using the fact that \(\hat{V}^{-1} = \tau_0 + \Omega_{pt} + \Omega_{yt}\), we get \(C_t = 1/r (1 + \pi B_{t+1}) (1 - \tau_0 \hat{V}_t)\). Of course
the $\hat{V}$ term has $C_t$ and $D_t$ in it. If we use the stationary solution for $B$ (if $r$ and $G$ do not vary), then we can simplify to get

$$C_t = \frac{1}{r - \pi G} (1 - \tau_0 \hat{V}_t).$$

Finally, we collect terms in $x_{t+1}$,

$$D_t = \left[ r - (1 + \pi B_{t+1}) \hat{V}_t \Omega_{pt} \frac{1}{C_t} \right]^{-1} \left[ -\rho \Omega^{-1}_t - (1 + \pi B_{t+1}) \frac{C_t}{D_t} \hat{V}_t \Omega_{xt} \right],$$

multiply by the inverse term, and then use $\Omega_{pt} = (C_t/D_t)^2 (\tau_x + \Omega_{xt})$ to get

$$rD_t - (1 + \pi B_{t+1}) \hat{V}_t \frac{C_t}{D_t} (\tau_x + \Omega_{xt}) = -\rho \Omega^{-1}_t - (1 + \pi B_{t+1}) \frac{C_t}{D_t} \hat{V}_t \Omega_{xt}.$$

Then, adding $(1 + B)(C_t/D_t)\hat{V}_t \Omega_{xt}$ to both sides, and substituting in $B$ (stationary solution), we get

$$D_t = \frac{1}{r - \pi G} \hat{V}_t \tau_x \frac{C_t}{D_t} - \frac{\rho}{r} \Omega^{-1}_t,$$

$$D_t = \frac{1}{r - \pi G} \left[ \left( \tau_x \frac{C_t}{D_t} - \frac{r \rho}{r - \pi G} \right) \hat{V}_t - Z_t \right].$$

Of course, $D_t$ still shows up quadratically, and also in $\hat{V}_t$. The future coefficient values $C_{t+1}$ and $D_{t+1}$ show up in $\Omega_t$.

C. Solving Information Choices

Details of Step 3: Compute ex ante expected utility. Note that the expected excess return $(E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r)$ depends on fundamental and supply signals, and on prices, all of which are unknown at the beginning of the period. Because asset prices are linear functions of normally distributed shocks, $E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r$ is normally distributed as well.

With $E\ln E$ preferences, $(E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r)\Omega (E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r)$ is a non-central $\chi_2^2$-distributed variable. Computing its mean yields a first term that depends on known endowment $e_{it}$ and on terms that depend on information: $\rho e_{it} + \rho E[q_i (E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r) | \mathcal{I}_t] - (\rho^2/2) E[q_i^2 \text{var} [\pi p_{t+1} + d_{t+1} | \hat{Z}], \mathcal{I}_t]$. As we argue in the main text, var $[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t]$ depends only on the posterior variance of the total payoff, $\Omega^{-1}$ and $\Omega_\beta$ and $\Omega_{\delta}$ do not enter separately.

With the expected utility, $(E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r)\Omega (E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r)$ is still a non-central $\chi_2^2$-distributed variable. But the expected utility is the expectation of the exponential of this expression: $E \left[ \exp \left\{ (E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r) \times \Omega (E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r) \right\} \right] | \mathcal{I}_t$. The exponential of a chi-square distribution is a Wishart. Expected utility is the mean of this expression.

The end-of-period expected return is distributed $(E[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r) \sim N((1 - C) \mu - A, V_{ER})$ where $V_{ER}$, as in the $E\ln E$ model, is an increasing function of payoff precision $\Omega$, and does not contain terms
in $\Omega_\tilde{r}$ or $\Omega_{st}$, except through $\Omega$. Using the formula for the mean of a Wishart (see Veldkamp 2011, Appendix Ch.7), we compute the ex ante expected utility:

$$U = \frac{1}{2} \text{tr}(\Omega V_{ER}) + \frac{1}{2}((1 - C)\mu - A)'\Omega((1 - C)\mu - A).$$

Since the precisions $\Omega_\tilde{r}$ and $\Omega_{st}$ only enter expected the utility through the posterior precision of payoffs $\Omega$, the same is true for the exponential of this expression. Since the exponential function is a monotonic increasing function, we know that expected utility takes the form of an increasing function of $\Omega$. As long as $\Omega$ is a sufficient statistic for the data choices in utility, investors’ data choices that maximize $\Omega$ also maximize the expected utility.

Details of Step 4: Solve for fundamental information choices. Note that in expected utility (15), choice variables $\Omega_\tilde{r}$ and $\Omega_{st}$ enter only through posterior variance $\Omega^{-1}$ and through $V[\mathbb{E}[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r | \mathcal{I}_t] = V[\mathbb{E}[\pi p_{t+1} + d_{t+1} - p_t r | \mathcal{I}_t] - \Omega^{-1}$. Since there is a continuum of investors, and since $V[\mathbb{E}[\pi p_{t+1} + d_{t+1} - p_t r | \mathcal{I}_t]$ and $\mathbb{E}[\mathbb{E}[\pi p_{t+1} + d_{t+1} | \mathcal{I}_t] - p_t r | \mathcal{I}_t]$ depend only on $t - 1$ variables and parameters, and on aggregate information choices, each investor takes them as given. If the objective is to maximize an increasing function of $\Omega$, then the information choices must maximize $\Omega$ as well.
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