COMMON ANCESTOR TYPE DISTRIBUTION: A MORAN MODEL AND ITS DETERMINISTIC LIMIT
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Abstract. We study the common ancestor type distribution in a 2-type Moran model with population size $N$, mutation and selection, and in the deterministic limit regime arising in the former when $N$ tends to infinity, without any rescaling of parameters or time. In the finite case, we express the common ancestor type distribution as a weighted sum of combinatorial terms, and we show that the latter converges to an explicit function. Next, we recover the previous results through pruning of the ancestral selection graph (ASG). The notions of relevant ASG, finite and asymptotic pruned lookdown ASG permit to achieve this task.
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1. Introduction

A variety of (stochastic) models describes the interplay of mutation and selection in populations in the forward direction of time, of which the Wright-Fisher and Moran models appear as major cornerstones (see, e.g., [6, 7]). Corresponding ancestral processes, starting at present and tracing back the ancestry of individuals into the past, are well studied and currently constitute an active area of research ([15, 20, 22, 18]). It is a common feature of most of these models that at any time there is one individual which is at a later time ancestral to the whole population. Such an individual is called common ancestor.

In this paper we are interested in the type distribution of the common ancestor in a 2-type Moran model with mutation and selection and its asymptotic behaviour when the population size tends to infinity. For the latter we consider two different regimes: the diffusion limit and the deterministic limit. In the first regime, the time and the parameters of mutation and selection are rescaled in such a way that, when the population size tends to infinity, the proportion of fit individuals converges to the Wright-Fisher diffusion. By contrast, when the time and the parameters of the model are not rescaled and the population size tends to infinity, the proportion of fit individuals converges to the solution of an ordinary differential equation (see [4]). In this case, we talk about the deterministic limit regime.

In the diffusion limit regime, the common ancestor type distribution has been widely studied (see [12, 19, 22] for the case without mutation and [9, 24, 18] for the general case). Let $h_\infty(x)$ be the probability that the common ancestor is fit given that the current proportion of fit individuals is $x$. In [24], Taylor shows that $h_\infty$ is the solution of a boundary value problem. In addition, he gives a series expansion for $h_\infty$ in terms of Fearnhead’s coefficients (introduced in [9]). In the recent work [18], the authors construct a pruned version of the untyped ancestral
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selection graph, called pruned lookdown ancestral selection graph (pruned LD-ASG). Based on the pruned LDS-ASG, they recover the series expansion for $h_\infty$ in a graphical way. They also show that the Fearnhead’s coefficients correspond to the tail probabilities of the stationary number of lines in the LD-ASG. The main goal of this paper is to extend these results to the finite and the deterministic limit setting.

In the Moran model of size $N$ with selection and mutation part of the aforementioned results are also available. Let us denote by $h^N_k$ the probability that the common ancestor is fit given that the initial population has exactly $k$ fit individuals. In [14], $h^N_k$ is expressed as a weighted finite sum of combinatorial terms. The weights are defined through a 2-step forward recursion, and we refer to them as Fearnhead-type coefficients. This representation of $h^N_k$ is unfortunately not closed, since one of the equations in the recursion depends on the value $h^N_{N-1}$. In order to complete the picture we provide an analytical and a graphical approach.

The analytical approach consists of two main steps. We first characterise the Fearnhead-type coefficients as the unique solution of a slightly different recursion depending only on the parameters of selection and mutation. Next, using some elements of the theory of matrices, we show that the Fearnhead-type coefficients correspond to the tail probabilities of some random variable. This approach does not provide any extra graphical meaning beyond the results in [14].

The graphical approach permits to characterise the $h^N_k$ as in [14], and simultaneously, to recover the results we obtained with our first approach. In the case without mutation, this can be done as in [22] with the help of the ancestral selection graph (ASG - [15, 20]). In the presence of mutations part of the ASG becomes irrelevant, and hence, the problem can not be treated in the same way. We solve the problem by means of two ways of pruning the untyped ASG. We define the relevant ancestral selection graph (relevant ASG), and then, following the lines of [18], we extend the notion of pruned LD-ASG to the finite population case. Using these constructions, we show that the Fearnhead-type coefficients correspond to the tail probabilities of, on one hand, the asymptotic number of lines in the relevant ASG, and on the other hand, the stationary number of lines in the LD-ASG. Both representations provide a graphical explanation to the representation of the probabilities $h^N_k$ given in [14]. The pruned LD-ASG gives, in addition, a probabilistic interpretation of the Fearnhead-type recursion.

In the deterministic limit framework, we also use two approaches. First, we show that the Fearnhead-type coefficients converge to the tail distribution of a geometric random variable. We deduce that the probabilities $h^N_k$ converge to a function $h$ which is explicitly computed. In order to provide a graphical interpretation, we take an approach similar to the one used in the finite case. The main difficulty is that coalescence events are absent in any suitable asymptotic version of the ancestral selection graph. Therefore, the notion of common ancestor does not make sense anymore. However, the convergence properties of the number of lines in the finite pruned LD-ASG give us a way to define an asymptotic version of the pruned LD-ASG (in the deterministic limit regime). This new object and the notion of representative ancestral type lead to a nice graphical interpretation of the function $h$.

The paper is organized as follows. In Section 2, we give a short description of the 2-type Moran model with selection and mutation, the diffusion limit, the deterministic limit and some known facts about the common ancestor type distribution. Section 3 contains the analytical approach to the study of the probabilities $h^N_k$ and their asymptotic behaviour in the deterministic limit setting. Sections 4 and 5 are devoted to give graphical interpretations to the problems studied in Section
In Section 2, we treat the finite case. We first recall the notion of ASG and we introduce the relevant ASG and the lookout ASG. These objects are used to obtain the desired graphical interpretations. In Section 3, we give a meaning to the asymptotic results obtained in Section 4. The paper ends with Appendices, and finally, in Appendix B, we compare the deterministic and the stochastic limit, with the asymptotic properties of a related 2-type branching model.

All along the paper, we use the following notation, for \( k,m \in \mathbb{N}_0 \), with \( k < m \), \([m]_k := [k,m] \cap \mathbb{N}_0\). When \( k = 1 \), we simply write \([m]\) instead of \([m]_1\).

## 2. Preliminaries

### 2.1. The 2-type Moran model with selection and mutation

We consider a population of size \( N \) in which each individual is characterised by a type \( i \in \{0,1\} \). If an individual reproduces, its single offspring inherits the parent’s type and replaces a uniformly chosen individual, possibly its own parent. The replaced individual dies, keeping the size of the population constant.

Individuals of type 1 reproduce at rate 1, whereas individuals of type 0 reproduce at rate \( 1 + s_N \), \( s_N \geq 0 \). Mutation occurs independently of reproduction. An individual of type \( i \) mutates to type \( j \) at rate \( u_N \nu_j \), \( u_N \geq 0 \), \( \nu_j \in \{0,1\} \), \( \nu_0 + \nu_1 = 1 \).

The Moran model has a well-known graphical representation as an interacting particle system (see Fig. 1). Individuals are represented by horizontal lines. Time runs from left to right. Each reproduction event is represented by an arrow with the parent at its tail and the offspring at its head. We decompose reproductions into two kinds of events: neutral and selective. Neutral reproductions are depicted as arrows with filled heads and selective ones as arrows with open heads. Neutral arrows may be used by all individuals, whereas selective arrows may be only used by individuals of type 0. Mutations to type 0 are represented by open circles and mutations to type 1 by filled circles.

More precisely, for each \( i,j \in [N] \) with \( i \neq j \), \( \lambda_{i,j}^{N} \) and \( \lambda_{j,i}^{N} \) denote two Poisson processes with respective rates \( s_N/N \) and \( 1/N \). Similarly, for each \( i \in [N] \), \( \lambda_{i}^{0,N} \) and \( \lambda_{i}^{1,N} \) stand for two Poisson processes with respective rates \( u_N \nu_0 \) and \( u_N \nu_1 \). We assume that all these processes are independent and we refer

\[
\Lambda^N := \{ \lambda_{i}^{0,N}, \lambda_{i}^{1,N}, \{ \lambda_{i,j}^{N}, \lambda_{j,i}^{N} \}_{j \in [N] \setminus \{i\}} \}_{i \in [N]} \]

as the reproduction-mutation process. Now, we draw arrows and circles in the space-time coordinate system \([0,\infty) \times [N] \) as follows. At the arrival times of \( \lambda_{i,j}^{N} \) and \( \lambda_{j,i}^{N} \), we draw selective or neutral arrows respectively, going from line \( i \) to \( j \). At the arrival times of \( \lambda_{i}^{0,N} \) and \( \lambda_{i}^{1,N} \), we draw respectively open or filled circles at line \( i \). So far we have constructed an untyped version of the Moran model. Finally, given an initial configuration of types, we propagate the types forward in time respecting reproduction and mutation events. Relevant information of the evolution of the population is given by the continuous-time Markov chain \( X^N := (X^N_t)_{t \geq 0} \), where \( X^N_t \) counts the number of individuals of type 0 at time \( t \). The infinitesimal parameters of \( X^N \) are given by

\[
\qk^N_{k,k+\ell} := \begin{cases} \frac{k}{N} (N-k) \left(1 + s_N \right) + (N-k) u_N \nu_0 \quad & \text{if } \ell = 1, \\ \frac{k}{N} (N-k) + k u_N \nu_1 \quad & \text{if } \ell = -1, \end{cases}
\]

and \( \qk^N_{k,k+\ell} := 0 \) for \( |\ell| > 1 \). Equivalently, the infinitesimal generator of \( X^N \), denoted by \( A_{X^N} \), is given by

\[
A_{X^N} f(k) := \qk^N_{k,k+1} (f(k+1) - f(k)) + \qk^N_{k,k-1} (f(k-1) - f(k)) .
\]
for every Taylor expansion leads to the convergence results related to this deterministic limit. Let $\text{emerges when the size of the population converges to infinity. We summarize here addition, we do not rescale the time. In [4] it is shown that a deterministic limit where $A$ distribution, which is given by $\mu$ rates $\lambda_q^N := q_{k,k+1}^N$ and death rates $\mu_k^N := q_{k,k-1}^N$. In other words, $X^N$ is a birth-death process with birth rates $\lambda^N := k$ and death rates $\mu^N := \mu_{k,k-1}$. In particular, when $u_N > 0$, $X^N$ admits a unique stationary distribution, which is given by $\pi_X^N(k) := C_N \prod_{i=1}^{k} \frac{\lambda_i^N}{\mu_i^N}$, $k \in [N]_0$, (2.2)
where $C_N$ is a normalising constant (see [3]). When $u_N = 0$, by contrast, $X^N$ is an absorbing Markov chain with 0 and $N$ as absorbing states.

2.2. The diffusion limit. A natural diffusion limit arises in the Moran model when the parameters of selection and mutation satisfy
$\lim_{N \to \infty} Nu_N = \theta \in (0, \infty)$ and $\lim_{N \to \infty} N s_N = \sigma \in (0, \infty)$. (2.3)
We briefly recall here its construction (see also [7, p. 71, Lemma 5.11]). Let $Y_t^N$ denote the proportion of fit individuals in the population at time $Nt$, i.e.
$Y_t^N := \frac{1}{N} X_{Nt}^N, \quad t \geq 0$.
From (2.1), the infinitesimal generator of the process $Y^N := (Y_t^N)_{t \geq 0}$ is given by
$A_{Y^N} f(p) := N^2 p(1 - p) \left( f(p + N^{-1}) + f(p - N^{-1}) - 2f(p) \right)
+ N^2 \left[ s_N p(1 - p) + (1 - p) u_N v_N \right] \left( f(p + N^{-1}) - f(p) \right)
+ N^2 p u_N v_N \left( f(p - N^{-1}) - f(p) \right)$,
for every $p \in E_N := \{ i/N : i \in [N]_0 \}$. Therefore, if $f \in C^1([0,1])$, an appropriate Taylor expansion leads to
$\lim_{N \to \infty} \sup_{p \in E_N} |A_{Y^N} f(p) - A_Y f(p)| = 0$,
where $A_Y$ is the generator of the Wright-Fisher diffusion $Y$, i.e.
$A_Y f(x) := x(1-x) \frac{d^2 f}{dx^2}(x) + [\sigma(1-x)x + \theta v_0(1-x) - \theta v_1 x] \frac{df}{dx}(x)$, $x \in [0,1]$.
Consequently, $Y^N \xrightarrow[\mathcal{D}_{N \to \infty}] {d} Y$ (see [8] Theorems 1.6.1, 4.2.11 and 8.2.1)].

2.3. The deterministic limit. In contrast to the diffusion limit framework, where the parameters of the model satisfy (2.3), we consider all along this paper constant parameters of mutation and selection, i.e. $u_N = u \geq 0$ and $s_N = s \geq 0$. In addition, we do not rescale the time. In [4] it is shown that a deterministic limit emerges when the size of the population converges to infinity. We summarize here the convergence results related to this deterministic limit. Let $Z^N := (Z_t^N)_{t \geq 0}$ be
the continuous-time Markov chain given by \( Z_t^N := \frac{1}{N} X_t^N, \ t \geq 0 \). For each \( z_0 \in [0, 1] \), we denote by \( z(z_0, \cdot) \) the solution of the following ordinary differential equation
\[
\frac{dz}{dt}(t) = sz(t)(1-z(t)) + uw_0(1-z(t)) - u\nu_1z(t), \quad t \geq 0.
\tag{2.4}
\]

Eq. (2.4) has a unique stable point which is given by
\[
x_0^+ := \left\{ \begin{array}{ll}
\frac{s-n+\sqrt{n}}{2s} & \text{if } s > 0, \\
\nu_0 & \text{if } s = 0,
\end{array} \right.
\tag{2.5}
\]
where \( \Delta := (s-n)^2 + 4suw_0 \). In addition, \( x_0^+ \) satisfies
\[
\lim_{t \to \infty} z(z_0, t) = x_0^+.
\tag{2.6}
\]

It is shown in [4, Proposition 3.1] that
\[
\lim_{N \to \infty} Z_0^N = z_0 \in [0, 1] \Rightarrow \forall \varepsilon, T > 0 : \lim_{N \to \infty} P \left( \sup_{t \leq T} |Z_t^N - z(z_0, t)| > \varepsilon \right) = 0.
\]

Now, we set \( g(x) := -(2 + s)x^2 + (2 + s - u(\nu_0 - \nu_1))x + uw_0, \ x \in \mathbb{R} \), and we define the Gaussian diffusion \( V_{z_0}^N := (V_{z_0}^N)_{t \geq 0} \) by
\[
V_{i}^{z_0} := \left\{ \begin{array}{ll}
F(z(z_0, t)) \int_0^t \frac{\sqrt{g(z(z_0, v))}}{F(z(z_0, v))} dB_v & \text{if } z_0 \neq x_0^+, \\
\sqrt{g(x_0^+)} e^{-\sqrt{n}t} \int_0^t e^{\sqrt{n}v} dB_v & \text{if } z_0 = x_0^+,
\end{array} \right.
\]
where \((B_t)_{t \geq 0}\) is a standard Brownian motion. In addition, we introduce the characteristic functions \( \psi^N(t, \theta) := E \left[ e^{i\sqrt{n}(Z_t^N - z(z_0, t))} \right] \) and \( \psi(t, \theta) := E \left[ e^{i\sqrt{n}V_t^{z_0}} \right] \).

Assuming that \( u > 0 \), [4, Theorem 3.4] tell us that
\[
\lim_{N \to \infty} \sqrt{N}(Z_0^N - z_0) = 0 \Rightarrow \lim_{N \to \infty} \sup_{t \geq 0} |\psi^N(t, \theta) - \psi(t, \theta)| = 0.
\]
As a consequence, it is deduced that
\[
\pi_{z_0} := \pi_{z_0} \sim_{N \to \infty} \delta_{x_0^+},
\tag{2.7}
\]
where \( \pi_{z_0} \) denotes the stationary distribution of \( Z_t^N \) (see [4, Corollary 3.6]).

**Remark 2.1.** Eq. (2.4) describes the evolution of the proportion of fit individuals in the well-known 2-allele parallel mutation-selection (see [4, p. 265]).

**Remark 2.2.** The results presented here were obtained in [4] with the help of classical results for density dependent families of Markov chains (see [16, 17, 18]).

### 2.4. The common ancestor type distribution: known facts

It has been shown in [24] that, in the diffusion limit framework, the common ancestor type distribution takes the form
\[
h_\infty(x) = \sum_{n=0}^{\infty} \alpha_n x(1-x)^n,
\tag{2.8}
\]
where the coefficients \( (\alpha_n)_{n \geq 0} \) satisfy the following second-order recursion
\[
(n + \theta \nu_1)\alpha_n - (n + \sigma + \theta)\alpha_{n-1} + \sigma \alpha_{n-2} = 0, \quad n \geq 2,
\tag{2.9}
\]
with boundary conditions \( \alpha_0 = 0 \) and \( \lim_{n \to \infty} \alpha_{n+1}/\alpha_n = 0 \). The \( (\alpha_n)_{n \geq 0} \) were introduced in [3] and we refer to them as Fearnhead’s coefficients. In the recent work [18], the authors show that \( \alpha_n = P(L_\infty > n) \), where \( L_\infty \) denotes the stationary number of lines in the lookdown ancestral selection graph. In addition, a graphical proof of (2.8) is provided.
In the finite population case, a representation of the common ancestor type distribution, similar to (2.8), is given in [14]. More precisely, a first-step analysis applied to the probabilities \( h_k^N \) leads to

\[
h_k^N = \frac{k}{N} \sum_{n=0}^{N-k} a_n^N \prod_{j=0}^{n-1} \frac{N-k-j}{N-1-j}, \quad k \in [N],
\]

where the coefficients \( a_n^N \) satisfy, for \( n \in [N-1], \)

\[
a_0^N = 1, \\
a_1^N = 1 - N(1 - h_{N-1}^N), \\
\left( \frac{n}{N} + uw \right) a_n^N = \left( \frac{n}{N} + \frac{N - (n - 1)}{N} s + u \right) a_{n-1}^N - \frac{N - (n - 1)}{N} sa_{n-2}^N. \quad (E_n)
\]

3. The common ancestor type distribution: an analytical approach

As in the diffusion limit setting, in the 2-type Moran model of size \( N \) subject to selection and mutation, at any time \( t \), there is a unique individual that is, at some later time \( v > t \), ancestral to the whole population (this result follows in the diffusion limit from [14 Theorem 3.2]). To see this, we fix \( \Xi_\theta \) and we denote its type by \( \Theta_i \). From any state outside of \( \Xi_\theta \), \( \Theta_i \) reaches \( \Xi_\theta \) with probability and the state space is finite. Therefore, the probability of absorption in \( \Xi_\theta \) is equal to one. This means that the offspring of one of the individuals at time \( t \) will fix at a later time. Such individual is called the common ancestor at time \( t \) and we denote its type by \( I_t^N \). The lineage of these individuals over time defines the so-called ancestral line (see Fig. 2).
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Figure 2. Ancestral line corresponding to Fig. 3. Solide lines represent the descendants of the common ancestor at time \( t_i \) in the time period \([t_i, t_{i+1}]\). The bold line represents the ancestral line between \( t_0 \) and \( t_2 \). In particular, under the initial configuration of figure 2 we have \( I_{t_0}^N = 0, I_{t_1}^N = 1, I_{t_2}^N = 1. \)
the common ancestor type distribution in the finite case, and we derive new results reinforcing them. Next, we analyse the asymptotic behaviour of this distribution in the deterministic limit setting. With this in mind, we define \( h^N_k \) as the probability that the common ancestor at time 0 is of type 0, given that the initial population contains exactly \( k \) fit individuals, i.e. \( h^N_k := P(I_0^N = 0 \mid X_0^N = k) \). Equivalently, \( h^N_k \) is the probability that an initial population of \( k \) fit individuals is ancestral to the whole population at some later time.

**Remark 3.1.** For all \( t \geq 0 \), the processes \( \Theta^{t,N} \) and \( \Theta^{0,N} \), under the same initial configuration have the same law. In particular, \( P(I^N_t = 0 \mid X^N_t = k) = h^N_k \).

### 3.1. The case without mutation: \( s > 0 \) and \( u = 0 \)

In this case all the involved quantities can be explicitly computed. Indeed, since there is no mutation, \( h^N_k \) is the fixation probability of type 0 given that in the initial population there are \( k \) fit individuals. Thus, setting \( T^N_k := \inf\{t \geq 0 : X^N_t = k\} \), \([6\), Theorem 6.1\] yields

\[
h^N_k = P(T^N_k < T^N_0 \mid Z^N_0 = k) = \frac{(1+s)^{N-k} - (1+s)^N}{1-(1+s)^N}, \quad k \in [N].
\]

In other words, if \( G^N \) denotes a geometric random variable with parameter \( s/(1+s) \) conditioned to be smaller or equal than \( N \), then

\[
h^N_k = P(G^N \leq k).
\]  

(3.1)

Since, \( G^N \xrightarrow{d}{N \to \infty} G \sim \text{Geom}(s/(1+s)) \), we get

\[
h^N_k \xrightarrow{N \to \infty} 1 - (1+s)^{-k}, \quad k \geq 0.
\]

(3.2)

This means that the probability \( h^N_k \) converges to a strictly positive number, although the initial proportion of fit individuals becomes negligible when \( N \) tends to infinity. Moreover, we also have

\[
N \geq k_N \xrightarrow{N \to \infty} \infty \Rightarrow h^N_{k_N} \xrightarrow{N \to \infty} 1.
\]

(3.3)

These remarkable facts are in contrast with the behaviour of the corresponding probabilities in the neutral case, where \( h^N_k = k/N \).

On the other hand, if \( L_N \) is a binomial random variable with parameters \( N \) and \( s/(1+s) \) conditioned to be strictly positive, the right hand side of (3.1) becomes

\[
P(G^N \leq k) = \sum_{\ell=1}^{N} P(L_N = \ell) \left( \begin{array}{c} N \\ k \end{array} \right) \frac{(N-\ell)}{(N)} = \sum_{\ell=1}^{N} P(L_N = \ell) j=0 \sum_{j=0}^{N-1} \left( \begin{array}{c} N-\ell \\ j \end{array} \right) \left( \begin{array}{c} j \\ k \end{array} \right)
\]

\[
= \sum_{n=0}^{N-k} P(L_N > n) \frac{k}{N} \prod_{j=0}^{n-1} \frac{N-N-k-j}{N-1-j}.
\]

Therefore, defining \( a^N_n := P(L_N > n) \), we have

\[
h^N_k = \sum_{n=0}^{N-k} a^N_n \frac{k}{N} \prod_{j=0}^{n-1} \frac{N-N-k-j}{N-1-j} \quad \text{and} \quad a^N_n \xrightarrow{N \to \infty} 1.
\]

**Remark 3.2.** The convergence results (3.2) and (3.3) also differ from the diffusion limit case, where (see \([13\) and \([12\))

\[
k_N \xrightarrow{N \to \infty} x \in [0,1] \Rightarrow h^N_{k_N} \xrightarrow{N \to \infty} \frac{1-e^{-2sx}}{1-e^{-2s}}.
\]
Lemma 3.4

From (2.10), we see that directly from (2.10), plugging in the number of descendants of type \( i \) at time \( t \) of an unordered sample with initial composition \((D_0^0, D_0^N)\). The relation between \( D^N \) and \( h_k^N \) is given by

\[
h_k^N = P(\exists t \geq 0: D_0^0 + D_0^N = N \mid D_0^0 = (k, 0), k \in [N]_0).
\]

This representation and a first-step analysis were used in [14] in order to obtain (2.10) and the recursion \((E_n)_{n=0}^{N-1}\) defined in Section 2.4.

3.2.1. A first characterization of the coefficients \( a_N^N \). The inconvenience in the recursion \((E_n)_{n=0}^{N-1}\) is that it depends on the value of \( h_k^N \). Equation \((E_n)\) is a consequence of a probabilistic argument. By contrast, \((E_0)\) and \((E_1)\) follow directly from (2.10), plugging in \( k = N \) and \( k = N - 1 \) respectively, and they are particular cases of the next result.

Lemma 3.3 (Inversion formula). For all \( \ell \in [N] \), we have

\[
a_N^{N-\ell} = \sum_{k=\ell}^{N-1} (-1)^{k+\ell} \binom{k-1}{\ell-1} \binom{N}{k} h_k^N.
\]

Proof. From (2.10), we see that

\[
\sum_{k=\ell}^{N} (-1)^{k+\ell} \binom{k-1}{\ell-1} \binom{N}{k} h_k^N = \sum_{k=\ell}^{N} (-1)^{k+\ell} \binom{k-1}{\ell-1} \sum_{n=0}^{N-k} a_n^N \binom{N-n-1}{k-1} = \sum_{n=0}^{N-\ell} a_n^N \sum_{k=\ell}^{N-n} (-1)^{k+\ell} \binom{k-1}{\ell-1} \binom{N-n-1}{k-1} = \sum_{m=\ell}^{N} a_m^{N-m} \sum_{j=\ell-1}^{m-1} (-1)^{j+\ell-1} \binom{j}{\ell-1} \binom{m-1}{j}.
\]

Thus, the result follows from the following combinatorial identity (see e.g. [23]):

\[
\sum_{j=\ell-1}^{m-1} (-1)^{j+\ell-1} \binom{j}{\ell-1} \binom{m-1}{j} = \delta_{\ell,m},
\]

where \( \delta_{\ell,m} \) denotes the Kronecker delta.

The aim now is to replace Equation \((E_1)\) by another one, independent of \((E_0)\) and \((E_n)\), for \( n \in [N-1, 2] \), and not involving the values of \( h_k^N \).

Lemma 3.4 (The missing equation). We have

\[
(1 + u + \frac{s}{N}) a_{N-1}^N = \frac{s}{N} a_{N-2}^N (E_N).
\]

Proof. First, let us denote \( \psi_k^N := h_k^N - \frac{k}{N} \). From Lemma 3.3 and the following combinatorial identities, which can be derived from the binomial theorem:

\[
\sum_{k=1}^{N} (-1)^{k+1} \binom{N}{k} k = 0 \quad \text{and} \quad \sum_{k=2}^{N} (-1)^{k} \binom{N}{k} (k-1)k = 0,
\]

we deduce that

\[
a_{N-1}^N = \sum_{k=1}^{N} (-1)^{k+1} \binom{N}{k} \psi_k^N \quad \text{and} \quad a_{N-2}^N = \sum_{k=2}^{N} (-1)^{k} \binom{N}{k} (k-1) \psi_k^N.
\]
The previous identities and the definition of $\lambda^N_k$ and $\mu^N_k$ lead to

$$\Delta_N := \left(1 + u + \frac{s}{N}\right) a^N_{N-1} - \frac{s}{N} a^N_{N-2} = \sum_{k=1}^{N} (-1)^{k+1} \binom{N}{k} \psi^N_k \left(1 + u + \frac{s}{N}\right)$$

$$= \sum_{k=1}^{N} (-1)^{k+1} \binom{N}{k} \psi^N_k \left(\frac{\lambda^N_k}{N-k} + \frac{\mu^N_k}{k}\right).$$

Defining $\tilde{\psi}^N_k := \psi^N_k := 0$, and, for $k \in [N-1]$, $\tilde{\psi}^N_k := \frac{\psi_k}{\kappa(N-k)}$, we have

$$\sum_{k=1}^{N} (-1)^{k+1} \binom{N}{k} \psi^N_k \frac{\lambda^N_k}{N-k} = N \sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-1}{k-1} \tilde{\psi}^N_k \lambda^N_k,$$

and

$$\sum_{k=1}^{N} (-1)^{k+1} \binom{N}{k} \psi^N_k \frac{\mu^N_k}{k} = N \sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-1}{k} \tilde{\psi}^N_k \mu^N_k.$$

As a consequence, we obtain

$$\Delta_N = \sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-1}{k-1} \tilde{\psi}^N_k \lambda^N_k + \sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-1}{k} \tilde{\psi}^N_k \mu^N_k. \quad (3.4)$$

In addition, we know from \cite{Eq. (25), (26) and (27)] that, for all $k \in [N-1]$:

$$\left(\lambda^N_k + \mu^N_k\right) \tilde{\psi}^N_k = \lambda^N_{k+1} \tilde{\psi}^N_{k+1} + \mu^N_{k-1} \tilde{\psi}^N_{k-1} + \frac{s}{N^2} \sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-2}{k-1}. \quad (3.5)$$

Multiplying $\Delta_N$ by $(-1)^{k+1} \binom{N-2}{k-1}$ and performing the sum over $k \in [N-1]$ yields

$$\sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-2}{k-1} \left(\lambda^N_k + \mu^N_k\right) \tilde{\psi}^N_k = \sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-2}{k-1} \lambda^N_{k+1} \tilde{\psi}^N_{k+1} + \sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-2}{k-1} \mu^N_{k-1} \tilde{\psi}^N_{k-1} + \frac{s}{N^2} \sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-2}{k-1}.$$

The last sum equals zero as a consequence of the binomial theorem. Rearranging the sums, we obtain

$$\sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-1}{k} \lambda^N_k \tilde{\psi}^N_k + \sum_{k=1}^{N-1} (-1)^{k+1} \binom{N-1}{k} \mu^N_k \tilde{\psi}^N_k = 0.$$

This identity together with (3.4) implies that $\Delta_N = 0$ and the proof is completed. \hfill \Box

The next result tells us that the coefficients $(a^N_n)_{n=0}^{N-1}$ are characterised by the equations $(E_0)$ and $(E_1)$ in $[N]_2$.

**Lemma 3.5** (Uniqueness and positivity of the coefficients). *The system of equations given by $(E_0)$ and $(E_1)$ in $[N]_2$ has a unique solution $(a^N_n)_{n=0}^{N-1}$, which is in addition, coordinate by coordinate, strictly positive.*

**Proof.** We first write the underlying system of equations as follows:

$$\begin{pmatrix}
  d_0 & c_0 & 0 & \cdots & 0 \\
  b_1 & d_1 & c_1 & \cdots & \vdots \\
  0 & \ddots & \ddots & \ddots & 0 \\
  \vdots & \ddots & b_{N-2} & d_{N-2} & c_{N-2} \\
  0 & \cdots & 0 & b_{N-1} & d_{N-1}
\end{pmatrix}
\begin{pmatrix}
  a^N_0 \\
  a^N_1 \\
  \vdots \\
  a^N_{N-2} \\
  a^N_{N-1}
\end{pmatrix}
= \begin{pmatrix}
  1 \\
  0 \\
  \vdots \\
  0 \\
  0
\end{pmatrix}, \quad (3.6)$$
where \( d_0 := 1, c_0 := 0, \)
\[
d_n := \frac{n + 1}{N} + \frac{(N - n)s}{N} + u, \quad b_n := -\frac{(N - n)s}{N}, \quad n \in [N - 1],
\]
and
\[
c_n := -\frac{n + 1}{N} - u\nu_1, \quad n \in [N - 1].
\]

The matrix \( A_N \) in (3.6) is strictly diagonally dominant, and hence invertible by the Lévy-Desplanques Theorem (see for ex. [11, Theorem 6.1.1]). Thus, (3.6) has a unique solution given by the first column of \( A_N^{-1} \). It remains to prove its positivity.

Since \( A_N \) is strictly diagonally dominant and all its diagonal entries are strictly positive, the Gerschgorin circle Theorem implies that all the eigenvalues of \( A_N \) have strictly positive real parts (see [11, Theorem 6.1.1]). In addition, \( A_N \) is tridiagonal and \( b_i c_{i-1} \geq 0 \), for all \( i \in [N - 1] \). Therefore, all its eigenvalues are real (see [11, p. 174, Problem 5]). Summarizing, all the eigenvalues of \( A_N \) are real and strictly positive. The same holds for the sub-matrices \( A_N^{(n)} \) consisting of the first \( n \) rows and columns of \( A_N \) (with \( A_N^{(n)} = A_N \)). Then, for each \( n \in [N] \), \( \theta_n^N := \det(A_N^{(n)}) > 0 \).

Furthermore, since \( A_N \) is tridiagonal, [20, Theorem 2] yields
\[
(A_N^{-1})_{1,1} = \frac{\phi_{N+1}^N}{\theta_N^N} \quad \text{and} \quad (A_N^{-1})_{i,1} = |b_1 \times \cdots \times b_i| \frac{\phi_{i+1}^N}{\theta_N^N},
\]
where \( \phi_{N+1}^N = 1, \phi_{N+2}^N = 0 \), and from [20, Lemma 2]
\[
\theta_k^N \phi_{k+1}^N = \theta_N^N + b_k c_{k-1} \theta_k^N \phi_{k+2}^N, \quad k \in [N].
\]
This recursion also tells us that the coefficients \( \phi_k^N \) are all positive, and therefore the same holds for the first column of \( A_N^{-1} \). The proof is completed.

**Proposition 3.6.** There is a random variable \( L_N \) with values on \([N]\) such that
\[
a_n^N = P(L_N > n), \quad n \in [N - 1]_0.
\]

**Proof.** We claim that the function \( n \mapsto a_n^N \) is decreasing. If this is true, we define \( \rho_n^N := a_{n-1}^N - a_n^N, \quad n \in [N - 1] \) and \( \rho_N^N := a_{N-1}^N \), and deduce, for all \( n \in [N] \), that
\[
\rho_n^N \geq 0 \quad \text{and} \quad \sum_{k=1}^{N} \rho_k^N = a_0^N = 1.
\]

Consequently, there is a random variable \( L_N \) with values in \([N]\) satisfying that \( P(L_N = k) = \rho_k^N \). The desired result follows. It remains to prove our claim.

From (3.6) and Lemma 3.5 we have \( a_{N-2}^N - a_{N-1}^N \geq 0 \). In addition, for \( n \in [N-1]_2 \),
\[
\left( \frac{n}{N} + u\nu_1 \right) (a_n^N - a_{n-1}^N) = u\nu_0 a_{n-1}^N + \frac{N - (n - 1)}{N} s(a_{n-1}^N - a_{n-2}^N),
\]
and the claim follows using a backward induction.

Let now \( (\xi_1, \ldots, \xi_N) \) be a vector of random variables with values in \([0, 1]^N\) with the following distribution
\[
P((\xi_1, \ldots, \xi_N) = (i_1, \ldots, i_N)) := \frac{P(L_N = N - r)}{\binom{N}{r}}, \quad \text{if} \quad \sum_{j=1}^{N} i_j = r,
\]
and define \( \mathcal{G}^N := \min\{i \geq 1 : \xi_i = 0\} \).

**Corollary 3.7.** For all \( k \in [N]_0 \), we have \( h_k^N = P(\mathcal{G}^N \leq k) \).
Proof. The proof is very similar to the case without mutation. Indeed, we can decompose the distribution of $G^N$ in the following way:

$$P(G^N \leq k) = \sum_{\ell=1}^{N} P\left( \sum_{i=1}^{N} \xi_i = N - \ell \mid \sum_{i=1}^{N} \xi_i = N - \ell \right) \cdot P(G^N = k) = \sum_{\ell=1}^{N} P(L_N = \ell) \frac{\binom{N}{\ell}}{\binom{N}{k}} = \sum_{n=0}^{N-k} \frac{\binom{N-n-1}{k-1}}{\binom{N}{k}} P(L_N > n).$$

The result follows from Proposition 3.6 and Equation (2.10).

3.2.2. Asymptotic behaviour of the probabilities $h_k^N$. In order to understand the limit behaviour of the common ancestor type distribution, we first study the coefficients $(a_n^N)_{n=0}^{N-1}$. Let us assume for a moment that these coefficients admit a limit when $N$ converges to infinity. In this case, if we fix $n \geq 2$ and we take the limit when $N$ tends to infinity in $[E_n]$, we see that the limit coefficients $(a_k^N)_{k \geq 0}$ should satisfy the following recurrence relation

$$0 = w_1 a_n - (s + u) a_{n-1} + s a_{n-2}. \quad (3.7)$$

Lemma 3.8. The solution of \((3.7)\) has the form

$$a_n = \frac{(a_0 \ell_- - a_1) \ell^n_+}{\ell_- - \ell_+} + \frac{(a_1 - \ell_+ a_0) \ell^n_-}{\ell_- - \ell_+},$$

where $\ell_{\pm} = \frac{s + u \pm \sqrt{(s-u)^2 + 4suw_1}}{2uw_1}$.

Proof. Note that \((3.7)\) is a homogeneous linear recurrence relation of second order with constant coefficients. Thus, its solution has the form $a_n = c_1 \ell_+^n + c_2 \ell_-^n$, where $\ell_+$ and $\ell_-$ are the roots of the polynomial $p(x) = w_1 x^2 - (s + u)x + s$ and $c_1$, $c_2$ are constants. The previous equation for $n = 0$ and $n = 1$ permits to determine the values of the constants $c_1$, $c_2$ in terms of $a_0$ and $a_1$. The result follows.

Remark 3.9. Note that $\ell_+ = 1/(1 - x_0^+) \in (1, \infty)$ and $\ell_- = s(1 - x_0^+)/uw_1 \in (0, 1)$, where $x_0^+$ is defined in (2.5).

Proposition 3.10 (Convergence of the coefficients). For all $k \in [N]_0$, we have

$$a_k^N \xrightarrow{N \to \infty} a_k = \ell_k^+.$$

Proof. Since $a_0^N = 1$ for all $N \geq 1$, the result is true for $k = 0$. If we prove the result for $k = 1$, then using the recurrence relation \([E_n]\), we can deduce that, for each $k \geq 0$, $a_k^N \xrightarrow{N \to \infty} a_k$, where $(a_k)_{k \geq 0}$ is the solution of \((3.7)\) with $a_0 := 1$ and $a_1 := \ell_-$. From Lemma 3.8 this solution is given by $a_k = \ell_k^+$ and the result follows. Therefore, it remains only to prove that $a_1^N \xrightarrow{N \to \infty} \ell_-$. From \([E_1]\) and denoting $\psi_k := h_k^N - \frac{k}{N}$, we have to show that $N\psi_k \xrightarrow{N \to \infty} \ell_-$. 

\[\xrightarrow{N \to \infty}\]
Thus, \(2.7\) yields Corollary 3.14. The result follows as an application of the dominated convergence theorem. □

From [14, Eq. 30], (2.2), and using that \(\pi_{Z^N}(k/N) = \pi_X(k)\), we obtain

\[
N\psi_{N-1}^N = \frac{s}{N\gamma + (N-1)\nu_1} \left(1 - \frac{1}{N}\right) \frac{\sum_{n=1}^{N} (N-n) \frac{n}{N} \nu_1 \pi_{Z^N}\left(\frac{n}{N}\right)}{\sum_{n=1}^{N} n \left(\frac{N-n}{N} + \nu_1\right) \pi_{Z^N}\left(\frac{n}{N}\right)}
\]

\[
= \frac{s}{N\gamma + (N-1)\nu_1} \left(1 - \frac{1}{N}\right) \frac{\sum_{n=1}^{N} \left(1 - \frac{n}{N}\right) \frac{n}{N} \left(1 - \frac{n}{N} + \nu_1\right) \pi_{Z^N}\left(\frac{n}{N}\right)}{\sum_{n=1}^{N} \frac{n}{N} \left(1 - \frac{n}{N} + \nu_1\right) \pi_{Z^N}\left(\frac{n}{N}\right)}
\]

\[
= \frac{s}{N\gamma + (N-1)\nu_1} \left(1 - \frac{1}{N}\right) \frac{E_{\pi_{Z^N}} \left[Z^N_1 \left(1 - Z^N_1\right) (1 - Z^N_1 + \nu_1)\right]}{E_{\pi_{Z^N}} \left[Z^N_1 (1 - Z^N_1 + \nu_1)\right]}.
\]

Thus, \(2.7\) yields \(N\psi_{N-1}^N \xrightarrow{N\to\infty} s(1 - x_0^N)/\nu_1 = \ell_\cdot\), ending the proof. □

Remark 3.11. The previous result and Remark 3.9 yield \(a_1 = s(1 - x_0^N)/\nu_1\). This expression is similar to its diffusion limit analogue, where \(a_1 = \sigma(1 - 1)/(1 + \theta\nu_1)\), with \(\theta\) and \(\sigma\) as in Eq. (2.3), \(\tilde{z} = E_{\pi_Y}[Y^2(1 - Y)]/E_{\pi_Y}[Y^2(1 - Y)]\), and \(\pi_Y\) is the stationary distribution of the Wright-Fisher diffusion (see [21]).

Corollary 3.12. We have \(L_N \xrightarrow{N\to\infty} L\), where \(L\) is a geometric random variable with parameter \(1 - \ell_\cdot\). □

Proof. Direct from Proposition 3.10.

We have all the ingredients to prove the convergence of the probabilities \(h^N_k\).

Theorem 3.13 (Convergence of the common ancestor type distribution). Consider a sequence of integers \((k_N)_{N\geq1}\) satisfying, for all \(N \geq 1\), \(k_N \in [N]_0\). Then

\[
\lim_{N\to\infty} \frac{k_N}{N} = x \in (0, 1) \Rightarrow \lim_{N\to\infty} h^N_{k_N} = h(x) := x + \sum_{n=1}^{\infty} \ell_n^0 (1 - x)^n = \frac{x}{1 - \ell_\cdot (1 - x)}.
\]

Proof. Fix \(n \in \mathbb{N}\). Thanks to Proposition 3.10 if \(k_N/N\) converges to \(x \in (0, 1)\), then

\[
a_n^N \frac{k_N}{N} \prod_{j=0}^{n-1} \frac{N-k_N-j}{N-1-j} \xrightarrow{N\to\infty} \ell_n^0 x(1-x)^n.
\]

Now, let \(N_0\) be such that, for all \(N \geq N_0\), \(\frac{k_N}{N} \geq \frac{x}{2}\). Then, using Proposition 3.6 we get, for all \(N \geq N_0\),

\[
0 \leq a_n^N \frac{k_N}{N} \prod_{j=0}^{n-1} \frac{N-k_N-j}{N-1-j} \leq \left(1 - \frac{x}{2}\right)^n.
\]

The result follows as an application of the dominated convergence theorem. □

Corollary 3.14. We have \(\frac{G_N}{N} \xrightarrow{N\to\infty} G\), where \(G\) is the random variable with values in \([0, 1]\) and density function given by

\[
f_G(x) := \frac{1 - \ell_\cdot}{(1 - \ell_\cdot (1 - x))^2}.
\]

Proof. It is straightforward to show that \(h(x) = P(G \leq x)\). The result follows from Theorem 3.13. □
4. THE COMMON ANCESTOR TYPE DISTRIBUTION: THE LOOKDOWN ASG APPROACH IN THE FINITE CASE

In this section, we extend to the finite population framework the construction of the (pruned) lookdown ancestral selection graph (LD-ASG) given in [18]. Based on this construction, we provide a graphical interpretation to the equation (2.10) and the recurrence relation \( \frac{E_{n}}{E_{n-1}} \). We also give a graphical meaning to the random variable \( L_N \) appearing in Proposition 3.6. We assume in the sequel that the parameter of selection is strictly positive, i.e. \( s > 0 \).

4.1. The ancestral selection graph. The concept of ancestral selection graph (ASG) was introduced in [15] and [20] with the purpose of constructing samples from a present population, together with their ancestries, in the diffusion limit of the Moran model with selection and mutation. We recall here this notion in the finite case and we discuss its relation to the common ancestor type distribution.

Let us start with a given realisation of the untyped 2-type Moran model of size \( N \) in \([0, \tau]\) i.e with a realisation of the reproduction-mutation process \((\Lambda_t^N)_{t \in [0, \tau]}\). In what follows, we use the letter \( t \) for the forward time and \( \beta := \tau - t \) for the backward time. The ASG can be read off as follows (see Fig. 3). We start with a sample \( M \subseteq [N] \) of the population at time \( \beta = 0 \) and we trace back the lines of the potential ancestors. When a neutral arrow joins two individuals in the current set of potential ancestors, a coalescence event take place, i.e. the two lines merge into a single one, the one at the tail of the arrow. When a neutral arrow hits from outside a potential ancestor, a relocation event occurs, i.e. the hit individual moves to the level at the tail of the arrow. When a selective arrow hits the current set of potential ancestors, the individual that is hit has two possible parents, the incoming branch at the tail and the continuing branch at the tip. The true parent depends on the type of the incoming branch (see Fig. 4), but for the moment we work without types. These unresolved reproduction events can be of two types: a branching event if the selective arrow emanates from an individual outside the current set of potential ancestors, and a collision event if the selective arrow links two current potential ancestors. The number of potential ancestors decreases by one in a coalescence event, increases by one in a branching event, and remains unchanged in collision and relocation events. The previous procedure provides, at any time \( \beta \in [0, \tau] \), the corresponding set of potential ancestors of the initial sample \( M \), which we denote by \( A_{\beta}^{M,N}(\ast, \beta) \), where \( \ast \) stands for untyped and will be replaced later by the initial (at \( t = 0 \)) configuration of types \( A_{0}^{M,N}(\ast, 0) = M \).

The untyped ASG in \([0, \tau]\) of the sample \( M \), \( A_{[0, \tau]}^{M,N}(\ast) \), consists of

\(\beta = \tau\)
\(\beta = 0\)
\(\beta = \tau\)
\(\beta = 0\)
\(\beta = \tau\)
\(\beta = 0\)

- the set \( V_t^{M,N} := \bigcup_{\beta \in [0, \tau]} \{\beta\} \times A_{[0, \tau]}^{M,N}(\ast, \beta) \subset [0, \tau] \times [N] \).
- the configuration of arrows and circles involving the lines in \( V_t^{M,N} \).

Figure 3. Untyped ASG corresponding to Fig. 1 starting with the total population at backward time \( \beta = 0 \).
When $M = \{N\}$, i.e., when we sample the ancestry of the whole population, we simply write $A_{N,0,\tau}^N(\*)$ instead of $A_{[0,\tau]}^{[N]}(\*)$, and $A_{[0,\tau]}^{[N]}(\*,v)$ instead of $A_{[0,\tau]}^{[N]}(\*,v)$.

The true ancestry of the initial sample can be derived after assigning types, $J \in \{0,1\}^N$, to the individuals at time $\beta = \tau$ using the following rule: propagate types forward in time in the ASG and keep track of the changes by respecting the mutation events. At every selective arrow, the incoming branch is the ancestor if it is of type 0, otherwise the ancestor is the continuing branch (see Fig. 4). The resulting object is the ASG with types and is denoted by $A_{[0,\tau]}^{M,N}(J)$ (see Fig. 5). For $v \in [0,\tau]$, $A_{[0,\tau]}^{M,N}(J,v)$ represents the set of ancestors at time $\beta = v$ of the sample $M$, given the configuration of types $J$ at time $\beta = \tau$. As before, and in what follows, the upper index $(M,N)$ will be replaced by $N$ when $M = \{N\}$.

**Remark 4.1.** In the finite Moran model, collisions occur with strictly positive rate. By contrast, in the diffusion limit setting there are no collision events (see [14]).

We denote by $J^N$ the random variable with values on $\{0,1\}^N$ providing the initial configuration of types. Let $P_k$ be the joint law of $\Lambda^N$ and $J^N$, such that under $P_k$, $J^N$ is independent of $\Lambda^N$ and uniform on all possible configurations with exactly $k$ zeros. The relation between $h_k^N$ and the ASG with types is given in the following lemma.

**Lemma 4.2.** For all $k \in [N]_0$, we have

$$h_k^N = \lim_{\tau \to \infty} P_k\left(\Lambda_{[0,\tau]}^N(J^N,\tau) = \{i\}, \text{ for some } i \in [N], J_i^N = 0\right).$$

**Proof.** Let $T_a^N := \inf\{u > 0 : \Theta^N(u) \in A_{N}\}$, where $\Theta^N$ is the offspring-type process defined in Section 3 with initial configuration given by $\theta^N_0(0) = \{i\}$ and $j_i^N(0) = J_i^N$, $i \in [N]$. In other words, $T_a^N$ is the first time that the progeny of one of the individuals at time $t = 0$ take over in the population. The mentioned individual is the common ancestor at time 0. In addition, 

$$\left\{A_{[0,T_a^N]}^N(J^N, T_a^N) = \{i\}\right\} = \left\{i \text{ is the common ancestor at time } 0, j_i^N(0) = J_i^N\right\}.$$ 

Therefore, we have

$$h_k^N = P_k\left(\Lambda_{[0,T_a^N]}^N(J^N, T_a^N) = \{i\}, \text{ for some } i \in [N], J_i^N = 0\right).$$
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**Figure 4.** Incoming branch (I), continuing branch (C), and descendant (D). The bold line represents the ancestor.

![Figure 5](image-url)  
**Figure 5.** ASG with types obtained from to Fig. 3 after assignment of types at time $\beta = \tau$. 
Note also that, on \( \{ \tau > T^N_\sigma \} \), we have
\[
\left\{ \mathcal{A}^N_{[0,T_\sigma]}(J^N, T^N_\sigma) = \{i\} \right\} \subset \left\{ \mathcal{A}^N_{[0,\tau]}(J^N, \tau) = \{i\} \right\}.
\]
Since in addition, \( T^N_\sigma \) is almost surely finite, we deduce that
\[
h_N^\tau \equiv \lim_{\tau \to \infty} P_k \left( \mathcal{A}^N_{[0,\tau]}(J^N, \tau) = \{i\}, \text{ for some } i \in [N], J^N_i = 0, T^N_\sigma < \tau \right) \]
\[
= \lim_{\tau \to \infty} P_k \left( \mathcal{A}^N_{[0,\tau]}(J^N, \tau) = \{i\}, \text{ for some } i \in [N], J^N_i = 0 \right),
\]
and the proof is accomplished.

4.2. A Markov version of the ASG and the bottlenecks. An important fact is that we may construct the untyped ASG in a Markovian way. By this we mean that we can construct a Markov process \( \chi^N \) on \([0, \infty) \times [N] \times \mathbb{R} \), where

- \( \mathcal{A}^N \subset [N] \) represents the set of potential ancestors of \( \mathcal{A}^N \) at time \( \beta \) of an initial sample \( M \), i.e. the analogue of \( \mathcal{A}^N_{[0,\beta]}(\cdot, \beta) \) given in Section 4.1
- \( \Delta^N \) is a finite collection of independent Poisson processes encoding with their jumps the reproduction and mutation events involving the potential ancestors of \( M \).

To see this, we first consider \( \Lambda^N \) the reproduction-mutation process defined on the entire real line, i.e. the graphical representation of the Moran model between \(-\infty \) and \( \infty \). Since \( \Lambda^N \) is a finite collection of independent Poisson processes, it follows that
\[
(\Lambda^N_{t})_{t \in [-\tau, 0]} \overset{(d)}{=} (\Lambda^N_{t})_{t \in [0, \tau]}, \quad \text{and} \quad \hat{\Lambda}^N \overset{(d)}{=} (\Lambda^N_{t})_{t \in \mathbb{R}}.
\]
These identities in law motivate the following construction of the process \( \chi^N \).

We start with the sample \( M \) and we read off the configuration of arrows and circles given by \( \hat{\Lambda}^N \) as follows:

1. If \( t = -\beta \) is a jump of the process \( \chi^N \) and \( j \in \mathcal{A}^N \), we have two options:
   - If \( i \in \mathcal{A}^N \), a collision occurs. We set \( \mathcal{A}^N_{\beta} = \mathcal{A}^N \).
   - If \( i \notin \mathcal{A}^N \), a branching occurs. We set \( \mathcal{A}^N_{\beta} = \mathcal{A}^N \cup \{i\} \).

In both cases, we set \( \eta_{i,j}^N(M, \beta) = \eta_{i,j}^N(M, \beta) + 1 \).

2. If \( t = -\beta \) is a jump of \( \chi^N \) and \( j \in \mathcal{A}^N \), we have two possibilities:
   - If \( i \in \mathcal{A}^N \), a coalescence occurs. We set \( \mathcal{A}^N_{\beta} = \mathcal{A}^N_{\beta} \setminus \{j\} \).
   - If \( i \notin \mathcal{A}^N \), a relocation occurs and we set \( \mathcal{A}^N_{\beta} = (\mathcal{A}^N_{\beta} \setminus \{j\}) \cup \{i\} \).

In both cases, we set \( \eta_{i,j}^N(M, \beta) = \eta_{i,j}^N(M, \beta) + 1 \).

3. If \( t = -\beta \) is a jump of \( \chi^N \) and \( i \in \mathcal{A}^N \), a mutation to type 0 occurs. We set \( \mathcal{A}^N_{\beta} = \mathcal{A}^N_{\beta} \) and \( \eta_{i,0}^N(M, \beta) = \eta_{i,0}^N(M, \beta) + 1 \).

4. If \( t = -\beta \) is a jump of \( \chi^N \) and \( i \in \mathcal{A}^N \), a mutation to type 1 happens. We set \( \mathcal{A}^N_{\beta} = \mathcal{A}^N_{\beta} \) and \( \eta_{i,1}^N(M, \beta) = \eta_{i,1}^N(M, \beta) + 1 \).

The so-constructed process \( \chi^N \) is clearly a Markov process, and leads to the following definition of the untyped ASG of the sample \( M \) in the interval \([0, \tau] \):
\[
\mathcal{A}^N_{[0,\tau]}(\cdot) := \left( \chi^N_{\beta} \right)_{\beta \in [0,\tau]}.
\]

We call \( \chi^N \) the ancestral selection process. Another advantage of this construction is that, if \( \tau_1 > \tau_2 > 0 \), \( \mathcal{A}^N_{[0,\tau_2]}(\cdot) \) is the restriction of \( \mathcal{A}^N_{[0,\tau_1]}(\cdot) \) to the interval \([0, \tau_2] \). Moreover, we can define the untyped ASG in the entire positive real line as
\[
\mathcal{A}^N_{[0,\infty)}(\cdot) := \left( \chi^N_{\beta} \right)_{\beta \geq 0}.
\]
Given a configuration of types, $J \in \{0,1\}^N$, at time $\beta = \tau$, the corresponding ASG with types in $[0,\tau]$, $A_{[0,\tau]}^{M,N}(J)$, is obtained by propagating types in $A_{[0,\tau]}^{M,N}(*)$ and extracting the true genealogy as before.

Note that the process $K_{\beta}^{M,N} := (K_{\beta}^{M,N})_{\beta \geq 0}$, counting the lines in the untyped ASG of the sample $M$, i.e. $K_{\beta}^{M,N} := |A_{\beta}^M|$, is a birth-death process with rates:

$$q_{K}\kappa(k, k-1) := \frac{k(k-1)}{N}, \quad \text{and} \quad q_{K}\kappa(k, k+1) := \frac{k(N-k)s}{N}.\]$$

As in the diffusion limit setting (see [22]), for $\tau$ sufficiently large, $A_{[0,\tau]}^{M,N}(*)$ has bottlenecks, i.e. times at which it consists of a single line (see Fig. 6). Indeed, define $T_{b}^{M,N} := \inf\{v \geq 0 : K_{v}^{M,N} = 1\}$. Since $K_{\beta}^{M,N}$ is an irreducible Markov chain with finite state space, the time $T_{b}^{M,N}$ is almost surely finite. Moreover, for all $\tau > T_{b}^{M,N}$, $T_{b}^{M,N}$ is a bottleneck of $A_{[0,\tau]}^{M,N}(*)$.

![Figure 6. Untyped ASG with a bottleneck at backward time $\beta = \beta_0$.](image)

In particular, if we are interested in the common ancestor type distribution, instead of following the ancestry of the whole population, we can equivalently follow the ancestry of the one individual at the bottleneck $T_{b}^{N}$. The following lemma formalises the fact that sooner or later all the lines in the sample coalesce into the ancestral line.

**Lemma 4.3.** For all $k \in [N]_0$, we have

$$h_k^N = \lim_{\tau \to \infty} P_k \left( A_{[0,\tau]}^{(1),N} (J^N, \tau) = \{i\}, \text{ for some } i \in [N], J_i^N = 0 \right).$$

**Proof.** Since $T_{b}^{N}$ is almost surely finite, we deduce from Lemma 4.2 that

$$h_k^N = \lim_{\tau \to \infty} P_k \left( A_{[0,\tau]}^{N} (J^N, \tau) = \{i\}, \text{ for some } i \in [N], J_i^N = 0, \tau > T_{b}^{N} \right).$$

Note that, since $T_{b}^{N}$ is a bottleneck, for $\tau > T_{b}^{N}$, the true genealogy of $A_{[0,\tau]}^{N}(*)$ in the interval $[T_{b}^{N}, \tau]$ depends only on $(\chi_{\beta}^{N})_{\beta \in [T_{b}^{N}, \tau]}$ and on the configuration of types $J^N$ at time $\tau$. In addition, the true genealogy at any time in $[T_{b}^{N}, \tau]$ consists of only one individual. In particular, we denote by $i((\chi_{\beta}^{N})_{\beta \in [T_{b}^{N}, \tau]}, J^N)$ the unique ancestor of the whole population at time $\tau$. Therefore, we have

$$h_k^N = \lim_{\tau \to \infty} P_k \left( i((\chi_{\beta}^{N})_{\beta \in [T_{b}^{N}, \tau]}, J^N) = 0, \tau > T_{b}^{N} \right). \quad (4.1)$$

Now, we consider $F^N := (F_{\beta}^{N})_{\beta \geq 0}$ the natural filtration associated to the process $\Lambda^N$, and we note that $T_{b}^{N}$ is an $F$-stopping time. Therefore, conditioning on $F_{T_{b}^{N}}$, and applying the Markov property, we obtain

$$P_k \left( i((\chi_{\beta}^{N})_{\beta \in [T_{b}^{N}, \tau]}, J^N) = 0, \tau > T_{b}^{N} \right) = E_k \left[ 1_{\{\tau > T_{b}^{N}\}} p_k \left( \tau - T_{b}^{N}, A_{[0,\tau]}^{N} (*) \right) \right], \quad (4.2)$$
where, for $v > 0$ and $j \in [N]$,  
\[ p_k(v, \{j\}) = P_k \left( J^N_{\lambda(v,\{j\}),N} = 0 \right), \]
and $\lambda(v,\{i\},J^N)$ is the ancestor at time $v$ of the individual placed at level $j$ at time 0, given the configuration of types $J^N$. Equivalently, we have
\[ A_{\{0,v\}}^{(j),N}(J^N,v) = \{ \lambda(v,\{i\},J^N)_{\beta \in [0,v]}, J^N \}. \]

We conclude that
\[ p_k(v, \{j\}) = P_k \left( A_{\{0,v\}}^{(j),N}(J^N,v) = \{ i \}, \text{ for some } i \in [N], J^N_i = 0 \right). \]

Moreover, due to the exchangeability of the lines, $p_k(v, \{j\})$ does not depend on $j$, and then $p_k(v, \{j\}) = p_k(v, \{1\})$. Plugging this in (4.2) and using (4.1), we get
\[ b_k^N = \lim_{\tau \to \infty} E_k \left[ 1_{\{T^N = 0\}} p_k(\tau - T^N, \{1\}) \right]. \]

Since $T^N_b$ is almost surely finite, we achieve the proof applying the dominated convergence theorem.

**Remark 4.4.** Due to the exchangeability of the lines, the relocation events do not affect the common ancestor type distribution, and therefore, can be ignored.

4.3. **Classification of paths in the ASG.** The purpose of this paragraph is to better understand the composition of the untyped ASG and the passage to the ASG with types. Moreover, we would like to discriminate between the relevant and the irrelevant information provided by the ASG. The discussion presented here will serve also as a motivation to introduce new objects encoding more efficiently the common ancestor type distribution. With this purpose, we fix $\tau > 0$, $M \subset [N]$ and a realisation of $A_{[0,\tau]}^{M,N}(\ast)$. We call a path in $A_{[0,\tau]}^{M,N}(\ast)$ a subset of $\bigcup_{\beta \in [0,\tau]} \beta \times A_{\beta}^{M,N}$ of the form
\[ \gamma := \bigcup_{k=1}^m [\tau_{k-1}, \tau_k) \times \{i_k\} \cup [\tau_m \times \{i_{m+1}\}], \]
where $0 = \tau_0 < \cdots < \tau_m = \tau$, $i_k \in [N]$, and for all $i_k \neq i_{k+1}$, $\tau_k$ is a jumping time of $\lambda_{i_k+1,i_k}$. We say that $\gamma$ is truly selective if $\gamma$ is non-neutral, nor almost neutral and nor fictitious. Equivalently, $\gamma$ is truly selective if there is no mutation in $[\tau_{k_0}, \tau]$, and the restriction of $\gamma$ to $[\tau_1, \tau_{k_0}]$ either has no mutations or is neutral or almost neutral. Examples of this classification of paths are illustrated in Figure [\ref{fig:paths}].

Fictitious paths can not be used, independently of the configuration of types at time $\tau$. Hence, fictitious paths are part of the irrelevant information in $A_{[0,\tau]}^{M,N}(\ast)$. In order to identify all the irrelevant information, we give a second classification of paths.

From the construction of the untyped ASG, paths are never hit by a neutral arrow. In an almost neutral path, selective arrows are always used. We call $\gamma$ irrelevant if it is fictitious or if it is hit by an almost neutral path. We say that $\gamma$ is relevant if it is not irrelevant. Irrelevant paths are never used, independently of
the configuration of types, i.e. they contain irrelevant information on $A_{[0,\tau]}^{M,N}(\ast)$. On the contrary, for a relevant path $\gamma$, there is always a configuration of types $J$ such that $\gamma \in A_{[0,\tau]}^{M,N}(J)$. Motivated by this fact, we define the relevant untyped ASG as

$$R_{[0,\tau]}^{M,N}(\ast) := \{ \gamma \in A_{[0,\tau]}^{M,N}(\ast) : \gamma \text{ is a relevant path} \}.$$  \hfill (4.3)

and from the discussion above, we see that

$$R_{[0,\tau]}^{M,N}(\ast) = \bigcup_{J \in \{0,1\}}^{N} A_{[0,\tau]}^{M,N}(J).$$  \hfill (4.4)

A relevant neutral or relevant almost neutral path, which is hit only by irrelevant or truly selective paths is called immune. Immune paths are exactly the true ancestors of the sample $M$, when the configuration of types at time $\tau$ consists of only ones. In particular, there are at most $|M|$ immune paths in $A_{[0,\tau]}^{M,N}(\ast)$.

4.4. The case without mutation. We assume in this section that $u = 0$. In this situation, as in the diffusion limit case (see [22]), a natural link emerges between the distribution of the common ancestor and the stationary number of lines in the ancestral selection graph.

Thanks to Lemma 4.3, it is sufficient to analyse the ASG starting with a single individual at level 1. Moreover, since there are no mutations, we have only neutral and truly selective paths in $A_{[0,\tau]}^{1,1}(J)$. In addition, we have exactly one immune path, which is neutral. All the other paths are truly selective and hit the immune path at some time in $[0,\tau]$. Therefore, the immune path is the common ancestor if and only if all the individuals in $A_{[0,\tau]}^{1,1}(J)$ are of type 1. Since truly selective paths can be only used by type 0 individuals, we deduce that the common ancestor is of type 0 if and only if one of the individuals in $A_{[0,\tau]}^{1,1}(J)$ is of type 0. Thus, conditioning on the number of lines in $A_{[0,\tau]}^{1,1}(\ast)$, we get

$$P_k \left( J_i^N = 0, \text{ where: } A_{[0,\tau]}^{1,1}(J^N, \tau) = \{i\} \right) = \sum_{\ell=1}^{N} P(K_{[0,\tau]}^{1,1}(\ell) = \ell) \left( \frac{N}{\ell} \right) - \left( \frac{N-\ell}{\ell} \right).$$

Taking the limit when $\tau$ tends to infinity in the previous expression and using Lemma 4.3, we obtain

$$h_k^N = \sum_{\ell=1}^{N} P(K_{[\infty]}^{1,1}(\ell) = \ell) \left( \frac{N}{\ell} \right) - \left( \frac{N-\ell}{\ell} \right) = \frac{k}{N} \sum_{n=0}^{N-k} P(K_{\infty}^{1,1}(n) > n) \prod_{j=0}^{N-1} \frac{n - k - j}{N - 1 - j}.$$  

Using the detailed balance equation, it follows that $K_{[\infty]}^{1,1}(\ast)$, the stationary number of lines in the untyped ASG, is distributed as a binomial random variable with parameter $N$ and $s/(1 + s)$ conditioned to be strictly positive. Thus, we have recovered the results of Section 3.1 and established that the random variable $L_N$ corresponds to the stationary number of lines in the ASG.
4.5. The case with mutation: the relevant ASG. From now on, we assume that \( s, u > 0 \). In this case, as discussed in Section 4.3, paths which are never used appear in the untyped ASG. The untyped relevant ASG defined in Section 4.3 permits to obtain a first graphical interpretation to Eq. (2.10).

We denote by \( R^N \) the number of lines at time \( \tau \) in the relevant untyped ASG, \( R^{[1]}_{[0, \tau]} \). The graphical representation of \( R^N \) is given in the next lemma.

**Lemma 4.5.** The random variables \( (R^N_{\tau})_{\tau > 0} \) converge in distribution to a random variable \( R^\infty \) with values in \([N]\) and

\[
h^N_k := \frac{k}{N} \sum_{n=0}^{N-k} \sum_{i=0}^{n-1} \frac{P(R^N_\infty > n)}{N-1-j}.
\]

**Proof.** From Lemma 4.3 and Eq. (4.4), we deduce that

\[
h^N_k = \lim_{\tau \to \infty} P_k\left(R^{[1]}_{[0, \tau]}(J^N_\tau, \tau) = \{i\}, \text{ for some } i \in [N], J^N_i = 0\right). \quad (4.5)
\]

From the definition of \( R^{[1]}_{[0, \tau]}(\ast) \), we see that it consists of one immune path and truly selective paths hitting the immune path at some time between 0 and \( \tau \). If \( J^N \) consists of only ones, the ancestral line is the immune path and the type of the true ancestor is 1. If \( J^N \) is not identically one, we have two possibilities: (1) there is only one 0 in \( J^N \) at the immune path, and the ancestral line is the immune path, or (2) there is at least one 0 in \( J^N \) at a truly selective path, then the ancestral line is the truly selective path with type 0 at time \( \tau \), which is not hit by another truly selective path with type 0 at time \( \tau \) (there is always such a path, since the number of truly selective paths is almost surely finite). In both cases, the true ancestor is of type 0. In conclusion, the true ancestor at time \( \tau \) is of type 0 if and only if one of the lines in the untyped relevant ASG is of type 0 at time \( \tau \). We conclude that

\[
P_k\left(J^N_i = 0, \text{ where: } R^{[1]}_{[0, \tau]}(J^N_\tau, \tau) = \{i\}\right) = \sum_{\ell=1}^{N} P(R^N_\infty = \ell) \frac{N^N - (N-\ell)}{(\ell)} \quad (4.6)
\]

Let \( (R^N_{\tau_k})_{n>0} \) be a subsequence of \( (R^N_{\tau})_{\tau>0} \). Since the involved random variables share the same finite state space, we conclude that \( (R^N_{\tau_k})_{n>0} \) is tight. Therefore, there is a subsequence \( (R^N_{\tau_n})_{k>0} \) which is convergent in the weak sense. We denote its limit by \( R^N_\infty \). Using this and Equations (4.5) and (4.6), we obtain

\[
h^N_k = \sum_{\ell=1}^{N} P(R^N_\infty = \ell) \frac{(N^N - (N-\ell))}{(\ell)} = \frac{k}{N} \sum_{n=0}^{N-k} \sum_{i=0}^{n-1} \frac{P(R^N_\infty > n)}{N-1-j}.
\]

Lemma 3.3 implies that the law of \( R^N \) is uniquely determined by the common ancestor type distribution. Since this holds for any subsequence of \( (R^N_{\tau})_{\tau>0} \), the result follows.

From the previous lemma, the random variable \( L_N \) given in Proposition 3.6 corresponds to the asymptotic number of lines in the relevant untyped ASG. Unfortunately, it is not easy to describe the law of \( (R^N_\infty) \). Therefore, we use a different approach in order to give a graphical explanation to the recurrence relation \( (E_n) \).

4.6. The case with mutation: the lookdown ASG. The recent work [18] provides a graphical interpretation to Eq. (2.10) and to the recurrence relation \( (E_n) \), in the context of the diffusion limit. This is done with the help of the pruned lookdown ancestral selection graph (pruned LD-ASG). Following the same lines, we obtain analogue interpretations in the finite case.
We fix $M \subset [N]$ and $\tau > 0$, and we consider a realisation of $A_{[0,\tau]}^{M,N}(\ast)$. Let $0 < \tau_1 < \cdots < \tau_n < \tau$ be the corresponding coalescent, branching and collision times, and set $\tau_0 := 0$, $\tau_{n+1} := \tau$. The LD-ASG is obtained reordering the lines of $A_{[0,\tau]}^{M,N}(\ast)$ at the times $\tau_k$. The correspondence between lines in the ASG and levels in the LD-ASG is given, for each $\beta \in [0,\tau)$, by a bijective function

$$\pi_\beta : A^M_N \rightarrow [K^M_N].$$

The function $\beta \in [0,\tau) \mapsto \pi_\beta$ remains constant on the intervals $[\tau_k, \tau_{k+1})$. If $M := \{i_1, \ldots, i_M\}$, with $i_1 < \cdots < i_M$, we set $\pi_0(i_k) := k$. In addition, if we have constructed the LD-ASG in the interval $[0,\tau_k)$, with $k \leq n$, we extend its construction to $[\tau_k, \tau_{k+1})$ as follows (see Fig. 8):

- **Coalescence:** if at time $\tau_k$ a neutral arrow goes from $i$ to $j$ in $A_{[0,\tau]}^{M,N}(\ast)$, we draw a neutral arrow going from $\pi_{\tau_k}^{-}(i) \wedge \pi_{\tau_k}^{-}(j)$ to $\pi_{\tau_k}^{-}(i) \vee \pi_{\tau_k}^{-}(j)$. The line $i$ is placed at level $\pi_{\tau_k}^{-}(i) \wedge \pi_{\tau_k}^{-}(j)$.

- **Branching:** if at time $\tau_k$ the line $i$ branches into the lines $i$ and $j$ in $A_{[0,\tau]}^{M,N}(\ast)$, an horizontal open arrowhead appears at level $\pi_{\tau_k}^{-}(i)$. The incoming branch $j$ emanates from it, and all the lines at levels $r \geq \pi_{\tau_k}^{-}(i)$ are shifted one level upwards, i.e. $\pi_{\tau_k}(j) := \pi_{\tau_k}^{-}(i)$, $\pi_{\tau_k}(\ell) := \pi_{\tau_k}^{-}(\ell) + 1$ if $\pi_{\tau_k}(\ell) \geq \pi_{\tau_k}^{-}(i)$, and $\pi_{\tau_k}(\ell) := \pi_{\tau_k}^{-}(\ell)$ otherwise.

- **Collision:** if at time $\tau_k$ the line $i$ collides with the line $j$ in $A_{[0,\tau]}^{M,N}(\ast)$, and $\pi_{\tau_k}^{-}(i) < \pi_{\tau_k}^{-}(j)$, we set $\pi_{\tau_k}(i) := \pi_{\tau_k}^{-}(j)$, and we draw a selective arrow from $\pi_{\tau_k}(i)$ to $\pi_{\tau_k}(j)$.

- **Exchange-collision:** if at time $\tau_k$ the line $i$ collides with the line $j$ in $A_{[0,\tau]}^{M,N}(\ast)$, and $\pi_{\tau_k}^{-}(i) > \pi_{\tau_k}^{-}(j)$, the line $i$ takes the position of line $j$, all the lines at levels $\pi_{\tau_k}^{-}(j) \leq r < \pi_{\tau_k}^{-}(i)$ are shifted one level upwards, and the positions of the other lines remain unchanged, i.e $\pi_{\tau_k}(i) := \pi_{\tau_k}^{-}(j)$, $\pi_{\tau_k}(\ell) := \pi_{\tau_k}^{-}(\ell) + 1$ if $\pi_{\tau_k}(\ell) \leq \pi_{\tau_k}^{-}(\ell) < \pi_{\tau_k}^{-}(i)$, and $\pi_{\tau_k}(\ell) := \pi_{\tau_k}^{-}(\ell)$ otherwise. In addition, an horizontal open arrowhead appears at level $\pi_{\tau_k}(i)$.

- **Mutations:** a mutation event in the ASG is pasted at the corresponding level in the LD-ASG.

The resulting object is called the *lookdown ancestral selection graph* in $[0,\tau)$ of the sample $M$ (see Fig. 9). We denote it by $L_{[0,\tau]}^{M,N}$.

In what follows, we focus on the case $M = \{1\}$. In this case, $A_{[0,\tau]}^{1,N}$ has exactly one immune path, which can be identified in $L_{[0,\tau]}^{1,N}$. However, we denote by *immune line* a slightly different object. The immune line in the LD-ASG is the line which is at any time the ancestral line if all the lines at that time are of type one.

Now, we proceed to prune the LD-ASG. We read off $L_{[0,\tau]}^{1,N}$ from time $\beta = 0$ to $\beta = \tau$ (from left to right in Fig. 9) using the following rules (see Fig. 10). If we encounter a mutation to type 0 at the immune line, we don’t do anything. If we encounter a mutation to type 0 at an occupied level $i$ different from the immune line (i.e. $i$ is till now an almost neutral path), we insert at this time a barrier from level $i$ till level $N$, and we kill all the lines above the level $i$. If we meet a mutation
to type 1 at an occupied level $i$ different to the immune line (i.e. $i$ is a fictitious path), we kill the line $i$ and we shift all the lines above one level downwards. If we meet a mutation to type 1 at the immune line, we relocate the immune line to the currently highest occupied level, and all the lines which were above the immune line are shifted one level downwards. The resulting object is called the *pruned LD-ASG* and denoted by $L_{[0,\tau]}^N$. Note that the pruning procedure can transform collisions or exchange-collisions in branching events.

**Proposition 4.6.** The level of the ancestral line at time $\tau$ in $L_{[0,\tau]}^N$ is either the lowest level of type 0 at time $\tau$ or, the level of the immune line if all the lines are of type 1 at time $\tau$. In particular, the ancestral line is of type 1 at time $\tau$ if and only if all the lines in $L_{[0,\tau]}^N$ are of type 1 at time $\tau$.

**Proof.** If all the lines in $L_{[0,\tau]}^N$ are of type 1 at time $\tau$, the level of the ancestral line is by definition the level of the immune line. Now we assume that at least one of the lines in $L_{[0,\tau]}^N$ is of type 0 at time $\tau$, and we denote by $i_0$ the lowest type-0 level. We have to show that $i_0$ is also the level of the ancestral line at time $\tau$.

Let $\sigma_1 > 0$ be the first branching time and $\sigma_1 < \sigma_2 < \cdots < \sigma_m < \sigma$ the consecutive coalescence, branching, collision, exchange-collision and mutation times in $L_{[0,\tau]}^N$. We set $\sigma_{m+1} := \tau$. Along the proof, $(i, \beta) \in [N] \times [0,\tau]$ represents the individual at level $i$ at time $\beta$ in $L_{[0,\tau]}^N$. If there is at least one line of type 0 in $(\sigma_k, \sigma_{k+1})$, we denote by $i_k$ the level of the lowest type-0 level.

We claim that, if $k \in [m]$ is such that there is at least one line of type 0 in $(\sigma_k, \sigma_{k+1})$, and $(i_k, \tau_k)$ is a descendent of $(i_*, \tau)$, then either $(i_k, \tau_k)$ is over the
immune line, mutates to type 1 and all the lines are of type 1 in \((\sigma_{k-1}, \sigma_k)\), or \((i_{k-1}, \tau_{k-1})\) is a descendant of \((i_\ast, \tau)\). If this is true, then starting with \(k = m+1\) and iterating the claim, we deduce that the unique individual in \((0, \sigma_1)\) is a descendant of \((i_\ast, \tau)\), which proves the result.

We split the proof of the claim depending on the kind of event occurring at time \(\tau_k\). If at time \(\tau_k\) there is a mutation to type 1 in one of the lines present in \((\sigma_k, \sigma_{k+1})\), we have three possibilities: (1) the mutation occurs at a level different to \(i_k\), then the individual \((i_k, \tau_k)\) is placed at, the maybe different, level \(i_{k-1}\) in \((\sigma_{k-1}, \sigma_k)\), (2) the mutation occurs at level \(i_k\) and \(i_k\) is not the level of the immune line, and the same conclusion holds, and (3) the mutation is at level \(i_k\), which is also the level of the immune line, then \(i_k\) is the highest occupied level in \((\sigma_k, \sigma_{k+1})\), and therefore in \((\sigma_{k-1}, \sigma_k)\) there are only type-1 lines. In the three cases the claim follows. If \(\tau_k\) represents a mutation to type 0, then by construction it is at the highest occupied level in \((\sigma_k, \sigma_{k+1})\), the individual \((i_k, \tau_k)\) remains at the same level in \((\sigma_{k-1}, \sigma_k)\), \(i_k = i_{k-1}\) and the claim follows in this case. If \(\tau_k\) is a branching, coalescence, collision or exchange-collision time, then by construction \((i_k, \tau_k)\) is the ancestor of \((i_{k-1}, \tau_{k-1})\), and the proof of the claim is completed. \(\square\)

Following a similar procedure as in Section 4.2, we construct in a Markovian way the pruned LD-ASG together with the level of its immune line. More precisely, we construct a Markov process of the form \(\mathbb{L}^N := (\mathbb{L}^N_\beta, \Gamma^N, \mathbb{I}^N_\beta)_{\beta \geq 0}\), where

- \(\mathbb{L}^N_\beta \in [N]\) represents the number of occupied levels at time \(\beta\) in the LD-ASG.
- \(\Gamma^N := \{\Gamma_{i,j}^{\beta, N}, \Gamma_i^{\beta, N}, \Gamma_{i,j}^{\delta, N}, \Gamma_{i,j}^{\epsilon, N}, \Gamma_{i,j}^{\triangle, N}\}_{i,j \in [N]}\) is a collection of counting process encoding the mutation, branching, collision, exchange-collision and coalescence events.
- \(\mathbb{I}^N_\beta \in [N]\) represents the level of the immune line at time \(\beta\) in the LD-ASG.

The graphical representation of the process \(\mathbb{L}^N\) is obtained by drawing horizontal lines at all the occupied lines and interpreting the mutation, branching, collision, exchange-collision and coalescence events exactly as in the previous construction of the LD-ASG. Due to the exchangeability of the lines, we can read off the dynamics of the pruned LD-ASG from the configuration of arrows and circles given by the reproduction-mutation process \(\Lambda^N := (\Lambda^N_\beta)_{\beta \in \mathbb{R}}\). We start with \(\mathbb{L}^0_\beta := 1\), \(\Gamma^0 := 0\) and \(\mathbb{I}^0_\beta := 1\) and we proceed as follows:

- if \(t = -\beta\) is a jump of the process \(\lambda^{\beta, N}_{i,j}\) and \(j \leq \mathbb{L}^{\beta -}_i\), we have three options:
  - if \(i > \mathbb{L}^{\beta -}_i\): a branching occurs at level \(i\). We set \(\mathbb{L}^N_i = \mathbb{L}^{\beta -}_i + 1\) and \(\Gamma_i^{\beta, N}(\beta) = \Gamma_i^{\beta, N}(\beta^-) + 1\). In addition, if \(j \leq \mathbb{I}^N_i\), we set \(\mathbb{I}^N_i = \mathbb{I}^{\beta -}_i + 1\), otherwise we set \(\mathbb{I}^N_i = \mathbb{I}^{\beta -}_i\).
  - if \(i < j\), a collision occurs between \(i\) and \(j\). We set \(\mathbb{L}^N_i = \mathbb{L}^{\beta -}_i\), \(\Gamma_{i,j}^{\epsilon, N}(\beta) = \Gamma_{i,j}^{\epsilon, N}(\beta^-) + 1\), and \(\mathbb{I}^N_i = \mathbb{I}^{\beta -}_i\).
  - if \(j < i\), an exchange collision occurs between \(i\) and \(j\). We set \(\mathbb{L}^N_i = \mathbb{L}^{\beta -}_i\) and \(\Gamma_{j,i}^{\epsilon, N}(\beta) = \Gamma_{j,i}^{\epsilon, N}(\beta^-) + 1\). If \(\mathbb{I}^N_i = i\), we set \(\mathbb{I}^N_i = j\). If \(\mathbb{I}^N_i = j\), then \(\mathbb{I}^N_i = j + 1\). Otherwise, we set \(\mathbb{I}^N_i = \mathbb{I}^{\beta -}_i\).
- if \(t = -\beta\) is a jump of \(\lambda^{\beta, N}_{i,j}\) and \(i \vee j \leq \mathbb{L}^{\beta -}_i\): a coalescence occurs between the levels \(i\) and \(j\). Denoting, \(k = i \wedge j\) and \(\ell = i \vee j\), we set \(\mathbb{L}^N_k = \mathbb{L}^{\beta -}_k - 1\) and \(\Gamma_{k,\ell}^{\triangle, N}(\beta) = \Gamma_{k,\ell}^{\triangle, N}(\beta^-) + 1\). If \(\mathbb{I}^N_k > \ell\), then \(\mathbb{I}^N_k = \mathbb{I}^{\beta -}_k - 1\). If \(\mathbb{I}^N_k = \ell\), then \(\mathbb{I}^N_k = k\). Otherwise, we set \(\mathbb{I}^N_k = \mathbb{I}^{\beta -}_k\).
- if \(t = -\beta\) is a jump of \(\lambda^{\beta, N}_{i,j}\) and \(i \leq \mathbb{L}^{\beta -}_i\): a mutation to type 0 occurs at level \(i\). We set \(\Gamma_{i,j}^{\beta, N}(\beta) = \Gamma_{i,j}^{\beta, N}(\beta^-) + 1\). If \(\mathbb{I}^N_i = i\), then \(\mathbb{I}^N_i = \mathbb{I}^{\beta -}_i\) and \(\mathbb{L}^N_i = \mathbb{L}^{\beta -}_i\). If
In a similar way, we derive from the first equation in \( I^N_{\beta} \neq i \), then \( L^N_{\beta} = i \), and \( I^N_{\beta} = i \) if \( I^N_{\beta} > i \) or \( I^N_{\beta} = I^N_{\beta} \) otherwise.

- if \( i = -\beta \) is a jump of \( \lambda^N_{\beta} \) and \( i \leq L^N_{\beta} \): a mutation to type 1 occurs at level \( i \). We set \( \Gamma^N_{\beta} \beta = I^N_{\beta} \beta + 1 \). If \( I^N_{\beta} = i \), then \( I^N_{\beta} = I^N_{\beta} \) and \( L^N_{\beta} = L^N_{\beta} \). If \( I^N_{\beta} \neq i \), then \( L^N_{\beta} = L^N_{\beta} - 1 \) and \( I^N_{\beta} = I^N_{\beta} - 1 \) if \( I^N_{\beta} > i \) or \( I^N_{\beta} = I^N_{\beta} \) otherwise.

- other jumps in \( \Lambda^N \) are ignored.

From construction, the line-counting process \( \mathcal{L}^N = (\mathcal{L}^N_{n})_{n \geq 0} \) is a continuous-time Markov chain with state space \([N]\) and transition rates given by

\[
q_{\mathcal{L}^N}(i,j) := \begin{cases} 
    i(N-i)N^{-1} & \text{if } j = i+1, \\
    i(i-1)N^{-1} + (i-1)u\nu + u\nu_0 & \text{if } j = i-1, \\
    i((N-i)s + (i-1))N^{-1} + (i-1)u & \text{if } j = i, \\
    0 & \text{otherwise}, 
  \end{cases}
\]

for \( i, j \in [N] \). Since \( \mathcal{L}^N \) is irreducible and its state space is finite, it has a unique stationary distribution, denoted by \( \rho^N \). Let \( \mathcal{L}^N_{\infty} \) be a random variable distributed as \( \rho^N \). The next result gives a new graphical interpretation to the expression (2.10).

**Proposition 4.7.** We have

\[
h^N_k := \frac{k}{N} \sum_{n=0}^{N-k} P(\mathcal{L}^N_{\infty} > n) \prod_{j=0}^{n-1} \frac{N-j-1}{N-j}. 
\]

In addition, if we define, for each \( n \in [N] \), \( a^N_n := P(\mathcal{L}^N_{\infty} > n) \), then \((a^N_n)_{n=0}^N\) satisfies \( E_n \) for all \( n \in [N] \).

**Proof.** The first part of the statement follows from Proposition 4.6 using similar arguments as in Lemma 4.5.

From definition \( P(\mathcal{L}^N_{\infty} > 0) = 1 \) and hence \( E_0 \) is satisfied. Using the first statement for \( k = N-1 \) we deduce that \( E_1 \) holds. Furthermore, since \( \rho^N \) is the stationary distribution of \( \mathcal{L}^N \), we have \( \rho^N Q_{\mathcal{L}^N} = 0 \), where \( Q_{\mathcal{L}^N} \) is the generator of \( \mathcal{L}^N \). In particular, for \( n \in [N-2] \), the \( n \)-th equation in \( \rho^N Q_{\mathcal{L}^N} = 0 \) reads

\[
\rho^N_{n-1} \left[ \frac{(n-1)(N-n+1)}{N} s \right] + \rho^N_{n+1} \left[ \frac{n(n+1)}{N} + nw_0 + w_0 \right] + w_0 \sum_{j=n+2}^{N} \rho^N_j = \rho^N_n \left[ \frac{n(n-1)}{N} + (n-1)w_0 + w_0 + \frac{n(N-n)}{N} s + w_0(n-2) \right].
\]

Reordering the terms we obtain

\[
(n-1) \left( \rho^N_{n-1} \left[ \frac{N-n+1}{N} s \right] - w_0 a^N_n - \rho^N_n \left[ \frac{n}{N} + u \right] \right) = n \left( \rho^N_{n-1} \left[ \frac{N-n}{N} s \right] - w_0 a^N_{n+1} - \rho^N_n \left[ \frac{n}{N} + u \right] \right). \tag{4.8}
\]

In a similar way, we derive from the first equation in \( \rho^N Q_{\mathcal{L}^N} = 0 \) that

\[
\rho^N_1 \left[ \frac{N-1}{N} s \right] - w_0 a^N_2 - \rho^N_2 \left[ \frac{2}{N} + u \right] = 0. \tag{4.9}
\]

Using (4.8) and (4.9), we deduce, for all \( n \in [N-2] \), that

\[
\rho^N_n \left[ \frac{N-n}{N} s \right] - w_0 a^N_{n+1} - \rho^N_{n+1} \left[ \frac{n+1}{N} + u \right] = 0.
\]

It is straightforward to see that the previous equation is equivalent to \( E_n \). It remains only to prove that the missing equation \( E_N \) holds. The latter is easily
obtained from the last equation in $\rho_N Q_{\mathcal{L}^N} = 0$, which is given by
\[
\rho_{N-1}^N \frac{s}{N} = \rho_N^N (1 + u).
\]

\[\square\]

5. THE ASYMPTOTIC COMMON ANCESTOR TYPE DISTRIBUTION AND THE ASYMPTOTIC PRUNED LD-ASG

In this section we aim to give a probabilistic interpretation to the function $h$ appearing in Theorem 3.13. To do so, we construct, in the setting of the deterministic obtained from the last equation in $\rho_N Q_{\mathcal{L}^N} = 0$, which is given by
\[
\rho_{N-1}^N \frac{s}{N} = \rho_N^N (1 + u).
\]

Let us first study the asymptotic behaviour of $\mathcal{L}_N$. It is straightforward to see that, for any $i, j \in [N]_0$, $q_{\mathcal{L}_N}(i, j) \xrightarrow{N \to \infty} q_{\mathcal{L}}(i, j)$, where $q_{\mathcal{L}}$ is defined by
\[
q_{\mathcal{L}}(i, j) := \begin{cases} 
  i s & \text{if } j = i + 1, \\
  (i - 1) u \nu_1 + u w_0 & \text{if } j = i - 1, \\
  u w_0 & \text{if } j \in \{1, \ldots, n - 2\}, \\
  u - (s + u)i & \text{if } j = i, \\
  0 & \text{otherwise}.
\end{cases}
\tag{5.1}
\]

Let $\mathcal{L} = (\mathcal{L}_\beta)_{\beta \geq 0}$ be the continuous-time Markov chain corresponding to the transition rates given in [5.1] starting at $\mathcal{L}_0 := 1$. We refer to $\mathcal{L}$ as the asymptotic line-counting process.

**Lemma 5.1.** The process $\mathcal{L}$ is non-explosive.

**Proof.** From [25, Proposition 8.7.2] the non-explosive condition is equivalent to
\[
\sum_{k=0}^{\infty} \frac{1}{q_{\mathcal{L}}(\mathcal{L}_{S_k})} = \infty \quad \text{a.s.},
\]
where $S_0 < S_1 < \cdots$ denote the jump times of $\mathcal{L}$ and $q_{\mathcal{L}}(n) := -q_{\mathcal{L}}(n, n)$. In addition, we have $\mathcal{L}_{S_k} \leq k + 2$. Therefore,
\[
\sum_{k=0}^{\infty} \frac{1}{q_{\mathcal{L}}(\mathcal{L}_{S_k})} = \sum_{k=0}^{\infty} \frac{1}{(u+s)\mathcal{L}_{S_k} - u} \geq \sum_{k=0}^{\infty} \frac{1}{(u+s)(k+2) - u} = \infty \quad \text{a.s.}
\]
This concludes the proof. \[\square\]

The next proposition formalises the convergence of $\mathcal{L}_N$ to $\mathcal{L}$.

**Proposition 5.2.** The sequence of line-counting processes $(\mathcal{L}_N)_{N \geq 1}$ converges in distribution to the line-counting process $\mathcal{L}$.

**Proof.** We denote by $(\mathcal{D}_\infty, d_\infty^\mathcal{D})$ the space of càdlàg functions on $[0, \infty)$ with values on $\mathbb{N}$ equipped with the metric $d_\infty^\mathcal{D}$ defined in Appendix A i.e. with the Skorohod topology. We have to show that, for all uniformly continuous and bounded function $F : \mathcal{D}_\infty \to \mathbb{R}$, $\lim_{N \to \infty} E[F(\mathcal{L}_N)] = E[F(\mathcal{L})]$. Let $F$ be such a function and fix $k \in \mathbb{N}$. Note that for every $N \geq k$
\[
|E[F(\mathcal{L}_N)] - E[F(\mathcal{L})]| \leq E \left[ \left| F(\mathcal{L}_N) - F(\mathcal{L}_N) \right| \right] + E \left[ \left| F(\mathcal{L}_N) - F(\mathcal{L}_N) \right| \right] + E \left[ \left| F(\mathcal{L}_N) - F(\mathcal{L}_N) \right| \right],
\tag{5.2}
\]
where $T_k$ is the function defined in Appendix A. Note that $T_k(\mathcal{L}_N)$ and $T_k(\mathcal{L})$ are a.s. finite. We denote by $E_k^N, E_k$ and $E_k$ respectively the first, second and third term on the right-hand side of (5.2).
The processes \( \mathcal{L}^N(k) := (\mathcal{L}^N_{t \in T_k(\mathcal{L}^N)})_{t \geq 0} \) and \( \mathcal{L}(k) := (\mathcal{L}_{t \in T_k(\mathcal{L})})_{t \geq 0} \) are continuous-time Markov chains with space state \([k]\). Moreover, it is straightforward to see that the transition rates of \( \mathcal{L}^{N,k} \) converge to the transition rates of \( \mathcal{L}^k \). This in turn implies, for every real-valued, bounded function on \([k]\), that

\[
\lim_{N \to \infty} \sup_{i \in [k]} |A_{\mathcal{L}^N(k)} f(i) - A_{\mathcal{L}(k)} f(i)| = 0,
\]

where \( A_{\mathcal{L}^N(k)} \) and \( A_{\mathcal{L}(k)} \) denote the generators of \( \mathcal{L}^N(k) \) and \( \mathcal{L}(k) \). From \cite[Theorems 1.6.1 and 4.2.11]{3} we get that \( \mathcal{L}^N(k) \) converges in distribution to \( \mathcal{L}(k) \). Thus, \( \lim \mathcal{E}^{2}_{N,k} = 0 \).

Fix \( \varepsilon \in (0,1) \). Since, \( F \) is uniformly continuous, there is \( \delta_F(\varepsilon) \in (0,\varepsilon) \) such that

\[
d^*(w,w_\ast) \leq \delta(\varepsilon) \Rightarrow |F(w) - F(w_\ast)| \leq \varepsilon.
\]

As a consequence of this and Lemma \[A.1\] we deduce that

\[
E^{1}_{k,N} \leq \varepsilon + 2 ||F||_\infty P(T_k(\mathcal{L}^N) \leq n_F(\varepsilon)),
\]

where \( n_F(\varepsilon) := \lfloor \log_2(\frac{1}{\pi(\varepsilon)}) \rfloor + 1 \). Similarly, we get

\[
E^{2}_{k} \leq \varepsilon + 2 ||F||_\infty P(T_k(\mathcal{L}) \leq n_F(\varepsilon)).
\]

Note that \( T_k(\mathcal{L}^N) = T_k(\mathcal{L}^N(k)) \) and \( T_k(\mathcal{L}) = T_k(\mathcal{L}(k)) \). Since \( \mathcal{L}^N(k) \) converges in distribution to \( \mathcal{L}(k) \) and the function \( T_k \) is continuous (see Lemma \[A.2\]), we deduce from the mapping theorem (see \cite[Theorem 2.7]{3}) that \( T_k(\mathcal{L}^N) \) converges in distribution to \( T_k(\mathcal{L}) \). In particular, from \(5.4\), we get

\[
\limsup_{N \to \infty} E^{1}_{k,N} \leq \varepsilon + 2 ||F||_\infty P(T_k(\mathcal{L}) \leq n_F(\varepsilon)).
\]

Using \(5.3, 5.5\) and \(5.6\), we obtain

\[
\limsup_{N \to \infty} \mathcal{E}[F(\mathcal{L}^N)] - \mathcal{E}[F(\mathcal{L})] \leq 2\varepsilon + 4 ||F||_\infty P(T_k(\mathcal{L}) \leq n_F(\varepsilon)).
\]

Lemma \[5.1\] implies that the last term converge to zero when \( k \) tends to \( \infty \). Summarizing, we have proven that, for all \( \varepsilon \in (0,1) \),

\[
\limsup_{N \to \infty} \mathcal{E}[F(\mathcal{L}^N)] - \mathcal{E}[F(\mathcal{L})] \leq 2\varepsilon.
\]

The result follows.

**Lemma 5.3.** The process \( \mathcal{L} \) has a unique stationary distribution, which is given by the geometric distribution of parameter \( 1 - \ell_\ast \).

**Proof.** If \( \rho := (\rho_k)_{k \geq 1} \) denotes the geometric distribution of parameter \( 1 - \ell_\ast \), one can easily check that \( \rho \) is a stationary distribution for \( Q_{\mathcal{L}} \), i.e \( \rho Q_{\mathcal{L}} = 0 \). Since \( Q_{\mathcal{L}} \) is irreducible and non-explosive, we deduce from \cite[Theorem 3.5.3]{21} that \( Q_{\mathcal{L}} \) is positive recurrent. Therefore, the uniqueness of the stationary distribution follows from \cite[Theorem 3.5.2]{21}. \(\square\)

Let \( \mathcal{L}^N_\infty \) and \( \mathcal{L}_\infty \) be random variables following the stationary distributions \( \mathcal{L}^N \) and \( \mathcal{L} \), respectively. Corollary \[3.12\] can be translated in terms of \( \mathcal{L}^N_\infty \) and \( \mathcal{L}_\infty \) as

\[
\mathcal{L}^N_\infty \underset{N \to \infty}{\longrightarrow} \mathcal{L}_\infty.
\]

Using this and Proposition \[4.7\] we recover Theorem \[3.13\] in the following form

\[
\frac{k N}{N} x \in (0,1) \Rightarrow h_{k N}^{N} \underset{N \to \infty}{\longrightarrow} \sum_{n=0}^{\infty} P(\mathcal{L}_\infty > n) x(1 - x)^n = h(x).
\]

Now, we aim to construct an asymptotic version of the pruned LD-ASG having \( \mathcal{L} \) as line-counting process. Note that the coalescence and collision rates in the
finite ASG, and the LD-ASG, converge to zero when the population size tends to infinity. In particular, collisions and coalescence events will be absent in any suitable asymptotic version of the pruned LD-ASG. Thus, the notion of common ancestor does not make sense anymore. Nevertheless, we provide a nice interpretation to the function \( h(x) \) at the end of this section.

We turn now to the construction of the asymptotic pruned LD-ASG. We point out first that the absence of coalescence implies that the immune line will be always located at the highest occupied level.

We start with a realisation of \((L_\beta)_{\beta \geq 0}\) started at \(L_0 = 1\). If \(\tau_1 > 0\) is the first jumping time of \(L\), then the asymptotic pruned LD-ASG in \([0, \tau_1)\) consists of a single individual placed at level 1. Moreover, the asymptotic pruned LD-ASG remains constant on intervals of the form \([\tau, \tau_*)\), where \(\tau < \tau_*\) are two consecutive jumps of \(L\). It remains to describe the evolution at the jumping times of \(L\). To do so, assume we have constructed the asymptotic pruned LD-ASG in \([0, \tau)\) and that \(\tau\) is a jumping time of \(L\).

- If \(L_\tau = L_{\tau^-} = 1\), then a branching event occurs. A star appears at a level \(i\) chosen between the \(L_{\tau^-}\) current lines. The incoming branch emanates from the star and all the lines at levels \(k \geq i\) are shifted one level upwards.

- If \(L_\tau = L_{\tau^-} = -1\) and \(L_{\tau^-} = n\), with probability \(\frac{u\nu}{u\nu + (n-1)\nu}\), a mutation to type 0 occurs at level \(n - 1\), we insert an infinite vertical barrier starting from level \(n - 1\) and we kill all the lines above level \(n - 1\). If no mutation to type 0 happens, then a mutation to type 1 takes place at a level \(i < n\) chosen at random, the corresponding line is killed and we shift all the lines above one level downwards.

- If \(L_\tau = L_{\tau^-} < -1\) and \(L_{\tau^-} = n\), a mutation to type 0 occurs at level \(n\), we insert a vertical barrier from level \(n\) till infinity and we kill all the lines above level \(n\).

Now we introduce a new notion which plays the role of the common ancestor in the deterministic limit setting. We start at time \(\beta = 0\) with a generic individual in the population, and we trace back the type of its ancestor. Furthermore, the type of the ancestor at time \(\beta\) of the chosen individual is denoted by \(I_\beta^\ast\) and is called the representative ancestral type at time \(\beta\).

**Remark 5.4.** In the finite case, after the first bottleneck, the representative ancestral type coincides with the common ancestor type.

**Proposition 5.5.** The representative ancestral type is 1 at time \(\beta\) if and only if all the lines in the asymptotic pruned LD-ASG at time \(\beta\) are of type 1.

**Proof.** The proof is analogous to the proof of Proposition 4.6. □

Let \(J_\beta^\ast \in \{0, 1\}\) be the type that is assigned at time \(\beta\) to the individual placed at level \(k \in \{1, \ldots, L_\beta\}\) in the asymptotic pruned LD-ASG. We assume that the asymptotic pruned LD-ASG is constructed under a probability \(P_x\) such that the types are assigned in an i.i.d. manner with \(P_x(J_\beta^k = 0) = x\). The following result provides a probabilistic meaning to the function \(h\).

**Corollary 5.6.** For all \(x \in (0, \infty)\), \(h(x) = \lim_{\beta \to \infty} P_x(I_\beta^\ast = 0)\).

**Proof.** From Proposition 5.3 we see that:

\[
P_x(I_\beta^\ast = 0) = \sum_{n=0}^{\infty} P_x(J_\beta^{n+1} = 0, J_\beta^k = 1 \forall k \leq n, L_\beta > n)
\]

\[
= \sum_{n=0}^{\infty} P_x(J_\beta^{n+1} = 0, J_\beta^k = 1 \forall k \leq n) P_x(L_\beta > n) = \sum_{n=0}^{\infty} x(1 - x)^n P_x(L_\beta > n).
\]
Taking the limit when $\beta$ tends to infinity in both sides and using \[5.7\], we get
\[
\lim_{\beta \to \infty} P_\beta(I_\beta^* = 0) = \sum_{n=0}^{\infty} x(1 - x)^n P_\infty(\mathcal{L} > n).
\]

The result follows from the definition of $h$ and Lemma 5.3 \[\square\]

**Remark 5.7.** Assume that we are in the stationary regime, i.e. under $P_\infty^+$, then the representative ancestral type coincides with the population average of the ancestral types in a related branching model (see \[10\] Theorem 3.1). This is formalised in Lemma 5.7.

**Appendix A. Some remarks on the Skorohod topology in $\mathbb{D}_N[0,\infty)$**

For each $t \in (0, \infty)$, we denote by $\mathbb{D}_t := \mathbb{D}_N[0, t]$ the space of càdlàg functions on $[0, t]$ with values on $\mathbb{N}$. We start by recalling the Skorohod topology in $\mathbb{D}_t$.

Let $C^+_t$ be the class of strictly increasing, continuous functions from $[0, t]$ onto itself. For $\lambda \in C^+_t$, we set
\[
|||\lambda|||_0^\circ := \sup_{0 \leq u < s \leq t} \log \left( \frac{\lambda(s) - \lambda(u)}{s - u} \right).
\]

Now, we define the metric $d^0_t$ in $\mathbb{D}_t$ as follows:
\[
d^0_t(f, g) := \inf_{\lambda \in C^+_t} \{||||\lambda|||_0 \vee ||f - g \circ \lambda||_1, \infty\},
\]
where $||f||_t, \infty := \sup_{s \in [0, t]} |f(s)|$. The metric $d^0_t$ gives the Skorohod topology in $\mathbb{D}_t$.

Similarly, we denote by $\mathbb{D}_\infty := \mathbb{D}_N[0, \infty)$ the space of càdlàg functions on $[0, \infty)$ with values on $\mathbb{N}$. Let $C^+_\infty$ be the class of increasing, continuous functions from $[0, \infty)$ onto itself.

Now, we define, for each $m \in \mathbb{N}$, the function $x_m$ by setting $x_m(s) := 1$ for $0 \leq s \leq m - 1$, $x_m(s) := m - s$ for $m - 1 \leq s \leq m$, and $x_m(s) := 0$ for $s \geq m$. Finally, we define the metric $d^0_\infty$ in $\mathbb{D}_\infty$ as follows:
\[
d^0_\infty(f, g) := \sum_{m=1}^{\infty} \frac{1 \wedge d^0_m(x_m f, x_m g)}{2^m}.
\]

The metric $d^0_\infty$ gives the Skorohod topology in $\mathbb{D}_\infty$.

**Lemma A.1.** For all $w \in \mathbb{D}_\infty$ and $t \in [0, \infty)$, we have
\[
d^0_\infty(w, w(\cdot \wedge t)) \leq \frac{1}{2|t|}.
\]

**Proof.** Note first that for all $m \leq t$, $d^0_m(x_m w, x_m w(\cdot \wedge t)) = 0$. Therefore, we have
\[
d^0_\infty(w, w(\cdot \wedge t)) = \sum_{m=|t|+1}^{\infty} \frac{1 \wedge d^0_m(x_m w, x_m w(\cdot \wedge t))}{2^m} \leq \sum_{m=|t|+1}^{\infty} \frac{1}{2^m} = \frac{1}{2|t|}.
\]
\[\square\]

Now, given $k \in \mathbb{N}$ and $w \in \mathbb{D}_\infty$, we define $T_k(w) := \inf\{s \geq 0 : w(s) = k\}$ and $\mathbb{D}_\infty(k) := \{w \in \mathbb{D}_\infty : T_k(w) < \infty\}$.

**Lemma A.2.** The function $T_k : \mathbb{D}_\infty(k) \to [0, \infty)$ is continuous.

**Proof.** Let us consider $\{w_n\}_{n \in \mathbb{N}} \subset \mathbb{D}_\infty(k)$ and $w \in \mathbb{D}_\infty(k)$ such that
\[
d^0_\infty(w_n, w) \to_{n \to \infty} 0.
\]
We have to show that $T_k(w_n) \xrightarrow{n \to \infty} T_k(w)$. From [3] Theorem 16.1, there is a sequence $\{\lambda_n\}_{n \in \mathbb{N}} \subset \mathbb{C} \setminus \{0\}$ such that
\[
\sup_{t < \infty} |\lambda_n(t) - t| \xrightarrow{n \to \infty} 0 \quad \text{and} \quad \sup_{t \leq m} |w_n(\lambda_n(t)) - w(t)| \xrightarrow{n \to \infty} 0,
\]
for all $m \in \mathbb{N}$. Therefore, defining $m_k := T_k(w) + 1$, we deduce that for all $\varepsilon > 0$, there is $n_0(\varepsilon) \in \mathbb{N}$, such that, for all $n \geq n_0(\varepsilon)$:
\[
\sup_{t < \infty} |\lambda_n(t) - t| \leq \varepsilon \quad \text{and} \quad \sup_{t \leq m} |w_n(\lambda_n(t)) - w(t)| \leq \varepsilon.
\]
This implies for $\varepsilon \in (0, 1)$ that for all $n \geq n_0(\varepsilon)$
\[
\sup_{t \leq m_k} |w_n(\lambda_n(t)) - w(t)| = 0.
\]
Therefore, $w_n(\lambda_n(T_k(w))) = k$ and, for each $t < T_k(w)$, $w_n(\lambda_n(t)) \neq k$. This implies that $\lambda_n(T_k(w)) = T_k(w_n)$. Consequently, we have
\[
|T_k(w_n) - T_k(w)| = |\lambda_n(T_k(w)) - T_k(w)| \leq \varepsilon.
\]
The continuity of $T_k$ follows. \(\square\)

**Appendix B. A related 2-type branching process**

Assume that $u > 0$ and $s > 0$. We consider a population composed of individuals of two types, 0 and 1, evolving in the following way. Each individual of type 0 waits for an exponential time with parameter $1 + s + uw_1$, and then splits or mutates to type 1 with probabilities $(1 + s)/(1 + s + uw_1)$ and $uw_1/(1 + s + uw_1)$, respectively. On the other hand, an individual of type 1 waits for an exponential time with parameter $1 + w_0$, and then splits or mutate to type 0 with probabilities $1/(1 + w_0)$ and $w_0/(1 + w_0)$, respectively. In other words, the population evolves according to a 2-type branching process in continuous time. We summarize here the asymptotic properties of this model (see e.g. [1] and [2]).

In this framework, consider the process $\tilde{Y} = (\tilde{Y}_t^0, \tilde{Y}_t^1)_{t \geq 0}$, where $\tilde{Y}_t^j$, $j \in \{0, 1\}$ denotes the number of individuals of type $j$ at time $t$. Additionally, we denote by $E_t[\tilde{Y}_t^j]$ the expected number of $j$-individuals at time $t$ in a population started by a single $i$-individual at time 0. It is well known that $E_t[\tilde{Y}_t^j] = (e^{At})_{ij}$, where $A$ is the matrix
\[
A := \begin{pmatrix}
1 + s - uw_1 & uw_1 \\
-w_0 & 1 - w_0
\end{pmatrix}.
\]

The asymptotic properties of $\tilde{Y}$ are expressed in terms of the largest eigenvalue of the matrix $A$, $\lambda_+ = 1 + sx_0^+$, and the corresponding, properly normalized, left and right eigenvectors. Additionally, if $\pi := (\pi_0, \pi_1)$ denotes the left eigenvector associated to $\lambda_+$ normalized such that $\pi_0 + \pi_1 = 1$, then $\pi_0 := x_0^+$ and $\pi_1 := 1 - x_0^+$. The right eigenvector of $A$ associated to $\lambda_+$, $\bar{h} = (\bar{h}_0, \bar{h}_1)$, normalized such that $\bar{h}_0 \pi_0 + \bar{h}_1 \pi_1 = 1$ is given by
\[
\bar{h}_0 = \frac{uw_0 + sx_0^+}{uw_0 + sx_0^{+2}} \quad \text{and} \quad \bar{h}_1 = \frac{uw_0}{uw_0 + sx_0^{+2}}.
\]

We know from [2.6] that $x_0^+$ is the asymptotic proportion of individuals of type 0 in the deterministic 2-type selection mutation model. The same interpretation for $x_0^+$ holds in the branching model, since
\[
\lim_{t \to \infty} \frac{\tilde{Y}_t^0}{\tilde{Y}_t^0 + \tilde{Y}_t^1} = x_0^+, \quad \text{conditionally on survival.}
\]
Moreover, we have
\[
\lim_{t \to \infty} \frac{\ln \left( \tilde{Y}_t^0 + \tilde{Y}_t^1 \right)}{t} = 1 + sx_0^+, \quad \text{conditionally on survival,}
\]
i.e. \( \lambda_+ \) is the asymptotic growth rate of the population. In addition, \( \tilde{h}_i \), for \( i \in \{0, 1\} \), measures the asymptotic mean offspring size of an \( i \) individual, relative to the total size of the population. More precisely, we have
\[
\lim_{t \to \infty} E^t \left[ \tilde{Y}_t^0 + \tilde{Y}_t^1 \right] e^{-\lambda_+ t} = \tilde{h}_i.
\]
Finally, the vector \( \alpha := (\alpha_0, \alpha_1) \) given by \( \alpha_i := \tilde{h}_i \pi_i \), for \( i \in \{0, 1\} \), describes the population average of the ancestral types and is called the ancestral distribution.

**Lemma B.1** (representative ancestral type and ancestral distribution). We have
\[
\tilde{h}_0 = \frac{\Delta + (s + u)\sqrt{\Delta}}{2\Delta} = \frac{h(x^+_0)}{x^+_0},
\]
where \( \Delta := (s - u)^2 + 4uw_0s \). In particular, we have \( h(x^+_0) = \alpha_0 \), i.e. the representative ancestral type distribution starting with a stationary configuration equals the ancestral distribution in the 2-type branching model described here.

**Proof.** From the definition of \( x^+_0 \) and \( \Delta \), we have \( 2(uw_0 + sx_0^+) = 2uw_0 + s - u + \sqrt{\Delta} \), and that \( 2(suw_0 + sx_0^{+2}) = \Delta + (s - u)\sqrt{\Delta} \). Thus, we obtain
\[
\tilde{h}_0 = \frac{s(2uw_0 + s - u + \sqrt{\Delta})}{\Delta + (s - u)\sqrt{\Delta}} = \frac{2(suw_0 - u - s + (s + u)\sqrt{\Delta})}{\Delta + (s - u)\sqrt{\Delta}}
\]
and the first identity follows after simplifications. In order to obtain the second identity, we note that, from the relation between \( \ell_- \) and \( x_0^+ \),
\[
2su\nu_1(1 - \ell_- (1 - x_0^+)) = 2s(2uw_1 - u - s + (s + u)x_0^+) = -\Delta + (s + u)\sqrt{\Delta}.
\]
As a consequence, we have
\[
\frac{h(x^+_0)}{x^+_0} = \frac{2su\nu_1}{-\Delta + (s + u)\sqrt{\Delta}},
\]
and the second identity follows using similar arguments as before. \( \square \)
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