Higher symmetric powers of tautological bundles on Hilbert schemes of points on a surface

Luca Scala

Abstract

We study general symmetric powers $S^k L[n]$ of a tautological bundle $L[n]$ on the Hilbert scheme $X[n]$ of $n$ points over a smooth quasi-projective surface $X$, associated to a line bundle $L$ on $X$. Let $V_L$ be the $S_n$-vector bundle on $X^n$ defined as the exterior direct sum $L \boxtimes \cdots \boxtimes L$. We prove that the Bridgeland-King-Reid transform $\Phi(S^k L[n])$ of symmetric powers $S^k L[n]$ is quasi isomorphic to the last term of a finite decreasing filtration on the natural vector bundle $S^k V_L$, defined by kernels of operators $D^L_i$, which operate locally as higher order restrictions to pairwise diagonals. We use this description and the natural filtration on $(S^k V_L)^{S_n}$ induced by the decomposition in direct sum, to obtain, for $n = 2$ or $k \leq 4$, a finite decreasing filtration $W^\bullet$ on the direct image $\mu_*(S^k L[n])$ for the Hilbert-Chow morphism whose graded sheaves we control completely. As a consequence of this structural result, we obtain a chain of cohomological consequences, like a spectral sequence abutting to the cohomology of symmetric powers $S^k L[n]$, an effective vanishing theorem for the cohomology of symmetric powers $S^k L[n] \otimes D_A$ twisted by the determinant, in presence of adequate positivity hypothesis on $L$ and $A$, as well as universal formulas for their Euler-Poincaré characteristic.
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Introduction

Let $X$ be a smooth complex quasi-projective algebraic surface and let $n \in \mathbb{N} \setminus \{0\}$. Denote with $X[n]$ the Hilbert scheme of $n$ points over $X$ and with $L[n]$ the tautological bundle on $X[n]$ associated to a line bundle $L$ over the surface $X$. The aim of this work is the study of general symmetric powers $S^k L[n]$ of the tautological bundle $L[n]$ with some applications to their cohomology.

Tautological bundles have proven to be of fundamental importance for the geometry of Hilbert schemes of points over a surface $X$: indeed their Chern classes play a fundamental role in the structure of the cohomology ring of the Hilbert scheme $X[n]$ and hence of its topology [Leh99, EGL01]. Tautological bundles on $X[n]$ are as well particularly relevant for the geometry of the surface $X$ itself: as an example, we can mention Götsche conjecture on the number of $\delta$-nodal curves in given linear system $|L|$, whose
statement, proofs and new refined versions directly involve the use of the tautological bundle $L^{[n]}$ \cite{Got98}.

The original motivation of this work is the Strange Duality conjecture over the projective plane, and, in particular, the understanding of the space of global sections of some particular determinant line bundle over the moduli spaces of semistable sheaves of rank 2. The program set up by Danila \cite{Dan00} aimed to prove the conjecture on $\mathbb{P}_2$, for Grothendieck classes $u$ (of rank 2, $c_1 = 0, c_2 = n$) and $v$ (of rank 0, $c_1 = d, \chi = 0$), by interpolating the moduli space of semistable sheaves $M_u$ with a Hilbert scheme of points $\mathbb{P}_2^{[n]}$ via moduli spaces of coherent systems (a technique already used in \cite{He98} and \cite{LP96}). The computations of global sections $H^0(M_u, D_v)$ is then reducted to the understanding of a second quadrant spectral sequence whose terms $E^{p,q}_{1,1}$ involve the cohomology groups

$$H^{q}(\mathbb{P}_2^{[n]}, S^{[n]}L^{[m]} \otimes D_{\mathcal{O}_{D}^{(1)}})$$

of symmetric powers of the tautological bundle $L^{[n]}$ associated to the line bundle $L = \mathcal{O}_{\mathbb{P}_2}(2l - 3)$ over $\mathbb{P}_2$, twisted by a natural line bundle $D_{\mathcal{O}_{D}^{(1)}}$ over the Hilbert scheme. Here $l$ is an auxiliary integer such that $m = n + l^2$ and that $l(l - 1) \leq n < (l + 1)(l + 2)$. To finally understand the original space of global sections $H^0(M_u, D_v)$ two problems remain: the first, the vanishing of the higher cohomology of the twisted symmetric powers $S^{[n]}L^{[m]} \otimes D_{\mathcal{O}_{D}^{(1)}}$; the second, the computation of the dimension of the spaces of global sections $H^0(\mathbb{P}_2^{[n]}, S^{[n]}L^{[m]} \otimes D_{\mathcal{O}_{D}^{(1)}})$. The first problem is solved by a general formula for the cohomology of tautological bundles \cite{Dan01} and by an ad-hoc vanishing of the $H^1$ of the double symmetric powers \cite{Dan02}; the second, via representation theory of $SL(3)$. Global sections for the dual moduli space $H^0((M_u, D_v)$ have been computed with different techniques \cite{Dan02}, not involving tautological bundles. Eventually, Danila proves the conjecture for $d = 1$, $n \leq 19$, $d = 2, 3$, $n \leq 5$ \cite{Dan01} \cite{Dan02} \cite{Dan00} \cite{Dan00-2}. However, in the case considered by Danila, that is, $X = \mathbb{P}_2$ and Grothendieck classes $u$ and $v$ as above, the Strange Duality conjecture has been recently settled first by Abe \cite{Abe10}, for $d = 1, 2$, using deformations of quasi-bundles, and later by Yao \cite{Yua12b} \cite{Yua12a}, for $d \leq 4$, using results by Göttsche about Hilbert series of determinant line bundles over moduli spaces $M_u$ over the projective plane. This last approach uses heavily techniques of Nekrasov instanton counting like the ones appeared in \cite{CN99}. Both approaches extend to rational surfaces.

The work of Danila dealt with cohomology of tautological bundles \cite{Dan00} \cite{Dan00-2}, vanishing of $H^1(\mathbb{P}_2^{[n]}, S^{2}L^{[2]} \otimes D_{\mathcal{O}_{D}^{(1)}})$ for twisted symmetric powers for $L$ and $A$ positive, sections of $S^{2}L^{[n]}$ over $\mathbb{P}_2^{[n]}$ \cite{Dan00} \cite{Dan00-2}, symmetric powers $S^{k}L^{[n]}$ for $k \leq 2$ and $n \leq 3$ \cite{Dan04}, and then with sections of general tensor powers \cite{Dan07}. In our previous work \cite{Sca05} \cite{Sca06} \cite{Sca09} \cite{Sca09a}, among other things, we gave formulas for the cohomology of general double symmetric powers $S^{2}L^{[n]}$ and for general exterior powers $\Lambda^{k}L^{[n]}$. Recently, Krug \cite{Kru14} studied general tensor products of tautological bundles giving, among others, results for triple tensor products $E_{(1)}^{[n]} \otimes E_{(2)}^{[n]} \otimes E_{(3)}^{[n]}$ for general $n$.

Here we address the case of general symmetric powers $S^{k}L^{[n]}$: we first obtain a general characterization of their Bridgeland-King-Reid transform as kernels of some explicit operators over $X^{n}$; then, for $n \leq 2$ or for $k \leq 4$ we prove a general structure theorem for their direct images $\mu_{*}S^{k}L^{[n]}$ for the Hilbert-Chow morphism over the symmetric variety $S^{n}X$. This structure result yields a series of cohomological consequences, among which, when $X$ is projective, an effective vanishing theorem for twisted symmetric powers $S^{k}L^{[n]} \otimes D_{A}$, in presence of adequate positivity hypothesis for $L$ and $A$ and universal formulas for their Euler-Poincaré characteristic.

The starting point of our work is the description, given in \cite{Sca05} \cite{Sca09a}, of the Bridgeland-King-Reid transform of a $k$-fold tensor power $L^{[n]} \otimes \cdots \otimes L^{[n]}$ of the tautological bundle $L^{[n]}$. Recall that the Bridgeland-King-Reid transform \cite{BKR01} \cite{Hai01} \cite{Sca05} \cite{Sca07}

$$\Phi : D^{k}(X^{n}) \longrightarrow D^{k}_{\mathcal{O}_{n}}(X^{n})$$

is the equivalence of categories between the derived category of the Hilbert scheme of $n$ points over $X$ and the $\mathcal{S}_{n}$-equivariant derived category of the product variety $X^{n}$ built (in this case) as the Fourier-
Mukai transform through Haimage isospectral Hilbert scheme $B^n \subset X[n] \times X^n$. The image $\Phi(L^{[n]})$ of a tautological bundle is resolved in $[\text{Sca05, Sca06, Sca09a}]$ by a complex

$$C^*_L : \begin{array}{cccccc}
0 & \oplus_{I=1}^n L_I & \oplus_{|J|=2} L_I & \oplus_{|J|=3} L_I & \cdots & \oplus_{|J|=n} L_{1,\ldots,n} & 0 \\
\partial_1 & \partial_2 & \partial_3 & \cdots & \partial_n & 0
\end{array}$$

where, if $I \subseteq \{1, \ldots, n\}$ is a nonempty subset, $p_I : X^n \longrightarrow X^I$ is the projection onto the factors indexed by $I$, $i_I : X \longrightarrow X^I$ is the diagonal immersion, the sheaf $L_I$ is defined as $L_I = p_I i_I L$ and the differentials $\partial_I$ are Cech-like maps (see subsection [1.1]). The image of the $k$-fold tensor power $\Phi(L^{[n]} \otimes \cdots \otimes L^{[n]})$ is not the (derived) tensor power of the images. In $[\text{Sca09a}]$ we proved that the image $\Phi(L^{[n]} \otimes \cdots \otimes L^{[n]})$ is concentrated in degree 0 and that the sheaf $p_* q^*(L^{[n]} \otimes \cdots \otimes L^{[n]})$ can be realized as the $E^{\infty}_{0,0}$ term of the hyperderived spectral sequence

$$E^n_{i,j} = \bigoplus_{i_1 + \cdots + i_k = p} \text{Tor}_{p-q}(C_{L_1}^{i_1}, \ldots, C_{L_k}^{i_k})$$

associated to the derived tensor product $C_{L}^{*} \otimes \cdots \otimes C_{L}^{*}$ and abutting to $\text{Tor}_{p-q}(C_{L}^{*}, \ldots, C_{L}^{*})$. Here the symmetric group $S_n$ acts geometrically on $X^n$ while a second symmetric group $S_k$ acts permuting the factors in the tensor products $L^{[n]} \otimes \cdots \otimes L^{[n]}$. Hence, taking $S_k$-invariants, we get a characterization of the image $\Phi(S^k L^{[n]})$ of the symmetric power of tautological bundles as the term $E^{\infty}_{0,0}(\otimes^k E)$ of the spectral sequence of $S_k$-invariants $(E^{n,0}_{p,q})_{S_k}$.

On the other hand, the $S_k$-invariant $(E^{n,0}_{p,q})_{S_k}$ are quasi-isomorphic to the derived direct image $\mathbf{R} \mu_* S^k L^{[n]} \simeq q_{S_k} \mu_* S^k L^{[n]}$ of symmetric powers $S^k L^{[n]}$ by the Hilbert-Chow morphism $\mu : X^n \longrightarrow S^n X$. Both spectral sequences $(E^{n,0}_{p,q})_{S_k}$ and $(E^{n,0}_{p,q})_{S_k}$ are still combinatorially difficult to treat. However, the sheaves $p_* q^* S^k L^{[n]}$ and $\mu_* S^k L^{[n]}$ satisfy the following important extension property. Let $W$ be the closed subscheme of points in $X^n$ lying in the intersection of two or more distinct pairwise diagonals $\Delta_i$; let moreover $\pi : X^n \longrightarrow S^n X$ be the quotient projection. The sheaves $p_* q^* S^k L^{[n]}$ and $\mu_* S^k L^{[n]}$ satisfy

$$j_* j^* p_* q^* S^k L^{[n]} \simeq p_* q^* S^k L^{[n]}$$

$$j_* j^* \mu_* S^k L^{[n]} \simeq \mu_* S^k L^{[n]}$$

(0.1) (0.2)

where $j$ denotes the open immersion $X^n \setminus W \longrightarrow X^n$ (in the first isomorphism) and the open immersion $S^n X \setminus \pi(W) \longrightarrow S^n X$ (in the second). Isomorphisms (0.1) and (0.2) suggest that one can extract all information about the sheaves $p_* q^* S^k L^{[n]}$ and $\mu_* S^k L^{[n]}$ from their restrictions to the open sets $X^n_\ast := X^n \setminus W$ and $S^n X_\ast = S^n X \setminus W$, respectively.

We consequently look at the restrictions $j^* (E^{0,0}_{1,0})_{S_k}$ and $j^* (E^{0,0}_{1,0})_{S_k \times S_k}$ of the spectral sequences of $S_k$-invariants and of $S_k$-anti-invariants $(E^{0,0}_{1,0})_{S_k \times S_k} \longrightarrow S_k$ being here the alternating representation of the symmetric group $S_k$ — and its restriction to $S^n X_\ast$, degenerated and level $E_2$. In the present case of symmetric powers, the spectral sequences $j^* (E^{0,0}_{1,0})_{S_k \times S_k}$ does not degenerate at level $E_2$, but only at level $E_k$; the spectral sequence $j^* (E^{0,0}_{1,0})_{S_k}$ degenerates surprisingly at level $E_k$ in the same way. Despite the degeneration occurs only later, the degeneration pattern is clear: the only surviving terms at level $E_1$ are $j^* (E^{0,0}_{1,0})_{S_k}$ and $j^* (E^{0,1-i}_{1,0})_{S_k}$ for $0 \leq i \leq k - 1$: therefore the kernels of the (restricted) higher differentials

$$d^\ast : j^* (E^{0,0}_{1,0})_{S_k} \longrightarrow j^* (E^{0,1-i}_{1,0})_{S_k} \simeq j^* (E^{0,1-i}_{1,0})_{S_k}$$

(0.3)

define a filtration

$$\ker d^{k-1} \subseteq \ker d^{k-2} \subseteq \cdots \subseteq \ker d^1 \subseteq j^* S^k C_{L}^{0}$$

of the vector bundle $j^* S^k C_{L}^{0}$ over the open set $X^n_\ast$, with graded sheaves $j^* (E^{i,1-i}_{1,0})_{S_k}$. The filtration (0.3) is nothing but the restriction to the open set $X^n_\ast$ of the natural filtration

$$(E^{0,0}_{k})_{S_k} \subseteq (E^{0,0}_{k-1})_{S_k} \subseteq \cdots \subseteq (E^{0,0}_{1})_{S_k} = S^k C_{L}^{0}$$

(0.4)
The sheaves \((E^{0,0})^{O_n}\) satisfy an extension property similar to \([0.1]\); however, the functor \(j_*\) is not right exact: consequently there is no way we can get information on the graded sheaves of the filtration \([0.4]\) from the graded sheaves \(j^*(E^{1,1})^{O_n}\) of filtration \([0.3]\).

In front of this difficulty, we performed a detailed analysis of the higher differentials \(d^i\) of the restricted spectral sequence \(j^*(E^{p,q})^{O_n}\). As a result of this study, we found recursively defined operators

\[
D^0_L : S^k C^0_L \longrightarrow (j_* j^* E^{1,0})^{O_k} =: K^0(L)
\]

\[
D^1_L : \ker D^0_L \longrightarrow (j_* j^* E^{1,1})^{O_k} =: K^1(L)
\]

over the whole variety \(X^n\) such that their restrictions to the open set \(X^n_+\) are the higher differentials \(d^i\):

\[
j^* D^i_L = d^i.
\]

The operators \(D^i_L\) are built globally over \(X^n\) by gluing local operators \(D^i_L\) defined via partial jet-projections: we provide explicit local formulas for them, inspired by finite difference calculus. Thanks to the operators \(D^i_L\) we can state the first result of this work. Denote with \(E^i(n,k)\) the subsheaf of \(S^k C^0_L\) defined by the kernel of \(D^i_L\) over \(X^n\). Then we have

**Theorem 3.34** The Bridgeland-King-Reid transform \(\Phi(S^k L^{[n]}\) of the \(k\)-symmetric power \(S^k L^{[n]}\) of the tautological bundle \(L^{[n]}\) associated to the line bundle \(L\) over the surface \(X\) is quasi-isomorphism to the term \(E^{k-1}(n,k)\) of the filtration \(E^*(n,k)\) on the vector bundle \(S^k C^0_L\):

\[
\Phi(S^k L^{[n]}\) \simeq E^{k-1}(n,k) \simeq \ker D^{k-2}_L.
\]

In particular, for \(X = \mathbb{C}^2\) or an affine surface, we get a characterization of the image \(\Phi(\mathcal{O}^{[n]}_X\) as the subsheaf of sections of the (trivial) sheaf \(S^k \mathcal{O}^{[n]}_X = \oplus_{c_n(k)} \mathcal{O}_X^n\) (where \(c_n(k)\) is the set of compositions of \(k\) supported in \([1, \ldots, n]\)) satisfying an explicit system of higher order restrictions, that is, restrictions of higher derivatives (see corollary 3.37 to pairwise diagonals. Similarly, we have a characterization of \(\mu_* S^k L^{[n]}\) in terms of kernels of invariant operators \(D^i_L := (D^i_L)^{O_n}\). We obtain, moreover, explicit local formulas for the invariant operators \(D^i_L\) over \(S^n X\): these formulas will be useful later, when proving the main structure theorem. The appearance of higher order restrictions of the kind of \(D^i_L\) is natural when in presence of nontransverse intersections: in our context the occurrence of the operators \(D^i_L\) witness the fact that the irreducible components of Haiman polygraph \(D(n,k) \subset X^n \times X^k\) are not transverse. The operators \(D^i_L\) are essentially the \(S_n\)-invariant version of the operators \(\varphi_i\) in Krug’s work [Kru14] and theorem 3.34 can be compared to [Kru14] theorem 4.10]. However, the way these operators are found is completely different (see remark 3.38).

Since the filtration \(E^*(n,k)\) and its \(S_n\)-invariant version \(E^*(n,k)^{O_n}\) can’t be directly used to get informations about the sheaves \(p_\ast q^\ast S^k L^{[n]}\) and \(\mu_* S^k L^{[n]}\), respectively, due to the difficulty in understanding their graded sheaves, we are lead to introduce a second filtration \(W^\ast\) on the invariants \((S^k C^0_L)^{O_n}\) as follows. The vector bundle \(S^k C^0_L\) is isomorphic to the direct sum

\[
S^k C^0_L = \oplus_{\lambda \in c_n(k)} L^\lambda
\]

— over compositions \(\lambda\) of \(k\) supported in \([1, \ldots, n]\) — of line bundles \(L^\lambda := \oplus_{i=1}^n R^\ast_i L^\otimes \lambda^\ast\); consequently, the \(S_n\)-invariants \((S^k C^0_L)^{O_n}\) of the vector bundle \(S^k C^0_L\) split as a direct sum

\[
(S^k C^0_L)^{O_n} = \oplus_{\lambda \in p_n(k)} L^\lambda
\]

— over partitions \(\lambda\) of \(k\) of length at most \(n\) — of sheaves \(L^\lambda := \pi_\ast (L^\lambda)^{Stab_{\mathcal{O}_n}}(\lambda)\) of \(\text{Stab}_{\mathcal{O}_n}(\lambda)\)-invariants of the sheaves \(\pi_\ast L^\lambda\) over \(S^n X\). Hence, to each total order \(\preceq\) on the set of partitions \(p_n(k)\), we can associate a natural filtration \(V^\ast\) on \((S^k C^0_L)^{O_n}\) defined as

\[
V^\mu = \oplus_{\lambda \preceq \mu} \mathcal{O}_X^n L^\lambda.
\]

\(^1\)The operators \(D^i_L\), their local formulas and theorem 3.34 are known to us since late 2009; some of their consequences — for example theorem 4.35 — since soon later (mid-2010) [Sca10].
Consider for the moment the reverse lexicographic order \( \preceq_{\text{rlex}} \) on the set of partitions \( p_n(k) \) and let \( V^* \) the associated filtration. Then we can define the filtration \( W^* \) on \( \mu_* S^k L[n] \) as

\[
W^* := V^* \cap \mathcal{E}^{k-1}(n, k).
\]

The filtration \( W^* \) has the great advantage that we can try to guess what are the graded sheaves \( \text{gr}^W_n \), at least for \( k \leq 4 \). It turns out that (at least for small \( k \)) the graded sheaves are subsheaves of the sheaves \( \mathcal{L}^n \) whose sections vanish with a prescribed order along some prescribed partial diagonals. More precisely, define the sheaf \( \mathcal{L}^n(-l\Delta) \) as the sheaf

\[
\mathcal{L}^n(-l\Delta) = \pi_*(L^n \otimes \cap_{1 \leq i < j \leq l(\mu)} I_{\Delta_{ij}}^{l(\mu)})^{\text{Stab}_{\mu, n}(l)},
\]

where here \( l(\mu) \) is the length of the partition \( \mu \) and \( I_{\Delta_{ij}} \) is the ideal sheaf of the pairwise diagonal \( \Delta_{ij} \) in \( X^n \). The main result of this work is the following structure theorem

**Theorem 4.30-4.35-4.43** Let \( n \in \mathbb{N}^* \), \( k \in \mathbb{N} \), such that \( n \leq 2 \) or \( k \leq 4 \). Then the graded sheaves of the filtration \( W^* \) on the sheaf \( \mu_* S^k L[n] \), indexed by partitions \( p_n(k) \), equipped with the reverse lexicographic order, are given by

\[
\text{gr}^W_n \mu_* S^k L[n] \simeq \mathcal{L}^n(-2m_\mu \Delta),
\]

where \( m_\mu := 0 \) if \( l(\mu) = 1 \), otherwise \( m_\mu := \min_{2 \leq i \leq l(\mu)} \mu_i \).

The proof of theorems 4.30-4.35-4.43 consists in the construction of natural left exact sequences

\[
0 \longrightarrow W^{\mu'} \longrightarrow W^{\mu} \longrightarrow \mathcal{L}^n(-2m_\mu \Delta)
\]

which are proven to actually be right exact by an ad-hoc verification. Here \( \mu' \) is the partition following \( \mu \) in the reverse lexicographic order.

Even if theorem 4.30-4.35-4.43 has been proven by ad-hoc methods, it seems that its content might be carried on to the general case, possibly modifying the definitions of some of the objects involved. First, the reverse lexicographic order has to be replaced by another total order on the set of partitions \( p_n(k) \): the new order \( \preceq \) has to take into account the length of a partition in the first place and coincides with the reverse lexicographic order between partitions of the same length. Secondly, it might be that we have to consider subsheaves of the sheaves \( \mathcal{L}^n \) whose sections vanish with different prescribed order along different prescribed pairwise diagonals. Our first guess are the sheaves \( \mathcal{L}^n(-2\mu \Delta) \), defined as

\[
\mathcal{L}^n(-2\mu \Delta) := \pi_*(L^n \otimes \cap_{1 \leq i < j \leq l(\mu)} I_{\Delta_{ij}}^{2\mu(\mu)})^{\text{Stab}_{\mu, n}(\lambda)}.
\]

Several cases worked out for \( k \geq 5 \) confirm these facts. It is likely that a structure theorem of the kind of 4.30-4.35-4.43 hold for general tensor powers or even general tensor products of tautological bundles. Indeed, the analogue of filtration \( E^*(n, k) \) can be defined for general tensor products of tautological bundles, as kernels of operators \( \varphi_t \) in Krug’s work [Kru14]. As for the filtration \( V^* \), there should be a natural way of extending it in the case of tensor product of tautological bundles, and maybe even in the case of general tensor products. We will discuss more in detail a possible extension to the general case in subsection 4.3.

Everything we said extends to the case in which symmetric powers \( S^k L[n] \) are twisted by the natural line bundle \( D_A = \mu^*(A \boxtimes \cdots \boxtimes A/\mathcal{G}_n) \), defined as the pull back over \( X^n \) of the descent over \( S^n X \) of the line bundle \( A \boxtimes \cdots \boxtimes A \) (n-factors) on \( X^n \). For brevity’s sake we will denote the descent \( A \boxtimes \cdots \boxtimes A/\mathcal{G}_n \) also with \( D_A \).

Theorem 4.30-4.35-4.43 implies a chain of cohomological consequences. First, we can compute — for \( n \leq 2 \) or \( k \leq 4 \) — the cohomology of twisted symmetric powers \( S^k L[n] \otimes D_A \) via the spectral sequence of a filtered sheaf

\[
E_1^{p,q} = H^{p+q}(S^n X, \mathcal{L}^n(-2m_\mu \Delta) \otimes D_A) \implies H^{p+q}(X^n, S^k L[n] \otimes D_A)
\]
where \( \mu(p) \) is the \((p+1)\)-th partition in \( p_n(k) \) according to reverse lexicographic order. Secondly, when \( X \) is projective, we can work out an effective vanishing theorem for the higher cohomology \( H^i(X[n], S^k L[n] \otimes \mathcal{D}_A) \), in presence of adequate positivity hypothesis on \( L \) and \( A \). The key notion here is that of an \( l \)-very ample line bundle and the fact that if \( L \) is \( n \)-very ample on \( X \), then the determinant \( \det L[n] \) of the associated tautological bundle \( L[n] \) is very ample on \( X[n] \) \cite{BS91, CG90}. This fact is sufficient to make the higher cohomology of most graded sheaves \( \text{gr}^*_W \mu \) vanish via Kodaira theorem; still for one of them, the sheaf \( L^{2,1,1}(-2\Delta) \otimes \mathcal{D}_A \), we need to work over the isospectral Hilbert scheme \( B_3 \) of three points over \( X \) and use that \( B_3 \) has canonical singularities \cite{Sca15} before concluding with Kodaira vanishing. The effective vanishing result reads precisely

**Theorem 5.17.** Let \( X \) be a smooth complex projective surface. Let \( L, A \) be line bundles on \( X \) such that \( L \) is nef and \( A \otimes \omega_X^{-1} \) is big and nef. Let \( n \in \mathbb{N}^* \) and \( k \in \mathbb{N} \), with \( n \leq 2 \) or \( k \leq 4 \). Then

\[
H^i(X[n], S^k L[n] \otimes \mathcal{D}_A) = 0 \quad \text{for all } i > 0
\]

if \( L \otimes A \otimes \omega_X^{-1} = \bigotimes_{j=1}^{k+1} B_j \) when \( n = 2 \), if \( L \otimes A \otimes \omega_X^{-1} = \bigotimes_{j=1}^{k} B_j \) when \( k = 3 \), if \( L \otimes A \otimes \omega_X^{-1} = \bigotimes_{j=1}^{7} B_j \) when \( k = 4 \), where \( B_j \) are very ample line bundles on \( X \).

A variant of this result for \( n = 2 \) (Theorem 5.18), just requires that \( L \) and \( A \otimes \omega_X^{-1} \) are both tensor product of two very ample line bundles. Finally, for \( X \) projective and for \( n = 2 \) or for \( k \leq 4 \) we give general *universal formulas* for the Euler-Poincaré characteristic \( \chi(X[n], S^k L[n] \otimes \mathcal{D}_A) \) of twisted symmetric powers in terms of Euler-Poincaré characteristics of \( L, A, S^i \Omega_X, \omega_X \) and some tensor product of these over \( X \).
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## 1 The geometric setup

Let \( X \) be a smooth quasi-projective surface. We will indicate with \( X^n \) the cartesian product of \( n \) copies of \( X \); let \( G \) be the symmetric group \( G := \mathfrak{S}_n \); it acts on \( X^n \) with quotient the symmetric variety \( S^n X \); let \( \pi : X^n \longrightarrow S^n X \) be the quotient projection. Let \( X[n] \) be the Hilbert scheme of \( n \) points on \( X \); the Hilbert-Chow morphism \( \mu : X[n] \longrightarrow S^n X \), defined as \( \mu(\xi) = \sum_{x \in X} (\text{length} \mathcal{O}_{\xi,x}) x \), realizes \( X[n] \) as a semismall crepant resolution of the singularities of \( S^n X \). Haiman \cite{Hai01} introduced the isospectral Hilbert scheme \( B^n \), that is, the reduced fibered product \((X[n] \times_{S^n X} X^n)_{\text{red}}\): let \( p \) and \( q \) its projections onto \( X^n \) and \( X[n] \), respectively. In the diagram

\[
\begin{array}{ccc}
B^n & \xrightarrow{p} & X^n \\
\downarrow{q} & & \downarrow{\pi} \\
X[n] & \xrightarrow{\mu} & S^n X
\end{array}
\]

\( p \) and \( \mu \) are birational, \( q \) and \( \pi \) are finite, \( q \) is flat. The Bridgeland-King-Reid transform \cite{BKR01, Hai01, Sca07, Sca09a}

\[
\Phi := \Phi_{X[n] \longrightarrow X^n} := \mathcal{R} p_* \circ q^* : D^b(X[n]) \longrightarrow D^b_G(X^n)
\]

is an equivalence of derived categories from the bounded derived category of coherent sheaves on \( X[n] \) to the bounded derived category of \( \mathfrak{S}_n \)-equivariant coherent sheaves over \( X^n \).
1.1 Tautological bundles and their images under the Bridgeland-King-Reid transform

Consider now the universal subscheme $\Xi \subseteq X^{[n]} \times X$ of the Hilbert scheme $X^{[n]}$. If $L$ is a vector bundle on $X$, the tautological bundle $L^{[n]}$ over $X^{[n]}$ is defined as:

$$L^{[n]} := p_{X^{[n]}*}(O_X \otimes O_X L) \,,$$

where $p_{X^{[n]}*}$ is the projection over the Hilbert scheme $X^{[n]}$. Since the subscheme $\Xi$ is flat and finite over $X^{[n]}$ of degree $n$, it turns out that $L^{[n]}$ is a vector bundle of rank $n \dim L$ on $X^{[n]}$.

**Notation 1.1.** Let $I \subseteq \{1, \ldots, n\}$, $I \neq \emptyset$. Denote with $p_I : X^n \longrightarrow X^I$ the projection onto the factors in $I$, let $\iota_I : X \longrightarrow X^I$ the diagonal immersion of $X$ into $X^I$. If $F$ is a coherent sheaf on $X$, we indicate with $F_I$ the sheaf on $X^n$ defined as $F_I := p_I^*(\iota_I)_*L$. If $|I| \geq 2$, we indicate with $\Delta_I$ the inverse image by $p_I$ of the total (small) diagonal in $X^I$. Note that in this case $F_I$ is supported on $\Delta_I$. If $n = 2$ we will also denote the diagonal in $X^2$ and $S^2X$ just with $\Delta$.

For a vector bundle $L$ on $X$, define now the complex $(C^*_L, \partial^*_L)$ on $X^n$ in the following way:

$$C^p_L := \bigoplus_{|I| = p+1} L_I \,,$$

$$\partial^p_L(x)_I = \sum_{i \in J} \varepsilon_{i,J} x_J |\{i\} \Delta_J \,,$$

where $\varepsilon_{i,J} = (-1)^{|I|} \varepsilon_{j|J|}$.

**Remark 1.2.** The complex $C^*_L$ is naturally $G$-equivariant, in the following way. If $\sigma \in G$, denote with $\sigma_*$ the automorphism $\sigma_* \in \text{Aut}(X^n)$ defined as: $\sigma_*(x_1, \ldots, x_n) := (x_{\sigma^{-1}(1)}, \ldots, x_{\sigma^{-1}(n)})$. We have $\sigma_*(L_I) = L_{\sigma(I)}$ for all $\emptyset \neq I \subseteq \{1, \ldots, n\}$. The $G$-linearization on $C^p_L := \oplus_{|I| = p+1} L_I$ can then be defined setting $(\sigma_*x)_I := \varepsilon_\sigma x |\{\sigma^{-1}(I)\}$, where $(x_I)$ is a local section of $C^p_L$ and where $\varepsilon_\sigma$ is the signature of the only permutation $\tau$ such that $\sigma^{-1}\tau$ is strictly increasing.

The main result about the Bridgeland-King-Reid transform of a tautological bundle is the following.

**Theorem 1.3 (Sca09a).** Let $X$ be a smooth quasi-projective algebraic surface and $L$ be a vector bundle on $X$. Let $L^{[n]}$ be the tautological bundle on the Hilbert scheme $X^{[n]}$ associated to $L$. Then the image of the tautological bundle $L^{[n]}$ for the Bridgeland-King-Reid equivalence $\Phi$ is isomorphic in $D^b_{C^*_L}(X^n)$ to the complex $(C^*_L, \partial^*_L)$:

$$\Phi(L^{[n]}) \cong C^*_L \,.$$

This result holds as well for tautological sheaves [Sca09b]. As for the Bridgeland-King-Reid transform of a tensor product of tautological bundles $\Phi(L^{[n]}_1 \otimes \cdots \otimes L^{[n]}_k)$, for vector bundles $L_1, \ldots, L_k$ on $X$, of course one can’t hope that it would be quasi-isomorphic to the (derived) tensor product $C^*_L \otimes^L \cdots \otimes^L C^*_L$ of the images. However, a precise comparison can be established in terms of a natural morphism

$$\alpha : C^*_L \otimes^L \cdots \otimes^L C^*_L \longrightarrow \Phi(L^{[n]}_1 \otimes \cdots \otimes L^{[n]}_k)$$

in $D^b_{C^*_L}(X^n)$. It turns out that the mapping cone of $\alpha$ is acyclic in positive degree: this is equivalent to saying that the complex $\Phi(L^{[n]}_1 \otimes \cdots \otimes L^{[n]}_k)$ is cohomologically concentrated in degree 0, or, in other words, that the higher direct images $R^ip_*q^*(L^{[n]}_1 \otimes \cdots \otimes L^{[n]}_k)$ vanish for $i > 0$. Moreover, in degree zero, the natural morphism $\alpha$ provides an epimorphism $p_*q^*(L^{[n]}_1 \otimes \cdots \otimes L^{[n]}_k) \longrightarrow p_*q^*(L^{[n]}_1 \otimes \cdots \otimes L^{[n]}_k)$ whose kernel is the torsion subsheaf. As a consequence of these facts one can extract the information of the sheaf $p_*q^*(L^{[n]}_1 \otimes \cdots \otimes L^{[n]}_k) \simeq H^0(\Phi(L^{[n]}_1 \otimes \cdots \otimes L^{[n]}_k))$ as the $E^0_{\alpha,0}$ term of the $G$-equivariant spectral sequence

$$E^{i,q}_{1} = \bigoplus_{i_1 + \cdots + i_k = p} \text{Tor}^{-q}(C^*_{L_1}, \ldots, C^*_{L_k})$$

abutting to $H^{p+q}(C^*_L \otimes^L \cdots \otimes^L C^*_L)$. If $L_i = L$ for all $i = 1, \ldots, k$, the $k$-fold tensor products $L \otimes \cdots \otimes L$ and $C^*_L \otimes^L \cdots \otimes^L C^*_L$ both acquire an action of the symmetric group $\mathfrak{S}_k$ – which operates permuting the
factors—in such a way that the morphism \( \alpha \) becomes \( \mathfrak{G}_k \)-equivariant. From now on we will denote with \( H \) the symmetric group \( \mathfrak{S}_L \). The corresponding spectral sequence \( E_{1}^{p,q} \) is in this case naturally \( H \)-equivariant, and hence \( G \times H \)-equivariant. Details on how to equip the derived tensor product \( C_{k}^{*} \otimes^{L} \cdots \otimes^{L} C_{k}^{*} \) and his associated spectral sequence \( E_{1}^{p,q} \) with a \( H \)-action appeared in [Sca09a], section 4.1, and will be briefly recalled later. As a consequence of the \( G \times H \)-equivariance discussed here, we have [Sca09a, Corollary 4.1.3]:

**Corollary 1.4.** The Bridgeland-King-Reid transform \( \Phi(S^{k}L[n]) \) of the symmetric power \( S^{k}L[n] \) of a tautological bundle is quasi-isomorphic to the term \( (E_{0}^{0,0})^H \) of the spectral sequence \( (E_{1}^{p,q})^H \). Moreover, the direct image \( \mu_{s}S^{k}L[n] \) of the symmetric power \( S^{k}L[n] \) for the Hilbert-Chow morphism can be identified with the term \( (E_{0}^{0,0})^G_{\times H} \) of the spectral sequence \( (E_{1}^{p,q})_{G\times H} \).

**Convention 1.5.** Let \( A \) a \( C \)-algebra and \( M \) an \( A \)-module. For \( n \in \mathbb{N} \setminus \{0\} \), consider the symmetric power \( S^nM \) of the module \( M \). We consider \( S^nM \) as the space of \( \mathfrak{S}_n \)-invariants of \( M^{\otimes n} \) for the action of \( \mathfrak{S}_n \), permuting the factors in the tensor product. Throughout this article, we will use the following convention for the symmetric product \( u_1, \ldots, u_n \) of elements \( u_i \in M \):

\[
u_1, \ldots, u_n := \sum_{\sigma \in \mathfrak{S}_n} u_{\sigma(1)} \otimes \cdots \otimes u_{\sigma(n)},
\]

where the right-hand side is seen in \( M^{\otimes n} \). In this way the explicit formulas for invariant operators \( \mathcal{U}_n = (D_i^n)^{\mathfrak{S}_n} \), in subsection 3.6 and following, will be simpler and will not depend on \( n \). We use an analogous convention for the exterior product: \( u_1 \wedge \cdots \wedge u_n := \sum_{\sigma \in \mathfrak{S}_n} (-1)^{\sigma} u_{\sigma(1)} \otimes \cdots \otimes u_{\sigma(n)} \), where \((-1)^{\sigma}\) is the signature of the of permutation \( \sigma \) and where we see \( \Lambda^nM \) as the space of anti-invariants for the action of \( \mathfrak{S}_n \) over \( M^{\otimes n} \).

### 1.2 Reduction to a big open set

Consider the closed subscheme

\[
W := \bigcup_{|I|=|J|=2, I \neq J} \Delta_I \cap \Delta_J,
\]

of \( X^n \): its irreducible components are smooth of codimension 4. Define now the open sets \( X_{i+n}^{n}, S^nX_{i+n}, X_{[n]}^{n}, B_{i+n}^{n}, \) of \( X^n, S^nX, X^n, B^n \), respectively, as:

\[
X_{i+n}^{n} := X^n \setminus W, \quad S^nX_{i+n} = S^nX \setminus \pi(W), \quad X_{[n]}^{n} = \mu^{-1}(S^nX_{i+n}), \quad B_{i+n}^{n} = p^{-1}(X_{i+n}^{n}) \tag{1.1}
\]

We will indicate just with \( j \) the open immersion of each of these open sets into \( X^n, S^nX, X^n, B^n \), respectively. The open sets \( X_{i+n}^{n} \) and \( S^nX_{i+n} \) are complementary of closed subschemes of codimension 4, while \( X_{[n]}^{n} \) and \( B_{i+n}^{n} \) are complementary of closed subschemes of codimension 2. Like any vector bundle on \( X^n \), the symmetric power \( S^nL[n] \) satisfies the property [Sca09a, Lemma 3.1.4]: \( \mu_{s}S^{k}L[n] = j_{*}j^{*}S^{k}L[n] \) and, with a similar proof, because of the vanishing \( \overline{R}^{i}p_{*}q_{*}S^{k}L[n] = 0 \) if \( i > 0 \), it satisfies:

\[
\Phi(S^{k}L[n]) \simeq \overline{q_{is}} j_{*}j^{*}p_{*}q_{*}S^{k}L[n] \tag{1.2}
\]

as well. Consequently we can try to extract all the information about \( \Phi(S^nL[n]) \) and \( \mu_{s}S^{k}L[n] \) working over the big open sets \( X_{i+n}^{n} \). More precisely, we have \( \Phi(S^{k}L[n]) \simeq \overline{q_{is}} (j_{*}j^{*}E_{0}^{0,0})^{H} \) and \( \mu_{s}S^{k}L[n] \simeq (j_{*}j^{*}E_{0}^{0,0})_{G\times H} \). In other words, the image \( p_{*}q_{*}S^{k}L[n] \) can be seen as a recursive kernel of operators:

\[
D_{l}^{-1} := (j_{*}d_{l}^{H} : \ker(j_{*}d_{l}^{-1}))^{H} \quad (j_{*}j^{*}E_{l}^{0,1-})^{H},
\]

where \( d_{l}^{H} : (j_{*}E_{l}^{0,0})^{H} \rightarrow (j_{*}E_{l}^{0,1-})^{H} \) are differentials of the spectral sequence \( (j_{*}l_{*}E_{0}^{p,q})^{H} \), at level \( l \). In the next sections we are going to prove that the spectral sequence \( (j_{*}l_{*}E_{0}^{p,q})^{H} \) degenerates at level \( k \) and we will explicitly compute the operators \( D_{l}^{H} \). As a consequence we will get:

\[
\Phi(S^{k}L[n]) \simeq \overline{q_{is}} j_{*}j^{*}p_{*}q_{*}S^{k}L[n] \simeq \ker D^{k-2}
\]

and a similar formula for \( \mu_{s}S^{k}L[n] \). To end this section, we rewrite the terms \( j_{*}j^{*}E_{1}^{p,q} \) in a simpler way.
Notation 1.6. Let $\mathcal{P} := \{ I \mid \emptyset \neq I \subseteq \{1, \ldots, n\} \}$. For each $a \in \mathcal{P}^{(1, \ldots, k)}$ we will indicate with $I_0(a)$ the multi-index $A(a) := \cup_{i \mid |a(i)| \geq 2} a(i)$, $k(a) := \max\{0, 2(|A(a)| - 1)\}$, $l(a) = (\sum_{i=1}^{k} |a(i)|) - k$ and $J(a) = \cup_{i \mid |a(i)| = 1} a(i)$. We finally set $S_0(a) := a^{-1}(A(a))$ and $\lambda(a) : J(a) \longrightarrow \mathbb{N}$ the function defined by: $\lambda_j(a) = |a^{-1}\{j\}|$ for all $j \in J(a)$. If there is no confusion, we will just write $A, J, S_0, \lambda$.

With these notations $E_{1}^{p,q}$ can be rewritten as

$$E_{1}^{p,q} = \bigoplus_{a \in \mathcal{P}^{(1, \ldots, k)} \atop l(a) = p} \text{Tor}_{-q}(L_{a(1)}, \ldots, L_{a(k)}).$$

Define now $\mathcal{I}^p$ as $\mathcal{I}^p = \{ a \in \mathcal{P}^{(1, \ldots, k)}, l(a) = p, k(a) \leq 2 \}$, and $(E_{1}^{p,q})_0$ as the $G \times H$-equivariant subsheaf of $E_{1}^{p,q}$ given by (see also [Sca09a, Remark 3.1.8]):

$$(E_{1}^{p,q})_0 := \bigoplus_{a \in \mathcal{I}^p} \text{Tor}_{-q}(L_{a(1)}, \ldots, L_{a(k)}). \quad (1.3)$$

It turns out that $(E_{1}^{p,q})_0$ vanishes if $q < 2(1 - p)$ and if $p > k$. Moreover, since it is a vector bundle or a direct sum of restrictions of vector bundles over pairwise diagonals, and hence pure Cohen-Macaulay coherent sheaf of codimension $\leq 2$, we have [Sca09a, Remark 3.1.8, Lemma 3.1.10]:

$$j_{*}j^{*}E_{1}^{p,q} \simeq (E_{1}^{p,q})_0.$$  

Remark 1.7. As a consequence of what just said, in order to prove that the spectral sequence $(j^{*}E_{1}^{p,q})^H$ degenerates at level $k$, it is sufficient to prove that $(E_{1}^{p,q})_0^H \neq 0$ if and only if $(p, q) = (0, 0)$ or if $q = 1 - p$ and $2 - k \leq q \leq 0$.

2 Degeneration of the spectral sequence

In this section we will prove the degeneration of the spectral sequences $(j^{*}E_{1}^{p,q})^H$ and $(j^{*}E_{1}^{p,q})^{G \times H}$ by proving the vanishing of terms $(E_{1}^{p,q})_0^H$ and $(E_{1}^{p,q})_0^{G \times H}$ as explained in remark 1.7. In the following two subsections we study the set $\mathcal{I}^p$, parametrizing the terms in the direct sum $\{1.3\}$, as $G \times H$-set.

2.1 Multi-indexes

Notation 2.1. Let $h \in \mathbb{N}$, $h \leq n$. We indicate with $c_n(h) := \{ \lambda : \{1, \ldots, n\} \longrightarrow \{0, \ldots, h\} \mid \sum \lambda_i = h \}$ the set of compositions of $h$ of range $n$. If $\lambda \in c_n(h)$, we denote with $\text{supp} \lambda$ its support as a function, that is $\text{supp} \lambda := \{ i \in \{1, \ldots, n\} \mid \lambda_i \neq 0 \}$. If $\lambda$ is a composition of some $h$ of range $n$ we also say that $h = \sum_{i=1}^{n} \lambda_i$ is its weight, and we denote it with $|\lambda|$.

If $\lambda \in c_n(l)$, for brevity’s sake, we will sometimes write $\lambda$ multiplicatively as $\lambda = \prod_{i=1}^{n} i^{\lambda_i}$; we will refer to this notation as the multiplicative notation for compositions. If $\lambda, \mu$ are two compositions, the function $\lambda + \mu$, as a composition, is written as the product $\lambda \mu$ in the multiplicative notation.

Notation 2.2. Let $m \in \mathbb{N}$. We denote with $p(m)$ the set of partitions of $m$. Set $p(0) = \{0\}$. We will write the length of a partition $\lambda$ as $l(\lambda)$. Denote with $p_{l}(m)$ the set of partitions $\lambda$ of $m$ of length $l(\lambda) \leq t$. Any partition $p_{l}(m)$ can be seen naturally in $c_n(m)$ as a composition of $m$ of range $n$, by setting $\lambda_i = 0$ for $l(\lambda) < i \leq n$. The weight of a partition is the weight of the corresponding composition.

Remark 2.3. The $G \times H$-action on the set of indexes $\mathcal{P}^{(1, \ldots, k)}$ is given by $(\sigma, \tau).a := \sigma a \tau^{-1}$ and yields naturally a $G \times H$-action on the sets $\mathcal{I}^p$.

Remark 2.4. The group $G$ acts naturally on compositions $c_n(h)$ setting $\sigma \lambda := \lambda \circ \sigma^{-1}$. Therefore, in the orbit of a composition $\mu$ in $c_n(h)$ there is a unique partition $\nu(\mu) \in p_{n}(h)$ of length $|\text{supp} \mu|$. We denote this partition with $\nu(\mu)$: it is an invariant of the $G$-orbit of $\mu$.\footnote{This has nothing to do with the exponential notation of partitions. The exponential notation will be recalled in notation 3.55 and used in subsection 3.6.4.}
Denote now, for \( r \in \mathbb{N}, r \leq n \), with \( \mathcal{P}_n(r) = \bigsqcup_{p \leq r} p_n(m) \), that is, the set of partitions of natural numbers lower or equal than \( r \) and of length lower or equal to \( n \). Moreover, denote with \( \mathcal{Q} = \{ I \subseteq \{1, \ldots, n\} \mid |I| \leq 2 \} \). There is a natural \( G \)-action on the set \( \mathcal{Q} \), induced by the \( G \)-action on \( \{1, \ldots, n\} \).

**Notation 2.5.** If \( \lambda \in c_n(h) \) and \( A \subseteq \{1, \ldots, n\} \), we indicate with \( \lambda_A \) the restriction \( \lambda|_A : A \longrightarrow \{0, \ldots, h\} \).

**Remark 2.6.** Define the map
\[ \psi : \mathcal{I}^l \longrightarrow c_n(k-l) \times \mathcal{Q} \]
as \( \varphi_1(a) = (\lambda(a), A(a)) \) where \( \lambda(a) \) is thought as a function: \( \{1, \ldots, n\} \longrightarrow \{0, \ldots, k-l\} \) by extending it with zero outside \( J(a) \). Moreover define the map \( \eta_l : c_n(k-l) \times \mathcal{Q} \longrightarrow \mathcal{P}_n(k-l) \times \mathcal{P}_n(k-l) \) as \( \eta_l(\mu, B) = (\nu(\mu|_B), \nu(\mu|_B)) \), where \( \nu(\mu|_B) \) and \( \nu(\mu|_B) \) are the partitions in the \( G \)-orbits of the compositions \( \mu|_B \) and \( \mu|_B \), respectively. Let, finally, \( \varphi \) be the composition \( \varphi_1 := \eta_l \circ \psi_l \). We have the commutative diagram:

\[
\begin{array}{ccc}
\mathcal{I}^l & \longrightarrow & c_n(k-l) \times \mathcal{Q} \\
\psi_l \downarrow & & \eta_l \downarrow \\
\mathcal{P}_n(k-l) \times \mathcal{P}_n(k-l) & \longrightarrow &
\end{array}
\]

The following facts are easy to establish and hence the proof is left to the reader.

- \( \psi_l \) is \( H \)-invariant and \( G \)-equivariant, \( \eta_l \) is \( G \)-invariant and hence \( \varphi_1 \) is \( G \times H \)-invariant, where \( c_n(k-l) \times \mathcal{Q} \) is naturally seen as \( G \)-sets, since products of \( G \)-sets;
- The image \( B(k,l) := \text{im} \psi_l \) is characterized by elements \((\lambda, A)\) such that \( |A| = \min\{2, 2l\} \); the quotient map: \( \tilde{\varphi}_l : \mathcal{I}^l/H \longrightarrow B(k,l) \) is a bijection;
- The image \( A(k,l) := \text{im} \varphi_l \) is characterized by elements \((\lambda, \mu)\) such that
  1. \( |\lambda| + |\mu| = k-l \);
  2. \( l(\lambda) \leq \min\{2, 2l\} \).

Moreover the induced quotient map: \( \tilde{\varphi}_l : \mathcal{I}^l/G \times H \longrightarrow A(k,l) \) is a bijection.

**Notation 2.7.** If \( a \in \mathcal{I}^l \), it will be useful to set \( t(a) := |A(a) \cap J(a)| \); we will just write \( t \) when there is no risk of confusion. It is an invariant of the \( G \times H \)-orbit of \( a \). Moreover, denote as \( \nu_A(a) \) and \( \nu_A(a) \) — or with \( \nu_A, \nu_A \) when there is no risk of confusion — the partitions \( \nu(\lambda(a)|_{A(a)}) \) and \( \nu(\lambda(a)|_{A(a)}) \), respectively, defined by \( \varphi_1(a) \).

### 2.2 Stabilizers

**Remark 2.8.** Let \( A \) and \( B \) be two non empty finite sets, and let \( f : A \longrightarrow B \) be a map. We will indicate with \( \sim_f \) the equivalence relation defined by \( x \sim_f y \iff f(x) = f(y) \) and with \( \{S_i(f)\} \), the associated partition. It defines a partition \( \nu(f) \) of \( |A| \) of length \( |f(A)| \).

**Notation 2.9.** If \( A \subseteq \{1, \ldots, n\} \) (resp. \( A \subseteq \{1, \ldots, k\} \)) we will indicate with \( G(A) \) (resp. \( H(A) \)) the subgroup of \( G \) (resp. \( H \)) consisting of permutations fixing the complementary of \( A \) in \( \{1, \ldots, n\} \) (resp. in \( \{1, \ldots, k\} \)). The groups \( G(A) \) (resp. \( H(A) \)) will also be identified with the symmetric group of \( A \).

**Notation 2.10.** Let \( a \in \mathcal{I}^l, l \leq k \), let \( A(a) \) and \( J(a) \) its associated multi-indexes and let \( \lambda(a) \) its associated composition. Let now \( R \subseteq J(a) \). As explained in the notation above, \( \lambda_R \) as the restriction of \( \lambda(a) \) to \( R \).

Let \( S_i(\lambda_R(a)), i = 1, \ldots, s \) be the associated partition of \( R \), defined by the equivalence relation \( \sim_{\lambda_R} \), defined in Remark 2.8. Define now the subgroup \( M^R(a) \) of \( \text{Aut}(J(a)) \) as being \( M^R(a) := \prod_{i=1}^s \text{Aut}(S_i(\lambda_R(a))) \). Define, moreover, the subgroup \( H^R(a) \) of \( H \) as: \( H^R(a) := \prod_{r \in R} H(a^{-1}(\{r\})) \).
Notation 2.11. We naturally identify the group $\text{Aut}(J(a))$ with the subgroup $G(J(a))$ of $G$. Let now $\sigma \in M^J(a)$; this means that, for all $j \in J(a)$, $|a^{-1}(j)| = |a^{-1}(\{\sigma(j)\})|$. There is now a unique way of lifting $\sigma$ to a permutation $\tilde{\sigma} \in \text{Aut}\{1, \ldots, k\}$ by imposing that $\tilde{\sigma}$ sends $a^{-1}(\{j\})$ to $a^{-1}(\{\sigma(j)\})$ in such a way that $\tilde{\sigma}|_{a^{-1}(\{j\})} : a^{-1}(\{j\}) \to a^{-1}(\{\sigma(j)\})$ is strictly increasing. In this way we get a monomorphism of groups $M^J(a) \hookrightarrow \text{Aut}\{1, \ldots, k\} = H$ sending $\sigma$ to $\tilde{\sigma}$. If, moreover, $R \subseteq J(a)$, we can lift $\sigma \in M^R(a)$ to a $\tilde{\sigma} \in H$ via the composition $M^R(a) \hookrightarrow M^J(a) \hookrightarrow H$. Consider now the monomorphism:

\[
M^R(a) \xrightarrow{\sigma} G \times H
\]

where $\tilde{\sigma}$ is the lifting of $\sigma$ to $H$. The image of $[2.1]$ is denoted with $\Delta_R(a)$.

Lemma 2.12. Consider the groups $H^R(a)$ and $\Delta_R(a)$. Then, if $\tilde{\tau} = (\tau, \tilde{\tau}) \in \Delta^R(a)$ and $\sigma = \prod_{r \in R} \sigma_r \in H^R(a)$, we have in $G \times H$:

\[
\tilde{\tau} \cdot \sigma = \prod_{r \in R} (\tilde{\tau}_r \sigma_r^{-1}) \cdot \tilde{\tau} \in H^R(a) \cdot \tilde{\tau}
\]

As a consequence, $H^R(a)$ is normal in $(\Delta^R(a), H^R(a))$ and hence $(\Delta^R(a), H^R(a)) \simeq \Delta^R(a) \rtimes H^R(a)$.

Proof. We have, just formally: $\tilde{\tau} = (\tau, \tilde{\tau}) \sigma = (\tau, \tilde{\tau} \sigma \tilde{\tau}^{-1} \tilde{\tau}) = (1, \tilde{\tau} \sigma^{-1} \tilde{\tau})(\tau, \tilde{\tau}) = \tilde{\tau} \sigma^{-1} \tilde{\tau}$.

Moreover:

\[
\tilde{\tau} \sigma^{-1} = \tilde{\tau}_1 \cdots \sigma_{r_1}^{-1} = \tilde{\tau}_1 \cdots \tilde{\tau}_{r_1} \cdots \tilde{\tau}_{r_2} \cdots \tilde{\tau}_{r_k} \cdots \tilde{\tau}_{r_{k-1}} \cdots \tilde{\tau}_{r_k}^{-1} = \prod_{r \in R} (\tilde{\tau}_r \sigma_r^{-1})^{-1}
\]

Now, for each $r \in R$, $\tilde{\tau}_r \sigma_r^{-1}$ is in $H(a^{-1}(\{r\})) \subset H^R(a)$, by definition of $\tilde{\tau}$ and $H^R(a)$.

Remark 2.13. Let $a \in T^i$ and let $R \subseteq J(a)$. We will indicate with $D^a(R)$ the semidirect product $D^a(R) := \Delta^R(a) \rtimes H^R(a)$. Remark that if $\lambda_i(a) \neq \lambda_j(a)$ for all $i \neq j \in R$, then $D^a(R) \simeq H^R(a)$, since any $S_i(\lambda_R(a))$ consists of just one element and therefore $M^R(a) \simeq \{1\}$.

In what follows we write for brevity’s sake $S_0$, $A$ and $J$, instead of $S_0(a)$, $A(a)$ and $J(a)$.

Proposition 2.14. Let $a \in T^i$. The stabilizers of $a$ in $G \times H$ and in $H$ are

\[
\begin{align*}
\text{Stab}_{G \times H}(a) & \simeq G(A \cup J) \times G(A \setminus J) \times H(S_0) \times D^a(A \cap J) \times D^a(J \setminus A), \\
\text{Stab}_H(a) & \simeq H(S_0) \times H^J(a) \simeq H(S_0) \times H^{A \cap J}(a) \times H^{J \setminus A}(a),
\end{align*}
\]

respectively. If $t = 0$ formulas make sense setting $S_0 = \emptyset$ and $S(\emptyset) = \{1\}$.

Proof. An element $(\sigma, \tau)$ is in $\text{Stab}_{G \times H}(a)$ if and only if $\sigma a = a \tau$. Since the sets $A, J$ and, consequently, $A \cap J$, $A \setminus J$, $J \setminus A$, $A \cup J$ are fixed by $\sigma$, it follows that $\sigma = \sigma_1 \sigma_2 \sigma_3 \sigma_4 \in G(A \setminus J) \times G(A \cap J) \times G(J \setminus A) \times G(A \cup J)$.

Since $\sigma_1, \sigma_4$ are already in $\text{Stab}_{G \times H}(a)$, then we have: $\sigma' = a \tau$, where $\sigma' = \sigma_2 \sigma_3 \in G(A \cap J) \times G(J \setminus A) \subset \text{Aut}(J)$. Suppose that $\sigma(i) = j$, with $i, j \in J$ such that $\{i, j\} \not\subseteq A \cap J$ or $\{i, j\} \not\subseteq J \setminus A$. Then one has to have $\tau(a^{-1}(i)) = a^{-1}(j)$ which implies $\lambda_i(a) = \lambda_j(a)$. Since we can argue like this for all $i, j$ moved by $\tau$, we can always write $\tau$ as: $\tau = \sigma_2 \tau_3 \sigma_1 \tau_3^\tau$ where $(\tau', \tau_3, \tau_3) \in H(S_0) \times H^{A \setminus J}(a) \times H^{J \setminus A}(a)$. This proves the first statement. The second follows immediately from $\text{Stab}_H(a) = \text{Stab}_{G \times H}(a) \cap \{1\} \times H$.

2.3 Invariants

In this subsection we will compute invariants $(E^p_0)^H_0$ and $(E^p_0)^{G \times H}$. As a consequence of Corollary 1.7, this will prove that the spectral sequence $(j^* E^p_1)^H$ and hence $(j^* E^p_1)^{G \times H}$ degenerates at level $k$. 
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From now on $L$ will always denote a line bundle over the surface $X$. To understand the comprehensive $G \times H$ action on the terms

$$(E_1^{p,q})_0 := \bigoplus_{a \in \mathbb{Z}^r} \text{Tor}_{-q}(L_{a(1)}, \ldots, L_{a(k)}),$$

induced by the $G \times H$-action on the spectral sequence $E_1^{p,q}$, we have to be careful to take into account that the sheaves $L_{a(i)}$ are direct summands of the terms $C_L^{[a(i)-1]}$ of the complex $C_L^*$; now, not only the complex $C_L^*$ is $G$-equivariant, but there is a $H$-action on the derived tensor product $C_L^* \otimes^L \cdots \otimes^L C_L^*$. These facts induce additional signs which have been thoroughly studied in [Sca09a sections 4.1, 4.2, Appendix B] and which we will explicitly in the sequel.

**Remark 2.15.** Let $A \subseteq \{1, \ldots, n\}$, $|A| = 2$. In what follows we will frequently make the identification

$$X^n \simeq X^A \times \bar{X}^A.$$ 

More precisely, let $\sigma_A$ be the unique permutation of $\{1, \ldots, n\}$ carrying $A$ onto $\{1, 2\}$ and such that its restrictions to $A$ and $\bar{A}$ preserve the order. The identification $X^n \simeq X^A \times \bar{X}^A$ is nothing but the automorphism $(\sigma_A)_*: X^n \longrightarrow X^n$ induced by the permutation $\sigma_A$. In the sequel the phrase “in the identification $X^n \simeq X^A \times \bar{X}^A$” will mean “modulo the automorphism $(\sigma_A)_*$”. Moreover, when using the identification, functions defined over $A$ and $\bar{A}$ will, in the identification, be thought as functions defined over $\{1, 2\}$ and $\{3, \ldots, n\}$, respectively; permutations in $\mathfrak{S}(A)$ and $\mathfrak{S}(\bar{A})$ will be thought as permutations in $\mathfrak{S}_2$, $\mathfrak{S}(\{3, \ldots, n\})$, respectively.

Denote first of all with $F^L_q(a)$ the multitior $\text{Tor}_{-q}(L_{a(1)}, \ldots, L_{a(k)})$. Let now $(\lambda, A) \longmapsto a(\lambda, A)$ and $(\mu, \nu) \longmapsto a(\mu, \nu)$ fixed sections of the quotient surjections $T^{k,k} \longrightarrow B(k,l)$ and $T^{l,l} \longrightarrow A(k,l)$, respectively. Danila’s lemma [Dan01, Lemma 2.2] for the $H$- and $G \times H$-actions, respectively, on $(E_1^{p,q})_0$ can be rephrased by saying:

$$F^L_q(\lambda, A) \simeq \bigoplus_{(\mu, \nu) \in A(k,l)} \pi^* F^L_q(\mu, \nu) \\text{Stab}_H(a(\mu, \nu)) \quad (2.3)$$

$$F^L_q(\lambda, A) \simeq \bigoplus_{(\mu, \nu) \in A(k,l)} \pi^* F^L_q(\mu, \nu) \\text{Stab}_G \times H(a(\mu, \nu)) \quad (2.4)$$

It will be then sufficient to understand the action of the stabilizers $\text{Stab}_H(a)$ and $\text{Stab}_G \times H(a)$ on the terms $F^L_q(a)$ and $\pi_* F^L_q(a)$, respectively. More explicitly

$$F^L_q(a) := \text{Tor}_{-q}(L_{A}, \ldots, L_{A}) \otimes \bigotimes_{j \in A \cap J} L_j^{\lambda_j(a)} \otimes \bigotimes_{j \in J \setminus A} L_j^{\lambda_j(a)} \quad (2.5)$$

Denote now with $F^L_{1,q}(a)$ and $F^L_{2,q}(a)$ the sheaves on $X^A$, $X^A$, respectively by

$$F^L_{1,q}(a) := \text{Tor}_{-q}(L_{A}, \ldots, L_{A}) \otimes \bigotimes_{j \in A \cap J} L_j^{\lambda_j(a)} \simeq A^{-q}(N_A^* \otimes \mathbb{C}^n-1) \otimes L_A^{p+|\nu_A|}$$

$$F^L_{2,q}(a) := \bigotimes_{j \in J \setminus A} L_j^{\lambda_j(a)},$$

where we used [Sca09a, Lemma B.3] and where we indicate with $N_A^*$ the conormal bundle of the diagonal in $X^A$, where the $L_A$’s are naturally seen as sheaves over $X^A$ and the $L_j$’s are seen as sheaves on $X^A$ or $X^A$ depending if $j \in A$ or $j \in \bar{A}$. Of course we have, in the identification $X^n \simeq X^A \times \bar{X}^A$:

$$F^L_q(a) := F^L_{1,q}(a) \boxtimes F^L_{2,q}(a).$$

Write now $\text{Stab}_{G \times H}(a)$ as $\text{Stab}_{G \times H}(a) = G_1(a) \times G_2(a)$ where

$$G_1(a) = H(S_0) \times G(A \setminus J) \times D^q(A \cap J), \quad G_2(a) = D^q(J \setminus A) \times G(A \cup J).$$

Analogously, setting $H_1(a) = G_1(a) \cap (\{1\} \times H)$, that is:

$$H_1(a) = H(S_0) \times H^{A \cap J}(a), \quad H_2(a) = H^{J \setminus A}(a),$$
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we have that \(\text{Stab}_H(a) \simeq H_1(a) \times H_2(a)\). Denote with \(v\) the projection
\[ v : S^{|A|}X \times S^{|A|}X \times S^nX. \]
For any \(\emptyset \neq B \subseteq \{1, \ldots, n\}\) denote with \(\pi_B\) the quotient projection: \(\pi_B : X^B \to S^{|B|}X\). We have:
\[
F_q^L(a)^{\text{Stab}_H(a)} \simeq F_q^{L_1(a)H_1(a)} \otimes F_q^{L_2(a)H_2(a)} \quad (2.5)
\]
\[(\pi_*F_q^L(a))^{\text{Stab}_{G \times H}(a)} \simeq v_* \left( \pi_{A*}F_q^{L_1(a)G_1(a)} \otimes \pi_{A*}F_q^{L_2(a)G_2(a)} \right). \quad (2.6)\]

Hence, to understand precisely the \(G \times H\)-action on \((E_t^{p,q})_0\) we just need to understand the action of each group \(G_1(a)\) on the sheaf \(F_{1,q}^L(a)\).

**Remark 2.16.** The \(G_2(a)\)-action on \(F_{1,q}^L(a)\) reduces easily to the \(\Delta^{\text{odd}}(a)\)-action, which is clear. As for the \(G_1(a)\)-linearization on \(F_{1,q}^L(a)\) we remark the following. Recall that \(t = t(a) = |A(a) \cap J(a)|\).

- The group \(G(A \setminus J) \simeq \mathfrak{S}_{2-t}\) acts on \(F_{1,q}^L(a)\), fiberwise on \(\Delta \subseteq X^A\), with the representation \(\Lambda^{-q}(\text{id}_{\mathbb{C}^q} \otimes \varepsilon_{2-t} \otimes \mathbb{C}^{p-1})\). We have still to take into account that the sheaves \(L_A\) are direct summands of the term \(\mathcal{C}_L^*\) of the complex \(\mathcal{C}_L^*\); hence there is an additional sign induced by the \(G\)-linearization on \(\mathcal{C}_L^*\). Since \(G(A \setminus J)\) acts with a sign on each \(L_A\), this accounts for an additional representation \(\varepsilon_{2-t}^{S^p}\).

- The factors in \(H^{\text{ArJ}}(a)\) act trivially on \(F_{1,q}^L(a)\), hence the \(D^p(A \cap J)\)-action reduces to the action of \(\Delta^{\text{ArJ}}(a)\). The group \(\Delta^{\text{ArJ}}(a)\) is trivial if \(t(a) = 0\) or if \(|A \cap J| = t(a) = 1\). The action of \(\Delta^{\text{ArJ}}(a)\) is trivial on the factor \(\otimes_{j \in J \setminus A} L_j(a)\). On the other hand, nontrivial factors in \(\Delta^{\text{ArJ}}(a) \subseteq D^p(A \cap J)\) act nontrivially on \(N_A^*\) and hence on Tor\(_{-q}(L_A, \ldots, L_A)\). This can happen if and only if \(t(a) = |A(a) \cap J(a)| = 2\), that is, if \(A \subseteq J\) and \(\lambda_j(a) = \lambda_j(a)\) if \(A = \{i, j\}\) with \(i \neq j\), that is, if \(\nu_A(a)\) is a partition of the form \((h, h)\). In any case the subgroup \(\Delta^{\text{ArJ}}(a)\) acts naturally on the fibers of \(F_{1,q}^L(a)\) over the diagonal with the representations \(\Lambda^{-q}(\text{id}_{\mathbb{C}^q} \otimes \varepsilon_{2-t} \otimes \mathbb{C}^{p-1})\). Taking into account the \(G\)-linearization of \(\mathcal{C}_L^*\), \(\Delta^{\text{ArJ}}(a)\) acts with a sign on each \(L_A\) and hence there is an additional representation \(\varepsilon_{2-t}^{S^p}\) to consider. The comprehensive fiberwise \(D^p(A \cap J)\)-action on \(F_{1,q}^L(a)\) is then reduced to the \(\Delta^{\text{ArJ}}(a) \simeq \mathfrak{S}_t\)-action, given by:
\[
\Lambda^{-q}(\text{id}_{\mathbb{C}^q} \otimes \varepsilon_{2-t}^{S^p}).
\]

- As a \(H(S_0) \simeq \mathfrak{S}_p\)-sheaf, \(F_{1,q}^L(a)\) is naturally isomorphic to \(\Lambda^{-q}(N_A^* \otimes \rho_p) \otimes L_A^{P[\nu_A]}\), where \(\rho_p\) is the standard representation of \(\mathfrak{S}_p\). However, since the \(L_A\)'s in the multitors \(\text{Tor}_{-q}(L_A, \ldots, L_A)\) are not just sheaves, but direct summands of the term \(\mathcal{C}_L^*\) of the complex \(\mathcal{C}_L^*\), the sheaf \(F_{1,q}^L(a)\) inherits an additional sign \(\varepsilon_p\) induced by the \(H\)-action on the spectral sequence \(E_t^{p,q}\) (see Section 4.1, 4.2, Appendix B}). Hence, the comprehensive \(H(S_0)\)-action on \(F_{1,q}^L(a)\) is given by the representation
\[
\Lambda^{-q}(N_A^* \otimes \rho_p) \otimes L_A^{P[\nu_A]} \otimes \varepsilon_p.
\]
Putting all the pieces together, the \(G_1(a)\)-linearization on the sheaf \(F_{1,q}^L(a)\) reduces to the \(\mathfrak{S}_{2-t} \times \mathfrak{S}_t \times \mathfrak{S}_p\)-linearization given by the representation:
\[
\Lambda^{-q}(N_A^* \otimes \rho_p) \otimes \varepsilon^{S^p}_t \otimes \varepsilon^{S^p}_{2-t} \otimes \varepsilon_p. \quad (2.7)
\]

**Notation 2.17.** Let \(\lambda \in \mathfrak{c}_m(l)\) a composition of \(l\) of range \(m\). Denote with \(L^\lambda\) the line bundle on \(X^m\) defined by:
\[ L^\lambda := \bigotimes_{i=1}^m L^\lambda_i. \]
Denote with \(L^\lambda_m\), or simply \(L^\lambda\) when there is no risk of confusion, the sheaf over \(S^mX\) defined by:
\[ L^\lambda_m := \pi_*(L^\lambda)^{\text{Stab}_{S^m}(\lambda)}, \]
where \(\pi : X^m \to S^mX\) is the quotient projection.
Remark 2.18. It is clear that if $\lambda$ and $\mu$ are compositions of range $m$ in the same $\mathcal{G}_m$-orbit, that is $\lambda = \mu \circ \sigma$, for $\sigma \in \mathcal{G}_m$, then, $L^\lambda$ and $L^\mu$ are isomorphic. Indeed, denoting with $\sigma$ the automorphism of $X^m$ such that $\sigma(x_1, \ldots, x_m) = (x_{\sigma^{-1}(1)}, \ldots, x_{\sigma^{-1}(m)})$, we have that $\sigma_* L^\lambda \simeq L^\mu$ and that

$$L^\mu = \pi_*(L^\mu)_{\text{Stab}_{\mathcal{G}_m}(\mu)} = \pi_*(\sigma_* L^\lambda)_{\text{Stab}_{\mathcal{G}_m}(\mu)} \simeq \pi_*(L^\lambda)_{\text{Stab}_{\mathcal{G}_m}(\lambda)} = L^\lambda$$

where the middle isomorphism is induced by $\pi_*(\sigma_*)$. Hence the isomorphism class of $L^\lambda$ does not depend on the composition $\lambda$ but only on its associated partition $\nu(\lambda)$.

Notation 2.19. If $F$ is a coherent sheaf on $X$, for brevity’s sake, we will indicate with $F_\Delta$ the sheaf on $X^2$ (resp. $S^2X$) defined by $i_\Delta^* F$, where $i_\Delta : X \hookrightarrow X^2$ (resp. $i_\Delta : X \hookrightarrow S^2X$) is the diagonal immersion.

Proposition 2.20. Let $a \in \mathcal{T}^p$, $p > 0$. The invariants $F^L_q(a)_{\text{Stab}_H(a)}$ are zero if and only if $q \neq 1 - p$ or $p > k$, otherwise:

$$F^L_{1-p}(a)_{\text{Stab}_H(a)} = S^{p-1}N^*_A \otimes L^p|\lambda_a(a)| \otimes L^{\lambda_a(a)}.$$

The invariants $\pi_*(F^L_q(a)_{\text{Stab}_H(a)})$, over the symmetric variety $S^nX$, are zero if $q \neq 1 - p$ or $p > k$, otherwise they are given by:

$$\pi_*(F^L_{1-p}(a)_{\text{Stab}_{G_{2-t}}(a)}) = \begin{cases} 0 & \text{if } \nu_A = (h,h), \text{ for } h \in \mathbb{N} \\ \psi_*((S^{p-1}\Omega_X^1 \otimes L^p|\nu_A(a)|)_\Delta \otimes L^{\nu_a(a)}) & \text{if } \nu_A \neq (h,h). \end{cases}$$

Proof. As for the $\text{Stab}_H(a)$-invariants, remark that in (2.5) the group $H_2(a)$ acts trivially on $F^L_{1-q}(a) = L^\lambda$. Moreover the $H_2(a)$ action reduces to the $H(S_0) \cong G_p$-action. Since $F^L_{1-q}(a) \cong \Lambda^{-q}(N^*_A \otimes p_p) \otimes L^p|\lambda_a(a)|$ as a $G_p$-sheaf, the first statement follows from corollary B.4.

Let’s consider now the $\text{Stab}_{G_{2-t}}(a)$-invariants. After remark 2.16, lemma B.3 and corollary B.4 the $G_1(a)$-invariants $\pi_* F^L_{1-q}(a)_{G_1(a)}$ are zero if $q \neq 1 - p$ and coincide with the $\mathcal{G}_t \times \mathcal{G}_{2-t}$-invariants of the sheaf:

$$\pi_{\mathcal{A}_t}(S^{p-1}N^*_A \otimes L^p|\nu_A(a)|) \otimes \varepsilon_{2-t}^{p-1}$$

if $q = 1 - p$ and $\nu_A(a) = (h,h)$ for a certain $h \in \mathbb{N}$ and with the $\mathcal{G}_t \times \mathcal{G}_{2-t}$-invariants of the sheaf:

$$\pi_{\mathcal{A}_t}(S^{p-1}N^*_A \otimes L^p|\nu_A(a)|) \otimes \varepsilon_{2-t}^{p-1}$$

if $q = 1 - p$ and $\nu_A(a)$ is not of the form $(h,h)$. For the latter, we necessarily have $t \geq 1$ and the invariants are $\pi_{\mathcal{A}_t}(S^{p-1}N^*_A \otimes L^p|\nu_A(a)|)$. For the former, that is, when the partition $\nu_A(a)$ is of the form $(h,h)$, necessarily $t = 2$ or $t = 0$ and the $\mathcal{G}_t \times \mathcal{G}_{2-t}$ representation above reduces in any case to the $\mathcal{G}_{2-t}$-representation $\pi_{\mathcal{A}_t}(S^{p-1}N^*_A \otimes L^p|\nu_A(a)|) \otimes \varepsilon_{2-t}$, which has no invariants. Hence there are nonzero invariants only if $q = 1 - p$ and in this case

$$\pi_{\mathcal{A}_t} F^L_{1,1-p}(a)_{G_1(a)} \cong \begin{cases} \pi_{\mathcal{A}_t}(S^{p-1}N^*_A \otimes L^p|\nu_A(a)|) & \text{if } \nu_A \neq (h,h) \\ 0 & \text{if } \nu_A = (h,h), \text{ for } h \in \mathbb{N}. \end{cases}$$

Let’s now consider $\pi_{\mathcal{A}_t} F^L_{1,q}(a)_{G_2(a)}$. We have:

$$\pi_{\mathcal{A}_t} F^L_{1,1-q}(a)_{G_2(a)} = \pi_{\mathcal{A}_t}(L^{\lambda_a})^{G_2(a)}.$$

It is now sufficient to remark that $G_2(a) \simeq \text{Stab}_{G_2(a)}(\lambda_a)$: as a consequence:

$$\pi_{\mathcal{A}_t} F^L_{1,q}(a)_{G_2(a)} = \pi_{\mathcal{A}_t}(L^{\lambda_a})^{\text{Stab}_{G_2(a)}(\lambda_a)} \simeq L^{\nu_a(a)}$$

over $S^{|\lambda_a|}X$. Note that, over $S^{|\lambda_a|}X$, we can rewrite $\pi_{\mathcal{A}_t}(S^{p-1}N^*_A \otimes L^p|\nu_A(a)|) \simeq (S^{p-1}\Omega_X^1 \otimes L^p|\nu_A(a)|)_\Delta$. We now conclude by (2.6).

Notation 2.21. Denote with $A_0(k,l)$ the set of all couples $(\lambda, \mu) \in A(k,l)$ such that $\lambda \neq 0$, $\lambda$ not of the form $(h,h)$. 




As an immediate consequence of \[2.3\], \[2.4\], of the previous proposition and of remark \[1.7\] we have

**Corollary 2.22.** The term \((E^{p,q}_1)^H_0\) is nonzero if and only if \(p = q = 0\) or \(q = 1 - p, 1 \leq p \leq k - 1\). In these cases the term \((E^{p,q}_1)^H_0\) is

\[
(E^{0,0}_1)^H_0 \simeq \bigoplus_{\lambda \in \mathbb{C}(k)} L^\lambda
\]

\[
(E^{1-p}_1)^H_0 \simeq \bigoplus_{(\lambda,A) \in B(k,p)} S^{p-1}N^1_A \otimes L^{p+|A|} \otimes L^\lambda
\]

The term \((E^{p,q}_1)^{G \times H}\) is nonzero if and only if \(p = q = 0\) or \(q = 1 - p, 1 \leq p \leq k - 1\). In these cases the term \((E^{p,q}_1)^{G \times H}\) is

\[
(E^{0,0}_1)^{G \times H} \simeq \bigoplus_{\lambda \in \mathbb{C}(k)} L^\lambda
\]

\[
(E^{1-p}_1)^{G \times H} \simeq \bigoplus_{(\mu,\nu) \in A(k,p)} \nu_*((S^{p-1}N^1_A \otimes L^{p+|C|^1} \otimes L^\nu))
\]

As a consequence the spectral sequences \(j^*(E^{p,q}_1)^H\) and \(j^*(E^{p,q}_1)^{G \times H}\) degenerate at level \(k\).

**Remark 2.23.** As a consequence of corollary \[2.22\] and since the derived tensor power \(C^* \otimes L L \cdots \otimes L C^*\) is acyclic in degree \(> 0\), the higher differentials \(d^r: j^*(E^{p,q}_1)^H \longrightarrow j^*(E^{p-1,q}_1)^H\) are surjective; analogously, the \(G\)-invariant higher differentials \((d^r)^G: j^*(E^{p,q}_1)^{G \times H} \longrightarrow j^*(E^{p-1,q}_1)^{G \times H}\) are surjective. In particular, for \(n = 2\), the differentials \(d^r\) and \((d^r)^G\) are surjective over the whole \(X^2\) and \(S^2X\), respectively.

### 3 Higher differentials and operators \(D^L\).

In this section we study higher differentials \(d^r\) and \((d^r)^G\) of the spectral sequences \(j^*(E^{p,q}_1)^H\) and \(j^*(E^{p,q}_1)^{G \times H}\), respectively. We will prove that the higher differentials \(d^r\) are, up to signs, restrictions of globally defined operators \(D^L\), built recursively as higher order restrictions of sections to pairwise diagonals. As a consequence, we get a description of the Bridgeland-King-Reid transform \(\Phi(S^k L^{[n]}\) of symmetric powers of tautological bundles, as well as their direct image \(\mu_*(S^k L^{[n]}\), in terms of kernels of operators \(D^L\) and their \(G\)-invariants, respectively.

In order to explicitly compute higher differentials in the \(G\)-equivariant spectral sequence \((j^*E^{p,q}_1)^H\), we will locally solve the complex \(j^*C^*_L \otimes L L \cdots \otimes L j^*C^*_L\) with a bicomplex of locally free sheaves. In order to do so, we need to solve term by term the complex \(C^*_L\). First of all we introduce some auxiliary open sets covering \(X^n\) that will be used throughout this section.

#### 3.1 Auxiliary open covers

**Lemma 3.1.** Let \(X\) be a smooth quasi-projective surface and \(L\) be a line bundle on \(X\). Let \(n \in \mathbb{N}, n \geq 1\). Then \(S^n X\) and \(S^n U\) are covered by affine open subsets of the form \(U^n\) and \(S^n U\), respectively, with \(U\) an affine open subset of \(X\) such that \(L\) is trivial over \(U\).

**Proof.** We just need to prove that, if \(x_1, \ldots, x_n\) are \(n\) points over \(X\) (not necessarily distinct), there is an affine open subset \(U\) of \(X\) containing all the \(x_i\), \(i = 1, \ldots, n\) and such that \(L\) is trivial over \(U\). A proof of the first property was reported in [Scavo, Lemma 1.27]. Therefore, consider an affine open set \(U\) of \(X\) containing \(x_i\), \(i = 1, \ldots, n\). We just have to show that we can shrink \(U\) sufficiently to achieve the triviality of \(L\). Over \(U\) consider the epimorphism \(L \longrightarrow L \otimes O_Z\), where \(Z\) is the scheme theoretic union \(Z = \bigcup_{i=1}^n \{x_i\}\) (and hence reduced). Taking global sections, since \(U\) is affine, we get an epimorphism \(\Gamma(U, L) \longrightarrow \Gamma(U, L_Z) = \oplus \Gamma L_{x_i}\), where \(\{x_1, \ldots, x_n\} = \{x_1, \ldots, x_n\}\) and \(x_i\) are all distinct. Hence there exists a section \(s \in \Gamma(U, L)\) such that \(s(x_i) \neq 0\) for all \(i = 1, \ldots, n\). The open set \(U \setminus Z(s)\) is the affine open subset we want. \(\square\)
Remark 3.2. Let $A$ a smooth affine open set of $X$ over which $L$ is trivial, found in lemma 3.1. Consider a partial diagonal $\Delta_f \subseteq U^n$, $|J| \geq 2$: since smooth, it is locally complete intersection inside $U^n$. On the other hand, even shrinking $U$, we can’t guarantee that $\Delta_f$ is complete intersection inside $U^n$. However, it easy, possibly shrinking $U$, to build a smooth complete intersection of dimension 2 inside $U^n$ having $\Delta_f$ as an irreducible component. Hence, by shrinking $U$ and further removing a closed subset of $U^n$, we can succeed building an affine open subset $\tilde{V} \subseteq U^n$ containing $\Delta_f$ and such that $\Delta_f$ is a complete intersection inside $\tilde{V}$.

Analogously, if $p \in U^n$ it is possible to find an affine open subset $U_{U^n,p} \subseteq U^n$, containing $p$ and such that any partial diagonal $\Delta_f$, $J \subseteq \{1, \ldots, n\}$, $|J| \geq 2$ is a complete intersection inside $V_{U^n,p}$, or empty. The open sets $V_{U^n,p}$, with $U$ affine open of $X$ as in lemma 3.1 and $p \in U^n$ cover $X^n$. In what follows we will drop the point $p$ and we will just denote the affine open sets $V_{U^n}$.

We will also denote with $U^n_1$ the intersection $U^n \cap X^n$, and $V_{U^n,2}$ the intersection $V_{U^n} \cap X^n$.

3.2 A term-by-term Koszul resolution of $C^*_L \otimes^L \cdots \otimes^L C^*_L$.

Consider now an affine open set of the form $U^n$, built in lemma 3.1. Since on the affine open set $U$ the line bundle $L$ is trivial, over $U^n$ the complex $C^*_L$ can be written as:

$$C^*_L = \bigoplus_{|J|=p+1} C^*_J = \bigoplus_{|J|=p+1} O_J.$$

Now, the sheaves $O_J$, for $|J| \geq 2$, are nothing but the structural sheaves of partial diagonals $\Delta_f$: hence they can be solved, restricting to smaller open sets $V_{U^n}$ if necessary, by a Koszul complex $K^*(F_J, s_J)$, where $s_J$ is a section of the trivial vector bundle $F_J$ of rank $\text{rk} F_J = \text{codim} \Delta_f = 2p$, transverse to the zero section. Set $F_i = O_i$, and $K^p(F_i, s_i) = F_i$ if $p = 0$ and $K^p(F_i, s_i) = 0$ if $p \neq 0$. As a consequence the bicomplex $R^{p,*}$, defined for $p \geq 0$ and $q \leq 0$, as:

$$R^{p,q} := \bigoplus_{|J|=p+1} K^q(F_J, s_J)$$

with natural differentials, provides a term-by-term locally free resolution $R^{p,*} \to C^*_L$ of the complex $C^*_L$ over the open set $V_{U^n}$.

Remark 3.3. In the direct sum here above, and whenever we write Koszul complexes through subsection 3.5, it is implicit that we just take multi-indexes $J$ such that $\Delta_f \cap V_{U^n} \neq \emptyset$.

The vertical differential $\delta$ of the bicomplex $R^{p,*}$ is induced by differentials of the Koszul complexes, of which $R^{p,*}$ is direct sum. The horizontal differential $\partial : R^{p,q} \to R^{p+1,q}$ is given by:

$$\partial^{p}(x) = \sum_{i \in J} \varepsilon_{i,j} i_{i,j}^{-1} \Lambda^{-q}(F_{J_i \setminus \{i\}})$$

where $i_{i,j}$ is the injection $i_{i,j} : \Lambda^{-q}(F_{J_i \setminus \{i\}}) \to \Lambda^{-q}(F_J)$ and where the sign $\varepsilon_{i,j}$ has been explained in the definition of the complex $C^*_L$ (subsection 1.1).

The derived $k$-fold tensor product $\bigotimes^k C^*_L$ is then solved, on $V_{U^n}$, by the bicomplex

$$R^{k,*} := R^{p,*} \otimes \cdots \otimes R^{p,*}$$

(for the sum of the first indexes and the sum of the second indexes). We can rewrite the bicomplex $R^{k,*}$ as:

$$R^{p,q} = \bigoplus_{p_1 + \cdots + p_k = p} \bigoplus_{q_1 + \cdots + q_k = q} \bigoplus_{|J_1| + \cdots + |J_k| = p+k} \Lambda^{-q}(F_{J_1} \oplus \cdots \oplus F_{J_k}).$$

With our notations (see notation 1.6), this can be also written:

$$R^{p,q} := \bigoplus_{a \in P^s, i(a) = p} \Lambda^{-q}(F_{a(1)} \oplus \cdots \oplus F_{a(k)}).$$
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Remark 3.4 (Differentials). Since $\mathbb{R}^{p,*}$ is a tensor product of bicomplexes, the vertical differential $\delta : \mathbb{R}^{p,q} \to \mathbb{R}^{p,q+1}$ is given, on the component $R^{p_1,q_1} \otimes \cdots \otimes R^{p_k,q_k} \to R^{p_1,q_1} \otimes \cdots \otimes R^{p_k,q_k+1} \otimes \cdots \otimes R^{p_k,q_k}$, by

$$\delta = (-1)^{q_1+\cdots+q_{i-1}}\delta_i,$$

where $\delta_i$ is the vertical differential of the $i$-th factor $R^{p,*}$, and hence coincides with the direct sum of differentials of the Koszul complexes

$$R^{p,*} := K^\bullet(F_{J_1} \oplus \cdots \oplus F_{J_k}, s_{J_1} \oplus \cdots \oplus s_{J_k}).$$

The horizontal differential $\partial : \mathbb{R}^{p,q} \to \mathbb{R}^{p+1,q}$, on the component $R^{p_1,q_1} \otimes \cdots \otimes R^{p_k,q_k} \to R^{p_1,q_1} \otimes \cdots \otimes R^{p_k,q_k+1} \otimes \cdots \otimes R^{p_k,q_k}$ is given by

$$\partial = (-1)^{p_1+\cdots+p_{i-1}}\partial_i$$

where $\partial_i$ is the horizontal differential of the $i$-th bicomplex $R^{p,*}$.

Remark 3.5. The horizontal differential $\partial$ depends just on $p$ and not on the $q$ involved; consequently it just depends on the multi-indexes $J_i$ involved. Therefore writing $\mathbb{R}^{p,*}$ as a direct sum of Koszul complexes

$$\mathbb{R}^{p,*} = \bigoplus_{|J_1|+\cdots+|J_k|=p+k} \Lambda^i(F_{J_1} \oplus \cdots \oplus F_{J_k}) \simeq \bigoplus_{|J_1|+\cdots+|J_k|=p+k} R^{p,*}$$

the horizontal differential $\Lambda^{-q}(F_{J_1} \oplus \cdots \oplus F_{J_k}) \to \Lambda^{-q}(F_{J_1} \oplus \cdots \oplus F_{J_k})$ is given by

$$\partial = (-1)^{|J_1|+\cdots+|J_{i-1}|+1} e_{h,J_i}^{-1}$$

where we still indicate with $e_{h,J_i}^{-1} : \Lambda^{-q}(F_{J_1} \oplus \cdots \oplus F_{J_k}) \to \Lambda^{-q}(F_{J_1} \oplus \cdots \oplus F_{J_k})$ the injection induced by $F_{J_1} \oplus \cdots \oplus F_{J_{i-1}} \to F_{J_i}$.

We now introduce another bicomplex $\mathbb{K}^{p,*}$, easier to deal with, also related to the spectral sequence $j_*E_1^{p,q}$.

Remark 3.6. Consider, on the open set $V_{U^n}$, the bicomplex $\mathbb{K}^{p,*}$ defined as

$$\mathbb{K}^{p,q} := \bigoplus_{a \in \mathbb{P}} R^{p}_a(1,\ldots,a(k)) = \bigoplus_{a \in \mathbb{P}} \Lambda^{-q}(F_a(1) \oplus \cdots \oplus F_a(k)),$$

with differentials defined exactly as in the previous remarks and where the direct sum is taken over the $a \in \mathbb{P}$ such that $\Delta_a(1) \cap V_{U^n} \neq \emptyset$ for all $i$. It is a quotient bicomplex of $\mathbb{K}^{p,*}$. Consider the open immersion $j_U : V_{U^n,*} \to V_{U^n}$. Since the Koszul complexes $j_U^*R^{p,*}_a(1,\ldots,a(k))$ are exact if $a \in \mathbb{P} \setminus \mathbb{P}$, the complexes $j_U^*\mathbb{K}^{p,*}$ and $j_U^*\mathbb{K}^{p,*}$ are quasi-isomorphic:

$$j_U^*\mathbb{K}^{p,*} \simeq_{qis} j_U^*\mathbb{K}^{p,*}.$$

Consider now the spectral sequence $K^{p,q}_H := H^q_j(\mathbb{K}^{p,*})$ associated to the bicomplex $\mathbb{K}^{p,*}$ over the open set $V_{U^n}$. As a consequence of what we said,

Proposition 3.7. The restriction of the spectral sequence $j_*E_1^{p,q}$ to the open set $V_{U^n,*}$ is isomorphic to the spectral sequence $j_U^*K^{p,q}_H := H^{q}_j(j_U^*\mathbb{K}^{p,*})$; analogously, the $H$-invariant spectral sequence $(j_*E_1^{p,q})^H$ is isomorphic to the spectral sequence $(j_U^*K^{p,q})^H$.

Remark 3.8. For $a \in \mathbb{P}$, denote more briefly with $R^p_a$ the sheaf $R^{p}_a(1,\ldots,a(k))$. Consider the horizontal differentials

$$\Theta_{a,b} : \mathbb{K}^{p,q} = \bigoplus_{a \in \mathbb{P}} R^p_a \to \bigoplus_{b \in \mathbb{P}^{p+1}} R^p_b = \mathbb{K}^{p+1,q}.$$

The map $\Theta_{a,b} : R^p_a \to R^p_b$ is nonzero if and only if $A(a) = A(b)$, $S_0(a) \subset S_0(b)$ and $a_h \subset A(b)$ if $\{h\} = S_0(b) \setminus S_0(a)$. This means that, for a fixed $b \in \mathbb{P}^{p+1}$ all possible nonzero maps to $R^p_b$ are of the form $\partial^a_b : R^p_a \to R^p_b$, where $a$ is of the form $a_j = b_j$ for all $j \in \{1,\ldots,k\} \setminus \{l\}$, for some $l \in S_0(b)$. For this $l$, $a_l \subset A(b)$, and can hence take only 2 possible values. Hence there are exactly $2p + 2$ nonzero maps to $R^p_b$. 
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3.3 The $H$-invariant bicomplex $(\mathbb{K}^{\bullet, \bullet})^H$

**Homogeneous components.** Denote, as in subsection 2.3 with $(\lambda, A) \mapsto a(\lambda, A)$ a fixed section of the quotient surjection $\psi_l : T^l \longrightarrow B(k, l)$. For any $(\lambda, A) \in B(k, l)$ denote with $W^\bullet_{\lambda, A}$ the homogeneous component of $\mathbb{K}^{\bullet, \bullet}$ indexed by $(\lambda, A)$, defined as:

$$W^2_{\lambda, A} := \bigoplus_{a \in \psi^{-1}_l(\lambda, A)} R^2_a.$$ 

Danila’s lemma for the action of $H$ on the complex $\mathbb{K}^{\bullet, \bullet}$ can be rephrased writing:

$$(\mathbb{K}^{\bullet, \bullet})^H \simeq \bigoplus_{(\lambda, A) \in B(k, p)} (W^\bullet_{\lambda, A})^H \simeq \bigoplus_{(\lambda, A) \in B(k, p)} (R^\bullet_{a(\lambda, A)})_{\text{Stab}_H(a(\lambda, A))}.$$ 

Since, over the open set $U$ the line bundle $L$ is trivial, there is no harm in tensorizing each $R^2_{a(\lambda, A)}$ with the (trivial) line bundle $L^\lambda$: in this way we can keep track of the label $\lambda$. As a result we can write:

$$(\mathbb{K}^{\bullet, \bullet})^H \simeq \bigoplus_{(\lambda, A) \in B(k, p)} (W^\bullet_{\lambda, A})^H \simeq \bigoplus_{(\lambda, A) \in B(k, p)} (R^\bullet_{a(\lambda, A)} \otimes L^\lambda)_{\text{Stab}_H(a(\lambda, A))} \quad (3.3)$$

**Vertical and horizontal differentials.** In what follows we will use notations and facts from appendix B. Let $(\lambda, A) \in B(k, p)$. Note that the $\text{Stab}_H(a(\lambda, A))$-action on the complex $R^\bullet_{a(\lambda, A)}$ reduces to the $H(S_0(a)) \simeq \mathfrak{g}_p$ action. The complex $R^\bullet_{a(\lambda, A)}$ is isomorphic to the tensor product of $p$ Koszul complexes $K^\bullet(F_A, s_A) \otimes \cdots \otimes K^\bullet(F_A, s_A)$. However, the $H(S_0(a))$-action on $R^\bullet_{a(\lambda, A)}$ has to be compatible with the $H(S_0(a))$-action on $C_1^\bullet \otimes \cdots \otimes C_1^\bullet$, which introduces a sign when permutating two consecutive $C_1^\bullet$ factors (see [Sca09a, section 4.1]): hence, we have to take into account a further $\varepsilon_p$-representation. Consequently, in the identification $H(S_0(a)) \simeq \mathfrak{g}_p$, the $H(S_0(a))$-equivariant complex $R^\bullet_{a(\lambda, A)}$ is isomorphic to the $\mathfrak{g}_p$-equivariant complex given by tensor product of $p$ Koszul complexes twisted by $\varepsilon_p$:

$$R^\bullet_{a(\lambda, A)} \simeq K^\bullet(F_A, s_A) \otimes \cdots \otimes K^\bullet(F_A, s_A) \otimes \varepsilon_p \simeq K^\bullet(F_A \otimes R_p, s_A \otimes \sigma_p) \otimes \varepsilon_p. \quad (3.4)$$

or with the Koszul complex $K^\bullet(F_A \otimes R_p, s_A \otimes \sigma_p)$, twisted by $\varepsilon_p$ (see remark B.3), where $R_p$ is the natural representation of the symmetric group $\mathfrak{g}_p$ and $\sigma_p$ is the invariant element in $R_p$. Now, from (3.3) and from corollary B.6 we deduce

**Lemma 3.9** (Vertical differentials). The vertical complexes $(\mathbb{K}^{\bullet, \bullet})^H$ are isomorphic to the direct sum of twisted and shifted Koszul complexes:

$$(\mathbb{K}^{\bullet, \bullet})^H \simeq \bigoplus_{(\lambda, A) \in B(k, p)} K^\bullet(F_A, s_A) \otimes S^{p-1}F_A^* \otimes L^\lambda[p-1]$$

where $K^\bullet(F_A, s_A)$ is the Koszul complex resolving the partial diagonal $\Delta_A$. Hence the complexes $(\mathbb{K}^{\bullet, \bullet})^H$ are quasi-isomorphic to the sheaves $\bigoplus_{(\lambda, A) \in B(k, p)} S^{p-1}N_A^\lambda \otimes L^\lambda$, placed in degree $1 - p$.

**Corollary 3.10.** Consider the spectral sequence $(K_1^{\bullet, \bullet})^H$, associated to the $H$-invariant bicomplex $(\mathbb{K}^{\bullet, \bullet})^H$. At level $(K_1)^H$, the only nonzero terms are $(K_1^{0,p})^H$ and $(K_1^{1-1})^H$, for $1 \leq l \leq k - 1$. Moreover, for $1 \leq l \leq k - 1$ we have $(K_1^{l-1})^H \simeq (K_1^{l-1})^H$. Consequently, $(K_1^{\bullet, \bullet})^H$ degenerates at level $k$.

**Notation 3.11.** Let $\lambda, \mu \in c_n(l)$. We write that $\lambda \leq \mu$ if $\lambda_i \leq \mu_i$ for all $i \in \{1, \ldots, n\}$.

**Lemma 3.12** (Relevant horizontal differentials). Let $(\lambda, A) \in B(k, p - 1)$, $(\lambda', A') \in B(k, p)$. If $p \geq 2$, the horizontal differential between two homogeneous components

$$\partial^N_{\lambda, A} : (W^{1-p}_{\lambda, A})^H \longrightarrow (W^{1-p}_{\lambda', A})^H$$

is nonzero if and only if a) $A = A'$; b) $\lambda' \leq \lambda$, $\lambda'_A = \lambda_A$. In this case, the map

$$\partial^N_{\lambda, A} : (W^{1-p}_{\lambda, A})^H \simeq S^{p-2}F_A^* \otimes F_A^* \otimes L^\lambda \longrightarrow S^{p-1}F_A^* \otimes L^\lambda' \simeq (W^{1-p}_{\lambda', A})^H$$
can be identified with \((p-1)\) sym - where sym is the symmetrization map \(\text{sym} : S^{p-2}F^*_A \otimes F^*_A \rightarrow S^{p-1}F^*_A\) twisted by the sign \((-1)^{p-2}\varepsilon_{r,A}\), where \(r\) is the unique element of \(A\) such that \(\lambda_r = \lambda'_r + 1\).

**Proof.** Consider \(b_0 \in \psi^{-1}_p(\lambda', A')\); hence for any fixed \(a_0 \in T^{p-1}\), such that \(\lambda(a_0) = \lambda\) and \(A(a_0) = A\), by the lemma [Scalo99, Lemma A.1], the map between homogeneous components \((W_{1-p}^{-1})^H_{\lambda,A} \rightarrow (W_{1-p}^{-1})^H_{\lambda',A'}\) identifies to the map:

\[
(R_{b_0}^{1-p})^{\text{Stab}_H(a_0)} \rightarrow (R_{b_0}^{1-p})^{\text{Stab}_H(b_0)}
\]

given by: \(x \mapsto \sum_{[g] \in H/\text{Stab}_H(a_0)} f_{g}a_{b_0}(gx)\). Now when \([g] \in H/\text{Stab}_H(a_0)\), \(g a_0\) spans all possible \(a\) in the orbit \(\psi^{-1}_p(\lambda, A)\) inside \(T^{p-1}\). By remark 3.8, \(f_{b_0, a_0} \neq 0\) if and only if \(a\) is of the form \(a_i = (b_0)\), for all \(i \in \{1, \ldots, k\} \setminus \{l\}\), \(S_0(a) = S_0(b_0) \setminus \{l\}\) and \(a_l \leq A(b_0)\). All other \(a\) such that \(f_{b_0, a_0} \neq 0\) are of the form \(a = ga_0\) for \(g \in H(S_0(b_0)) \simeq S_p\).

The necessity of the listed conditions now follows immediately. To prove sufficiency, take \((\lambda, A), (\lambda', A')\) satisfying the conditions a), b) in the statement. We necessarily have that \(\lambda_r \leq \lambda'_r\), with \(|\lambda'_r| = |\lambda_r| - 1\). Therefore there exists a unique \(h \in A\) such that \(\lambda'_h = \lambda_h - 1\); for any other \(j\), \(\lambda'_j = \lambda_j\). Take \(b_0 \in \psi^{-1}_p(\lambda', A'), \ell \in S(b_0)\) and define now \(a_0\) as: \((a_0)_\ell = \{h\}\) and \((a_0)_i = (b_0)_i\), for any other \(i\). Now \(\text{Stab}_H(a_0)\) and \(\text{Stab}_H(b_0)\) satisfy the hypothesis of lemma [Scalo99, Lemma A.2], hence, recalling (3.4) or remark B.8, the map (3.5) identifies, up to signs, to the map of \(S_p\)-invariants:

\[
\bigoplus_{i=1}^{p} \Lambda^{p-1}(F^*_A \otimes R_{p-1}(i)) \otimes \varepsilon_{p-1}(i) \otimes L^\lambda \rightarrow \bigoplus_{i=1}^{p} \Lambda^{p-1}(F^*_A \otimes R_{p-1}(i)) \otimes \varepsilon_{p-1}(i) \otimes L^\lambda.
\]

By lemma B.14 this map identifies to the map

\[(p-1)\text{sym} \otimes \text{id} : S^{p-2}F^*_A \otimes F^*_A \otimes L^\lambda \rightarrow S^{p-1}F^*_A \otimes L^\lambda\]

where \(\text{sym} : S^{p-2}F^*_A \otimes F^*_A \rightarrow S^{p-1}F^*_A\) is the symmetrization map. As for the sign, from (3.1) and (3.2) we deduce immediately that we have to twist \((p-1)\text{sym} \otimes \text{id}\) by \((-1)^{p-1}\varepsilon_{s,A}\), if \(A = \{r, s\}\) and the differential is induced by \(i^{-1}_{s,A}\). But \(\varepsilon_{s,A} = -\varepsilon_{r,A}\) and \(r\) is the unique element in \(A\) such that \(\lambda_r = \lambda'_r + 1\). \(\square\)

**Remark 3.13.** After the previous lemma and after remark 3.8, for \((\lambda', A') \in B(k, p)\), there are exactly two different \((\lambda, A) \in B(k, p-1)\) such that \(\partial_\lambda^{A,A'}\) is non zero. They are exactly the \((\lambda, A)\) such that \(A = A'\), and that for all \(h \in \{1, \ldots, n\}\), \(\lambda'_h = \lambda'_h\), apart for one \(b_0 \in A\), for which \(\lambda_{b_0} = \lambda'_{b_0} + 1\). It is clear that the two choices depend just on the two choices of \(b_0 \in A\). Using the multiplicative notation of compositions (see notation 2.1), if \(A = \{a_0, a_1\}\), the two elements we are considering are \((\lambda_0, A)\) and \((\lambda_1, A)\) where \(\lambda_0 = a_0\lambda'\), \(\lambda_1 = a_1\lambda'\); hence supp \(\lambda_0 = \text{supp} \lambda' \cup \{a_0\}\), supp \(\lambda_1 = \text{supp} \lambda' \cup \{a_1\}\).

The analogous of lemma 3.12 for \(p = 1\) is the

**Proposition 3.14.** The horizontal differential \(\partial : (\mathbb{K}^{1,0})^H \rightarrow (\mathbb{K}^{1,0})^H = \bigoplus_{(\mu, A) \in B(k,1)} \mathcal{O}_X^n\) is given by

\[
(\partial(x_\lambda))_{\mu, A} = x_{a_2 \mu} - x_{a_0 \mu}.
\]

**Proof.** The horizontal differential for \(p = 0, q = 0\):

\[
\partial : (\mathbb{K}^{0,0})^H \simeq \bigoplus_{\lambda \in \mathbb{C}_0(k)} \mathcal{O}^n_\lambda \rightarrow \bigoplus_{(\mu, A) \in B(k,1)} \mathcal{O}^n_\mu \simeq (\mathbb{K}^{1,0})^H
\]

is defined by (3.2). In this case the maps \(i^{H, A}_{b, A'}\) coincide with the identity map. We have that \([\partial(x_\lambda)]_{\mu, A} = 0\) unless \(\lambda_A \neq 0\) and \(\lambda_A = \mu_A\). The only possibility is, again, that, in multiplicative notation, if \(A = \{a_0, a_1\}\), with \(a_0 < a_1\), \(\lambda = a_0\mu\) or \(\lambda = a_1\mu\). Taking into account the sign, the \((\mu, A)\)-component of the differential \(\partial\) is given by \([\partial(x_\lambda)]_{\mu, A}\) is given by \(-\varepsilon_{a_0, A} x_{a_2 \mu} - \varepsilon_{a_1, A} x_{a_1 \mu} = x_{a_1 \mu} - x_{a_0 \mu}\). \(\square\)
Corollary 3.15. The induced map $d^1_K : (K^{0,0})^H = H^0_0(K^0,*)^H \longrightarrow H^0_0(K^{1,0})^H = K^{1,0}$ is given by

$$|d^1_K(x)_\lambda|_{\mu,A} = x_{a_\mu}|_{\Delta_k} = x_{a_\mu}|_{\Delta_k}$$

(3.6)

Remark 3.16. The map \(3.6\) is the local expression on an open set of the form $V_{U^n}$ for the global map:

$$S^kC_0^L \cong \bigoplus_{\lambda \in c_n(k)} L^\lambda \longrightarrow \bigoplus_{(\mu,A) \in B(k,1)} L_A \otimes L^\mu \cong C_L^1 \otimes S^{k-1}C_0^L$$

(3.7)

given by the the differential $d^1$ of the complex $S^kC_0^L = (C_0^k \otimes \cdots \otimes C_0^k)^L$. Moreover the expression in \(3.6\) holds globally. Consequently the differential $d^1 : (j^*E_1^{0,0})^H \longrightarrow (j^*E_1^{1,0})^H$ of the spectral sequence $(j^*E_r^{p,q})^H$ is given globally by the restriction of the map \(3.7\) to $X_n^\gamma$.

3.4 Higher order restrictions

The aim of this subsection is to build explicitly on the whole variety $X^n$ recursively defined $G$-equivariant operators

$$D^i_L : \ker D^{i-1}_L \longrightarrow K^i(L)$$

where the sheaves $K^i(L)$ coincide with the sheaves $(j, \mu, j^*E^{i+1,1-i})^H$, and where $D^0_L$ coincides with the map \(3.7\). In the next subsection we will prove that over the open set $X_n^\gamma$, the operators $D^i_L$ coincide up to signs with the higher differentials $d^{i+1}_L$ of the spectral sequence $(j^*E_1^{p,q})^H$. The operators $D^i_L$ and their $G$-invariants $(D^i_L)^G$ will be extremely useful to deduce global results about the sheaves $p_\ast q_\ast (S^kL[n])$ and $\mu_\ast S^kL[n]$ over $X^n$ and $S^nX$, respectively.

For brevity’s sake, denote with $V_L$ the vector bundle on $X^n$ defined as $L \oplus \cdots \oplus L := \oplus_{i=1}^n L_i$. The bundle $S^kV_L$ on $X^n$ splits as a direct sum $S^kV_L \cong \bigoplus_{\lambda \in c_n(k)} L^\lambda$.

3.4.1 Definition of higher order restrictions $D^i_L$ when $L$ is trivial

Suppose for the moment that $L$ is trivial. Then $S^kV_{O_X}$ can be written as the direct sum $S^kV_{O_X} \cong \bigoplus_{\lambda \in c_n(k)} \mathcal{O}^\lambda_X$: since $\mathcal{O}^\lambda_X \cong \mathcal{O}^\mu_X$, to avoid confusion, we will write $\mathcal{O}^\lambda_X$ instead of $\mathcal{O}^\mu_X$, using $\lambda$ just as a mere label. A section of $S^kV_{O_X}$ is then given by a collection of sections $(x_\lambda)_\lambda$ of $\mathcal{O}^\lambda_X$ for all $\lambda \in c_n(k)$. Inspired by finite difference calculus, and using the multiplicative notation for compositions (see notation \(2.1\)), we give the following

Definition 3.17 (Higher differences). Let $l \in \mathbb{N}$, $0 \leq l \leq k$, let $\mu \in c_n(k-l)$ and let $A$ be a subset of $\{1, \ldots, n\}$ of order $|A| = 2$. Define the morphism of $\mathcal{O}_{X^n}$-modules

$$\Delta^i_{\mu,A} : S^kV_{O_X} \longrightarrow \mathcal{O}_{X^n}$$

as

$$\Delta^i_{\mu,A}(x_\lambda)_\lambda := \sum_{\beta \in c_n(l)} (-1)^{\beta} \binom{l}{\beta} x_{\beta|\mu}$$

where $A = \{a_0, a_1\}$, with $a_0 < a_1$, where $(-1)^{\beta} := (-1)^{\beta(a_0)}$, and where $\binom{l}{\beta} := \binom{l}{\beta(a_0)} = \binom{l}{\beta(a_1)}$.

Note that in the limit case $l = 0$, $\Delta^0_{\mu,A}(x_\lambda)_\lambda = x_{\mu}$.

Lemma 3.18. Let $l \in \mathbb{N}$, $1 \leq l \leq k$. We have the identity:

$$\Delta^i_{\mu,A} = -\Delta^{i-1}_{\mu_0,\lambda} + \Delta^{i-1}_{\alpha_1,\mu}.$$

Proof. Take local sections $x_\lambda$ of $\mathcal{O}^X_{X^n}$. The identity to prove is the following:

$$\sum_{\gamma \in c_n(l)} (-1)^{\gamma} \binom{l}{\gamma} x_{\gamma|\mu} = -\sum_{\beta \in c_n(l-1)} (-1)^{\beta} \binom{l-1}{\beta} x_{\beta|\mu} + \sum_{\beta \in c_n(l-1)} (-1)^{\beta} \binom{l-1}{\beta} x_{\beta|\mu}$$

(3.8)

and can be straightforwardly proved, writing multiplicatively a general composition $\beta$ in \(3.8\) as $a_0^{i-j-1}a_1^i$, for $0 \leq j \leq l-1$. 
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Notation 3.19. Denote now with $I_A$ the ideal sheaf of the partial diagonal $\Delta_A$ in $\mathcal{O}_X$. Consider the quotient sheaf $\mathcal{O}_X/I_A^{l+1}$. The class in $\mathcal{O}_X/I_A^{l+1}$ of a local section $f \in \mathcal{O}_X$ is denoted with $[f]_{I_A^{l+1}}$.

Definition 3.20. (Higher order restrictions). Let $l$ be an integer, $0 \leq l \leq k - 1$. Let $(\mu, A) \in B(k, l+1)$, that is, $\mu \in c_n(k-l-1)$, $A \subseteq \{1, \ldots, n\}$, $|A| = 2$. Define the operator:

$$D^I_{\mu,A} : S^k \mathcal{V}_{\mathcal{O}_X} \longrightarrow \mathcal{O}_X/I_A^{l+1}$$

as

$$D^I_{\mu,A}((x_\lambda)_\lambda) := [\Delta^{l+1}_{\mu,A}((x_\lambda)_\lambda)]_{I_A^{l+1}}.$$ 

As a consequence of the definition of the operators $D^I_{\mu,A}$ and of lemma 3.18, we get immediately:

Lemma 3.21. Let $A = \{a_0, a_1\}$, with $a_0 < a_1$ and $l \in \mathbb{N}^*$. The composition

$$S^k \mathcal{V}_{\mathcal{O}_X} \xrightarrow{D^I_{\mu,A}} \mathcal{O}_X/I_A^{l+1} \xrightarrow{p_{l-1}} \mathcal{O}_X/I_A^l$$

is given by

$$p_{l-1} \circ D^I_{\mu,A} = -D^{l-1}_{\alpha_0 \mu, A} + D^{l-1}_{\alpha_1 \mu, A}.$$ 

Notation 3.22. Let $M$ be a line bundle on $X$, $l \in \mathbb{N}$, $l \leq k - 1$ let $(\mu, A) \in B(k, l+1)$. Denote with $P^I_{\mu,A}(M)$ and with $K^I_{\mu,A}(M)$, respectively, the following sheaves, supported on the partial diagonal $\Delta_A$:

$$P^I_{\mu,A}(M) := \mathcal{O}_X/I_A^{l+1} \otimes M^{l+1} \otimes \mathcal{O}_X,$$

$$K^I_{\mu,A}(M) := I_A/I_A^{l+1} \otimes M^{l+1} \otimes \mathcal{O}_X \simeq (\mathcal{O}_X^{\mu} \otimes M^{l+1})_A \otimes \mathcal{O}_X.$$ 

Finally, denote:

$$P^I(M) := \bigoplus_{(\mu,A) \in B(k,l+1)} P^I_{\mu,A}(M),$$

$$K^I(M) := \bigoplus_{(\mu,A) \in B(k,l+1)} K^I_{\mu,A}(M).$$

If $M$ is trivial, we will denote $P^I(M)$ simply with $P^I$, $P^I_{\mu,A}(M)$ simply with $P^I_{\mu,A}$, $K^I(M)$ with $K^I$ and $K^I_{\mu,A}(M)$ with $K^I_{\mu,A}$; in this case $P^I_{\mu,A} \simeq \mathcal{O}_X/I_A^{l+1}$ and $K^I_{\mu,A} \simeq I_A/I_A^{l+1} \simeq (\mathcal{O}_X^{\mu})_A$. As we see, if $M$ is trivial, $\mu$ plays no role for the moment and should be considered as a mere label.

Remark 3.23. Let $(\mu, A) \in B(k, l+1)$. Note that, since $P^I_{\mu,A}(M) \simeq \mathcal{O}_X/I_A^{l+1} \otimes M^{l+1} \otimes \mathcal{O}_X$, for any composition $\mu' \in c_n(k-l)$, such that $\mu_A \simeq \mu'_A$, there is a canonical isomorphism $P^I_{\mu,A}(M) \longrightarrow P^I_{\mu',A}(M)$, whose kernel is isomorphic to $K^I_{\mu, A}$.

Definition 3.24. Let $l \in \mathbb{N}$, $l \leq k - 1$. Let $(\mu, A) \in B(k, l+1)$. Define the operator $D^I : S^k \mathcal{V}_{\mathcal{O}_X} \longrightarrow P^I$ as:

$$D^I((x_\lambda)_\lambda)_{\mu,A} := D^I_{\mu,A}(x_\lambda)_\lambda.$$ 

Remark 3.25. (Higher order restrictions). It follows immediately from lemma 3.21 that the operator $D^I_{\mu,A}$, restricted to $\ker D^{l-1}$, takes values in $K^I_{\mu,A}$. Hence the operator $D^I$, restricted to $\ker D^{l-1}$, takes values in $K^I$:

$$D^I : \ker D^{l-1} \longrightarrow K^I.$$ 

3.4.2 Definition of higher order restrictions $D^I_L$ for general $L$

Let’s consider now the case in which $L$ is non trivial. In this case we will not be able to build operators $D^I_L : S^k \mathcal{V}_L \longrightarrow P^I(L)$, but we can recursively build operators $D^I_L : \ker D^{l-1}_L \longrightarrow K^I(L)$. Indeed, let $l$ be an integer, $0 \leq l \leq k - 1$, $\mu \in c_n(k-l-1)$, $A \subseteq \{1, \ldots, n\}$, with $|A| = 2$. Consider an affine open subset of the form $U^n$, with $L$ trivial over $U$. Let $s \in \Gamma(U, L)$ be a nowhere zero section of $L$ over the open
operators on $S$ and where each $\nu$.

**Proof.** We prove the goodness of the definition by induction on $n$ as

$$D^l_{\mu,A} : S^k V_L \rightarrow P^l_{\mu,A}(L)$$

over $U^n$ as

$$D^l_{\mu,A}((x_\lambda s^\lambda)_\lambda) = (D^l_{\mu,A}(x_\lambda)_\lambda)s^{l+1} \otimes s^\mu. \quad (3.9)$$

Here $(D^l_{\mu,A}(x_\lambda)_\lambda)$ is the image of the section $(x_\lambda)_\lambda$ of $S^k V_{O_X}$ for the operator $D^l_{\mu,A} : S^k V_{O_X} \rightarrow P^l_{\mu,A}$, introduced in definition 3.24. Hence $(D^l_{\mu,A}(x_\lambda)_\lambda)$ is a local section of $\mathcal{O}_{X^n}/I^{l+1}_A$ and $s^{l+1} \otimes s^\mu$ is a local section of $L_A^1 \otimes L^\mu$. Hence the product in (3.9) defines correctly a local section of $P^l_{\mu,A}(L)$. Over $U^n$ we define furthermore operators

$$D^l_{L} : S^k V_L \rightarrow P^l(L)$$

as

$$D^l_{L} := \bigoplus_{(\mu,A) \in B(k,l+1)} D^l_{\mu,A},$$

and where each $D^l_{\mu,A} : S^k V_L \rightarrow P^l_{\mu,A}(L)$ is defined as in (3.9).

**Remark 3.26.** Note that, if $(u^\lambda)_\lambda$ is a local section of $S^k V_L$ over an open set $U^n$ and if $A = \{a_0,a_1\}$, with $a_0 < a_1$, then $D^l_{\mu,A}(u^\lambda)_\lambda = u_{a_1}u_{\mu,A} - u_{a_0}u_{\mu,A} \in L_A \otimes L^\mu$. Hence $D^l_{\mu,A}$ and $D^l_{L}$ are globally defined operators on $S^k V_L$. Moreover the operator $D^l_{L}$ coincides with the map (3.7).

**Proposition 3.27.** The operators $D^l_{\mu,A}$ and $D^l_{L}$ are recursively well defined globally on $X^n$ as operators

$$D^l_{\mu,A} : \ker D^{l-1}_{\mu,A} \rightarrow K^l_{\mu,A}(L),$$

$$D^l_{L} : \ker D^{l-1}_{L} \rightarrow K^l(L).$$

**Proof.** We prove the goodness of the definition by induction on $l$. For $l = 0$ this fact follows from remark 3.26. Suppose now that, for any composition $\nu \in \tau_n(k-l-1)$ and any $B \subseteq \{1, \ldots, n\}$, $|B| = 2$, the operators $D^l_{\nu,B} : \ker D^{l-1}_{\nu,B} \rightarrow K^l_{\nu,B}(L)$ are globally well defined. Take now $a = (x_\lambda s^\lambda)_\lambda$ a local section of $S^k V_L$ over an open set $U^n$, where $U$ is an affine open set of $X$ such that $L$ trivializes on $U$ via the nowhere zero section $s$. Suppose that $a \in \ker D^l_{L}$: this means that for any composition $\nu$ and for any subset $B$ as above, we have $D^l_{\nu,B}(x_\lambda s^\lambda)_\lambda = 0$, that is, $D^l_{\nu,B}(x_\lambda)_\lambda = 0$ in $(S^k \Omega^1_X)_B \simeq I^l_B/I^{l+1}_B \subseteq \mathcal{O}_{X^n}/I^{l+1}_B$. By definition of $D^l_{\nu,B}$, this means that the functions

$$\Delta^{l+1}_B(x_\lambda)_\lambda \in I^{l+1}_B$$

for all $(\nu,B) \in B(k,l+1)$.

Let now $(\mu,A) \in B(k,l+2)$. To prove that $D^{l+1}_{\mu,A}$ is well defined, write $a$ in term of a nowhere zero local section $l$ of $L$, over another affine open set $V$ over which $L$ trivializes, and such that $U \cap V \neq \emptyset$. On $U \cap V$ we have $s = \gamma t$, for $\gamma \in \mathcal{O}_{U \cap V}$; hence $a = (x_\lambda s^\lambda)_\lambda = (x_\lambda \gamma^\lambda t^\lambda)_\lambda$. We have to prove that

$$D^{l+1}_{\mu,A}(x_\lambda s^\lambda)_\lambda = D^{l+1}_{\mu,A}(x_\lambda \gamma^\lambda t^\lambda)_\lambda.$$

Now

$$D^{l+1}_{\mu,A}(x_\lambda s^\lambda)_\lambda - D^{l+1}_{\mu,A}(x_\lambda \gamma^\lambda t^\lambda)_\lambda = D^{l+1}_{\mu,A}(x_\lambda s^\lambda)_\lambda s^{l+2} \otimes s^\mu - D^{l+1}_{\mu,A}(x_\lambda \gamma^\lambda t^\lambda)_\lambda t^{l+2} \otimes t^\mu$$

$$= D^{l+1}_{\mu,A}(x_\lambda)(\gamma^{l+2}t^\mu \otimes \gamma^\mu t^\mu) - D^{l+1}_{\mu,A}(x_\lambda \gamma^\lambda t^\lambda)_\lambda t^{l+2} \otimes t^\mu$$

$$= D^{l+1}_{\mu,A}(x_\lambda)(\gamma^{l+2}t^\mu \otimes \gamma^\mu t^\mu) - D^{l+1}_{\mu,A}(x_\lambda \gamma^\lambda t^\lambda)_\lambda t^{l+2} \otimes t^\mu$$

$$= \Delta^{l+2}_B(x_\lambda) \gamma^{l+2} t^\mu - \Delta^{l+2}_B(x_\lambda \gamma^\lambda t^\lambda)_\lambda t^{l+2} \otimes t^\mu.$$
is in the ideal $I_A^{l+2}$. Now, writing $\beta = a_0^{l+2-j}a_1^j$, for $0 \leq j \leq l + 2$, we have:

$$
\sum_{|\beta|=l+2, \beta_A=0} (-1)^j \binom{l}{j} x_\beta \mu (\gamma_{a_0}^{l+2} - \gamma^\beta) = (-1)^j \sum_{j=0}^{l+2} (-1)^j \binom{l+2}{j} x_{a_0^{l+2-j}a_1^j} (\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j)
$$

$$
= (-1)^j \sum_{j=1}^{l+2} (-1)^j \binom{l+2}{j} x_{a_0^{l+2-j}a_1^j} (\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j)
$$

$$
= (-1)^j \sum_{j=1}^{l+2} (-1)^j \binom{l+2}{j} x_{a_0^{l+2-j}a_1^j} (\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j)
$$

where, in the second equality we used that, for $j = 0$, $\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j = 0$. Now $(\gamma_{a_0}^j - \gamma_{a_1}^j) = - \sum_{i=1}^{j} \binom{j}{i} \gamma_{a_0}^{j-i} (\gamma_{a_1} - \gamma_{a_0})^i$, hence:

$$
\sum_{|\beta|=l+2, \beta_A=0} (-1)^j \binom{l}{j} x_\beta \mu (\gamma_{a_0}^{l+2} - \gamma^\beta) = - (-1)^j \sum_{i=1}^{l+2} \sum_{j=1}^{j} (-1)^i \binom{l+2}{j} x_{a_0^{l+2-j}a_1^j} (\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j)
$$

$$
= - (-1)^i \sum_{i=1}^{l+2} \sum_{j=1}^{j} \binom{l+2}{j} x_{a_0^{l+2-j}a_1^j} (\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j)
$$

$$
= - (-1)^i \sum_{i=1}^{l+2} \sum_{j=1}^{j} \binom{l+2}{j} x_{a_0^{l+2-j}a_1^j} (\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j)
$$

$$
= - (-1)^i \sum_{i=1}^{l+2} \sum_{j=1}^{j} \binom{l+2}{j} x_{a_0^{l+2-j}a_1^j} (\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j)
$$

$$
= - (-1)^i \sum_{i=1}^{l+2} \sum_{j=1}^{j} \binom{l+2}{j} x_{a_0^{l+2-j}a_1^j} (\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j)
$$

since \(\binom{l+2}{j} (r+i) (t+1) = \binom{l+2}{j} (l+2) - \binom{l+2}{j} (l+2 - r - i).

As a consequence

$$
\Delta_{\mu,\lambda}^{l+2}(x_\lambda)\gamma_{a_0}^{l+2} - \Delta_{\mu,\lambda}^{l+2}(x_\lambda)\gamma_{a_0}^{l+2} = \gamma_{a_0}^{l+2} \sum_{i=1}^{l+2} \binom{l+2}{j} x_{a_0^{l+2-j}a_1^j} (\gamma_{a_0}^{l+2} - \gamma_{a_0}^{l+2-j}a_1^j) \Delta_{\mu,\lambda}^{l+2-j} (x_\lambda)\gamma_{a_0}^{l+2-j}a_1^j.
$$

(3.10)

Note that, since \((x_\lambda)\lambda \in \ker D_I^l\), one has that, for \(1 \leq i \leq l+1\), \(D_{a_1^{l+1}a_1^j}^{l+1}(x_\lambda)\lambda = 0 \in \mathcal{O}_{X^l} / H^{l+2-i}\), and hence, for all \(i = 1, \ldots, l+2\) the function \(\Delta_{a_1^{l+1}a_1^j}^{l+2-i}(x_\lambda)_\lambda \in I_A^{l+2-i}\). Since \((\gamma_{a_1} - \gamma_{a_0})^i \in I_A^l\), we conclude that the difference in (3.10) is in \(I_A^{l+2}\), which is what we wanted to prove.

\[\square\]

### 3.5 Higher differentials

Let’s go back to the higher differential of the spectral sequence \((j^*E^0_{l,q})^H\) on \(X^\ast_{\ast} \). Note that with the definitions of last sections, for \(l\) integer \(0 \leq l \leq k - 2\), we have \((E^0_{l+1,l})^H \simeq S^k V_L\) and

$$
K^l(L) \simeq (E^l_{l+1,l})^H \simeq (E^l_{l+1,l})^H,
$$

where the latter has been defined in subsection 3.2, and hence

$$
j^*K^l(L) \simeq (j^*E^l_{l+1,l})^H.
$$

Hence it is natural to compare the restrictions \(j^*D_I^l\) of the operators \(D_I^l\), found in the last subsection, with the higher differentials \(d^{l+1} : (j^*E^l_{0,0})^H \longrightarrow (j^*E^l_{l+1,l})^H\). We will compare the morphisms by
induction on $l$. Since the morphisms $j^*D^k_l$ and $d^{l+1}$ are globally well defined on $X^n$, it will be sufficient to compare them locally on an open set of the form $U_{l,n}$. Since the restriction of $(j^*E^{p,q}_l)^H$ to such an open set $U_{l,n}$ coincides with the restriction to $U_{l,n}$ of the spectral sequence $(K^{p,q}_l)^H$, associated to the $H$-invariant bicomplex $(K^{p,q}_l)^H$ by proposition 3.27, it will be sufficient to compare the operators $D^k_l$ and the higher differentials $d^{l+1}_K$ of the spectral sequence $(K^{p,q}_l)^H$ over the open sets $U_{l,n}$.

**Remark 3.28.** To be precise, consider an affine open set of the form $U_{l,n}$ of $X^n$, as defined in remark 3.2. We recall that $L$ is trivial on every open set $U$ of $X$ and that all pairwise diagonals $\Delta_A$ with $A \subseteq \{1, \ldots, n\}$, $|A| \geq 2$, are complete intersection inside $U_{l,n}$, or empty. For $A \subseteq \{1, \ldots, n\}$, $|A| = 2$, such that $\Delta_A \cap U_{l,n} \neq \emptyset$, let $f_{A,i}$, $i = 1, 2$ be the generators of $I_A$. Let $F_A$ be the trivial vector bundle $\oplus_{i=1}^2 O_{U_{l,n}} e_{A,i}$ of rank 2, where $e_{A,i}$, $i = 1, 2$ is the standard basis of $\mathbb{C}^2$, seen as a local frame for $F_A$. Let $e_{A,i}^*$ the dual basis. The zeros of the section $s_A : \mathcal{O}_{X^n}|_{U_{l,n}} \rightarrow F_A$, given by $s_A = \sum_{i=1}^2 f_{A,i} e_{A,i}$, define scheme-theoretically the pairwise diagonal $\Delta_A$. The Koszul complex $K^*_{\bullet}(F_A, s_A)$ resolves the structural sheaf $\mathcal{O}_A$ of $\Delta_A$. We identify $S^l N^*_A$ with $I_A/I_A^{l+1}$. Remember that, after lemma 3.9, we have:

$$([\mathbb{F}] \cdot H^\bullet) \simeq \bigoplus_{(\mu,A) \in B(k,l)} (W^*_{\mu,A})^H$$

where

$$(W^*_{\mu,A})^H \simeq S^{l-1} F^*_A \otimes K^*_{\bullet}(F_A, s_A)[l-1] \otimes L^\mu,$$

and its $1-l$-cohomology is isomorphic to

$$H^{1-l}(W^*_{\mu,A})^H \simeq S^{l-1} N^*_A \otimes L^\mu \simeq I_A/I_A^{l+1} \otimes L^\mu \simeq (K^{1,1-l}_l)^H \simeq (K^{l,1-l}_l)^H.$$

**Lemma 3.29.** Let $(x_\lambda) \in (K^{0,0}_l)^H$, and suppose that, for $(\nu, B) \in B(k,l)$, we have

$$d^k_{K^*}([x_\lambda])_{\nu,B} = [h_{\nu,B}] \in I^{l-1}_B/I_B \simeq (K^{1,1-l}_l)^H,$$

where $h_{\nu,B}$ are elements of $I^{l-1}_B$. Suppose moreover that $d^k_{K^*}([x_\lambda])_{\nu,B} = 0$ for all $(\nu, B) \in B(k,l)$. Let $(\mu, A) \in B(k,l+1)$, $A = \{a_0, a_1\}$, $a_0 < a_1$. Then $(x_\lambda) \in E^0_{l+1}$ and

$$d^{l+1}_{K^*}([x_\lambda])_{\mu,A} = (-1)^{l-1} l！ [-h_{a_0,\mu,A} + h_{a_1,\mu,A}]$$

**Proof.** For brevity’s sake, and since it is trivial, let’s neglect the term $L^\lambda$. An element $[a]$ in the $1-l$-cohomology of $(W^*_{\nu,B})^H$, $[a] = \sum_{|\alpha| = l-1, l(\alpha) = 2} a_\alpha f^*_B \in I^{l-1}_B/I_B$ is represented by an element

$$\frac{1}{(l-1)!} \sum_{|\alpha| = l-1, l(\alpha) = 2} a_\alpha (e^*_B)^\alpha$$

in $S^{l-1} F^*_B/I_B S^{l-1} F^*_B \simeq I^{l-1}_B/I_B$. The element is zero if and only if it comes, in the complex $(W^*_{\nu,B})^H$, from some element in $(W^*_{\nu,B})^H \simeq S^{l-1} F^*_B \otimes F^*_B$, that is if

$$\sum_{|\alpha| = l-1, l(\alpha) = 2} a_\alpha (e^*_B)^\alpha = \delta \left( \sum_{i=1}^2 \sum_{|\alpha| = l-1, l(\alpha) = 2} b_{\alpha,i} (e^*_B)^\alpha \otimes e^*_{B,i} \right) = \sum_{i=1}^2 \sum_{|\alpha| = l-1, l(\alpha) = 2} b_{\alpha,i} f_{B,i}(e^*_B)^\alpha$$

that is, if $a_\alpha = \sum_{i=1}^2 b_{\alpha,i} f_{B,i}$, or, equivalently, if $a_\alpha \in I_B$, which means that the original function $a$ is in $I_B$. Take now $(\mu, A) \in B(k, l+1)$. The only two elements $(\nu, B) \in B(k, l)$ such that the horizontal differential $d^k_{K^*} : (W^{l-1}_B)^H \rightarrow (W^*_{\mu,A})^H$ is nonzero are $(a_0, \mu, A)$ and $(a_1, \mu, A)$. For the first we have, by lemma 3.12, taking into account that $l\text{ sym}(e^*_A \otimes e^*_{A,i}) = b_{\alpha,i} e^*_A e^*_{A,i}$,

$$\frac{1}{(l-1)!} \sum_{i=1}^2 \sum_{|\alpha| = l-1, l(\alpha) = 2} b_{\alpha,i} (e^*_B)^\alpha \otimes e^*_{A,i} = \frac{(-1)^{l-1}}{(l-1)!} e_{a_0, A} \sum_{i=1}^2 \sum_{|\alpha| = l-1, l(\alpha) = 2} b_{\alpha,i} (e^*_A)^\alpha e^*_A e^*_{A,i} \in S^l F^*_A.$$
whose class, in the \(-l\)-cohomology of \((W^\bullet_{\mu }, A)^H\), identified with \(I_{l}^{1} / I_{l}^{2+1}\), is

\[
(-1)^{l-1} l_{\epsilon, A} \sum_{i=1}^{2} \sum_{|\alpha|=l, l(\alpha)=2} b_{\alpha, i}(f_{A})^{\alpha} f_{A_{\lambda}} = \left[(-1)^{l-1} l_{\epsilon, A} \sum_{|\alpha|=l, l(\alpha)=2} a_{\alpha} f_{A}^{\alpha}\right] \equiv (-1)^{l-1} l_{\epsilon, A}[\alpha] \in I_{A}^{l+1} / I_{A}^{l+2}.
\]

We have an analogous expression for \(a_{1} \mu\). We conclude by lemma \(\ref{lem:3.3}\) and corollary \(\ref{cor:3.4}\).

**Definition 3.30.** The sheaves \(E^{l}(n, k) : = S^{k}V_{\lambda} \cap \ker D_{L}^{2} \cap \cdots \cap \ker D_{L}^{k-1}\) define a finite decreasing filtration

\[
E^{k-1}(n, k) \subseteq E^{k-2}(n, k) \subseteq \cdots \subseteq E^{1}(n, k) \subseteq E^{0}(n, k) = S^{k}V_{\lambda}
\]

of \(S^{k}V_{\lambda}\).

**Proposition 3.31.** Let \(0 \leq l \leq k - 1\). Over an open set \(V_{U_{\lambda^{2}}}\), the two decreasing filtrations \(E^{\bullet}(n, k)\) and \((K^{1,0})^{H}\) of \(S^{k}V_{\lambda}\) coincide. Moreover, the differential \(d_{K}^{l+1} : (K_{l+1}^{1,0})^{H} \longrightarrow (K_{l}^{1,1-l})^{H}\) coincides with the operator \((-1)^{(l+1)(l+2)} l D_{L}^{l-1}\), as operators from \(E^{l-1}(n, k) = (K_{l+1}^{1,0})^{H} \longrightarrow (K_{l}^{1,1-l})^{H}\). Hence \((K_{l+1}^{0,0})^{H} = E^{l}(n, k)\). To prove the formula for \(l + 1\) over \(V_{U_{\lambda^{2}}}\), we dispose of the explicit definition of operators \(D_{L}^{l}\) over such open sets and of lemma \(\ref{lem:3.29}\). Take \((x, \lambda) \in E^{l}(n, k)\). Then, by definition, \(D_{L}^{l-1}(x, \lambda) = 0\). Hence, for any \((\nu, B) \in (B_{l}, k)\), we have that \(D_{\nu, B}^{l-1}(x, \lambda) = [\Delta_{\nu, B}^{l}(x, \lambda)] = 0 \in S^{l-1}N_{B}^{*} \simeq I_{B}^{l-1} / I_{B}^{l}\). Hence

\[
[\Delta_{\nu, B}^{l}(x, \lambda)] \simeq I_{B}^{l-1} / I_{B}^{l}.
\]

As an immediate consequence of what just proved and of proposition \(\ref{prop:3.7}\) we have:

**Corollary 3.32.** Consider the differential \(d^{l} : (j^{*}E_{l}^{0,0})^{H} \longrightarrow (j^{*}E_{l+1}^{1,1-l})^{H}\) of the spectral sequence \((j^{*}E_{l}^{p,q})^{H}\). We have \((j^{*}E_{l}^{0,0})^{H} \simeq j^{*}E^{l-1}(n, k)\) for all \(1 \leq l \leq k\) and

\[
d^{l} = (-1)^{(l-1)l} j^{*}D_{L}^{l-1}.
\]

**Remark 3.33.** The previous corollary implies that, for \(n = 2\), the operators \(D_{L}^{l}\) coincide, up to constants, with the higher differentials \(d^{l+1}\) of the spectral sequence \((E_{l}^{p,q})^{H}\) over the whole \(X^{2}\); consequently, after remark \(\ref{rem:2.23}\) they are surjective.

We have finally come to the main theorem of this section: the characterization of the image \(\Phi(S^{k}L^{[n]}\)) of symmetric powers of tautological bundles in terms of kernels of operators \(D_{L}^{k-2}\).

**Theorem 3.34.** On the whole variety \(X^{n}\) the Bridgeland-King-Reid transform \(\Phi(S^{k}L^{[n]}\)) of the \(k\)-symmetric power of a tautological vector bundle \(L^{[n]}\), associated to a line bundle \(L\) over the surface \(X\), is quasi-isomorphic to the term \(E^{k-1}(n, k)\) of the filtration \(E^{\bullet}(n, k)\) on the vector bundle \(S^{k}V_{\lambda}\):

\[
\Phi(S^{k}L^{[n]}) \simeq_{\text{qis}} E^{k-1}(n, k) \simeq \ker D_{L}^{k-2}.
\]
Proof. Recall that the big open set $X^n_\delta$ is defined as $X^n \setminus W$, where the closed subscheme $W$ has been defined in subsection 1.2 and has codimension 4 in $X^n$. Let $E^{p,q}_1$ be the spectral sequence introduced in subsection 1.1. By the vanishing $R^i p_\ast q_\ast S^k L^{[n]} = 0$ for $i > 0$ and after corollary 1.4 we have: $\Phi(S^k L^{[n]}) \simeq p_\ast q_\ast S^k L^{[n]} \simeq (E^{0,0}_\infty)^H$ and hence $j_\ast p_\ast q_\ast S^k L^{[n]} \simeq j_\ast (E^{0,0}_\infty)^H \simeq j_\ast (E^{0,0}_{k})^H$ since $(j_\ast E^{p,q}_1)^H$ degenerates at level $k$, after corollary 2.22. We also know by (1.2) that $p_\ast q_\ast S^k L^{[n]} \simeq j_\ast j_\ast (E^{0,0}_k)^H$ and hence, by the previous corollary

$$\Phi(S^k L^{[n]}) \simeq q_{is} (j_\ast j_\ast E^{0,0}_k)^H \simeq j_\ast j_\ast E^{k-1}(n,k). \tag{3.11}$$

But the sheaves $E^l(n,k)$, for $0 \leq l \leq k - 2$ fit in the diagrams

$$0 \longrightarrow E^{l+1}(n,k) \longrightarrow E^l(n,k) \stackrel{D^l_j}{\longrightarrow} K^l(L) \quad \text{and} \quad 0 \longrightarrow j_\ast j_\ast E^{l+1}(n,k) \longrightarrow j_\ast j_\ast E^l(n,k) \longrightarrow j_\ast j_\ast K^l(L)$$

But now the vertical map $K^l(L) \longrightarrow j_\ast j_\ast K^l(L)$ is an isomorphism after Scs09a, Lemma 3.1.9, since $K^l(L)$ is a direct sum of restrictions of vector bundles to pairwise diagonals $\Delta_4$ of codimension 2 and every irreducible component of the closed subscheme $W$ has codimension 4. Since $j_\ast j_\ast E^0(n,k) \simeq E^0(n,k)$ because $E^0(n,k) \simeq S^k V_L$ is a vector bundle, we conclude by induction on $l$ that

$$j_\ast j_\ast E^l(n,k) \simeq E^l(n,k)$$

and that $j_\ast j_\ast D^l_j = D^l_j$ for all $0 \leq l \leq k - 1$. Together with (3.11), this gives the result. \hfill \blacksquare

Remark 3.35. In the sequel we will never use the spectral sequence $E^{p,q}_1$, or its invariants $(E^{p,q}_1)^H$ or $(E^{p,q}_1)^{G \times H}$ any more; we will just need the operators $D^l_j$ explained above. Therefore, we will no more use the notation $\bar{d}^l$ for the higher differential of a spectral sequence; on the other hand we will use this notation for another differential, as the following remark explains.

Remark 3.36. Suppose that $X$ is a smooth affine surface, $X = \text{Spec} (R)$, with $R$ a finitely generated $\mathbb{C}$-algebra. Consider the sheaves $J^l \mathcal{O}_X$ of $l$-jets over $X$ (see, for example Gro67, 16.3.2]). The sequences

$$0 \longrightarrow S^l \Omega_X^1 \longrightarrow J^l \mathcal{O}_X \longrightarrow J^{l-1} \mathcal{O}_X \longrightarrow 0 \tag{3.12}$$

split because $X$ is affine: let $\tau : J^l \mathcal{O}_X \longrightarrow S^l \Omega_X^1$ the morphism of $\mathcal{O}_X$-modules defining the splitting. As a consequence one can define a higher differential $d^l : \mathcal{O}_X \longrightarrow S^l \Omega_X^1$ as the composition

$$d^l : \mathcal{O}_X \xrightarrow{j_l} J^l \mathcal{O}_X \xrightarrow{\tau} S^l \Omega_X^1,$$

where the first morphism $j_l$ is the jet projection. Equivalently, we can define $d^l$ via the formula $d^l f = j_l f - j_{l-1} f$, where $J^{l-1} \mathcal{O}_X$ is seen inside $J^l \mathcal{O}_X$ via the splitting. On the other hand we can define another differential $\bar{d}^l_\Delta$ in the following way. Note first that the sheaves $\mathcal{O}_{X_2}/J^{l+1}_\Delta$ and $(J^l \mathcal{O}_X)_\Delta$ are isomorphic; however, they are just isomorphic as sheaves, and not as $\mathcal{O}_{X_2}$-modules. In any case the splitting of (3.12), together with the isomorphism of sheaves $\mathcal{O}_{X_2}/J^{l+1}_\Delta \simeq (J^l \mathcal{O}_X)_\Delta$ induce a morphism of sheaves

$$\mathcal{O}_{X_2}/J^{l+1}_\Delta \longrightarrow (S^l \Omega_X^1)_\Delta \tag{3.13}$$

The differential $\bar{d}^l_\Delta$ is then defined as the composition:

$$\bar{d}^l_\Delta : \mathcal{O}_{X_2} \longrightarrow \mathcal{O}_{X_2}/J^{l+1}_\Delta \longrightarrow (S^l \Omega_X^1)_\Delta$$

of the jet projection $j^{l}_\Delta : \mathcal{O}_{X_2} \longrightarrow \mathcal{O}_{X_2}/J^{l+1}_\Delta$ followed by the morphism (3.13).

Analogously, for any $A \subseteq \{1, \ldots, n\}$, $|A| = 2$, we can define a higher differential $d^l_A : \mathcal{O}_{X^n} \longrightarrow (S^l \Omega_X^1)_A$. Again, $d^l_A$ is just defined as a morphism of sheaves and not of $\mathcal{O}_{X_2}$-modules.
We will denote with \( j^l_A : \mathcal{O}_{X^l} \longrightarrow \mathcal{O}_{X^l}/I_A^{l+1} \) the partial \( l \)-jet projection. If \( A = \{a_0, a_1\}, a_0 < a_1 \) we have that, on a global section \( f_1 \otimes \cdots \otimes f_n \in R^\otimes n \) of \( \mathcal{O}_{X^l} \), where \( f_i \in R \), the partial differential \( d^l_A \) acts as

\[
d^l_A(f_1 \otimes \cdots \otimes f_n) = d^l_A(f_A) \otimes f_A = (f_a d^l f_{a_1}) \otimes f_A \in S^l \Omega^1_R \otimes R^\otimes n-2
\]

where for a multiindex \( B \subseteq \{1, \ldots, n\} \), we indicated with \( f_B \) the element \( f_B := \otimes_{i \in B} f_i \), and where we identified \((S^l \Omega^1_R)_A \otimes \mathcal{O}_{X^A} \) via the automorphism \((\sigma_A)_*\).

With these notations the operators \( D^l_{\mu,A} : E^l(n,k) \longrightarrow K^l \) can be written as:

\[
D^l_{\mu,A}(x\lambda) = \sum_{\beta \in \epsilon_{\alpha}(l+1) \atop \beta_\lambda = 0} (-1)^\beta \left( \begin{array}{c}
l + 1 \\
\beta
\end{array} \right) d^l_A(x_{\beta_\mu}) ,
\]

and can hence be extended to operators \( D^l_{\mu,A} : S^k \mathcal{V}_{O_X} \longrightarrow K^l \).

As a consequence of theorem 3.34 we have the following explicit characterization for the image of the Bridgeland-King-Reid transform \( p_* q^* S^k \mathcal{O}^{[n]}_X \) as a subsheaf of \( S^k \mathcal{V}_{O_X} \). The proof follows immediately form remark 3.36.

**Corollary 3.37.** Let \( X \) be a smooth affine surface. The sheaf \( p_* q^* S^k \mathcal{O}^{[n]}_X \) over \( X^l \) is the subsheaf of \( S^k \mathcal{V}_{O_X} \) whose sections \( x = (x_\lambda) \in S^k \mathcal{V}_{O_X} = \oplus_{\lambda \in \epsilon_{\alpha}(k)} \mathcal{O}_X \) satisfy the system of higher order restrictions \( D^0 x = 0 = D^1 x = \cdots = D^{k-2} x \), or, equivalently

\[
\sum_{\beta \in \epsilon_{\alpha}(l+1) \atop \beta_\lambda = 0} (-1)^\beta \left( \begin{array}{c}
l + 1 \\
\beta
\end{array} \right) d^l_A(x_{\beta_\mu}) = 0 \quad \forall (\mu, A) \in B(k,l+1), 0 \leq l \leq k - 2
\]

**Remark 3.38.** The operators \( D^l_2 \) are essentially the \( \mathfrak{S}_k \)-invariant version of the operators \( \varphi_1 \) in Krug’s work [Kru14]. However, the way these operators are found is completely different: Krug analyzes closely the natural morphism \( p_* q^* L^{[n]} \otimes \cdots \otimes p_* q^* L^{[n]} \longrightarrow p_* q^* (L^{[n]} \otimes \cdots \otimes L^{[n]}) \subseteq C^1_L \otimes \cdots \otimes C^1_L \), while we work out explicitly the higher differential in the spectral sequence \((j^* E^p_1)^{\otimes k}\).

**Remark 3.39.** As mentioned in the introduction, higher order restrictions of the kind of \( D^l_2 \) appear naturally in presence of nontransverse intersections. The easiest nontrivial example is that of three distinct lines \( \ell_1, \ell_2, \ell_3 \) in the plane \( \mathbb{C}^2 \), intersecting in a point \( P \). Let \( Z \) be the scheme-theoretic union of the three lines. Consider its structural sheaf \( \mathcal{O}_Z \). The natural sequence

\[
0 \longrightarrow \mathcal{O}_Z \longrightarrow \oplus_i \mathcal{O}_{\ell_i} \longrightarrow \oplus_{i<j} \mathcal{O}_{\ell_i \cap \ell_j} \longrightarrow 0
\]

is not exact at the center (nor at the right). Indeed, to determine the sheaf \( \mathcal{O}_Z \) it is not sufficient to consider triples \( (f_1, f_2, f_3) \) of regular functions \( f_i \) over lines \( \ell_i \) pairwise coinciding at the intersection point \( P \) (that is, such that \( d^0(f_1, f_2, f_3) = 0 \)). We have to impose a second condition that the derivatives of \( f_i \) in \( P \) have to be dependent. The condition on derivatives may be given in terms of a higher order restriction \( d^1 : \ker d^0 \longrightarrow \mathcal{O}_P \) (see [Sca05] Remark 2.1]). Hence, setting \( F^3 := \ker d^1 \), the sheaf \( \mathcal{O}_Z \) can be see as the last term of a decreasing filtration \( \mathcal{O}_Z = F^2 \subset F^1 \subset F^0 = \oplus \mathcal{O}_{\ell_i} \) or \( \oplus \mathcal{O}_{\ell_i} \).

In our situation, to be non-transverse are the irreducible components \( Z \) of the Haiman polygraph \( D(n,k) \subseteq X^k \times X^k \) or better of its \( \mathfrak{S}_k \)-quotient \( Z = D(n,k)/\mathfrak{S}_k \subseteq X^k \times S^k X \). Using the hyperderived spectral sequence associated to the derived tensor product \( K_{Z_1} \otimes \cdots \otimes L K_{Z_r} \) of the complexes

\[
K_{Z_j} : 0 \longrightarrow \mathcal{O}_{X^k \times S^k X} \longrightarrow \mathcal{O}_{Z_j} \longrightarrow 0
\]

in the spirit of [Sca09a] section 3.2, one could characterize the structural sheaf of the polygraph in terms of higher order restrictions \( D^l \). Pushing everything forward to \( X^k \), we would get the higher order restrictions \( D^l_2 \) for trivial \( L \). For nontrivial \( L \), one has just to straightforwardly tensorize the complexes \( K_{Z_j} \) with adequate pull backs of the line bundles \( L \) as in [Sca09a].
We finish this subsection proving a useful formula for the higher order restrictions $D^l_{\mu,A}$ in terms of analogous operators for the case of two points.

**Notation 3.40.** If $n = 2$, then the indication of the subset $A = \{1,2\}$ will be omitted and we will just denote with $D^l_\theta$ the operator $D^l_{\theta,\{1,2\}}$, with $\theta$ a composition of $k-l-1$ supported in $\{1,2\}$.

**Notation 3.41.** Let $A \subseteq \{1,\ldots,n\}$, $|A| = 2$, and let $\mu$ be a composition supported in $\bar{A}$. Denote with $q^\mu_A$ the projection

$$q^\mu_A : S^k V_L \simeq \bigoplus_{\lambda \in c_n(\mu)} L^\lambda \longrightarrow \bigoplus_{\beta \in c_n(k-|\mu|)} L^\beta,$$

Under the automorphism $(\sigma_A)_*$, defined in remark 2.15, the term on the right corresponds to $S^{k-|\nu|}(L_{a_0} \oplus L_{a_1}) \boxtimes L^\nu$. Denote with $q^\mu_A$ the composition of morphisms

$$q^\mu_A := (\sigma_A)_* \circ q^\mu_A : S^k V_L \longrightarrow S^{k-|\nu|}(L_{a_0} \oplus L_{a_1}) \boxtimes L^\nu.$$

**Remark 3.42.** Let $(\mu, A) \in B(k, l + 1)$. Consider an affine open subset of the form $U^n$, such that $U$ is an affine open subset of $X$ over which $L$ is trivial. In the identification $X^n \simeq X^A \times X^\bar{A}$, we have, over $U^n \simeq U^A \times U^{\bar{A}}$:

$$D^l_{\mu,A} = (D^l_{\mu,A} \boxtimes \text{id}) \circ q^\mu_A.$$

**Proof.** Remark first of all that, necessarily, $l + 1 \leq k - |\mu_A|$. In the identification $X^n \simeq X^A \times X^\bar{A}$ the sheaf $\mathcal{O}_{X^n}/I^l_{\bar{A}}$ corresponds to $\mathcal{O}_{X^l}/I^l_{\bar{A}} \boxtimes \mathcal{O}_X$. Now the automorphism $(\sigma_A)_* : \mathcal{O}_{X^n} \longrightarrow \mathcal{O}_{X^A} \boxtimes \mathcal{O}_X$, introduced in remark 2.15, satisfies the commutation relation $(j^H \boxtimes \text{id}) \circ (\sigma_A)_* = (\sigma_A)_* \circ j^H$. Hence, in the identification $U^n \simeq U^A \times U^{\bar{A}}$,

$$D^l_{\mu,A}((x_\lambda)_{\bar{A}}) = \sum_{\beta \in c_n(l+1)} (-1)^\beta \ell(\beta) (\sigma_A)_* j^H(\beta)_{\bar{A}}(x_{\beta\mu})
= \sum_{\beta \in c_n(l+1)} (-1)^\beta \ell(\beta) (j^H \boxtimes \text{id})(\sigma_A)_*(x_{\beta\mu})
= \sum_{\beta \in c_n(l+1)} (-1)^\beta \ell(\beta) (j^H \boxtimes \text{id})(\sigma_A)_*(x_{\beta\mu\delta\lambda})
= (D^l_{\mu,\bar{A}} \boxtimes \text{id}) \circ q^\mu_A((x_\lambda)_{\bar{A}}).$$

**Proposition 3.43.** Let $r$ be an integer, $0 \leq r \leq k - 1$. If $x \in E^r(n,k) \subseteq S^k V_L$, then, for all composition $\nu$ supported in $\bar{A}$, with $|\nu| \leq k - r - 1$, we have $q^r_\lambda(x) \in E^r(2,k-|\nu|) \boxtimes L^\nu$. Moreover, if $x \in E^r(n,k)$, $r \leq k - 2$, for all $0 \leq l \leq r$ and for all $(\mu, A) \in B(k,l + 1)$, then $|\mu_A| \leq k - l - 1$ and

$$D^l_{\mu,A}x = (D^l_{\mu,\bar{A}} \boxtimes \text{id}) \circ q^r_\lambda(x). \quad (3.14)$$

**Proof.** By complete induction on $r$. For $r = 0$ we just have $E^0(n,k) = S^k V_L$ and $E^0(2,k-|\nu|) = S^{k-|\nu|}(L_{a_0} \oplus L_{a_1})$: hence the first statement is trivially verified. For $(\mu, A) \in B(k,1)$, we just have to compare $D^0_{\mu,A}$ with $(D^0_{\mu,\bar{A}} \boxtimes \text{id}) \circ q^r_\lambda$ under the identification given by $\sigma_A$: this follows trivially from the definitions, since the operators in question are just difference of restrictions. Suppose the proposition holds for $r$. Let $x \in E^{r+1}(n,k)$ and $\nu$ a composition supported in $\bar{A}$, $|\nu| \leq k - r - 2$. Hence $|\nu| \leq k - r - 1$, and by inductive hypothesis, $q^r_\lambda(x) \in E^r(n,k-|\nu|) \boxtimes L^\nu$. We need to prove that $q^r_{\lambda}(x) \in E^{r+1}(n,k-|\nu|) \boxtimes L^\nu$; to do this, we just need to prove that for all $\theta \in c_2(k-|\nu| - r - 1)$ $(D^r_{\theta} \boxtimes \text{id}) \circ q^r_{\lambda}(x) = 0$. Via the identification $\sigma_A$ we can think of $\theta$ as a composition $\theta \in c_n(k-|\nu| - r - 1)$ supported in $\bar{A}$, and hence $\theta \nu$ as a composition of $k - r - 1$. By the inductive hypothesis we have

$$D^r_{\theta\nu}x = (D^r_{\theta} \boxtimes \text{id}) \circ q^r_{\lambda}(x) = 0$$
since \( x \in E^{r+1}(n,k) \). Hence \( q_\lambda^* x \in E_r^{r+1}(n,k-|\nu|) \otimes L^\nu \).

In order to prove the second statement we just have to prove the case \( l = r + 1 \). Therefore, suppose that \((\mu, A) \in B(k,r+2)\). Then \( k - r - 2 = |\mu| = |\mu_A| + |\mu_A|\) which proves that \(|\mu_A| \leq k - r - 2 = k - l - 1\). Then, by what we just proved, \( q_\lambda^* x \in E^{r+1}(2,k-|\mu_A|) \otimes L^{\mu_A} \). But then we can apply the operator \( D^{r+1}_\mu \otimes \text{id} \) to \( q_\lambda^* x \) and hence compare, via the identification provided by \( (\sigma, A)_L \), the operators \( D^{r+1}_{\mu_A} \) and \( (D^{r+1}_\mu \otimes \text{id}) \circ q^*_A \). This can be done locally on an affine open set, and hence follows from remark 3.42.

### 3.6 Invariant operators

In this last subsection we apply theorem 3.34 to obtain a description of the direct image \( \mu_*S^kL[n] \) over the symmetric variety \( S^nX \) in terms of kernels of invariant operators \( (D_L^l)^G \). We will also give explicit local formulas for the operators \( (D_L^l)^G \).

#### 3.6.1 \( G \)-invariant operators

We start by defining \( G \)-invariants of the sheaves appeared in the previous sections. Remember that the map \( \eta_l : B(k,l) \rightarrow A(k,l) \) sending a couple \((\theta, A) \in B(k,l)\) to \((\nu(\theta_A), \nu(\theta_A))\) — where \( \nu(\theta_A) \) and \( \nu(\theta_A) \) are the partitions associated to the compositions \( \theta_A \) and \( \theta_A \), respectively — is the quotient map for the group \( G \) acting on \( B(k,l) \).

**Notation 3.44.** Let \( l \) an integer, \( 0 \leq l \leq k - 2 \). Write \( \mathcal{K}^l(L) := K^l(L)^G \). For \((\mu, \nu) \in A(k,l+1)\), denote with \( K^l_{\mu,\nu} \) the sheaf:

\[
K^l_{\mu,\nu} := \left( \bigoplus_{(\theta, A) \in B(k,l+1)} \pi_* K^l_{\theta, A}(L) \right)^G.
\]

Remark that the sheaf \( K^l_{\mu,\nu} \) is isomorphic, by Danila’s lemma, to \((\pi_* K^l_{(\theta, A)})_{\text{Stab}(G,(\theta, A))}\), where \((\theta, A)\) is a chosen point in \( \eta_l^{-1}(\mu, \nu) \).

**Remark 3.45.** It is evident, after what we said in the beginning of subsection 3.3 and even more after corollary 3.32 and theorem 3.34, that the \( G \)-sheaves \( K^l(L) \) are isomorphic to the terms \((E^{l+1,-l}_1)^H\) of subsection 2.3. In particular, if \( \eta_l(\theta, A) = (\mu, \nu) \) with \( \mu \) of the form \((h, h)\), \( \text{Stab}(G,(\theta, A)) \) contains the subgroup \( G(A) \cong \mathbb{Z}_2 \), which acts on \( \pi_* K^l_{(\theta, A)}(L) \) via the alternating representation \( \varepsilon_2 \) and makes the invariants \((\pi_* K^l_{(\theta, A)}(L))_{\text{Stab}(G,(\theta, A))}\) vanish.

By remarks 3.44 and 2.6 we have, over \( S^nX \):

\[
(S^kV_L)^G \cong \bigoplus_{\lambda \in p_{k}(k)} E^\lambda, \quad (K^l(L))^G \cong \bigoplus_{(\mu, \nu) \in A(k,l+1)} K^l_{\mu,\nu} = \bigoplus_{(\mu, \nu) \in A_0(k,l+1)} K^l_{\mu,\nu}.
\]

**Notation 3.46.** Denote with \( \mathcal{E}^l(n,k) \) the sheaf of invariants \( \mathcal{E}^l(n,k) := \mathcal{E}^l(n,k)^G \) over the symmetric variety \( S^nX \) and with \( \mathcal{D}^l_L \) the \( G \)-invariant operators

\[
\mathcal{D}^l_L := (D_L^l)^G : \mathcal{E}^l(n,k) \rightarrow \mathcal{K}^l(L).
\]

For \((\mu, \nu) \in A(k,l+1)\), denote moreover with \( \mathcal{D}^l_{\mu,\nu} \) the \((\mu, \nu)\) component of \( \mathcal{D}^l_L \). Note that, if \((\mu, \nu) \notin A_0(k,l+1)\) the component \( \mathcal{D}^l_{\mu,\nu} \) is identically zero.

Since in our context taking \( G \)-invariants is an exact functor, we have \( \ker \mathcal{D}^l_L = \mathcal{E}^{l+1}(n,k) \). As an immediate consequence of theorem 3.34 we have the following

**Theorem 3.47.** Over the symmetric variety \( S^nX \) the sheaves \( \mathcal{E}^l(n,k) \) define a finite decreasing filtration of \((S^kV_L)^G\) such that

\[
R_{\mu_*S^kL[n]} \cong q_{is} \mu_*S^kL[n] \cong \mathcal{E}^{k-1}(n,k) = \ker \mathcal{D}^{k-2}_L.
\]
We now proceed to find explicit local formulas for the operators $\mathcal{D}_i^1$: these formulas will be essential in section 4. Before we begin, we give the following notation.

**Notation 3.48.** Let $r$ a nonnegative integer. For $\lambda, \mu \in c_n(r)$, with $\lambda \geq \mu$ (according to notation 3.11) set as $\beta = \lambda/\mu$ the composition defined by $\beta_i = \lambda_i - \mu_i$.

### 3.6.2 The case $n = 2$.

For $n = 2$ we have that $B(k, l)$ identifies to the set $c_2(k - l)$ of compositions of $k - l$ of range 2 and $A(k, l)$ identifies to the set $p_2(k - l)$ of partitions of $k - l$ of length $\leq 2$. Hence we will simply write $K_i^l(L)$, with $\mu \in c_2(k - l - 1)$ for the components of $K_i^l(L)$ and $D_i^l$ for the components of $D_i^l$: analogously if $\mu \in p_2(k - l - 1)$ we will just write $K_i^l$ for the components of $K_i^l(L)$ and $D_i^l$ for the components of $D_i^l$. If $\mu \in p_2(k - l - 1)$, the component $\mathcal{D}_i^l$ of the differential $\mathcal{D}_i^l$ is given by the composition

$$\mathcal{D}_i^l : E^l(2, k) = \pi_*(E(2, k))^G \xrightarrow{\pi_*(E(2, k)}} \pi_*(E(2, k)) \xrightarrow{\pi_*D_i^l} \pi_*K_i^l(L).$$

Since $E^l(2, k) \subseteq (S^kV_L)^G \simeq \bigoplus_{\lambda \in p_2(k)} L^\lambda$, we write a local section $x \in E^l(2, k)$ as $(x_\lambda)$. Recalling that if $I$ is a finite set equipped with a transitive action of a finite group $G$ and $M = \bigoplus_{i \in I} M_i$ is a $G$-module, where the $G$ action on $M$ is compatible with the $G$ action on $I$ (see [Sca09a, section 2.4]), the isomorphism of Danila’s lemma $M_{\text{Stab}(\iota_0)} \simeq M^G$, with $\iota_0 \in I$, is given by $u \mapsto \sum_{[g] \in G/\text{Stab}(\iota_0)} gu$. Here $G/\text{Stab}_G(\iota_0)$ has to be seen just as a collection of cosets. Hence the map

$$\bigoplus_{\lambda \in p_2(k)} L^\lambda \simeq \pi_*((S^kV_L)^G) \xrightarrow{\pi_*} \pi_*S^kV_L = \bigoplus_{\lambda \in c_2(k)} \pi_*L^\lambda$$

is given by $(x_\lambda) \mapsto (x_\lambda^\lambda)$, where $\lambda^\lambda$ runs among compositions of the form $\lambda^\lambda = \sigma\lambda$ with $\sigma \in G$ and $\lambda \in p_2(k)$ and where $x_{\sigma\lambda} = \sigma x_\lambda$. Now take $(x_\lambda)\lambda$ a local section of $E^l(2, k)$ over an affine open set of the form $S^2U$, $U$ being an affine open set of $X$ such that $L$ is trivial over $U$. By what we said, if $\mu \in p_2(k - l - 1)$,

$$\mathcal{D}_i^l(x_\lambda)\lambda = (\pi_*D_i^l)(x_\lambda^\lambda) = \sum_{\beta \in c_2(t+1)} (-1)^{\beta}(l+1)\beta x_{\beta\mu} \biggl|_{i+1}$$

$$= \sum_{\lambda' \in p_2(k), \lambda' \geq \mu} \left(\sum_{\lambda'' \in q_2(k), \lambda'' \geq \lambda'} (-1)^{\lambda'/\mu}(l+1)\lambda'' x_{\lambda''} \right) \biggl|_{i+1},$$

where the last term is seen as a local section of $K_i^l = \pi_*(S^kV_X^1 \otimes Lk)_\Delta$, since the sum inside the square bracket belongs to $I_\Delta^1 \otimes L^k$.

**Example 3.49.** Take $k = 3$. Then $(S^3V_L)^G \simeq \bigoplus_{\lambda \in p_2(3)} L^\lambda = L^3 \oplus L^{2,1}$. A local section $x$ of $(S^3V_L)^G$ over an affine open set $S^2U$, where $U$ is an affine open set of $X$ such that $L$ is trivial over $U$, can be written as $(x_{3,0}, x_{2,1})$. Suppose that $x \in E^l(2, 3)$. Then

$$\mathcal{D}_i^l_{(1,0)} x = \left[(-1)^{(3,0)/(1,0)} \left(\begin{array}{c} 2 \\ (3,0)/(1,0) \end{array} \right) x_{(3,0)} + (-1)^{(2,1)/(1,0)} \left(\begin{array}{c} 2 \\ (2,1)/(1,0) \end{array} \right) x_{(2,1)} \right]_{I_\Delta^3}$$

$$+ \left[(-1)^{(1,2)/(1,0)} \left(\begin{array}{c} 0 \\ (1,2)/(1,0) \end{array} \right) \sigma x_{2,1} \right]_{I_\Delta^3}$$

$$= \left[(-1)^{2} \frac{2}{2} x_{(3,0)} + (-1)^{1} \frac{2}{1} x_{(2,1)} + (-1)^{0} 0 \sigma x_{2,1} \right]_{I_\Delta^3} = [x_{3,0} - 2x_{2,1} + \sigma x_{2,1}]_{I_\Delta^3}.$$
where \([\cdot, \cdot]\) is the bracket \(H^{0}(X, L^2) \otimes H^{0}(X, L) \rightarrow H^{0}(X, \Omega^{1}_{X} \otimes L^{3})\) defined locally by \([g_{1}, g_{2}] := 2g_{1}dg_{2} - g_{2}dg_{1}\). This bracket appears, for example, in \([\text{Gre94}]\).

3.6.3 The general case.

Let’s discuss now the case with general \(n\). We will use the following diagram:

\[
\begin{array}{ccc}
S^{2}X \times S^{n-2}X & \xrightarrow{\nu} & S^{n}X \\
\pi \downarrow & & \downarrow \pi \\
\hat{\pi} & & \end{array}
\]

where \(\hat{\pi}\) is the \(\mathfrak{S}_{2} \times \mathfrak{S}_{n-2}\) quotient map and \(v\) is the induced map from the partial to the total quotient.

Take \((\theta, \nu) \in A_{0}(k, l + 1)\). The component \(G_{\theta, \nu}\) of the \(G\)-invariant differential \(G_{L}\) is, by definition, the composition:

\[
G_{\theta, \nu} : \mathcal{E}^{l}(n, k) = (\pi_{*}E^{l}(n, k))^{G} \xrightarrow{\pi_{*}D_{\theta, \nu}^{\Delta}} \pi_{*}K^{l}_{\theta, \nu}(L).
\]

Note that starting with an element in \(\mathcal{E}^{l}(n, k) = (\pi_{*}E^{l}(n, k))^{G}\), that is, invariant by \(G\), we will correctly finish with an element \(G_{\theta, \nu}x \in \pi_{*}(K^{l}_{\theta, \nu}(L))_{\text{Stab}_{n-2}(\nu)} \simeq K^{l}_{\theta, \nu} \simeq v_{*}(\{S^{l}\Omega^{1}_{X} \otimes L^{l+1+|\theta|}\Delta \otimes L^{\nu})\). We want to find a simpler way to write it, along with an explicit local expression.

**Notation 3.50.** Let \(\mu, \nu\) two partitions of \(i\) and \(m - i\), respectively, for \(i, m\) nonnegative integers with \(i \leq m\). We denote with \(\mu \sqcup \nu\) the unique partition of length \(l(\mu) + l(\nu)\) associated to the composition of \(m = |\mu| + |\nu|\) with value \(\mu_{j}\) if \(1 \leq j \leq l(\mu)\) and \(\nu_{j - l(\mu)}\) if \(j > l(\mu)\).

With this notation, it is easy to see that over \(S^{2}X \times S^{n-2}X\),

\[
(S^{k}V_{L})_{\mathfrak{S}_{2} \times \mathfrak{S}_{n-2}} \simeq \bigoplus_{\nu \leq \nu_{0}} \mathcal{L}^{\mu} \otimes \mathcal{L}^{\nu}.
\]

(3.15)

**Notation 3.51.** For a partition \(\nu_{0}\) of \(l\), \(0 \leq l \leq k\), \(l(\nu_{0}) \leq n - 2\), denote with \(q_{\nu_{0}}\) the composition of maps

\[
q_{\nu_{0}} : (\pi_{*}S^{k}V_{L})^{G} \xrightarrow{\pi_{*}(q^{\nu_{0}})} (\pi_{*}S^{k}V_{L})_{\mathfrak{S}_{2} \times \mathfrak{S}_{n-2}} \simeq \bigoplus_{\nu \leq \nu_{0}} v_{*}(\mathcal{L}^{\mu} \otimes \mathcal{L}^{\nu}) \rightarrow \bigoplus_{\mu \in \mathfrak{S}_{2} \times \text{Stab}_{n-2}(\nu_{0})} v_{*}(\mathcal{L}^{\mu} \otimes \mathcal{L}^{\nu_{0}}),
\]

where the isomorphism in the middle is induced by (3.15).

**Lemma 3.52.** The diagram

\[
\begin{array}{ccc}
(\pi_{*}S^{k}V_{L})^{G} & \xrightarrow{q_{\nu_{0}}} & (\pi_{*}(L^{\mu} \otimes L^{\nu_{0}}))_{\mathfrak{S}_{2} \times \text{Stab}_{n-2}(\nu_{0})} \\
\downarrow \pi_{*}S^{k}V_{L} & & \downarrow \pi_{*}(q^{\nu_{0}}) \\
\pi_{*}(L^{\mu} \otimes L^{\nu_{0}}) & & \end{array}
\]

where the vertical maps are natural injections, is commutative. In the second line of the diagram \(\nu_{0}\) is thought as a composition of supported in \(\{3, \ldots, n\}\) via the unique order-preserving bijection \(\{1, \ldots, n - 2\} \simeq \{3, \ldots, n\}\).

**Proof.** It is sufficient to check the commutativity locally on an affine open set, where we can identify sheaves with the modules of sections. Let \(M\) be the module of sections of \(\bigoplus_{\lambda \in c_{n}(k)} \pi_{*}(L^{\lambda})\), \(G = \mathfrak{S}_{n}\), \(L = c_{n}(k), J = c_{2}(k - |\nu_{0}|) \times \{\nu_{0}\}\), \(H = \mathfrak{S}_{2} \times \text{Stab}_{n-2}(\nu_{0})\). Then the commutativity of the diagram follows directly from the following lemma, whose proof is straightforward, noting that \(q_{\nu_{0}} = q^{G}_{J,H} \circ i_{G,H}^{-1}\). \(\square\)
Lemma 3.53. Let $R$ a commutative $\mathbb{C}$-algebra. Let $G$ a finite group and $H \subseteq G$ a subgroup. Suppose that $G$ acts on a finite set $I$ and let $M = \bigoplus_{i \in I} M_i$ be a $R[G]$-module such that the $G$-action on $M$ is compatible with the $G$-action on $I$. Let moreover $J \subseteq I$ be a subset of $I$ such that $J$ is $H$-invariant. Set $M_J = \bigoplus_{j \in J} M_j$ and let $p_J$ the projection $M \rightarrow M_J$ on the summands in $J$. Then the following diagram is commutative:

$$
\begin{array}{ccc}
M^G & \xrightarrow{i_{G,H}} & M^H \\
i_G & \downarrow & \downarrow i_H \\
M & \rightarrow & M_J
\end{array}
$$

where $i_G$, $i_{G,H}$, $i_{J,H}$ and $i_H$ are natural injections.

We now come to the $G$-invariant version of formula \ref{3.14} expressing an operator $D^l_{\theta, \nu}$ in terms of the operator $D^l_{\theta}$ over $S^2X$.

**Proposition 3.54.** Let $r$ be a nonnegative integer, $r \leq k - 1$, let $x$ be a local section of $E^r(n, k)$ and let $\nu_0$ be a partition of weight $|\nu_0| \leq k - r - 1$ of length $l(\nu_0) \leq n - 2$. Then $q_{\nu_0}(x) \in \pi_* (E^r(2, k - |\nu_0|) \boxtimes L^{\nu_0})$. Moreover for all integers $l$, $0 \leq l \leq r$, and for all $\theta \in \pi_2(k - |\nu_0| - l - 1)$, $\theta \neq (h, h)$, we have

$$
D^l_{\theta, \nu_0}(x) = \pi_* (D^l_{\theta} \boxtimes \text{id}) \circ q_{\nu_0}(x). \tag{3.16}
$$

**Proof.** If $x \in E^r(n, k)$ then $x \in \pi_* E^r(n, k)^G$. Now by proposition \ref{3.43} the image of $E^r(n, k)$ for $q_{\nu_0(1,2)}$ is in $E^r(2, k - |\nu_0|) \boxtimes L^{\nu_0}$. Hence by lemma \ref{3.52} we have

$$q_{\nu_0}(x) = \pi_* (q_{\nu_0(1,2)}(x)) \in \pi_* (E^r(2, k - |\nu_0|) \boxtimes L^{\nu_0}) \boxtimes_{S^2} \text{Stab}_{\nu_0(1,2)}(\nu_0) \simeq \pi_* (E^r(2, k - |\nu_0|) \boxtimes L^{\nu_0}).$$

This proves the first statement.

As for the second, the invariant operator $D^l_{\theta, \nu_0}$ is computed by Danila’s lemma as $D^l_{\theta, \nu_0} = \pi_*(D^l_{\theta_{\nu_0}, (1,2)}) \circ i_G$. Hence, by lemma \ref{3.52} and by proposition \ref{3.43}

$$D^l_{\theta, \nu_0}(x) = \pi_*(D^l_{\theta_{\nu_0}, (1,2)}) \circ i_G(x) = \pi_* ([D^l_{\theta} \boxtimes \text{id}] q_{\nu_0(1,2)}(x)) = \pi_* (D^l_{\theta} \boxtimes \text{id}) \circ (\pi_* (q_{\nu_0(1,2)}(x))) \circ i_G(x) = \pi_* (D^l_{\theta} \boxtimes \text{id}) \circ (\pi_* (q_{\nu_0(1,2)}(x))) \circ i_G(x) = \pi_* (D^l_{\theta} \boxtimes \text{id}) \circ (\pi_* (q_{\nu_0(1,2)}(x))) \circ i_G(x).$$

Write now $\hat{\pi} : X^n \rightarrow S^2X \times S^{n-2}X$ as $\hat{\pi}_1 \times \hat{\pi}_2$, where $\hat{\pi}_1$ and $\hat{\pi}_2$ are the two projections from $X^n \rightarrow S^2X$ and $X^n \rightarrow S^{n-2}X$, respectively. Then:

$$D^l_{\theta, \nu_0}(x) = \pi_* \hat{\pi}_* (D^l_{\theta} \boxtimes \text{id}) \circ i_{\hat{\pi}_2} \circ \pi_* (\text{Stab}_{\nu_0(1,2)}(\nu_0)) \circ i_{\hat{\pi}_1}(x) = \pi_* \hat{\pi}_* (D^l_{\theta} \boxtimes \text{id}) \circ (\pi_* (\text{Stab}_{\nu_0(1,2)}(\nu_0))) \circ i_{\hat{\pi}_1}(x) \circ i_{\hat{\pi}_2}(x) = \pi_* (D^l_{\theta} \boxtimes \text{id}) \circ (\pi_* (\text{Stab}_{\nu_0(1,2)}(\nu_0))) \circ i_{\hat{\pi}_1}(x) = \pi_* (D^l_{\theta} \boxtimes \text{id}) \circ (\pi_* (\text{Stab}_{\nu_0(1,2)}(\nu_0))) \circ i_{\hat{\pi}_1}(x) = \pi_* (D^l_{\theta} \boxtimes \text{id}) \circ (\pi_* (\text{Stab}_{\nu_0(1,2)}(\nu_0))) \circ i_{\hat{\pi}_1}(x) \circ i_{\hat{\pi}_2}(x).$$

The last equality follows from the fact that the term $\pi_* (D^l_{\theta} \boxtimes \text{id}) \circ (\pi_* (\text{Stab}_{\nu_0(1,2)}(\nu_0))) \circ i_{\hat{\pi}_1}(x) \circ i_{\hat{\pi}_2}(x)$ is naturally $\text{Stab}_{\nu_0(1,2)}(\nu_0)$-invariant and hence seen in $\pi_* (K^l_{\theta, \nu_0}(L)) \boxtimes_{S^2} \text{Stab}_{\nu_0(1,2)}(\nu_0)$ and not just in $\pi_* (K^l_{\theta, \nu_0}(L)) \boxtimes_{S^2}.$

3.6.4 Action on global sections.

We finish the section by explicating how the invariant operators $D^l_{\theta, \nu}$ act on global sections of the sheaves $E^r(n, k)$.

**Notation 3.55.** Let $\lambda$ a partition of $k$, $\lambda = (\lambda_1, \ldots, \lambda_r)$. The exponential notation for the partition $\lambda$ is the writing $(1^{\alpha_1(\lambda)}, 2^{\alpha_2(\lambda)}, \ldots, m_\lambda^{\alpha_m(\lambda)})$, where $\alpha_\lambda(\lambda)$ is the number of times the integer $\lambda_i$ appears in the list $(\lambda_1, \ldots, \lambda_r)$ and where $\lambda_1 = m_\lambda$. We will also write $\lambda = \prod_{i=1}^{m_\lambda} i^{\alpha_i(\lambda)}$. 
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Thanks to the exponential notation of partitions we can express the global sections of sheaves \((S^k V_L)^G\) and \(K^l_{\theta,\nu}\). For brevity’s sake we just write \(H^i(F)\) for the \(i\)-th cohomology of a coherent sheaf \(F\) over the surface \(X\); if \(\lambda \in p_m(k)\), recalling notation \(2.17\) we will also write \(H^i(L^\nu_m)\) instead of the longer \(H^i(S^m X, L^\nu_m)\). First of all, if \(\mu\) is a partition of \(h\) of length \(l(\mu) \leq m\), we have:

\[
H^0(S^m X, L^\mu) \simeq \bigotimes_{i=1}^{m} S^{\alpha_i(\mu)} H^0(L^i) \otimes S^{m-l(\mu)} H^0(\mathcal{O}_X).
\]

Then:

\[
H^0(S^n X, (S^k V_L)^G) \simeq \bigoplus_{\lambda \in p_n(k)} H^0(S^n X, L^\lambda) \simeq \bigoplus_{\lambda \in p_n(k)} \bigotimes_{i=1}^{m} S^{\alpha_i(\lambda)} H^0(L^i) \otimes S^{n-l(\lambda)} H^0(\mathcal{O}_X)
\]

\[
H^0(S^n X, K^l_{\theta,\nu}) = H^0(S^l \mathcal{O}_X \otimes L^{[\theta]+1}) \otimes H^0(S^{n-2} X, L^\nu) = H^0(S^l \mathcal{O}_X \otimes L^{[\theta]+1}) \otimes \bigotimes_{i=1}^{m} S^{\alpha_i(\nu)} H^0(L^i) \otimes S^{n-l(\nu)-2} H^0(\mathcal{O}_X)
\]

Now, by proposition \(3.54\) in order to explicit the action of the operator \(\mathcal{D}^l_{\theta,\nu}\) on global sections, it is just sufficient to understand how the morphism \(q_{\nu_0}\) acts at the level of global sections. Let \(\lambda\) be a partition of \(k\) and let \(\lambda = \mu \prod_{i=1}^{n} i^\alpha_i\) in the exponential notation we can write \(\lambda = \prod_{i=1}^{n} i^\alpha_i, \quad \mu = \prod_{i=1}^{n} i^\beta_i, \quad \nu = \prod_{i=1}^{n} i^\gamma_i\), with \(\alpha_i = \beta_i + \gamma_i\). We define the operators:

\[
i^\lambda_{\mu,\nu} : H^0(L^\lambda_n) \to H^0(L^\mu_n) \otimes H^0(L^\nu_{n-2})
\]

as follows:

- If \(l(\mu) = 2\), then \(i^\lambda_{\mu,\nu}\) is defined as the natural map

\[
i^\lambda_{\mu,\nu} : H^0(L^\lambda_n) \simeq \bigotimes_{i} S^{\alpha_i} H^0(L^i) \otimes S^{n-l(\lambda)} H^0(\mathcal{O}_X) \to \bigotimes_{i} S^{\beta_i} H^0(L^i) \otimes S^{\gamma_i} H^0(L^i) \otimes S^{n-l(\lambda)} H^0(\mathcal{O}_X)
\]

induced by the inclusions \(S^{\alpha_i} H^0(L^i) \to S^{\beta_i} H^0(L^i) \otimes S^{\gamma_i} H^0(L^i)\);

- If \(l(\mu) = 1\), then \(i^\lambda_{\mu,\nu}\) is the composition

\[
i^\lambda_{\mu,\nu} : H^0(L^\lambda_n) \simeq \bigotimes_{i} S^{\alpha_i} H^0(L^i) \otimes S^{n-l(\lambda)} H^0(\mathcal{O}_X) \to H^0(L^\mu_n) \otimes \bigotimes_{i} S^{\gamma_i} H^0(L^i) \otimes S^{n-l(\lambda)-1} H^0(\mathcal{O}_X) \to H^0(L^\nu_{n-2}) \otimes H^0(\mathcal{O}_X)
\]

where the first map is induced by the natural injection \(S^{\alpha_i} H^0(L^i) \to H^0(L^\mu_n) \otimes S^{\gamma_i} H^0(L^i)\) and the second by the injection \(S^{n-l(\lambda)} H^0(\mathcal{O}_X) \to H^0(\mathcal{O}_X) \otimes S^{n-l(\lambda)-1} H^0(\mathcal{O}_X)\).

For a partition \(\nu_0\) with \(l(\nu_0) \leq n - 2\), the morphism \(q_{\nu_0}\) at the level of global sections is the composition:

\[
Q_{\nu_0} : \bigoplus_{\lambda \in p_n(k)} H^0(L^\lambda_n) \to \bigoplus_{\mu,\nu \in p_n(k)} H^0(L^\mu_n) \otimes H^0(L^\nu_{n-2}) \to \bigoplus_{\mu \in p_n(k)} H^0(L^\mu_n) \otimes H^0(L^\nu_{n-2})
\]

where the first map is induced by the morphisms \(i^\lambda_{\mu,\nu}\), while the second one is the projection onto some summands. Then, at the level of global sections we have:

**Corollary 3.56.** Let \(r\) be a nonnegative integer, \(r \leq k - 1\) and \(\nu_0\) a partition of weight \(|\nu_0| \leq k - r - 1\) and of length \(l(\nu_0) \leq n - 2\). If \(x \in H^0(S^n X, \mathcal{E}^r(n, k))\), then \(Q_{\nu_0}(x) \in H^0(S^2 X, \mathcal{E}^r(2, k - |\nu_0|)) \otimes H^0(S^{n-2} X, L_{n-2}^{\nu_0})\). Then, for all integers \(l\), \(0 \leq l \leq r\), and for all \(\theta \in p_2(k - |\nu_0| - l - 1), \theta \neq (h, h)\), we have

\[
\mathcal{D}^l_{\theta,\nu_0} = (D^l_\theta \otimes \text{id}) \circ Q_{\nu_0}
\]

where \(\mathcal{D}^l_\theta\) is the operator for the \(n = 2\) case, acting on the factor \(H^0(S^2 X, \mathcal{E}^r(2, k - |\nu_0|))\).
As an application of this corollary we could now give another proof of the following theorem by Danila [Dan07]. We will indicate more briefly with $H^0(\mathcal{E}^s(m,k))$ the global sections $H^0(S^mX,\mathcal{E}^s(m,k))$.

**Theorem 3.57.** Let $X$ a smooth algebraic surface with $H^0(O_X) \simeq \mathbb{C}$ (for example a smooth projective surface) and let $L$ be a line bundle on $X$. Let $k,n \in \mathbb{N}$, with $n \neq 0$ and $k \leq n$. We have

$$H^0(X[n],S^kL[n]) \simeq S^kH^0(X,L).$$

**Sketch of the proof.** Just to give a sketch of the idea, $H^0(X[n],S^kL[n])$ can be identified as the kernel of the recursively defined operator $\mathcal{D}_L^{k-2} : H^0(\mathcal{E}^{k-2}(n,k)) \longrightarrow H^0(\mathcal{E}^{k-2}(L))$. Now, if $H^0(O_X) \simeq \mathbb{C}$ it is not difficult to see that $\ker \mathcal{D}_L^{k-2} \simeq H^0(\mathcal{E}^{k-2}(n,k))$ is already isomorphic to $S^kH^0(X,L)$. Indeed, there is a natural map $H^0(\mathcal{E}(n,k)) \longrightarrow S^kH^0(X,L)$, given by the composition

$$H^0(\mathcal{E}(n,k)) \longrightarrow H^0((S^k\mathcal{V}_L)^G) \simeq \bigoplus_{\lambda \in p_n(k)} H^0(\mathcal{L}_n^\lambda) \longrightarrow H^0(\mathcal{L}_n^k) \simeq S^kH^0(X,L).$$

Analyzing more in detail the map $\mathcal{D}_L^k : H^0((S^k\mathcal{V}_L)^G) \longrightarrow H^0(\mathcal{L}_n^k)$ one could prove that the natural map above is injective. We won’t give more details here.

On the other hand since $H^0(O_X) \simeq \mathbb{C}$, for any $\lambda \in p_n(k)$, written as $\lambda = \prod_i \alpha_i^{n_i}$ in exponential notation, there is a natural contraction $c_\lambda : H^0(X) \longrightarrow H^0(\mathcal{L}_n^\lambda) \simeq \bigotimes_i \alpha_i S^{\alpha_i}H^0(L)$. It is not difficult to see that, if $x \in S^kH^0(X,L)$, the element $(c_\lambda x)_{\lambda \in p_n(k)}$ is in $H^0(\mathcal{E}(n,k))$; this proves that the natural map (3.17) is an isomorphism.

Moreover, one can see with a little more work, thanks to the characterization of $H^0(\mathcal{E}(n,k))$ given by the above isomorphism, that all higher operators $\mathcal{D}_L^k$ are zero restricted to $H^0(\mathcal{E}(n,k))$; hence $S^kH^0(X,L)$ can be identified to $\ker \mathcal{D}_L^{k-2} \simeq H^0(\mathcal{E}^{k-2}(n,k)) \simeq H^0(X[n],S^kL[n])$.

We now make a couple of examples of computations of operators $\mathcal{D}_L^k$ which will be useful in the sequel.

**Example 3.58.** (Affine case for $k = 3$). Let $X = \text{Spec}(R)$ a smooth affine surface, where $R$ is a finitely generated $\mathbb{C}$-algebra, and let $L$ be the trivial line bundle over $X$. We will identify coherent sheaves over $X$ with their modules of global sections. Hence a global section of $(\text{Affine case for } D)$ can be identified to $\ker H^0(\mathcal{E}^{k-2}(n,k))$. Then the operator $\mathcal{D}_L^3$ acts on each of the summand of $x$ of the form $y$ as:

$$\mathcal{D}_L^3(y) = \sum f d a_i \otimes a_i - 2g d g_1 \otimes b \in \Omega^1_R \otimes S^2R = K^1_L,$$

where we indicate with $a_i = a_{i-1}a_{i+1} \cdots a_{n-1} \in S^2R$. 

**Example 3.59.** (Affine case for $k = 4$). With the same hypothesis of the previous example, a global section of $X \otimes L^4 \otimes L^{4,1} \otimes L^{4,2} \otimes L^{4,1,1} \otimes L^{4,1,1,1}$ can be seen as an element in $(R \otimes S^1R) \otimes (R \otimes R \otimes S^2R) \otimes (S^3R \otimes S^4R)$. Then $x$ is a sum of elements of the form $y = (f \otimes a, g_1 \otimes g_2 \otimes b, h_1h_2h_3 \otimes c)$, where $f,g_1,g_2,h_1,h_2,h_3 \in R$, $a = a_1 \cdots a_{n-1} \in S^{n-1}R$, $b = b_1 \cdots b_{n-2} \in S^{n-2}R$, $c \in S^nR$. Suppose that $x$ belongs to $\mathcal{E}^1(n,3)$. The operator $\mathcal{D}_L^3$ acts on each of the summand of $x$ of the form $y$ as:

$$\mathcal{D}_L^3(y) = \sum f d a_i \otimes a_i - 2g d g_1 \otimes b + [h_i d h_2 + h_2 d h_1] \otimes c \in \Omega^1_R \otimes S^2R = K^3_L,$$

Suppose now $x \in \mathcal{E}^2(n,4)$. Then the operator $\mathcal{D}_L^3$ acts on each of the summand of $x$ of the form $y$ as:

$$\mathcal{D}_L^3(y) = \sum f d a_i \otimes a_i - 2g d g_1 \otimes b + [h_i d h_2 + h_2 d h_1] \otimes c + g_2 d g_1 \otimes b \in S^2\Omega^1_R \otimes S^2R = K^4_L.$$
4 The filtration $W^*$ on the direct image $\mu_\ast S^k L^n$.

The filtration $E^\ast(n, k)$ of $(S^k V_L)^G$ found in the previous section, together with theorems 3.34 and 3.47 cannot yet be used to get precise information on the sheaf $\mu_\ast S^k L^n$ for general $n$, since, in the case $n > 2$, the operators $R^1_L : E^1(n, k) \rightarrow K^1(L)$ are not surjective, as it will be clear in the sequel; at the same time, it seems difficult to understand directly the graded sheaves $\text{gr}^n_k$ of the filtration $E^\ast(n, k)$.

In this section we will introduce another filtration $W^\ast(n, k)$ of $(S^k V_L)^G$. The two filtrations $W^\ast$ and $E^\ast$ will induce a bifiltration $W^\ast \cap E^\ast$ of $(S^k V_L)^G$ and hence a filtration $W^\ast := W^\ast \cap E^{k-1}(n, k)$ of $E^{k-1}(n, k) \simeq \mu_\ast S^k L^n$.

For the filtration $W^\ast$, things behave in an a better way, so that it is easier to guess the graded sheaves $\text{gr}^n_k W^\ast$; as a consequence we will be able to deduce results on the cohomology of $S^k L^n$ for $n = 2$ and general $k$ and for general $n$ and low $k$.

We think, however, that similar results may be obtained in complete generality (see subsection 4.4). We begin the section defining the filtrations $V^\ast$ and $W^\ast$ and with some general notations and preliminary lemmas.

Definition 4.1. Let $n \in \mathbb{N}$, $n \geq 1$. Denote with $\leq_{rlex}$ the reverse lexicographic order on the set of partitions. For $\mu \in p_\mu(k)$ set:

$$V^\mu := \bigoplus_{\lambda \in p_\mu(k), \lambda \preceq_{rlex} \mu} \mathcal{L}^\lambda.$$  \hspace{1cm} (4.1)

The sheaves $V^\mu$ define a finite decreasing filtration $V^\ast$ on $(S^k V_L)^G$. Denote with $W^\ast$ the finite decreasing filtration of $E^{k-1}(n, k) \simeq \mu_\ast S^k L^n$, indexed on $p_\mu(k)$, induced by $V^\ast$, that is

$$W^\ast := V^\ast \cap E^{k-1}(n, k).$$

Remark 4.2. For any total order $\preceq$ on the set of partitions $p_\mu(k)$, the analogue of definition 4.1 that is $V^\mu := \bigoplus_{\lambda \in p_\mu(k), \lambda \preceq \mu} \mathcal{L}^\lambda$, defines a decreasing filtration on $(S^k V_L)^G$ and hence induces a decreasing filtration $W^\ast := V^\ast \cap E^{k-1}(n, k)$ on $E^{k-1}(n, k) \simeq \mu_\ast S^k L^n$. In this section we will use the reverse lexicographic order as total order on $p_\mu(k)$; on the other hand in subsection 4.4 we will explain how, if we hope to express a nice general result on the graded sheaves $\text{gr}_k^W$, it’s better to use another total order $\preceq$, introduced in definition 4.4.

The two orders coincide on partitions $p_\mu(k)$ with $k \leq 5$.

Notation 4.3. Let $m, n \in \mathbb{N}$, $2 \leq m \leq n$. Denote with $\Delta_m$ the subscheme of $X^n$ whose ideal sheaf $I_{\Delta_m}$ is the intersection of ideal sheaves $I_{\Delta_I}$ of pairwise partial diagonals $\Delta_I$, $I \subseteq \{1, \ldots, m\}, |I| = 2$. It is the inverse image of the so-called big diagonal in $X^m$ via the projection $p_m : X^n \rightarrow X^m$ onto the first $m$ factors.

Remark 4.4. An important fact about powers of the ideal sheaf of the scheme $\Delta_m$ in $X^n$ is the following equality. Over $X^n$, for all $s \in \mathbb{N}$ one has:

$$I^n_{\Delta_I} = \left( \bigcap_{I \subseteq \{1, \ldots, m\}, |I| = 2} I_{\Delta_I} \right)^s = I^n_{\Delta_m}. \hspace{1cm} (4.2)$$

This fact has been proven by Haiman in [Hai01 Corollary 3.8.3] for $n = m$ and follows trivially for $m \leq n$ by taking the pull back $p_m^\ast$ of (4.2) via the projection $p_m : X^n \rightarrow X^m$. We will use this fact in what follows.

Notation 4.5. Let $\mu \in c_\mu(k), l \in \mathbb{N}, m \in \mathbb{N}$, with $2 \leq m \leq n$. We denote with $L^\mu(-l\Delta_m)$ the sheaf over $X^n$ defined by:

$$L^\mu(-l\Delta_m) := L^\mu \otimes \bigcap_{I \subseteq \{1, \ldots, m\}, |I| = 2} I^l_{\Delta_I}. \hspace{1cm} (4.3)$$

Note that, by equality (4.2), the sheaf $L^\mu(-l\Delta_m)$ can also be defined by $L^\mu(-l\Delta_m) := L^\mu \otimes I^l_{\Delta_m}$, which justifies the notation. Now, if $\mu \in p_\mu(k)$ is a partition of $k$ of length $l(\mu)$ denote with $\mathcal{L}^\mu(-l\Delta)$ the sheaf over $S^n X$ defined by

$$\mathcal{L}^\mu(-l\Delta) := \pi_\ast \left( L^\mu(-l\Delta_{l(\mu)}) \right)^{\text{Stab}_{GC}(\mu)}.$$
In case we need to emphasize that the sheaf $\mathcal{L}^\mu(-l\Delta)$ lives on $S^n X$ we will write $\mathcal{L}^\mu_n(-l\Delta)$ instead of just $\mathcal{L}^\mu(-l\Delta)$.

**Remark 4.6.** Let $I \subseteq \{1, \ldots, n\}$, $|I| = 2$. The restriction $j^I_1 : I^1_{\Delta_I} \longrightarrow I^1_{\Delta_I} / I^1_{\Delta_I} \simeq (S^i \Omega^1_X) I$ of the partial jet projection $j_1^I$ (see remark 3.36) to the ideal $I^1_I \subseteq \mathcal{O}_X$ induces a global map, that will be indicated again with $d^1_I$:

$$d^1_I : \mu \otimes I^1_{\Delta_I} \longrightarrow \mu \otimes I^1_{\Delta_I} / I^1_{\Delta_I} \simeq (S^i \Omega^1_X \otimes L^{\mu|I}) I \otimes L^{\mu|I}.$$ 

Notation $d^1_I$ has first been introduced in remark 3.36 if $L = \mathcal{O}_X$; the notation we are giving here is compatible with the previous one. With the help of the differentials $d^1_I$ we can define a differential

$$d^\Delta_I : \mu(-l\Delta_m) \longrightarrow \bigoplus_{I \subseteq \{1, \ldots, m\}} I_{|I|=2} \otimes \mu \otimes I^1_{\Delta_I} / I^1_{\Delta_I} \simeq \bigoplus_{I \subseteq \{1, \ldots, m\}} (S^i \Omega^1_X \otimes L^{\mu|I}) I \otimes L^{\mu|I}.$$ 

whose kernel is easily seen, after (4.2), to be $\mu(-l + 1\Delta_m)$. Remark that if supp $\mu = \{1, \ldots, m\}$ the differential $d^\Delta_m$ is $\text{Stab}_G(\mu)$-equivariant. Therefore, if $\mu \in p_n(k)$ and $n = l(\mu)$, applying the functor $\pi_*^{\text{Stab}_G(\mu)}$, the previous map descends to a differential, noted with $d^\Delta_\mu$

$$d^\Delta_\mu : \mu(-l\Delta) \longrightarrow \bigoplus_{I \subseteq \{1, \ldots, l(\mu)\}} \pi_* \left( (S^i \Omega^1_X \otimes L^{\mu|I}) I \otimes L^{\mu|I} \right)^{\text{Stab}_G(\mu)}.$$ 

Its kernel is $\ker d^\Delta_\mu = \mu(-l + 1\Delta)$.

**Example 4.7.** For any $\mu \in c_2(k)$, the differential $d^\Delta_\mu$ is a map $d^\Delta_\mu : \mu(-l\Delta_2) \longrightarrow (S^i \Omega^1_X \otimes L^k)_\Delta$ and its kernel is $\mu(-l + 1\Delta_2)$. For any $\mu \in p_2(k)$ of length exactly 2, $d^\Delta_\mu$ is a map

$$d^\Delta_\mu : \mu(-l\Delta) \longrightarrow [\nu_*((S^i \Omega^1_X \otimes L^k_\Delta \otimes \mathcal{O}_{S_2} \otimes X))^{\text{Stab}_2(\mu)}],$$

of kernel $\mu(-l + 1\Delta)$. Again, if $\mu \not\equiv (h, h)$, the stabilizer is trivial.

**Example 4.8.** Let $\mu = 1^k$ in exponential notation. Then $d^\Delta_\mu$ is defined over $S^k X$ as:

$$d^\Delta_\mu : \mathcal{L}^k(-l\Delta) \longrightarrow \left[ \nu_*((S^i \Omega^1_X \otimes L^2_\Delta \otimes L^{k-2})) \right]^{\Theta_2},$$

where $\Theta_2$ is naturally acting on the factor $(S^i \Omega^1_X \otimes L^2_\Delta)$ with the sign $(-1)^l$. Hence, if $l$ is odd, $\mathcal{L}^k(-l\Delta) \simeq \mathcal{L}^k(-l + 1\Delta)$.

**Remark 4.9.** The restriction of the operator $\mathcal{D}^0_{(1)}$ to $\mathcal{L}^{k-2}$:

$$\mathcal{D}^0_{(1)} : \mathcal{L}^{k-2} \longrightarrow \mathcal{K}^0_{(1)}(k-2) \simeq \nu_* (L^2_\Delta \otimes \mathcal{L}^{k-2})$$

coincides with $d^0_\Delta$. Indeed it follows by definitions that the component $\mathcal{D}^0_{(1)}(k-2)$ is defined over $\mathcal{L}^{k-2}$ as:

$$\mathcal{L}^{k-2} \longrightarrow \nu_* (L^{\mu(1)}}_\Delta \otimes \mathcal{L}^{k-2}) \longrightarrow \nu_* (L^2_\Delta \otimes \mathcal{L}^{k-2}),$$

and $\mathcal{D}^0_{(1)}$ identifies to the restriction to $\Delta$, as seen with the definition. On the other $d^\Delta_\mu$ is defined as:

$$\pi_* (L^{k^\Delta}_\mu)^{\text{Stab}_G(\mu)} \longrightarrow \bigoplus_{I \subseteq \{1, \ldots, k\}} \pi_* (L^{k^\Delta}_\mu \otimes \mathcal{O}_{X^\mu} / I_{\Delta_I})^{\text{Stab}_G(\mu)} \simeq \pi_* (L^k \otimes \mathcal{O}_{X^\mu} / I_{\Delta_{12}})^{\Theta_2 \times \Theta_{n-2}},$$

where the last identification is due to Danila’s lemma. It’s clear that $d^0_\Delta$ factors via

$$\pi_* (L^{k^\Delta}_\mu)^{\text{Stab}_G(\mu)} \longrightarrow \pi_* (L^{k^\Delta}_\mu)^{\Theta_2 \times \Theta_{n-2}} \longrightarrow \pi_* (L^k \otimes \mathcal{O}_{X^\mu} / I_{\Delta_{12}})^{\Theta_2 \times \Theta_{n-2}}.$$ 

Now $\pi_* (L^k)^{\Theta_2 \times \Theta_{n-2}} \simeq \nu_* (L^{(1)} \otimes \mathcal{L}^{k-2})$, $\pi_* (L^k \otimes \mathcal{O}_{X^\mu} / I_{\Delta_{12}})^{\Theta_2 \times \Theta_{n-2}} \simeq \nu_* (L^2_\Delta \otimes \mathcal{L}^{k-2})$: the first map here above identifies to $q_{(1-2)}$, and the second one to the restriction to $\Delta$ on the first factor, and hence to $\nu_* (\mathcal{D}^0_{(1)} \otimes \text{id})$. Hence we have $d^\Delta_\mu = \mathcal{D}^0_{(1)}(k-2)$. 
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The natural line bundle $D_A$. Before proving the main result in the next subsections, in order to state it in the most general form, we introduce the natural line bundle on the Hilbert scheme of points $X^{[n]}$, associated to a line bundle on $X$. More precisely, if $A$ is a line bundle on $X$, the line bundle $A \boxtimes \cdots \boxtimes A$ ($n$-factors) on $X^n$ descends to a line bundle $D_A$ on $S^nX$, in the sense that $\pi^*D_A = A \boxtimes \cdots \boxtimes A$ [DN89 Thm 2.3]. As a consequence, the line bundle $D_A$ on $S^nX$ coincides with the sheaf of $G$-invariants, on $S^nX$, of the line bundle $A \boxtimes \cdots \boxtimes A$. Pulling-back the line bundle $D_A$ on $S^nX$ via the Hilbert-Chow morphism $\mu : X^{[n]} \to S^nX$ we get a line bundle $\mu^*D_A$ on the Hilbert scheme, called the natural line bundle on $X^{[n]}$ associated to the line bundle $A$ on $X$. For brevity’s sake, we will denote it again with $D_A$.

Remark 4.10. We have natural filtrations $V^* \otimes D_A$ and $L^* (n, k) \otimes D_A$ of $(S^k V_L)^G \otimes D_A$ over the symmetric variety $S^nX$, and hence a natural filtration $W^* \otimes D_A = (V^* \otimes E^{k-1}(n, k)) \otimes D_A$; but, because of projection formula $\mu_* (S^k L^{[n]} \otimes D_A) \simeq \mu_* S^k L^{[n]} \otimes D_A$, the last filtration yields naturally a filtration of $\mu_* (S^k L^{[n]} \otimes D_A)$.

Since the line bundle $D_A$ on the symmetric variety $S^nX$ is the descent of the line bundle $A \boxtimes \cdots \boxtimes A$ on $X^n$, using projection formula and taking $G$-invariants we have the following

Lemma 4.11. Let $F$ be a $G$-equivariant coherent sheaf over $X^n$. Then, over $S^nX$ we have

$$(\pi^G F) \otimes D_A \simeq \pi_*^G (F \otimes A^{\mathbb{R} n}) .$$

Remark 4.12. For $k = 2$ and any $n \geq 2$ it is immediate to prove the exact sequence:

$$0 \rightarrow L^{1,1} (-2\Delta) \otimes D_A \rightarrow \mu_* S^2 L^{[n]} \otimes D_A \rightarrow L^2 \otimes D_A \rightarrow 0 .$$

Indeed, it is sufficient to prove it for $A$–and hence $D_A$ – trivial. The sequence above is obtained taking kernels in the diagram

$$
\begin{array}{ccc}
0 & \rightarrow & L^{1,1} \rightarrow V^0 \rightarrow L^2 \rightarrow 0 \\
\rightarrow & & \downarrow \mu \downarrow \\
0 & \rightarrow & \mathcal{K}^0(L) \rightarrow \mathcal{K}^0(L) \rightarrow 0 & \rightarrow & 0
\end{array}
$$

Note that $\mathcal{K}^0(L) \simeq v_1 (L_\Delta^2 \boxtimes \mathcal{O}_{S^{n-2}X})$ and that the restriction $D_L^0 |_{L^{1,1}}$ coincides with $d_L^0 : L^{1,1} \rightarrow v_1 (L_\Delta^2 \boxtimes \mathcal{O}_{S^{n-2}X})$, that is, with the restriction of sections of $L^{1,1}$ to the big diagonal. The exactness on the right of the sequence of kernels comes from the fact that the operator $D_L^0 |_{L^{1,1}}$ is surjective.

4.1 The case $n = 2$

4.1.1 Toeplitz Matrices

Definition 4.13. A $m \times n$ ($m$ rows and $n$ columns) complex matrix $A = (a_{ij}) \in M_{m \times n}(\mathbb{C})$ is Toeplitz if there exist numbers $t_{m+1}, \ldots, t_0, \ldots, t_{n-1}$ such that $a_{ij} = t_{j-i}$, that is, if the diagonals of $A$ are constant.

Remark 4.14. To a squared Toeplitz $m \times m$ matrix $A$ we can associate a function $f_A : \mathbb{R} \rightarrow \mathbb{C}$, by the formula

$$f_A(y) = \sum_{k=1-m}^{m-1} t_k e^{iky} .$$

It is clear that $f_A = f_A^* f_A$ and that $f_A = \text{Ref} f_A$, where $A^h = (1/2)(A + iA)$ is the hermitian part of $A$. Hence the function $f_A$ is real if and only if $A$ is hermitian and if $A$ is real, then $f_A$ is real if and only if $A$ is symmetric. Given the function $f_A$, we can reconstruct the matrix $A$ via the anti-Fourier transform:

$$t_k(A) = \frac{1}{2\pi} \int_{0}^{2\pi} f_A(y) e^{-i k y} dy .$$
If $A$ is a complex $m \times m$ Toeplitz matrix, then for any $x = (x_1, \ldots, x_m) \in \mathbb{C}^m$ we have [Gra06, page 42]:

$$t_\theta Ax = \frac{1}{2\pi} \int_0^{2\pi} \left| \sum_{l=1}^m x_l e^{-it_l y} \right|^2 f_A(y) dy .$$

(4.4)

**Corollary 4.15.** Let $A$ be an hermitian Toeplitz matrix such that $f_A(y)$, the function associated to $A$, is positive (negative), apart from at most a countable number of points. Then $A$ is positive (negative) definite and hence nondegenerate.

**Proof.** If $f_A(y)$ is positive (outside a countable number of points) the integral in (4.4) above is strictly positive, and the matrix $A$ is positive definite. \hfill \Box

We will now introduce a few Toeplitz matrices which will be useful in the sequel.

**Notation 4.16.** Given a vector $a = (a_0, \ldots, a_{n-1}) \in \mathbb{C}^n$, we will denote with $T_{m \times n}(a)$ the $m \times n$ Toeplitz matrix with $a_i$ if $i \geq 0$ and $a_i$ if $i < 0$.

**Notation 4.17.** Let $m, n \in \mathbb{N}$. Denote with $T_{2n,m}$ and $T_{2n+1,m}$ the $m \times m$ Toeplitz matrices defined by:

$$t_k = (T_{2n,m})_{i+k,i} = (-1)^k \binom{2n}{n+k} \quad \text{if } -n \leq k \leq n \quad \text{otherwise}$$

$$s_k = (T_{2n+1,m})_{i+k,i} = (-1)^k \binom{2n+1}{n+k+1} \quad \text{if } -n-1 \leq k \leq n \quad \text{otherwise.}$$

**Lemma 4.18.** For all $m, n \in \mathbb{N}$, $m \neq 0$, the matrices $T_{2n,m}$, $T_{2n+1,m}$ are nondegenerate.

**Proof.** It suffices to prove that $T_{2n,m}$ is nondegenerate, since $T_{2n+2,m} = T_{m \times m}(e_1 - e_2)T_{2n+1,m}$ and $T_{m \times m}(e_1 - e_2)$ is trivially nondegenerate, where we indicated with $e_i$ the vectors of the canonical basis of $\mathbb{C}^n$.

We prove first that $T_{2n,m}$ is nondegenerate for $m \geq 2n$. In this case $T_{2n,m}$ is a real symmetric matrix whose associated function is $f_{T_{2n,m}}(y) = (-1)^n (e^{iy/2} - e^{-iy/2})^{2n} = (2 \sin y/2)^{2n}$ which is positive apart from the countable set of zeros of $\sin y/2$. Hence, by corollary 4.15 it is positive definite, and hence nondegenerate, since symmetric.

For $m < 2n$, take $l \geq 2n$. Then, for all $k \leq 2n$, det $T_{2n,k}$ is a leading principal minor of $T_{2n,l}$, which is positive definite. Hence, by Jacobi criterion, det $T_{2n,k}$ is positive for all $k \leq 2n$. Hence $T_{2n,m}$ is nondegenerate (and positive definite).

**Notation 4.19.** For $l, k, j \in \mathbb{N}, l \leq k, 2j \leq k$, denote with $R_{l,k}(j)$ the $(k-l+1) \times (k-2j+1)$ Toeplitz matrix such that

$$t_i = (-1)^i \binom{l}{j+i} \quad \text{for } -j \leq i \leq l-j, \quad t_i = 0 \text{ otherwise.}$$

**Remark 4.20.** If $l \leq 2j < k + 1$ then $R_{l,k}(j)$ is the matrix of an injective morphism and $R_{2j,k}(j) = T_{2j,k+1-2j}$ is the matrix of an isomorphism. Indeed, if $l \leq 2j < k + 1$, deleting the first $j - [(l+1)/2]$ and the last $l/2$ rows of $R_{l,k}(j)$, we get the matrix $T_{l,k+1-2j}$, which is nondegenerate by lemma 4.18.

### 4.1.2 The filtration.

Recall that we denoted the diagonal in $X^2$ and $S^2X$ just with $\Delta$. Denote for brevity’s sake the filtration $E^i(2,k)$ just with $E^i$. Since differentials $D^i_L : E^2 \longrightarrow K^0(L)$ are surjective for $n = 2$ by remark 3.33 the graded sheaves are exactly $\text{gr}^E_i = K^i(L) = \bigoplus_{\mu \in \mathbb{Z}^2} K^i_{\mu}(L)$, where, recalling notation 2.19 $K^i_{\mu}(L) = (S^iT_X \otimes L)^{\Delta}$ and we can see $\mu$ just as a label.

**Definition 4.21.** For $j = 0, \ldots, k$, denote with $V_j = \bigoplus_{i=j}^{k-j} L^{k-1-i} \subseteq E^0 = S^k V_L$. 
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**Remark 4.22.** The subsheaves $V^j$ of $S^kV_L$ define a $G$-equivariant decreasing filtration of $S^kV_L$:

$$0 = V^{[k/2]+1} \subseteq V^{[k/2]} \subseteq \cdots \subseteq V^1 \subseteq V^0 = S^kV_L.$$  

Taking $G$-invariants, we get exactly the filtration $V^*$ of $(S^kV_L)^G$, introduced in definition 4.1.

Set now $S_{j,t} := \oplus_{i=j}^{k-j} L^k(-l\Delta)$. Note that, if $l \leq 2j - 1$, $S_{j,t} \subseteq V^j \cap E^j$: indeed, $S_{j,t}$ consists of elements $(x_i)$, $j \leq i \leq k - j$, with $x_i \in L^k(-i)$ and hence all operators $D^k_{l,j}$, for $h < l$, vanish on them. Hence we can apply the operator $D^k_{l,j}$ to elements in $S_{j,t}$.

**Lemma 4.23.** For $0 \leq l \leq 2j - 1$ the $G$-equivariant restriction $D^k_{l,j}|_{S_{j,t}} : S_{j,t} \longrightarrow \frak{g}_l^F$ of the operator $D^k_{l,j}$ to $S_{j,t}$ factorizes as:

$$S_{j,t} = \oplus_{i=j}^{k-j} L^k(-l\Delta) \xrightarrow{\oplus_{i=j}^{k-j} d^k_{i,i}} \oplus_{i=j}^{k-j} (S^1\Omega^1_X \otimes L^k)_{\Delta} \xrightarrow{A} \frak{g}_l^F \simeq \oplus_{r=0}^{k-l-1} (S^r\Omega^r_X \otimes L^k)_{\Delta}$$  

where $d^k_{i,i} : L^k \longrightarrow (S^1\Omega^1_X \otimes L^k)_{\Delta}$ is the differential introduced in remark 4.6 and where $A$ is a $G$-equivariant injective morphism of vector bundles over $\Delta$ having as matrix the $(k - l) \times (k - 2j + 1)$ Toeplitz matrix $R_{l+1,k}(j)$.

**Proof.** Let $x = (x_i) \in S_{j,t}$, $j \leq i \leq k - j$. The component $D^k_{l,j}|_{V_{j,t}}$ of the operator $D^k_{l,j}$ can be explicitly written as

$$D^k_{l,j}|_{V_{j,t}} = \sum_{s=0}^{l+1} (-1)^s l \choose s \right) j^k_{(r,s,l+1-s)}(r,k-l-s)$$

where $j^k_{\Delta}$ denotes the $l$-jet projection. It is immediate that $D^k_{l,j}$ is a composition of $\oplus_{i=j}^{k-j} d^k_{i,i} : S_{j,t} \longrightarrow \oplus_{i=j}^{k-j} (S^1\Omega^1_X \otimes L^k)_{\Delta}$ and a linear map $A : \oplus_{i=j}^{k-j} (S^1\Omega^1_X \otimes L^k)_{\Delta} \longrightarrow K^l(L)$ whose $(k - l) \times (k - 2j + 1)$ matrix has entries $(-1)^s l + 1 \choose j + a - r$. Ordering the terms, that is, setting $i = j + a$, $0 \leq a \leq k - 2j$, we have $r + s = j + a$ and $s = j + a - r$; we then find that the matrix of the map $A$ is given by

$$A_{r,a} = (-1)^{l+a-r} l + 1 \choose j + a - r$$

which is Toeplitz and coincides easily with $R_{l+1,k}(j)$. Hence $A$ is injective if $l \leq 2j - 1$ and an isomorphism if $l = 2j - 1$ by remark 4.20. \hfill $\square$

**Remark 4.24.** Note that the term $\oplus_{i=j}^{k-j} (S^i\Omega^i_X \otimes L^k)_{\Delta}$ in the preceding lemma is isomorphic to

$$\bigoplus_{i=j}^{k-j} (S^i\Omega^i_X \otimes L^k)_{\Delta} \simeq \bigoplus_{i=j}^{k-j} L^{k-i}(I^i_{\Delta}/I^{i+1}_{\Delta})$$

and hence naturally $G$-equivariant. The $G$ actions exchanges terms $L^{k-i}(I^i_{\Delta}/I^{i+1}_{\Delta})$ and $L^{k-i}(I^i_{\Delta}/I^{i+1}_{\Delta})$ $i \neq k/2$, that is, it exchanges factors $(S^i\Omega^i_X \otimes L^k)_{\Delta}$ indexed by $i \neq k/2$, and, if $k$ is even, it acts on the term $L^{k/2}(I^0_{\Delta}/I^{1}_{\Delta})$, that is, on the term $(S^0\Omega^0_X \otimes L^k)_{\Delta}$ indexed by $k/2$, with the sign $(-1)^j$.

Let’s now descend on $S^2X$. For $l \leq 2j - 1$ we naturally have that $S^G_{j,t} \subseteq V^j \cap E^j$: in particular $S^G_{j,t}$ is in the domain of definition of $D^k_{l,j}$. We indicate with $\oplus_{i=k/2}^{k-j}$ a direct sum indexed by natural numbers $i$ such that $k/2 \leq i \leq h$; analogously for $\oplus_{i=k/2}^{k-j}$ or $\oplus_{i=k/2}^{k-j}$. Taking $G$-invariants in lemma 4.23 we get the following.

**Proposition 4.25.** Suppose that $0 \leq l \leq 2j - 1$. Then the restriction $D^k_{l,j}|_{S^G_{j,t}} : S^G_{j,t} \longrightarrow \frak{g}_l^F$ of the operator $D^k_{l,j}$ to $S^G_{j,t}$ factorizes as:

$$S^G_{j,t} = \bigoplus_{i=k/2}^{k-j} L^{i,k-i}(-l\Delta) \xrightarrow{\bigoplus_{i=k/2}^{k-j} d^k_{i,i}} \bigoplus_{i=k/2}^{k-j} (S^i\Omega^i_X \otimes L^k)_{\Delta} \xrightarrow{A^G} \frak{g}_l^F$$
where $A^G$ is an isomorphism if $l = 2j - 1,2j - 2$ and injective if $l \leq 2j - 3$. Hence, if $l \leq 2j - 1$, the kernel of the restriction is

$$
\ker \mathcal{D}_l^i|_{S^l_{j,l}} \simeq \bigoplus_{i \geq k/2} L^{i,k-i}(-(l+1)\Delta) \simeq S^{G}_{j,l+1}.
$$

**Proof.** Let’s prove first the statement about $A^G$. It follows from lemma 4.23 that $A^G$ is injective if $l \leq 2j - 1$. The graded sheaf $\text{gr}_l^G$ is given by

$$
\text{gr}_l^G \simeq \bigoplus_{\mu \in \mathbb{P}_2(k-l-1)} \mathcal{K}_\mu^l,
$$

and hence consists of $\left[\frac{k-l}{2}\right]$ terms, all isomorphic to $(S^i\Omega_X^1 \otimes L^k)^\Delta$. On the other hand, the sheaf $\left[\oplus_{i \geq 1} (S^i\Omega_X^1 \otimes L^k)^\Delta\right]^G$ changes if $k$ is odd or even. Let’s see the two cases.

- **$k$ is odd.** Then

$$
\left[\oplus_{i \geq 1} (S^i\Omega_X^1 \otimes L^k)^\Delta\right]^G \simeq \oplus_{i \geq k/2} (S^i\Omega_X^1 \otimes L^k)^\Delta
$$

and hence it consists of a direct sum of $\left[\frac{k+1}{2}\right] - j$ terms. If $l = 2j - 1$ or $l = 2j - 2$, we have, since $k$ is odd, that

$$
\frac{k+1}{2} - j = \frac{k-2j+1}{2} = \left[\frac{k-l}{2}\right].
$$

Hence in the two cases $l = 2j - 1,2j - 2$ the two sides are direct sums with the same number of copies of $(S^i\Omega_X^1 \otimes L^k)^\Delta$. Since $A^G$ is a constant injective endomorphism of a vector bundle (over the diagonal $\Delta$), it is an isomorphism in these cases.

- **$k$ is even.** The sheaf of invariants $\left[\oplus_{i \geq 1} (S^i\Omega_X^1 \otimes L^k)^\Delta\right]^G$ is given by

$$
\left[\oplus_{i \geq 1} (S^i\Omega_X^1 \otimes L^k)^\Delta\right]^G \simeq \begin{cases} 
\oplus_{i > k/2} (S^i\Omega_X^1 \otimes L^k)^\Delta & \text{if } l \text{ odd} \\
\oplus_{i \geq k/2} (S^i\Omega_X^1 \otimes L^k)^\Delta & \text{if } l \text{ even}
\end{cases}
$$

since, for the $G$-action, the term $(S^i\Omega_X^1 \otimes L^k)^\Delta$, indexed by $i = k/2$, is pure of parity $(-1)^i$. Hence the sheaf of invariants is a direct sum of $k/2 - j$ copies of $(S^i\Omega_X^1 \otimes L^k)^\Delta$ if $l$ is odd and of $k/2 - j + 1$ copies if $l$ is even. We have the following cases.

1. $l = 2j - 1$, hence odd. We have: $\left[\frac{k-l}{2}\right] = \frac{k}{2} - j$;

2. $l = 2j - 2$, even. We have: $\left[\frac{k-l}{2}\right] = \frac{k-2j+2}{2} = k - j + 1$.

Hence for $l = 2j - 1,2j - 2 A^G$ is an isomorphism and injective if $l < 2j - 2$.

In order to compute the kernel of the restriction, for $l \leq 2j - 1$, we just have to compute the kernel of the map

$$
S^G_{j,l} = \bigoplus_{i \geq k/2} L^{k+1,i,(-(l+1)\Delta)} \xrightarrow{\oplus_{i \geq k/2} d^\Delta_{G}} \left[\bigoplus_{i \geq 1} (S^i\Omega_X^1 \otimes L^k)^\Delta\right]^G.
$$

In the case $k$ is odd, it is the kernel of the map:

$$
\bigoplus_{i > k/2} L^{k+1,i,(-(l+1)\Delta)} \xrightarrow{\oplus_{i > k/2} d^\Delta_{G}} \bigoplus_{i > k/2} (S^i\Omega_X^1 \otimes L^k)^\Delta
$$
and hence \( S^G_{j,l+1} \). In the case \( k \) is even,

\[
\left[ \bigoplus_{i \geq j} (S^i \Omega_X^1 \otimes L^k)_\Delta \right]^G \simeq \begin{cases} 
\bigoplus_{i > k/2} (S^i \Omega_X^1 \otimes L^k)_\Delta & \text{if } l \text{ is odd} \\
(\bigoplus_{i \geq j} S^i \Omega_X^1 \otimes L^k)_\Delta & \text{if } l \text{ is even}
\end{cases}
\]

In the case \( l \) even, the kernel is easily \( \bigoplus_{i \geq k/2} \ker d^i_\Delta \simeq S^G_{j,l+1} \). Now in the case \( l \) odd, \( L^{k/2,k/2}(-l\Delta) \) is isomorphic to \( L^{k/2,k/2}(-l(1+\Delta)) \), which is in the kernel of \( \bigoplus_{i \geq k/2} d^i_\Delta \). Hence the kernel is again \( \bigoplus_{i \geq k/2} \ker d^i_\Delta \oplus L^{k/2,k/2}(-l(1+\Delta)) \simeq \bigoplus_{i \geq k/2} L^{k-1,-(l+1)\Delta} \simeq S^G_{j,l+1}. \)

As an immediate consequence of proposition 1.25 we have

**Corollary 4.26.** The natural map \( \mathcal{V}^j \cap \mathcal{E}^l \to \text{gr}_l^M \) is surjective for \( l \geq 2j - 2 \).

**Proof.** We just have to notice that, if \( l = 2j - 2 \) or \( l = 2j - 1 \) the map \( \bigoplus_{i \geq k/2} d^i_\Delta \) is surjective and \( A^G \) is an isomorphism. The case \( l \geq 2j - 2 \) follows because \( \mathcal{V}^j \) is a decreasing filtration.

**Lemma 4.27.** Let \( F \) be a coherent sheaf over an algebraic variety \( Y \). Let \( M^h \subseteq M^{h-1} \subseteq \cdots \subseteq M^1 \subseteq M^0 = F \) and \( N^k \subseteq N^{k-1} \subseteq \cdots \subseteq N^1 \subseteq N^0 = F \), \( h, k \in \mathbb{N} \), two finite decreasing filtrations of \( F \). The filtration \( N^* \) induces a finite decreasing filtration \( N^* \cap M^l \) on each coherent sheaf \( M^l \), for \( 0 \leq l \leq h \). Suppose that, for a certain \( j \) and \( l \), the natural map

\[
N^{j+1} \cap M^l \to M^l/M^{l+1} \simeq \text{gr}_l^M F
\]

is surjective; then, for all \( i \leq j \),

\[
\text{gr}_i^N M^{l+1} \simeq \text{gr}_i^N M^l.
\]

**Proof.** It is sufficient to prove the lemma for \( i = j \), since it is evident that, if \( N^{j+1} \cap M^l \to \text{gr}_l^M F \) is surjective, then for all \( i \leq j \), then also \( N^{j+1} \cap M^l \to \text{gr}_l^M F \) is surjective. For \( i = j \), the lemma is a consequence of the following commutative diagram, whose rows and columns are all exact.

```
      0  0  0
      ↓  ↓  ↓
0 → N^{j+1} \cap M^{l+1} → N^{j} \cap M^{l+1} → \text{gr}_j^N M^{l+1} → 0

      ↓  ↓  ↓
0 → N^{j+1} \cap M^l → N^j \cap M^l → \text{gr}_j^N M^l → 0

      ↓  ↓  ↓
0 → \text{gr}_j^M F → \text{gr}_j^M F → 0 → 0
```

\[\square\]

**Lemma 4.28.** Consider the bifiltration \( \mathcal{V}^j \cap \mathcal{E}^l \) on \( (S^k V_L)^G \). For all \( l \geq 2i \) we have

\[
\text{gr}_i^V \mathcal{E}^l \simeq \text{gr}_i^V \mathcal{E}^{2i}.
\]
Proof. By corollary 4.26 the map $\mathcal{V}^l i \cap \mathcal{E}^l \longrightarrow \text{gr} \mathcal{E}^l$ is surjective for $j \leq \lfloor l/2 \rfloor + 1$. Hence, by lemma 4.27 for all $i \leq \lfloor l/2 \rfloor$ we have that $\text{gr} \mathcal{V}^l i \cap \mathcal{E}^l \simeq \text{gr} \mathcal{V}^l i \cap \mathcal{E}^l$. But this means that, for all $l \geq 2i$, $\text{gr} \mathcal{V}^l i \cap \mathcal{E}^l \simeq \text{gr} \mathcal{V}^l i \cap \mathcal{E}^l$, which implies the statement.

Proposition 4.29. Let $h, l \in \mathbb{N}$ such that $h \geq \lfloor l/2 \rfloor$. Then

$$\mathcal{V}^h \cap \mathcal{E}^l \simeq \bigoplus_{i \geq k/2} \mathcal{L}^{(i,k-i)}(-l\Delta) \simeq S^G_{l,k}.$$

Proof. It is sufficient to prove that, if $l = 2j - 1$ or $l = 2j$ and if $h \geq j$, we have

$$\mathcal{V}^h \cap \mathcal{E}^l \simeq \bigoplus_{i \geq k/2} \mathcal{L}^{(i,k-i)}(-l\Delta). \quad (4.5)$$

It’s evident that it is sufficient to prove (4.5) for $h = j$, since for higher $h$ it follows immediately from the definition of $\mathcal{V}^h$. We prove it by induction on $j$. For $j = 0$ there is nothing to prove, since $l = 0$ and (4.5) is the definition of $\mathcal{V}^0$. Suppose the result is true for $j \geq 0$. Then we have, in the notations of proposition 4.26

$$\mathcal{V}^j \cap \mathcal{E}^{2j-1} \simeq \bigoplus_{i \geq k/2} \mathcal{L}^{(i,k-i)}(-(2j-1)\Delta) = S^G_{j,2j-1},$$

$$\mathcal{V}^j \cap \mathcal{E}^{2j} \simeq \bigoplus_{i \geq k/2} \mathcal{L}^{(i,k-i)}(-(2j)\Delta) = S^G_{j,2j}.$$

Then, by definition of $\mathcal{V}^j \cap \mathcal{E}^{2j}$, we have that $\mathcal{V}^j \cap \mathcal{E}^{2j} \simeq \bigoplus_{i \geq k/2} \mathcal{L}^{(i,k-i)}(-(2j)\Delta) = S^G_{j,2j}$, and $\mathcal{V}^j \cap \mathcal{E}^{2j} \simeq \bigoplus_{i \geq k/2} \mathcal{L}^{(i,k-i)}(-(2j)\Delta) = S^G_{j,2j}$. Consider now the sequence

$$0 \longrightarrow \mathcal{V}^j \cap \mathcal{E}^{2j} \longrightarrow \mathcal{V}^j \cap \mathcal{E}^{2j} \longrightarrow \mathcal{V}^j \cap \mathcal{E}^{2j} \longrightarrow \text{gr} \mathcal{V}^j \cap \mathcal{E}^{2j}.$$

It is left exact by definition, but, since $2j = 2(j + 1) - 2$, by corollary 4.26 it is exact also on the right.

Hence, by proposition 4.25

$$\mathcal{V}^j \cap \mathcal{E}^{2j+1} \simeq S^G_{j+1,2j+1} \simeq \bigoplus_{i \geq k/2} \mathcal{L}^{(i,k-i)}(-(2j+1)\Delta).$$

Now, for $l = 2j + 2$, by corollary 4.26 the sequence

$$0 \longrightarrow \mathcal{V}^j \cap \mathcal{E}^{2j+2} \longrightarrow \mathcal{V}^j \cap \mathcal{E}^{2j+1} \longrightarrow \text{gr} \mathcal{V}^j \cap \mathcal{E}^{2j+1} \longrightarrow \mathcal{V}^j \cap \mathcal{E}^{2j+2} \longrightarrow 0$$

is exact, since $2j + 1 = 2(j + 1) - 1$. Hence, by proposition 4.25

$$\mathcal{V}^j \cap \mathcal{E}^{2j+2} = \ker \text{gr} \mathcal{V}^j \cap \mathcal{E}^{2j+2} \simeq S^G_{j+1,2j+2} \simeq \bigoplus_{i \geq k/2} \mathcal{L}^{(i,k-i)}(-(2j+2)\Delta).$$

Theorem 4.30. The finite decreasing filtration $\mathcal{V}^j \cap \mathcal{D}_A \subseteq \cdots \mathcal{V}^j \cap \mathcal{D}_A \subseteq \mathcal{W}^0 \cap \mathcal{D}_A \simeq \mu^* S^k L^{[2]} \otimes \mathcal{D}_A$ of length $[k/2]$ on the on the sheaf $\mu^* (S^k L^{[2]} \otimes \mathcal{D}_A)$ over the symmetric variety $S^2 X$ has graded sheaves

$$\text{gr} \mathcal{W}^j \cap \mathcal{D}_A (\mu^* S^k L^{[2]} \otimes \mathcal{D}_A) \simeq \mathcal{L}^{(k-j,j)}(-2j\Delta) \otimes \mathcal{D}_A \quad j = 0, \ldots, \lfloor k/2 \rfloor. $$
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Proof. It is sufficient to prove it for \( A \) and \( D_A \) trivial. By proposition 4.29, and by lemma 4.28 we immediately have that for \( l \geq 2j \),
\[
\text{gr}^Y \mathcal{E}^l \simeq \text{gr}^Y \mathcal{E}^{2l} \simeq \mathcal{L}^{(k-j,j)}(-2j\Delta).
\]
Since \( \mathcal{E}^{k-1} \simeq \mu_* S^k L^{[2]} \), this implies the statement of the theorem for \( j < [k/2] \). For \( j = [k/2] \) proposition 4.29 implies directly that
\[
\text{gr}^Y_{[k/2]} \mathcal{E}^{k-1} \simeq \mathcal{L}^{(k-[k/2],[k/2])}(-2[k/2]\Delta).
\]

\[\square\]

4.2 The case \( k = 3 \).

Fix \( k = 3 \). Over \( S^3 X \) we have:
\[
\mathcal{V}^3 = \mathcal{L}^3 \oplus \mathcal{L}^{2,1} \oplus \mathcal{L}^{1,1,1} \quad (4.6)
\]
\[
K^0(L) = K^0_2(\mathcal{V}) \simeq v_* (L^3_\Delta \otimes \mathcal{O}_{S^3 X}) \oplus v_* (L^2_\Delta \otimes L) \quad (4.7)
\]
The operator \( \mathcal{D}^0 : \mathcal{V} \longrightarrow K^0(L) \), according to the direct sum decompositions (4.6) and (4.7) above, can be written as:
\[
\mathcal{D}^0_L = 
\begin{pmatrix}
\mathcal{D}^0_2 \\
0 \\
\mathcal{D}^0_{3,(1)} \\
\mathcal{D}^0_{1,(1)}
\end{pmatrix}.
\]
Remark that for \( \mu = (2,1) \) and \( n \geq 2 \) the differential \( d^1_\Delta \) in (4.3) is a map \( d^1_\Delta : \mathcal{L}^{2,1}(-\Delta) \longrightarrow K^1_1 \).

Lemma 4.31. The restriction of the operator \( \mathcal{D}^1_1 \) to \( \mathcal{V}^2,1 \cap \mathcal{E}^1 \) factors through:
\[
\mathcal{V}^2,1 \cap \mathcal{E}^1 \longrightarrow \mathcal{V}^2,1(-\Delta) \longrightarrow \mathcal{L}^{2,1}(-\Delta) \longrightarrow K^1_1,
\]
where the first map is induced by the projection \( \mathcal{V}^2,1 \longrightarrow \mathcal{L}^{2,1} \) onto a summand of the direct sum.

Proof. First of all, if \( (x,y) \in \mathcal{L}^{2,1} \cap \mathcal{E}^1 \) then \( \mathcal{D}^0_L(x,y) = 0 \) and this implies, by the form of the matrix (4.8) that \( \mathcal{D}^0_{2} x = 0 \) and hence, by definition of \( \mathcal{D}^0_{1,1} \), that \( d^1_\Delta x = 0 \); therefore \( x \in \mathcal{L}^{2,1}(-\Delta) \). As a consequence, it is sufficient to compare the two morphism in the statement locally; by lemma 3.1 it is sufficient to compare them on an affine open set of the form \( S^n U \), with \( U = \text{Spec}(R) \) an affine open set of \( X \) over which \( L \) is trivial.

Over \( S^n U = \text{Spec}(S^n R) \), identifying sheaves with their module of sections, we have \( \mathcal{V}^2,1 \simeq (R \oplus R \oplus S^{n-2} R) \oplus (S^3 R \oplus S^{n-3} R) \). Let \( (x,y) \in \mathcal{V}^2,1 \cap \mathcal{E}^1 \). It is clear that \( \mathcal{D}_L(x,y) \) just depends on \( x \) and not on \( y \). Let then \( x \) be of the form \( \sum_i u_i \otimes b_i \), with \( b_i \in S^{n-2} R \), and with \( a_i = \sum u_i v_i j \in \mathcal{L} \subseteq R \otimes R \); we have: \( \sum u_i v_i j = 0 \) for all \( i \). Hence \( \sum_j(u_j v_i j + u_i v_j j) = 0 \) in \( \Omega_1^R \). Then, by the local formula in example 3.58,
\[
\mathcal{D}^1_1(x,y) = \sum_i \left[ -2 \sum_j u_j v_i j + \sum_j v_j u_i j \right] \otimes b_i \\
= -3 \sum u_i v_i j \otimes b_i = -3d^1_\Delta x.
\]
This proves the lemma.

\[\square\]

Proposition 4.32. We have the following short left exact sequences over \( S^n X \):
\[
0 \longrightarrow \mathcal{W}^{2,1} \longrightarrow \mathcal{W}^3 \longrightarrow \mathcal{L}^3 \quad (4.9)
\]
\[
0 \longrightarrow \mathcal{W}^{1,1,1} \longrightarrow \mathcal{W}^{2,1} \longrightarrow \mathcal{L}^{2,1}(-2\Delta). \quad (4.10)
\]
Moreover the term \( \mathcal{W}^{1,1,1} \) is isomorphic to \( \mathcal{W}^{1,1,1} \simeq \mathcal{L}^{1,1,1}(-\Delta) \simeq \mathcal{L}^{1,1,1}(-2\Delta) \).
Proof. We start with the split short exact sequence: 
$$0 \to \mathcal{V}^{2,1} \to \mathcal{V}^3 \to \mathcal{L}^3 \to 0$$
and fit it into the diagram:

$$
\begin{array}{ccc}
0 & \to & \mathcal{V}^{2,1} \to \mathcal{V}^3 \to \mathcal{L}^3 \to 0 \\
& \searrow_{\mathcal{D}_L^0} & \downarrow_{\mathcal{D}_L^0} \\
0 & \to & \mathcal{K}^0(L) \sim \mathcal{K}^0(L) \to 0 \\
\end{array}
$$

Taking kernels yields the left exact sequence 
$$0 \to \mathcal{V}^{2,1} \cap \mathcal{E}^1 \to \mathcal{V}^3 \cap \mathcal{E}^1 \to \mathcal{L}^3.$$ We fit the latter into the diagram:

$$
\begin{array}{ccc}
0 & \to & \mathcal{V}^{2,1} \cap \mathcal{E}^1 \to \mathcal{V}^3 \cap \mathcal{E}^1 \to \mathcal{L}^3 \\
& \searrow_{\mathcal{D}_L^1} & \downarrow_{\mathcal{D}_L^1} \\
0 & \to & \mathcal{K}^1(L) \sim \mathcal{K}^1(L) \to 0 \\
\end{array}
$$

and the kernels of the vertical maps give the left exact sequence 
$$0 \to \mathcal{V}^{2,1} \cap \mathcal{E}^2 \to \mathcal{V}^3 \cap \mathcal{E}^2 \to \mathcal{L}^3,$$
which is precisely the first the statement.

To get the second, consider the term \(\mathcal{V}^{2,1}\). By definition we have the splitting short exact sequence:
$$0 \to \mathcal{L}^{1,1} \to \mathcal{V}^{2,1} \to \mathcal{L}^{2,1} \to 0.$$ Moreover, the term \(\mathcal{K}^0(L)\) splits as \(\mathcal{K}^0(L) \simeq \mathcal{K}^0(2) \oplus \mathcal{K}^0(1,1)\). Since the matrix of the restriction of \(\mathcal{D}_L^0\) to \(\mathcal{V}^{2,1}\) is lower triangular — see (4.8) — with respect to the direct sum decompositions (4.6), (4.7), the following diagram is commutative:

$$
\begin{array}{ccc}
0 & \to & \mathcal{L}^{1,1} \to \mathcal{V}^{2,1} \to \mathcal{L}^{2,1} \\
& \searrow_{\mathcal{D}_L^{0(1)}} & \downarrow_{\mathcal{D}_L^{0(2)}} \\
0 & \to & \mathcal{K}^{0(1)} \to \mathcal{K}^{0(2)} \to 0 \\
\end{array}
$$

Now, by remark 4.9, the operator \(\mathcal{D}_L^{0(1)}\) coincides with \(d^{\Delta}_1\); moreover, the operator \(\mathcal{D}_L^{0(2)}\) coincides as well with \(d^{\Delta}_1\), as seen directly with the definitions. Hence taking kernels for vertical maps in the above diagrams and recalling example 4.8 and remark 4.9, we get the sequence
$$0 \to \mathcal{L}^{1,1} \to \mathcal{V}^{2,1} \cap \mathcal{E}^1 \to \mathcal{L}^{2,1}(-\Delta).$$
Now by lemma 4.31 the operator \(\mathcal{D}_L^1\), restricted to \(\mathcal{V}^{2,1} \cap \mathcal{E}^1\) factors through the differential 
$$-3d^{\Delta}_1: \mathcal{L}^{2,1}(-\Delta) \to \mathcal{K}^{1(1)}.$$ Moreover the restriction of \(\mathcal{D}_L^1\) to \(\mathcal{L}^{1,1}(-2\Delta)\) is zero. Hence we get the commutative diagram:

$$
\begin{array}{ccc}
0 & \to & \mathcal{L}^{1,1}(-2\Delta) \to \mathcal{V}^{2,1} \cap \mathcal{E}^1 \to \mathcal{L}^{2,1}(-\Delta) \\
& \searrow_{\mathcal{D}_L^1} & \downarrow_{-3d^{\Delta}_1} \\
0 & \to & \mathcal{K}^1(L) \sim \mathcal{K}^1(L) \to 0 \\
\end{array}
$$

from which, taking kernels of vertical maps, by remark 4.6 we get exactly the second left exact sequence in the statement.

\[\square\]

**Notation 4.33.** Let \(R\) a commutative \(C\)-algebra. Consider elements \(a_1, \ldots, a_m\) of \(R\). For all \(I \subseteq \{1, \ldots, m\}, I \neq \emptyset\), we denote with \(\hat{a}_I\) the element of \(S^{m-|I|}R\) given by the symmetric product of \(a_i\), with \(i \in I\).

**Notation 4.34.** Let \(n, k \in \mathbb{N}, n \geq 1\). Consider \(\mu \in p_n(k)\), that is, a partition of \(k\) of length \(l(\mu) \leq n\). Define the integer \(m_\mu\) as 0 if \(l(\mu) = 1\) and

\[m_\mu := \min_{2 \leq i \leq l(\mu)} \mu_i\]

if \(l(\mu) \geq 2\). In other words \(m_\mu = \mu(\mu)\) if \(l(\mu) \geq 2\) and \(m_\mu = 0\) if \(l(\mu) = 1\).
Theorem 4.35. Let $n \in \mathbb{N}, n \geq 1$. The graded sheaves for the filtration $\mathcal{W}^\mu \otimes \mathcal{D}_A$ on $\mu_*(S^3L[n] \otimes \mathcal{D}_A)$, indexed by partitions $\mu \in \pi_n(3)$, equipped with the reverse lexicographic order, are given by

$$g^\mu_\mu \mathcal{W} \otimes \mathcal{D}_A \simeq \mathcal{L}^\mu(-2m_\mu \Delta) \otimes \mathcal{D}_A.$$ 

Proof. Step 0. We will prove the theorem for $n \geq 3$, since for $1 \leq n \leq 2$ the proof is analogous and easier; the result for $n = 2$ is actually already provided by theorem 4.30. It is sufficient to prove the theorem for $A$, and hence $\mathcal{D}_A$, trivial. Moreover, it is sufficient to prove that the that the sequences in the statement proposition 4.32 are right exact, that is, that the maps $\mathcal{W}^3 \longrightarrow \mathcal{L}^3$ and $\mathcal{W}^{2,1} \longrightarrow \mathcal{L}^{2,1}(-2\Delta)$ are surjective. Analogously to what done in the proof of lemma 4.31, it is sufficient to prove the surjectivity of the same maps over an affine open set of the form $S^nU$, with $U = \text{Spec}(R)$ an affine open set of $X$ over which $L$ is trivial.

Step 1. Over $S^nU = \text{Spec}(S^nR)$ we can identify coherent sheaves with the modules of their sections; hence, as in example 3.58 $\mathcal{L}^3$ will be identified with $R \otimes S^{n-1}R$, $\mathcal{L}^{2,1}$ with $R \otimes R \otimes S^{n-2}R$, and $\mathcal{L}^{1,1}$ with $S^3R \otimes S^{n-3}R$. Moreover $\mathcal{L}^{2,1}(-2\Delta)$ will be identified with $I_\Delta^2 \otimes S^{n-2}R$, where $I_\Delta$ is the ideal of the diagonal in $R \otimes R$. To prove that the map $\mathcal{W}^{2,1} \longrightarrow \mathcal{L}^{2,1}(-2\Delta)$ is surjective, it is sufficient to show that we can lift any element of the form $y = fg \otimes a$ to $\mathcal{W}^{2,1}$, where $f, g \in I_\Delta$ and $a = a_1 \cdots a_n \in S^{n-2}R$, $a_i \in R$. Write $f = \sum_i s_i \otimes t_i$ and $g = \sum_j u_j \otimes v_j$, $s_i, t_i, u_j, v_j \in R$, such that $\sum_i s_i t_i = 0 \in R$, $\sum_j u_j v_j = 0 \in R$. Then $fg = \sum_{ij} s_i u_j \otimes t_i v_j$. The element

$$x = \left( 2 \sum_{ij} s_i u_j \otimes t_i v_j \otimes a, \sum_{ijh} s_i t_i v_j u_j a_h \otimes \hat{a}_h \right)$$

obviously projects to $2g$ via the map $\mathcal{W}^{2,1} \longrightarrow \mathcal{L}^{2,1}$. Let’s prove that it is in $\mathcal{W}^{2,1}$. Indeed

$$\mathcal{G}^{(2)}_0 x = 0$$

because $fg|_\Delta = 0$. Moreover,

$$\mathcal{G}^{(2)}_{(1)} x = 2 \sum_{ijh} s_i u_j a_h \otimes t_i v_j \otimes \hat{a}_h - 2 \sum_{ijh} s_i u_j a_h \otimes t_i v_j \otimes \hat{a}_h$$

since any other contraction of $\sum_{ijh} s_i t_i v_j u_j a_h$ is zero. Finally

$$\mathcal{G}^{(1)}_1 x = -3d_\Delta^1 y = -3d_\Delta^1 (fg) \otimes a = 0$$

since $fg \in I_\Delta^2$.

Step 2. Let’s now prove that the map $\mathcal{W}^3 \longrightarrow \mathcal{L}^3$ is surjective. It is sufficient to prove that we can lift any element of the form $y \otimes a \in R \otimes S^{n-1}R$, where $y \in R$, $a \in S^{n-1}R$, to $\mathcal{W}^3$. Consider the element

$$x = \left( 3y \otimes a, 2 \sum_i y \otimes a_i \otimes \hat{a}_i + \sum_i a_i \otimes y \otimes \hat{a}_i, \sum_{ij} [y \otimes a_i \otimes a_j + a_i \otimes y \otimes a_j + a_i \otimes a_j \otimes y] \otimes \hat{a}_{ij} \right).$$

The element $x$ projects to the element $3y \otimes a$ via the map $\mathcal{W}^3 \longrightarrow \mathcal{L}^3$. We just need to show that $x \in \mathcal{V}^3 \cap \mathcal{L}^2$. We have:

$$\mathcal{G}^{(2)}_2 x = \sum_i -3ya_i + 2ya_i + ya_i \otimes \hat{a}_i = 0.$$ 

$$\mathcal{G}^{(2)}_{(1)} x = -2 \sum_{ij} ya_j \otimes a_i \otimes \hat{a}_{ij} - \sum_{ij} a_i a_j \otimes y \otimes \hat{a}_{ij} + 2 \sum_{ij} ya_j \otimes a_i \otimes \hat{a}_{ij} + \sum_{ij} a_i a_j \otimes y \otimes \hat{a}_{ij} = 0.$$ 

Finally

$$\mathcal{G}^{(1)}_1 x = 3 \sum_i yda_i \otimes \hat{a}_i - 2 \sum_i [2yda_i + a_i dy] \otimes \hat{a}_i + \sum_i [2a_i dy + yda_i] \otimes \hat{a}_i = 0.$$ 

$\square$
4.3 The case $k = 4$.

Fix now $k = 4$. Over $S^n X$ we have

$$
\mathcal{V}^4 = \mathcal{L}^4 \oplus \mathcal{L}^{3,1} \oplus \mathcal{L}^{2,2} \oplus \mathcal{L}^{2,1,1} \oplus \mathcal{L}^{1,1,1,1,1}
$$

(4.11)

$$
\mathcal{K}^0(L) = \mathcal{K}^0_{(3)} \oplus \mathcal{K}^0_{(2,1)} \oplus \mathcal{K}^0_{(2,1,1)} \oplus \mathcal{K}^0_{(1)(1)} \oplus \mathcal{K}^0_{(1)(1)(1)(1)}
$$

(4.12)

$$
\mathcal{K}^1(L) = \mathcal{K}^1_{(2)} \oplus \mathcal{K}^1_{(1)(1)}
$$

$$
\mathcal{K}^2(L) = \mathcal{K}^2_{(1)}.
$$

The operator $\mathcal{P}_L^0$, according the direct sum decompositions (4.11) and (4.12) can be written as:

$$
\begin{pmatrix}
\mathcal{P}_{(3)}^4 & \mathcal{P}_{(2,1)}^{3,1} & 0 & 0 & 0 \\
0 & \mathcal{P}_{(2,1)}^{3,1} & \mathcal{P}_{(2,1)}^{2,2} & 0 & 0 \\
0 & \mathcal{P}_{(2,1)}^{3,1} & \mathcal{P}_{(2,1)}^{2,2} & 0 & 0 \\
0 & 0 & \mathcal{P}_{(1)(1)}^{2,2} & \mathcal{P}_{(1)(1)}^{3,1} & 0 \\
0 & 0 & 0 & \mathcal{P}_{(1)(1)}^{3,1} & \mathcal{P}_{(1)(1)(1)}^{3,1}
\end{pmatrix}
$$

(4.13)

We begin by some technical lemmas about the restriction of operators $\mathcal{P}_L^0$ to terms of the bifiltration of the kind $\mathcal{V}^\mu \cap \mathcal{E}^1$.

**Lemma 4.36.** The restriction of the operator $\mathcal{P}_{(2)}^1$ to $\mathcal{V}^{3,1} \cap \mathcal{E}^1$ factors through

$$
\mathcal{V}^{3,1} \cap \mathcal{E}^1 \xrightarrow{r} \mathcal{L}^{3,1}(-\Delta) \xrightarrow{-2d^1_{\Delta}} \mathcal{K}_{(2)}^0,
$$

where the map $r$ is induced by the projection $\mathcal{V}^{3,1} \xrightarrow{} \mathcal{L}^{3,1}$ onto a summand of the direct sum. Moreover, the restriction of the same operator to $\mathcal{V}^{2,2} \cap \mathcal{E}^1$ is zero.

**Proof.** The proof is very similar to the proof of lemma 4.31, so we will just sketch it. Write $\mathcal{V}^{3,1} = \mathcal{L}^{3,1} \oplus \mathcal{L}^{2,2} \oplus \mathcal{V}^{2,1,1}$. Take an element $(x, y, z) \in (\mathcal{L}^{3,1} \oplus \mathcal{L}^{2,2} \oplus \mathcal{V}^{2,1,1}) \cap \mathcal{E}^1$. Hence we have that $\mathcal{P}_{(2)}^1(x, y, z) = 0$ which implies, because of the form of the matrix 4.13, $\mathcal{P}_{(3)}^4 x = 0$, which, as seen by definitions, implies in turn $d^0_{\Delta} x = 0$ and hence that $x \in \mathcal{L}^{3,1}(-\Delta)$. Notice that $\mathcal{K}_{(3)}^0 \simeq \mathcal{K}_{(2,1)}^0$. Moreover we have $\mathcal{P}_{(2,1)}^{3,1} x + \mathcal{P}_{(2,1)}^{2,2} y = 0$, which becomes $-d^0_{\Delta} x + d^1_{\Delta} y = 0$, and hence implies $d^1_{\Delta} y = 0$. Therefore $y \in \mathcal{L}^{2,2}(-\Delta) = \mathcal{L}^{2,2}(-2\Delta)$. Now we just have to check that $\mathcal{P}_{(2)}^1 \mathcal{V}^{3,1} \cap \mathcal{E}^1$ coincide locally with $-2d^1_{\Delta} x \circ r$; by lemma 3.1 it is sufficient to do this over an open set of the form $S^n U$, with $U$ an affine open set of $X$ over which $L$ trivial. In this case, the local formula in example 3.50 gives

$$
\mathcal{P}_{(2)}^1(x, y, z) = -2d^1_{\Delta} x + d^1_{\Delta} y = -2d^1_{\Delta} x.
$$

The statement for $\mathcal{V}^{2,2} \cap \mathcal{E}^1$ now follows taking $x = 0$. \hfill \Box

**Lemma 4.37.** The restriction of the operator $\mathcal{P}_{(2)}^0 \oplus \mathcal{P}_{(1,2)}^0$ to $\mathcal{L}^{2,1,1}$

$$
\mathcal{P}_{(2)}^0 \oplus \mathcal{P}_{(1,2)}^0 : \mathcal{L}^{2,1,1} \xrightarrow{} \mathcal{K}_{(2)}^0 \oplus \mathcal{K}_{(1)(1)}^0
$$

coincides with $d^0_{\Delta}$. Hence its kernel is $\mathcal{L}^{2,1,1}(-\Delta) \simeq \pi_*(L^{2,1,1} \otimes I_{\Delta_{12}} \cap I_{\Delta_{13}} \cap I_{\Delta_{23}})^{\text{Stab}_{(2,1,1)}}$.

**Proof.** The differential $d^0_{\Delta}$ is defined as

$$
d^0_{\Delta} : \pi_*(L^{2,1,1})^{\text{Stab}_{(2,1,1)}} \rightarrow \pi_*(L^{2,1,1} \otimes O_{X^n} / I_{\Delta_{12}}) = \pi_*(L^{2,1,1} \otimes O_{X^n} / I_{\Delta_{23}})^{\Theta(\{4,...,n\})}.
$$

The component $\pi_*(L^{2,1,1})^{\text{Stab}_{(2,1,1)}} \rightarrow \pi_*(L^{2,1,1} \otimes O_{X^n} / I_{\Delta_{12}}) = \pi_*(L^{2,1,1} \otimes O_{X^n} / I_{\Delta_{23}})$ is given by the composition $\pi_*(L^{2,1,1})^{\text{Stab}_{(2,1,1)}} \rightarrow \pi_*(L^{2,1,1} \otimes O_{X^n} / I_{\Delta_{12}})$ and $\pi_*(L^{2,1,1} \otimes O_{X^n} / I_{\Delta_{23}})$. The second map is $\pi_*(d^0_{\Delta_2} \otimes \text{id}) = \pi_*(D^0_{(2)} \otimes \text{id})$: hence the composition coincides with $\mathcal{P}_{(2)}^0$. Analogously, the component

$$
\pi_*(L^{2,1,1})^{\text{Stab}_{(2,1,1)}} \rightarrow \pi_*(L^{2,1,1} \otimes O_{X^n} / I_{\Delta_{23}}) = \pi_*(L^{1,1,2} \otimes O_{X^n} / I_{\Delta_{12}})^{\Theta(\{1,2\})} \times \Theta(\{4,...,n\})
$$

coincides with $\mathcal{P}_{(1,2)}^0$. \hfill \Box
Lemma 4.38. The restriction of the operator \( D_L \) to \( V^{2,1,1} \cap E^1 \) factors through
\[
V^{2,1,1} \cap E^1 \longrightarrow L^{2,1,1}(-\Delta) \longrightarrow K_{(1)(1)}^1
\]
where the first map is induced by the projection \( V^{2,1,1} \longrightarrow L^{2,1,1} \) onto a summand of the direct sum and where the second map is the only nonzero component of \(-3d^1_\Delta\).

Proof. By lemma 3.1 it is sufficient to prove the statement over an open set of the form \( S^nU \), where \( U = \text{Spec}(R) \) is an affine open set of \( X \) over which \( L \) is trivial. Identifying coherent sheaves with the modules of their sections, we have that, if \( x = a \otimes b_1 b_2 \otimes c \in R \otimes S^2 R \otimes S^{n-3} R \) is a global section of \( L^{2,1,1}(-\Delta) \), we have, by the local formula in example 3.59:
\[
D_{(1)}^1 x = -2[ab_1 \otimes b_2 + ab_2 \otimes b_1] \otimes c + [b_1da \otimes b_2 + b_2da \otimes b_1] \otimes c
\]
\[
= [-2adb_1 \otimes b_2 - 2ab_2 \otimes b_1] \otimes c + [b_1da \otimes b_2 + b_2da \otimes b_1] \otimes c
\]
\[
= -3adb_2 \otimes b_1 \otimes c - 3adb_2 \otimes b_1 \otimes c
\]
(4.14)
since \( ab_1 \otimes b_2 + ab_2 \otimes b_1 = 0 \) and hence
\[
0 = d(ab_1) \otimes b_2 + d(ab_2) \otimes b_1 = (adb_1 \otimes b_2 + adb_2 \otimes b_1) + (b_1da \otimes b_2 + b_2da \otimes b_1).
\]
Now it is immediate to see that (4.14) is the expression of the only nonzero component of \(-3d^1_\Delta\).

Lemma 4.39. The restriction of the operator \( D_L \) to \( V^{2,2} \cap E^2 \) factors through
\[
V^{2,2} \cap E^2 \longrightarrow L^{2,2}(-2\Delta) \longrightarrow K_{(1)}^2,
\]
where the first map is induced by the projection \( V^{2,2} \longrightarrow L^{2,2} \) onto a summand of the direct sum.

Proof. By lemma 4.36 it is clear that if \( u = (x, y, z) \) is a local section of \( L^{2,2} \oplus L^{2,1,1} \oplus L^{1,1,1,1} = V^{2,2} \) and \( u \) is in \( V^{2,2} \cap E^2 \), then \( u \in V^{2,2} \cap E^1 \) and \( D_{(1)}^2 x = 0 \) which implies that \( x \) is in \( L^{2,2}(-2\Delta) \). Then we can compare the two morphisms of the statement; the comparison is done via the local formula for \( D_L^2 \) for \( X \) a complex affine surface and \( L \) trivial — see example 3.59 — and analogously to the proofs of lemmas 4.31
4.36 and 4.38

Proposition 4.40. We have the following short left exact sequences on \( S^nX \):
\[
0 \longrightarrow W^{3,1} \longrightarrow W^4 \longrightarrow L^4
\]
(4.15)
\[
0 \longrightarrow W^{2,2} \longrightarrow W^{3,1} \longrightarrow L^{3,1}(-2\Delta)
\]
(4.16)
\[
0 \longrightarrow W^{2,1,1} \longrightarrow W^{2,2} \longrightarrow L^{2,2}(-4\Delta)
\]
(4.17)
\[
0 \longrightarrow W^{1,1,1,1} \longrightarrow W^{2,1,1} \longrightarrow L^{2,1,1}(-2\Delta)
\]
(4.18)

Moreover the term \( W^{1,1,1,1} \) is isomorphic to \( L^{1,1,1,1}(-2\Delta) \).

Proof. To get the first left exact sequence, one proceeds analogously as in the case \( k = 3 \), that is, taking recursively kernels of vertical maps in the diagrams
\[
\require{AMScd}
\begin{CD}
0 @>>> V^{3,1} \cap E^1 @>>> V^4 \cap E^1 @>>> L^4 \\
@. @VV D_L^1|V^{3,1,1} E^1 V @VV D_L^1 E^1 V @. 0 \\
0 @>>> K^L(L) @>>> K^L(L) @. 0
\end{CD}
\]
for \( l = 0, 1, 2 \).

the other component \( L^{2,1,1}(-\Delta) \) is zero since \( \Theta((2,3)) \) acts with a sign on \( I_{\Delta_{23}}/I_{\Delta_{23}}^2 \).
As for the second, consider the term \(V^{3,1}\): for convenience, we split the term \(K^0(L)\) as \(K^0_{\leq(2,1)} \oplus K^0_{(3)}\), where \(K^0_{\leq(2,1)} = K^0_{(2,1)} \oplus K^0_{(2)(1)} \oplus K^0_{(1)(2)} \oplus K^0_{(1)(1)(11)}\). The matrix of \(D^0_L\) with respect to the direct sum decompositions \(V^{3,1} = L^{3,1} \oplus V^{2,2}\) and \(K^0(L) = K^0_{(3)} \oplus K^0_{\leq(2,1)}\) is lower triangular, as seen in (4.13). Hence we can form the commutative diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & V^{2,2} & \rightarrow & V^{3,1} & \rightarrow & L^{3,1} & \rightarrow & 0 \\
& & \downarrow{D^0_L\mid_{V^{2,2}}} & & \downarrow{D^0_L} & & \downarrow{D^0_{(3)}} & & \\
0 & \rightarrow & K^0_{\leq(2,1)} & \rightarrow & K^0(L) & \rightarrow & K^0_{(3)} & \rightarrow & 0 \\
\end{array}
\]

which yields, taking kernels of vertical maps and noting that \(D^0_{(3)}\) coincides with \(d^3_{\Delta}\), the left exact sequence \(0 \rightarrow V^{2,2} \cap \mathcal{E}^1 \rightarrow V^{3,1} \cap \mathcal{E}^1 \rightarrow L^{3,1}(-\Delta)\). Lemma [4.36] immediately gives the diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & V^{2,2} \cap \mathcal{E}^1 & \rightarrow & V^{3,1} \cap \mathcal{E}^1 & \rightarrow & L^{3,1}(-\Delta) \\
& & \downarrow{D^1_{(1)(1)}} & & \downarrow{D^1_L} & & \downarrow{-2d^3_{\Delta}} & \\
0 & \rightarrow & K^1_{(1)(1)} & \rightarrow & K^1(L) & \rightarrow & K^1_{(2)} & \rightarrow & 0 \\
\end{array}
\]

from which, taking kernels of vertical maps, we get the left exact sequence \(0 \rightarrow V^{2,2} \cap \mathcal{E}^2 \rightarrow V^{3,1} \cap \mathcal{E}^2 \rightarrow L^{3,1}(-2\Delta)\). Finally, the commutative diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & V^{2,2} \cap \mathcal{E}^2 & \rightarrow & V^{3,1} \cap \mathcal{E}^2 & \rightarrow & L^{3,1}(-2\Delta) \\
& & \downarrow{D^2_L} & & \downarrow{D^2_L} & & \downarrow{0} & \\
0 & \rightarrow & K^2(L) & \rightarrow & K^2(L) & \rightarrow & 0 \\
\end{array}
\]

yields, taking kernels of vertical maps, the second left exact sequence of the statement.

Let’s now work at the third sequence. We split the term \(K^0_{\leq(2,1)}\) as \(K^0_{(2,1)} \oplus K^0_{\leq(2,1)}\) where \(K^0_{\leq(2,1)} = K^0_{(2)(1)} \oplus K^0_{(1)(2)} \oplus K^0_{(1)(1)(11)}\). Since the matrix of the restriction of \(D^0_L\) to \(V^{2,2}\), with respect to the direct sum decompositions \(V^{2,2} = L^{2,2} \oplus V^{2,1,1}\), and \(K^0_{\leq(2,1)} = K^0_{(2,1)} \oplus K^0_{\leq(2,1)}\) is lower triangular — see (4.13) — we can consider the commutative diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & V^{2,1,1} & \rightarrow & V^{2,2} & \rightarrow & L^{2,2} & \rightarrow & 0 \\
& & \downarrow{D^0_L\mid_{V^{2,1,1}}} & & \downarrow{D^0_L} & & \downarrow{D^0_{(2,1)}} & & \\
0 & \rightarrow & K^0_{\leq(2,1)} & \rightarrow & K^0_{\leq(2,1)} & \rightarrow & K^0_{(2,1)} & \rightarrow & 0 \\
\end{array}
\]

Taking kernels of vertical maps and noting that the restriction of \(D^0_{(2,1)}\) to \(L^{2,2}\) coincides with \(d^3_{\Delta}\), we get the left exact sequence \(0 \rightarrow V^{2,1,1} \cap \mathcal{E}^1 \rightarrow V^{2,2} \cap \mathcal{E}^1 \rightarrow L^{2,2}(-\Delta)\). Note that \(L^{2,2}(-\Delta) \simeq L^{2,2}(-2\Delta)\). Lemma [4.36] allows to build the commutative diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & V^{2,1,1} \cap \mathcal{E}^1 & \rightarrow & V^{2,2} \cap \mathcal{E}^1 & \rightarrow & L^{2,2}(-2\Delta) \\
& & \downarrow{D^1_{(2,1)}\mid_{V^{2,1,1} \cap \mathcal{E}^1}} & & \downarrow{D^1_{(2,1)}\mid_{V^{2,2} \cap \mathcal{E}^1}} & & \downarrow{0} & \\
0 & \rightarrow & K^1_{(1)(1)} & \rightarrow & K^1_{(1)(1)} & \rightarrow & 0 \\
\end{array}
\]

from which we get, taking kernels, the exact sequence \(0 \rightarrow V^{2,1,1} \cap \mathcal{E}^2 \rightarrow V^{2,2} \cap \mathcal{E}^2 \rightarrow L^{2,2}(-2\Delta)\). Finally, since the restriction of \(D^2_L\) to \(V^{2,1,1} \cap \mathcal{E}^2\) is zero, and thanks to lemma [4.39] we get the commutative
Let $\kappa(1,1,1)$ be a commutative $S$-algebra. Let $I_\Delta$ the ideal of the diagonal in $R \otimes R$. Then in $S^2R$ we have:

$$
(I^1_\Delta)^{\Theta_2} = (I^2_\Delta)^{\Theta_2}(I^3_\Delta)^{\Theta_2},
$$

where the group $\Theta_2$ operates on $R \otimes R$ exchanging the factors.

Proof. An element in $I^1_\Delta$ can be written as a sum of products $xyzw$, were $x, y, z, w \in I_\Delta$. Let $x = \sum_i a_i \otimes \alpha_i$, $y = \sum_j b_j \otimes \beta_j$, $z = \sum_h c_h \otimes \gamma_h$, $w = \sum_l d_l \otimes \delta_l$. Then $xyzw = \sum_{ijkl} a_i b_j c_h d_l \otimes \alpha_i \beta_j \gamma_h \delta_l$. We have that

$$
xyzw = \sum_{ijkl} (a_i b_j c_h d_l \otimes 1)(1 \otimes \alpha_i - \alpha_i \otimes 1)(1 \otimes \beta_j - \beta_j \otimes 1)(1 \otimes \gamma_h - \gamma_h \otimes 1)(1 \otimes \delta_l - \delta_l \otimes 1).
$$

If $xyzw \in (I^1_\Delta)^{\Theta_2}$ then $xyzw$ is equal to its invariant part, and hence

$$
xyzw = \frac{1}{2} \sum_{ijkl} (a_i b_j c_h d_l \otimes 1)(1 \otimes \alpha_i - \alpha_i \otimes 1)(1 \otimes \beta_j - \beta_j \otimes 1)(1 \otimes \gamma_h - \gamma_h \otimes 1)(1 \otimes \delta_l - \delta_l \otimes 1)
$$

since any term of the form $1 \otimes f - f \otimes 1$ is anti-invariant and the term $(a_i b_j c_h d_l \otimes 1)$ is invariant.

Remark 4.42. Similarly, one can easily prove that the anti-invariant part $(I^3_\Delta)^{-}$ of $I^3_\Delta$, that is, $(I^3_\Delta)^{-} := \{ f \in I^1_\Delta | \sigma(f) = -f \} $ — where $\sigma$ is the transposition $(12)$ — is contained in $I^3_\Delta$.

Recalling notation 4.34 we can now prove the following
Theorem 4.43. Let \( n \in \mathbb{N}, n \geq 1 \). The graded sheaves for the filtration \( W^\mu \otimes D_A \) on \( \mu_*(S^4L[n] \otimes D_A) \), indexed by partitions \( \mu \in \nu_n(4) \), equipped with the reverse lexicographic order, are given by

\[
g^\mu_{W \otimes D_A} \simeq \mathcal{L}^\mu(-2n\mu \Delta) \otimes D_A .
\]

Proof. Step 0. We will prove the theorem for \( n \geq 4 \), since for \( 1 \leq n \leq 3 \) the proof is analogous and easier. It is sufficient to consider the case in which \( A \) is trivial. Then, exactly as we did in step 0 of the proof of theorem 4.35 by lemma 4.15, we reduce the proof to showing the surjectivity of the maps on the right in 4.16, 4.17, 4.18 over an open set of the form \( S^nU = \text{Spec}(S^nR) \), where \( U = \text{Spec}(R) \) is an affine open set of \( X \) over which \( L \) is trivial. Over \( S^nU \) we can identify coherent sheaves with the modules of their sections; hence as in example 3.59 \( \mathcal{L}^4 \) will be identified with \( R \otimes S^{n-1}R \), \( L^{3,1} \) with \( R \otimes R \otimes S^{n-2}R \), \( L^{2,2} \) with \( S^2R \otimes S^{n-3}R \). Denoting with \( I_\Delta \) the ideal of the diagonal in \( R \otimes R \), the sheaf \( L^{3,1}(-2\Delta) \) will be identified with \( I_\Delta^2 \otimes S^{n-2}R \) and \( L^{2,2}(-4\Delta) \) with \( (I_\Delta^4)^{\otimes 2} \otimes S^{n-2}R \).

Step 1: surjectivity of the map \( W^4 \rightarrow \mathcal{L}^4 \). It is sufficient to prove that we can lift any element of the form \( y \otimes a \in R \otimes S^{n-1}R \) to \( W^4 \), where \( y \in R \) and \( a = a_1 \cdots a_{n-1} \in S^{n-1}R \). Consider the element

\[
x = \left( 4y \otimes a_i \sum_{i,j} 3y \otimes a_i \otimes i \frac{\partial}{\partial \hat{\alpha}_i} + a_i \otimes y \otimes \hat{\alpha}_i , \sum_{i,j} 2y \otimes a_i \otimes 2a_i + 2a_i \otimes y \otimes \hat{\alpha}_i, \right.
\]

\[
\sum_{i,j} 2y \otimes a_i \otimes 2a_j \otimes \hat{\alpha}_{ij} + a_i \otimes y \otimes a_j \otimes \hat{\alpha}_{ij} + a_i \otimes a_j \otimes y \otimes \hat{\alpha}_{ij} ,
\]

\[
\sum_{i,j} y \otimes a_i \otimes a_j \otimes a_k \otimes \hat{\alpha}_{ijk} + a_i \otimes y \otimes a_j \otimes a_k \otimes \hat{\alpha}_{ijk} + a_i \otimes a_j \otimes a_k \otimes y \otimes \hat{\alpha}_{ijk} \right).
\]

Let’s prove that this element is in \( W^4 = V^4 \cap E^3 \). It is in \( \mathcal{L}^1 \) since

\[
\begin{align*}
\mathcal{D}_0^{(3)} x & = \sum_i (4ya_i + 3ya_i + ya_i) \otimes \hat{\alpha}_i = 0 , \\
\mathcal{D}_0^{(2,1)} x & = \sum_i (3ya_i - a_iy + 2ya_i + 2ya_i) \otimes \hat{\alpha}_i = 0 \\
\mathcal{D}_0^{(2,1)} x & = \sum_i (-3ya_j \otimes a_i - a_i \otimes a_j \otimes y + 2ya_j \otimes a_i + a_i \otimes a_j \otimes y + a_j \otimes a_j) \otimes \hat{\alpha}_{ij} = 0 \\
\mathcal{D}_0^{(1,2)} x & = \sum_i (-2ya_j \otimes a_i - 2a_i \otimes a_j \otimes y + 2a_i \otimes a_j \otimes y + ya_j \otimes a_i + ya_j \otimes a_i) \otimes \hat{\alpha}_{ij} = 0 \\
\mathcal{D}_0^{(1,1)} x & = \sum_i (-2ya_k \otimes a_i \otimes a_j - a_i \otimes a_k \otimes y \otimes a_j - a_k \otimes a_j \otimes a_j \otimes y) \otimes \hat{\alpha}_{ijk} = 0 \\
& \quad + 2ya_i \otimes a_j \otimes a_k + a_i \otimes a_j \otimes y \otimes a_k + a_i \otimes a_k \otimes a_j \otimes y \otimes \hat{\alpha}_{ijk} = 0
\end{align*}
\]

To show that \( x \in \mathcal{L}^2 \), we compute:

\[
\begin{align*}
\mathcal{D}_1^{(2)} x & = \sum_i \left[ 4yda_i - 2(3yda_i + a_i dy) + 2yda_i + 2a_i dy \right] \otimes \hat{\alpha}_i = 0 \\
\mathcal{D}_1^{(1,1)} x & = \sum_i \left[ 3yda_j \otimes a_i + a_i da_j \otimes y - 2(2yda_i \otimes a_j + a_i dy \otimes a_j + a_i da_j \otimes y) + 2a_i dy \otimes a_j + yda_i \otimes a_j + a_j da_i \otimes y \right] \otimes \hat{\alpha}_{ij} = 0
\end{align*}
\]

Finally in \( \mathcal{L}_1^{(1)} \) we have:

\[
\mathcal{D}_1^{(1)} x = \sum_i \left[ -4yd^2a_i + 3(3yd^2a_i + a_i d^2y) - 3(2yd^2a_i + 2a_i d^2y) + 3a_i d^2y + yd^2a_i \right] \otimes \hat{\alpha}_i = 0 .
\]

Step 2: surjectivity of the map \( W^{3,1} \rightarrow \mathcal{L}^{3,1}(-2\Delta) \). Over the open set \( S^nU = \text{Spec}(S^nR) \) the sheaf \( \mathcal{L}^{3,1}(-2\Delta) \) can be identified with the module \( (I_\Delta^2) \otimes S^{n-2}R \). It is then sufficient to show that it is possible to lift to \( W^{3,1} \) elements of the form \( y \otimes a \), where \( y \in I_\Delta^2 \subseteq R \otimes R \) and \( a = a_1 \cdots a_{n-2} \in S^{n-2}R \). We can
split $y$ in its invariant and anti-invariant part, for the action of $\mathfrak{S}_2$ exchanging the two factors in $R \otimes R$: $y = y^+ + y^-$, where $y^+ = (1/2)(y + \sigma(y))$, $y^- = (1/2)(y - \sigma(y))$, and where $\sigma$ is the transposition (12). Hence it is sufficient to show that it is possible to lift to $\mathcal{W}^{3,1}$ each of the summands $y^+ \otimes a, y^- \otimes a$.

Let’s begin with $y^+ \otimes a$. The element $y^+$ belongs to $(I_3^2)^{\otimes 2}$ and hence can be written as the invariant part of an element $2 \sum_i s_i \otimes t_i \in I_3^2$. Hence $y^+ = \sum_i s_i, t_i$, with $\sum_i s_i t_i = 0$ and

$$\sum_i s_i dt_i = \sum_i t_i ds_i = 0$$ (4.19)

and hence $d^1_\Delta y^+ = \sum_i s_i dt_i + t_i ds_i = 0$, since $\sum_i s_i t_i \in I_3^2$. Then the element

$$x = (6y^+ \otimes a, 8y^+ \otimes a, S, T) \in \mathcal{W}^{3,1}$$

where

$$S = 4 \sum_{ij} s_i \otimes t_i a_j \otimes \hat{a}_j + 4 \sum_{ij} t_i \otimes s_i a_j \otimes \hat{a}_j + 2 \sum_{ij} a_j \otimes s_i t_i \otimes \hat{a}_j \in R \otimes S^2 R \otimes S^{n-3} R$$

$$T = \sum_{ijkl} s_i t_j a_k a_l \otimes \hat{a}_{ji} \in S^4 R \otimes S^{n-4} R$$

is in $\mathcal{W}^{3,1}$ and lifts the element $6y^+ \otimes a$. Indeed $\mathcal{D}_{(3)}^0 x = 0 = \mathcal{D}_{(2,1)}^0 x = 0$ since $y^+ \in I_3^2$. We have to check that:

$$\mathcal{D}_{(2,1)}^0 x = -6 \sum_{ij} (s_i a_j \otimes t_i + t_i a_j \otimes s_i) \otimes \hat{a}_j$$

$$+ \sum_{ij} (4s_i a_j \otimes t_i + 4t_i a_j \otimes s_i + 2s_i a_j \otimes t_j + 2t_i a_j \otimes s_i) \otimes \hat{a}_j = 0 ,$$

and

$$\mathcal{D}_{(1,2)}^0 x = -8 \sum_{ij} (s_i a_j \otimes t_i + t_i a_j \otimes s_i) \otimes \hat{a}_j + 8 \sum_{ij} (t_i a_j \otimes s_i + s_i a_j \otimes t_i) \otimes \hat{a}_j = 0 .$$

As for the operator $\mathcal{D}_{(2)}^1$, we have immediately $\mathcal{D}_{(2)}^1 x = 0$, since $x \in \mathcal{W}^{3,1} \cap \mathcal{E}^1$ and since, by lemma 4.36

$$\mathcal{D}_{(2)}^1 x = -2d^1_\Delta (6y^+ \otimes a) = 0 ,$$

since $y^+ \otimes a \in \mathcal{E}^{3,1}(-2\Delta)$. We still have to check that:

$$\mathcal{D}_{(1,1)}^1 x = 6 \sum_{ij} (s_i a_j \otimes t_i + t_i a_j \otimes s_i) \otimes \hat{a}_j$$

$$- 2 \sum_{ij} (4s_i dt_i \otimes a_j + 4s_i da_j \otimes t_i + 4t_i ds_i \otimes a_j$$

$$+ 4t_i da_j \otimes s_i + 2a_j ds_i \otimes t_i + 2a_j dt_i \otimes s_i) \otimes \hat{a}_j$$

$$+ \sum_{ij} (4t_i ds_i \otimes a_j + 4a_j ds_i \otimes t_i + 4s_i dt_i \otimes a_j$$

$$+ 4a_j dt_i \otimes s_i + 2s_i da_j \otimes t_i + 2t_i da_j \otimes s_i) \otimes \hat{a}_j = 0 ,$$

because of (4.19). Finally the operator $\mathcal{D}_{(1)}^2$ vanishes on $x$, since

$$\mathcal{D}_{(1)}^2 x = 3 \cdot 6 \sum_{ij} (s_i d^2 t_i + t_i d^2 s_i) \otimes a - 3 \cdot 8 \sum_{ij} (s_i d^2 t_i + t_i d^2 s_i) \otimes a + 6 \sum_{ij} (s_i d^2 t_i + t_i d^2 s_i) \otimes a = 0 .$$

Let’s now lift the element $y^- \otimes a$. By remark 4.42 we can write $y^-$ as a product $\alpha \beta \gamma$, $\alpha, \beta, \gamma \in I_3$. Writing $\alpha = \sum_i s_i \otimes t_i$, $\beta = \sum_j u_j \otimes v_j$, $\gamma = \sum_h z_h \otimes w_h$, we have $y^- = \sum_{ijh} s_i u_j z_h \otimes t_i v_j w_h$. Consider the element

$$x = (6y^- \otimes a, 0, S, T) \in \mathcal{W}^{3,1}$$
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Moreover, where
\[
S = 2 \sum_{ijhl} \left( s_{ijl} t_{ijl} v_{ijl} w_{ijl} z_{ijl} a_{ijl} + s_{ijl} t_{ijl} v_{ijl} w_{ijl} u_{ijl} + u_{ijl} z_{ijl} a_{ijl} t_{ijl} v_{ijl} w_{ijl} s_{ijl} \right) \otimes \hat{\alpha}_l \in R \otimes S^2 R \otimes S^{n-2} R
\]
and
\[
T = \sum_{ijhlm} s_{ijl} t_{ijl} v_{ijl} w_{ijl} a_{ijl} \otimes \hat{\alpha}_{lm} \in S^4 R \otimes S^{n-4} R.
\]

Then \( x \in W^{3,1} \) and \( x \) lifts the element \( 6y^- \otimes a \). Indeed we have that \( D_{(3)}^0 x = 0 = D_{(2,1)}^0 x \) since \( y^- \in I_\Delta^3 \). Moreover
\[
D_{(2,1)}^0 x = -6 \sum_{ijhl} s_{ijl} u_{ijl} z_{ijl} a_{ijl} t_{ijl} v_{ijl} w_{ijl} \otimes \hat{\alpha}_l + 2 \sum_{ijhl} s_{ijl} u_{ijl} z_{ijl} a_{ijl} t_{ijl} v_{ijl} w_{ijl} \otimes \hat{\alpha}_l + 2 \sum_{ijhl} s_{ijl} u_{ijl} z_{ijl} a_{ijl} t_{ijl} v_{ijl} w_{ijl} \otimes \hat{\alpha}_l = 0.
\]

As for the operator \( D_L^0 \), the component \( D_{(2)}^0 x \) is immediately zero by lemma 4.36. For the component \( D_{(1)}^0 x \) we have:
\[
D_{(1)}^0 x = 6 \sum_{ijhl} s_{ijl} u_{ijl} z_{ijl} d_{ijl} a_{ijl} t_{ijl} v_{ijl} w_{ijl} \otimes \hat{\alpha}_l - 4 \sum_{ijhl} s_{ijl} u_{ijl} d(t_{ijl} v_{ijl} w_{ijl}) \otimes z_{ijl} a_{ijl} + s_{ijl} u_{ijl} d(z_{ijl} a_{ijl}) \otimes t_{ijl} v_{ijl} w_{ijl} \otimes \hat{\alpha}_l +
- 4 \sum_{ijhl} (s_{ijl} u_{ijl} d(t_{ijl} v_{ijl} w_{ijl}) \otimes u_{ijl} a_{ijl} + s_{ijl} u_{ijl} d(u_{ijl} a_{ijl}) \otimes t_{ijl} v_{ijl} w_{ijl}) \otimes \hat{\alpha}_l
- 4 \sum_{ijhl} (s_{ijl} u_{ijl} d(t_{ijl} v_{ijl} w_{ijl}) \otimes s_{ijl} + u_{ijl} z_{ijl} a_{ijl} d(s_{ijl}) \otimes t_{ijl} v_{ijl} w_{ijl}) \otimes \hat{\alpha}_l
+ 2 \sum_{ijhl} (t_{ijl} v_{ijl} w_{ijl} d(s_{ijl} u_{ijl}) \otimes z_{ijl} a_{ijl} + u_{ijl} z_{ijl} a_{ijl} d(s_{ijl}) \otimes t_{ijl} v_{ijl} w_{ijl}) \otimes \hat{\alpha}_l
+ 2 \sum_{ijhl} (t_{ijl} v_{ijl} w_{ijl} d(u_{ijl} z_{ijl} a_{ijl}) \otimes s_{ijl} + s_{ijl} d(u_{ijl} z_{ijl} a_{ijl}) \otimes t_{ijl} v_{ijl} w_{ijl}) \otimes \hat{\alpha}_l
= \sum_{ijhl} \left( 6s_{ijl} u_{ijl} z_{ijl} d_{ijl} a_{ijl} - 4s_{ijl} u_{ijl} d(z_{ijl} a_{ijl}) - 4s_{ijl} z_{ijl} d(u_{ijl} a_{ijl}) - 4u_{ijl} z_{ijl} a_{ijl} d(s_{ijl}) + 2z_{ijl} a_{ijl} d(s_{ijl} u_{ijl}) + 2u_{ijl} a_{ijl} d(s_{ijl} z_{ijl}) + 2s_{ijl} d(u_{ijl} z_{ijl} a_{ijl}) \right) \otimes t_{ijl} v_{ijl} w_{ijl} \otimes \hat{\alpha}_l = 0.
\]

As for the operator \( D_{(1)}^2 \), we have immediately that \( D_{(1)}^2 x = 0 \) since
\[
D_{(2)}^2 x = 3 \cdot 6 \sum_{ijh} s_{ijh} u_{ijh} z_{ijh} d^2(t_{ijh} v_{ijh} w_{ijh}) \otimes a = 18d_\Delta^2(y^- \otimes a) = 0
\]
since \( y^- \) was chosen in \( I_\Delta^3 \).

Step 3: surjectivity of the map \( W^{2,2} \rightarrow L^{2,2}(-4\Delta) \). Over the open set \( S^n U = \text{Spec}(S^n R) \) the sheaf \( L^{2,2}(-4\Delta) \) can be identified with the module \( (I_\Delta^4)^{\hat{\Theta}_2} \otimes S^{n-2} R \); by lemma 4.41 \( (I_\Delta^4)^{\hat{\Theta}_2} = (I_\Delta^2)^{\hat{\Theta}_2}(I_\Delta^2)^{\hat{\Theta}_2} \). It is hence sufficient to lift any element of the form \( y_1 y_2 \otimes a \), with \( y_i \in (I_\Delta^2)^{\hat{\Theta}_2}, a = a_1 \ldots a_{n-2} \in S^{n-2} R \),
\(a_i \in R\). Since they are \(S_2\)-invariants, we can write \(y_1 = \sum_i s_i t_i\) and \(y_2 = \sum_j u_j v_j\). The product \(y_1 y_2\) will then be \(y_1 y_2 = \sum_{ij} (s_i u_j t_i v_j + s_i v_j t_i u_j)\). Consider the element
\[x = (4y_1 y_2 \otimes a, S, T),\]
where
\[S = 2 \sum_{ijl} [s_i u_j \otimes (a_l t_i).v_j + t_i u_j \otimes (a_l s_i).v_j + s_i v_j \otimes (a_l t_i).a_j + t_i v_j \otimes (a_l s_i).a_j] \otimes \hat{a}_l \in R \otimes S^2 R \otimes S^{n-3} R\]
\[T = \sum_{ijh} (a_{h s_i}).(a_{h t_i}).u_j v_j \otimes \hat{\alpha}_{h l} \in S^3 R \otimes S^{n-4} R.\]

Note that \(S\) is in \([I^2_{\Delta_{12}} \cap I^2_{\Delta_{13}}]^{S((2,3))} \otimes S^{n-3} R\), since the starting elements \(y_i\) have been chosen in \(I^2_{\Delta}\). Then \(x\) is in \(W^{2,2}\) and it lifts \(4y_1 y_2 \otimes a\). Indeed \(\varphi^0_{(3)} x = 0\) because \(x \in W^{2,2}\) and \(\varphi^0_{(2,1)} x = -4d^0_{(2)} (y_1 y_2 \otimes a) = 0\) since \(y_1 y_2 \in I^2_{\Delta} \subseteq I^2_{\Delta}\). Moreover \(\varphi^0_{(1,2)} x = 0\) because it just depends on \(S\) and \(S\) is evidently in \((I_{\Delta_{12}} \cap I_{\Delta_{13}})^{S((2,3))} \otimes S^{n-3} R\). Then
\[\varphi^0_{(1,2)} x = -4 \sum_{ijl} [s_i u_j a_l \otimes t_i v_j + t_i v_j a_l \otimes s_i u_j + s_i v_j a_l \otimes t_i u_j + t_i u_j a_l \otimes s_i v_j] \otimes \hat{a}_l + 4 \sum_{ijl} [a_l t_i v_j \otimes s_i u_j + a_l s_i v_j \otimes t_i u_j + a_l t_i u_j \otimes s_i v_j + a_l s_i u_j \otimes t_i v_j] \otimes \hat{a}_l = 0\]

and
\[\varphi^0_{(1,1)} x = -2 \sum_{ijh} [s_i u_j a_h \otimes (a_l t_i).v_j + t_i u_j a_h \otimes (a_l s_i).v_j + s_i v_j a_h \otimes (a_l t_i).a_j + t_i v_j a_h \otimes (a_l s_i).a_j] \otimes \hat{\alpha}_{h l} + 2 \sum_{ijh} [s_i u_j a_h \otimes (a_l t_i).v_j + s_i v_j a_h \otimes (a_l t_i).a_j + t_i u_j a_h \otimes (a_l s_i).v_j + t_i v_j a_h \otimes (a_l s_i).a_j] \otimes \hat{\alpha}_{h l} = 0.\]

We have \(\varphi^1_{(2)} x = 0\) by lemma 4.36. Moreover
\[\varphi^1_{(1,1)} x = -3d^1_{\Delta} S = 0\]
by the same argument in the proof of lemma 4.38, since \(S\) is in \([I^2_{\Delta_{12}} \cap I^2_{\Delta_{13}}]^{S((2,3))} \otimes S^{n-3} R\). Finally
\[\varphi^2_{(1)} x = -12d^2_{\Delta} (y_1 y_2 \otimes a) = 0,\]

by lemma 4.39, since \(y_1 y_2 \in I^2_{\Delta}\).

**Step 4:** surjectivity of the map \(W^{2,1,1} \longrightarrow L^{2,1,1}(-2\Delta)\). Denote first of all with \(c_{h l}\), for \(1 \leq h < l \leq 3\) the contractions \(c_{h l} : R \otimes R \otimes R \longrightarrow R \otimes R\) defined as \(c_{h l}(b_1 \otimes b_2 \otimes b_3) = (b_h b_l) \otimes b_{h l}\). The sheaf \(L^{2,1,1}(-2\Delta)\) can be identified with the module \((I^2_{\Delta_{12}} \cap I^2_{\Delta_{13}} \cap I^2_{\Delta_{23}})^{S((2,3))} \otimes S^{n-3} R\). The ideal \((I^2_{\Delta_{12}} \cap I^2_{\Delta_{13}} \cap I^2_{\Delta_{23}})^{S((2,3))}\) is naturally seen in \(R \otimes S^2 R = (R \otimes R \otimes R)^{S((2,3))}\). To prove the surjectivity of the map \(W^{2,1,1} \longrightarrow L^{2,1,1}(-2\Delta)\) it is sufficient to show that it is possible to lift to \(W^{2,1,1}\) elements of the form \(y \otimes a, g \in (I^2_{\Delta_{12}} \cap I^2_{\Delta_{13}} \cap I^2_{\Delta_{23}})^{S((2,3))}\), \(a \in S^{n-3} R\). By remark 4.4 and equation (4.12), for \(s = 2, m = 3\), we can write \(y\) as the invariant sum \(f g + \sigma(f g)\), of a product \(f g\), where \(f, g \in I_{\Delta_{12}} = I_{\Delta_{12}} \cap I_{\Delta_{13}} \cap I_{\Delta_{23}}\), and where \(\sigma\) is the permutation exchanging the second and third factor. Hence, writing \(f = \sum_i r_i \otimes s_i \otimes t_i\), \(g = \sum_j u_j \otimes v_j \otimes z_j\), with
\[c_{h l} f = c_{h l} g = 0\]  \hspace{1cm} (4.20)
for all \(1 \leq h < l \leq 3\), the element \(y\) can be finally written as \(y = \sum_{ijk} r_i u_j s_i v_j \otimes t_i z_j a_k \otimes \hat{a}_k\).
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is in $W^{2,1,1}$ and lifts the element $2y \otimes a$. Indeed the operators $\mathcal{D}_{(1),(1)}^0$, $\mathcal{D}_{(2),(1)}^0$ are trivially zero on $\mathcal{V}^{2,1,1}$; the operators $\mathcal{D}_{(2),(1)}^0$, $\mathcal{D}_{(1),(1)}^1$ and $\mathcal{D}_{(1),(1)}^1$ just involve $2y \otimes a$ and hence are zero by definition of $L^{2,1,1}(-2\Delta)$.

We just have to verify the vanishing of $\mathcal{D}_{(1),(1)}^0$:

$$\mathcal{D}_{(1),(1)}^0 x = -2 \sum_{ijk} r_i u_j a_k \otimes s_i v_j t_i z_j \otimes \widehat{a}_k + 2 \sum_{ijk} r_i u_j a_k \otimes s_i v_j t_i z_j \otimes \widehat{a}_k = 0$$

which holds, since all the other contractions of $\sum_{ijk} u_j s_i v_j t_i z_j r_i a_k$ are zero, because of (4.20). For example the contraction

$$2 \sum_{ijk} u_j s_i v_j t_i z_j r_i a_k = 2 \sum_i (s_i \otimes t_i \otimes r_i) \sum_k (1 \otimes 1 \otimes a_k) \sum_j (u_j v_j \otimes z_j \otimes 1)$$

$$+ 2 \sum_i (s_i \otimes r_i \otimes t_i) \sum_k (1 \otimes a_k \otimes 1) \sum_j (u_j v_j \otimes 1 \otimes z_j) = 0$$

which vanishes because of the vanishing of $c_{12} g = \sum_j u_j v_j \otimes z_j$ in (4.20). The other terms are analogous. \qed

4.4 Toward the general case.

The aim of this subsection is to explain what we expect about a possible filtration $\mathcal{V}^\mu \mu_* S^k L^{[n]}$ of the direct image $\mu_* S^k L^{[n]}$, for general $n$ and $k$, and its graded sheaves $\text{gr}^\mu W$. We start with the direct sum decomposition

$$(S^k V_L)^G \simeq \bigoplus_{\lambda \in \rho(n,k)} L^\lambda.$$ 

In the previous subsections we used the reverse lexicographic order $\preceq_{rlex}$ to define a filtration $\mathcal{V}^\mu$ on the sheaf $(S^k V_L)^G$ and, consequently, a filtration $\mathcal{V}^\mu$ on $E^{k-2}(n,k) \simeq \mu_* S^k L^{[n]}$.

The first remark is that, to hope to have a nice description in the general case, the reverse lexicographic order has to be replaced by another total order $\preceq$ on $\rho(n,k)$, which can be defined as follows.

**Definition 4.44.** For two partitions $\mu_1, \mu_2$ in $\rho(n,k)$ we write $\mu_1 \preceq \mu_2$ if $l(\mu_1) \leq l(\mu_2)$ and, in case of equality, $\mu_1 \preceq_{rlex} \mu_2$.

**Remark 4.45.** For $k \leq 5$ the total order $\preceq$ on $\rho(n,k)$ coincides with the reverse lexicographic order; as soon as $k \geq 6$, the two orders are different. Indeed, we have

$$(6) \prec (5,1) \prec (4,2) \prec (3,3) \prec (4,1,1) \prec (3,2,1) \prec (2,2,2) \prec (2,2,1,1) \prec (2,1,1,1,1) \prec (1^6)$$

which is not an increasing sequence in the reverse lexicographic order, since $(3,3) \not\preceq_{rlex} (4,1,1)$.

Thanks to the total order $\preceq$ just defined, consider now a filtration $\mathcal{V}^\mu$ on $(S^k V_L)^G$ by setting

$$\mathcal{V}^\mu := \bigoplus_{\lambda \in \rho(n,k)} L^\lambda.$$ 

As a consequence we have an induced finite decreasing filtration on any sheaf $E^l(n,k)$ and hence an induced finite decreasing filtration

$$\mathcal{V}^\mu := \mathcal{V}^\mu \cap E^{l-1}(n,k)$$

of $\mu_* S^k L^{[n]}$.

Secondly, in order to hope to give a general description of the graded sheaves for the filtration $\mathcal{V}^\mu \mu_* S^k L^{[n]}$ for any $n$ and $k$, we propose the following definition.

**Definition 4.46.** Let $L^\mu \mu_* L^{\mu \Delta}$ over the symmetric variety $S^n X$ as

$$L^\mu(-m \mu \Delta) := \pi_* \left( L^\mu \otimes \bigcap_{1 \leq i < j \leq \ell(\mu)} I_{\Delta_{ij}}^{m \mu_{ij}} \right)_{\text{Stab}_G(\mu)}.$$
With this definition we can write down our hope for a general structure result about \( \mu_* S^k L^{[n]} \):

**Expectation.** For any \( n, k \in \mathbb{N} \), \( n \geq 1 \), the graded sheaves of the finite decreasing filtration \( \mathcal{W}^\bullet_\mu \) of \( \mu_* S^k L^{[n]} \) are given by:

\[
gr^\mathcal{W}_\mu \simeq L^\mu(-2\mu\Delta).
\]

**Remark 4.47.** Note that the graded sheaves \( gr^\mathcal{W}_\mu \) of the filtration \( \mathcal{W}^\bullet_\mu \), considered in theorems 4.30, 4.35, 4.43 are all of the form \( L^\mu(-2\mu\Delta) \): hence the above expectation is true for \( k \leq 4 \) or for \( n \leq 2 \).

**Remark 4.48.** We worked out by hand several cases for \( k \geq 5 \) and we proved, in the studied examples, that over \( S^n X \) there are left exact sequences

\[
0 \longrightarrow \mathcal{W}^{\mu'} \longrightarrow \mathcal{W}^\mu \longrightarrow L^\mu(-2\mu\Delta)
\]

whose restriction to \( S^n X_{\bullet_\bullet} \) is exact. Here \( \mu < \mu' \) are consecutive partitions in \( p_\mu(k) \), according to the total order \( \preceq \). The existence of such left exact sequences should be true for general \( n \) and \( k \): we plan to prove it in a forthcoming paper. In a future work we also plan to provide evidence that the sequences \((4.21)\) are indeed exact.

**Remark 4.49.** As mentioned in the introduction, it is likely that the previous expectation holds for general tensor powers of tautological bundles or even in the case of general tensor products. Indeed, the filtration \( E^\bullet(n, k) \) can be defined in an analogous way for general tensor products of tautological bundles via kernels of operators \( \varphi_I \) in Krug’s work [Kru14]; the operators \( \varphi_I \) might be considered the \( E_k \)-equivariant version of operators \( D^I_\Delta \). As for the filtration \( \mathcal{V}^\bullet_\mu \), there should be a natural way of extending it in the case of tensor product of tautological bundles, and maybe even in the case of general tensor products.

## 5 Cohomological consequences.

### 5.1 A spectral sequence for the cohomology.

Thanks to the main theorems 4.30, 4.35, 4.43 of the previous subsections, we can express the cohomology \( H^*(X^{[n]}, S^k L^{[n]} \otimes \mathcal{D}_A) \) of the symmetric powers of tautological bundles \( S^k L^{[n]} \otimes \mathcal{D}_A \), twisted by the determinant line bundle \( \mathcal{D}_A \), via the spectral sequence of the cohomology of a graded sheaf. Using definitions and notations from subsection 1.4 we can formulate the results as follows. Let, first of all, \( l \mapsto \mu(l) \) be the only order preserving bijection between the totally ordered sets \( \{(0, \ldots, |p_\mu(k)| - 1)\}, \leq \) and \( (p_\mu(k), \preceq) \).

Then we have

**Corollary 5.1.** Let \( n \in \mathbb{N}^* \) and \( k \in \mathbb{N} \), such that \( n \leq 2 \) or \( k \leq 4 \). Then the cohomology \( H^*(X^{[n]}, S^k L^{[n]} \otimes \mathcal{D}_A) \) is the abutment of the spectral sequence

\[
E_1^{p, q} := H^{p+q}(S^n X, L^{\mu(p)}(-2\mu(p)\Delta) \otimes \mathcal{D}_A).
\]

**Remark 5.2.** Note that, defining the sheaf \( L^\mu(-m\mu\Delta) \) over \( X^n \) as

\[
L^\mu(-m\mu\Delta) := L^\mu \otimes \bigcap_{1 \leq i < j \leq l(\mu)} I^\mu_{\Delta_{ij}}
\]

for \( \mu \) a partition of \( k \) of length less or equal than \( n \) and \( m \in \mathbb{N} \), the previous spectral sequence can be rewritten as

\[
E_1^{p, q} \simeq H^{p+q}(X^n, L^{\mu(p)}(-2\mu(p)\Delta) \otimes A^{\otimes n})^{\text{Stab}_{\Delta}(\mu(p))}.
\]

The cohomology groups in question are the \( \text{Stab}_{\Delta}(\mu) \)-invariant parts of cohomology groups of the sheaves \( L^\mu(-2\mu\Delta) \otimes A^{\otimes n} \), which are essentially (up to tensorization by line bundles) ideal sheaves over the smooth variety \( X^n \). In other words the difficulty of understanding the cohomology of symmetric powers
of tautological bundles has been reduced (at least for $k \leq 4$ or $n \leq 2$) to the difficulty of understanding ideal sheaves of the form

$$\mathcal{O}_{X^n}(-2\mu\Delta) := \bigcap_{1 \leq i < j \leq \ell} \mathcal{I}_{\Delta_{ij}}^{2\mu_{ij}}$$

over the smooth variety $X^n$. After what we explained in subsection 4.4 we believe that this might be done in general.

### 5.2 Vanishing.

As an application of theorems 4.30, 4.35 and 4.43 and of corollary 5.1 we give here, when $X$ is projective, some effective vanishing results about the cohomology of twisted symmetric powers of tautological bundles. Since

$$H^p(X^n, S^k L[n] \otimes \mathcal{D}_A) \simeq H^p(S^n X, \mu_*(S^k L[n]) \otimes \mathcal{D}_A)$$

by Leray spectral sequence, it is indeed clear that, for $A$ sufficiently ample (or for $L$ and $A$ sufficiently ample), the higher cohomology $H^p(X^n, S^k L[n] \otimes \mathcal{D}_A)$ has to vanish, since the sheaf $A^{2n}$ is ample on $X^n$ and hence $\mathcal{D}_A$ is ample on $S^n X$; this fact is even more evident in corollary 5.1 and remark 5.2. Here, for $k \leq 4$ or $n \leq 2$, we will give an explicit bound for the positivity of $A$.

**Lemma 5.3.** Let $\ell : \{(i, j) \mid i, j \in \mathbb{N}, 1 \leq i < j \leq n\} \rightarrow \mathbb{N}$ a function. Then

$$j_{\ast}j^\ast \bigcap_{1 \leq i < j \leq n} I_{\Delta_{ij}}^{(i,j)} = \bigcap_{1 \leq i < j \leq n} I_{\Delta_{ij}}^{(i,j)}.$$

**Proof.** Note that the statement of the lemma is equivalent to proving that the local cohomology sheaves $H^l_W(\bigcap_{1 \leq i < j \leq n} I_{\Delta_{ij}}^{(i,j)})$ are zero for $i = 0, 1$.

We begin by proving recursively that, for any $s \in \mathbb{N}$ and for any fixed natural $i, j, 1 \leq i < j \leq n$, we have

$$H^l_W(I_{\Delta_{ij}}^s) = 0 \quad \text{for all } 0 \leq l \leq 2. \quad (5.1)$$

Indeed it is true for $s = 0$, since $I_{\Delta_{ij}}^0 = \mathcal{O}_{X^n}$, $X^n$ is normal, and $W$ is of codimension 4 in $X^n$. Consider now $s \in \mathbb{N}$. The local cohomology long exact sequence applied to the short exact sequence

$$0 \rightarrow I_{\Delta_{ij}}^{s+1} \rightarrow I_{\Delta_{ij}}^s \rightarrow I_{\Delta_{ij}}^s/I_{\Delta_{ij}}^{s+1} \rightarrow 0$$

yields:

$$0 \rightarrow H^l_W(I_{\Delta_{ij}}^{s+1}) \rightarrow H^l_W(I_{\Delta_{ij}}^s) \rightarrow H^l_W(I_{\Delta_{ij}}^s/I_{\Delta_{ij}}^{s+1}) \rightarrow \cdots \rightarrow H^l_W(I_{\Delta_{ij}}^1) \rightarrow H^l_W(I_{\Delta_{ij}}^0). \quad (5.2)$$

Note that $H^l_W(I_{\Delta_{ij}}^0/I_{\Delta_{ij}}^{s+1}) = 0$ for $l = 0, 1$ because the sheaf $I_{\Delta_{ij}}^s/I_{\Delta_{ij}}^{s+1}$ is a vector bundle over the smooth subvariety $\Delta_{ij}$, in which $W$ is of codimension 2 and because of [[Sca00], Lemma 3.1.9]. Now, if $H^l_W(I_{\Delta_{ij}}^s) = 0$ for $l = 0, 1, 2$, the local cohomology long exact sequence above yields the vanishing for $I_{\Delta_{ij}}^s$ and $l = 0, 1, 2$. Induction on $s$ then yields (5.1) for any $s \in \mathbb{N}$.

Since $H^l_W(I_{\Delta_{ij}}^s) = 0$ for $l = 0, 1, 2$ and for any $s \in \mathbb{N}$, an analogous argument via the long exact sequence in local cohomology applied to the short exact sequence

$$0 \rightarrow I_{\Delta_{ij}}^s \rightarrow \mathcal{O}_{X^n} \rightarrow \mathcal{O}_{X^n}/I_{\Delta_{ij}}^s \rightarrow 0$$
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proves that \( \mathcal{H}_{W}(\mathcal{O}_{X^{n}}/I_{\Delta_{ij}}) = 0 \) for \( l = 0, 1 \) and for any \( s \); this last fact is equivalent to the isomorphism
\[
j_{\ast}j_{\ast}^{\ast}\mathcal{O}_{X^{n}}/I_{\Delta_{ij}} \cong \mathcal{O}_{X^{n}}/I_{\Delta_{ij}}.
\]
The above isomorphism, together with the following commutative diagram
\[
\begin{array}{cccc}
0 & \rightarrow & \bigcap_{1 \leq i < j \leq n} I^{l(i,j)}_{\Delta_{ij}} & \rightarrow \mathcal{O}_{X^{n}} \\
\downarrow & & \downarrow & \cong \\
0 & \rightarrow & j_{\ast}j_{\ast}^{\ast} \bigcap_{1 \leq i < j \leq n} I^{l(i,j)}_{\Delta_{ij}} & \rightarrow j_{\ast}j_{\ast}^{\ast}\mathcal{O}_{X^{n}} \\
\end{array}
\]
where the second and third vertical arrows are isomorphisms, because we proved so above, yields the statement of the lemma.

We recall that we indicate with \( \Delta_{n} \) the big diagonal in \( X^{n} \), that is, the closed subscheme of \( X^{n} \) defined by the ideal \( \cap_{1 \leq i < j \leq n} I_{\Delta_{ij}} \) (see notation 4.3).

**Remark 5.4.** Indicate now with \( E \) the exceptional divisor (or the boundary) of \( X^{[n]} \): it is the exceptional divisor for the Hilbert-Chow morphism and the branching divisor for the map \( q : B^{n} \rightarrow X^{n} \). It is well known [Leh99, Lemma 3.7] that
\[
\mathcal{O}_{X^{[n]}}(-E) \cong (\det \mathcal{O}_{X}^{[n]})^{\otimes 2}.
\]
As a consequence there exists a divisor \( e \) on the Hilbert scheme \( X^{[n]} \) such that \( E = 2e \), and such that \( \mathcal{O}_{X^{[n]}}(-e) = \det \mathcal{O}_{X}^{[n]} \). It is also well known that \( \det L^{[n]} \simeq D_{L} \otimes \det \mathcal{O}_{X}^{[n]} \), which can be rewritten, with the notations just explained, as
\[
\det L^{[n]} \simeq D_{L}(-e).
\]

Denote now with \( E_{B} \) the exceptional divisor over the isospectral Hilbert scheme, that is, the exceptional divisor for the map \( p : B^{n} \rightarrow X^{n} \). We have \( \mathcal{O}_{B^{n}}(-E_{B}) \simeq q^{\ast} \mathcal{O}_{X^{[n]}}(-e) \), and, as \( G \)-equivariant sheaves:
\[
R_{p_{\ast}}\mathcal{O}_{B^{n}}(-lE_{B}) = I_{\Delta_{n}}^{l} \otimes \varepsilon_{G}^{l},
\]
where \( \varepsilon_{G} \) is the alternating representation of \( G \simeq S_{n} \). Taking \( G \)-invariants we immediately get
\[
R_{\mu_{\ast}}\mathcal{O}_{X^{[n]}(-le)} = \pi_{G}^{\ast}(I_{\Delta_{n}}^{l} \otimes \varepsilon_{G}^{l}).
\]

The proof of 5.4 is a consequence of the following more general

**Proposition 5.5.** Let \( F \) be a vector bundle on \( X \) of rank \( r \) and let \( F^{[n]} \) be the rank \( nr \) tautological bundle on \( X^{[n]} \) associated to \( F \). Then, in \( D_{G}^{b}(X^{n}) \) we have:
\[
\Phi((\det F^{[n]})^{\otimes l}) \cong (\det F)^{\otimes l} \boxtimes \cdots \boxtimes (\det F)^{\otimes l} \otimes I_{\Delta_{n}}^{l} \otimes \varepsilon_{G}^{l}.
\]

Indeed, taking \( F \) trivial we get \( \Phi(\mathcal{O}_{X^{[n]}(-le)}) \simeq I_{\Delta_{n}}^{l} \otimes \varepsilon_{G}^{l} \) which is equivalent to 5.4, since \( q^{\ast} \mathcal{O}_{X^{[n]}(-le)} \simeq \mathcal{O}_{B^{n}}(-lE_{B}) \).

**Proof of proposition 5.5.** It is sufficient to prove the formula for \( l = 1 \); for \( l \) general it follows by applying the formula for \( l = 1 \) to the sheaf \( F^{l} = F^{\otimes l} \). Note first that the vanishing
\[
R^{i}p_{\ast}(q^{\ast} \det F^{[n]}) = 0 \quad \text{for all } i > 0
\]
is a consequence of the more general vanishing [Sca09a, Thm. 2.3.1, Cor. 4.13], [Sca09a, Prop. 21]:
\[
R^{i}p_{\ast}(q^{\ast} S^L F^{[n]}) = 0 \quad \text{for all } i > 0
\]
for any Schur functor $S^\lambda F[n]$ of any tautological bundle $F[n]$ associated to a vector bundle $F$ on $X$. Hence we just have to prove
\[ p_\ast q_\ast \det F[n] \simeq (\det F \boxtimes \cdots \boxtimes \det F) \otimes I^*_\Delta \otimes \varepsilon^*_G \]
as $G$-equivariant sheaves on $X^n$. Consider the open set $B^n_{\ast \ast}$ defined at the beginning of subsection 1.2; it is the complementary of the closed subscheme $p^{-1}(W)$ of codimension 2 in $B^n$. Recall that we indicate with $j$ both the open immersion $j : B^n_{\ast \ast} \hookrightarrow B^n$ and $j : X^n_{\ast \ast} \hookrightarrow X^n$. The projection $p : B^n_{\ast \ast} \longrightarrow X^n_{\ast \ast}$ coincides with the smooth blow up of the (now disjoint) pairwise diagonals $\Delta_{ij}$ in $X^n_{\ast \ast}$; we denote with $E_{ij}$ the irreducible component of the exceptional divisor $E_B$ dominating $\Delta_{ij}$. Over $B^n_{\ast \ast}$ we have the exact sequence [Dan01] of $G$-equivariant sheaves:
\[
0 \longrightarrow q^* F[n] \longrightarrow \oplus_i p^* F_i \longrightarrow \oplus_{i < j} p^* F_{ij} \longrightarrow 0.
\]
Over $B^n_{\ast \ast}$ the Weil divisors $E_{ij}$ are Cartier; hence, over $B^n_{\ast \ast}$ we get
\[ q^* \det F[n] \simeq \det q^* F[n] \simeq (\det \oplus_i p^* F_i) \otimes (\det \oplus_{i < j} q^* F_{ij})^{-1}.
\]
Let’s compute first the second factor; for each sheaf $p^* F_i|_{E_{ij}}$, we have, over $B^n_{\ast \ast}$:
\[
0 \longrightarrow p^* F_i(-E_{ij}) \longrightarrow p^* F_i \longrightarrow p^* F_{ij} \longrightarrow 0.
\]
Hence, over $B^n_{\ast \ast}$
\[
\det(q^* F_i|_{E_{ij}}) \simeq (\det p^* F_i) \otimes (\det p^* F_i(-E_{ij}))^{-1} \simeq \mathcal{O}_B(r E_{ij})
\]
and
\[
\det(\oplus_{i < j} q^* F_{ij}) \simeq \oplus_{i < j} \det(q^* F_{ij}) \simeq \oplus_{i < j} \mathcal{O}_B(r E_{ij}) \simeq \mathcal{O}_B(r E_B).
\]
As for the first factor, we have, just as coherent sheaves, without considering the $G$-action:
\[
\det(\oplus_i p^* F_i) \simeq p^* \left( \bigotimes_i \det F_i \right) \simeq p^* (\det F \boxtimes \cdots \boxtimes \det F) \otimes \varepsilon^*_G.
\]
However, it is clear that a consecutive transposition $\tau_{i,i+1}$ acts on the sheaf on the left hand side with the sign $(-1)^r$, while it acts trivially on the right hand side: hence, to have an isomorphism as $G$-equivariant sheaves we have to correct the previous formula by the representation $\varepsilon^*_G$; that is, as $G$-sheaves:
\[
\det(\oplus_i p^* F_i) \simeq p^* (\det F \boxtimes \cdots \boxtimes \det F) \otimes \varepsilon^*_G.
\]
From (5.7) and (5.6) we get that, as $G$-equivariant sheaves, over $B^n_{\ast \ast}$:
\[ q^* \det F[n] \simeq p^* (\det F \boxtimes \cdots \boxtimes \det F) \otimes \mathcal{O}_B(-r E_B) \otimes \varepsilon^*_G.\]
Since this is an isomorphism of vector bundles, since $B^n$ is normal and since the complementarity of $B^n_{\ast \ast}$ in $B^n$ is a closed subscheme of codimension 2, the previous isomorphism extends to the whole variety $B^n$ as an isomorphism of $G$-equivariant vector bundles. Therefore, by the projection formula:
\[
\text{R} p_\ast q^* \det F[n] \simeq (\det F \boxtimes \cdots \boxtimes \det F) \otimes p_\ast \mathcal{O}_B(-r E_B) \otimes \varepsilon^*_G.
\]
To finish the proof we just have to show that $p_\ast \mathcal{O}_B(-r E_B) \simeq I^*_\Delta$. Since $\mathcal{O}_B(-r E_B)$ is a line bundle, since $B^n$ is normal and $B^n_{\ast \ast}$ is the complementarity of a closed of codimension 2, we have $\mathcal{O}_B(-r E_B) \simeq j_\ast j^* \mathcal{O}_B(-r E_B)$; hence
\[
p_\ast \mathcal{O}_B(-r E_B) \simeq p_\ast j_\ast j^* \mathcal{O}_B(-r E_B) \simeq j_\ast (p_\ast j^* \mathcal{O}_B(-r E_B)) \simeq j_\ast I^*_\Delta \simeq I^*_\Delta.
\]
since, over $X^n_{\ast \ast}$, $p$ is a smooth blow-up and thanks to lemma [5.3]
We now study the positivity of the line bundle $\det L^{[n]}$ on $X^{[n]}$ in terms of the positivity of $L$. The following example (communicated to us by Eyal Markman) proves that the fact that $L$ is ample (or even very ample) is not sufficient for $\det L^{[n]}$ to be big and nef.

**Example 5.6.** Let $X$ be a complex projective K3 surface and let $L$ be a line bundle on $X$. Note that, in our notations, we have, at the cohomology level, the isomorphism of lattices \[ H^2(X^{[n]}, \mathbb{Z}) \cong H^2(X, \mathbb{Z}) \oplus \mathbb{Z}e, \] (5.8) when we equip the left hand side with the Beauville-Bogomolov form $q_n$ and the right hand side with the form $(q, 2 - 2n)$, where $q$ is the intersection form. The isomorphism (5.3) implies precisely that the class $c_1(\det L^{[n]})$ corresponds to the couple $(c_1(L), -e)$ under (5.8). Therefore

\[ q_n(c_1(\det L^{[n]})) = \int_X c_1(L)^2 + 2 - 2n. \]

The Beauville-Bogomolov form $q_n(c_1(\det L^{[n]}))$ is now linked to the self-intersection number of $\det L^{[n]}$ by the formula \[ \text{[Bea83, Fuj87]} \]

\[ \int_X c_1(\det L^{[n]})^2 n = \frac{2n}{n!} q_n(c_1(\det L^{[n]}))^n. \]

Consequently, even if $L$ is ample or very ample, but $n$ is a sufficiently big odd natural number, the integral at the left is negative; therefore $\det L^{[n]}$ can’t be big and nef in this case.

On the other hand the notion of $m$-very ample line bundle \[ \text{[BS91, CG90]} \] will be fundamental to prove the effective vanishing results.

**Definition 5.7.** Let $L$ be a line bundle on a smooth complex projective algebraic surface $X$. Then $L$ is called $m$-very ample if for all $\xi \in X^{[m+1]}$ the restriction map $\Gamma(L) \longrightarrow \Gamma(L_\xi)$ is surjective.

The concept of a $m$-very ampleness generalizes the notion of very ample. Indeed, with the terminology just introduced, very ampleness is precisely 1-very ampleness. In the case the map $\Gamma(L) \longrightarrow \Gamma(L_\xi)$ is surjective, let’s indicate with $N_\xi$ its kernel. It is a subspace of $\Gamma(L)$ of dimension $h^0(L) - m - 1$.

**Remark 5.8.** If $L$ is $m - 1$-very ample, the assignment $\xi \longmapsto N_\xi$ defines a morphism

\[ \varphi_m : X^{[m]} \longrightarrow \text{Grass}(h^0(L) - m, \Gamma(L)). \]

Consider now the Plücker embedding $P : \text{Grass}(h^0(L) - m, \Gamma(L)) \longrightarrow \mathbb{P}(\Lambda^{h^0(L) - m} \Gamma(L)) =: \mathbb{P}^M$, sending a subspace $W$ to $\Lambda^{h^0(L) - m} W$ and where $M = \binom{h^0(L)}{m} - 1$. Denote with $N$ the universal bundle on $\text{Grass}(h^0(L) - m, \Gamma(L))$ and $Q$ the universal quotient, that is, the sheaf $Q$ fitting in the exact sequence

\[ 0 \longrightarrow N \longrightarrow \Gamma(L) \otimes \mathcal{O}_{\text{Grass}(h^0(L) - m, \Gamma(L))} \longrightarrow Q \longrightarrow 0. \]

By construction, under the Plücker embedding $P$, we have $P^* \mathcal{O}(-1) \simeq \det N$, and hence $P^* \mathcal{O}(1) \simeq \det Q$.

**Lemma 5.9.** If $L$ is $m - 1$-very ample, we have that $\varphi_m^* Q \simeq L^{[m]}$.

**Proof.** Indeed, consider the two projections $p_{X^{[m]}}$ and $p_X$ of the universal subscheme $\Xi \subseteq X^{[m]} \times X$ over $X^{[m]}$ and $X$, respectively. Tensorizing the exact sequence

\[ 0 \longrightarrow \mathcal{I}_\Xi \otimes \mathcal{O}_{X^{[m]} \times X} \longrightarrow \mathcal{O}_\Xi \longrightarrow 0 \]

by $p_X^* L$ and pushing everything forward on $X^{[m]}$ via $p_{X^{[m]}}$ we get the exact sequence

\[ 0 \longrightarrow p_{X^{[m]}}(\mathcal{I}_\Xi \otimes p_X^* L) \longrightarrow \Gamma(L) \otimes \mathcal{O}_{X^{[m]}} \longrightarrow \mathcal{O}_{X^{[m]}} \longrightarrow L^{[m]} \longrightarrow 0. \]

(5.9)

The surjectivity on the right follows from the fact that $L$ is $m - 1$-very ample and by Nakayama lemma. The sequence (5.9) provides a family of subspaces of $\Gamma(L)$ of the right dimension which corresponds to the embedding $\varphi_m$. Therefore $\varphi_m^* N \simeq p_{X^{[m]}}(\mathcal{I}_\Xi \otimes p_X^* L)$ and hence $\varphi_m^* Q \simeq L^{[m]}$. \qed
Corollary 5.10. If $L$ is $m-1$-very ample, then $\det L^m$ is nef. If $L$ is $m$-very ample, then $\det L^m$ is very ample.

Proof. If $L$ is $m-1$-very ample then the map $\varphi_m$ is everywhere defined. Under the hypothesis,
\[
\det L^m \simeq \varphi_m^* \det Q = (P \circ \varphi_m)^* \mathcal{O}(1).
\] (5.10)

Hence $\det L^m$ is the pull back of an ample line bundle by the morphism $P \circ \varphi_m$, and consequently nef. If, additionally, $L$ is $m$-very ample, in particular it is $m-1$-very ample [BS91], hence (5.10) holds. But if $L$ is $m$-very ample, the morphism $\varphi_m$ is one to one [BS91], and actually a closed embedding [CG90]; hence (5.10) implies that $\det L^m$ is very ample. \hfill $\Box$

Notation 5.11. If $A$ is a line bundle on $X$, by abuse of notation we will still indicate the line bundle $q^* \mathcal{D}_A = p^* A^\otimes n$ on the isospectral Hilbert scheme $B^n$ with $\mathcal{D}_A$.

Proposition 5.12. If $L = \bigotimes_{i=1}^l B_i$, with $B_i$ $m$-very ample and $B_i, i = 2, \ldots, l$, $(m-1)$-very ample line bundles on $X$, then $\mathcal{D}_L(-le)$ is ample on $X^m$. If all the $B_i$’s are $m$-very ample, then $\mathcal{D}_L(-le)$ is $l$-very ample on $X^m$.

Proof. Under the hypothesis, $\mathcal{D}_L(-le) = \bigotimes_{i=1}^l \mathcal{D}_{B_i}(-e)$; after corollary 5.10, the line bundle $\mathcal{D}_{B_i}(-e) \simeq \det B_i^m$ is very ample on $X^m$, while each of the $\mathcal{D}_{B_i}(-e) \simeq \det B_i^m$, $i = 2, \ldots, l$ is nef. Hence $\mathcal{D}_L(-le)$ is ample on $X^m$, since it is the tensor product of an ample with a number of nef line bundles. If all the $B_i$’s are $m$-very ample, then all the $\det B_i^m$ are very ample and hence $\mathcal{D}_L(-le)$ is $l$-very ample since it is the tensor product of $l$ 1-very ample line bundles [BS91]. \hfill $\Box$

Corollary 5.13. If $L = \bigotimes_{i=1}^l B_i$, with $B_1$ $m$-very ample and $B_i, i = 2, \ldots, l$, $(m-1)$-very ample line bundles on $X$, then $\mathcal{D}_L(-lE_B)$ is ample on the isospectral Hilbert scheme $B^m$.

Proof. Since $\mathcal{D}_L(-lE_B) = q^* \mathcal{D}_L(-le)$, and since $q$ is finite, we have that $\mathcal{D}_L(-lE_B)$ is ample if $\mathcal{D}_L(-le)$ is. Under the hypothesis, proposition 5.12 assures that this is the case. \hfill $\Box$

Proposition 5.14. Let $X$ be a smooth projective surface. If $L \otimes \omega_X^{-1} = \bigotimes_{i=1}^l B_i$, with $B_1$ $m$-very ample and $B_i, i = 2, \ldots, l$, $(m-1)$-very ample line bundles on $X$, then $H^i(X^m, \mathcal{D}_L(-le)) = 0$ for all $i > 0$.

Proof. Since the canonical line bundle $\omega_X$ of the Hilbert scheme of points $X^m$ is isomorphic to the line bundle $\mathcal{D}_X$, we have $H^i(X^m, \mathcal{D}_L(-le)) = H^i(X^m, \mathcal{D}_{L \otimes \omega_X^{-1}}(-le) \otimes \omega_X) = 0$ for all $i > 0$ by Kodaira vanishing theorem, since $\mathcal{D}_{L \otimes \omega_X^{-1}}(-le)$ is ample, in our hypothesis, by proposition 5.12. \hfill $\Box$

Proposition 5.15. Let $X$ be a smooth projective surface. Let $\mu$ be a partition of $k$ of length $l(\mu) = m$ and let $l \in \mathbb{N}$. Let $A$ and $L$ be line bundles on $X$ such that

i) $L$ is nef

ii) there exists an integer $r$, such that $1 \leq r \leq \mu_m$ and that $L^r \otimes A \otimes \omega_X^{-1} = \bigotimes_{i=1}^{l+1} B_i$, where $B_1$ is $m$-very ample and $B_i, i = 2, \ldots, l+1$, are $m-1$-very ample line bundles on $X$.

Suppose moreover that the isospectral Hilbert scheme $B^m$ has log-canonical singularities. Then

1. $H^i(X^m, L^m(-l\Delta) \otimes A^\otimes m) = 0$ for all $i > 0$;
2. $H^i(S^m X, L^m(-l\Delta) \otimes \mathcal{D}_A) = 0$ for all $i > 0$.

Proof. Let’s prove the first statement. Let $\mu'$ the partition of $k - mr$ defined by $\mu'_i = \mu_i - r$ for all $i = 1, \ldots, m$. Then

$L^m(-l\Delta) \otimes A^\otimes m = (L^r \otimes A)^\otimes m(-l\Delta) \otimes L^\mu'$.
where we simply wrote \((L^r \otimes A)^{\mathbb{Z}_m}(-l\Delta)\) instead of \((L^r \otimes A)^{1^m}(-l\Delta)\). By projection formula and by [5.4] we have, forgetting the \(G\)-action:

\[
\text{Rp}_*(\mathcal{D}_{L^r \otimes A}(-lE_B) \otimes p^*L^\mu) = L^\mu(-l\Delta) \otimes A^{\mathbb{Z}_m}.
\]

Hence we have:

\[
H^i(X^m, L^\mu(-l\Delta) \otimes A^{\mathbb{Z}_m}) \simeq H^i(B^m, \mathcal{D}_{L^r \otimes A}(-lE_B) \otimes p^*L^\mu) \\
\simeq H^i(B^m, \mathcal{D}_{L^r \otimes A \otimes \omega_X^{-1}}(-lE_B) \otimes p^*L^\mu \otimes \mathcal{D}_{\omega_X}) \\
\simeq H^i(B^m, \mathcal{D}_{L^r \otimes A \otimes \omega_X^{-1}}(-(l+1)E_B) \otimes p^*L^\mu \otimes \omega_B^n)
\]

since \(\omega_B^n = \mathcal{D}_{\omega_X}(E_B)\). Now the line bundle \(\mathcal{D}_{L^r \otimes A \otimes \omega_X^{-1}}(-(l+1)E_B)\) is ample, under the hypothesis and after corollary 5.13 moreover the line bundle \(p^*L^\mu\) is nef, since pull-back of a nef. Their tensor product is then ample and we conclude by Kodaira vanishing on a variety with log-canonical singularities [Fuj09, Theorem 4.4].

As for the second statement, it follows from lemma 4.11 and from what we said above, noting that:

\[
H^i(S^m X, \mu^n(-l\Delta) \otimes \mathcal{O}_X) \simeq H^i(S^m X, \pi_*(\mu^n(-l\Delta) \otimes A^{\mathbb{Z}_m})) \simeq H^i(X^m, L^\mu(-l\Delta) \otimes A^{\mathbb{Z}_m})^\text{Stab}_\mu,
\]

because \(\pi\) is a finite morphism.

**Remark 5.16.** The isospectral Hilbert scheme \(B^m\) is obviously smooth for \(n = 1, 2\). We proved that \(B^n\) has canonical singularities for \(n = 3\): the proof will appear in a subsequent paper [Sca15]. However, it is not difficult to see that \(B^n\) can’t have canonical singularities for high \(n\). Already for \(n \geq 9\) its singularities are not even log-canonical.

**Theorem 5.17.** Let \(X\) be a smooth projective surface. Let \(L, A\) be line bundles on \(X\) such that \(L\) is nef and \(A \otimes \omega_X^{-1}\) is big and nef. Then

- \(H^i(X^2, S^k L^2 \otimes \mathcal{O}_X) = 0\) for all \(i > 0\) if \(L \otimes A \otimes \omega_X^{-1} = \bigotimes_{j=1}^{k+1} B_j\);
- \(H^i(X^n, S^3 L^n \otimes \mathcal{O}_X) = 0\) for all \(i > 0\) if \(L \otimes A \otimes \omega_X^{-1} = \bigotimes_{j=1}^{5} B_j\);
- \(H^i(X^n, S^4 L^n \otimes \mathcal{O}_X) = 0\) for all \(i > 0\) if \(L \otimes A \otimes \omega_X^{-1} = \bigotimes_{j=1}^{7} B_j\),

where \(B_j\) are very ample line bundles on \(X\).

**Proof.** By theorems 4.30, 4.35, 4.43 and by the spectral sequence for the cohomology of a filtered sheaf, that is, corollary 5.1, to prove the vanishing of the higher cohomology of \(S^k L^n \otimes \mathcal{O}_X\) for \(k\) and \(n\) as in the hypothesis, we just need to prove that

\[
H^i(S^m X, \text{gr}_\mu^{\mathcal{O}_X}) = 0
\]

for \(i > 0\) and for any \(\mu \in p_n(k)\). In notation 4.5, we can write \(\text{gr}_\mu^{\mathcal{O}_X} \simeq \mathcal{L}_\mu(-2m_\mu\Delta)\), where \(m\) is the length of the partition \(\mu\). Then, by Künneth formula, we have

\[
H^*(S^m X, \text{gr}_\mu^{\mathcal{O}_X}) \simeq H^*(S^m X, \mathcal{L}_\mu(-2m_\mu\Delta) \otimes \mathcal{O}_X) \otimes H^*(S^m X, \mathcal{O}_X),
\]

where we have emphasized that \(\mathcal{L}_\mu(-2m_\mu\Delta)\) is now a sheaf on \(S^m X\). The hypothesis that \(A \otimes \omega_X^{-1}\) is big and nef guarantees that the higher cohomology of \(\mathcal{O}_X\) over \(S^m X\) vanishes by Kawamata-Viehweg. On the other hand, for the vanishing

\[
H^i(S^m X, \mathcal{L}_\mu(-2m_\mu\Delta) \otimes \mathcal{O}_X) = 0 \quad \forall i > 0
\]

it is sufficient, if \(\mu \neq (h, \ldots, h)\), by proposition 5.15 the condition that \(L\) is nef and that
\[ (*) \exists r \in \mathbb{N}, 1 \leq r \leq \mu_m \text{ such that } L^r \otimes A \otimes \omega_X^{-1} = \bigotimes_{i=1}^{2\mu_m+1} B_i \text{ with } B_1 \text{ } m\text{-very ample and } B_i \text{ } (m-1)\text{-very ample for } i = 2, \ldots, 2\mu_m+1; \]

If \( \mu = (h, \ldots, h) \), we can use that
\[
H^*(S^m X, L^m_{\mu}(-2m_\mu \Delta) \otimes \mathcal{D}_A) \simeq H^*(X^{[m]}, \mathcal{D}_{L^h \otimes A \otimes \omega_X^{-1}}(-2\mu h) \otimes \omega_X^{[m]}),
\]
by projection formula and by \([5.5]\), the fact that \( L \) is nef and the fact that, after proposition \( 5.14 \), condition \( (*) \) can be replaced by condition
\[ (** \exists h' \in \mathbb{N}, 1 \leq h' \leq h, \text{ such that } L^{h'} \otimes A \otimes \omega_X^{-1} = \bigotimes_{i=1}^{2h} B_i \text{ with } B_1 \text{ } m\text{-very ample and } B_i \text{ } (m-1)\text{-very ample for } i = 2, \ldots, 2h. \]

It is now easy to see that, if \( n = 2 \) or if \( k \leq 4 \), the hypothesis on \( L \otimes A \otimes \omega_X^{-1} \) in the statement implies both conditions \( (*) \) and \( (**) \) for any \( \mu \in \mathcal{P}_n(k) \), for \( n \leq 2 \) or \( k \leq 4 \).

For \( n = 2 \), we can prove a variant of theorem \( 5.17 \) above in which we achieve the vanishing with a positivity bound on \( L \) and \( A \) independent on \( k \).

**Theorem 5.18.** Let \( X \) be a smooth projective surface and \( L, A \) be line bundles on \( X \). Then
\[
H^i(X^{[2]}, S^k L^{[2]} \otimes \mathcal{D}_A) = 0 \quad \text{for all } i > 0
\]
if both \( L \) and \( A \otimes \omega_X^{-1} \) are tensor product of two very ample line bundles.

**Proof.** After conditions \( (*) \) and \( (**) \) in the proof of theorem \( 5.17 \), for the vanishing of the graded sheaves \( S^m_{\mu} \otimes \mathcal{D}_A \), with \( \mu = (k-i, i) \) with \( 1 < i < k/2 \), it is sufficient that \( L^i, A \otimes \omega_X^{-1} \) is a product of \((2i+2)\) 1-very ample line bundles; analogously, if \( k = 2h \), for the vanishing of the graded sheaf \( L^{h, h}(-2h \Delta) \otimes \mathcal{D}_A \) it is sufficient that \( L^h \otimes A \otimes \omega_X^{-1} \) is a tensor product of \((2h+1)\) 1-very ample line bundles. These conditions are imposed by the hypothesis that both \( L \) and \( A \otimes \omega_X^{-1} \) are tensor products of two very ample line bundles.

**Remark 5.19.** The same proof of theorem \( 5.17 \) together with remark \( 4.12 \) yields the vanishing
\[
H^i(X^{[n]}, S^2 L^{[n]} \otimes \mathcal{D}_A) = 0 \quad \text{for } i > 0,
\]
provided that \( L \) is nef, that \( A \otimes \omega_X^{-1} \) is big and nef and that \( L \otimes A \otimes \omega_X^{-1} \) is a tensor product of three 1-very ample line bundles. However, using [Sca09a, Theorem 5.16], other hypothesis on \( L \) and \( A \) might be used to achieve the vanishing.

The preceding results can be rephrased in an easier way if the Picard number of the surface is one. For example theorem \( 5.17 \) becomes:

**Corollary 5.20.** Let \( X \) be a smooth projective surface with Picard group \( \text{Pic}(X) \simeq \mathbb{Z}B \), where \( B \) is the ample generator. Let \( r \) be the minimum positive power of \( B \) such that \( B^r \) is very ample. Suppose, moreover, that \( \omega_X \simeq B^w \), for some integer \( w \). Let \( l \) and \( a \) be integers such that \( l > 0 \) and \( a > w \). Then, for \( n = 2 \) or \( k \leq 4 \)
\[
H^i(X^{[n]}, S^k(B^l)^{[n]} \otimes \mathcal{D}_{B^r}) = 0 \quad \text{for } i > 0 \quad \text{if } l + a \geq c,
\]
where the constant \( c \) is: \( c = r(k+1) + w \) if \( n = 2 \); \( c = 5r + w \) if \( k = 3 \), \( c = 7r + w \) if \( k = 4 \).

**Remark 5.21.** Of course over \( X = \mathbb{P}^2 \) we can state more simply that if \( l > 0 \), \( a > -3 \), then we have the vanishing
\[
H^i([\mathbb{P}^2], S^k \mathcal{O}_{\mathbb{P}^2}((l)^{[n]} \otimes \mathcal{D}_{\mathcal{O}_{\mathbb{P}^2}})) = 0 \quad \text{for } i > 0 \quad \text{if } l + a \geq c,
\]
where \( c = k - 2 \), \( c = 2 \), \( c = 4 \), if \( n = 2, k = 3, k = 4 \), respectively.

### 5.3 The Euler-Poincaré characteristic.

For the sake of completeness, we give here formulas for the Euler-Poincaré characteristic of twisted symmetric powers \( S^k L^{[n]} \otimes \mathcal{D}_A \) of tautological bundles for \( n = 2 \) and general \( k \), or for \( k = 3, 4 \), and general \( n \). The proof of the formulas do not rely completely on results proved in this paper; we use a couple of facts which will be proved in a subsequent paper [Sca15].
Notation 5.22. For \( l \in \mathbb{N} \), denote with \( K_{(1)(1)}^{l}(−l\Delta) \) the sheaf over \( S^n X \) defined as:

\[
K_{(1)(1)}^{l}(−l\Delta) = \pi_* \left( K_{(1)(1), (1,2)}^{l} \otimes l_\Delta \right) = \pi_* \left( (\Omega_X^1 \otimes L^3)_{\Delta} \otimes L^l \otimes l_\Delta \right).
\]

where we remember that \( L^l \), according to notation 2.17 is the sheaf \( L \otimes \mathcal{O}_{X^{n-3}} \) on \( X^{n-2} \).

Notation 5.23. Let \( l \in \mathbb{N}, 0 \leq l \leq n \). Denote with \( l \) the map from the partial quotient to the total quotient \( V^l : S^l X \times S^{n-1} X \longrightarrow S^n X \).

Lemma 5.24. We have the exact sequence over \( S^n X \):

\[
0 \longrightarrow L^{2,1,1}(−2\Delta) \longrightarrow L^{2,1,1}(−\Delta) \longrightarrow K_{(1)(1)}^{1}(−2\Delta) \longrightarrow v_*^3((S^3\Omega_X^1 \otimes L^4)_{(123)} \otimes \mathcal{O}_{S^n X}) \longrightarrow 0 \quad , \quad (5.11)
\]

where the middle map is the only nontrivial component of \( d_{3} \) and the fourth one is the composition:

\[
K_{(1)(1)}^{l}(−2\Delta) = \pi_* \left( (\Omega_X^1 \otimes L^3)_{\Delta} \otimes L^l \otimes l_\Delta \otimes \pi_* \left( (\Omega_X^1 \otimes L^3)_{\Delta} \otimes L^l \otimes l_\Delta \otimes \mathcal{O}_{S^n X} \right) \right) \quad \zeta = v_*^3((S^3\Omega_X^1 \otimes L^4)_{(123)} \otimes \mathcal{O}_{S^n X}) \quad (5.12)
\]

It is clear that, by construction, the only nontrivial component of \( d_{3} \) takes values in \( K_{(1)(1)}^{1}(−2\Delta) \); it is also clear that \( L^{2,1,1}(−2\Delta) \) is the kernel of the third map. Moreover, by construction, the map \( K_{(1)(1)}^{l}(−2\Delta) \longrightarrow v_*^3((S^3\Omega_X^1 \otimes L^4)_{(123)} \otimes \mathcal{O}_{S^n X}) \) is surjective. Hence it remains to prove that the sequence

\[
L^{2,1,1}(−\Delta) \longrightarrow K_{(1)(1)}^{1}(−2\Delta) \longrightarrow v_*^3((S^3\Omega_X^1 \otimes L^4)_{(123)} \otimes \mathcal{O}_{S^n X}) \quad (5.12)
\]

is exact. By GAGA principle it is actually sufficient to prove the exactness of the sequence (5.12) for \( X = \mathbb{C}^2 \) and \( L \) trivial. More precisely, let \( (S^n X)_{\text{an}} \) be the complex analytic space associated to the complex algebraic variety \( S^n X \). Then the natural morphism \( (S^n X)_{\text{an}}, \mathcal{O}_{(S^n X)_{\text{an}}} \longrightarrow (S^n X, \mathcal{O}_{S^n X}) \) is faithfully flat, by GAGA principle. This implies, in particular, that the sequence (5.12) is exact over \( S^n X \) if and only if the induced sequence of complex analytic sheaves

\[
L^{2,1,1}(−\Delta)_{\text{an}} \longrightarrow K_{(1)(1)}^{1}(−2\Delta)_{\text{an}} \longrightarrow v_*^3((S^3\Omega_X^1 \otimes L^4)_{(123)} \otimes \mathcal{O}_{S^n X})_{\text{an}} \quad (5.13)
\]

is exact over \( (S^n X)_{\text{an}} \). But this is holds if and only if it holds for an arbitrary smallootnote{here we mean: if it holds over any open set \( V_j \) of an open cover \( \{V_j\} \) of \( (S^n X)_{\text{an}} \), where each \( V_j \) is chosen to be sufficiently small.} open set of \( (S^n X)_{\text{an}} \) in the complex topology. Now a sufficiently small open set of \( (S^n X)_{\text{an}} \) in the complex topology is always biholomorphic to a sufficiently small open set of \( \mathbb{C}^2 \), in the complex topology. Hence it is sufficient to prove that the sequence (5.13) is exact analytically over \( (S^n X)_{\text{an}} \) and \( L \) trivial, but this is equivalent, invoking GAGA principle again, to proving the same fact algebraically over \( S^n X \) and \( L \) trivial.

In this case set \( A = \mathbb{C}[x, y] \), \( A^{(2,3)} = \mathbb{C}[x, x_2, y_1, y_2, y_3] \). Set \( I_{\Delta_3} = \cap_{1 \leq i < j \leq 3} I_{\Delta_i} \) the ideal of the big diagonal in \( X^3 \). Identifying coherent sheaves with modules, it is sufficient to prove that the sequence of \( S^3 A \)-modules

\[
(I_{\Delta_3})^{(2,3)} \xrightarrow{d_{\Delta}} (\Omega_X^1 \otimes \mathcal{O}_{\Delta})_{−2\Delta} \longrightarrow S^3 \Omega_X^1 \quad (5.14)
\]

is exact, where we wrote briefly \( (\Omega_X^1 \otimes \mathcal{O}_{\Delta})_{−2\Delta} \) for \( (\Omega_X^1 \otimes \mathcal{O}_{\Delta})_{\Delta} \otimes \Delta \), where \( \Delta \) is the ideal of the diagonal in \( A \otimes \mathbb{C} \) and where \( A \otimes \mathbb{C} \) acts componentwise on \( \Omega_X^1 \otimes \mathcal{O}_{\Delta} \).

The ideal \( I_{\Delta_3} \) of the big diagonal in \( X^3 \) equals the ideal \( \langle I_{\Delta_3}, I_{\Delta_3}, I_{\Delta_3} \rangle \), where \( q \) is the quadratic polynomial \( q = (x_2 - x_1)(y_1 - y_3) - (y_2 - y_3)(x_3 - x_1) \). The quadratic \( q \) is an invariant for \( \mathbf{G}(2,3) \), hence \( I_{\Delta_3}^{(2,3)} = (I_{\Delta_3}^{(2,3)}, I_{\Delta_3}^{(2,3)})^{(2,3)} \). Writing down all nine degree-3 generators of \( I_{\Delta_3}^{(2,3)} \), and taking \( \mathbf{G}(2,3) \)-invariants, we get that \( I_{\Delta_3}^{(2,3)} \) is generated, up to elements of degree 4, by \( q(x_3 - x_2) \).
and \(q(y_3 - y_2)\). Now it is easy to see that the image of \(d^1_\Delta\) contains \((\Omega^1_A \otimes_A \mathcal{O})(-3\Delta)\). Indeed, if \(\alpha, \beta \in \mathbb{N}\), we have

\[
d^1_\Delta \left[ (x_2 - x_1)(x_3 - x_1)^\alpha (y_3 - y_1)^\beta \right] = (x_3 - x_1)^{\alpha+1} (y_3 - y_1)^\beta dx
\]

\[
d^1_\Delta \left[ (y_2 - y_1)(x_3 - x_1)^\alpha (y_3 - y_1)^\beta \right] = (x_3 - x_1)^{\alpha+1} (y_3 - y_1)^\beta dy
\]

Consider now an element of the form

\[
\tau = (adx + bdy)(x_3 - x_1)^2 + (adx + edy)(x_3 - x_1)(y_3 - y_1) + (f dx + gdy)(y_3 - y_1)^2
\]

in \((\Omega^1_A \otimes_A \mathcal{O})(-2\Delta)\). The image of \(\tau\) in \(S^3\Omega^1_A\) is \(adx^3 + (b + c)dx^2 dy + (e + f)dx dy^2 + gdy^3\). If \(\tau\) is in the kernel of the map \((\Omega^1_A \otimes_A \mathcal{O})(-2\Delta) \rightarrow S^3\Omega^1_A\), then \(a = g = 0\) and \(b = -c, e = -f\) and \(\tau\) is of the form

\[
\tau = b(x_3 - x_1)^2 dy - b(x_3 - x_1)(y_3 - y_1) dy + c(x_3 - x_1)(y_3 - y_1) dy - e(y_3 - y_1)^2 dx.
\]

But is now easy to see that \(\tau\) is a linear combination of \(d^1_\Delta [q(x_3 - x_2)]\) and \(d^1_\Delta [q(y_3 - y_2)]\) and hence in the image of \(d^1_\Delta\). These facts show that the sequence \([5.14]\) is exact.

**Notation 5.25.** Let \(M\) a line bundle on \(X\). Denote with \(\mathcal{A}_4(M)\) the sheaf on \(S^4X\) defined by:

\[
\mathcal{A}_4(M) := [\pi_* (M_{12} \boxtimes M_{13}) \otimes \varepsilon_4]^{\text{Stab}_A(4, \{1,2,4\})}.
\]

where \(\varepsilon_4\) is the alternating representation of \(\mathfrak{S}_4\). The local sections of \(\mathcal{A}_4(M)\) over an open set of the form \(S^4U\), where \(U\) is an open set of \(X\), are \(H^0(S^4U, \mathcal{A}_4(M)) = \Lambda^2 H^0(U, M)\).

**Lemma 5.26.** In the K-theory \(K(S^nX)\) of the symmetric variety \(S^nX\) we have:

\[
[L^{1,1,1}(-\Delta)] = [L^{1,1,1} - [K^{0}_{(1)}] + [v^1((\Omega^n_X \otimes L^1)_{1,2,3}) \boxtimes \mathcal{O}_{S^n-3X})]
\]

\[
[L^{2,1,1}(-\Delta)] = [L^{2,1,1} - [K^{0}_{(2)}] + [v^1((L^1)_{1,2,3}) \boxtimes \mathcal{O}_{S^n-3X})] + [v^1((\Omega^n_X \otimes L^1)_{1,2,3}) \boxtimes \mathcal{O}_{S^n-3X})]
\]

\[
[L^{1,1,1}(-\Delta)] = [L^{1,1,1} - [K^{0}_{(1)}] + [v^1((\mathcal{A}_4(L^2) \boxtimes \mathcal{O}_{S^n-4X})] + [v^1((\Omega^n_X \otimes L^2)_{1,2,3}) \boxtimes \mathcal{L})]
\]

\[
- [v^1((\Omega^n_X \otimes L^1)_{1,2,3,4}) \boxtimes \mathcal{O}_{S^n-4X})] - [v^1((K_X \otimes L^1)_{1,2,3,4}) \boxtimes \mathcal{O}_{S^n-4X})]
\]

The proof of the previous lemma will appear in [Sca15]. It is a consequence of the detailed analysis of the hyperderived spectral sequence associated to the \(\mathfrak{S}_n\)-invariant derived tensor product \((\bigotimes_{l=1}^n I_l)^{\mathfrak{S}_n}\) of ideals of pairwise diagonals in \(X^n\), for \(n = 3, 4\): it is quite easy for \(n = 3\), but it becomes longer and more technical for \(n = 4\).

In the following theorem, if \(F\) is a coherent sheaf on a projective variety \(Y\), we will just denote with \(\chi(F)\) the Euler-Poincaré characteristic of \(F\) over \(Y\).

**Theorem 5.27.** Let \(n \in \mathbb{N}, n \geq 1\). Let \(X\) be a smooth projective surface. Let \(L\) and \(A\) be line bundles on
X. Define $\delta_k$ as 1 if $k$ is even, as 0 if $k$ is odd. Then we have:

$$\chi(X^{[n]}, S^4L^{[n]} \otimes D_A) = \delta_k \left( \chi(L^{[k/2]} \otimes A) + 1 \right) + \sum_{i=0}^{[k-1]/2} \chi(L^{k-i} \otimes A) \chi(L^i \otimes A)$$

$$- \sum_{j=0}^{k-2} \left[ \frac{k-j}{2} \right] \chi(S^j \Omega_X \otimes L^k \otimes A^2)$$

Proof. We will just prove the formula for $k = 4$ and $n \geq 4$. The proof for the other cases is similar and easier. First of all we have, by Leray spectral sequence and by theorem 4.43:

$$\chi(X^{[n]}, S^4L^{[n]} \otimes D_A) = \sum_{\mu \in P_n(4)} \chi(S^nX, \text{gr}_{W^{0}}^\mu \otimes D_A) = \sum_{\mu \in P_n(4)} \chi(S^nX, \mathcal{L}^\nu(-2m\Delta) \otimes D_A)$$

$$= \chi(L^{1,1,1}(-2\Delta) \otimes D_A) + \chi(L^{2,1,1}(-2\Delta) \otimes D_A)$$

$$+ \chi(L^{2,2}(-4\Delta) \otimes D_A) + \chi(L^{3,1}(-2\Delta) \otimes D_A) + \chi(L^4 \otimes D_A).$$

In the computation of the Euler-Poincaré characteristic $\chi(\text{gr}^{W}_{\mu} \otimes D_A)$ of the graded pieces we will use repeatedly lemma 4.11 and the fact that the Euler-Poincaré characteristic of the direct image of a sheaf via a finite morphism is equal to the Euler-Poincaré characteristic of the original sheaf. We have:

$$\chi(L^4 \otimes D_A) = \chi(L^4 \otimes A) \chi(S^{n-1}X, D_A) = \frac{\chi(A) + n - 2}{n - 1}. $$

Moreover, from the exact sequence

\[
0 \longrightarrow L^{3,1}(-2\Delta) \longrightarrow L^{3,1}(-\Delta) \longrightarrow \mathcal{O}_{S^{n-2}X}(-1) \oplus \mathcal{O}_{S^{n-2}X} \longrightarrow 0
\]
we get
\[
\chi(\mathcal{L}^{2,1}(-2\Delta) \otimes \mathcal{D}_A) = \chi(\mathcal{L}^{2,1}(-\Delta) \otimes \mathcal{D}_A) - \chi(\Omega_X^1 \otimes L^4 \otimes A^2)\chi(S^{n-2}X, \mathcal{D}_A) \\
= \chi(\mathcal{L}^{3,1} \otimes \mathcal{D}_A) - \chi(L^4 \otimes A^2)\chi(S^{n-2}X, \mathcal{D}_A) - \chi(\Omega_X^1 \otimes L^4 \otimes A^2)\chi(S^{n-2}X, \mathcal{D}_A) \\
= \left[\chi(L^3 \otimes A)\chi(L \otimes A) - \chi(L^4 \otimes A^2) - \chi(\Omega_X^1 \otimes L^4 \otimes A^2)\right]\chi(S^{n-2}X, \mathcal{D}_A)
\]

As for \(\chi(L^{2,2}(-4\Delta) \otimes \mathcal{D}_A)\) we use the exact sequences:
\[
0 \longrightarrow L^{2,2}(-4\Delta) \longrightarrow L^{2,2}(-2\Delta) \longrightarrow v_*^2([S^2\Omega_X^1 \otimes L^4]_{1,2} \otimes \mathcal{O}_{S^{n-2}X}) \longrightarrow 0 \\
0 \longrightarrow L^{2,2}(-2\Delta) \longrightarrow L^{2,2} \longrightarrow v_*^2[L^4_{1,2} \otimes \mathcal{O}_{S^{n-2}X}] \longrightarrow 0
\]
to compute:
\[
\chi(L^{2,2}(-4\Delta) \otimes \mathcal{D}_A) = \chi(L^{2,2} \otimes \mathcal{D}_A) - \chi(L^4 \otimes A^2)\chi(S^{n-2}X, \mathcal{D}_A) - \chi(S^2\Omega_X^1 \otimes L^4 \otimes A^2)\chi(S^{n-2}X, \mathcal{D}_A) \\
= \left[\chi(L^2 \otimes A) + 1\right] - \chi(L^4 \otimes A^2) - \chi(\Omega_X^1 \otimes L^4 \otimes A^2)\right]\chi(S^{n-2}X, \mathcal{D}_A).
\]

For \(\chi(L^{2,1,1}(-2\Delta))\), we use lemma [5.24] and lemma [5.26] to get:
\[
\chi(L^{2,1,1}(-2\Delta) \otimes \mathcal{D}_A) = \chi(L^{2,1,1}(-\Delta) \otimes \mathcal{D}_A) - \chi(K_{(1)}^{1}(\mathcal{L}(-\Delta) \otimes \mathcal{D}_A)) + \chi(S^2\Omega_X^1 \otimes L^4 \otimes A^2)\chi(S^{n-3}X, \mathcal{D}_A) \\
= \chi(L^{2,1,1} \otimes \mathcal{D}_A) - \chi(K_{(2)}^{1}(\mathcal{L} \otimes \mathcal{D}_A) - \chi(K_{(1)}^{0}(\mathcal{L} \otimes \mathcal{D}_A)) + \chi(L^4 \otimes A^2)\chi(S^{n-3}X, \mathcal{D}_A) \\
+ \chi(\Omega_X^1 \otimes L^4 \otimes A^3)\chi(S^{n-3}X, \mathcal{D}_A) - \chi(K_{(1)}^{1}(\mathcal{L}(-\Delta) \otimes \mathcal{D}_A)) \\
+ \chi(S^3\Omega_X^1 \otimes L^4 \otimes A^3)\chi(S^{n-3}X, \mathcal{D}_A).
\]

Since
\[
\chi(L^{2,1,1} \otimes \mathcal{D}_A) = \chi(L^2 \otimes A)\left(\frac{\chi(L \otimes A) + 1}{2}\right)\chi(S^{n-3}X, \mathcal{D}_A)
\]
\[
\chi(K_{(2)}^{1}(\mathcal{L} \otimes \mathcal{D}_A) = \chi(L^3 \otimes A^2)\chi(L \otimes A)\chi(S^{n-3}X, \mathcal{D}_A)
\]
\[
\chi(K_{(1)}^{0}(\mathcal{L} \otimes \mathcal{D}_A) = \chi(L^2 \otimes A^2)\chi(S^{n-3}X, \mathcal{D}_A)
\]
and since
\[
\chi(K_{(1)}^{1}(\mathcal{L}(-\Delta) \otimes \mathcal{D}_A) = \chi(K_{(1)}^{1}(\mathcal{L} \otimes \mathcal{D}_A) - \chi(\Omega_X^1 \otimes \Omega_X^1 \otimes L^4 \otimes A^3)\chi(S^{n-3}X, \mathcal{D}_A) \\
= \left[\chi(\Omega_X^1 \otimes L^3 \otimes A^2)\chi(L \otimes A) - \chi(\Omega_X^1 \otimes L^4 \otimes A^3) - \chi(\Omega_X^1 \otimes \Omega_X^1 \otimes L^4 \otimes A^3)\right]\chi(S^{n-3}X, \mathcal{D}_A)
\]

we finally get:
\[
\chi(L^{2,1,1}(-2\Delta) \otimes \mathcal{D}_A) = \left[\chi(L^2 \otimes A)\left(\frac{\chi(L \otimes A) + 1}{2}\right) - \chi(L^3 \otimes A^2)\chi(L \otimes A) - \chi(L^2 \otimes A^2)\right]^2 \\
+ \chi(L^4 \otimes A^3) + 2\chi(\Omega_X^1 \otimes L^4 \otimes A^3) - \chi(\Omega_X^1 \otimes L^3 \otimes A^2)\chi(L \otimes A) \\
+ \chi(\Omega_X^1 \otimes \Omega_X^1 \otimes L^4 \otimes A^3) + \chi(S^3\Omega_X^1 \otimes L^3 \otimes A^3)\chi(S^{n-3}X, \mathcal{D}_A).
\]

As for \(\chi(L^{1,1,1}(-2\Delta) \otimes \mathcal{D}_A)\), using lemma [5.26] we compute first:
\[
\chi(L_{(1)}^{0}(\mathcal{L} \otimes \mathcal{D}_A) = \chi(L^2 \otimes A^2)\left(\frac{\chi(L \otimes A) + 1}{2}\right)\chi(S^{n-4}X, \mathcal{D}_A)
\]
\[
\chi(v^4_\ast(A_4(L^2) \otimes \mathcal{O}_{S^{n-4}X}) \otimes \mathcal{D}_A) = \chi(S^4X, A_4(L^2 \otimes A^2))\chi(S^{n-4}X, \mathcal{D}_A) \\
= \left(\frac{\chi(L \otimes A^2)}{2}\right)\chi(S^{n-4}X, \mathcal{D}_A).
\]
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Hence
\[
\chi(E^{1,1,1}(-2\Delta) \otimes D_A) = \left[ \left( \chi(L \otimes A) + \frac{3}{4} \right) - \chi(L^2 \otimes A^2) \left( \chi(L \otimes A) + \frac{1}{2} \right) + \chi(L^2 \otimes A^2) \right] \\
+ \chi(\Omega_X^1 \otimes L^3 \otimes A^3) \chi(L \otimes A) - \chi(\Omega_X^1 \otimes L^4 \otimes A^4) - \chi(K_X \otimes L^4 \otimes A^4) \\
- \chi(S^3 \Omega_X^1 \otimes L^4 \otimes A^4) \right] \chi(S^{n-4} X, D_A).
\]

Putting all terms together we get the formula in the statement.
A Higher differentials in the spectral sequence of a bicomplex

We present here a brief review of how higher differentials in a spectral sequence are defined and a couple of technical lemmas needed in the main text. Let \((T^\bullet, d)\) a complex (in an abelian category) equipped with a (decreasing) filtration \(F^\bullet T\), preserved by the differential \(d\), in the sense that \(dF^r T \subseteq F^{r+1} T\). We indicate the associated graded object with \(gr_F T^n := F^n T^n / F^{n+1} T^n\). The level zero of the spectral sequence associated to \((T^\bullet, d)\) and the filtration \(F^\bullet\) is defined as \(E^0_{p,q} := gr_F T^{p+q}\). The groups \(Z^p_{r,q}\) and \(B^p_{r,q}\) are defined as

\[
Z^p_{r,q} := \{ x \in F^r T^{p+q} \mid dx \in F^{r+1} T^{p+q+1} \}, \quad B^p_{r,q} := Z^{r+1,q-1}_{r-1} + dZ^{r,q+1}_{r-1}.
\]

By definition one has \(B^p_{r,q} \subseteq Z^p_{r,q}\), since the two summands \(Z^{r+1,q-1}_{r-1}\) and \(dZ^{r,q+1}_{r-1}\) are in \(Z^p_{r,q}\). Note moreover that \(d\) defines a differential \(d : Z^p_{r,q} \to Z^{r+1,q-1}_{r-1}\) by definitions of the terms \(Z^p_{r,q}\). Now \(dB^p_{r,q} \subseteq B^{p+1}_{r,q+1}\) by definition of \(B^p_{r,q}\), and hence one can define the higher differential

\[
d^r := E^r_{p,q} := Z^p_{r,q} / B^p_{r,q} \to Z^{r+1,q-1}_{r-1} / B^{p+1}_{p,q+1} = E^{r+1}_{p,q+1}.
\]

Let us now apply these facts in the case of a bicomplex. Let \((K^{\bullet, \bullet}, \delta, \partial)\) be a double complex with \(\delta\) the vertical differential and \(\partial\) the horizontal one. It is intended here that the differentials \(\delta\) and \(\partial\) commute. Let moreover \(T^n = \oplus_{p+q = n} K^{p,q}\) be the associated total complex, with differential \(d\), defined on the component \(K^{p,q}\) as \(\delta + (-1)^{p} \partial\), equipped with the natural filtrations

\[
F^r T^n = \bigoplus_{r+q = n} K^{r,q}, \quad W^q T^n = \bigoplus_{r+q = n} K^{r,q}.
\]

The total differential \(d\) respects the filtrations. We have \(gr_F T^{p+q} = F^r T^{p+q} / F^{r+1} T^{p+q} \cong K^{p,q}\), and, analogously, \(gr_F T^{p+q} \cong K^{p,q}\). In the sequel, spectral sequences will always be associated to the filtration \(F^\bullet\). In this case

\[
Z^p_{r,q} = \left\{ x \in \bigoplus_{u+v = p+q, u \geq p} K^{u,v} \mid dx \in \bigoplus_{u+v = p+q+1, u \geq p+r} K^{u,v} \right\}.
\]  \hspace{1cm} (A.1)

**Notation A.1.** Let \((T^\bullet, d)\) the total complex of the bicomplex \((K^{\bullet, \bullet}, \delta, \partial)\). If \(x \in T^n\) we will indicate with \(x_s\) its component in \(K^{s,n-s}\) and with \(x_r\) the sum of the components in \(\oplus_{s \geq r} K^{s,n-s}\). Analogously for \(x_{s,r}, x_{s,r}\), etc.

**Lemma A.2.** Let \((T^\bullet, d)\) the total complex of the bicomplex \((K^{\bullet, \bullet}, \delta, \partial)\), equipped with the filtration \(F^\bullet\) described above. Suppose \(r \geq 1\). If \([x] \in E^r_{p,q}, x \in Z^p_{r,q}\), then \(d^r_{p,q}[x] = [\partial x_{p+1,r-1}] \in E^{r+1}_{p+1,q+r-1}\).

**Proof.** By \(\text{A.1}\) we have that \(Z^p_{r,q}\) is the set of \(x \in F^r T^{p+q}\) such that \((dx)_{p+r-1} = 0\). If \(x \in Z^p_{r,q}\), then \(d^r_{p,q}[x]\) is the class of \(dx \in E^{r+1}_{p+1,q+r-1} = Z^{p+1,q-1}_{r} / B^{p+1,q-1}_{r}\), that is the class of \(dx = (dx)_{p+r-1} \in \bigoplus_{u+v = p+q+1, u \geq p+r} K^{u,v}\), \(dx_{p+r-1} + dx_{p+r} + dx_{p+r+1} \in Z^{p+1,q-1}_{r} / B^{p+1,q-1}_{r}\). We have that \(B^{p+1,q-1}_{r} = Z^{p+1,q-1}_{r} + Z^{p+1,q+r}_{r}\). Now it is immediate to prove that \(dx_{p+r+1} \in Z^{p+1,q}_{r} / B^{p+1,q}_{r}\), since \((dx_{p+r+1}) = 0\); moreover \(dx_{p+r}\) is in \(dZ^{p+1,q-1}_{r} / B^{p+1,q}_{r}\), since \(x_{p+r} \in Z^{p+1,q}_{r}\). Hence \(d^r_{p,q}[x] = \partial x_{p+1,r-1}\) modulo \(B^{p+1,q}_{r}\). \(\Box\)

**Lemma A.3.** Let \((T^\bullet, d)\) the total complex of the bicomplex \((K^{\bullet, \bullet}, \delta, \partial)\), equipped with the filtration \(F^\bullet\) described above. Suppose that \([x] \in E^r_{p,q}\) with \(d^r_{p,q}[x] = 0\). Suppose that \(r \geq 1\). Suppose moreover that there exists \(w_{r+1} \in K^{r+1,q-r}\) such that \(\partial w_{r+1} = \delta w_{r+1}\). Then \(d^r_{p,q}[x] = [\partial w_{r+1}]\in E^{r+1}_{p+1,q+r-1}\).

**Proof.** If \(d^r_{p,q}[x] = 0\), then \(dx = \gamma + \partial \theta \in B^{p+1,q-r+1}_{r+1} + dZ^{p+1,q}_{r+1} / B^{p+1,q}_{r+1}\), with \(\theta \in Z^{p+1,q-1}_{r+1} \subseteq B^{p+1,q}_{r+1}\). Hence, setting \(x := \gamma + \partial \theta\), we have that \([x] = [\gamma] \in E^r_{p,q}\) and \(\alpha \in Z^{p+1,q}_{r+1}\), since \(\gamma \in F^{p+1,q+1}\). Set now \(w = w_{r+1}\) and consider \(\beta = x_{\leq p+1,r+1} + w\). It is clear from the hypothesis that \(\beta \in Z^{p+1,q}_{r+1}\) and hence \(\alpha - \beta \in Z^{p+1,q}_{r+1}\). From the preceding lemma we have \(d^r_{p,q}[\alpha] = [\partial x_{p+1,r}] = d^r_{p,q+1}[\beta] = [\partial w_{r+1}]\). Therefore it is sufficient to prove that \([x] = [\beta] \in E^r_{p,q}\), that is, \(\alpha - \beta \in B^{p+1,q}_{r+1}\). But \(\alpha - \beta \in F^{p+1,q+1}\), hence \(\alpha - \beta \in Z^{p+1,q}_{r+1}\). But, trivially, \(\alpha - \beta \in F^{p+1,q+1}\), hence \(\alpha - \beta \in Z^{p+1,q}_{r+1}\), by definition of \(Z^{p+1,q}_{r+1}\). But \(Z^{p+1,q-1}_{r+1} \subseteq B^{p+1,q}_{r+1}\). \(\Box\)
Corollary A.4. Let $(T^*, d)$ the total complex of the bicomplex $(K^{•, •}, \delta, \partial)$, equipped with the filtration $F^*$ described above. Suppose that $r \geq 1$ and that $[x] \in E^{p,q}_r$ with $d^p_{r,q}[x] = 0$. Suppose moreover that $E^{p+r,q-r-1}_1 = E^{p+r,q-r-1}_1$. Then, via the differential $\delta$, we can lift the element $\partial x_{p+r}$ to an element $\omega_{p+r} \in K^{p+r,q-r}$, with $\delta \omega_{p+r} = \partial x_{p+r}$. Hence one has $d^p_{r+1}[x] = [\delta \omega_{p+r}]$.

B Koszul complexes, multitors and invariants.

Remark B.1. Let $V$ be a finite dimensional vector space over $\mathbb{C}$. Let $n \in \mathbb{N}$, $n \geq 1$. The symmetrization map $\text{sym}$ is the canonical projection $V^{\otimes q} \longrightarrow S^q V$ sending $v_1 \otimes \cdots \otimes v_q \longmapsto (1/q!) \sum_{\sigma \in \mathfrak{S}_q} v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(q)}$, where the right hand side is an invariant element of $V^{\otimes q}$ (for the action of $\mathfrak{S}_q$ permuting the factors) and hence seen in $S^q V$. Analogously, the antisymmetrization $\text{alt} : V^{\otimes q} \longrightarrow \Lambda^q V$ is defined as $\text{alt} : v_1 \otimes \cdots \otimes v_q \longmapsto (1/q!) \sum_{\sigma \in \mathfrak{S}_q} (-1)^{\sigma} v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(q)}$, where $(-1)^\sigma$ is the signature of the permutation $\sigma$. Then, following convention [L3] for the definition of symmetric and wedge products for elements of $V$, we have the formulas:

\[
\text{sym}(a_1, \ldots, a_k \otimes b_1, \ldots, b_{q-k}) = \frac{k!(q-k)!}{q!} a_1, \ldots, a_k, b_1 \cdots b_{q-k}
\]

\[
\text{alt}(a_1 \wedge \cdots \wedge a_k \otimes b_1 \wedge \cdots \wedge b_{q-k}) = \frac{k!(q-k)!}{q!} a_1 \wedge \cdots \wedge a_k \wedge b_1 \cdots b_{q-k}
\]

Notation B.2. In what follows $R_k \simeq \mathbb{C}^k$ will always denote the natural representation of $\mathfrak{S}_k$, $\rho_k$ will denote the standard and $\varepsilon_k$ the alternating one. The representation $R_k$ splits as $R_k \simeq \rho_k \oplus 1_k$, where $1_k$ is the trivial representation. Let now $e_i$, $i = 1, \ldots, k$ be the standard basis of $\mathbb{C}^k$. The vector $\sigma_k := \sum_{i=1}^k e_i \in R_k$ is invariant for the natural action of $\mathfrak{S}_k$ on $R_k$ and generates the trivial representation $1_k$. The representation $\Lambda^{k-1} \rho_k$ is 1-dimensional, coincides with the alternating representation of $\mathfrak{S}_k$ and is generated by the element $\omega_{k-1} = \sum_{i=1}^k (-1)^{i-1} \partial e_i$ where $\partial e_i = e_1 \wedge \cdots \wedge e_{i-1} \wedge e_{i+1} \wedge \cdots \wedge e_k$.

Lemma B.3. Let $V$ be a complex vector space of dimension 2 and consider the $GL(V) \times \mathfrak{S}_k$-representation $\Lambda^q(V \otimes \rho_k)$. It has $\mathfrak{S}_k$-anti-invariants if and only if $q = k-1$: in this case they are isomorphic, as $GL(V)$-representation, to $S^{k-1} V$.

Proof. The dimension of the space of anti-invariants $[\Lambda^q(V \otimes \rho_k) \otimes \varepsilon_k]^{\mathfrak{S}_k}$ is given by the scalar product $\langle \chi_{\Lambda^q(V \otimes \rho_k) \otimes \varepsilon_k}, \chi_1 \rangle$ between the character of the representation $\Lambda^q(V \otimes \rho_k) \otimes \varepsilon_k$ and the character of the trivial one. With a proof analogous to [Sca09a] Lemma B.5), it is easily computed to be

\[
dim[\Lambda^q(V \otimes \rho_k) \otimes \varepsilon_k]^{\mathfrak{S}_k} = \langle \chi_{\Lambda^q(V \otimes \rho_k) \otimes \varepsilon_k}, \chi_1 \rangle = \begin{cases} \ k & \text{if } q = k-1 \\ 0 & \text{if } q \neq k-1. \end{cases}
\]

Recall now the isomorphism of $GL(V) \times \mathfrak{S}_k$-representations (see [FH91], ex. 6.11):

\[
\Lambda^q(V \otimes \rho_k) \simeq \bigoplus_\lambda S^\lambda V \otimes S^{\lambda'} \rho_k
\]

where $\lambda'$ denotes the conjugate partition to $\lambda$ and where the sum is on the partitions of $q$ having at most $\dim V$ rows and $\dim \rho_k$ columns. The anti-invariants are:

\[
[\Lambda^q(V \otimes \rho_k) \otimes \varepsilon_k]^{\mathfrak{S}_k} \simeq \bigoplus_\lambda S^\lambda V \otimes [S^{\lambda'} \rho_k \otimes \varepsilon_k]^{\mathfrak{S}_k}.
\]

We know that the anti-invariants are zero if $q \neq k-1$. If $q = k-1$, the anti-invariants contain the summand indexed by the partition $\lambda = (k-1)$ of $k-1$:

\[
S^{k-1} V \otimes [\Lambda^{k-1} \rho_k \otimes \varepsilon_k]^{\mathfrak{S}_k} \simeq S^{k-1} V \otimes [\varepsilon_k]^{\mathfrak{S}_k} \simeq S^{k-1} V.
\]

But this summand has dimension $k$, therefore there are no more invariants. \qed
Lemma B.9. Let $\omega$ be a positive integer and let $i : Y \hookrightarrow X$ be the closed immersion. Denote with $N_{Y/X}$ the normal bundle of $Y$ in $X$. Consider a line bundle $L$ on $X$ and let $L_Y$ be the restriction of $L$ to the subvariety $Y$. The symmetric group $\mathfrak{S}_i$ acts on the $l$-multitor $\text{Tor}_g(L_Y, \ldots, L_Y)$ by permuting the factors; it turns out that, as a $\mathfrak{S}_i$-sheaf [Scan09, Lemma B.3]

$$\text{Tor}_g(L_Y, \ldots, L_Y) \cong \Lambda^q(N_{Y/X}^* \otimes \rho_i) \otimes L_Y^\otimes. \tag{1}$$

**Corollary B.4.** If $\text{codim } Y = 2$ the $l$-multitor $\text{Tor}_g(L_Y, \ldots, L_Y)$ has nontrivial $\mathfrak{S}_i$-anti-invariants if and only if $q = l - 1$. In this case the anti-invariants are given by $(S^{l-1}N_{Y/X}^* \otimes L_Y^\otimes$.

**Remark B.5.** Let now $Y$ be a smooth subvariety of a smooth variety $X$ and let $s$ a section of $F$ transverse to the zero section. Consider the Koszul complex $K^\bullet := K^\bullet(F, s)$. The symmetric group $\mathfrak{S}_k$ acts on the $k$-fold tensor product $K^\bullet(F, s) \otimes \ldots \otimes K^\bullet(F, s)$ by permutation of the factors. Note that $K^\bullet(F, s) \otimes \ldots \otimes K^\bullet(F, s)$ is naturally isomorphic, as a $\mathfrak{S}_k$-equivariant complex, to the Koszul complex $K^\bullet(F \otimes R_k, s \otimes \sigma_k)$. The latter is isomorphic to the tensor product $K^\bullet(F, s) \otimes K^\bullet(F \otimes \rho_k, 0)$.

By lemma [B.3] we can then deduce:

**Corollary B.6.** The $\mathfrak{S}_k$-anti-invariants of the $k$-fold tensor product $K^\bullet(F, s) \otimes \ldots \otimes K^\bullet(F, s)$ are given by the complex:

$$[K^\bullet(F, s) \otimes \ldots \otimes K^\bullet(F, s) \otimes \varepsilon_k]^\mathfrak{S}_k \cong [K^\bullet(F \otimes R_k, s \otimes \sigma_k) \otimes \varepsilon_k]^\mathfrak{S}_k \cong K^\bullet(F, s) \otimes S^{k-1}F[k-1].$$

**Corollary B.7.** Let $V$ be a complex vector space of dimension $2$. Then the $\mathfrak{S}_k$-representation $\Lambda^q(V \otimes R_k)$ has anti-invariants if and only if $k - 1 \leq q \leq k + 1$. In these cases the anti-invariants are:

$$[\Lambda^q(V \otimes R_k) \otimes \varepsilon_k]^\mathfrak{S}_k = \begin{cases} S^{k-1}V & \text{if } q = k - 1 \\ S^{k-1}V \otimes V & \text{if } q = k \\ S^{k-1}V \otimes \Lambda^2V & \text{if } q = k + 1 \end{cases}$$

**Remark B.8.** Note that, as in the proof of [B.3] for $k - 1 \leq q \leq k + 1$, one has a natural inclusion

$$S^{k-1}V \otimes \Lambda^{q-1}V \hookrightarrow \Lambda^q(V \otimes R_k) \otimes \varepsilon_k$$

which induces an isomorphism at the level of $\mathfrak{S}_k$-invariants (here $\mathfrak{S}_k$ acts trivially on the left hand side). More precisely, the inclusion is the composition:

$$S^{k-1}V \otimes \Lambda^{q-1}V \cong [S^{k-1}V \otimes \Lambda^{k-1}\rho_k \otimes \varepsilon_k] \otimes [\Lambda^{q-1}V \otimes 1_k] \longrightarrow \Lambda^{k-1}(V \otimes \rho_k) \otimes \varepsilon_k \otimes \Lambda^{q-1}V \otimes 1_k \longrightarrow \Lambda^q(V \otimes R_k) \otimes \varepsilon_k.$$ 

The first isomorphism is non canonical and depends on the choice of a basis of $\Lambda^{k-1}\rho_k \otimes \varepsilon_k$ and $1_k$. To simplify constants, it turns out that it is better to choose $\hat{\omega}_{k-1} = \omega_{k-1}/(k-1)!$ and $\sigma_k$ as basis of $\Lambda^{k-1}\rho_k \otimes \varepsilon_k$ and $1_k$, respectively. The first arrow is then given by: $u_1 \cdot \cdot \cdot u_{k-1} \otimes v_1 \wedge \cdots \wedge v_{q-k+1} \longmapsto (u_1 \cdot \cdot \cdot u_{k-1} \otimes \hat{\omega}_{k-1}) \otimes (v_1 \wedge \cdots \wedge v_{q-k+1} \otimes \sigma_k)$, the last one is given by the alternating map, considered in remark [B.1]. For the second one we have the lemma below.

**Lemma B.9.** Let $k$ a positive integer and let $V, W$ be finite dimensional vector spaces, with $k \leq \dim W$. The natural inclusion $S^kV \otimes \Lambda^kW \hookrightarrow \Lambda^k(V \otimes W)$ is given by:

$$(u_1 \cdot \cdot \cdot u_k \otimes v_1 \wedge \cdots \wedge v_k) \longmapsto \sum_{\tau \in \mathfrak{S}_k} (u_{\tau(1)} \otimes v_1) \wedge \cdots \wedge (u_{\tau(k)} \otimes v_k).$$

**Proof.** Indeed

$$u_1 \cdot \cdot \cdot u_k \otimes v_1 \wedge \cdots \wedge v_k = \sum_{\sigma \in \mathfrak{S}_k} \sum_{\tau \in \mathfrak{S}_k} (-1)^{\sigma} u_{\tau(1)} \otimes \cdots \otimes u_{\tau(k)} \otimes v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(k)}$$

$$= \sum_{\sigma \in \mathfrak{S}_k} \sum_{\tau \in \mathfrak{S}_k} (-1)^{\sigma} u_{\tau\sigma(1)} \otimes \cdots \otimes u_{\tau\sigma(k)} \otimes v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(k)}$$

$$= \sum_{\tau \in \mathfrak{S}_k} (u_{\tau(1)} \otimes v_1) \wedge \cdots \wedge (u_{\tau(k)} \otimes v_k) \hfill \square$$
Remark B.10. The last expression can be also rewritten as:
\[ \sum_{\tau \in \Theta_k} (u_{\tau(1)} \otimes v_1) \wedge \cdots \wedge (u_{\tau(k)} \otimes v_k) = \sum_{\tau \in \Theta_k} (-1)^{\tau} (u_1 \otimes v_{\tau(1)}) \wedge \cdots \wedge (u_k \otimes v_{\tau(k)}) . \]

Lemma B.11. The element \( \omega_{k-1} \) identifies to the element
\[ \sum_{\tau \in \Theta_k} (-1)^{\tau} (e_1 \otimes \cdots \otimes e_{k-1}) = \sum_{\tau \in \Theta_k} (-1)^{\tau} e_{\tau(1)} \otimes \cdots \otimes e_{\tau(k-1)} . \]

Proof. The group \( S_k \) is generated by \( S_{k-1} \) and the transpositions \( \{ik\}, i \in \{1, k-1\} \). Therefore the cosets \( S_k / S_{k-1} \) are in bijection with \( \{(ik), i \in \{1, \ldots, k\}\} \). In other words \( S_k = \bigsqcup_{i=1}^k (ik)S_{k-1} \). Therefore
\[ \sum_{\tau \in \Theta_k} (-1)^{\tau} (e_1 \otimes \cdots \otimes e_{k-1}) = \sum_{i=1}^k \sum_{\sigma \in \Theta_{k-1}} (-1)^{i} e_{(ik)(1)} \wedge \cdots \wedge e_{(ik)(k-1)} \]
\[ = - \sum_{i=1}^k e_{(ik)(1)} \wedge \cdots \wedge e_{(ik)(k-1)} \]
\[ = - \sum_{i=1}^k e_1 \wedge \cdots e_{i-1} \wedge e_k \wedge e_{i+1} \wedge \cdots \wedge e_{k-1} \]
\[ = - \sum_{i=1}^k (-1)^{k-i-1} e_i = \omega_{k-1} . \]

Lemma B.12. The element
\[ \sum_{|\tau|} (-1)^{\tau} [\omega_{k-2} \otimes \sigma_{k-1}] \]
is well defined and coincides with \( \omega_{k-1} \)

Proof. If we replace the representatives \( \tau \) of the classes \( [\tau] \in S_k / S_{k-1} \) with representatives \( \tau \sigma \), where \( \sigma \in S_{k-1} \), the sum doesn’t change, due to the fact that \( \omega_{k-2} \) is \( S_{k-1} \)-anti-invariant and \( \sigma \) is \( S_{k-1} \)-invariant. Hence we can take as a set of representatives of \( S_k / S_{k-1} \) the set \( \{(ik), i \in \{1, \ldots, k\}\} \). The sum in the statement can be written as:
\[ \sum_{i=1}^k (-1)^{\tau} [\omega_{k-2} \otimes e_j] = \sum_{i=1}^k \sum_{j=1}^{k-1} (-1)^{\tau} e_{(ik)(1)} \otimes \cdots \otimes e_{(ik)(k-1)} \otimes e_j \]
\[ = \sum_{i=1}^k \sum_{j=1}^{k-1} (-1)^{\tau} e_{(ik)(1)} \otimes \cdots \otimes e_{(ik)(k-2)} \otimes e_{(ik)j} \]
\[ = \sum_{i=1}^k \sum_{j=1}^{k-1} \sum_{\sigma \in \Theta_{k-1}} (-1)^{\tau} e_{(ik)(1)} \otimes \cdots \otimes e_{(ik)(k-2)} \otimes e_{(ik)j} \]
\[ = \sum_{i=1}^k \sum_{j=1}^{k-1} \sum_{\sigma \in \Theta_{k-1}} (-1)^{\tau} e_{(ik)(1)} \otimes \cdots \otimes e_{(ik)(k-2)} \otimes e_{(ik)j} \]
\[ = \sum_{i=1}^k \sum_{j=1}^{k-1} \sum_{\sigma \in \Theta_{k-1}} (-1)^{\tau} e_{(ik)(1)} \otimes \cdots \otimes e_{(ik)(k-2)} \otimes e_{(ik)j} \]

The sum
\[ \sum_{\tau \in \Theta_k} \sum_{i=1}^k \sum_{j=1}^{k-1} (-1)^{\tau} e_{(ik)(1)} \otimes \cdots \otimes e_{(ik)(k-1)} \otimes e_{(ik)j} \]
can be rewritten, for some \( l \in \{1, \ldots, k-2\} \), as
\[ \sum_{l=1}^{k-2} \sum_{i=1}^k \sum_{\sigma \in \Theta_{k-1}} (-1)^{\tau} e_{(ik)(1)} \otimes \cdots \otimes e_{(ik)(k-2)} \otimes e_{(ik)\sigma(l)} \]
\[ = \sum_{l=1}^{k-2} e_{(ik)1} \wedge \cdots \wedge e_{(ik)(k-2)} \wedge e_{(ik)l} = 0 , \]
and hence is zero. Consider the second sum. If \( j \neq \sigma(i) \), for \( i \in \{1,\ldots,k-2\} \), then, necessarily, \( j = \sigma(k-1) \). The second sum becomes:

\[
- \sum_{i=1}^{k} \sum_{\sigma \in \mathfrak{S}_{k-1}} (-1)^n e_{(ik)}(\sigma(1)) \otimes \cdots \otimes e_{(ik)}(\sigma(k-2)) \otimes e_{(ik)}(\sigma(k-1)) = - \sum_{i=1}^{k} e_{(ik)(1)} \wedge \cdots \wedge e_{(ik)(k-2)} \wedge e_{(ik)(k-1)}
\]

\[
= - \sum_{i=1}^{k} e_1 \wedge \cdots \wedge e_{i-1} \wedge e_k \wedge e_{i+1} \wedge e_{k-1}
\]

\[
= - \sum_{i=1}^{k} (-1)^{k-i-1} e_1 \wedge \cdots \wedge e_{i-1} \wedge e_{i+1} \wedge e_{k-1} \wedge e_k
\]

\[
= \sum_{i=1}^{k} (-1)^{k-i} e_i = \omega_{k-1}
\]

\[\square\]

**Notation B.13.** Recall that \( R_k \cong \mathbb{C}^k \) is the natural representation of \( \mathfrak{S}_k \). We will indicate with \( R_{k-1}(i) \), for \( i \in \{1,\ldots,k\}, \) the vector space: \( R_{k-1}(i) := R_k / \langle e_i \rangle \). It is isomorphic to the natural representation of \( \mathfrak{S}_{k-1}(i) := \mathfrak{S}\{1,\ldots,k\} \setminus \{i\} \approx \mathfrak{S}_{k-1} \). We will indicate with \( \rho_{k-1}(i) \) the standard representation of \( \mathfrak{S}_{k-1}(i) \), embedded in \( R_{k-1}(i) \), and with \( \sigma_{k-1}(i) \) the invariant element \( \sigma_{k-1}(i) := \sum_{1 \leq i \leq k, j \neq i} e_i \). It generates the trivial representation \( 1_{k-1}(i) \) of \( \mathfrak{S}_{k-1}(i) \), seen embedded in \( R_{k-1}(i) \). We indicate moreover with \( \varepsilon_{k-1}(i) \) the alternating representation of \( \mathfrak{S}_{k-1}(i) \), that is, \( \varepsilon_{k-1}(i) = \Lambda^{k-2} \rho_{k-1}(i) \).

**Lemma B.14.** Let \( V \) a vector space of dimension 2. Consider the map of \( \mathfrak{S}_k \)-representations

\[
\bigoplus_{i=1}^{k} f_i : \bigoplus_{i=1}^{k} \Lambda^{k-1}(V \otimes R_{k-1}(i)) \otimes \varepsilon_{k-1}(i) \longrightarrow \Lambda^{k-1}(V \otimes R_k) \otimes \varepsilon_k
\]

The induced map of \( \mathfrak{S}_k \)-invariants can be identified\(^7\) with the map \((k-1)\text{sym} \) where \( \text{sym} : S^{k-2}V \otimes V \longrightarrow S^{k-1}V \) is the symmetrization map. We have: \((k-1)\text{sym}(u_1 \cdots u_{k-2} \otimes v) = u_1 \cdots u_{k-2} v\).

**Proof.** By the preceding lemmas, the map of invariants can be identified with a map \( S^{k-2}V \otimes V \longrightarrow S^{k-1}V \). Let us now determine this map precisely. By remark \[B.8\] the map of \( \mathfrak{S}_k \) invariants \((\bigoplus_{i=1}^{k} f_i)_{\mathfrak{S}_k}\) can be identified with the map of \( \mathfrak{S}_k \)-invariants of the map

\[
\bigoplus_{i=1}^{k} g_i : [(S^{k-2}V \otimes \Lambda^{k-2} \rho_{k-1}(i)) \otimes \varepsilon_{k-1}(i)] \otimes [V \otimes 1_{k-1}(i)] \longrightarrow \Lambda^{k-1}(V \otimes R_k) \otimes \varepsilon_k
\]

where \( g_i \) is the \( \mathfrak{S}_{k-1}(i) \)-equivariant composition:

\[
g_i : [(S^{k-2}V \otimes \Lambda^{k-2} \rho_{k-1}(i)) \otimes \varepsilon_{k-1}(i)] \otimes [V \otimes 1_{k-1}(i)] \longrightarrow \Lambda^{k-1}(V \otimes R_{k-1}(i)) \otimes \varepsilon_{k-1}(i) \xrightarrow{f_i} \Lambda^{k-1}(V \otimes R_k) \otimes \varepsilon_k
\]

of \( f_i \) with the natural inclusion

\[
[(S^{k-2}V \otimes \Lambda^{k-2} \rho_{k-1}(i)) \otimes \varepsilon_{k-1}(i)] \otimes [V \otimes 1_{k-1}(i)] \longrightarrow \Lambda^{k-1}(V \otimes R_{k-1}(i)) \otimes \varepsilon_k
\]  \hspace{1cm} \text{(B.1)}

Now the inclusion \[B.1\] factorizes through:

\[
[(S^{k-2}V \otimes \Lambda^{k-2} \rho_{k-1}(i)) \otimes \varepsilon_{k-1}(i)] \otimes [V \otimes 1_{k-1}(i)] \longrightarrow \Lambda^{k-2}(V \otimes R_{k-1}(i)) \otimes \varepsilon_{k-1}(i)
\]

\[
i_i \otimes \text{id}_V \otimes 1_{k-1}
\]

\[
\Lambda^{k-2}(V \otimes R_{k-1}(i)) \otimes \varepsilon_{k-1}(i) \otimes [V \otimes 1_{k-1}(i)]
\]

where \( i_i \) is the natural inclusion:

\[
i_i : S^{k-2}V \otimes \Lambda^{k-2} \rho_{k-1}(i) \hookrightarrow S^{k-2}V \otimes \Lambda^{k-2} R_{k-1}(i) \hookrightarrow \Lambda^{k-2}(V \otimes R_{k-1}(i))
\]

\[^7\text{with the choices made in remark B.8}\]
On the other hand, the map \( \theta_i \) is just the anti-symmetrization. Hence the map \( g_i \) is the composition
\[ g_i = f_i \circ \theta_i \circ (i_i \circ i_1 \circ \cdots \circ i_{k-1}) \]
where the map \( \eta_i \) is defined as \( \eta_i := f_i \circ \theta_i \). By Danila’s lemma for morphisms, in the identification \( S^{k-2} \otimes V \simeq [\Sigma_{i=1}^k \Lambda^{k-1}(V \otimes R_{k-1}(i)) \otimes \varepsilon_{k-1}(i)]^{\otimes k} \) explained in remark \[ \text{B.8} \] the map of invariants \([\Sigma_{i=1}^k g_i]^{\otimes k}\) is given by
\[
[\sum_{[v] \in \Sigma_k / \sigma_{k-1}} (-1)^v \nu_g (u_1 \cdots u_{k-2} \otimes \hat{\omega}_{k-2}(k) \otimes v \otimes \sigma_{k-1}(k))
\]

Consider now, as set of representatives of \( \Sigma_{k-1} / \Sigma_{k-2} \) the cycles \( \{ \gamma_i, i = 1, \ldots, k-1 \} \), where \( \gamma_i = (i, i+1, \ldots, k-2, k-1) \). The element \( \hat{\omega}_{k-2}(k) \) is nothing but the sum
\[
\hat{\omega}_{k-2}(k) = \frac{1}{(k-2)!} \sum_{i=1}^{k-1} (-1)^{\gamma_i} e_{\gamma_i(1)} \wedge \cdots \wedge e_{\gamma_i(k-2)}.
\]
Hence by lemma \[ \text{B.9} \] and by remark \[ \text{B.10} \]
\[
i_k (u_1 \cdots u_{k-2} \otimes \hat{\omega}_{k-2}(k)) = \frac{1}{(k-2)!} \sum_{i=1}^{k-1} (-1)^{\gamma_i} i_k (u_1 \cdots u_{k-2} \otimes e_{\gamma_i(1)} \wedge \cdots \wedge e_{\gamma_i(k-2)})
\]
\[
= \frac{1}{(k-2)!} \sum_{i=1}^{k-1} (-1)^{\gamma_i} \sum_{\theta \in \Sigma_{k-2}} (-1)^{\theta} (u_1 \otimes e_{\gamma_i(1)}) \wedge \cdots \wedge (u_{k-2} \otimes e_{\gamma_i(k-2)})
\]
\[
= \frac{1}{(k-2)!} \sum_{\tau \in \Sigma_{k-1}} (-1)^{\tau} (u_1 \otimes e_{\tau(1)}) \wedge \cdots \wedge (u_{k-2} \otimes e_{\tau(k-2)})
\]
Hence the term \( \eta_k [i_k (u_1 \cdots u_{k-2} \otimes \hat{\omega}_{k-2}(k)) \otimes (v \otimes \sigma_{k-1}(k))] \) can be rewritten as
\[
\frac{1}{(k-1)!} \sum_{\tau \in \Sigma_{k-1}} (-1)^{\tau} (u_1 \otimes e_{\tau(1)}) \wedge \cdots \wedge (u_{k-2} \otimes e_{\tau(k-2)}) \wedge (v \otimes \sigma_{k-1}(k))
\]
\[
= \frac{1}{(k-1)!} \sum_{\tau \in \Sigma_{k-1}} (-1)^{\tau} \sum_{\sigma \in \Sigma_{k-1}} (-1)^{\sigma} (u_1 \otimes e_{\tau(1)}) \wedge \cdots \wedge (u_{k-2} \otimes e_{\tau(k-2)}) \wedge (v \otimes \sigma_{k-1}(k))
\]
\[
= \frac{1}{(k-1)!} \sum_{\tau \in \Sigma_{k-1}} (-1)^{\tau} \sum_{\sigma \in \Sigma_{k-1}} (-1)^{\sigma} (u_1 \otimes \cdots \otimes u_{k-2} \otimes v) \otimes \sigma_{k-1}(k)
\]
\[
= \frac{1}{(k-1)!} \sum_{\sigma \in \Sigma_{k-1}} (-1)^{\sigma} (u_1 \otimes \cdots \otimes u_{k-2} \otimes v) \otimes \sigma_{k-1}(k)
\]
\[
= \frac{1}{(k-1)!} \sum_{\sigma \in \Sigma_{k-1}} (-1)^{\sigma} (u_1 \otimes \cdots \otimes u_{k-2} \otimes v) \otimes \sigma_{k-1}(k)
\]
\[
= \frac{1}{(k-1)!} \sum_{\sigma \in \Sigma_{k-1}} \sigma_{k-1}(k)
\]
\[
= \frac{1}{(k-1)!} \sum_{\sigma \in \Sigma_{k-1}} \sigma_{k-1}(k)
\]
\[
= \frac{1}{(k-1)!} u_1 \cdots u_{k-2} \otimes (\hat{\omega}_{k-2}(k) \otimes \sigma_{k-1}(k))
\]
Finally, $[\bigoplus_{i=1}^{k} g_i]^{\mathcal{E}_k}(u_1 \cdots u_{k-2} \otimes v)$ can be computed as:

\[
[\bigoplus_{i=1}^{k} g_i]^{\mathcal{E}_k}(u_1 \cdots u_{k-2} \otimes v) = \frac{1}{k-1} \sum_{[\nu] \in \mathcal{E}_k / \mathcal{E}_{k-1}} (-1)^{\nu_1} [u_1 \cdots u_{k-2} v \otimes (\omega_{k-2}(k) \otimes \sigma_{k-1}(k))] \\
1 \frac{(k-1)!}{(k-1)!} \sum_{[\nu] \in \mathcal{E}_k / \mathcal{E}_{k-1}} (-1)^{\nu_1} [u_1 \cdots u_{k-2} v \otimes (\omega_{k-2}(k) \otimes \sigma_{k-1}(k))] \\
= \frac{1}{k-1} [u_1 \cdots u_{k-2} v \otimes \omega_{k-1}] = u_1 \cdots u_{k-2} v \otimes \omega_{k-1}
\]

which is $u_1 \cdots u_{k-2} v$ in the identification $[\Lambda^{k-1}(V \otimes R_k) \otimes \varepsilon_k]^{\mathcal{E}_k} \simeq S^{k-1}V \otimes [\Lambda^{k-1} \rho_k \otimes \varepsilon_k]^{\mathcal{E}_k} \simeq S^{k-1}V$ determined by choosing as a basis of $\Lambda^{k-1} \rho_k$ the vector $\omega_{k-1}$. \hfill \Box
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