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Abstract

The application of compressive sensing (CS) to a radar imaging system based on a frequency-scanned microstrip leaky wave antenna is investigated. First, an analytical model of the system matrix is formulated as the basis for the inversion algorithm. Then, L1-norm minimization is applied to the inverse problem to generate a range-azimuth image of the scene. Because of the antenna length, the near-field effect is considered in the CS formulation to properly image close-in targets. The resolving capability of the combined frequency-scanned antenna and CS processing is examined and compared to results based on the short-time Fourier transform and the pseudo-inverse. Both simulation and measurement data are tested to show the system performance in terms of image resolution.
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I. INTRODUCTION

Compressive sensing (CS) is an emerging signal processing technique based on L1-norm minimization. CS has been applied to two-dimensional (2D) radar imaging to reduce both the number of frequencies and the number of antenna elements (or the number of spatial samples in the case of a synthetic aperture) required for data collection [1–6]. The frequency and element positions are randomized to overcome aliasing in the downrange and grating lobes in the radiation pattern, respectively. In this paper, we explore the use of CS for 2D range-azimuth radar imaging. However, we explore a unique application in which CS is applied to an imaging system based on a frequency-scanned antenna.

A frequency-scanned antenna is a low-cost alternative to a linear phased-array system for obtaining 2D range-azimuth information of targets in a scene. The beam of a frequency-scanned antenna can be steered to different directions by changing the carrier frequency. At the same time, there is still sufficient bandwidth during beam dwell on the target to obtain range information. Consequently, a scene can be imaged with one single frequency sweep. This concept was exploited earlier in [7, 8]. More recently, we have designed, built, and tested a frequency-scanned microstrip leaky wave antenna (MLWA) to track humans [9]. Image formation was performed using the short-time Fourier transform (STFT). Targets are first resolved in range by using a range-gated sliding window. The range-gated response is then Fourier-transformed into the frequency domain, in which target angular information can be obtained. However, the choice of the window function leads to a tradeoff...
in the range and azimuth resolution.

The problem of generating a 2D image from a single frequency response collected using a frequency-scanned antenna can alternatively be approached by considering this problem as a solution to a highly underdetermined system of linear equations. The image domain is a large 2D space, and the measured data is the 1D frequency response. Therefore, the imaging problem is well-suited for CS, that is, how to generate a large but sparse 2D image from a compressed 1D frequency response. Because only a few moving targets are expected within the scene of interest, a solution can be effectively determined by using $L_1$-norm minimization. Some related preliminary results were reported in [9].

In this paper, we investigate in detail the application of CS to a 2D radar imaging system based on a frequency-scanned antenna. We develop the system matrix based on the antenna characteristics, range delay, and a point-scatterer target model. We then apply $L_1$-norm minimization to generate the 2D range-azimuth image. The present study is novel in several respects compared to our earlier study in [9]. First, the antenna is a new, narrow-beam antenna that we have designed specifically for operation with a short-pulse radar [10]. It has a length of 90 cm (approximately three times longer than the design reported in [9]), operates between 3 and 6 GHz, and is capable of a beamwidth of the order of 5°. Accordingly, additional near-field considerations are needed to properly model the system matrix for applying CS. Second, we closely examine the resolving capability of the combined frequency-scanned radar and CS processing. Both simulation and measurement data are tested to show the system performance in terms of image resolution and to clarify whether the combined system can operate beyond the physical resolution limit.

The remainder of this paper is organized as follows. Section II describes the performance of the long MLWA and discusses the far- and near-field CS formulations. In Section III, we examine the resolution of the combined system based on simulation and measurement. Section IV presents the conclusions of this study.

II. MLWA AND CS FORMULATION

The antenna under consideration is a 90-cm-long, air-filled, half-width MLWA. Fig. 1 shows the built prototype, and the inset shows its cross-sectional dimensions. The antenna is designed to operate from 3 to 6 GHz. Fig. 2 shows the gain pattern of the antenna versus the frequency and angle as simulated using the FEKO electromagnetic simulation software [11]. An infinitely large ground plane is used in the simulation. The gain value is color coded from 0 to 20 dBi. The horizontal axis is the angle $\theta$, which is defined with respect to the longitudinal $z$-direction of the antenna. As the frequency is increased, the antenna beam sweeps from the broadside direction ($\theta = 90^\circ$) toward the endfire direction ($\theta = 0^\circ$), with increasing peak gain. The beamwidth of the antenna is marked by the horizontal arrows in Fig. 2, and it is a function of the beam direction. Similarly, we can define a “target illumination bandwidth” by a vertical cut across the pattern, as shown in the figure. This quantity dictates the achievable range resolution for radar imaging. The tracking of humans using this antenna in combination with a short-pulse radar and STFT processing was reported in [10]. An investigation into further narrowing the beamwidth of the antenna can be found in [12].

To apply CS, we formulate the 2D imaging problem into an underdetermined system of linear equations as follows:

$$y = Ax = \sum_{i=1}^{N} a_i x_i$$

where $x$ is the large but sparse 2D range-azimuth image, and $y$ is the measured frequency response. If we neglect the interaction between targets, we can express $y$ as a superposition of the frequency responses from point targets at different positions. Therefore, $x_i$, the $i$-th element of the $x$ vector, is the strength of a target located at position $(R, \theta_i)$, and $a_i$ the $i$-th column vector of the A matrix, denotes the corresponding direction-dependent...
frequency response of a target with unity strength in the 2D range-azimuth plane. \( a_i \) contains both the antenna response and a free-space propagation factor, and it can be written as follows:

\[
{a_i} = \left( {E^f (f, \theta_i) \cdot e^{-j\kappa R_{ij}} \over R_i} \right)^2
\]  

(2)

where \( k_0 = 2\pi f/c \). \( E^f (f, \theta) \) is the frequency-dependent far-field of the MLWA. The square accounts for the two-way propagation. We next model \( E^f (f, \theta) \) as the radiation from an equivalent magnetic line source on the narrow antenna aperture along the \( z \)-direction as follows:

\[
E^f (f, \theta) = -j{\beta_0 \over 2\pi} \sin(\theta) \int_0^L e^{i(\alpha - j\beta)z} \cdot e^{-j\beta_0 \cos(\theta)z} \ dz
\]  

(3)

where \( L = 0.9 \) m is the antenna length. \( \alpha \) and \( \beta \) are respectively the attenuation and propagation constant of the leaky mode. They can be computed approximately using the transverse resonance method (TRM) [13].

The above CS formulation is based on the far-field radiation pattern of the antenna. However, the far-field distance of the 90-cm-long antenna at 6 GHz is 32.4 m based on the \( 2L^2/\lambda \) criterion. To properly account for close-in targets, a more exact near-field \( a_i \) can also be formulated as follows:

\[
{a_i} = \left[ -j{\beta_0 \over 2\pi} \sin(\theta(z)) \cdot e^{i(\alpha - j\beta)z} \cdot e^{-j\beta_0 \cos(\theta)z} \right]^{-2}
\]  

(4)

where \( R(z) \) and \( \theta(z) \) are respectively the distance and direction of a near-field target to different parts on the antenna aperture. This equation simplifies to (2) and (3) when the far-field approximation \( R(z) = R_i - z \cos(\theta_i) \) is applied. Computing the \( A \) matrix using the more exact (4) requires carrying out aperture integration repeatedly for every possible target position across the entire 2D range-azimuth plane.

We first test the far-field CS formulation with simulated data from a 3 × 3 grid of point targets. The ground truth is shown in Fig. 3(a). The downrange locations of the targets are 31, 33, and 35 m. The azimuth directions are 37°, 53°, and 67°. Based on the target map, a frequency response \( y \) is generated using the more exact numerical integration shown in (4). However, the matrix \( A \) is generated by using the far-field approximation in (2) and (3). The MATLAB package YALL1 [14] is used to solve the \( L_1 \)-norm minimization with linear constraints, and the resulting image is shown in Fig. 3(b). It is seen that the downrange and azimuth positions of the targets are resolved correctly. The model mismatch between the more exact \( y \) vector and the far-field \( A \) matrix is not severe.

Next, the nine targets are moved to 4, 6, and 8 m with the same azimuth positions. The corresponding CS image is shown in Fig. 3(c). It can be observed that the azimuth positions of the close-in targets are not correctly located and that the target response is more diffused. This is due to the model mismatch between the far-field \( A \) matrix and the target response vector \( y \).
The same targets are then imaged using the near-field $A$ matrix, and the resulting image is shown in Fig. 3(d). In comparison to Fig. 3(c), all the targets are now better focused and the azimuth positions are restored correctly. It is noted that although the targets near the broadside direction are better focused compared to Fig. 3(c), they are still blurrier than the other targets in Fig. 3(d). This could be due to the broader antenna beam near the broadside direction. Lastly, targets are better focused in Fig. 3(d) than in Fig. 3(b), indicating that the minor error introduced by the far-field approximation still degrades the performance of CS. Therefore, it is worthwhile to incorporate as much sensor physics as possible when performing CS imaging. For the remainder of this paper, the near-field $A$ matrix computed using (4) is used.

III. RESOLVING CAPABILITY STUDY

To examine the resolving capability of the combined CS-MLWA system, closely spaced targets are imaged. For conventional Fourier-based imaging, the azimuth resolving capability is the 3 dB beamwidth of the antenna, and the downrange resolution is inversely proportional to the 3 dB frequency bandwidth. Fig. 4 shows the beamwidth and frequency bandwidth of the 90-cm-long antenna. The same antenna is used for both transmitting and receiving; thus, the 3 dB beamwidth shown in Fig. 4 is based on the square of the gain pattern to account for two-way radiation/reception. It should be noted that the beamwidth and bandwidth are both functions of the beam direction. The beamwidth is approximately 5° for most of the target directions, and the bandwidth ranges from 200 to 750 MHz. Correspondingly, the Fourier resolutions in range, based on the $c/2/\text{bandwidth}$ formula, are 75 and 20 cm, respectively. Three groups of three closely spaced targets are placed at approximately $\theta = 40^\circ$, $55^\circ$, and $70^\circ$ to evaluate the direction-dependent resolving capability. Fig. 5(a) shows the ground truth image. The spacing between the targets in azimuth is set to one beamwidth, and the spacing in downrange corresponds to two times

Fig. 5. Testing of target-resolving capability. (a) Ground truth map of three groups of targets spaced by their direction-dependent resolutions. (b) Image generated using STFT. (c) Image generated using a pseudoinverse. (d) Image generated using CS.
the bandwidth or one-half of the Fourier range resolution. All targets are set to unity strength. As was done in Section III, a frequency response is simulated based on Eq. (4) and a point-scatterer model.

The frequency response is first processed using STFT with a 50-cm sliding Hamming window; the result is plotted in Fig. 5(b). STFT barely resolves targets in downrange, and it cannot resolve targets in the azimuth dimension. It should also be noted that the downrange locations of the targets are not correct, because the direction-dependent group delay of the leaky mode is not modeled by STFT. Next, the pseudoinverse of the near-field $A$ matrix is used to generate the image shown in Fig. 5(c). The result is equivalent to solving the underdetermined system of linear equations with $L_2$-norm minimization. It is observed that targets are better resolved in downrange. Moreover, the targets in the farthest group (at approximately 5 m in downrange) are marginally resolved in azimuth. However, there are substantial artifacts, and it is very difficult to identify the true targets. Lastly, Fig. 5(d) shows the image generated using the near-field $A$ matrix and YALL1.

Eight of the nine targets are resolved correctly. Only the target at $(R = 3 \text{ m}, \theta = 66^\circ)$ is not shown correctly. Because the targets are placed based on the far-field beamwidth, the two closest-in targets could be spaced too closely to be resolved properly by the near-field beam. Among the three different algorithms, CS achieves the best 2D resolution in the range-azimuth plane. Moreover, it appears that CS can slightly surpass the Fourier resolution in the downrange dimension. More testing revealed that CS could not correctly resolve targets placed closer than one beamwidth, showing that the azimuth resolution is still governed by the physical aperture of the antenna.

Finally, measurement data are collected, and the resolving capability of the system is tested using three trihedrals. A vector network analyzer is used as a radar to collect $S_{11}$ of the antenna in the presence of trihedrals from 2 to 6 GHz. A background subtraction is performed to remove the antenna mismatch and room clutter. During the measurement, the azimuth and downrange spacings between the trihedrals are progressively reduced until just before the trihedrals can no longer be resolved in the corresponding CS image. The result is plotted in Fig. 6(a), where the CS-generated image is shown in color, and the actual target locations are overlaid on the image as open circles. The two targets on the right with roughly the same azimuth position are placed with a 23-cm difference in downrange. The azimuth spacing between the left- and the right-hand-side targets is approximately 5°. These numbers correspond approximately to the beamwidth and frequency bandwidth shown in Fig. 4 at $\theta = 39^\circ$.

Next, we move the farthest target 3 cm closer in downrange; the corresponding CS image is shown in Fig. 6(b). It is observed that one target disappears from the image. Moreover, the responses of the remaining two targets become diffused. Testing with measurement data shows that the resolving capability in the azimuth dimension agrees with that found from testing with simulation data. However, we were not able to achieve super-resolution in downrange in the measurement data testing. This could be attributed to several reasons, including mismatch between the TRM-predicted radiation pattern and the built prototype, mismatch between the backscattering from the actual trihedral (18 cm per side) and the point target assumption, and higher-order interactions between targets.

IV. CONCLUSION

In this paper, the application of CS to 2D radar imaging using a frequency-scanned antenna has been investigated. First, an analytical model of the system matrix was formulated as the basis for the inversion algorithm. Then, $L_1$-norm minimization was applied to the inverse problem to generate the image of the scene. It was found that because of the antenna length, a nearfield formulation is needed to properly image close-in targets. The resolution of the system was then tested rigorously by using closely spaced targets that were placed based on the direction-dependent beamwidth and bandwidth of the frequency-scanned
antenna. It was found that CS achieves the best image resolution in the range-azimuth plane when compared to STFT and a pseudoinverse. Nevertheless, the image resolution achievable using CS is limited by the physical antenna beamwidth in the azimuth dimension and the frequency bandwidth in the downrange dimension. Although the simulations showed some superresolution performance in the downrange dimension, it was not confirmed in the measurement. This could be due to secondary effects not modeled in our formulation, including the actual target response, interactions between targets, and mismatch between the actual antenna prototype and the modeled system matrix. This highlights the importance of accounting for as much of the sensor physics as possible to achieve good performance in terms of image resolution when applying CS.
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