Abstract. The Maki–Thompson rumor model is defined by assuming that a population represented by a graph is subdivided into three classes of individuals; namely, ignorants, spreaders and stiflers. A spreader tells the rumor to any of its nearest ignorant neighbors at rate one. At the same rate, a spreader becomes a stifler after a contact with other nearest neighbor spreaders, or stiflers. In this work we study the model on random trees. As usual we define a critical parameter of the model as the critical value around which the rumor either becomes extinct almost-surely or survives with positive probability. We analyze the existence of phase-transition regarding the survival of the rumor, and we obtain estimates for the mean range of the rumor. The applicability of our results is illustrated with examples on random trees generated from some well-known discrete distributions.
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1. Introduction

1.1. The first models for rumor spreading

In this work we contribute with the literature of mathematical models for information transmission. As far as we know many of the well-known basic models appeared in the earlier 1960. One of them is widely cited nowadays and was communicated by Daley and Kendall in [9]. Such a model appeared as an alternative to the well-known susceptible, infectious, and/or recovered (SIR) epidemic model for describing the propagation of infectious diseases. While an SIR model assumes that a population is subdivided into susceptible, infected and removed individuals, in Daley and Kendall’s model, these classes are called ignorants (those not aware of the rumor), spreaders (who are spreading it) or stiflers (who know the rumor but have ceased communicating it after meeting somebody who has already heard it), respectively. Although the mechanisms for transmission are similar; indeed, ignorants in rumors are similar to susceptible in epidemics, spreaders are similar to infected cases, and stiflers correspond to removals; the difference between these two processes is in the stopping mechanisms. In the propagation of a disease an infected individual becomes removed only after a random time, which is in general independent of what happens with other individuals. On the other hand, in the transmission of a rumor a spreader stops talking about the rumor right after getting involved in a contact with another individual who already knows it. In other words, in a rumor process, a spreader becomes a stifler at a rate which depends on the number of non-ignorant individuals in the population. The communication in [9] and the results obtained in [10] gave rise to a theory of mathematical models for rumor transmission.
For a review of some works dealing with rumors we refer the reader to section 1 of [24] and the references therein.

Here we deal with the simplified version of the Daley–Kendall model due to Maki and Thompson in [21]. The Maki–Thompson model describes the spreading of a rumor on a closed homogeneously mixed population, subdivided into the three classes of individuals mentioned before: ignorants, spreaders, and stiflers. Formally, the Maki–Thompson model may be written as the continuous-time Markov chain \( \{(X^N(t), Y^N(t))\}_{t \in [0, \infty)} \) which evolves according to the following transitions and rates

\[
\begin{align*}
\text{transition} & \quad \text{rate} \\
(−1, 1) & \quad XY, \\
(0, −1) & \quad Y(N − 1 − X).
\end{align*}
\]

(1.1)

For \( t \geq 0 \), the random variables \( X^N(t) \), \( Y^N(t) \) and \( Z^N(t) \) denote, respectively, the number of ignorants, spreaders and stiflers at time \( t \). The basic version of the model assumes that \( X^N(0) = N − 1 \), \( Y^N(0) = 1 \), \( Z^N(0) = 0 \), and \( X^N(t) + Y^N(t) + Z^N(t) = N \) for all \( t \). Thus defined, (1.1) means that if the process is in state \((i, j)\) at time \( t \), then the probabilities that it jumps to states \((i − 1, j + 1)\) or \((i, j − 1)\) at time \( t + h \) are, respectively, \( ijh + o(h) \) and \( j(N − 1 − i)h + o(h) \), where \( o(h) \) represents a function such that \( \lim_{h \to 0} o(h)/h = 0 \). This describes the situation in which individuals interact by contacts initiated by the spreaders: the two possible transitions in (1.1) correspond to spreader-ignorant, and spreader-(spreader or stifler) interactions. In the first case, the spreader tells the rumor to the ignorant, who becomes a spreader. The other transition represents the transformation of a spreader into a stifler after initiating a meeting with a non-ignorant. Note that the last event describes the loss of interest in propagating the rumor derived from learning that it is already known by the other individual in the meeting. This is the main difference between rumor models and mathematical models for infectious diseases.

A question of interest when studying a stochastic rumor model on a finite population is what we can say about the remaining proportion of people who never hear the rumor. Note that, since the process eventually ends, this is one way of having a measure of the ‘size’ of the rumor. The first rigorous results in this direction are limit theorems for the remaining proportion of ignorants when the process ends, as the population size grows to \( \infty \). It has been proved that, for both the Daley–Kendall and the Maki–Thompson models, such final proportion of ignorants equals approximately 20%, see [10, 26, 28]. In recent works, the main approach to deal with such a question for generalized rumor models is a suitable application of the theory of convergence of density dependent Markov chains. This allows to find a system of ordinary differential equations whose solution represents an approximation, for sufficiently large \( N \), of a scaled version of the entire trajectories of the stochastic model. Moreover, these solutions may be seen as good approximations for the proportion of ignorants and spreaders, respectively, at time \( t \), for \( t > 0 \) and \( N \) large enough. An extensive treatment of rumor models can be found in [8, chapter 5]. In addition, for a deeper discussion of the use of density dependent Markov chains for studying rumor models we refer the reader to [3, 17, 18, 24].
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1.2. Changing the structure of the population. Why random trees?

The Maki–Thompson model studied by the references mentioned in subsection 1.1 is formulated assuming a closed homogeneously mixed population. If we represent the population with a graph, that assumption means that the considered graph is the complete graph, see figure 1(a). With such an interpretation, vertices represent individuals and edges represent possible contacts between them. By considering a complete graph, the theoretical analysis of the model is simplified, in some sense, because it is enough to deal with the proportions of individuals in each one of the classes. This is why it is less difficult to deal with generalizations of the model in homogeneously mixed populations. However, when one want to consider a different structure of the population the approach should be changed and, in most cases, it depends on the considered graph.

In a general graph the model may be defined, roughly speaking, by assuming that the set of vertices representing the population is subdivided into three classes; namely,
ignorants, spreaders and stiflers. Then a spreader tells the rumor to any of its nearest
ignorant neighbors at rate one, and, at the same (but could be other) rate, a spreader
becomes a stiffer after a contact with other nearest neighbor spreaders, or stiflers. The
mathematical model, which is stochastic, is an interacting particle system. We shall
formalize this type of model in section 2. The first rigorous result for a modified version
of the Maki–Thompson in a non-complete graph is due to [6], where the authors represent
the population with an hypercubic lattice $\mathbb{Z}^d$, for $d \geq 2$, see figure 1(b), and obtain results
of phase-transition according to the values of general rates of interactions between the
classes of individuals. In such a work the approach relies on coupling techniques and
a combination of results coming from oriented percolation and the so-called contact
process. See [12] for a review of these subjects. Note that $\mathbb{Z}^d$ is an infinite graph. On
the other hand, Agliari et al [1] studied the Maki–Thompson model on a small-world
graph. The graph is constructed by starting from a $k$-regular ring and by inserting, in
the average, $c$ additional links in such a way that $k$ and $c$ are tuneable parameters for
the population structure; see figure 1(c). The authors prove that this system exhibits a
kind of transition between regimes of localization (where the final number of stiflers is
at most logarithmic in the population size) and propagation (where the final number of
stiflers grows algebraically with the population size) depending of the network parameter
c being small our large enough, respectively. The approach for that analysis was, again,
coupling techniques, but now combined together with the theory of branching processes.
More recently, in order to understand the behavior of the model on trees, Junior et al
[16] considered the generalization called the Maki–Thompson model with $k$-stifling on
infinite Cayley trees $T_d$, for $d \geq 2$; see figure 1(d). These are deterministic infinite trees
such that any vertex has degree $d + 1$. The theory of branching processes was used for
this study as well and the main results are related to the analysis of the existence of a
critical $d$ around which the rumor either becomes extinct almost-surely or survives
with positive probability. In addition, the authors obtain information about the range of
spreading. In this work we extend the approach of [16] to deal with stochastic rumors on
random trees, which can be seen as the family trees produced by a branching process.
In words, we start with one vertex which is the root of the tree and let it connect
according to a given discrete distribution. Each of these neighbors (if there are any)
then connect with new vertices independently with the same law, and so on forever
or until some generation goes extinct. These trees are called Galton–Watson trees,
or random trees for short. This case gains in interest if we realize that random trees
naturally appears ‘embedded’ in many models of random graphs and complex networks.
It is well-known that many of such models, which are more appropriated to represent
a population, behave locally as trees. Up to now, stochastic rumors in random graphs
or complex networks were studied mainly by mean of computational simulations or
mean-field approximations. See for example [4, 22, 23, 29]. As a sideline, we point out
that recent research suggest that random trees are suitable structures to represent the
spreading of information between population, see for example [11] where branching
processes are used to model propagation of information on Twitter. On the other hand,
for a review of some long-range propagation models on (random) trees we refer the
reader to [14, 15].
We analyze the existence of a critical value, depending on the law generating the tree, around which the rumor either becomes extinct almost-surely or survives with positive probability. Following [16], we also obtain information about the range of spreading. Our work is complemented with some examples and a discussion for further research.

The paper is organized as follows. In section 2 we formalize the mathematical model and present the main results. Subsection 2.1 is dedicated to a review of definitions for the model on infinite Cayley trees, and from subsection 2.2 onward the model on random trees and all the results of our work are presented. Section 3 is devoted to the proof of our main theorems and section 4 is left to a discussion of further research.

2. The model and main results

2.1. The model on an infinite Cayley tree

In this work we shall work with infinite trees \( T = (V, E) \). As usual \( V \) stands for the set of vertices and \( E \subset \{ \{u, v\} : u, v \in V, u \neq v \} \) stands for the set of edges. We shall abuse notation by writing \( V = T \). We consider rooted trees in the sense that we shall identify one vertex as the root and denote it by \( 0 \), see figure 1(d). If \( \{u, v\} \in E \), we say that \( u \) and \( v \) are neighbors, and we denote it by \( u \sim v \). The degree of a vertex \( v \), denoted by \( \text{deg}(v) \), is the number of its neighbors. A path in \( T \) is a finite sequence \( v_0, v_1, \ldots, v_n \) of distinct vertices such that \( v_i \sim v_{i+1} \) for each \( i \), and a ray in \( T \) is a path with infinite vertices starting at \( 0 \). For any tree, there is a unique path connecting any pair of distinct vertices \( u \) and \( v \). Therefore we define the distance between them, denoted by \( d(u, v) \), as the number of edges in such path. We denote by \( \partial T_n \) the set of vertices at distance \( n \) from the root. That is, \( \partial T_n = \{ v \in T : |v| = n \} \).

The Maki–Thompson model on an infinite tree \( T \) may be defined as a continuous-time Markov process \((\eta_t)_{t \geq 0}\) with states space \( S = \{0, 1, 2\}^T \); i.e. at time \( t \) the state of the process is some function \( \eta : T \to \{0, 1, 2\} \). We assume that each vertex \( x \in T \) represents an individual, which is said to be an ignorant if \( \eta(x) = 0 \), a spreader if \( \eta(x) = 1 \), and a stifler if \( \eta(x) = 2 \). Then, if the system is in configuration \( \eta \in S \), the state of vertex \( x \) changes according to the following transition rates

\[
\begin{align*}
0 & \rightarrow 1, \\
1 & \rightarrow 2,
\end{align*}
\]

where

\[
n_i(x, \eta) = \sum_{y \sim x} 1\{\eta(y) = i\}
\]
Figure 2. Possible realization of the MT-model on a tree $T$. The vertices of the tree represent individuals belonging to one of the following tree classes: ignorants, spreaders and stiflers, which we identify by black, red, and blue vertices, respectively. (a) A spreader tells the rumor to any of its nearest ignorant neighbors at rate one. (b) After the previous interaction the contacted ignorant becomes a spreader and starts to transmit the information. (c), (d) At the same rate, a spreader becomes a stifler after a contact with other nearest neighbor spreaders, or stiflers.

is the number of nearest neighbors of vertex $x$ in state $i$ for the configuration $\eta$, for $i \in \{1, 2\}$. Formally, (2.1) means that if the vertex $x$ is in state, say, 0 at time $t$ then the probability that it will be in state 1 at time $t + h$, for $h$ small, is $n_i(x, \eta)h + o(h)$, where $o(h)$ represents a function such that $\lim_{h \to 0} o(h)/h = 0$. Note that the rates in (2.1) represent how the changes of states of individuals depend on the states of its neighbors. While the change of state of an ignorant is influenced by its spreader neighbors, the change of state for a spreader is influenced by the number of non-ignorant neighbors. We point out that stiflers do not interact with ignorants. See figure 2 for an illustration of these transitions.
We call the Markov process \((\eta_t)_{t \geq 0}\) the Maki–Thompson rumor model on \(T\), and we abbreviate as MT-model on \(T\). In addition, we refer to the case when \(\eta_0(0) = 1\) and \(\eta_0(x) = 0\) for all \(x \neq 0\) as the standard initial configuration.

**Definition 2.1 [16, definition 1].** Consider the MT-model on \(T\) with the standard initial configuration. We say that there is survival of the rumor if there exist a sequence \(\{(v_i, t_i)\}_{i \geq 0}\), with \((v_i, t_i) \in T \times \mathbb{R}^+\), such that \(v_0 = 0\), \(t_0 = 0\), \(v_{i+1}\) is a successor of \(v_i\), \(t_i < t_{i+1}\), and \(\eta_{t_i}(v_i) = 1\), for all \(i \geq 0\). If there is not survival, we say that the rumor becomes extinct. We denote by \(\theta(T)\) the survival probability.

Note that there is survival of the rumor provided we can guarantee the existence of a ray from the root of \(T\) such that all the vertices in the ray were spreaders at some time. The MT-model on an infinite Cayley tree of coordination number \(d + 1\) was studied in [16]. In what follows, for simplicity, we let \(\theta(d):=\theta(T_d)\).

**Theorem 2.1 [16, theorem 1].** Consider the MT-model on \(T_d\) with the standard initial configuration. Then \(\theta(d) > 0\) if, and only if, \(d \geq 3\). Moreover,

\[
\theta(d) = 1 - \psi^2,
\]

where \(\psi\) is the smallest non-negative root of the equation

\[
\sum_{i=0}^{d} \frac{d!}{i!} \left(\frac{d}{d+1}\right)^i \left(\frac{i+1}{d+1}\right)^i = s.
\]

In words, theorem 2.1 states that the MT-model exhibit a phase transition. Indeed, for \(d = 2\), we obtain that the rumor propagates, almost surely, only to a finite set of individuals. In the other cases, for \(d \geq 3\), the rumor propagates to infinitely many individuals with positive probability. We point out that although is not considered here, the case \(d = 1\) may be seen as the path graph with infinite vertices. In that case it is not difficult to see that the number of spreaders will be bounded from above by the sum of two random variables with geometric law. At this point, a curious reader could ask what we can say about more general trees? We address this question by considering the model on random trees. This is the purpose of the next section where we include the main results of this work.

### 2.2. The model on a random tree and first results

One way to construct trees randomly is though the family trees produced by a branching process. In words, we start with one vertex which is the root of the tree and let it connect according to a given discrete distribution; i.e. it has \(n\) neighbors with probability \(p_n\) for any \(n \in \mathbb{N} \cup \{0\}\). Each of these neighbors (if there are any) then connect with new vertices independently with the same law, and so on forever or until some generation goes extinct. These trees are called Galton–Watson trees, or random trees for short. For the sake of simplicity in the exposition, and without loss of generality, our results will be obtained for the MT-model on the tree obtained from a random tree by adding
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a particular vertex, that we call $s$, connected to its root. We assume that $s$ is the source of the rumor; i.e. the only vertex with the information at time zero. Since $s$ is only connected with the root, then it will spreads the information to it so, from now on, we shall call the standard initial configuration the one for which $\eta_0(s) = \eta_0(0) = 1$, and $\eta_0(x) = 0$ for all $x \in V \setminus \{s, 0\}$. In addition, as we are interested in to define the model on a tree with infinitely many vertices, we consider super-critical Galton–Watson trees on the event of non-extinction. Notice that this happens provided $E(\xi) > 1$. In what follows we use the notation $T_{\xi}$ for such a random tree for which the number of successors of a given vertex $v \neq s$ is given by an independent copy of the non-negative integer valued random variable $\xi$ with $1 < E(\xi) < \infty$. Note that whether $\xi \equiv d$, for $d \geq 2$, we obtain the infinite Cayley tree $T_d$ with an additional vertex connected to the root.

We start by characterizing the law of the number of spreaders one spreader generates.

**Proposition 2.1.** Let $\xi$ be a non-negative integer valued random variable, and let $(\eta_t)_{t \geq 0}$ be the MT-model on $T_{\xi}$ with the standard initial configuration. If $X(\xi)$ denotes the number of spreaders one spreader generates, then

$$
P(X(\xi) = i) = (i + 1)! \sum_{d=i}^{\infty} \binom{d}{i} \left( \frac{1}{d + 1} \right)^{i+1} P(\xi = d).$$

(2.2)

Moreover, the generating probability function and the mean of $X(\xi)$ are given, respectively, by

$$
G_{\xi}(s) = \sum_{d=0}^{\infty} e^{\frac{ds}{d+1}} \left[ \Gamma(d + 1, \frac{d+1}{s}) - \frac{d(d+1)}{s} \Gamma(d, \frac{d+1}{s}) \right] P(\xi = d) \left( \frac{s}{d+1} \right)^d,
$$

(2.3)

and

$$
E(X(\xi)) = \sum_{d=1}^{\infty} \left[ e^{d+1} \Gamma(d + 1, d+1) \frac{P(\xi = d)}{(d+1)^d} \right] - P(\xi \neq 0),
$$

(2.4)

where $\Gamma(k, x) := (k-1)! e^{-x} \sum_{i=0}^{k-1} \frac{x^i}{i!}$, is the incomplete gamma function.

**Proof.** The law of $X(\xi)$ is obtained by noting that

$$
P(X(\xi) = i) = \sum_{d=0}^{\infty} P(X(\xi) = i | \xi = d) P(\xi = d),
$$
where \( P(X(\xi) = i|\xi = d) = 0 \) for \( d < i \), and

\[
P(X(\xi) = i|\xi = d) = (i + 1)! \left( \frac{d}{i} \right) \left( \frac{1}{d + 1} \right)^{i+1},
\]

for \( d \geq i \), see [16, lemma 2]. In order to obtain expression (2.3) for the generating probability function note that:

\[
G_{\xi}(s) = \sum_{i=0}^{\infty} s^i P(X(\xi) = i) = \sum_{i=0}^{\infty} s^i (i + 1)! \sum_{d=i}^{\infty} \frac{d}{i} \frac{1}{d + 1}^{i+1} P(\xi = d).
\]

Then, by a sequence of suitable arrangement of terms we have,

\[
G_{\xi}(s) = \sum_{d=0}^{\infty} \frac{d}{d + 1} \sum_{i=0}^{d} \frac{(i + 1)!}{(d-i)!} \left( \frac{s}{d + 1} \right)^i \sum_{i=0}^{d} \frac{1}{(d + 1)}^{i+1} P(\xi = d)
\]

\[
= \sum_{d=0}^{\infty} \frac{d!}{d + 1} \sum_{i=0}^{d} \frac{(i + 1)!}{(d-i)!} \left( \frac{s}{d + 1} \right)^i \sum_{i=0}^{d} \frac{1}{(d + 1)}^{i+1} P(\xi = d)
\]

\[
= \sum_{d=0}^{\infty} \frac{d!}{d + 1} \sum_{j=0}^{d} \frac{(d - j + 1)}{j!} \left( \frac{s}{d + 1} \right)^{d-j} \sum_{i=0}^{d} \frac{1}{(d + 1)}^{i+1} P(\xi = d)
\]

\[
= \sum_{d=0}^{\infty} \frac{d!}{d + 1} \left( \frac{s}{d + 1} \right)^d \left[ (d + 1) \sum_{j=0}^{d} \frac{1}{j!} \left( \frac{d + 1}{s} \right)^j - \sum_{l=0}^{d} \frac{1}{l!} \left( \frac{d + 1}{s} \right)^l \right]
\]

\[
= \sum_{d=0}^{\infty} \frac{d!}{d + 1} \left( \frac{s}{d + 1} \right)^d \left[ (d + 1) \sum_{j=0}^{d} \frac{1}{j!} \left( \frac{d + 1}{s} \right)^j - \frac{(d + 1)^{d-1}}{s} \sum_{l=0}^{d-1} \frac{1}{l!} \left( \frac{d + 1}{s} \right)^l \right].
\]

Now, consider the incomplete gamma function

\[
\Gamma(k, x) := (k - 1)! e^{-x} \sum_{i=0}^{k-1} \frac{x^i}{i!},
\]
and note that we can rewrite $G_\xi(s)$ as follows.

$$
G_\xi(s) = \sum_{d=0}^{\infty} \frac{d! \mathbb{P}(\xi = d)}{d+1} \left( \frac{s}{d+1} \right)^d \left[ \frac{(d+1)e^{d+1}}{d!} \Gamma \left( d+1, \frac{d+1}{s} \right) \right. \\
- \left. \frac{(d+1)e^{d+1}}{s(d-1)!} \Gamma \left( d, \frac{d+1}{s} \right) \right] \\
= \sum_{d=0}^{\infty} \frac{e^{d+1}d! \mathbb{P}(\xi = d)}{d+1} \left( \frac{s}{d+1} \right)^d \left[ \frac{(d+1)}{d!} \Gamma \left( d+1, \frac{d+1}{s} \right) \right. \\
- \left. \frac{d(d+1)}{s} \Gamma \left( d, \frac{d+1}{s} \right) \right] \\
= \sum_{d=0}^{\infty} \frac{e^{d+1}}{d+1} \left[ \Gamma \left( d+1, \frac{d+1}{s} \right) - \frac{d(d+1)}{s} \Gamma \left( d, \frac{d+1}{s} \right) \right] \mathbb{P}(\xi = d) \left( \frac{s}{d+1} \right)^d.
$$

The last equality is (2.3). The mean of $X(\xi)$ is obtained by noting that

$$
\mathbb{E}(X(\xi)) = \sum_{d=0}^{\infty} \mathbb{E}(X(\xi)|\xi = d) \mathbb{P}(\xi = d).
$$

To find an expression for $\mathbb{E}(X(\xi)|\xi = d)$ let us give an enumeration for the ignorant neighbors of a spreader with $d + 1$ neighbors. In order to do it, let us write $X(\xi)|\xi = d$ as the sum of indicator random variables $I_1, I_2, \ldots, I_d$, where $I_j$ indicates whether the $j$th-ignorant neighbor is informed. Thus

$$
\mathbb{E}(X(\xi)|\xi = d) = d \mathbb{P}(I_1 = 1) = d \mathbb{P} \left( \bigcup_{i=1}^{d} A_i \right) = d \sum_{i=1}^{d} \mathbb{P}(A_i),
$$

where $A_i$ is the event of the first neighbor be the $i$th to be informed by the spreader. Note that the last equality follows from the fact that the events $A_1, A_2, \ldots, A_d$ are 2 to 2 mutually exclusive. Then,

$$
\mathbb{E}(X(\xi)|\xi = d) = d! \sum_{i=1}^{d} \frac{1}{(d-i)!} \left( \frac{1}{d+1} \right)^i = e^{d+1} \Gamma \left( d+1, d+1 \right) - 1,
$$

for $d \geq i$. \hfill \Box

We can now state the main theorem of our work.

**Theorem 2.2.** Let $\xi$ be a non-negative integer valued random variable, and let $(\eta_t)_{t \geq 0}$ be the MT-model on $T_\xi$ with the standard initial configuration. Then $\theta(\xi) = 1 - \psi(\xi)$, where $\psi := \psi(\xi)$ is the smallest non-negative root of the equation

$$
G_\xi(s) = s.
$$

Moreover $\theta(\xi) > 0$ if, and only if, $\mathbb{E}(X(\xi)) > 1$. 
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As an application of the above-theorem, whose proof we left to section 3, we consider the MT-model on a random tree produced by random pruning the infinite Cayley tree; i.e. we assume that $\xi$ follows a Binomial distribution of parameters $n$ and $p$.

**Corollary 2.1.** Let $\xi \sim \text{Binomial}(n, p)$, with $n \geq 3$, and let $(\eta_t)_{t \geq 0}$ be the MT-model on $T_\xi$ with the standard initial configuration. Then $\theta(n, p) = 1 - \psi$, where $\psi$ is the smallest non-negative root of the equation

$$
\sum_{d=0}^{n} \left[ \frac{1}{d+1} \binom{n}{d} p^d (1-p)^{n-d} \sum_{i=0}^{d} (i+1)! \left( \frac{s}{d+1} \right)^i \right] = s.
$$

Moreover $\theta(n, p) > 0$ if, and only if,

$$
\sum_{d=1}^{n} \frac{1}{(n-d)!} \binom{n}{d} \frac{1}{1-p} \frac{1}{(d+1)^j (d-j)!} > \frac{1}{(1-p)^n n!}.
$$

**Proof.** Let $\xi \sim \text{Binomial}(n, p)$. Proposition 2.1 gives us an expression for the generating probability function $G_\xi(s)$ using the incomplete Gamma function. Since here we are considering a simple law for $\xi$ it is enough to note that

$$
G_\xi(s) = \sum_{d=0}^{\infty} \frac{d! \mathbb{P}(\xi = d)}{d + 1} \sum_{i=0}^{d} \frac{1}{(d-i)! (d+1)^i} \frac{1}{(s \binom{d}{i})},
$$

so we can obtain a version of (2.5) only by replacing the law of $\xi$ in the previous expression. Now, by theorem 2.2, we have $\theta(n, p) > 0$ if, and only if, $\mathbb{E}(X(\xi)) > 1$. Note that

$$
\mathbb{E}(X(\xi)) = \sum_{d=1}^{n} \mathbb{E}(X|\xi = d) \mathbb{P}(\xi = d)
$$

$$
= \sum_{d=1}^{n} d! \sum_{j=1}^{d} \frac{1}{(d+1)^j (d-j)!} \binom{n}{d} p^d (1-p)^{n-d} \frac{1}{(d+1)^j (d-j)!}
$$

$$
= \sum_{d=1}^{n} d! \binom{n}{d} \frac{1}{(n-d)!} \frac{1}{(n-d)!} \frac{1}{(1-p)^n n! \sum_{j=1}^{d} (d+1)^j (d-j)!}
$$

$$
= (1-p)^n n! \sum_{d=1}^{n} \frac{1}{(n-d)!} \frac{1}{(1-p)^n n!} \frac{1}{(d+1)^j (d-j)!}.
$$

(2.7)
Then \( \theta(n, p) > 0 \) if, and only if

\[
(1 - p)^n n! \sum_{d=1}^{n} \frac{1}{(n-d)!} \left( \frac{p}{1-p} \right)^d \sum_{j=1}^{d} \frac{1}{(d+1)(d-j)!} > 1,
\]

so we get (2.6) and this complete the proof. \( \square \)

Corollary 2.1 gains in interest if we realize that it give us a way to find the value of \( p \) for which the behavior of the model moves from extinction to survival of the rumor provided \( n \) is fixed. Moreover, it is not difficult to see that we recover theorem 2.1 by letting \( n = d \) and \( p = 1 \). Now, let us consider an example to illustrate what happens for a reference which \( \mathbb{E}(\xi) \) is between 2 and 3.

**Example 2.1.** Let \( \xi \sim \text{Binomial}(3, p) \) and consider the MT-model on \( T_\xi \) with the standard initial configuration. Our interest is for \( p \in (2/3, 1) \); that is \( \mathbb{E}(\xi) \in (2, 3) \). Indeed, if \( p < 2/3 \) we known that the rumor becomes extinct almost surely (by comparison with theorem 2.1 for \( d = 2 \)). On the other hand, for \( p = 1 \) the rumor survives with positive probability (see theorem 2.1 for \( d = 3 \)). By corollary 2.1 we have \( \theta(3, p) = 1 - \psi \) where \( \psi \) is the smallest non-negative root of the equation

\[
(1 - p)^3 + \frac{3}{2}(p - 1)^2(p(s + 1) - \frac{1}{3}(p - 1)p^2(2s^2 + 4s + 3)
+ \frac{1}{32}p^3(3s^3 + 9s^2 + 12s + 8) = s.
\]

Thus \( \theta(3, p) > 0 \) if, and only if, \( 5p^3 - 32p^2 + 144p - 96 > 0 \). This in turns implies that

\[
\theta(3, p) = \begin{cases} 
-5p^2 + 32p - 2 \sqrt{p(-5p^3 - 8p^2 - 68p + 216)} \quad & \text{if } p > p_c, \\
0 \quad & \text{if } p \leq p_c,
\end{cases} \quad (2.8)
\]

where

\[
p_c := \frac{2}{15} \left( 16 - \left( 142 \times 2^{\frac{4}{3}} \right) / (45\sqrt{5689} - 2407)^{\frac{1}{3}} + (2(45\sqrt{5689} - 2407))^{\frac{1}{3}} \right) \approx 0.78753.
\]

Moreover, note that \( \max_{p \in [0,1]} \theta(3, p) = 3 - \frac{2}{3} \sqrt{5} \approx 0.418 \). See figure 3.

### 2.3. Further examples and properties

Of course, as a consequence of theorem 2.2, different distributions give rise to different versions of corollary 2.1. However, the exact localization of the critical parameter is a task that can be difficult depending of the considered law. In those cases one of the usual strategies is the computation of non-trivial bounds for such a value. Let us illustrate it with some examples.

**Example 2.2.** Let \( \xi \sim \text{Poisson}(\lambda) \), with \( \lambda > 1 \), and let \( (\eta_t)_{t \geq 0} \) be the MT-model on \( T_\xi \) with the standard initial configuration. A direct application of theorem 2.2 allow us to
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conclude that there exist a critical value $\lambda_c \in (2.49782; 2.49785)$ such that $\theta(\lambda) > 0$ if, and only if, $\lambda > \lambda_c$. Indeed, note that equation (2.4) from proposition 2.1 leads to

$$g(\lambda) := \mathbb{E}(X(\xi)) = e^{-\lambda+1} \sum_{d=1}^{17} \left[ \frac{(\lambda e)^d \Gamma(d+1,1,1,1)}{(d+1)^d} \right] + e^{-\lambda} - 1.$$  

On the one hand we have

$$g(\lambda) < e^{-\lambda} - 1 + e^{-\lambda+1} \sum_{d=1}^{17} \left[ \frac{(\lambda e)^d \Gamma(d+1,1,1,1)}{(d+1)^d} \right] + e^{-\lambda+1} \sum_{d=18}^{\infty} \left[ \frac{(\lambda e)^d}{(d+1)^d} \right], \quad (2.9)$$

while, on the other hand we obtain

$$g(\lambda) > e^{-\lambda} - 1 + e^{-\lambda+1} \sum_{d=1}^{17} \left[ \frac{(\lambda e)^d \Gamma(d+1,1,1,1)}{(d+1)^d} \right]. \quad (2.10)$$

Finally, by taking $\lambda = 2.49782$ in (2.9) the right side is equal to

$$e^{-2.49782} - 1 + e^{-1.49782} \sum_{d=1}^{17} \left[ \frac{(2.49782 e)^d \Gamma(d+1,1,1,1)}{(d+1)^d} \right] + e^{-1.49782} \sum_{d=18}^{\infty} \left[ \frac{(2.49782 e)^d}{(d+1)^d} \right]$$
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so \( g(2.49782) < 0.99997 + 2.332 \times 10^{-9} < 1 \). Similarly, by taking \( \lambda = 2.49785 \) in (2.10) we get

\[
g(2.49785) > e^{-2.49785} - 1 + e^{-2.49785} \sum_{d=1}^{17} \frac{(2.49785e)^d \Gamma(d + 1, d + 1)}{(d + 1)^d d!} \geq 1.00001 > 1.
\]

Therefore we conclude the result from theorem 2.2.

**Example 2.3.** Let \( \xi \sim \text{Geom}(p) \), and let \( (\eta_t)_{t \geq 0} \) be the MT-model on \( T_\xi \) with the standard initial configuration. Then, there exist a critical value \( p_c \in (0.25894, 0.25895) \) such that \( \theta(p) > 0 \) if, and only if, \( p < p_c \). In this case, equation (2.4) from proposition 2.1 leads to

\[
g(p) = e^p \sum_{d=1}^{\infty} \left( \frac{(1 - p)e}{d + 1} \right)^d \Gamma(d + 1, d + 1) - (1 - p).
\]

On the one hand we have

\[
g(p) > e^p \sum_{d=1}^{300} \left( \frac{(1 - p)e}{d + 1} \right)^d \Gamma(d + 1, d + 1) - (1 - p). \tag{2.11}
\]

while, on the other hand we obtain

\[
g(p) < e^p \sum_{d=1}^{300} \left( \frac{(1 - p)e}{d + 1} \right)^d \Gamma(d + 1, d + 1) + e^p \sum_{d=301}^{\infty} \left[ \left( \frac{(1 - p)e}{2.2} \right)^d \right] - (1 - p). \tag{2.12}
\]

which follows from the following sequence of inequalities:

\[
\sum_{d=301}^{\infty} \left( \frac{(1 - p)e}{d + 1} \right)^d \Gamma(d + 1, d + 1) \leq \sum_{d=301}^{\infty} \left( \frac{(1 - p)e}{d + 1} \right)^d d!
\]

\[
\leq \sum_{d=301}^{\infty} \left( \frac{(1 - p)e}{2.2(d + 1)} \right)^d \frac{d!}{(d)^d}
\]

\[
\leq \sum_{d=301}^{\infty} \left( \frac{(1 - p)e}{2.2(d + 1)} \right)^d
\]

By taking \( p = 0.25894 \) in (2.11) we obtain

\[
g(0.25894) > 0.25894 e \sum_{d=301}^{\infty} \left( \frac{0.74106e}{d + 1} \right)^d \Gamma(d + 1, d + 1) - 0.74106 = 1.00003 > 1.
\]
By taking $p = 0.25895$ in (2.12) we have
\[
g(0.25895) < 0.25895e^{300} \left( \frac{0.74105e}{d+1} \right)^d \Gamma(d+1, d+1) \\
+ 0.25895e^{\infty} \sum_{d=301}^{\infty} \left[ \left( \frac{0.74105e}{2.2} \right)^d \right] - 0.74105
\]
and this in turns implies
\[
g(0.25895) < 0.999993 + 2.50463 \times 10^{-11} < 1.
\]
Thus, the result is a consequence of theorem 2.2.

In what follows we discuss an alternative strategy when a direct application of theorem 2.2, to a given law of $\xi$, is not possible.

**Proposition 2.2.** Let $(\xi_n)_{n \in \mathbb{N}}$ and $\xi$ be non-negative integer valued random variables, and assume that $\lim_{n \to \infty} \xi_n = \xi$, in law. Let $(\eta_t^\xi)_{t \geq 0}$ and $(\eta_t)_{t \geq 0}$ be MT-models on $T_{\xi_n}$ and $T_\xi$, respectively, with the standard initial configuration. If $\mu_n$ and $\mu$ denote the expected value of the number of spreaders one spreader generates for each one of these models, then $\lim_{n \to \infty} \mu_n > 1$ if, and only if, $\mu > 1$.

**Proof.** Since $\mu_n := \mathbb{E}(X(\xi_n))$ and $\mu := \mathbb{E}(X(\xi))$, then by (2.4) we have
\[
\mu_n = \sum_{d=1}^{\infty} \left[ \frac{e^{d+1}}{(d+1)^d} \Gamma(d+1, d+1) \mathbb{P}(\xi_n = d) \right] - \mathbb{P}(\xi_n \neq 0)
\]
and
\[
\mu = \sum_{d=1}^{\infty} \left[ \frac{e^{d+1}}{(d+1)^d} \Gamma(d+1, d+1) \mathbb{P}(\xi = d) \right] - \mathbb{P}(\xi \neq 0).
\]
But
\[
\lim_{n \to \infty} \mu_n = \lim_{n \to \infty} \left\{ \sum_{d=1}^{\infty} \left[ \frac{e^{d+1}}{(d+1)^d} \Gamma(d+1, d+1) \mathbb{P}(\xi_n = d) \right] - \mathbb{P}(\xi_n \neq 0) \right\}
\]
\[
= \sum_{d=1}^{\infty} \left[ \frac{e^{d+1}}{(d+1)^d} \Gamma(d+1, d+1) \mathbb{P}(\xi = d) \right] - \mathbb{P}(\xi \neq 0)
\]
\[
= \mu.
\]

We point out that the interchange of limit and summation is guarantee by the dominated convergence theorem, see theorem 9.1 in [27].

**Example 2.4.** Let $\xi_n \sim \text{Binomial}(n, p)$, for any $n \geq 3$, and let $(\eta_t)_{t \geq 0}$ be the MT-model on $T_\xi$ with the standard initial configuration. Consider for any $n \geq 3$ the critical parameter:
\[
p_c(n) = \inf\{p \in [0, 1]: \theta(n, p) > 0\}.
\]
Table 1. Illustration of the behavior of the critical parameter of example 2.4.

| n   | 3   | 4   | 5   | 10  | 25  | 50  | 100 | 150 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \( p_c(n) \approx \) | 0.78753 | 0.599322 | 0.483563 | 0.24582 | 0.09928 | 0.04979 | 0.02495 | 0.01663 |
| \( np_c(n) \approx \) | 2.362591 | 2.397288 | 2.417815 | 2.4582 | 2.48200 | 2.48950 | 2.49390 | 2.49510 |

If we assume \( \lim_{n \to \infty} np = \lambda \) and we let \( \xi \sim \text{Poisson}(\lambda) \), then proposition 2.2 applies and therefore \( \lim_{n \to \infty} np_c(n) \approx 2.4978 \), where the limit is obtained from example 2.2. See table 1.

We finish the section with a similar analysis for the survival probabilities.

**Theorem 2.3.** Let \((\xi_n)_{n \in \mathbb{N}}\) be a non-decreasing sequence of non-negative integer valued random variables of vectors parameters given by \((\nu_n)_{n \in \mathbb{N}}\). Let \(\xi\) be another non-negative integer valued random variable, of vector parameters \(\nu\), and assume that

\[
\lim_{n \to \infty} \xi_n = \xi, \text{ in law.}
\]

Let \((\eta^0_t)_{t \geq 0}\) and \((\eta^i_t)_{t \geq 0}\) be MT-models on \(T_{\xi_n}\), for \(n \in \mathbb{N}\), and \(T_{\xi}\), with the standard initial configuration and survival probabilities given by \(\theta(\nu_n)\) and \(\theta(\nu)\), respectively. Then

\[
\lim_{n \to \infty} \theta(\nu_n) = \theta(\nu).
\]

**Proof.** Let \(x\) a non-negative integer and note that

\[
P(X(\xi) \leq x|\xi = d) = 1 - \prod_{i=1}^{x} \left(1 - \frac{i}{d}\right) > 1 - \prod_{i=1}^{x} \left(1 - \frac{i}{d+1}\right) = P(X(\xi) \leq x|\xi = d + 1).
\]

In general, for any \(x\), we can prove by induction that \(d_1 < d_2\) implies

\[
P(X \leq x|\xi = d_1) > P(X \leq x|\xi = d_2)
\]

On the other hand, if \(\xi_n\) converges in law to \(\xi\), then the dominated convergence theorem, see theorem 9.1 in [27], allows the interchange of limit and summation, and so:

\[
\lim_{n \to \infty} P(X(\xi_n) = i) = \lim_{n \to \infty} (i+1)! \sum_{d=i}^{\infty} \left(\begin{array}{c} d \\ i \end{array}\right) \left(\frac{1}{d+1}\right)^i P(\xi_n = d) = (i+1)! \sum_{d=i}^{\infty} \left(\begin{array}{c} d \\ i \end{array}\right) \left(\frac{1}{d+1}\right)^i \lim_{n \to \infty} P(\xi_n = d) = (i+1)! \sum_{d=i}^{\infty} \left(\begin{array}{c} d \\ i \end{array}\right) \left(\frac{1}{d+1}\right)^i P(\xi = d) = P(X(\xi) = i).
\]
That is, $X(\xi_n) \to X(\xi)$ in law. Finally, it is not difficult to see that $X(\xi_n)$ is stochastically dominated by $X(\xi)$ provided $\xi_n$ be stochastically dominated by $\xi$. See equation (3.1) in [27] for more details. Therefore, by applying proposition 4.2 in [20] we get

$$
\lim_{n \to \infty} \theta_n(\nu) = \theta(\nu).
$$

\[\square\]

### 2.4. The range of the rumor on a random tree

As mentioned in the Introduction, one way to measure the ‘size’ of the rumor on a finite graph is through the analysis of the remaining proportion of ignorants at the end of the process. In the case of a tree we do it through the notion of range of the rumor, which is the longest distance, from the root, at which there is a non-ignorant individual.

**Theorem 2.4.** Let $\xi$ be a non-negative integer valued random variable, and let $(\eta_t)_{t \geq 0}$ be the MT-model on $T_\xi$ with the standard initial configuration. Consider $X(\xi)$, and let $\mu_\xi$ and $G_\xi$ be its mean and its p.g.f, respectively, as defined by (2.2). Let

$$
R(\xi) := \max\{n \geq 1 : \eta_t(x) = 1 \text{ for some } x \in \partial T_{\xi_n}, \text{ and } t \in \mathbb{R}^+\}, \quad (2.15)
$$

be the range of the rumor. If $\mu_\xi G_\xi''(s) - G_\xi'(s)G_\xi''(1) \geq 0$, then

$$
\frac{(\ell - 1)\mu_\xi^{m+1}}{\ell - \mu_\xi^{m+1}} \leq \mathbb{P}(R(\xi) > m) \leq \frac{(u - 1)\mu_\xi^{m+1}}{u - \mu_\xi^{m+1}}, \quad (2.16)
$$

for any $m \geq 0$, where

$$
u := \left\{ \mu_\xi \mathbb{E}\left(\frac{1}{\xi + 1}\right) \right\} \left\{ \mu_\xi + \mathbb{E}\left(\frac{1}{\xi + 1}\right) - 1 \right\}^{-1},
$$

and

$$
\ell := 1 - \left\{ \frac{2}{G_\xi''(1)} \right\} \mu_\xi (\mu_\xi - 1).
$$

Moreover,

$$
(u - 1) \sum_{m=0}^{\infty} \frac{\mu_\xi^{m+1}}{u - \mu_\xi^{m+1}} \leq \mathbb{E}(R(\xi)) \leq (\ell - 1) \sum_{m=0}^{\infty} \frac{\mu_\xi^{m+1}}{\ell - \mu_\xi^{m+1}}. \quad (2.17)
$$
The proof of the above-theorem is left to section 3. Let us illustrate the applicability of theorem 2.4 with an example.

**Example 2.5.** Let $\xi \sim \text{Binomial}(3, p)$ and let $(\eta_t)_{t \geq 0}$ be the MT-model on $T_\xi$ with the standard initial configuration. In this case,

$$
G_\xi(s) = \frac{3p^3}{32} s^3 + \left(\frac{2p^2}{3} - \frac{37p^3}{96}\right) s^2 + \left(\frac{13p^3}{24} - \frac{5p^2}{3} + \frac{3p}{2}\right) s + \left(\frac{-p^3}{4} + p^2 - \frac{3p}{2} + 1\right),
$$

$$
G'(s) = \frac{9p^3}{32} s^2 + \left(\frac{4p^2}{3} - \frac{74p^3}{96}\right) s + \left(\frac{13p^3}{24} - \frac{5p^2}{3} + \frac{3p}{2}\right),
$$

$$
G''(s) = \frac{9p^3}{32} s + \left(\frac{4p^2}{3} - \frac{74p^3}{96}\right),
$$

which lead to

$$
G'(1) = \frac{5p^3}{96} - \frac{p^2}{3} + \frac{3p}{2},
$$

$$
G''(1) = \frac{4p^2}{3} - \frac{5p^3}{24},
$$

$$
G(0) = \frac{-p^3}{4} + p^2 - \frac{3p}{2} + 1.
$$

Note that

$$
G'(1)G''(s) - G'(s)G''(1) \geq 0 \quad \text{if } 335p^2 - 3424p + 4304 > 0,
$$

which holds for any $p \in [0, 1]$. Therefore, we can apply theorem 2.4 by noting that

$$
\mu_\xi = \frac{p(5p^2 - 32p + 144)}{96},
$$

$$
\ell = \frac{-25p^5 + 320p^4 - 2464p^3 + 8736p^2 - 17664p + 13824}{192p(32 - 5p)},
$$

$$
u = \frac{(2 - p)(p^4 - 6p^3 + 16p^2 - 20p + 12)(5p^2 - 32p + 144)}{4p(64 - 19p)(p^2 - 4p + 6)}.
$$

See figure 4 for an illustration of the resulting bounds of $\mathbb{E}(R(\xi))$.

### 3. Proof of theorems 2.2 and 2.4

#### 3.1. The rumor model seen as a branching process

The main idea behind the proof of theorems 2.2 and 2.4 is the identification of an underlying branching process related to the rumor model. After doing that we can apply well-known results of the theory of branching processes. This approach has been used...
before in [16] to study the MT-model on infinite Cayley trees. For a deeper discussion of branching processes we refer the reader to chapter 2 in [25].

Consider a non-negative integer valued random variable $\xi$ and the MT-model on $T_{\xi}$, $(\eta_t)_{t \geq 0}$, with the standard initial configuration. For any $n \geq 0$ we let

$$Z_n(\xi) := \left\{ v \in \partial T_{\xi,n+1} : \bigcup_{t > 0} \{ \eta_t(v) = 1 \} \right\},$$

and we define the random variable $Z_n := |Z_n(\xi)|$. Thus defined, $Z_0(\xi)$ is formed by those vertices at distance one from 0 which are spreaders at some time, $Z_1(\xi)$ is formed by those vertices at distance two from 0 which are spreaders at some time, and so on. Moreover, notice that the number of spreaders one spreader generates behaves according to an independent copy of a nonnegative integer valued random variable $X(\xi)$. Then $Z_0$ is equal to $X(\xi)$ in law, and

$$Z_{n+1}(\xi) = \sum_{i=1}^{Z_n(\xi)} X_i(\xi),$$

where $X_1(\xi), X_2(\xi), \ldots$ are independent copies of $X(\xi)$. As a direct consequence of the construction above we obtain the following result which is the key to prove our theorems.

**Lemma 3.1.** The stochastic process $(Z_n(\xi))_{n \geq 0}$ defined by (3.1) is a branching process with offspring’s distribution given by the law of $X(\xi)$.

### 3.2. Proof of theorem 2.2

Let $\xi$ be a non-negative integer valued random variable, and let $(\eta_t)_{t \geq 0}$ be the MT-model on $T_{\xi}$ with the standard initial configuration. By lemma 3.1 we have that the rumor survives if, and only if, the branching process with offspring’s distribution given by the

![Figure 4. Comparison between the bounds obtained in theorem 2.4 for the range of spreading in the MT-model on $T_\xi$ with $\xi \sim \text{Binomial}(3, p)$, see example 2.5. For some values of $p$ the lower bound of $E(R(\xi))$ is represented by a black dot while the upper bound is represented by a red dot.](image)
law of $X(\xi)$ survives. Therefore, $\psi(\xi)$ coincides with the extinction probability for such a branching process, which is the smallest non-negative root of the equation $G_\xi(s) = s$. Moreover, also as a consequence of well-known result of branching process we have that $\psi(\xi) < 1$ if, and only if, $\mathbb{E}(X(\xi)) > 1$. See theorem 1.1 in [25] for more details.

3.3. Proof of theorem 2.4

Let $\xi$ be a non-negative integer valued random variable, and let $(\eta_t)_{t \geq 0}$ be the MT-model on $\mathbb{T}_\xi$ with the standard initial configuration. Thanks to the connection between our model with a branching process, stated in lemma 3.1, it is enough to point out that the range of the rumor defined in (2.15), plus 1, is the same than the extinction time of the associated branching processes. Therefore we appeal to arguments of [2] for deriving bounds for the tail of such a random time. The main approach of [2] consists of reducing the problem of deriving these bounds to a problem involving the analysis of a family of p.g.f.'s whose iterates can be calculated; i.e. the fractional linear generating functions (f.l.g.f.). We refer the reader to definition 2 of [13], for a suitable definition of a fractional linear generating function. Our first task is to obtain two f.l.g.f. $f_l(s)$ and $f_u(s)$ such that $f_l(s) \leq G_\xi(s) \leq f_u(s), 0 \leq s \leq 1$. In order to do it we apply the theorem on p 450 of [13], verifying its corollary of p 451. Then, $f_l(s)$ and $f_u(s)$ are such that

$$
c_l = \frac{G''_\xi(1)}{2G'_\xi(1) + G''_\xi(1)} = \frac{G''_\xi(1)}{2\mu_\xi + G''_\xi(1)}
$$

and

$$
c_u = \frac{G'_\xi(1) + G_\xi(0) - 1}{G'_\xi(1)} = \frac{\mu_\xi + \mathbb{E}\left(\frac{1}{\xi+1}\right) - 1}{\mu_\xi}.
$$

Note that the inequalities hold also for the $m$th compositions of these functions. Thus,

$$
f_l^m(0) \leq G''_\xi^m(0) \leq f_u^m(0).
$$

and this in turns implies

$$
f_l^m(0) \leq \mathbb{P}(R(\xi) \leq m + 1) \leq f_u^m(0).
$$

Now, the inequalities in (2.16) follow equation (3.1) in [2], with

$$
\ell = \frac{2G'_\xi(1) + G''_\xi(1) - 2[G'_\xi(1)]^2}{G''_\xi(1)} = 1 - \left\{ \frac{2}{G''_\xi(1)} \right\} \mu_\xi (\mu_\xi - 1)
$$

and

$$
u = \frac{G_\xi(0)G'_\xi(1)}{G'_\xi(1) + G_\xi(0) - 1} = \left\{ \mu_\xi \mathbb{E}\left(\frac{1}{\xi+1}\right) \right\} \left\{ \mu_\xi + \mathbb{E}\left(\frac{1}{\xi+1}\right) - 1 \right\}^{-1}.
$$

Finally, (2.17) is a direct consequence of (2.16).
4. Discussion

The theory of mathematical models for rumor spreading has increased in the last years. In this work we contributed with this field by advancing our understanding of the behavior of the Maki–Thompson rumor model on a random tree. Our approach rely on the comparison of the rumor model with a suitable defined branching process. This allows to obtain results regarding a phase-transition for the model, in the sense of the existence of a critical value around which the rumor either becomes extinct almost-surely or survives with positive probability. Our arguments also allow to obtain an approximation for the mean range of the rumor. It is worth pointing out that, since we are dealing with a random tree $T_\xi$, where the number of successors of a given vertex is given by an independent copy of the non-negative integer valued random variable $\xi$, then our analysis applies to the infinite Cayley tree $T_d$, for $d \geq 2$. This is possible by letting $\xi \equiv d$ so our results generalize those obtained in [16] for the Maki–Thompson model on $T_d$. The analysis proposed here can be adapted to study the model in other tree-like graphs. In addition, we emphasize that an exploration on the connection between our approach and the one developed recently in [11] for the description of information cascades on Twitter may be an issue of interesting research. Below, we suggest other two directions for further research.

4.1. The role of the underlying distribution for the localization of the critical point

In this work we consider locally finite rooted trees with infinitely many vertices. It is more intuitive to imagine the tree as growing away from its root, in the sense that each vertex has branches leading to its successors, which are its neighbors that are further from the root. With the aim of assign an average branching number to an arbitrary infinite locally finite tree it was introduced in [19] the so called branching number of a tree. Given a tree $T$, its branching number is denoted by $br(T)$ and may be seen as the exponential of the Hausdorff dimension of its boundary. The formal definition of the branching number uses the concept of flows on trees but we do not develop this point here since it exceeds the scope of the paper. A more complete theory may be obtained from chapter 3 of [19]. The important point to note here is that if $T_\xi$ is a Galton–Watson tree with mean $E(\xi) > 1$, then $br(T_\xi) = E(\xi)$ a.s. given nonextinction. See corollary 5.10 in [19] for more details and note that, as a consequence, $br(T_d) = d$.

One could suspect that the branching number of a given tree has an important role for the localization of the critical parameter. More precisely, is there a critical branching number around which the rumor either becomes extinct almost-surely or survives with positive probability? With this question in mind, the known results for $T_d$, for $d \geq 2$, would localize such a value between 2 and 3. In example 2.1 we exhibit a family of random trees $T_\xi$ for which the rumor survives with positive probability, if and only if, $br(T_\xi) > 2.36259$. However, in examples 2.2 and 2.3 we have a different picture. While on one hand, example 2.2 provides a family of random trees for which the critical mean is approximately 2.4978, on the other hand example 2.3 exhibit a family of random trees for which the critical mean is localized approximately in 2.8625. So the question that remains is how the underlying distribution generating the tree affect the localization of the critical point.
4.2. The number of spreaders one spreader generates and the coupon collector’s problem

As pointed out in remark 1 of [16], there exist an interesting connection between the random variables arising in our model and some variables coming from the Coupon collector’s problem. The problem is well-known from the probability literature and it is usually stated as the problem of a collector who obtains, at each stage, a coupon which is equally likely to be any one of \( n \) types. Assuming that the results of successive stages are independent, among other results, one could have interest into the first stage at which all \( n \) coupons have been picked at least once. This problem gave rise to a series of generalizations which have been addressed in the literature, see for example [5]. Also, the underlying process has been used to study a related information transmission model, see [7]. In our model, note that the number of spreaders one spreader generates can be seen as the number of coupons that could be collected up to seeing a duplicate; that is, a coupon that already is part of the collection. Moreover, the law presented in proposition 2.1 is the one of this quantity provided we start with a random number of coupon types. Note that for the case of a fixed number \( n \) of coupons, proposition 2.1 claims that the mean number of coupons that could be collected up to seeing a duplicate, provided we already have one coupon, is given as \( e^nn^{-(n-1)}\Gamma(n, n) \), where \( \Gamma(k, x) \) is the incomplete gamma function. Therefore, some advances in the understanding of the (asymptotic) behavior of this distribution could bring some new results for rumor models like ours.
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