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Abstract—Constructing a propagation map from a set of scattered measurements finds important applications in many areas, such as localization, spectrum monitoring and management. Classical interpolation-type methods have poor performance in regions with very sparse measurements. Recent advance in matrix completion has the potential to reconstruct a propagation map from sparse measurements, but the spatial resolution is limited. This paper proposes to integrate interpolation with matrix completion to exploit both the spatial correlation and the potential low rank structure of the propagation map. The proposed method first enriches matrix observations using interpolation, and develops the statistics of the interpolation error based on a local polynomial regression model. Then, two uncertainty-aware matrix completion algorithms are developed to exploit the interpolation error statistics. It is numerically demonstrated that the proposed method outperforms Kriging and other state-of-the-art schemes, and reduces the mean squared error (MSE) of propagation map reconstruction by 10%–50% for a medium to large number of measurements.
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I. INTRODUCTION

SENSING and reconstructing a propagation map find important applications in many areas. In source localization, constructing the energy propagation map may help identify the number of sources and localize the source in harsh environment [1], [2]. Constructing power spectrum maps, radio maps or coverage maps, provides assistance in wireless network planning, spectrum allocation, and interference management [3], [4], [5]. In antenna design, the interpolation and reconstruction of near field electromagnetic provides useful insights to understand the antenna radiation pattern which are used in testing and examining the performance and reliability of wireless devices [6], [7]. Applications of propagation map reconstruction are also found in bio-medical studies [8], [9] and environment science [10], [11].

It is challenging to reconstruct a propagation map from a set of sparse measurements due to the lack of accurate models to describe the propagation map. The problem has been studied for more than two decades, but it is still under active research. Recently developed data-driven approaches for propagation map reconstruction include Kriging [12], [13], kernel based method [14], [15], [16], [17], dictionary learning [8], [18], matrix completion [19], [20], [21], [22] and deep learning [23], [24], [25], [26]. Kriging method predicts the signal strength at a given location by computing a weighted average of the measured signal strengths in the neighborhood of the location to be predicted. The weights are obtained through minimizing the Kriging covariance. However, the performance of the Kriging method is sensitive with the choice of the parametric form of the semi-variogram model in Kriging. Kernel methods [14], [15], [16], [17] aim at transforming linearly inseparable data to linearly separable one using kernel functions as a proxy of the propagation map. For example, the RSS at each location can be estimated using a weighted average of different radial basis function [17] where the parameters and weights are jointly optimized through an alternating minimization method. Kriging and kernel based methods rely on the assumption that the propagation map is locally smooth, and therefore, the propagation map can be interpolated and reconstructed using nearby measurements. It is not surprising that the reconstruction performance will deteriorate in regions where measurements are too sparse.

In contrast to interpolation-type methods, matrix completion approaches try to exploit the global structure of the propagation map. Specifically, the propagation map is discretized into grid cells and the signal strength measurements are arranged into a sparse matrix according to the measurements locations. The matrix is then completed using compressed sensing algorithms [19], [20], [21], [22]. These methods are based on the assumption that the matrix representation of a 2D propagation map has a low rank property. Exploiting such a global structure of the propagation map, matrix completion methods improve the reconstruction performance in regions where measurements are very sparse. However, these methods have poor performance in reconstructing high resolution propagation map, because the finer the resolution, the lower percentage of the number of observed entries, and eventually, the matrix completion algorithm may fail if a complete row or column of the matrix is not observed.
Recent advances also attempt to develop deep learning techniques for propagation map reconstruction. In [23], a deep Gaussian Process is used to model the relationship between RSS measurement values and their corresponding locations. In [24], a fully convolutional deep completion autoencoder architecture is developed to learn the spatial structure of relevant propagation phenomena, and a U-Net structure is employed in [25] for radio map reconstruction. However, these methods require a large amount of data to train the neural network model, and the generalization capability and analytical insights of deep learning approaches are still not very clear.

This paper proposes to integrate spatial interpolation with matrix completion for propagation map reconstruction. An interpolation assisted matrix completion framework is thus developed. Such an integration is highly non-trivial due to the following two challenges: (1) how to integrate the two methods such that the integrated approach works better than both of the methods applied alone; and (2) how to optimize the parameters for the integrated approach. Specifically, we discretize the area of interest into grid cells and form a sparse matrix using a windowing method, where only the grid cells that have sufficient measurements within a radius of b will be locally constructed via interpolation. Our preliminary results in [27] revealed good performance of this strategy under a handpicked parameter b. However, it was not clear how to optimize b. The key challenge is to optimize the window size b, which serves as a bridge between the interpolation and the matrix completion. To achieve such a goal, we first adopt a local polynomial regression model to estimate the selected entries of the matrix, and then, we derive analytical results to characterize the error of the interpolation. The window size b can therefore be optimized to minimize the MSE of the interpolation. Finally, we develop two new matrix completion approaches to construct the propagation map by leveraging the knowledge of uncertainty from the local interpolation step at the previous stage.

Our experiments found that by combining interpolation with matrix completion, the accuracy of propagation map reconstruction is substantially improved. Specifically, the reconstruction MSE can be reduced by 10%–50% from Kriging and other state-of-the-art schemes for a medium to large number of measurements, which translates to a saving of nearly half of the sensor measurements. In [28], the windowing method, where only the grid cells that have sufficient measurements within a radius of b will be locally constructed via interpolation. Our preliminary results in [27] revealed good performance of this strategy under a handpicked parameter b. However, it was not clear how to optimize b. The key challenge is to optimize the window size b, which serves as a bridge between the interpolation and the matrix completion. To achieve such a goal, we first adopt a local polynomial regression model to estimate the selected entries of the matrix, and then, we derive analytical results to characterize the error of the interpolation. The window size b can therefore be optimized to minimize the MSE of the interpolation. Finally, we develop two new matrix completion approaches to construct the propagation map by leveraging the knowledge of uncertainty from the local interpolation step at the previous stage.

To summarize, the following contributions are made:

- We develop two uncertainty-aware matrix completion methods to integrate the construction from the local interpolation. Our numerical results reveal that the proposed integrated approaches beat the conventional ones with substantial improvement in the accuracy of propagation map reconstruction.

The rest of the paper is organized as follows. Section II establishes the propagation reconstruction model. Section III develops a local polynomial regression method to construct a sparse matrix, analyzes the interpolation error and proposes the window size selection approach. Section IV numerically verifies the low rank property and proposes the uncertainty-aware matrix completion scheme. Numerical results are presented in Section V and conclusion is given in Section VI.

**Notation:** Vectors are written as bold italic letters \( \mathbf{x} \) and matrices as bold capital italic letters \( \mathbf{X} \). For a matrix \( \mathbf{X} \), \( X_{ij} \) denotes the entry in the \( i \)th row and \( j \)th column of \( \mathbf{X} \). The notation \( c_{ij} \) denotes the center location of the \( (i, j) \)th grid, \( o(x) \) means \( \lim_{x \to 0} o(x)/x \rightarrow 0 \), \( O(x) \) means \( |O(x)|/x \leq C \), for all \( x > x_0 \) with \( C \) and \( x_0 \) are positive real numbers, diag(\( \mathbf{X} \)) represents a column vector whose entries are the diagonal elements of matrix \( \mathbf{X} \), and diag(\( \mathbf{X} \)) represents a diagonal matrix whose diagonal elements are the entries of vector \( \mathbf{x} \). Symbol \( \mathbb{E}\{\cdot\} \) and \( \mathbb{V}\{\cdot\} \) denote expectation and variance separately.

## II. System Model

### A. Reconstruction Model

Consider a propagation field that is excited by \( S \) sources located at \( s_k \in \mathcal{D}, k = 1, 2, \ldots, S \), in an area \( \mathcal{D} \subset \mathbb{R}^2 \). The signal emitted from the sources is detected by \( M \) sensors with known locations \( z_m \in \mathbb{R}^2, m = 1, 2, \ldots, M \), randomly deployed in \( \mathcal{D} \). The propagation map to be reconstructed is modeled as

\[
\rho(z) \triangleq \sum_{k=1}^{S} g_s(d(s_k, z)) + \zeta(z) \quad z \in \mathcal{D} \tag{1}
\]

where \( d(s, z) = \|s - z\|_2 \) describes the distance between a source at \( s \) and a sensor at \( z \), \( g_s(d) \) describes the propagation function from the \( k \)th source in terms of the propagation distance \( d \), and the term \( \zeta(z) \) is a random component that captures the shadowing which is assumed to have spatial correlations.

The strength of the signal received by the \( m \)th sensor is given by

\[
\gamma_m = \rho(z_m) + \epsilon_m \tag{2}
\]

where \( \epsilon_m \) is a random variable with zero mean and variance \( \sigma^2 \) to model the measurement noise. The goal of this paper is to reconstruct \( \rho(z) \) based on \( M \) RSS measurements \( \{z_m, \gamma_m\} \).

For a given spatial resolution \( N \times N \) for the propagation map reconstruction, we consider to discretize the target area \( \mathcal{D} \) into \( N \) rows and \( N \) columns that results in \( N^2 \) grid cells. Let \( c_{ij} \in \mathcal{D} \) be the center location of the \( (i, j) \)th grid cell, and \( H \) be a matrix representation of the propagation map \( \rho(z) \), where the \( (i, j) \)th entry is defined as \( H_{ij} = \rho(c_{ij}) \). As a result, the objective is to estimate a matrix \( \hat{H} \) based on the \( M \) RSS measurements, such
that the squared error \( ||\hat{H} - H||_F^2 = \sum_{i,j}(\hat{H}_{ij} - \rho(c_{ij}))^2 \) is as low as possible.

We shall highlight that the parametric forms of the propagation models \( g_k(d) \) are unknown, except that \( g_k(d) \) are believed to be smooth and decrease in distance \( d \). Thus, model (1) tends to have a low rank structure. The intuition is that the path gain is usually dominated by the propagation distance \( d(s, z) \) between the source location \( s \) and the measurement location \( z \), and hence, there is a hidden homogeneity in all directions from \( s \). In addition, the statistics of the shadowing \( \xi(z) \) is also unknown. Therefore, classical parametric methods fail to apply here. On the other hand, conventional interpolation-based approaches fail to exploit the global structure of \( g_k(d) \). For example, \( g_k(d(s_k, z_1)) \) may equal to \( g_k(d(s_k, z_2)) \) despite \( z_1 \) and \( z_2 \) being possibly far apart if the distances are equal, i.e., \( d(s_k, z_1) = d(s_k, z_2) \). Such a property implies that local interpolation approaches are strictly sub-optimal, and one should connect the entire set of measurements to improve propagation map reconstruction at a global scale.

### B. Interpolation Assisted Matrix Completion

Denote \( H^{(k)} \in \mathbb{R}^{N \times N} \) as the propagation matrix associated with the \( k \)th source, with the \( (i, j) \)th entry given by \( H_{ij}^{(k)} = g_k(d(s_k, c_{ij})) \). Then, \( \hat{H} = \sum_{k=1}^{K} H^{(k)} + \zeta \). As will be numerically evaluated in Section IV-A, \( \sum_{k=1}^{K} H^{(k)} \) is likely to be low rank, and so is \( \sum_{k=1}^{K} H^{(k)} + \zeta \) due to the spatial correlation. As a result, propagation map reconstruction naturally leads to a sparse matrix completion problem.

1) Constructing a Sparse Observation Matrix \( \hat{H} \): A straightforward approach to form a sparse matrix is to assign the measurement \( \gamma_m \) to \( \hat{H}_{ij} \) if the \( m \)th sensor \( z_m \) locates in the \( (i, j) \)th grid centered at \( c_{ij} \). However, the number of measurements \( M \) could be substantially smaller than the number of grid cells \( N^2 \) under high resolution reconstruction, resulting in an overly sparse matrix that is difficult to complete. Moreover, there could be significant discretization error since the sensor location \( z_m \) may be away from the grid center \( c_{ij} \).

We propose to interpolate a subset of grid cells \( \Omega \) to enrich the observations for matrix completion. There are two approaches. (1) Uniform sampling: we form the observation set \( \Omega \) by sampling \( C \log^2(N) \) grid cells uniformly at random, where the parameter \( C \) can be empirically chosen to guarantee a sufficient number of observations for ensuring the identifiability of the matrix completion [29]. (2) Sensor-aware sampling: we form an observation set of grid cells where there are sufficient measurements nearby. Specifically, given a window size parameter \( b \) and a measurement number \( M_0 \), we define an observation set \( \Omega \) as a subset of grids \( (i, j) \) such that there are at least \( M_0 \) sensors locating within a radius of \( b \) from the grid center \( c_{ij} \), i.e.,

\[
\Omega = \left\{ (i, j) : \sum_{m=1}^{M_0} I\{||z_m - c_{ij}||_2 < b \} \geq M_0 \right\}
\]

where \( I\{A\} = 1 \) if condition \( A \) is satisfied, and \( I\{A\} = 0 \) otherwise.

As a result, one only estimates \( \hat{H}_{ij} \) for \( (i, j) \in \Omega \) using the nearby measurements as illustrated in Fig. 1. The identifiability issue for matrix completion under the sensor-aware sampling will be discussed in Section IV-C.

2) Formulating the Matrix Completion Problem: One representative approach is the alternating least square (ALS) algorithm [30], [31], which minimizes \( ||y - A(X)||_2 \), subject to a product model \( X = LR \) for \( L \in \mathbb{R}^{N \times p} \) and \( R \in \mathbb{R}^{p \times N} \), where \( y \in \mathbb{R}^M \) is the measurement vector and \( A : \mathbb{R}^{N \times N} \rightarrow \mathbb{R}^M \) is a sensing operator that maps the \( (i, j) \)th element of the matrix \( X \) to the \( m \)th element of a vector to be compared with \( y \) [32]. Another possibility is to minimize the nuclear norm \( \|X\|_n \), of a matrix \( X \) subject to observation noise \( |X_{ij} - \hat{H}_{ij}| \leq \epsilon \). It will be shown later that these existing approaches do not perform well, since they fail to exploit the fact that the observed entries may have different uncertainty according to the methods that form the matrix observations \( \hat{H}_{ij} \).

### III. LOCAL RECONSTRUCTION VIA POLYNOMIAL REGRESSION

It is crucial to determine the window size \( b \) in the proposed integrated approach. Intuitively, if the observation set \( \Omega \) is constructed by sampling uniformly at random, the reconstruction performance mainly depends on the quality of the interpolation for the entries in \( \Omega \). The interpolation performance depends on the parameter \( b \) as will be shown later. If \( \Omega \) is constructed by a sensor-aware approach, then for a small \( b \), matrix completion dominates the performance, since many of entries are missing; and for a large \( b \), interpolation dominates, since the local interpolation fully constructs the matrix.

In this section, we exploit local polynomial regression\(^1\) to construct matrix observations \( \hat{H}_{ij} \). Then, we derive analytical results to characterize the reconstruction error in terms of the parameter \( b \), and optimize for \( b \).

A. Interpolation Based on Local Polynomial Regression

Consider to employ a parametric model \( \hat{p}(z; c) \) to locally approximate the propagation map \( \rho(z) \) in the neighborhood of \( c \). When the area of interest around \( c \) is small enough compared

\(^1\)Note that, in this paper, although we derive the results based on a local polynomial regression model for the local interpolation, the same methodology can be extended to the integration with other interpolation methods, such as Kriging.
with the variation of the propagation map \( \rho(z) \), one may employ a zeroth order model

\[
\hat{\rho}(z; c) = \alpha(c)
\]

(4)

or a first order model

\[
\hat{\rho}(z; c) = \alpha(c) + \beta^T(c)(z - c)
\]

(5)

to approximate \( \rho(z) \). The coefficients \( \alpha(c) \) and \( \beta(c) \) depend on the location \( c \), and can be estimated using the measurements \( \{(z_m, r_m)\} \) obtained near \( c \). The extension to a higher order model is straight-forward.

Specifically, let \( \theta = \{\alpha(c), \beta(c), \ldots\} \) be the set of coefficients for the polynomial \( \hat{\rho}(z; c, \theta) \). Then, \( \theta \) can be estimated using distance-weighted least-squares regression:

\[
\min_{\theta} \sum_{m=1}^M (r_m - \hat{r}(z_m; c, \theta))^2 K \left( \frac{z_m - c}{b} \right)
\]

(6)

where \( b \) is the window parameter as introduced in (3) and \( K(u) \) is a two dimensional kernel function that satisfies the following conditions:

i) \( K(u) \) is a non-negative, symmetric, and bounded probability density function (PDF) satisfying

\[
\int K(u)du = \int \int K(u)du_xdu_y = 1
\]

(7)

\[
\int \int K(u)\rho_0u_x\rho_1u_ydu_xdu_y = 0
\]

(8)

for \( \rho_0 \in [1, 2] \) and \( \rho_1, \rho_2 \in \{1, 3\} \).

ii) \( K(u) \) has a compact support

\[
C = \{u \in \mathbb{R}^2 : ||u||_2 < 1\}
\]

(9)

where \( K(u) = 0 \) for \( u \notin C \).

Thus, the regression problem in (6) only considers the measurements that in a radius \( b \) from \( c \) and assigns a high weight if the measurement location \( z_m \) is close to \( c \), and a low weight if \( z_m \) is far away from \( c \). For example, the Epanechnikov kernel \([33]\) \( K(u) = \max(0, \frac{3}{4}(1 - ||u||_2^2)) \) and the truncated Gaussian kernel \( K(u) = \frac{1}{\sqrt{2\pi}}\exp(-||u||_2^2/2)I\{||u||_2 \leq 1\} \) satisfy the above conditions.

As a result, for a given location \( c \), the local parameter \( \hat{\alpha}(c) \) under a zeroth order model is found as the solution to

\[
\min_{\alpha} \sum_{m=1}^M (r_m - \hat{r}(z_m; c, \theta))^2 K \left( \frac{z_m - c}{b} \right)
\]

(10)

whereas, the local parameter \( (\hat{\alpha}(c), \hat{\beta}(c)) \) under a first order model is found as the solution to

\[
\min_{\alpha, \beta} \sum_{m=1}^M (r_m - \hat{r}(z_m; c, \theta))^2 K \left( \frac{z_m - c}{b} \right).
\]

(11)

There exists closed-form solutions.

**Proposition 1 (Interpolation):** Given a location \( c \), the solution to (10) under the zeroth order model is given by

\[
\hat{\alpha}(c) = \left( \sum_{m=1}^M \frac{w_m(c)\gamma_m}{\sum_{m=1}^M w_m(c)} \right)
\]

(12)

where \( w_m(c) = K((z_m - c)/b) \) denotes the kernel weight for the \( m \)th measurement.

The solution to (11) under the first order model is given by

\[
\begin{pmatrix}
\hat{\alpha}(c) \\
\hat{\beta}(c)
\end{pmatrix} = (\bar{D}W\bar{D}^T)^{-1}\bar{D}W\gamma
\]

(13)

where \( \gamma = (\gamma_1, \gamma_2, \ldots, \gamma_M)^T \) is a vector form of the measurements, \( W = \text{diag}(w_1(c), w_2(c), \ldots, w_M(c)) \), and

\[
\bar{D} = \begin{bmatrix} 1^T \end{bmatrix}
\]

in which 1 is a vector of all 1’s and \( D \) is a \( 2 \times M \) matrix with the \( m \)th column given by \( z_m - c \).

**Proof:** Note that the problems (10) and (11) are unconstrained quadratic optimization problems and can be easily verified to be convex. Thus, the solution can be obtained by re-arranging the objective into a matrix-vector form and setting the derivative to zero \([33],[34]\).

As a result, to construct the \((i, j)\)th observation \( \hat{H}_{ij} \) at the grid center at \( c_{ij} \), one can first construct a local model \( \hat{\rho}(z; c_{ij}) \) at location \( c_{ij} \). Then, \( \hat{H}_{ij} \) can be estimated from \( \hat{\rho}(z = c_{ij}; c_{ij}) = \alpha(c_{ij}) \) for both zeroth order and first order models. From the solution (10) for the zeroth order model, \( H_{ij} = \sum_m w_m(c_{ij})\gamma_m \sum_m w_m(c_{ij}) \) is simply the distance-weighted strength \( \gamma_m \) from the measurements around the grid center \( c_{ij} \). For the first order model, \( \hat{H}_{ij} = \hat{\alpha}(c_{ij}) \) as given in (13) with setting \( c = c_{ij} \).

**B. The Error of Interpolation**

An unsolved yet important issue is the choice of the window parameter \( b \) in the estimation problem (6). Intuitively, the zeroth order model is easy to estimate as it has just one parameter, but it has poor inference capability away from \( c \), and as a result, it may only work well in a small local area under a small window size \( b \) where the propagation map \( \rho(z) \) varies slowly. On the other hand, a higher order model may have less bias to infer \( \rho(z) \) away from \( c \), but it requires a lot more measurement data as it has more parameters, and thus, it prefers a large \( b \) to include more measurements.

Recall the interpolation error \( \xi_{ij} \equiv \hat{H}_{ij} - \rho(c_{ij}) \), and \( \hat{H}_{ij} = \hat{\alpha}(c_{ij}) \) which can be computed using (12) or (13) given the center location \( c_{ij} \) of the \((i, j)\)th grid. In the following, unless specifically pointed out, we take all the expectation and variance over the random measurement noise \( \epsilon_m \) given the sensor locations \( z_m \). Assume that \( \rho(z) \) is second order differentiable. For a fixed sensor deployment \( z_1, z_2, \ldots, z_M \), the bias \( E\{\xi_{ij}\} \) and variance \( V\{\xi_{ij}\} \) of the interpolation error for \( \hat{H}_{ij} \) can be derived and summarized in the following theorem.

**Theorem 1 (Error under zeroth order model):** For the zeroth order model,

\[
E\{\xi_{ij}\} = \sum_{m=1}^M \nabla \rho(c_{ij})^T(z_m - c_{ij}) \bar{w}_m(c_{ij}) + o(b)
\]

(14)

\[
V\{\xi_{ij}\} = \sum_{m=1}^M \bar{w}_m^2(c_{ij}) \sigma^2
\]

(15)
where \( \tilde{w}_m(c_{ij}) \triangleq w_m(c_{ij})/\sum_{i=1}^{M} w_i(c_{ij}) \) is the normalized weight for the \( m \)th measurement, and \( \nabla \rho(c_{ij}) \) is the derivative of the propagation map \( \rho(z) \) at location \( z = c_{ij} \). The term \( o(b) \) represents a residual and it satisfies \( o(b)/b \to 0 \) as \( b \to 0 \).

**Proof:** See Appendix A. \( \square \)

For the result under the first order model, denote \( D_{ij} \) as a \( 2 \times M \) matrix to capture the direction from the grid center \( c_{ij} \) to the sensor location \( z_m \), and the \( m \)th column of \( D_{ij} \) is defined as \( z_m - c_{ij} \). In addition, define a direction matrix with offsets as \( \tilde{D}_{ij} = [1, D_{ij}^T]^T \).

**Theorem 2 (Error under first order model):** For the first order model,

\[
E\{\xi_{ij}\} = \frac{1}{2} \left[ \mathbf{W}_{ij}^{-1} \mathbf{D}_{ij} \mathbf{W}_{ij} \text{diag}\{\mathbf{D}_{ij}^T \mathbf{V}_{ij} \mathbf{D}_{ij}\}\right]_{(1,1)} + o(b^2) 
\]

(16)

\[
\nabla \{\xi_{ij}\} = \sigma^2 \left[ \mathbf{W}_{ij}^{-1} \left( \mathbf{D}_{ij} \mathbf{W}_{ij} \mathbf{W}_{ij}^T \mathbf{D}_{ij}^T \right) \mathbf{W}_{ij}^{-1}\right]_{(1,1)}
\]

(17)

where \( \mathbf{W}_{ij} = \tilde{D}_{ij} \mathbf{W}_{ij} \tilde{D}_{ij}^T \), the operation \([A]_{(1,1)}\) returns the (1,1)th entry of a matrix \( A \), and \( \mathbf{V}_{ij} = \nabla^2 \rho(c_{ij}) \) is the Hessian matrix of \( \rho(z) \) at point \( c_{ij} \). The term \( o(b^2) \) represents a residual and it satisfies \( o(b^2)/b^2 \to 0 \) as \( b \to 0 \).

**Proof:** See Appendix B. \( \square \)

As seen from Theorems 1 and 2, the bias \( E\{\xi_{ij}\} \) depends on the variation of the propagation map \( \rho(z) \). Specifically, under the zeroth order model, the slope \( \nabla \rho(c_{ij}) \) of the propagation map contributes to the bias. It follows that, for \( c_{ij} \) far away from any source, the bias \( E\{\xi_{ij}\} \) tends to be small because both \( \rho(c_{ij}) \) and \( \nabla \rho(c_{ij}) \) are small for typical propagation maps. On the other hand, when \( c_{ij} \) locates in the area where the slope \( \nabla \rho(c_{ij}) \) is large, the bias \( E\{\xi_{ij}\} \) will be large, and thus, the zeroth order interpolation may perform poorly. Under the first order model, the bias \( E\{\xi_{ij}\} \) is not affected by the slope but by the curvature of the propagation map, i.e., \( \nabla^2 \rho(c_{ij}) \).

A bias-variance trade-off due to the window size parameter \( b \) can be observed. First, it is not surprising to find that the absolute bias \( |E\{\xi_{ij}\}| \) increases for large window size \( b \), if one numerically evaluates the expressions in (14) and (16). This is because the estimator \( H_{ij} \) tends to fit to the structure of a larger area, but the local parametric model \( \rho(z; c) \) is accurate only for a small area around \( c \). Second, by contrast, the variance decreases as \( b \) increases, which can be verified by numerically evaluating the variance expressions in (15) and (17). The reason is that the large window size \( b \) can include more sensor measurements, and thus, the measurement noise in (2) can be suppressed.

**C. Asymptotic Analysis of the Interpolation Error**

To explicitly analyze the bias and variance trade off, we derive the asymptotic distribution of the interpolation error \( \xi_{ij} \) under the regime of large number of sensors.

Define \( f(z) \) as the density function of the sensors deployed at location \( z \). Assume that \( f(z) \) is second order differentiable and the sensors are independent and identically distributed (i.i.d.) according to \( f(z) \). Moreover, assume that the propagation function \( \rho(z) \) is third order differentiable. We have the following results on the asymptotic distribution of the interpolation error \( \xi_{ij} \).

**Theorem 3 (Asymptotic interpolation error I):** For a small enough \( b \), the interpolation error \( \xi_{ij} \) under the zeroth order interpolation (12) converges as

\[
\xi_{ij} \xrightarrow{p} b^2 C_0 \left( \frac{\partial_1(c_{ij})}{f(c_{ij})} + \frac{1}{2} \frac{\partial_2(c_{ij})}{f(c_{ij})} \right) + o(b^2) 
\]

(18)

as \( M \to \infty \), where \( \frac{\partial_1}{f} \) means convergence in probability, and the centered error \( \hat{\xi}_{ij} = \xi_{ij} - E\{\xi_{ij}\} \) converges as

\[
\sqrt{Mb^2} \hat{\xi}_{ij} \xrightarrow{d} \mathcal{N}(0, C_1 \sigma^2 / f(c_{ij}) + o(b)) 
\]

(19)

as \( M \to \infty \), where \( \frac{\partial_1}{f} \) means convergence in distribution,

\[
\partial_1(c_{ij}) = \frac{\partial f(c_{ij})}{\partial u_x} \frac{\partial \rho(c_{ij})}{\partial u_x} + \frac{\partial f(c_{ij})}{\partial u_y} \frac{\partial \rho(c_{ij})}{\partial u_y}
\]

and

\[
\partial_2(c_{ij}) = \frac{\partial^2 \rho(c_{ij})}{\partial u_x^2} + \frac{\partial^2 \rho(c_{ij})}{\partial u_y^2}
\]

Proof: Omitted. The result is obtained following the same derivation as [35, Theorem 2.1] in a straightforward way. \( \square \)

As a result from Theorems 3 and 4, if one chooses the window size \( b \) according to \( M = M^p \), then the bias asymptotically converges to 0 at a rate \( C_2 M^{-2p} \), where the coefficient \( C_2 \) depends on the choice of interpolation methods (e.g., (12) and (13)), and the variance converges to 0 at a rate \( C_1 \sigma^2 / (c_{ij}^2 M^{-(1-2p)}) \), which is identical for both interpolation methods.

In addition, we discover some useful analytical insights from Theorems 3 and 4 as follows.

**Advantage provided by the first order method:** The advantage of the first order method over the zeroth order counterpart is observed from the bias of the estimator. Specifically, the first term in the bias coefficient \( \partial_1(c_{ij}) \) under the zeroth order method disappears in the bias under the first order interpolation method. As a result, the first order method is less affected by the sensor distribution \( f(z) \). For example, under non-uniform sensor distribution, the term in \( \partial_1(c_{ij}) \) yields a non-zero bias,
but such a bias does not appear in Theorem 4 under the first order method.

Impact from the sensor distribution and the propagation map: The bias of the estimator depends on the sensor distribution \( f(c_{ij}) \) under the zeroth order method but not for the first order method. The bias of both zeroth and first order method tend to be larger in the area where the propagation function is with larger curvature \( \partial^2 \rho(c_{ij})/\partial u^2 \), \( \partial^2 \rho(c_{ij})/\partial u^2 \). In addition, the bias under the zeroth order method also depends on the gradient of the sensor density \( f(z) \). The analytical result matches with the intuition that more sensors are generally required in the region where the propagation map has larger variation.

Intuition on the variance: The variance of the interpolation error is not sensitive to model complexity as it remains the same for both zeroth order method and first order method. The variance is inversely proportional to \( MB^2f(c_{ij}) \) which represents the number of sensors within the window centered at point \( c_{ij} \) with radius \( b \). This implies that for the area with dense measurements, the interpolation error of that area tends to have small variance.

The bias and variance trade off: It is observed from the results of Theorems 3 and 4 that the bias is proportional to the square of the window size \( b \) while the variance is inversely proportional to the square of \( b \). This implies that there might exist an optimal window size \( b \), thus the MSE of the estimator \( \hat{\rho} \) attains smallest.

D. Window Size Optimization

Here, we explore two methods to optimize \( b \).

1) Leave One Out Cross Validation: A natural way to choose \( b \) is to employ the Leave One Out cross validation [36]. The method minimizes the MSE of the interpolation by solving

\[
\min_b \frac{1}{M} \sum_{m=1}^{M} (\gamma_m - \hat{\gamma}_m(b_m))^2 \tag{20}
\]

where \( \hat{\gamma}_m(b_m) \) is obtained in the same way as \( \hat{\rho}(z_m) \) in (6) based on the \( M - 1 \) samples from \( \{(z_j, \gamma_j)\}_{j=1}^{M} \) that exclude the \( m \)th one.

However, Leave One Out cross validation is computationally expensive when the data set is big with large \( M \) as it requires fitting the model \( \hat{\rho}_{m} \) \( M \) times. Moreover, the estimated minimizer \( b \) obtained from (20) is mismatched with the true minimizer on window size as shown in Fig. 2. The possible reason is that, the \( m \)th sensor plays the most significant role to predict \( \gamma_m \) at location \( z_m \), but the \( m \)th sensor is excluded from estimating \( \hat{\rho}_{m}(z_m) \) in the Leave One Out cross validation.

2) Analytical Minimum MSE Method: We propose to optimize the window size \( b \) by minimizing the MSE of the interpolation using the analytical results from Theorems 1 and 2. The problem is formulated as follows:

\[
\min_b \frac{1}{|\Omega|} \sum_{(i,j) \in \Omega} \mu^2_{ij} + \nu^2_{ij} \tag{21}
\]

where \( \Omega \) is defined in (3) which depends on \( b \), and \( \mu_{ij} \) and \( \nu_{ij} \) are respectively the bias and variance derived from Theorems 1 and 2. Specifically, \( \mu_{ij} \) and \( \nu_{ij} \) are given as follows:

- Under the zeroth order interpolation (12)
  \[
  \mu_{ij} = \sum_{m=1}^{M} \beta^T(c_{ij})(z_m - c_{ij})w_m \tag{22}
  \]
  \[
  \nu_{ij} = \sum_{m=1}^{M} w_m^2(c_{ij})\sigma^2 \tag{23}
  \]
  where \( \beta(c_{ij}) \) is the gradient estimated from (11).

- Under the first order interpolation (13)
  \[
  \mu_{ij} = \frac{1}{2} \left[ W_{ij}^{-1} \mathbf{D}_{ij} W_{ij} \text{diag}(D^T_{ij} \Psi_{ij} D_{ij}) \right]_{(1,1)} \tag{24}
  \]
  \[
  \nu_{ij} = \sigma^2 \left[ W_{ij}^{-1} \left( \mathbf{D}_{ij} W_{ij} W_{ij}^T \mathbf{D}_{ij}^T \right) W_{ij}^{-1} \right]_{(1,1)} \tag{25}
  \]
  where \( \Psi \) is the estimated Hessian obtained from solving problem (6) under a second order model.

In addition, the parameter \( M_0 \) in (3) can be specified as \( M_0 = 4 \) for the zeroth order interpolation method, since there are 3 parameters to estimate including \( \tilde{\alpha} \) and the gradient \( \beta(c_{ij}) \) for evaluating (22) and (23), and we need one additional measurement since the support of the kernel in (9) has a radius of \( b \) and the measurement on the edge of the window will receive a zero weight. Similarly, we may configure \( M_0 = 7 \) for the first order interpolation, since there are 6 parameters to estimate for (24) and (25).

Fig. 2 shows a numerical example on the MSE of propagation map reconstruction under various choices of window size \( b \).

In the experiment, we use the same propagation model as in Section V. The dimension is \( N = 30 \) and the number of sensors is \( M = 400 \). The MSE of the propagation map reconstruction is calculated through \( 1/N^2 ||\hat{H} - H||_F^2 \), where \( ||\cdot||_F \) represents Frobenius norm, and \( \hat{H} \) is the reconstructed propagation map based on solving the matrix completion problem (26) in which the \( H_{ij} \) is constructed from the local interpolation and \( I_{ij} \) is the uncertainty interval based on the local interpolation error. More details to be discussed in Section IV. The \( \mu_{ij} \) and \( \nu_{ij} \) are calculated according to (24) and (25). Fig. 2(a) shows the reconstruction MSE of matrix completion and the analytical MSE derived in (21) in terms of \( b \). It is observed that the minimizers \( b \) of both curves are close. Fig. 2(b) shows the reconstruction MSE of the propagation map reconstruction and the cost from cross validation based on (20); the minimizers \( b \) are mismatched.
MSE of matrix completion and the MSE in (20) from cross validation. It is observed that the minimizers are significantly mismatched, confirming that the proposed analytical minimum MSE method works better in optimizing the window size \( b \). A slight adjustment of window size \( b \) in a \( \pm 0.1 \) range may lead to 20\% performance difference. It is thus critical to optimize \( b \).

IV. GLOBAL RECONSTRUCTION VIA MATRIX COMPLETION

In this section, we study matrix completion methods for propagation map reconstruction that exploits the global structure of the propagation map. We first numerically verify the low rank property of a propagation map, and then, we develop uncertainty-aware matrix completion methods that exploit the uncertainty from the local reconstruction.

A. The Low Rank Property

It is believed that the matrix representation of the propagation map as constructed in Section II-B is likely low rank. The intuition is as follows: First, a propagation map tends to have a unimodal structure where the longer the distance away from the source, the smaller the RSS; second, there is usually significant spatial correlation and hence \( \rho(z) \) is smooth, leading to the low rankness.

One special example to understand the low rank property is the exponential 2-D propagation map given by \( g(\|s - z\|) = e^{-d^2/\sigma} \) over \( z = (x, y) \), which can be decomposed as the product of two 1-D functions \( g(\|s - z\|) = u(x)v(y) \). This is due to the fact that \( d^2 = (x - s_1)^2 + (y - s_2)^2 \) and \( e^{-x^2+y^2}/\sigma = e^{-x^2/\sigma}e^{-y^2/\sigma} = u(x)v(y) \). As a result, the matrix representation of the propagation map can be written as the outer product of two vectors \( H = uv^T \), indicating that \( H \in \mathbb{R}^{N \times N} \) is always rank-1 regardless of the matrix dimension \( N \).

To numerically study the rank property of more propagation maps, we select four common forms of propagation models and pick the parameters that maximize the rank of the propagation matrix \( H \) using a brute force search. The resulting models are randomly generated from an exponential distribution with the rate parameter \( \kappa = 1 \), it is observed that there is still a low rank property for the aggregated propagation map, and the rank increases much slower than the increasing of the number of sources.

B. Uncertainty-Aware Matrix Completion

The remaining challenge is to design new matrix completion methods that exploit the knowledge that the observed entries may have different uncertainty according to the local interpolation. We explore two uncertainty-aware matrix completion formulations to demonstrate the core idea.

1) Nuclear Norm Minimization With Trust Region (NNM-t): We introduce trust regions in the following nuclear norm minimization problem to exploit the local uncertainty in matrix completion

\[
\minimize_{X \in \mathbb{R}^{N \times N}} \|X\|_* \quad \text{subject to} \quad X_{ij} - \hat{H}_{ij} \in \mathcal{I}_{ij}, \quad \forall (i, j) \in \Omega \quad (26)
\]

where \( \mathcal{I}_{ij} \) is the interval to specify the trust region of the estimate \( \hat{H}_{ij} \) obtained from the local reconstruction in Section III, and \( \Omega \) is defined in (3).

The trust region \( \mathcal{I}_{ij} \) for the estimation \( \hat{H}_{ij} \) in (26) can be constructed using Theorems 1–4. Specifically, Theorems 3 and 4 suggest that the interpolation error \( \xi_{ij} = \hat{H}_{ij} - \rho(c_{ij}) \) asymptotically follows a Gaussian distribution, where the mean \( \mu_{ij} \) and variance \( \nu_i^2 \) can be practically computed via (22)–(25). Then, using Gaussian approximation, the trust region \( \mathcal{I}_{ij} \) with a \((1 - \delta)\)-confident level, i.e., \( \mathbb{P}\{\hat{H}_{ij} - \rho(c_{ij}) \in \mathcal{I}_{ij}\} = 1 - \delta \), can be approximately constructed as

\[
\mathcal{I}_{ij} = \left( \mu_{ij} \pm \Phi^{-1}\left(1 - \frac{\delta}{2}\right)\nu_{ij}\right)
\]

where \( \Phi(x) \) is the cumulative distribution function of the standard Gaussian distribution, and the notation \((a \pm b)\) represents an interval \((a - b, a + b)\). The overall steps can be referred to Algorithm 1.
Algorithm 1: Propagation Map Reconstruction Under NNM-t.

Initialize $M$, $N$, $z_m, \gamma_m, \delta, b_{\min}, b_{\max}$ and interpolation order $r$.
1) Distance-weighted least-squares regression: Solving (6) with $(r + 1)$th order model.
2) Bias and variance approximation: $\mu_{ij}$ and $\nu_{ij}$.
   a) If $r = 0$, approximate (14), (15) with (22), (23).
   b) If $r = 1$, approximate (16), (17) with (24), (25).
3) Optimize $b$: Find the minimizer $b$ of (21) subject to $b_{\min} \leq b \leq b_{\max}$.
4) Estimate $\hat{H}_{ij}$. Solving (6) to get $\hat{\alpha}(c_{ij})$ and $\hat{H}_{ij} = \hat{\alpha}(c_{ij})$.
   a) If $r = 0$,
      \[
      \hat{H}_{ij} = \left( \sum_{m=1}^{M} w_m(c_{ij})\gamma_m \right) / \sum_{m=1}^{M} w_m(c_{ij}).
      \]
   b) If $r = 1$,
      \[
      \hat{H}_{ij} = \left( \hat{D}_{ij}W_{ij}\hat{D}_{ij}^{-1}\hat{D}_{ij}W_{ij}\gamma \right)_{(1,1)}.
      \]
5) Repeat step 1.
6) Confidence interval $I_{ij}$ construction:
   \[
   I_{ij} = (\mu_{ij} \pm \Phi^{-1}(1-\frac{1}{2})\nu_{ij}^2).
   \]
7) Nuclear norm matrix completion. Get the recovered matrix $H$ through solving (26).

2) Weighted ALS (wALS): We design a wALS formulation to exploit the uncertainty of the observation based on the conventional ALS algorithm developed in [31]. We propose to assign weights, which are inversely proportional to the standard variance of the interpolation error, to the matrix observation. The weights $w$ are chosen with the intuition that the estimate with smaller variance is believed to have higher accuracy and thus plays a more significant role in the matrix completion problem.

Let $M' = |\Omega|$ be the number of observed entries via local reconstruction from interpolation. For the $n$th element in $\Omega$ that corresponds to the $(i, j)$th entry of the matrix, construct an observation $y_n = \hat{H}_{ij} - \mu_{ij}$, and construct a weight $w_n = \nu_{ij}^{-1}$. Let $A : \mathbb{R}^{N \times N} \rightarrow \mathbb{R}^{M'}$ be a sensing operator that maps the $(i, j)$th element of a matrix $X$ to the corresponding $n$th element of the vector $y$. The wALS problem is formulated as follows

\[
\begin{align*}
\text{minimize} \quad & ||w \circ (y - A(X))||_2 \\
\text{subject to} \quad & X = LR \\
& L \in \mathbb{R}^{N \times p} \\
& R \in \mathbb{R}^{p \times N}
\end{align*}
\]

where `$\circ$' means element-wise product.

To numerically evaluate the performance of the proposed uncertainty-aware matrix completion algorithms with their conventional counterparts, consider the same experiment configuration in Section V with number of sources $S = 1$, number of measurements $M = 40 - 200$ for reconstructing a propagation map with resolution $N = 30$. For a conventional NNM scheme, it solves a similar NNM problem except that it replaces the constraint in (26) with $|X_{ij} - \hat{H}_{ij}| \leq \epsilon$, where $\epsilon = 2/M$ is the best parameter we found via cross validation. For a conventional ALS, the weighting vector $w$ in (28) is 1. For the proposed methods, the confident level parameter $\delta = 0.05$ is chosen for the NNM-t method, and the rank parameter $p = 1$ is chosen for both wALS and the conventional ALS. Fig. 4 compares the MSE in propagation map reconstruction under different matrix completion algorithms. The results demonstrate that both of the proposed NNM-t and wALS methods outperform their conventional counterparts, which only exploit the local reconstruction $\hat{H}_{ij}$ from Section III, but not the bias and variance derived from our analysis. The results confirm the advantage of explicitly exploiting the observation uncertainty for enhancing the reconstruction performance.

C. Identifiability of the Matrix Completion

Recall that under the sensor-aware approach, the observation set $\Omega$ is formed according to the deterministic sensor deployment $\{z_m\}$ and the windows size parameter $b$. Thus, it is important to understand whether the matrix is completable based on $\Omega$. Although establishing a rigorous approach to determining the best observation pattern of $\hat{H}$ with both the interpolation performance and the identifiability conditions [38], [39], [40] taken into account still remains an open question that goes beyond the scope of this paper, we have obtained the following insights with a simple strategy to guarantee the identifiability for matrix completion with high probability.

First, it is found that, for uniformly random sensor deployment, the proposed scheme tends to naturally meet the identifiability conditions required by the low rank matrix completion [38], [39], [40], [41]. For sensor-aware deployment, our observations are as follows. For a moderate to large $M$, recall that a subset of entries $\hat{H}_{ij}$ with $M_0$ measurements within a window size $b$ are constructed via interpolation, where $M_0$ was chosen based on the identifiability of the local polynomial regression.
model, and $b$ was optimized such that the interpolated error for $H_{ij}$ is minimized. This step naturally forms a large number of observations $\hat{H}_{ij}$, and such a phenomenon is consistent with the identifiability condition of low rank matrix completion as observed from our experiments. For a small $M$, the window size optimization tends to select a large window size $b$ to meet the identifiability condition of the local polynomial regression model (see Section III-D), and meanwhile, a large $b$ is also needed for reducing the local interpolation error. As a result, a large number of observed entries are constructed from the interpolation under a large window size $b$; this, again, is consistent with the identifiability condition as observed from our experiments.

Then, following the above insight, we introduce a simple strategy in our implementation to guarantee the identifiability for matrix completion with high probability. Specifically, we introduce a constraint $b_{\text{min}} \leq b \leq b_{\max}$ in (21) to control the window size parameter $b$, where $b_{\text{min}}$ is chosen such that the number of elements in the observation set $\Omega$ formed in (3) is no fewer than $\omega N^2$, where $\omega$ is a target sampling ratio which is typically set as $0.02$ to guarantee sufficient observations for small to medium $N$. In addition, after obtaining $b$ from solving (21), we adopt a simple identifiability check for the observation set $\Omega$, where we require each row and each column of the sparse observation matrix $\hat{H}$ has at least one entry in $\Omega$. If such a criterion is not satisfied, then $b$ is repeatedly increased by 20% until such a criterion is met. We have observed that, following this strategy, the proposed matrix completion is robust for small to large $M$.

### D. Complexity

The computation of the interpolation assisted matrix completion method consists of two parts. First, the interpolation step has a computational complexity $O(M^2 \omega N^2)$ as $M$ is the number of measurements and $N$ represents the resolution of the reconstructed map. Here, $\omega < 1$ is the interpolation rate, since only a subset of grid points are constructed by the interpolation, and moreover, the interpolation of each grid point requires only a subset of $M$ measurements nearby. More specifically, if a uniform sampling approach is adopted to form $\Omega$ as discussed in Section II-B, then only $CN \log^2(N)$ grid cells are needed to be constructed. As such, $\omega$ can be upper bounded by $CN \log^2(N)/N^2$, and the complexity of the interpolation step is $O(M^2 N \log^2(N))$.

Second, for the NNM-t approach, the matrix completion step has complexity $O(CN \log^2(2N))$, where $C$ is a constant that captures the incoherence of the matrix and the accuracy requirement of the matrix completion algorithm [42]. Thus, the total complexity of the NNM-t method is $O(M^2 \omega N^2 + CN \log^2(2N))$. In particular, under uniform sampling, the total complexity can be simplified to $O(M^2 N \log^2(N))$ for large $N$ and $M$.

To benchmark, Kriging has a computational complexity of $O(M^3 N^2)$ for constructing $N^2$ points [43], because, first, Kriging needs to learn a semi-variogram, and second, Kriging requires to use all the $M$ measurements to reconstruct every point. A numerical comparison on the computational time is reported in Table I.

### V. Numerical Results

We adopt model (1) to simulate the propagation map in an $L \times L$ area for $L = 2$ kilometers, where $g_k(d) = P_k d^{-1.5} A(f)^{-d}$, with parameter $A(f) = 0.8$, corresponding to an empirical energy field of underwater acoustic signal at frequency $f = 5$ kHz [37], [44], $d = \sqrt{x^2 + y^2 + h^2}$ represents the distance from the source, $(x, y)$ is the coordinate, $h = 400$ meters is the depth of interest for a multiple source scenario we test later, and $h = 1$ kilometers is for a single source scenario. The parameter $P_k$ follows an independent exponential distribution with rate parameter $\kappa = 1$ to model the power emitted from source $k$. The shadowing component in log-scale $\log_{10} C$ is modeled using a Gaussian process with zero mean and auto-correlation function $\mathbb{E}\{\log_{10} C(z_i) \log_{10} C(z_j)\} = \sigma^2 \exp(-||z_i - z_j||_2/d_c)$, in which $d_c = 200$ meters, $\sigma^2 = 1$. The sensors are randomly and independently distributed in the area following a uniform distribution. The measurement model in (2) is adopted, where the measurement noise $\epsilon$ is modeled as a zero mean Gaussian random variable with standard deviation $\sigma = 0.02$.

The MSE of the reconstructed propagation map is employed for performance evaluation, which is calculated through $1/N^2 ||\hat{H} - H||^2_F$ as stated in Section III-D2.

The proposed interpolation assisted matrix completion is implemented following Algorithm 1 under $M_0 = 7$ and confident level parameter $\delta = 0.05$ as explained in Sections III-D and IV-B2, respectively. We evaluate two versions of implementation of the proposed scheme. Scheme 1) NNM-t: The observation set $\Omega$ is constructed using uniformly random sampling with $C = 1.6$ as described in Section II-B, and $b_{\max} = 0.35$ to guarantee that the interpolation only focuses on a local area. To circumvent the possible singularity issue of estimating the interpolation parameters via computing (24) and (25) for a too small $b$, where $b$ serves as the kernel parameter in (6), we lower bound the kernel parameter as $b' = \max\{b, b_{\min}\}$ for each specific entry $(i, j) \in \Omega$, where $b_{\min}$ is the minimum radius from the grid center $c_{ij}$ to include $M_0$ sensor measurements. Scheme 2) NNM-t (adaptive): The observation set $\Omega$ is constructed using sensor-aware sampling with an optimized $b$ via solving (21), where the parameter of identifiability check is set as $C = 2.5$. In addition, for each grid cell, we optimize an individual window size $b_{ij}$ by solving (21) while dropping the summation. The

| $M$  | 40   | 100  | 160  | 220  | 280  | 340  | 400  |
|------|------|------|------|------|------|------|------|
| k-LP    | 0.39 | 0.53 | 0.79 | 1.19 | 1.64 | 1.85 | 2.05 |
| LRMC    | 6.63 | 6.39 | 6.60 | 6.76 | 6.45 | 7.11 | 6.91 |
| U-Krigning    | 2.51 | 5.77 | 10.63 | 19.49 | 28.32 | 40.37 | 55.76 |
| NNM-t    | 8.26 | 6.10 | 6.61 | 8.57 | 6.72 | 6.98 | 8.73 |

$^2$ The parameter $C = 1.6$ and 2.5 correspond to 60% and over 90% observation ratio, respectively, at matrix dimension $N = 30$. Hence, the NNM-t (adaptive) scheme requires high complexity in the interpolation step.
Fig. 5. Reconstruction MSE for $S = 1$ and $N = 30$. Zeroth order interpolation performs better for a small number sensors, whereas, first order method prefers more sensors.

observation $\hat{H}_{ij}$ and the confident interval $I_{ij}$ are computed based on $b_{ij}$.

The performance is compared with the following baselines that are recently developed or adopted in related literature. Baseline 1: Kriging method [12], [45], the propagation map is reconstructed by Universal Kriging $\hat{\rho}(c) = \hat{m}(c) + \epsilon(c)$, where $\hat{m}(c)$ is the interpolated deterministic part, and $\epsilon(c)$ is the interpolated residual which can be estimated with an Ordinary Kriging method. Baseline 2: $k$-nearest neighbor local polynomial interpolation (k-LP) [46], a first order local polynomial regression method is used to estimate the RSS using $k$ nearest measurements, where $k$ is chosen through cross validation. Baseline 3: On-grid low rank matrix completion (On-grid LRMC) [38], based on the sensor topology, we first form a refined on-grid measurement set as follows: if there is a sensor in a grid cell, we re-sample the grid cell by sampling at the grid center, and hence, there will be no discretization error. Note that since this approach is not practical in real life, this scheme is for performance benchmarking only. Then, the matrix is completed by solving a conventional NNM problem. Baseline 4: Thin plate spline (TPS) [47], a thin plate spline method is used to construct $\hat{\rho}(c)$ from the scattered measurements $\{z_m, \gamma_m\}$.

A. Zeroth Order or First Order Interpolation

We evaluate the performance of the proposed schemes over different interpolation models under different number of measurements samples. For both NNM-t and wALS schemes, the zeroth order interpolation (12) and first order interpolation (13) are used to construct $\hat{H}_{ij}$. In a single source propagation map, $S = 1$, and for $N = 30$, Fig. 5 shows that when there are only a few measurements, the methods based on zeroth order interpolation attain a smaller MSE than their counterparts based on first order models. This is because zeroth order models have less parameters to estimate. On the other hand, for medium to large number of measurements, methods based on first order interpolation perform better, because first order interpolation can substantially eliminate the bias in the local interpolation as revealed in our asymptotic analysis stated in Theorems 3 and 4.

B. Performance Under Different Shadowing Parameters

We quantify the propagation map reconstruction performance of the proposed schemes under different shadowing parameters. The simulations are performed under $d_c = \{50, 200\}$ meters and $\sigma_s^2 = \{1, 9\}$ separately with the baselines are Universal Kriging and k-LP. The experiment results shown in Fig. 6 reveal that the increasing of shadowing variance decreases the performance of all baselines. The larger the correlation distance, the better the performance.

C. Performance Under Different Measurements

We quantify the propagation map reconstruction performance of the proposed schemes under different number of measurements $M = 40 - 400$ with fixed resolution $N = 30$ and number of sources $S = 3$.

Fig. 7 demonstrates the reconstruction MSE versus the number of sensors $M$. A visual plot of a realization of the propagation field, sampling pattern, and the reconstruction results under $M = 200$ are demonstrated in Fig. 8. It is observed that the proposed NNM-t method can realize 10%–50% MSE reduction from all baseline schemes under medium to large $M$, which translates to a saving of roughly 1/3 of sensor measurements at a medium $M$. At small $M$, i.e., $M = 40$, its performance is similar to that of the TPS scheme. The NNM-t (adaptive) method works better than the NNM-t method and outperforms all baseline schemes because it optimizes the window size parameter $b_{ij}$ for each grid cell in an adaptive way. The Universal Kriging and k-LP schemes perform well at a large $M$, but their performance degrades at small $M$, whereas, the TPS scheme works well at small $M$, but suffers from substantial performance degradation at large $M$. Finally, the On-grid LRMC scheme performs badly...
Fig. 7. Reconstruction MSE for $S = 3$ and $N = 30$.

Fig. 8. Ground truth, sampling pattern, and the reconstruction MSE of different methods.

Fig. 9. Source localization error for $S = 1$ and $N = 30$.

because the number of observations $M = 40–400$ is substantially smaller than the total number of entries $N^2 = 900$ to be recovered, and the matrix is likely non-identifiable in this regime.

Table I summarizes the computation time based on our implementation using Matlab. The Universal Kriging baseline is implemented by the “mGstat” function provided in the Geostatistical toolbox in Matlab. The NNM-t problem is solved by CVX using an interior point method. The complexity of k-LP and LRMC schemes is for benchmarking because they are the building blocks of the proposed NNM-t. As observed in Table I, the proposed method has a lower complexity than Universal Kriging at medium to large $M$ as expected from our analysis.

The gain of the proposed method over a pure interpolation scheme can be interpreted from the following two aspects. First, although there is shadowing, the matrix of the propagation field is still relatively low rank when choosing a large $N$ for the matrix dimension. In addition, the proposed NNM-t method can dynamically adjust the window size $b$ such that there will always be enough observations to guarantee the recoverability of the matrix completion. Second, a pure interpolation method suffers from performance loss in the regions where measurements are locally too sparse, typically, at the edge of the area of interest. By contrast, the proposed interpolation assisted matrix completion approach can fill in the missing values in these regions using the global information constructed from the other part of the propagation field.

D. Application in RSS-Based Source Localization

Based on the reconstructed propagation map, we demonstrate the application of propagation map reconstruction under NNM-t for $S = 1$ to RSS-based source localization. The localization algorithm based on matrix factorization developed in [2] is adopted. Specifically, based on the reconstructed propagation map matrix $\tilde{H}$, the dominant singular vectors $u$ and $v$ of $\tilde{H}$ are computed. Then, the coordinates of the source are estimated via peak localization of the dominant singular vectors $u$ and $v$ [2].

Three baseline schemes for localization are evaluated. Baseline 1: WCL [28], we use $\hat{s}_{WCL} = \sum_{m=1}^{M} w_m z_m / \sum_{m=1}^{M} w_m$ to estimate the location of the source, where $w_m = \gamma_m$ serves as the weight. Baseline 2: naive method, the location of the source is chosen as the location of the sensor with largest measurements. Baseline 3: Fingerprinting [48], the propagation map is first constructed using the Delaunay triangulation, and then, the location with the largest RSS in the reconstructed propagation map is selected as the location estimate of the source.

Fig. 9 shows the RMSE of RSS-based source localization based on the propagation map reconstructed from the proposed NNM-t method. The RMSE is reduced by roughly a half and both baseline schemes require 2 times more sensors to achieve the same localization accuracy.

E. Experiment on a Real Dataset

We extend the experiment to a real dataset [49]. In this dataset, there are $M = 166$ RSS measurements for each emitter. The measurements are taken in a $14 \times 34$ m$^2$ indoor area. In the implementation of the proposed algorithm, the area is divided into $1 \times 1$ m$^2$ grid cells such that the 166 measurements are
in the grid center. Among the 166 measurements, $M' = 20 - 140$ measurements are randomly selected for reconstructing the prerogation field. The results in reconstruction MSE are reported in Fig. 10. It is shown that the proposed NNM-t method also achieves a promising performance on a real dataset.

VI. CONCLUSION

In this paper, an interpolation assisted matrix completion method is proposed to reconstruct a propagation map from a sparse set of signal strength measurements. The observation matrix is enriched through interpolation and the bias and variance of the interpolation method are analyzed to build uncertainty-aware matrix completion algorithms which integrate interpolation with matrix completion. Furthermore, a minimum MSE method to optimize the window size for local interpolation is proposed. The numerical results demonstrate that the reconstruction MSE of the propagation map can be reduced by 10%–50% compared to the state-of-the-art schemes which corresponds to a saving of nearly half of measurements under a not-so-dense sampling. In the application of RSS-based source localization, the RMSE of localization is reduced by more than 50% from a WCL baseline.

APPENDIX A

PROOF OF THEOREM 1

Applying first-order Taylor’s expansion to $\rho(z)$ at the neighborhood of $c_{ij}$, the observation model in (2) becomes

$$\gamma_m = \rho(z_m) + \epsilon_m$$

$$= \rho(c_{ij}) + \nabla^T \rho(c_{ij})(z_m - c_{ij}) + o(||z_m - c_{ij}||) + \epsilon_m$$ (29)

due to the first order differentiability of $\rho(z)$.

Recall that $w_m(c_{ij}) \triangleq w_m(c_{ij})/\sum_{i=1}^{M} w_i(c_{ij})$, and therefore, $\sum_{m=1}^{M} w_m(c_{ij}) = 1$. The expectation of the zeroth order solution $\hat{\alpha}(c_{ij})$ in (12) can be written as

$$E\{\hat{\alpha}(c_{ij})\} = E\left\{\frac{\sum_{m=1}^{M} w_m(c_{ij}) \gamma_m}{\sum_{m=1}^{M} w_m(c_{ij})}\right\}$$

$$= E\left\{\frac{\sum_{m=1}^{M} \tilde{w}_m(c_{ij}) (\rho(c_{ij}) + \nabla^T \rho(c_{ij})(z_m - c_{ij}) + o(||z_m - c_{ij}||) + \epsilon_m)}{\sum_{m=1}^{M} \tilde{w}_m(c_{ij})}\right\}$$

$$+ \tilde{w}_m(c_{ij}) E\{\epsilon_m\}$$

$$= E\left\{\sum_{m=1}^{M} \tilde{w}_m(c_{ij}) (\rho(c_{ij}) + \nabla^T \rho(c_{ij})(z_m - c_{ij}) + o(||z_m - c_{ij}||) + \epsilon_m)\right\}$$

$$= E\left\{\sum_{m=1}^{M} \tilde{w}_m(c_{ij}) \rho(c_{ij})\right\} + \sum_{m=1}^{M} \tilde{w}_m(c_{ij}) \tilde{w}_m(c_{ij}) E\{\epsilon_m\}$$

$$= \rho(c_{ij}) + \sum_{m=1}^{M} \tilde{w}_m(c_{ij}) (\nabla^T \rho(c_{ij})(z_m - c_{ij}) + o(b))$$ (30)

where $o(b)$ in the last equation is due to the fact that $o(||z_m - c_{ij}||)/b \to 0$ as $b \to 0$ since we are only interested in the $(i, j)$th grid such that $||z_m - c_{ij}|| < b$ according to the interpolation strategy.

As a result, the bias

$$E\{\tilde{\xi}_m\} = E\{\tilde{\alpha}(c_{ij})\} - \rho(c_{ij})$$

$$= \sum_{m=1}^{M} \tilde{w}_m(c_{ij}) (\nabla^T \rho(c_{ij})(z_m - c_{ij}) + o(b))$$

For the variance of $\xi_m = \tilde{\alpha}(c_{ij}) - \rho(c_{ij})$, we note that $
abla \{\tilde{\alpha}(c_{ij})\} \because \rho(c_{ij})$ is deterministic. From (12) and (2),

$$\tilde{\alpha}(c_{ij}) = \sum_{m=1}^{M} \tilde{w}_m(c_{ij}) \rho(c_{ij}) + \sum_{m=1}^{M} \tilde{w}_m \epsilon_m$$

So, $\nabla \{\tilde{\alpha}(c_{ij})\} = \nabla \{\sum_{m=1}^{M} \tilde{w}_m \epsilon_m\} = \sum_{m=1}^{M} \tilde{w}_m(c_{ij}) \sigma^2$, since $\nabla \{\epsilon_m\} = \sigma^2$ from the observation model in (2). The results in Theorem 1 are thus proven.

APPENDIX B

PROOF OF THEOREM 2

Applying second order Taylor’s expansion to $\rho(z_m)$ at the neighborhood of $c_{ij}$, we have

$$\rho(z_m) = \rho(c_{ij}) + \nabla^T \rho(c_{ij})(z_m - c_{ij})$$

$$+ \frac{1}{2} (z_m - c_{ij})^T \Psi_{ij} (z_m - c_{ij}) + o(||z_m - c_{ij}||^2)$$ (31)

where $\Psi_{ij} = \nabla^2 \rho(c_{ij})$ is the Hessian matrix of $\rho(z)$ evaluated at point $c_{ij}$.

Denote $\theta \triangleq [\rho(z_1), \ldots, \rho(z_M)]^T$. Then the expression in (31) can be rearranged into the following matrix form

$$\theta = \tilde{D}_{ij}^T \left[ \rho(c_{ij}) \nabla^T \rho(c_{ij}) \right] + \frac{1}{2} \text{diag} \{ D_{ij}^T \Psi_{ij} D_{ij} \} + r_{ij}$$ (32)

where $r_{ij}$ is a vector of the residual terms $o(||z_m - c_{ij}||^2)$. Noticing that the residual from the Taylor’s expansion scales as
\[ |z_m - c_{ij}|^2 \] with a bound \(|z_m - c_{ij}| < b \) due to the interpolation strategy, thus we have \(o(||z_m - c_{ij}||^2)/b^2 \to 0 \) as \(b \to 0 \). Therefore, \(r_{ij} \sim o(b^2) \).

From the measurement model (2), we have \( \gamma = \theta + \epsilon \), where \( \epsilon = [\epsilon_1, \ldots, \epsilon_M]^T \). The expectation of the first order solution \( \theta = [\theta(c_{ij})] \beta(c_{ij})^T \) in (13) can be written as

\[
E(\theta) = E \left\{ W_{ij}^{-1} D_{ij} W_{ij} \gamma \right\} = W_{ij}^{-1} D_{ij} W_{ij} \theta \tag{33}
\]
since the noise \( \epsilon \) has zero mean, where \( \tilde{W}_{ij} = \tilde{D}_{ij} W_{ij} \tilde{D}_{ij}^T \).

Substitute \( \theta \) in (33) with (32), the expectation of \( \hat{\theta} \) can be rewritten as

\[
E \left\{ \hat{\theta} \right\} = \tilde{W}_{ij}^{-1} \tilde{D}_{ij} W_{ij} \times \left( \tilde{D}_{ij}^T \left[ \frac{\rho(c_{ij})}{\nabla \rho(c_{ij})} \right] + \frac{1}{2} \text{diag}(D_{ij}^T \Psi_{ij} D_{ij}) + r_{ij} \right) = \left[ \frac{\rho(c_{ij})}{\nabla \rho(c_{ij})} \right] + o(b^2).
\]

As a result, the bias

\[
E(\xi_{ij}) = \left[ E \left\{ \hat{\theta} \right\} - \left[ \frac{\rho(c_{ij})}{\nabla \rho(c_{ij})} \right] \right]_{(1,1)} = \frac{1}{2} \tilde{W}_{ij}^{-1} \tilde{D}_{ij} W_{ij} \text{diag}(D_{ij}^T \Psi_{ij} D_{ij})_{(1,1)} + o(b^2)
\]

where the operation \([A]_{(1,1)} \) returns the (1,1)th entry of a matrix \(A\).

The variance of \( \hat{\theta} \) can be derived following

\[
\text{Var}(\theta) = E \left\{ \left( \hat{\theta} - E(\theta) \right)^2 \right\} = E \left\{ \left( \tilde{W}_{ij}^{-1} \tilde{D}_{ij} W_{ij} (\gamma - \tilde{W}_{ij}^{-1} \tilde{D}_{ij} W_{ij} \theta) \right)^2 \right\} = E \left\{ \left( \tilde{W}_{ij}^{-1} \tilde{D}_{ij} W_{ij} (\gamma - \theta) \right)^2 \right\} = E \left\{ \left( \tilde{W}_{ij}^{-1} \tilde{D}_{ij} W_{ij} \epsilon \right)^2 \right\} = \sigma^2 \tilde{W}_{ij}^{-1} \left( \tilde{D}_{ij} W_{ij} \tilde{W}_{ij}^T D_{ij}^T \right) \tilde{W}_{ij}^{-1}.
\]

Since \( \theta \) is deterministic, \( \text{Var}(\hat{\theta} - \theta) = \text{Var}(\theta) \), therefore

\[
\text{Var}(\hat{\theta} - \theta) = \sigma^2 \tilde{W}_{ij}^{-1} \left( \tilde{D}_{ij} W_{ij} \tilde{W}_{ij}^T D_{ij}^T \right) \tilde{W}_{ij}^{-1}.
\]

As a result,

\[
E(\xi_{ij}) = \left[ E(\hat{\theta} - \theta) \right]_{(1,1)} = \sigma^2 \tilde{W}_{ij}^{-1} \left( \tilde{D}_{ij} W_{ij} \tilde{W}_{ij}^T D_{ij}^T \right) \tilde{W}_{ij}^{-1}(1,1).
\]

**APPENDIX C**

**Proof of Theorem 3**

The observation model in (2) can be rewritten as

\[
\gamma_m = \rho(z_m) + \epsilon_m
\]

\[
= \rho(c_{ij}) + (\rho(z_m) - \rho(c_{ij})) + \epsilon_m.
\]

From (34), we have

\[
\frac{1}{Mb^2} \sum_{m=1}^{M} w_m(c_{ij}) \gamma_m
\]

\[
= \frac{1}{Mb^2} \sum_{m=1}^{M} w_m(c_{ij}) \rho(c_{ij})
\]

\[
+ \frac{1}{Mb^2} \sum_{m=1}^{M} w_m(c_{ij}) (\rho(z_m) - \rho(c_{ij}))
\]

\[
+ \frac{1}{Mb^2} \sum_{m=1}^{M} w_m(c_{ij}) \epsilon_m
\]

where in the rest of the proof, the three terms in (35) are respectively denoted as

\[
\hat{f}(c_{ij}) = \frac{1}{Mb^2} \sum_{m=1}^{M} w_m(c_{ij})
\]

which serves as an approximation of the sensor density at point \(c_{ij}\),

\[
\varepsilon_1(c_{ij}) = \frac{1}{Mb^2} \sum_{m=1}^{M} w_m(c_{ij}) (\rho(z_m) - \rho(c_{ij}))
\]

which quantifies the weighted average bias of the estimate at location \(c_{ij}\), and

\[
\varepsilon_2(c_{ij}) = \frac{1}{Mb^2} \sum_{m=1}^{M} w_m(c_{ij}) \epsilon_m
\]

which quantifies the weighted average error due to the measurement noise.

Then, dividing \(\hat{f}(c_{ij})\) on both sides of (35) and according to the zeroth order solution (12), it yields

\[
\hat{\rho}(c_{ij}) = \frac{\sum_{m=1}^{M} w_m(c_{ij}) \gamma_m}{\sum_{m=1}^{M} w_m(c_{ij})} = \rho(c_{ij}) + \frac{\varepsilon_1(c_{ij})}{\hat{f}(c_{ij})} + \frac{\varepsilon_2(c_{ij})}{\hat{f}(c_{ij})}
\]

which implies that the error equals to

\[
\varepsilon_i = \hat{\rho}(c_{ij}) - \rho(c_{ij}) = \frac{\varepsilon_1(c_{ij})}{\hat{f}(c_{ij})} + \frac{\varepsilon_2(c_{ij})}{\hat{f}(c_{ij})}.
\]

To analyze \(\varepsilon_1(c_{ij})\) and \(\varepsilon_2(c_{ij})\), we derive the following lemmas.


Lemma 1: Suppose that \( f(z) \) is second order differentiable and bounded. Then, for a sufficiently small \( b \),
\[
\int K \left( \frac{x - c_{ij}}{b} \right)^2 f(x) \, dx = C_1 b^2 f(c_{ij}) + o(b^3).
\]

In addition, for a function \( g(x) \) that satisfies \( g(bu)/b \to 0 \) as \( b \to 0 \), uniformly for all \( ||u|| \leq 1 \), there is
\[
\frac{1}{b} \int K(u)g(bu)f(z) \, du \to 0
\]
as \( b \to 0 \), for all \( z \), where \( C_1 = \int \int K(u) \, du = \int \int b^2 dudv = \int b^2 \, dv \) We have
\[
\int K \left( \frac{x - c_{ij}}{b} \right)^2 f(x) \, dx = b^2 \int K(u)^2 f(bu + c_{ij}) \, du.
\]

Consider the first order Taylor’s expansion
\[
f(bu + c_{ij}) = f(c_{ij}) + \nabla f(c_{ij})^T bu + R_f(bu)
\]
where \( \nabla f \) is the first order derivative of \( f \), \( R_f(bu) \) is the remainder term that satisfies \( R_f(bu)/b \to 0 \) as \( b \to 0 \) uniformly for all \( u \) with \( ||u|| \leq 1 \) due to the Taylor’s theorem and the fact that \( f(z) \) is second order differentiable. Thus,
\[
\int K(u)^2 f(bu + c_{ij}) \, du
\]

\[
= \int K(u)^2 (f(c_{ij}) + \nabla f(c_{ij})^T bu + R_f(bu)) \, du
\]

\[
= f(c_{ij}) \int K(u)^2 \, du + b \int K(u)^2 \nabla f(c_{ij})^T u \, du + \int K(u)^2 R_f(bu) \, du
\]

\[
= C_1 f(c_{ij}) + o(b)
\]

Moreover,
\[
\forall \{ X_m \} = E \left\{ K \left( \frac{z_m - c_{ij}}{b} \right)^2 \epsilon_m \right\}
\]

\[
= E \left\{ K \left( \frac{z_m - c_{ij}}{b} \right)^2 \right\} \mathbb{E} \{ \epsilon_m \}
\]

\[
= \sigma^2 \mathbb{E} \left\{ K \left( \frac{z_m - c_{ij}}{b} \right)^2 \right\}
\]

\[
= \sigma^2 \int K \left( \frac{z_m - c_{ij}}{b} \right)^2 f(x) \, dx
\]

\[
= C_1 \sigma^2 b^2 f(c_{ij}) + o(b^3)
\]

Consider the first order Taylor’s expansion
\[
\rho(c_{ij} + bu) = \rho(c_{ij}) + \nabla \rho(c_{ij})^T bu + R_\rho(bu)
\]

\[
\rho(c_{ij} + bu) = \rho(c_{ij}) + \nabla \rho(c_{ij})^T bu + \frac{1}{2} b^2 u^T \Psi(c_{ij})u + R_\rho(bu)
\]

Recall that \( K(u) \) has a bounded support and the terms \( R_f(bu)/b \) and \( R_\rho(bu)/b^2 \) uniformly converge to 0 as \( b \to 0 \) due to the Taylor expansion. Then, the terms involving \( R_f(bu) \) and \( R_\rho(bu) \) from expanding the product in (48) are \( o(b^2) \) due to Lemma 1. As a result, (48) simplifies to
\[
b^2 \int K(u) \nabla \rho(c_{ij})^T u \, du
\]

\[
+ \frac{b^2}{2} \int K(u) u^T \Psi(c_{ij}) u \, du
\]

\[
= b^2 \int K(u) \left( \frac{\partial \rho(c_{ij})}{\partial u_x} u_x + \frac{\partial \rho(c_{ij})}{\partial u_y} u_y \right)
\]
Thus, multiply (49) with \( b^2 \), we obtain

\[
\mathbb{E} \{ Y_m \} = b^2 C_0 \left( \vartheta_1(c_{ij}) + \frac{1}{2} f(c_{ij}) \vartheta_2(c_{ij}) \right) + o(b^2). \quad (50)
\]

Similarly,

\[
\mathbb{V} \{ Y_m \} = \mathbb{E} \{ Y_m^2 \} - \mathbb{E} \{ Y_m \}^2
\]

\[= \int \left( K \left( \frac{x - c_{ij}}{b} \right) (\rho(x) - \rho(c_{ij})) \right)^2 f(x)dx - \mathbb{E} \{ Y_m \}^2 \]

\[= b^2 \int \left( K(u) (|\nabla \rho(c_{ij})|^T \Psi u + R_\rho(bu))) \right)^2 \]

\[= b^4 \int \left( K(u) (|\nabla \rho(c_{ij})|^T u + \frac{1}{2} u^T \Psi u + R_\rho(bu)) \right)^2 \]

\[= b^4 \left( \vartheta_1(c_{ij}) + \frac{1}{2} f(c_{ij}) \vartheta_2(c_{ij}) \right) + o(b^4). \quad (51)
\]

and thus, \( \mathbb{V} \{ Y_m \} / b^3 \rightarrow 0 \), as \( b \rightarrow 0 \). \( \square \)

Next, it is observed that \( \text{Cov}(X_m, Y_m) = 0 \). This is because that

\[\mathbb{E} \{ X_m Y_m \} = \mathbb{E} \{ w_m^2(c_{ij})(\rho(z_m) - \rho(c_{ij})) \} \mathbb{E} \{ \epsilon_m \} = 0 \]

due to the independence between the zero mean noise \( \epsilon_m \) and \( w_m^2(c_{ij})(\rho(z_m) - \rho(c_{ij})) \). As a result, \( \text{Cov}(X_m, Y_m) = \mathbb{E} \{ X_m Y_m \} - \mathbb{E} \{ X_m \} \mathbb{E} \{ Y_m \} = 0 \) due to \( \mathbb{E} \{ X_m \} = 0 \) from Lemma 2. Therefore, \( \mathbb{V} \{ X_m + Y_m \} = \mathbb{V} \{ X_m \} + \mathbb{V} \{ Y_m \} \).

In addition, from (37) and (38), it is observed that \( \xi_1(c_{ij}) = \frac{1}{M} \frac{1}{2} \sum_{i=1}^{M} (x_m + y_m) \) where the variable \( Z_m \) is i.i.d. since both \( z_m \) and \( c_m \) are i.i.d. As a result, the law of large number implies \( b^2(\xi_1(c_{ij}) + \xi_2(c_{ij})) \xrightarrow{d} \mathbb{E} \{ Z_m \} \) as \( M \rightarrow \infty \).

In addition, the central limit theorem yields

\[
\sqrt{M} \left( b^2(\xi_1(c_{ij}) + \xi_2(c_{ij})) \right) \xrightarrow{d} \mathcal{N}(0, \mathbb{E} \{ Z_m \})
\]

as \( M \rightarrow \infty \), where \( \mathbb{E} \{ Z_m \} = \mathbb{E} \{ X_m \} + \mathbb{E} \{ Y_m \} \) and \( \mathbb{V} \{ Z_m \} = \mathbb{V} \{ X_m + Y_m \} = \mathbb{V} \{ X_m \} + \mathbb{V} \{ Y_m \} \) as shown before.

Finally, it is known that \( \hat{f}(z) \xrightarrow{p} f(z) \) for every \( z \) [50]. Then, using Slutsky’s theorem [51], the mean

\[
b^2(\xi_1(c_{ij}) + \xi_2(c_{ij})) \xrightarrow{p} \mathbb{E} \{ Z_m \} \quad (52)
\]

for every \( c_{ij} \). Then, substituting \( (\xi_1(c_{ij}) + \xi_2(c_{ij})) / \hat{f}(c_{ij}) \) with \( \xi_j \) as in (39) and \( \mathbb{E} \{ Z_m \} \) with the mean of \( X_m \) and \( Y_m \) in Lemmas 2 and 3, the result (18) in Theorem 3 is obtained.

In addition, defining \( \xi_j = \xi_j - \mathbb{E} \{ \xi_j \} \), it follows that

\[
\sqrt{M} b^2 \xi_j \xrightarrow{d} \mathcal{N}(0, \mathbb{V} \{ Z_m \}) \quad (53)
\]

for every \( c_{ij} \). Substituting the variance of \( X_m \) and \( Y_m \) in Lemmas 2 and 3 to \( \mathbb{V} \{ Z_m \} \) in (53), the result (19) in Theorem 3 is obtained.
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