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Abstract—A new interference management scheme based on integer forcing (IF) receivers is studied for the two-user multiple-input and multiple-output (MIMO) interference channel. The proposed scheme employs a message splitting method that divides each data stream into common and private sub-streams, in which the private stream is recovered by the dedicated receiver only while the common stream is required to be recovered by both receivers. Specifically, to enable IF sum decoding at the receiver side, all streams are encoded using the same lattice code. Additionally, the number of common and private streams of each user is carefully determined by considering the number of antennas at transmitters and receivers, the channel matrices, and the effective signal-to-noise ratio (SNR) at each receiver to maximize the achievable rate. Furthermore, we consider various assumptions of channel state information at the transmitter side (CSIT) and propose low-complexity linear transmit beamforming suitable for each CSIT assumption. The achievable sum rate and rate region are analytically derived and extensively evaluated by simulation for various environments, demonstrating that the proposed interference management scheme strictly outperforms the previous benchmark schemes in a wide range of channel parameters due to the gain from IF sum decoding.

Index Terms—Interference channel, interference management, integer forcing (IF), linear beamforming, multiple-input multiple-output (MIMO).

I. INTRODUCTION

In the future sixth generation (6G) communication systems, it is expected that a variety of emerging applications such as virtual reality (VR), augmented reality (AR), real-time ultra high definition (UHD) video streaming, autonomous driving, and the Internet of Everything (IoE) will be launched in earnest [1], [2], [3], [4], [5]. To provide these new services any time, anywhere, regardless of the user’s location, it is important to significantly increase the achievable data rate of cell edge users compared to the current level. More specifically, the target data rates for edge users (bottom 5% of users) are 100 Mbps and 50 Mbps for fifth generation (5G) downlink and uplink, respectively, and moreover, it is predicted that in 6G communication, it will be necessary to achieve data rates that are 10 times higher than at present [1], [4], [5]. To achieve such challenging goal, unprecedented technology is required to push the limits of current technologies, and advanced interference management based on multiple-input multiple-output (MIMO) antennas is being considered as one of the key technologies to significantly improve data rates of edge users in 6G communication systems [5], [6], [7], [8], [9], [10].

A. Related Works

Currently, linear MIMO receivers such as zero-forcing (ZF) and minimum mean square error (MMSE) receivers have been widely used in practice [11], [12], [13] due to their low complexity. These conventional linear receivers firstly separate the transmitted streams by applying a linear filter to the received signal vector and then decode each stream individually. Specifically, a ZF receiver uses the pseudo-inverse of the channel matrix to convert a given MIMO channel into interference-free parallel single-input and single-output (SISO) channels while an MMSE receiver uses the regularized channel inversion matrix to maximize the signal-to-noise ratio (SNR) of each individual stream. It is well known that MMSE receivers outperform ZF receivers regardless of the SNR regime, and the performance gap becomes larger at lower SNR [11]. In addition, an MMSE receiver can be combined with successive interference cancellation (SIC) operation to achieve better performance, called an MMSE-SIC receiver [11]. The MMSE-SIC receiver sequentially recieves each stream one by one by applying a linear MMSE filter, and in each sequential decoding, the contribution of the decoded stream is subtracted from the received signal vector to increase the SNR of the remaining streams that have not yet been decoded. Furthermore, ZF, MMSE, and MMSE-SIC receivers can be employed for intra-cell and/or inter-cell interference management in multi-user communications as well as point-to-point communications [12], [13].

Although the aforementioned linear receivers clearly have an advantage in terms of complexity, they have an inherent limitation that decoupling with linear filtering can cause significant noise amplification, and as a result, the gap between the achievable rate and the capacity can be large, especially when the channel becomes near singular [11], [14], [15], [16].
On the other hand, nonlinear receivers such as maximum likelihood (ML) detection and sphere decoding receivers [17], [18], [19], which exhaustively search for the most likely transmitted signal vector based on the received signal vector, can significantly reduce noise amplification compared to linear receivers. However, the complexity of most nonlinear receivers is much higher than that of linear receivers especially when supporting large numbers of antennas and/or high order modulations [20], and hence nonlinear receivers are still rarely used in practical communication systems [12], [13].

Recently, a novel linear MIMO receiver, namely, integer forcing (IF) receiver, has been proposed [21]. Note that in the previous work [22], the compute-and-forward (CF) relaying scheme has been developed for Gaussian relay networks, in which the integer-linear sum of transmitted codewords is firstly computed at each relay and then the result is forwarded to the destination. The IF MIMO receiver can be viewed as a receiver to which the CF scheme is applied in a Gaussian MIMO point-to-point channel. Unlike the previous linear receivers that firstly separate the transmitted streams by applying a linear filter and recover each stream individually with each SISO decoder, the IF receiver firstly creates an integer-valued full-rank effective channel by applying a linear filter and directly decodes the integer-linear combination of the transmitted codewords with each SISO decoder. To enable this sum decoding, the integer-linear sum of the transmitted codewords should be itself a codeword, and hence, the transmitter uses the same lattice code for all streams. After integer-linear sums are decoded, the original streams can be simply recovered by multiplying the decoded outputs of the linear combinations by the inverse of the effective integer channel matrix in the absence of noise. Since the IF receiver has the freedom to determine the effective integer channel matrix in a way that minimizes noise amplification in contrast to the previous linear receivers that always constrain the integer matrix by the identity matrix regardless of the channel matrix, IF receivers can significantly reduce noise amplification compared to the previous linear receivers. Consequently, it has been shown that IF receivers can achieve rate close to the channel capacity in Rayleigh fading channels [21].

In the literature, several follow-up studies have been conducted to improve and extend the basic IF proposed in [21]. In [23], it has been shown that using a linear dispersion space-time code in conjunction with IF equalization at the receiver side can achieve the capacity within a constant gap for general MIMO channels, assuming that the transmitter only knows white-input mutual information. More recently, precise performance characteristics of parallel MIMO channels have been studied when applying precoding with the full-diversity rotation matrix at the transmitter side and IF equalization at the receiver side [24]. In addition, similar to MMSE-SIC, SIC operations can be combined with IF sum decoding, namely, successive IF [25], to improve the performance of the basic IF. Additionally, similar to ZF and MMSE receivers, IF receivers can be employed to manage interference in multi-user communications as well as point-to-point communications, i.e., it can be extended to multiple-access channels [25], [26], broadcast channels [26], [27], [28], [29], interference channels [30], [31], [32], [33], and relay networks [34], [35], [36]. For example, in [36], extended CF and successive CF have been proposed for multi-user multi-relay networks, and it has been shown that the proposed schemes can solve the rank failure problem and outperform the original CF scheme in [22]. Furthermore, instead of using lattice codes, IF transceivers built on off-the-shelf binary codes such as turbo and low-density parity-check (LDPC) codes have been recently developed and evaluated in practical channel environments [6], [37]. In [38], spatially modulated IF (SM-IF) that combines generalized spatial modulation with IF has been developed based on practical binary codes.

B. Our Contributions

In this paper, we propose a low-complexity interference management scheme based on IF for the two-user MIMO interference channel. It is well known that when interference is strong, decoding interference can enlarge the achievable rate region [39], [40], [41], [42]. On the other hand, when interference is weak enough, treating interference as noise has proven to be an optimal strategy to achieve the capacity region [43], [44], [45]. Inspired by these facts, we consider a message splitting method that splits each data stream into common and private sub-streams, as in the Han–Kobayashi scheme [46]. Each receiver then attempts to recover the desired streams, that is, the intended common and private streams, and also the other user’s common streams, while treating the private streams of the other user as noise. Note that a lattice based message splitting scheme for IF receivers has been studied in [32] under the $K$-user SISO interference channel. Message splitting has been also considered for various non-orthogonal multiple access systems in order to manage inter-cell interference for uplink or downlink transmission [47], [48], [49]. Unlike these previous works, the main focus of this paper is to integrate MIMO techniques with a lattice based message splitting for IF sum decoding. We highlight our technical contributions in this work as follows.

- A unified IF framework is proposed for the general two-user MIMO interference channel by integrating MIMO beamforming and IF sum decoding with message splitting. Unlike previous message splitting schemes, all common and private streams are encoded with the same lattice code to enable IF sum decoding at the receiver side in this paper.
- In such unified IF framework, novel interference management and rank adaptation based on IF sum decoding are performed by controlling the number of common and private streams for each user. For a given channel realization and SNR, the optimal choice that maximizes the achievable rate of the proposed scheme can be found in a finite search space that only depends on the number of antennas at transmitters and receivers.
- In addition, low-complexity linear transmit beamforming is proposed suitable for various channel state information at the transmitter side (CSIT) assumptions. The achievable sum rate and rate region of the proposed scheme are
analytically derived and also numerically evaluated for various channel environments.

The results demonstrate that the proposed scheme significantly improves the achievable rate compared to conventional previous schemes for a wide range of channel parameters. To the best of our knowledge, our results are the first to demonstrate such improvement by combining IF sum decoding with a message-splitting method for the MIMO interference channel.

C. Paper Organization and Notation

The remainder of the paper is organized as follows. In Section II, we describe the channel model and assumptions considered in this paper. In Section III, the proposed interference management scheme based on IF is specifically described and the resulting achievable rate is derived. In Section IV, we numerically evaluate the achievable sum rate and rate region for various environments and discuss the results. Finally, we conclude the paper in Section V.

Notation: Boldface lowercase and uppercase letters are used to denote vectors and matrices, respectively. Let $A^\top$, $A^{-1}$, $\|A\|$, and $\text{rank}(A)$ denote the transpose, the inverse, the norm, and the rank of $A$, respectively. We denote the $n \times n$ identity matrix by $I_n$. The real and imaginary parts of $A$ are denoted by $\text{Re}(A)$ and $\text{Im}(A)$, respectively. Let $[A]_{i,j}$ denote the submatrix of $A$ consisting of the $i$th to $j$th column vectors of $A$. Let us denote $\log^+(x) = \max\{\log_2(x), 0\}$ and $[1:n] = \{1, 2, \ldots, n\}$. We denote the circularly symmetric complex Gaussian distribution with mean 0 and variance $\sigma^2$ by $CN(0, \sigma^2)$ and the continuous uniform distribution on the interval $[a, b]$ by $\text{Unif}[a, b]$. The expectation is denoted by $\mathbb{E}(\cdot)$.

II. SYSTEM MODEL

Consider the two-user MIMO interference channel, in which transmitter $i$ attempts to communicate with receiver $i$ while interfering to receiver $j \neq i$, where $i, j \in \{1, 2\}$. Each transmitter and receiver are equipped with $M_t$ antennas and $M_r$ antennas, respectively. It is assumed that communication takes place over $n$ time slots. Then the received signal vector of receiver $i$ at time slot $t$, denoted by $y_i(t) \in \mathbb{C}^{M_r \times 1}$, is given by

$$y_i(t) = \sum_{j=1}^{2} H_{i,j}(t)x_j(t) + z_i(t), \quad t \in [1:n],$$

where $x_j(t) \in \mathbb{C}^{M_t \times 1}$ is the complex-valued transmit signal vector from transmitter $j$ at time slot $t$, $H_{i,j}(t) \in \mathbb{C}^{M_r \times M_t}$ is the complex-valued channel matrix from transmitter $j$ to receiver $i$ at time slot $t$, and $z_i(t)$ is the complex additive white Gaussian noise vector of receiver $i$ at time slot $t$ with $z_i(t) \sim CN(0_{M_r \times M_t}, I_{M_r})$. Note that the complex-valued input–output relation (1) can be equivalently represented in the form of a real-valued expression as

$$\bar{y}_i(t) = \sum_{j=1}^{2} \bar{H}_{i,j}(t)\bar{x}_j(t) + \bar{z}_i(t), \quad t \in [1:n],$$

where

$$\bar{y}_i(t) = \begin{bmatrix} \text{Re}(y_i(t)) \\ \text{Im}(y_i(t)) \end{bmatrix} \in \mathbb{R}^{2M_r \times 1},$$

$$\bar{H}_{i,j}(t) = \begin{bmatrix} \text{Re}(H_{i,j}(t)) & -\text{Im}(H_{i,j}(t)) \\ \text{Im}(H_{i,j}(t)) & \text{Re}(H_{i,j}(t)) \end{bmatrix} \in \mathbb{R}^{2M_r \times 2M_t},$$

$$\bar{x}_j(t) = \begin{bmatrix} \text{Re}(x_j(t)) \\ \text{Im}(x_j(t)) \end{bmatrix} \in \mathbb{R}^{2M_t \times 1},$$

$$\bar{z}_i(t) = \begin{bmatrix} \text{Re}(z_i(t)) \\ \text{Im}(z_i(t)) \end{bmatrix} \in \mathbb{R}^{2M_r \times 1}.$$

Each transmitter should satisfy the average transmit power constraint $P$, i.e., $\frac{1}{n} \sum_{t=1}^{n} \|\bar{x}_i(t)\|^2 \leq P, \quad \forall i \in \{1, 2\}$. For ease of explanation, we consider the real-valued channel stated in (2) hereafter and will state the operations of the proposed scheme based on (2).

We assume that channel matrices are static during communication, i.e., $H_{i,j}(t) = H_{i,j}$, $\forall t \in [1:n]$, and thus the time index $t$ is omitted from the notation of channel matrices hereafter. In addition, we assume global channel state information at the receiver side (CSI), i.e., $H_{i,j}$ is known to each receiver for all $i, j \in \{1, 2\}$. On the other hand, regarding CSIT, we consider three different scenarios: 1) no CSI is available at the transmitter side, i.e., all channel matrices are unknown to both transmitters; 2) only the CSI of its own desired link is available at each transmitter, i.e., transmitter $i \in \{1, 2\}$ knows the coefficients of the desired channel matrix $H_{i,i}$ but does not know those of the other channel matrices; 3) each transmitter knows the CSI of both its desired link and interfering link, i.e., the coefficients in $H_{i,i}$ and $H_{i,j}$ are known to transmitter $i \in \{1, 2\}$. In the next section, we will propose a novel transmission scheme using IF that adequately mitigates interference with low complexity for each of the aforementioned CSI assumptions.

III. PROPOSED IF-BASED TRANSMISSION SCHEME

In this section, the proposed IF-based transmission scheme is stated. Fig. 1 illustrates the overall transmission procedure. Firstly, the original data stream for transmitter $i, w_i$, is partitioned into a set of common and private streams, $\{w_{i,c,i,j}\}_{j\in[1:d_{i,c,i}]}$ and $\{w_{i,p,i,j}\}_{j\in[1:d_{i,p,i}]}$, where $d_{i,c,i}$ and $d_{i,p,i}$ are the number of common and private streams, respectively. Each of these streams is encoded based on the same lattice code $C$. Then a set of coded symbols $\{s_{i,c,i}(t)\}_{t\in[1:n]}$ encoded from the common streams will be transmitted via transmit beamforming matrix $V_{i,c,i}$. Similarly, a set of coded symbols $\{s_{i,p,i}(t)\}_{t\in[1:n]}$ encoded from the private streams will be transmitted via transmit beamforming matrix $V_{i,p,i}$.

By applying the same lattice code for encoding all private and common streams, receiver $i$ can decode integer-linear combinations of its own private and common streams and common streams of the other transmitter, i.e., $\{w_{i,p,i,j}\}_{j\in[1:d_{i,p,i}]}$, $\{w_{i,c,i,j}\}_{j\in[1:d_{i,c,i}]}$, and $\{w_{i,c,k,j}\}_{j\in[1:d_{i,c,k}]}$ for $k \neq i$. Then the original streams can be recovered from the decoded output of the integer-linear combinations. The detailed procedures at the transmitter and receiver sides and the achievable rate derivation will be given throughout this section.
A. Transmitter Side

1) Nested Lattice Codes: We adopt a lattice coding scheme for IF in [21], [22], [23], [24], [25], and [32] and extend it in a way suitable for the two-user MIMO interference channel. For completeness, we briefly review the codebook construction of nested lattice codes here and refer to [50] for more detailed definitions and properties of lattice codes.

Consider an $n$-dimensional lattice $\Lambda \in \mathbb{R}^n$, which is a discrete subgroup of $\mathbb{R}^n$ closed to any integer-linear combinations. The modulo-$\Lambda$ operation on a length-$n$ vector $c$ is defined as

$$c \mod \Lambda = c - Q_\Lambda(c),$$

where $Q_\Lambda(c)$ is the nearest neighbor quantizer that calculates

$$Q_\Lambda(c) = \arg\min_{t \in \Lambda} \|c - t\|.$$  \hspace{1cm} (4)

The Voronoi region of $\Lambda$ is defined as $V_\Lambda = \{c \in \mathbb{R}^n : Q_\Lambda(c) = 0\}$. Additionally, the second moment of $\Lambda$ per dimension is defined as

$$P_\Lambda = \frac{1}{n} \frac{1}{\text{Vol}(V_\Lambda)} \int_{c \in V_\Lambda} \|c\|^2 dc,$$  \hspace{1cm} (5)

where $\text{Vol}(V_\Lambda)$ denotes the volume of $V_\Lambda$.

Now consider $n$-dimensional lattices $\Lambda_c$ and $\Lambda_f$. If $\Lambda_c \subseteq \Lambda_f$, then $\Lambda_c$ is said to be nested in $\Lambda_f$, where $\Lambda_c$ and $\Lambda_f$ are referred to as the coarse and fine lattices, respectively. From the nested pair $\Lambda_c$ and $\Lambda_f$, a nested lattice codebook $C$ can be constructed as $C = \Lambda_f \cap V_{\Lambda_c}$, where the associated code rate is given by

$$R = \frac{1}{n} \log |C| = \frac{1}{n} \log |\Lambda_f \cap V_{\Lambda_c}| \text{ (bits/channel use)}. \hspace{1cm} (6)$$

Finally, since the transmit power constraint is given by $P$, the codebook $C$ should be scaled to satisfy $P_{\Lambda_c} = P$, where $P_{\Lambda_c}$ can be obtained by substituting $V_{\Lambda_c}$ for $V_\Lambda$ in (5).

2) Encoding: For a non-negative integer $d_i$ satisfying that $d_i \leq \min\{2M_f, 2M_r\}$, let $w_i \in \mathbb{Z}^{2 \times d_i n_R}$ denote the binary data stream for transmitter $i$ of length $d_i n_R$, which is assumed to be independently and uniformly drawn from $\mathbb{Z}^{2 \times d_i n_R}$. To send $w_i$, using multiple transmit antennas, it is equally partitioned into $d_{[c,i]} + d_{[p,i]}$ sub-streams of length $n R$ each. Specifically, denote

$$w_i = \left[ w_{[c,i],1} \cdots w_{[c,i],d_{[c,i]}} \right] w_{[p,i],1 \cdots w_{[p,i],d_{[p,i]}}}$$, \hspace{1cm} (7)

where $w_{[c,i],j} \in \mathbb{Z}_2^{1 \times n R}$ and $w_{[p,i],k} \in \mathbb{Z}_2^{1 \times n R}$ for all $j \in [1 : d_{[c,i]}], k \in [1 : d_{[p,i]}], i \in \{1, 2\}$. That is, $d_i = d_{[c,i]} + d_{[p,i]} \leq \min\{2M_f, 2M_r\}$. Note that we here split $w_i$ into common and private streams. Specifically, $\{w_{[c,i],j}\}_{j \in [1 : d_{[c,i]}]}$ is the set of private streams intended to be recovered by receiver $i$ only, while $\{w_{[c,i],j}\}_{j \in [1 : d_{[c,i]}]}$ is the set of common streams required to be recovered by both receivers 1 and 2, although streams in $\{w_{[c,i],j}\}_{j \in [1 : d_{[c,i]}]}$ are not the intended streams for receiver $i \neq j$.

Then $w_{[c,i],j}$ and $w_{[p,i],k}$ are encoded by the nested lattice code $C \subset \mathbb{R}^{1 \times n R}$ explained above, i.e., $w_{[c,i],j}$ and $w_{[p,i],k}$ are mapped into lattice points $b_{[c,i],j} \in C$ and $p_{[p,i],k} \in C$, respectively, for all $j \in [1 : d_{[c,i]}], k \in [1 : d_{[p,i]}], i \in \{1, 2\}$. Notice that the same lattice code is assumed to be used for all streams $\{w_{[c,i],j}\}_{j \in [1 : d_{[c,i]}]}$, and $\{w_{[p,i],k}\}_{k \in [1 : d_{[p,i]}], i \in [1, 2]}$ to enable IF sum decoding at each receiver.

Next, a random dither $d_{[c,i],j,k} \in \mathbb{R}^{1 \times n}$, which is uniformly distributed over $\mathbb{R}^{1 \times n}$, and independent of $b_{[c,i],j}$, is employed to generate $s_{[c,i],j,k} = (b_{[c,i],j} - d_{[c,i],j,k}) \mod \Lambda_c$, $\forall i \in \{1, 2\}$ and $\forall j \in [1 : d_{[c,i]}]$. In the same manner, we can obtain $s_{[p,i],k} = (b_{[p,i],k} - d_{[p,i],k}) \mod \Lambda_c$, $\forall i \in \{1, 2\}$ and $\forall k \in [1 : d_{[p,i]}]$, where $d_{[p,i],k} \in \mathbb{R}^{1 \times n}$ is a random dither uniformly distributed over $\mathbb{R}^{1 \times n}$. It is assumed that all random dithers are known to both transmitters and receivers before communication. Note that due to the Crypto Lemma [51, Lemma 1], $s_{[c,i],j,k} \in \mathbb{R}^{1 \times n}$ and $s_{[p,i],k} \in \mathbb{R}^{1 \times n}$ are uniformly distributed over $\mathbb{R}^{1 \times n}$ and independent of $b_{[c,i],j}$ and $b_{[p,i],j}$, and their variances are given by $\frac{1}{n} \mathbb{E}\|s_{[c,i],j,k}\|^2 = \frac{1}{n} \mathbb{E}\|s_{[p,i],k}\|^2 = P_{\Lambda_c} = P$.

Consequently, $s_{[c,i],j}$ and $s_{[p,i],k}$ are used as input signals to send streams $w_{[c,i],j}$ and $w_{[p,i],k}$, respectively. Since there are $d_{[c,i]} + d_{[p,i]}$ independent data streams with equal rate $R$ for transmitter $i \in \{1, 2\}$, the total transmission rate of transmitter $i$ is $R_i = (d_{[c,i]} + d_{[p,i]}) R$ and the sum rate is given by

$$R_{\text{sum}} = R_1 + R_2 = (d_{[c,1]} + d_{[p,1]} + d_{[c,2]} + d_{[p,2]}) R. \hspace{1cm} (8)$$

For notational convenience, we define the set $d_{\text{stream}} = \{d_{[c,1]}, d_{[p,1]}, d_{[c,2]}, d_{[p,2]}\}$ in the rest of the paper.

3) Transmit Beamforming: To send multiple data streams simultaneously with multiple transmit antennas, we design the transmit signal vector of transmitter $i \in \{1, 2\}$ at time slot $t \in [1 : n]$ as

$$s_{[c,i],j}(t) = s_{[c,i],j,1}(t) \cdots s_{[c,i],j,d_{[c,i]}(t)} \in \mathbb{R}^{d_{[c,i]} \times 1},$$

$$s_{[p,i],k}(t) = s_{[p,i],j,1}(t) \cdots s_{[p,i],j,d_{[p,i]}(t)} \in \mathbb{R}^{d_{[p,i]} \times 1},$$

where

$$s_{[c,i],j}(t) = \left[ s_{[c,i],j,1}(t) \cdots s_{[c,i],j,d_{[c,i]}(t)} \right]^T \in \mathbb{R}^{d_{[c,i]} \times 1},$$

$$s_{[p,i],k}(t) = \left[ s_{[p,i],j,1}(t) \cdots s_{[p,i],j,d_{[p,i]}(t)} \right]^T \in \mathbb{R}^{d_{[p,i]} \times 1}.$$
$s_{[c],i,j}(t)$ and $s_{[p],i,j}(t)$ are the $t$th elements in $s_{[c],i,j}$ and $s_{[p],i,j}$, respectively, and $V_{[c],i} \in \mathbb{R}^{2M_{T} \times d_{[c],i}}$ and $V_{[p],i} \in \mathbb{R}^{2M_{R} \times d_{[p],i}}$ are beamforming matrices that convey common and private streams of transmitter $i$, respectively, where all column vectors in $V_{[c],i}$ and $V_{[p],i}$ are linearly independent, i.e.,

$$\text{rank}(\begin{bmatrix} V_{[c],i} & V_{[p],i} \end{bmatrix}) = d_{[c],i} + d_{[p],i} = d_i \leq \min\{2M_{T}, 2M_{R}\}. \quad (10)$$

In addition, we choose $d_{\text{stream}}$ to satisfy

$$d_{[c],i} + d_{[p],i} + d_{[c],j} + d_{[p],j} \leq 2M_{R} \quad (11)$$

for all $i \in \{1, 2\}$. Note that this condition is required to perform IF sum decoding for the intended streams and the other user’s common streams at each receiver.

Furthermore, the column vectors in $V_{[c],i}$ and $V_{[p],i}$ are properly normalized to satisfy the transmit power constraint $P$, i.e., their norms are given by one. The detailed design of beamforming matrices $V_{[c],i}$ and $V_{[p],i}$ suitable for each CSIT assumption will be discussed later in Section III-C.

B. Receiver Side

1) Linear Filtering: Since the transmit signal vector of transmitter $i$ is set to (18), for given $V_{[c],i}$ and $V_{[p],i}$, the received signal vector of receiver $i$ at time slot $t \in [1 : n]$ is given as

$$\tilde{y}_{i}(t) = H_{i,i}\tilde{x}_{i}(t) + H_{i,j}\tilde{x}_{j}(t) + z_{i}(t)$$

$$= H_{i,i}V_{[c],i}(t) + V_{[p],i}s_{[p],i}(t) + H_{i,j}V_{[c],j}(t) + V_{[p],j}s_{[p],j}(t) + z_{i}(t)$$

$$= \tilde{H}_{[d],i}s_{[d],i}(t) + \tilde{H}_{[d],j}s_{[d],j}(t) + z_{i}(t)$$

$$= \bar{H}_{[d],i}s_{[d],i}(t) + \tilde{H}_{[i,i]}s_{[d],i}(t) + \tilde{H}_{[i,j]}s_{[d],j}(t) + z_{i}(t), \quad (12)$$

where $i, j \in \{1, 2\}$ and $i \neq j$. Here

$$\bar{H}_{[d],i} = \begin{bmatrix} H_{i,i} & V_{[c],i} & H_{i,j} & V_{[c],j} \end{bmatrix} \in \mathbb{R}^{2M_{T} \times (d_{[c],i} + d_{[p],i} + d_{[c],j})}$$

represents the effective desired channel matrix observed at receiver $i$,

$$\tilde{H}_{[i,i]} = H_{i,i}, \bar{V}_{[p],i} \in \mathbb{R}^{2M_{R} \times d_{[p],i}}$$

represents the effective interfering channel matrix observed at receiver $i$, and

$$s_{[d],i}(t) = [s_{[c],i}(t) s_{[p],i}(t)]^{\dagger} \in \mathbb{R}^{d_{[c],i} + d_{[p],i} + d_{[c],j} \times 1}.$$ 

In addition, for notational simplicity, let $d_{[d],i} = d_{[c],i} + d_{[p],i} + d_{[c],j}$, which is the total number of streams that receiver $i$ attempts to recover. Then, based on $Y_{i} = [\tilde{y}_{i}(1) \tilde{y}_{i}(2) \cdots \tilde{y}_{i}(n)] \in \mathbb{R}^{2M_{R} \times n}$, receiver $i$ tries to recover the data streams associated with

$$S_{[d],i} = [s_{[d],i}(1) s_{[d],i}(2) \cdots s_{[d],i}(n)] \in \mathbb{R}^{d_{[d],i} \times n}$$

by applying IF sum decoding while treating

$$S_{[p],i} = [s_{[p],i}(1) s_{[p],i}(2) \cdots s_{[p],i}(n)] \in \mathbb{R}^{d_{[p],i} \times n}$$

as noise. To this end, receiver $i$ applies a linear filter $F_{IF,i} \in \mathbb{R}^{d_{[d],i} \times 2M_{T}}$ to the received vector $\tilde{y}_{i}(t)$ for each time slot $t \in [1 : n]$ to obtain in (13), shown at the bottom of the page, where

$$F_{IF,i} = P A_{i} \tilde{H}_{[d],i}^{\dagger} \left( I_{2M_{T}} + PH_{[d],i}^{\dagger} \tilde{H}_{[d],i} + PH_{[i,i]}^{\dagger} \tilde{H}_{[i,i]} \right)^{-1}, \quad (14)$$

$$\hat{z}_{i}(t) = \left( F_{IF,i} \tilde{H}_{[d],i} - A_{i} \right) s_{[d],i}(t) + F_{IF,i} \tilde{H}_{[i,i]}s_{[p],i}(t) + F_{IF,i} \tilde{z}_{i}(t), \quad (15)$$

and $A_{i} \in \mathbb{Z}^{d_{[d],i} \times d_{[d],i}}$ is a full-rank integer matrix chosen such that the effective noise in (13) is minimized. By extending the results in [21, Theorem 4 and Section VII-B], it can be seen that near-optimal $A_{i}$ can be found by solving the following optimization problem [21], [52] with approximate search algorithms such as Lenstra–Lenstra–Lovasz (LLL) algorithm [53],

$$\arg\min_{A_{i} \in \mathbb{Z}^{d_{[d],i} \times d_{[d],i}}, \text{rank}(A_{i}) = d_{[d],i}} \max_{m, m'} \frac{1}{m} \| I_{i}^{-1/2} U_{i}^{m} a_{i,m} \|^{2}, \quad (16)$$

where $U_{i}$ is an orthogonal matrix consisted of the eigenvectors of $Q_{i}$ as its columns where $Q_{i}$ is given in (17), shown at the bottom of the page, $\Gamma_{i}$ is a diagonal matrix whose entries are
the eigenvalues of $Q_i$, and $\mathbf{a}_{i,m}^T \in \mathbb{R}^{d_{d[i,i]}}$ is the $m$th row vector in $\mathbf{A}_i$. Moreover, after obtaining $\mathbf{A}_i$, the optimal linear filter $\mathbf{F}_{i,i}$ can be calculated in a closed form as (14).

2) IF Sum Decoding and Achievable Rate: After obtaining $\tilde{\mathbf{Y}}_i = [\tilde{y}_i(1) \ y_i(2) \cdots \ y_i(n)] \in \mathbb{R}^{d_{d[i,i]} \times n}$ over the block of $n$ transmissions, receiver $i$ firstly adds the dither matrix $\mathbf{D}_i$ to $\tilde{\mathbf{Y}}_i$ and performs the modulo-$\Lambda_c$ operation to obtain [25]

$$\tilde{\mathbf{Y}}_i = (\tilde{\mathbf{Y}}_i + \mathbf{A}_i \mathbf{D}_i) \mod \Lambda_c$$

$$= (\mathbf{A}_i \mathbf{S}_{d[i,i]} + \mathbf{A}_i \mathbf{D}_i + \tilde{\mathbf{Z}}_i) \mod \Lambda_c$$

$$= \left( \mathbf{A}_i \mathbf{B}_{d[i,i]} + \tilde{\mathbf{Z}}_i \right) \mod \Lambda_c$$

$$= \left( \mathbf{C}_i + \tilde{\mathbf{Z}}_i \right) \mod \Lambda_c,$$

where

$$\mathbf{D}_i = [d^{\dagger}_{c[i,i,1]} \cdots d^{\dagger}_{c[i,i,d_{d[i,i]}]} 
\cdots d^{\dagger}_{p[i,i,1]} \cdots d^{\dagger}_{p[i,i,d_{d[i,i]}]}] \in \mathbb{R}^{d_{d[i,i]} \times n},$$

$$\tilde{\mathbf{Z}}_i = [\tilde{z}_i(1) \ 	ilde{z}_i(2) \cdots \tilde{z}_i(n)] \in \mathbb{R}^{d_{d[i,i]} \times n},$$

$$\mathbf{B}_{d[i,i]} = [b^{\dagger}_{c[i,i,1]} \cdots b^{\dagger}_{c[i,i,d_{d[i,i]}]} 
\cdots b^{\dagger}_{p[i,i,1]} \cdots b^{\dagger}_{p[i,i,d_{d[i,i]}]}] \in \mathbb{R}^{d_{d[i,i]} \times n},$$

and $\mathbf{C}_i = (\mathbf{A}_i \mathbf{B}_{d[i,i]}) \mod \Lambda_c$ for $i \neq j$. Observe that $(\mathbf{B}_{d[i,i]} + \mathbf{D}_i) \mod \Lambda_c$ is a codeword from the same lattice codebook $\mathcal{C}$, as described in Section III-A.2. Since any integer-linear combination of lattice codewords over $\Lambda_c$ from the same codebook $\mathcal{C}$ is also a codeword included in $\mathcal{C}$ due to the linearity property of lattice codes, each row of $\mathbf{C}_i$ is itself a codeword in $\mathcal{C}$, which can be decoded within noise tolerance. In addition, the additive noise $\tilde{\mathbf{Z}}_i$ is independent of $\mathbf{C}_i$ due to the fact that $\mathbf{B}_{d[i,i]}$ is independent of $\mathbf{S}_{d[i,i]}$, $\mathbf{S}_{p[i,i]}$, and $\tilde{\mathbf{Z}}_i$, where

$$\tilde{\mathbf{Z}}_i = [\tilde{z}_i(1) \ 	ilde{z}_i(2) \cdots \tilde{z}_i(n)] \in \mathbb{R}^{d_{d[i,i]} \times n}.$$

From (17), let $\tilde{\mathbf{y}}_{i,m}$, $\tilde{c}_{i,m}$, and $\tilde{\mathbf{z}}_{i,m}$ denote the $m$th row vector in $\tilde{\mathbf{Y}}_i$, $\mathbf{C}_i$, and $\tilde{\mathbf{Z}}_i$, respectively, where $m \in [1:d_{d[i,i]}]$. Then we have

$$\tilde{\mathbf{y}}_{i,m} = (\tilde{c}_{i,m} + \tilde{\mathbf{z}}_{i,m}) \mod \Lambda_c.$$  

(19)

Based on $\tilde{\mathbf{y}}_{i,m}$, receiver $i$ attempts to separately decode $\tilde{c}_{i,m}$ for each $m \in [1:d_{d[i,i]}]$ in the presence of the effective noise vector $\tilde{\mathbf{z}}_{i,m}$ [21], [22], [23], [25], [32]. Let $\hat{c}_{i,m}$ denote the decoded version of $c_{i,m}$ and

Then the original streams in $\mathbf{B}_{d[i,i]}$ can be recovered from the decoded output $\hat{\mathbf{C}}_i$ as

$$\hat{\mathbf{B}}_{d[i,i]} = \left( \mathbf{A}_\Lambda^{-1} \hat{\mathbf{C}}_i \right) \mod \Lambda_c,$$

where $\mathbf{A}_\Lambda = (\mathbf{A}) \mod \Lambda_c$ and the matrix inversion is taken over $\Lambda_c$. Recall that receiver $i$ tries to recover all the streams in $\mathbf{B}_{d[i,i]}$, i.e., it recovers not only its intended streams sent by transmitter $i$, but also the common streams sent by transmitter $j$ under the proposed scheme, where $j \neq i$.

As in [21], [22], [23], [25], and [32], the decoding of $c_{i,m}$ is successful with probability approaching one as $n \to \infty$ if

$$R < \frac{1}{2} \log^+ \left( \frac{P}{\sigma^2_{i,m}} \right),$$

(21)

where $\sigma^2_{i,m}$ denotes the variance of $\tilde{z}_{i,m}$ given by

$$\sigma^2_{i,m} = \frac{1}{d_{d[i,i]}} \mathbb{E} \left( \| \tilde{z}_{i,m} \|^2 \right).$$

Since all integer-linear combinations $\{c_{i,m}\}_{m \in [1:d_{d[i,i]}]}$ should be successfully decoded in order to recover $\mathbf{B}_{d[i,i]}$ for all $i \in \{1, 2\}$, the achievable rate for each data stream is given by

$$R < \min_{i \in \{1, 2\}, m \in [1:d_{d[i,i]}]} \frac{1}{2} \log^+ \left( \frac{P}{\sigma^2_{i,m}} \right).$$

(22)

As a result, from (8), the overall achievable rates for receivers 1 and 2 and the corresponding sum rate are given by

$$R_1 < d_1 \left( \min_{i \in \{1, 2\}, m \in [1:d_{d[i,i]}]} \frac{1}{2} \log^+ \left( \frac{P}{\sigma^2_{i,m}} \right) \right),$$

$$R_2 < d_2 \left( \min_{i \in \{1, 2\}, m \in [1:d_{d[i,i]}]} \frac{1}{2} \log^+ \left( \frac{P}{\sigma^2_{i,m}} \right) \right),$$

$$R_1 + R_2 < (d_1 + d_2) \left( \min_{i \in \{1, 2\}, m \in [1:d_{d[i,i]}]} \frac{1}{2} \log^+ \left( \frac{P}{\sigma^2_{i,m}} \right) \right).$$

(23)

Note that we can rewrite the achievable rates (23) in a different form. Let us consider the following Cholesky decomposition:

$$\mathbf{A}_i \mathbf{Q}_i^{-1} \mathbf{A}_i^T = \mathbf{L}_i \mathbf{L}_i^T,$$

(24)

where $\mathbf{Q}_i$ is given as (17) and $\mathbf{L}_i \in \mathbb{R}^{d_{d[i,i]} \times d_{d[i,i]}}$ is a lower triangular matrix. Then it can be shown that the effective noise variance $\sigma^2_{i,m}$ is given by

$$\sigma^2_{i,m} = P \sum_{k=1}^m I^2_{i,k,m},$$

(25)

where $I_{i,k,m}$ is the $(k,m)$th element of $\mathbf{L}_i$. To avoid duplication of explanation, we refer to [25, Section III] for detailed derivation. Finally, the achievable rates (23) are rewritten as

$$R_1 < d_1 \left( \min_{i \in \{1, 2\}, m \in [1:d_{d[i,i]}]} \frac{1}{2} \log^+ \left( \frac{1}{\sum_{k=1}^m I^2_{i,k,m}} \right) \right),$$

$$R_2 < d_2 \left( \min_{i \in \{1, 2\}, m \in [1:d_{d[i,i]}]} \frac{1}{2} \log^+ \left( \frac{1}{\sum_{k=1}^m I^2_{i,k,m}} \right) \right),$$

$$R_1 + R_2 < (d_1 + d_2) \left( \min_{i \in \{1, 2\}, m \in [1:d_{d[i,i]}]} \frac{1}{2} \log^+ \left( \frac{1}{\sum_{k=1}^m I^2_{i,k,m}} \right) \right).$$

(26)

Remark 1: Recall that $\mathbf{A}_1$ and $\mathbf{A}_2$ can be constructed by solving the optimization problem (16). Then, from (24), $\mathbf{L}_i$ can be obtained by using such $\mathbf{A}_i$ and $\mathbf{Q}_i$ given in (17) and, as a result, the right-hand side term in (26), i.e.,

$$\min_{i \in \{1, 2\}, m \in [1:d_{d[i,i]}]} \frac{1}{2} \log^+ \left( \frac{1}{\sum_{k=1}^m I^2_{i,k,m}} \right).$$

(27)
is determined. Therefore, the rest of the optimization process is to find an appropriate set of streams $d_{\text{stream}}$ and design beamforming vectors $\{V_{[e],1}, V_{[p],1}, V_{[e],2}, V_{[p],2}\}$ for a given CSIT assumption.

3) IF Sum Decoding With SIC: So far, we focused on IF sum decoding without CSIT. By combining IF sum decoding with SIC, namely, successive IF [25], the achievable rates (23) or (26) can be further improved. In contrast to the basic IF receiver that recovers integer-linear combinations of codewords in parallel as described earlier, the successive IF receiver attempts to decode them one-by-one sequentially. To be specific, after linear combination of codewords in parallel as described earlier, the successive decoding with SIC, namely,

\[
\hat{z}_{i,m} \text{ based on } \hat{y}_{i,m} \text{ and the decoding output } \hat{c}_{i,m}.
\]

The receiver then performs SIC of the estimated noise for all $\{\hat{y}_{i,j}\}_{j>m}$ to reduce the effective noise for the remaining integer-linear combinations that have not yet been decoded. To state the achievable rate of each user that can be obtained through the successive IF scheme, let $L_{\text{SIC},i} \in \mathbb{R}^{d_{\text{in}},i \times d_{\text{in}},i}$ denote the lower triangular matrix obtained from the following Cholesky decomposition:

\[
\mathbf{A}_{\text{SIC},i} \tilde{Q}_{i}^{-1} \mathbf{A}_{\text{SIC},i}^T = L_{\text{SIC},i} \tilde{L}_{\text{SIC},i}^T,
\]

where $\mathbf{A}_{\text{SIC},i} \in \mathbb{Z}^{d_{\text{in}},i \times d_{\text{in}},i}$ is a full-rank integer matrix and $\tilde{Q}_{i}$ is given as (17). Here, a proper integer matrix of the CSI assumption.

\[
\text{arg min}_{\mathbf{A}_{\text{SIC},i} \in \mathbb{Z}^{d_{\text{in}},i \times d_{\text{in}},i}}, \text{ rank}(\mathbf{A}_{\text{SIC},i}) = d_{\text{in}},i, m \in \{1 : 1 : d_{\text{in}},i\} \max l^2_{\text{SIC},i,k,m}
\]

instead of solving (16), where $l_{\text{SIC},i,k,m}$ denotes the $(k,m)$th element of $L_{\text{SIC},i}^\dagger$. Then the achievable rates of the successive IF scheme are given by

\[
R_1 < \frac{1}{d_{\text{in}},i} \left( \min_{i \in \{1,2\}} \frac{1}{2} \log^+ \left( 1/L^2_{\text{SIC},i,k,m} \right) \right),
\]

\[
R_2 < \frac{1}{d_{\text{in}},i} \left( \min_{i \in \{1,2\}} \frac{1}{2} \log^+ \left( 1/L^2_{\text{SIC},i,k,m} \right) \right),
\]

\[
R_1 + R_2 < \frac{1}{d_{\text{in}},i} \left( \min_{i \in \{1,2\}} \frac{1}{2} \log^+ \left( 1/L^2_{\text{SIC},i,k,m} \right) \right).
\]

That is, the effective noise variance $\sigma^2_{i,m}$ of the successive IF scheme becomes

\[
\sigma^2_{i,m} = P \frac{1}{d_{\text{in}},i} l^2_{\text{SIC},i,k,m},
\]

which is clearly smaller than that in (25) even when $\mathbf{A}_{\text{SIC},i} = \mathbf{A}_{i}$. As a result, the successive IF receiver can outperform the basic IF receiver due to this noise reduction. For more detailed derivations, see [25].

C. Design of Transmit Beamforming

The achievable rates (26) or (30) depend on how to design transmit beamforming matrices $V_{[e],i}$ and $V_{[p],i}$, $i \in \{1,2\}$. However, finding the optimal beamforming matrices that maximize the achievable rates is very difficult to solve because the considered optimization problem belongs to non-convex integer programming. Therefore, in this paper, we focus on developing a simple universal beamforming scheme that can provide good performance over a wide range of channel matrices with low complexity suitable for each CSIT assumption.

1) No CSIT Case: When CSI is not available at the transmitter side, we set the transmit beamforming matrices as

\[
V_{[e],i} = \mathbf{I}_{2M_{i,1}} | 1 : d_{\text{in},i},
\]

\[
V_{[p],i} = \mathbf{I}_{2M_{i,2}} | d_{\text{in},i} + 1 : d_{\text{in},i} + d_{\text{out},i},
\]

for all $i \in \{1,2\}$ by utilizing the identity matrix. Then, based on the above transmit beamforming matrices (32), the set $d_{\text{stream}} = \{d_{[e],1}, d_{[p],1}, d_{[e],2}, d_{[p],2}\}$ is numerically optimized to maximize the achievable rates (26) or (30) while satisfying the conditions (10) and (11).

2) Partial CSIT Case: Now consider the case in which only the CSI of its own desired link is available at each transmitter, i.e., only the coefficients in $\mathbf{H}_{i,i}$ is known to transmitter $i \in \{1,2\}$. Consider the singular value decomposition (SVD) of $\mathbf{H}_{i,i}$ given by

\[
\tilde{\mathbf{H}}_{i,i} = \tilde{\mathbf{G}}_{i,i} \tilde{\mathbf{\Sigma}}_{i,i} \tilde{\mathbf{E}}_{i,i}^T,
\]

where $\tilde{\mathbf{G}}_{i,i} \in \mathbb{R}^{2M_{i,2} \times 2M_{i,2}}$ and $\tilde{\mathbf{E}}_{i,i} \in \mathbb{R}^{2M_{i,2} \times 2M_{i,2}}$ are unitary matrices and $\tilde{\mathbf{\Sigma}}_{i,i} \in \mathbb{R}^{2M_{i,2} \times 2M_{i,2}}$ is a rectangular diagonal matrix with non-negative real diagonal values. Then, to utilize the CSI of $\tilde{\mathbf{H}}_{i,i}$, we design the transmit beamforming matrices by using the SVD of $\tilde{\mathbf{H}}_{i,i}$ as

\[
V_{[e],i} = [\tilde{\mathbf{E}}_{i,i}]_1 : d_{\text{in},i},
\]

\[
V_{[p],i} = [\tilde{\mathbf{E}}_{i,i}]_d_{\text{in},i} + 1 : d_{\text{in},i} + d_{\text{out},i}.
\]

Note that SVD-based beamforming was also considered for a point-to-point MIMO channel with an IF receiver when CSI is known to both the transmitter and receiver, i.e., the closed-loop communication scenario [54]. Specifically, it was shown that unitary precoded IF in conjunction with SVD can achieve full-diversity.

Then, based on the transmit beamforming matrices (34), the optimal set of $d_{\text{stream}}$ that maximizes the achievable rates (26) or (30) is numerically searched under the conditions (10) and (11).

3) Full CSIT Case: Finally, consider the case in which full CSI is available at each transmitter, i.e., the coefficients in $\mathbf{H}_{1,i}$ and $\mathbf{H}_{2,i}$ are known to transmitter $i \in \{1,2\}$. Let us consider the SVDs of $\mathbf{H}_{1,i}$ and $\mathbf{H}_{j,i}$ given by $\mathbf{H}_{1,i} = \mathbf{G}_{1,i} \tilde{\mathbf{\Sigma}}_{1,i} \mathbf{E}_{1,i}^T$ and $\mathbf{H}_{j,i} = \tilde{\mathbf{G}}_{j,i} \tilde{\mathbf{\Sigma}}_{j,i} \tilde{\mathbf{E}}_{j,i}^T$ in the same manner as in (33), where $j \neq i$. Additionally, we also consider the SVD of the concatenated matrix $[\tilde{\mathbf{H}}_{1,i} \tilde{\mathbf{H}}_{j,i}]^T$ given by $[\tilde{\mathbf{H}}_{1,i} \tilde{\mathbf{H}}_{j,i}]^T = \mathbf{G} \tilde{\mathbf{\Sigma}}_{i} \mathbf{E}_{i}^T$. Then we design $V_{[e],i}$ as

\[
V_{[e],i} = [\tilde{\mathbf{E}}_{i,i}]_1 : d_{\text{in},i},
\]

\footnote{We also note that the capacity of the two-user MIMO interference channel is not yet known in general.}

\footnote{We assume that the optimal set $\{d_{[e],1}, d_{[p],1}, d_{[e],2}, d_{[p],2}\}$ is searched by each receiver and reported to the corresponding transmitter before communication for all CSIT assumptions.}

\footnote{However, the optimal precoding for an IF receiver that maximizes the achievable rate has not yet been known even for the point-to-point channel.}
and $V[p,i]$ in (36), shown at the bottom of the page, where $J_{j,i} \in \mathbb{R}^{2M_T \times (2M_T - 2M_R)}$ denotes the null matrix of $H_{j,i}$ that satisfies $H_{j,i}J_{j,i} = 0$ and $\text{rank}(H_{j,i}J_{j,i}) = \min\{2M_R, 2M_T - 2M_R \}$ when $M_T > M_R$ and $0 \leq \gamma_i \leq 1$ is a real number, which is numerically optimized assuming that the other parameters are given. Recall that the column vectors in $V[c,i]$ and $V[p,i]$ are properly normalized to satisfy the transmit power constraint $P$ for all $i \in \{1, 2\}$.

The motivation of the proposed beamforming construction (35) is from the fact that common streams are required to be recovered by both receivers. Hence, the right unitary matrix of the concatenated matrix consisting of the desired and interfering links are employed to convey common streams. On the other hand, since private streams are only recovered by the dedicated receiver while interfering to the other receiver, ZF beamforming is used to null out interference to the unintended receiver in addition to the SVD beamforming in (36). More specifically, a hybrid scheme, which is a simple linear combination of the ZF and SVD beamforming schemes, is proposed in (36) as a compromise between the two approaches.

Then, based on the transmit beamforming matrices (35) and (36), the set $d_{\text{stream}}$ and $(\gamma_1, \gamma_2)$ are optimized to maximize the achievable rates (26) or (30) while satisfying the conditions (10) and (11).

### D. Remarks

1) Comparison With Previous Works and Practical Implementation: By restricting $A_{SIC,i}$ in (28) to an identity matrix for all $i \in \{1, 2\}$, the proposed successive IF scheme becomes the conventional scheme with MMSE-SIC receivers, in which the operation at the transmitter side is the same as that of the proposed successive IF while MMSE-SIC operation is performed instead of successive IF sum decoding at the receiver side. Similarly, the proposed IF scheme recovers the conventional scheme with MMSE receivers by restricting $A_i$ in (24) to an identity matrix for all $i \in \{1, 2\}$. Moreover, if we set $d[p,i] = d_i = \min\{2M_T, 2M_R\}$ and $d[c,i] = 0$ for all

$$V[p,i] = \begin{cases} [E_{i,i}]_{1:d[p,i]} & \text{if } M_T \leq M_R, \\ \gamma_i[E_{i,i}]_{1:2M_T - 2M_R + (1 - \gamma_i)[J_{j,i}]_{1:2M_T - 2M_R}} & \text{if } 0 < 2M_T - 2M_R \leq d[p,i], \\ \gamma_i[E_{i,i}]_{1:d[p,i]} + (1 - \gamma_i)[J_{j,i}]_{1:d[p,i]} & \text{otherwise.} \end{cases}$$

![Fig. 2. Achievable outage sum rates of the no CSIT case when $M_T = 8$, $M_R = 4$, and $\alpha_{i,j} = 1$, $\forall i \in \{1, 2\}$.

(a) $\alpha_{i,j} = 1$, $K = 0$.

(b) $\alpha_{i,j} = 1$, $K = 20$.

(c) $\alpha_{i,j} = 0.25$, $K = 0$.

(d) $\alpha_{i,j} = 0.25$, $K = 20$.](image)
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Fig. 3. Achievable outage rate regions of the no CSIT case when $M_T = 8$, $M_R = 4$, $P = 20$dB, and $\alpha_{i,j} = 1$, $\forall i \in \{1,2\}$.

2) Receiver Complexity: Note that the symbol detection complexity of the proposed successive IF scheme and the proposed IF scheme is given by $O \left( M^4 \log M \right)$, where $M = \min\{M_T, M_R\}$ [57]. In a similar vein, the worst-case computational complexity of solving (29) for the proposed successive IF scheme is given by $O \left( M^5 \log M \right)$ [37] since the LLL algorithm needs to be applied at most $M$ times. However, the required computational complexity to find an integer matrix is negligible considering the entire decoding process, because the LLL algorithm is required to be performed only $|\mathcal{D}|$ times over $n$ transmissions, where $|\mathcal{D}|$ denotes the cardinality of $\mathcal{D}$ and $n$ is much greater than $M_T$ and $M_R$.

Therefore, the overall worst-case computational complexity of the proposed successive IF scheme and the proposed IF scheme is dominated by $O \left( M^5 \log M \right)$ per symbol, which is the same as that of MMSE receivers and MMSE-SIC receivers [55], [56].

IV. NUMERICAL ANALYSIS AND DISCUSSIONS

In this section, we numerically evaluate the achievable sum rates and rate regions of the proposed successive IF- and IF-based interference management schemes in various environments.

A. Simulation Environments and Evaluation Methodologies

In simulation, we assume the Rician block fading channel model, that is, the channel matrix $\mathbf{H}_{i,j}$ in (1) is assumed to

\[ i \in \{1,2\}, \text{ i.e., sending private streams only without any rank adaptation, then the proposed IF scheme recovers the previous interference management scheme with IF receivers proposed in [21, Section VII-C]. Therefore, the proposed IF framework provides a general coding strategy including the conventional MMSE-SIC receivers, MMSE receivers, and IF receivers as special cases.} 

Although the proposed IF and IF schemes are developed based on lattice codes in this paper, it is worthwhile mentioning that both schemes can be readily implemented via practical binary codes by simply extending the recent works [6], [37]. Additionally, although channels are assumed to be fixed during the communication block in this paper, the proposed schemes can be extended to practical environments in which channels vary within a codeword by modifying (17) as explained in [6], [37], and [52].
Fig. 4. Achievable outage sum rates of the partial CSIT case when $M_T = 8$, $M_R = 4$, and $\alpha_{i,i} = 1, \forall i \in \{1, 2\}$. 

be given by

$$\mathbf{H}_{i,j} = \sqrt{\alpha_{i,j}} \left( \sqrt{\frac{1}{K+1}} \mathbf{H}_{\text{NLoS},i,j} + \sqrt{\frac{K}{K+1}} \mathbf{H}_{\text{LoS},i,j} \right),$$

(37)

where $\alpha_{i,j} \geq 0$ denotes the relative channel strength of $\mathbf{H}_{i,j}$, $\mathbf{H}_{\text{NLoS},i,j}$ and $\mathbf{H}_{\text{LoS},i,j}$ represent the non-line-of-sight (NLoS) and line-of-sight (LoS) channel matrices between transmitter $j$ and receiver $i$, respectively, and $K \geq 0$ is the Rician $K$ factor. We further assume that each coefficient in $\mathbf{H}_{\text{NLoS},i,j}$ follows $\mathcal{CN}(0,1)$ and $\mathbf{H}_{\text{LoS},i,j}$ is given by

$$\mathbf{H}_{\text{LoS},i,j} = \beta_{i,j} \mathbf{q}_M(\theta_{i,j}) \mathbf{q}_M^*(\phi_{i,j}),$$

(38)

where

$$\mathbf{q}_M(\theta) = \begin{bmatrix} \exp(-i\pi \cos \theta) \\ \vdots \\ \exp(-i\pi (M-1) \cos \theta) \end{bmatrix} \in \mathbb{C}^{M \times 1},$$

(39)

$\beta_{i,j} \sim \mathcal{CN}(0,1)$ denotes the short-term fading coefficient of the LoS path between transmitter $j$ and receiver $i$, $\theta_{i,j}$ and $\phi_{i,j}$ denote the angles of incidence of the LoS path on the receive antenna array of the receiver $j$ and the transmit antenna array of transmitter $i$, respectively, and $\iota^2 = -1$. We assume that uniform linear antenna arrays are used at transmitters and receivers. In addition, it is assumed that $\phi_{i,j}$ and $\theta_{i,j}$ follow $\text{Unif}(0, 2\pi)$ for all $i, j \in \{1, 2\}$. Due to the key hole effect [11], [58], $\text{rank}(\mathbf{H}_{\text{LoS},i,j}) = 1$ for all $i, j \in \{1, 2\}$, and hence $\mathbf{H}_{i,j}$ becomes an ill-conditioned matrix as $K$ increases.

Note that when evaluating sum rates and rate regions, we consider the outage rate satisfying a certain outage probability [11]. For sum rate evaluation, assuming that the sum rate $R_{\text{sum}} = R_1 + R_2$ is achievable by a scheme for a given channel realization, the outage probability for a target sum rate $R_{\text{target},\text{sum}}$ is defined as

$$p_{\text{outage}}(R_{\text{target},\text{sum}}) = \text{Pr}(R_{\text{sum}} < R_{\text{target},\text{sum}}).$$

(40)

Then the percent outage sum rate is defined as

$$R_{\text{outage,\text{sum}}}(p) = \sup \left\{ R_{\text{target},\text{sum}} : p_{\text{outage}}(R_{\text{target},\text{sum}}) \leq \frac{p}{100} \right\}.$$  

(41)

We can generalize (40) and (41) for a rate pair as follows:

$$p_{\text{outage}}(R_{\text{target},1}, R_{\text{target},2}) = \text{Pr}(R_1 < R_{\text{target},1} \text{ and } R_2 < R_{\text{target},2}),$$

(42)

$$R_{\text{outage,1}}(p), R_{\text{outage,2}}(p)) = \sup \left\{ (R_{\text{target},1}, R_{\text{target},2}) : p_{\text{outage}}(R_{\text{target},1}, R_{\text{target},2}) \leq \frac{p}{100} \right\}.$$  

(43)
Here, \((R_1, R_2)\) denotes an achievable rate pair for a given channel realization and \((R_{\text{target},1}, R_{\text{target},2})\) denotes the target rate pair.

More specifically, for sum rate evaluation, an appropriate set \(d_{\text{stream}} \in D\) that maximizes the sum rate is numerically optimized for each channel realization. The outage sum rate is then evaluated over many channel realizations. On the other hand, for rate region evaluation, we calculate an achievable rate pair \((R_1, R_2)\) for every possible set \(d_{\text{stream}} \in D\) for each channel realization. Then the outage rate pair is evaluated for each given set \(d_{\text{stream}}\) over many channel realizations. Finally, a rate region of each scheme is obtained by the convex hull of the boundary points of the outage rate pairs.

B. Numerical Results

1) Benchmark Schemes: As benchmark schemes, we consider the interference management scheme using joint ML decoding receivers and the interference management scheme using MMSE-SIC receivers explained in Section III-D. For the considered joint ML decoding, it is assumed that transmitters use i.i.d. Gaussian codebooks and each receiver \(i \in \{1, 2\}\) exhaustively finds the set of stream vectors most likely sent by the transmitters based on its received signal vector \(Y_i = [\bar{y}_i(1) \ y_i(2) \ \cdots \ y_i(n)] \in \mathbb{C}^{M_k \times n}\).

In order to numerically analyze the contribution of each technical component incorporated into the proposed successive IF, we also consider the proposed successive IF with sending common streams only, i.e., \(d_{[c],i} = d_i \leq \min\{2M_T, 2M_R\}\) and \(d_{[p],i} = 0\) for all \(i \in \{1, 2\}\), the proposed successive IF with sending private streams only, i.e., \(d_{[p],i} = d_i \leq \min\{2M_T, 2M_R\}\) and \(d_{[c],i} = 0\) for all \(i \in \{1, 2\}\), and the IF with sending private streams only without any rank adaptation, i.e., \(d_{[p],i} = d_i = \min\{2M_T, 2M_R\}\) and \(d_{[c],i} = 0\) for all \(i \in \{1, 2\}\).

Remark 2: As discussed in Section III-D.2, the symbol detection complexity of the proposed successive IF scheme and the proposed IF scheme is determined according to the set \(d_{\text{stream}}\) but only the worst case is considered here for ease of comparison. Then, except for the joint ML receiver, the worst-case computational complexity of all the considered receivers is given by \(O(M_T M_R^2 + M_T M_R^2)\) per symbol, since in the worst case, all schemes have the same effective channel size. On the other hand, in the case of the joint ML receiver, the worst-case computational complexity is given by \(O(\frac{2^{\alpha_y R_{\text{MGI}}}}{n})\) per symbol [21], [42], [59], which is much larger than that of the other receivers.

2) No CSIT Case: Firstly, we consider the no CSIT case. Recall that the transmit beamforming matrices are set to (32) by utilizing an identity matrix due to the lack of CSIT. In simulation, we set \(M_T = 8, M_R = 4, \alpha_{1,1} = \alpha_{2,2} = 1, \alpha_{1,2}, \alpha_{2,1} \in \{0.25, 1\}\), and \(K \in \{0, 20\}\). To examine the effect of the channel strength of interfering links on the achievable rate, we consider both the relatively strong interference case \((\alpha_{1,2} = \alpha_{2,1} = 1)\) and the relatively weak interference...
Fig. 6. Achievable outage sum rates of the full CSIT case when $M_R = 4$ and $\alpha_{i,i} = \alpha_{i,j} = 1$, $\forall i, j \in \{1, 2\}$ where $i \neq j$.

Case ($\alpha_{1,2} = \alpha_{2,1} = 0.25$). Additionally, we also consider both cases where the LoS components are relatively dominant ($K = 10$) or non-existent ($K = 0$) to see the effect of channel condition number on the achievable rate. Under this setting, we plot the achievable 10% outage sum rates and rate regions of the considered schemes in Fig. 2 and Fig. 3, respectively.

The results demonstrate that both the proposed successive IF scheme and the proposed IF scheme strictly outperform the MMSE-SIC scheme. In particular, the performance gap increases with increasing $K$ due to the fact that the achievable rate of the MMSE-SIC scheme is significantly degraded compared to that of the successive IF scheme or the IF scheme for ill-conditioned channels, since in the case of the MMSE-SIC scheme, severe noise amplification is caused by restricting $A_{\text{SIC},i}$ to an identity matrix for all $i \in \{1, 2\}$. Figs. 2 and 3 also show that the gap between the achievable rates of the joint ML decoding and the proposed IF is small. Therefore, it can be seen that compared to the joint ML decoding receiver, the proposed successive IF receiver and the proposed IF receiver can significantly reduce the receiver complexity while only slightly lowering achievable rates. See Section III-D.2 and Remark 2 for more detailed analysis of receiver complexity.

In Fig. 2, it is also observed that a significant rate improvement can be obtained from rank adaptation and/or message splitting (employing both common and private streams), by comparing the proposed IF scheme with the case of sending private streams only without rank adaptation, i.e., $d_{|p|,i} = d_i = \min\{2M_T, 2M_R\}$ and $d_{|c|,i} = 0$ for all $i \in \{1, 2\}$. As seen in the figure, rank adaptation is essentially required to improve achievable rates. Hence, for the rest of the performance comparison in this section, we omit the case of no rank adaptation.

In addition, by comparing the achievable outage rate of the proposed successive IF scheme with that of the scheme with sending common or private streams only, it is shown that employing common streams becomes more beneficial as $\alpha_{1,2}$ and $\alpha_{2,1}$ increase, since common streams are required to be decoded by both receivers. More specifically, when $\alpha_{1,2} = \alpha_{2,1} = 1$, sending only common streams becomes a near-optimal strategy in terms of maximizing the sum rate under the proposed scheme in a similar vein to the results of previous works [39], [41]. On the other hand, when $\alpha_{1,2} = \alpha_{2,1} = 0.25$, sending only private streams becomes a near-optimal strategy.

Moreover, interestingly, the results demonstrate that employing common streams becomes more beneficial as $K$ increases. Note that channel matrices become ill-conditioned when $K$ is large, resulting in an overall decrease in the proper number of transmitted streams. Hence, in this case, each receiver can more easily recover all common streams sent by both transmitters, since the total number of streams to be decoded by each receiver becomes small.
3) Partial CSIT Case: Next, we perform numerical simulation of the partial CSIT case. Recall that in this case, the transmit beamforming matrices are set to (34) by utilizing the CSI of \( \bar{H}_{i,i} \). Except for the CSIT assumption, other simulation parameters are the same as in the simulation of the no CSIT case explained above. The achievable 10% outage sum rates and rate regions of the considered schemes for the partial CSIT case are plotted in Figs. 4 and 5, respectively.

By comparing Figs. 4 and 5 with Figs. 2 and 3, it is shown that the overall achievable outage rates of the partial CSIT case increase compared to the no CSIT case thanks to the presence of CSIT of direct links. Specifically, since the singular values of the channel matrix of the desired link are preserved in the effective channel matrix obtained after applying transmit beamforming if the SVD-based beamforming (34) is employed, the use of private streams has been shown to be more advantageous for the partial CSIT case compared to the no CSIT case that simply uses an identity matrix as a transmit beamforming matrix. Additionally, it is observed that the outage rate performance tendencies with respect to \( \alpha_{i,j} \) and \( K \) are similar to those without CSIT.

4) Full CSIT Case: Finally, we examine the full CSIT case. Recall that in this case, the transmit beamforming matrices for common and private streams are set to (35) and (36), respectively. In simulation, we set \( M_R = 4 \) and \( \alpha_{i,i} = \alpha_{i,j} = 1 \), \( \forall i, j \in \{1, 2\} \), and consider the cases where \( M_T \in \{6, 8\} \) and \( K \in \{0, 20\} \). In addition, we consider a transmission scheme using ZF beamforming and water-filling power allocation as a conventional benchmark scheme. More specifically, in this benchmark scheme, by utilizing the CSIT of cross links, inter-user interference is completely removed by ZF beamforming of each transmitter. Each transmitter–receiver pair then performs SVD beamforming and water-filling power allocation based on its acquired interference-free single-user channel, which can achieve the capacity of the given single-user channel. Under this setting, the achievable 10% outage sum rates and rate regions of the considered schemes are depicted in Fig. 6 and Fig. 7, respectively.

From Figs. 6 and 7, it can be seen that the overall achievable outage rates of the full CSIT case are further improved compared to the no CSIT case (Figs. 2 and 3) and the partial CSIT case (Figs. 4 and 5) thanks to the presence of CSIT of both direct links and cross links. Specifically, when \( M_T \) is large enough, i.e., \( M_T = 8 \), all interference links can be completely nulled out by transmit ZF beamforming without reducing the maximum number of streams that can be transmitted from each transmitter. Hence, when \( K = 0 \), i.e., for well-conditioned channels, it is observed that sending private streams only achieves a near-optimal outage sum rate under the proposed scheme, as shown in Fig. 7(b). On the other hand, even when \( M_T \) is large, if the channels are highly ill-conditioned, i.e., \( K = 20 \), the results demonstrate that the proposed message splitting method achieves better performance compared to the case with sending private streams only due to the gain from
employing common streams as shown in Fig. 7(d), as similar to the no CSIT case and the partial CSIT case explained above. This tendency becomes more significant as $M_T$ is smaller, because the dimension of null space of a cross link used to send private streams becomes smaller.

Moreover, it is also observed in Figs. 7(a) and 7(b) that the achievable outage rate of the benchmark scheme using ZF beamforming and water-filling power allocation considerably decreases when $M_T$ is small as $M_T = 6$, because the rank of the interference-free single-user channel matrix obtained after applying transmit ZF beamforming becomes only two. As a result, it can be seen that the proposed scheme combining message splitting and IF sum decoding can strictly outperform the benchmark scheme especially when $M_T$ is small, although equal power allocation is applied for all streams in the proposed scheme.4

V. Conclusion

In this paper, we have developed a new interference management scheme based on IF and message splitting for the two-user MIMO interference channel. Combining IF sum decoding and a message-splitting method that uses both common and private streams, the proposed scheme achieves good performance while effectively managing interference with low complexity. In addition, we considered three representative CSIT assumptions widely adopted in the literature and proposed low complexity transmit beamforming suitable for each CSIT assumption. Considering the performance gain confirmed through numerical simulations and the fact that the proposed scheme can be easily implemented with practical binary codes, our work could be one of the promising techniques for interference management in 6G communication systems.

Moreover, the ideas of our work can be extended in several interesting research directions. For example, extending to more than two user cases and combining the proposed scheme with interference alignment would be an interesting topic. Specifically, each of the original streams can be partitioned into a set of private and common streams, and the same transmit procedure as in the proposed scheme can be applied. Then each receiver attempts to decode its own streams and all common streams of the other users for the case of more than two users.
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