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Abstract

From the nano-scale to the macro-scale, biological tissue is spatially heterogeneous. Even when tissue behavior is well understood, the exact subject specific spatial distribution of material properties is often unknown. And, when developing computational models of biological tissue, it is usually prohibitively computationally expensive to simulate every plausible spatial distribution of material properties for each problem of interest. Therefore, one of the major challenges in developing accurate computational models of biological tissue is capturing the potential effects of this spatial heterogeneity. Recently, machine learning based metamodels have gained popularity as a computationally tractable way to overcome this problem because they can make predictions based on a limited number of direct simulation runs. These metamodels are promising, but they often still require a high number of direct simulations to achieve an acceptable performance. Here we show that transfer learning, a strategy where knowledge gained while solving one problem is transferred to solving a different but related problem, can help overcome this limitation. Critically, transfer learning can be used to leverage both low-fidelity simulation data and simulation data that is the outcome of solving a different but related mechanical problem. In this paper, we extend Mechanical MNIST, our open source benchmark dataset of heterogeneous material undergoing large deformation, to include a selection of low-fidelity simulation results that require $\approx 2 - 4$ orders of magnitude less
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CPU time to run. Then, we show that transferring the knowledge stored in metamodels trained on these low-fidelity simulation results can vastly improve the performance of metamodels used to predict the results of high-fidelity simulations. In the most dramatic examples, metamodels trained on 100 high-fidelity simulations but pre-trained on 60,000 low-fidelity simulations achieves nearly the same test error as metamodels trained on 60,000 high-fidelity simulations (1 − 1.5% mean absolute percent error). In addition, we show that transfer learning is an effective method for leveraging data from different load cases, and for leveraging low-fidelity two-dimensional simulations to predict the outcomes of high-fidelity three-dimensional simulations. Looking forward, we anticipate that transfer learning will enable us to better capture the influence of tissue spatial heterogeneity on the mechanical behavior of biological materials across multiple different domains.
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1. Introduction

Mechanical models of biological materials are useful for applications ranging from understanding the role of mechanics during development to predicting the outcomes of possible medical interventions [1, 2]. And, the complex heterogeneous behavior of biological materials makes constructing relevant mechanical models a both challenging and interesting problem [3]. Biological materials typically have a spatially heterogeneous micro- and nano-structure [4, 5]. In addition, the material properties of biological tissue often vary on macroscopic length scales [6]. Computational modeling is the ideal tool for directly investigating the effects of this heterogeneity [7, 8]. With computational modeling, it is possible to capture spatial heterogeneity and subsequently measure its effects [9]. Critically, making meaningful predictions about the behavior of biological materials will often require multiple simulations to account for both subject-specific variations and model uncertainty [10, 11]. In other words, rather than representing a biological material through the outcome of a single simulation,
examining the outcomes of a suite of simulations is often more appropriate [12, 13]. However, particularly when simulating complex microstructure and/or whole organ geometries, this approach can be prohibitively computationally expensive [14]. For example, it is usually prohibitively computationally expensive to simulate every plausible spatial distribution of material properties for a given problem of interest [15, 16, 17].

One way to overcome this limitation is through constructing metamodels [18]. Metamodels, “models of models” often referred to as “surrogate models,” are used to predict model outputs – often referred to as quantities of interest (QoI) – from given model input parameters [19, 20]. For example, in the work that we present here, we focus on predicting the QoI change in strain energy, \( \Delta \psi \), from a bitmap that defines a spatial distribution of material properties. This is illustrated in Fig. 1a. Metamodels are constructed (i.e. trained) from the outcomes of full-fidelity model runs [21]. Typically, metamodels are constructed to be computationally cheap to execute [22, 23]. For example, a trained metamodel will typically execute in fractions of a second while the equivalent finite element simulations typically take orders of magnitude longer to complete [24]. If a metamodel is successfully trained, it will be able to make accurate predictions for input parameter combinations outside of those used to generate training simulations and thus enable a computationally cheap exploration of the input parameter space [25]. This means that metamodels are an invaluable tool for conducting design optimization, sensitivity analysis, uncertainty quantification, and some forms of multiscale modeling [26, 27, 28, 29].

For metamodels that predict the mechanical behavior of heterogeneous material, convolutional neural networks (CNNs) are a popular choice [30, 31, 32]. This is because CNNs are designed to capture spatial relationships [33]. Recently, CNNs have been used to capture the mechanical behavior of heterogeneous materials with applications such as fracture prediction [34], design optimization [8], and material homogenization [35]. However, CNNs are notorious for requiring a large amount of training data [36]. This means that generating sufficient training data will still be prohibitively computationally expensive in
many cases. Transfer learning, where knowledge gained while solving one problem is transferred to a different but related problem, may help us overcome this issue [37]. Specifically, if easy to acquire data (either computationally cheap or generated for a previous study) can be leveraged, far fewer harder to acquire or new simulations will be necessary. A schematic of transfer learning is illustrated in Fig. 1b. In the context of simulating biological tissue with the finite element method [38, 39], examples of easier to acquire simulation data include simulations conducted with linear elements where quadratic elements would be more appropriate, simulations conducted on an un-refined mesh, simulations with less complexity, simulations in a lower dimensional space, and simulations of an identical tissue run previously to solve a different problem. We note that recently multi-fidelity modeling, a specific form of transfer learning where low fidelity simulation data is leveraged to make predictions about high fidelity simulation data, has gained popularity for constructing metamodels of computationally expensive simulations [40]. Here we choose a few relevant examples of simulation data from our Mechanical MNIST benchmark dataset (details provided in Section 2.1) to investigate the efficacy of metamodeling via transfer learning for problems related to heterogeneous tissue undergoing large deformation. Examples of the “different but related” datasets that we investigate in this paper are shown in Fig. 1c-e.

In this paper, we begin in Section 2 by describing our dataset, our metamodeling strategy, and our chosen method for transfer learning. Then, in Section 3 we describe and discuss the results of our study. Critically, we find that transfer learning is an effective way to leverage data from low-fidelity simulations, perturbation simulations, and simulations with different loading conditions. Finally, we conclude in Section 4. In Section 6 we provide information on how to access all of the data and the code required to reproduce our results.
2. Methods

Here we begin in Section 2.1 with a brief description of the Mechanical MNIST dataset and the additions to the dataset that were required to conduct the research presented in this paper [41]. Then, in Section 2.2 we briefly describe our metamodel selection and in Section 2.3 we describe our methods for implementing transfer learning. We end in Section 2.4 with a brief note on alternative approaches to transfer learning and multi-fidelity modeling. Details for accessing all of the relevant data and software are provided in Section 6.
2.1. Mechanical MNIST dataset

The Mechanical MNIST dataset [41] is a benchmark dataset with data from finite element simulations inspired by the MNIST dataset of handwritten digits popular within the computer vision research community [42]. Briefly, the dataset is constructed by using the MNIST bitmaps, illustrated in Fig. 1, to define the material properties of a heterogeneous block of Neo-Hookean material. The white pixels correspond to Young’s Modulus $E = 100$, the black pixels correspond to $E = 1$, and $E$ for the grayscale pixels is computed by linearly interpolating. The two-dimensional block of material is then subject to an applied displacement, where boundary conditions for the Uniaxial Extension (UE), Equibiaxial Extension (EE) and three-dimensional extension and twist (3D) load cases are shown schematically in Fig. 1. The total change in strain energy $\Delta \psi$ is computed for each level of applied displacement. As illustrated in Fig. 1, we consider a single QoI, $\Delta \psi$, and train our metamodels to predict this QoI when given an input bitmap. Identical to the original MNIST dataset, each subset of Mechanical MNIST contains 60,000 training data points and 10,000 test data points. Further details are presented in the manuscript accompanying the original dataset [41] and in Appendix B. Despite the “toy problem” nature of the dataset, it is specifically focused on heterogeneous materials undergoing large deformation and is thus relevant to our broader understanding of the behavior of heterogeneous soft tissue.

In this paper, we use nine different datasets that all fall under the broader Mechanical MNIST umbrella. We provide a summary in Table 1. For this paper specifically, we created the four coarse mesh (“CM”) datasets. Other than changing the mesh size and switching from quadratic to linear elements, these simulations are identical to the simulations in the “UE” high-fidelity dataset. However, because the MNIST input bitmaps are $28 \times 28$, the grids coarser than $28 \times 28$ are unable to perfectly resolve the spatial pattern. In addition we generated the three-dimensional dataset “3D” specifically for this paper. All other datasets had already been generated and published [43, 44]. The perturbation datasets “UE-perturb” and “UE-CM-28-perturb” are contained within “UE”
| Name               | Description                                                                 |
|--------------------|-----------------------------------------------------------------------------|
| UE                 | uniaxial extension, full fidelity dataset (fully refined mesh, quadratic triangular elements, applied displacement is 1/2 of a side length) |
| EE                 | equibiaxial extension, full fidelity dataset                                 |
| 3D                 | uniaxial extension and out of plane twist, full fidelity three dimensional dataset (fully refined mesh, quadratic tetrahedral elements, applied displacement is 1/7 of a side length, twist is π/8 radians, block thickness is 1/7 of a side length) |
| UE-CM-28           | uniaxial extension, 28 × 28 × 2 linear triangular elements                   |
| UE-CM-14           | uniaxial extension, 14 × 14 × 2 linear triangular elements                   |
| UE-CM-7            | uniaxial extension, 7 × 7 × 2 linear triangular elements                     |
| UE-CM-4            | uniaxial extension, 4 × 4 × 2 linear triangular elements                     |
| UE-perturb         | uniaxial extension, applied displacement is a perturbation                  |
| UE-CM-28-perturb   | uniaxial extension, 28 × 28 × 2 linear triangular elements, applied displacement is a perturbation |

Table 1: Summary of the different datasets, all within Mechanical MNIST, that we investigate in this paper. The perturbation displacement is 0.001 units compared to the side length of 28 units. Two additional datasets, UE-CM-7-quad and UE-CM-4-quad, are described in Appendix A. All data is freely available with access details provided in Section 6.

and “UE-CM-28” respectively. We also detail two additional datasets “UE-CM-7-quad” and “UE-CM-4-quad” in Appendix A. The open source finite element library FEniCS was used to run all simulations.

2.2. Metamodel

For each dataset shown in Table 1 we train a metamodel to predict $\Delta \psi$ from the input bitmap. In all cases, we used the same metamodel architecture. Specifically, we use a convolutional neural network (CNN) with a convolutional layer with 20 feature maps, followed by a max pooling layer, followed by a convolutional layer with 50 feature maps, followed by a max pooling layer, followed by a fully connected layer with 50 nodes. The output layer is a single node that predicts $\Delta \psi$. We use rectified linear unit (ReLU) activation functions. We construct and train the CNNs with open source library PyTorch. Details for accessing the code used to implement our metamodel are given in...
Section 6 Metamodel performance is discussed in Section 3.3. We note that our investigation of potential metamodels was not exhaustive. This model architecture is a slight modification of our previously published baseline model that was chosen based on model architectures that achieves good performance on the original MNIST dataset [41]. To our knowledge, the performance that we achieve in this paper represents the new best performance on the Mechanical MNIST datasets. However, we anticipate that this performance will be improved upon in the future.

2.3. Transfer learning

The essential idea behind transfer learning is that knowledge can be transferred between different but related problems. We note that making predictions based on each dataset listed in Table 1 can be thought of as a different but related problem. The relationship between these datasets is illustrated in Fig. 2, where each datapoint corresponds to one input bitmap in the Mechanical MNIST test set, and each plot shows the relationship between “UE” and another dataset. In all cases, the relationship between the two datasets is clearly not entirely random. With these datasets, we are interested in understanding the potential for transfer learning for three key applications:

1. Leveraging low fidelity data to predict high fidelity results (UE-CM-28, UE-CM-14, UE-CM-7, UE-CM-4 → UE), UE-CM-28-perturb → 3D)

2. Leveraging perturbation results to predict final simulation results (UE-perturb, UE-CM-28-perturb → UE), UE-CM-28-perturb → 3D)

3. Leveraging one load case results to predict another load case results (EE → UE, UE → EE, UE-CM-28-perturb → 3D)

The exploration of UE-CM-28-perturb → 3D is related to all three applications. As discussed subsequently in Section 2.4, there are multiple different approaches to transfer learning. In this paper, we focus exclusively on transfer learning through model pre-training. With this approach, the model is “pre-trained”
on the first dataset, and then further trained on the actual dataset of interest 50. Typically, the size of the first dataset used for pre-training will be much larger than the actual dataset of interest 51, 52. With this method, transfer learning is worthwhile when the metamodel with initialized weights based on pre-training is able to outperform a metamodel with randomly initialized initial weights at a lower total computational cost for generating new simulations. We note that in PyTorch implementing model pre-training is essentially trivial. The only additional steps beyond what is necessary to implement the metamodel described in Section 22 are: (1) train an initial metamodel (pre-train) using the same network architecture, and (2) load the initial metamodel weights before training the actual metamodel of interest 49.

Figure 2: All plots illustrate the correlation between the standard Uniaxial Extension (UE) dataset and another dataset: UE-CM-28, UE-CM-14, UE-CM-7, UE-CM-4, UE-perturb, UE-CM-28-perturb, EE, and 3D. All axis represent the QoI, change in strain energy $\Delta\psi$ at the end of the simulation, for each dataset. Each point corresponds to an input bitmap in the test set (10,000 points total per plot).

2.4. Note on multi-fidelity modeling

In the broader computational mechanics literature, there has been substantial recent interest in “multi-fidelity modeling” where, similar to what we describe in Section 23, metamodels are constructed based on simulation data
sources of varying fidelity. For example, computationally cheap one-dimensional models have been leveraged to make predictions about three-dimensional full-fidelity models. The multi-fidelity modeling paradigm has also been used to inform predictive models in the experimental setting with larger amounts of “low-fidelity” information obtained from simulations paired with comparatively few physical experiments. Multi-fidelity models are not restricted to convolutional neural networks, we note that Gaussian processes are also popular techniques for this approach. Conceptually, multi-fidelity models are a form of transfer learning. Notably, many multi-fidelity modeling methods presented in the literature involve specialized model architecture and/or problem specific methods for data integration. In this work, our goal is to explore the efficacy of transfer learning exclusively through straightforward model pre-training. We favor this approach because it is both simple to implement, and, as demonstrated in Section highly effective for the problems that we are interested in. We note that another approach popular in the broader machine learning literature is to use a pre-trained model as a fixed feature extractor and only perform additional training on part of the model. For example, it is common to hold the weights of all layers but the final layer fixed during the second round of training, or add additional layers to the pre-trained model and only adjust the added layers to the new dataset. In the approach presented in this paper, all model weights are free to update when the new dataset is added. Because we have made our datasets entirely open source, it is possible for other researchers to implement alternative methods and potentially exceed the baseline performance that we report in Section.

3. Results and Discussion

In this Section, we report the results of training convolutional neural networks to predict change in strain energy $\Delta \psi$ at fixed levels of applied displacement. We begin in Section 3.1 by showing the performance of our metamodel on each of the datasets listed in Table. Then, in Section 3.2, we show the
efficacy of pre-training on low-fidelity simulation, in Section 3.3 we show the efficacy of pre-training on perturbation results, and in Section 3.4 we show the efficacy of pre-training on a different load case. We end in Section 3.5 with a brief discussion of the limitations of this study and how these limitations could be addressed in future work.

Figure 3: This plot shows the test performance of each metamodel (see Section 2.2) with respect to the number of training samples for each dataset. We note that the metamodel trained on the UE dataset has 3.96% mean absolute percent error when trained with 100 samples, and 1.00% error when trained with 60,000 samples.

3.1. Metamodel without pre-training

Here we show the performance of the metamodel described in Section 2.2 on the datasets listed in Table 1. In Fig. 3 mean absolute percent error on the test set is plotted with respect to the number of samples used to train the metamodel. With our chosen metamodel architecture and PyTorch implementation (see Section 6 for information on accessing the code), the UE dataset metamodel has 3.96% mean absolute percent error when trained with 100 samples and 1.00% error when trained with 60,000 samples. We note that this is an incremental improvement over previously published baseline model performance of 1.9% mean absolute percent error obtained with a CNN using 60,000 training points [41]. This metamodel architecture has comparable performance on all other datasets except for UE-CM-4 which, despite improved performance
as more training data is added, has 37.5% test error with 100 training points and 11.5% test error with 60,000 training points.

In Fig. 4a-d, we show a visualization of the metamodel as more samples are used for training. Specifically, we show the first layer activations for all 20 feature maps for a representative input bitmap using guided backpropagation [57]. This visualization allows us to qualitatively compare different metamodels as a supplement to our quantitative error comparisons. We note that as the number of training samples increases, the first layer activations change substantially. We will return to this qualitative comparison when we show the results of metamodel pre-training. With pre-training, the first layer activations will look much more like Fig. 4d, despite being trained with the same small number of points as the metamodel shown in Fig. 4b.

3.2. Metamodel pre-trained on a low-fidelity simulation dataset

One of the most appealing applications of transfer learning for metamodel creation is the prospect of leveraging the results of computationally cheap simulations. In our Mechanical MNIST dataset, each of the simulations has quadratic elements and a highly refined mesh and thus takes several minutes to run on a single CPU (see Appendix B for more details). For many applications relevant to biomedical engineering, for example whole organ simulation, it is common for simulations to take tens to thousands of CPU hours to run [59, 60]. Changes such as switching from quadratic to linear elements and coarsening the finite element mesh can dramatically reduce computational cost, but these changes will also introduce error. For our UE-CM datasets, simulations take seconds to run on a single CPU, and yield low-fidelity predictions that, as illustrated in Fig. 2, are imperfect but correlated with the high-fidelity simulation results. Here we show what happens to our UE metamodel when it is pre-trained with our low-fidelity datasets.

In Fig. 5a-d, we show metamodel test error with respect to number of training samples for the UE metamodel (black curve) and then the UE metamodel pre-trained with different numbers of training points from the UE-CM datasets.
Figure 4: Illustration of first layer activations for an example input bitmap for different numbers of training points from the UE dataset: a) 100 training points; b) 1,000 training points; c) 10,000 training points; d) 60,000 training points. Illustration of first layer activations for an example input bitmap for pre-trained metamodels: e) a metamodel pre-trained on the UE-CM-28 dataset is then transferred to make predictions on the UE dataset; f) a metamodel pre-trained on the UE CM-28-perturb dataset is then transferred to make predictions on the UE dataset. The “metamodel visualization” shows the first layer activations visualized with guided backpropagation [57, 58]. Mean absolute percent error (MAE) is reported.
Figure 5: These plots show the test performance of pre-trained metamodels with respect to the number of training samples. In all plots, the black curve labeled “0” corresponds to metamodel performance without pre-training and the black dashed line corresponds to metamodel performance without pre-training for 60,000 training points which represents the best performance achieved by the metamodel given the available data (see Section 3.1). The other curves, labeled “1K”, “10K”, and “60K”, correspond to pre-trained metamodel performance where each metamodel is pre-trained with the indicated number of points from the related dataset. The plots show: a) UE prediction with UE-CM-28 used for pre-training; b) UE prediction with UE-CM-14 used for pre-training; c) UE prediction with UE-CM-7 used for pre-training; d) UE prediction with UE-CM-4 used for pre-training; e) UE prediction with UE-perturb used for pre-training; f) UE prediction with UE-CM-28-perturb used for pre-training; g) EE prediction with EE used for pre-training; h) EE prediction with UE used for pre-training; i) 3D prediction with UE-CM-28-perturb used for pre-training. Note that the y-axis scaling is not the same for each plot.
As illustrated in Fig. 2, the UE-CM-28 dataset has the closest relationship to the UE dataset while the relationship degrades as the mesh coarsens. In Fig. 5a, we see that pre-training with UE-CM-28 allows the UE pre-trained metamodel to achieve lower test error with fewer training samples. And, increasing the number of UE-CM-28 datapoints used for training improves the pre-trained metamodel performance. In Fig. 5b, we see similar but less dramatic results for the UE-CM-14 dataset. Then, in Fig. 5c, we see an initially worse performance at 100 training points for pre-training with UE-CM-7 followed by a marginal reduction in error for the UE pre-trained metamodels trained with 1,000 and 10,000 points. In Fig. 5d, we see that pre-training with the UE-CM-4 dataset is detrimental to model performance. For UE-CM-4, the combination of such an extremely coarse mesh and linear elements led to erroneous simulation results that could not be leveraged with our current method. In Appendix A, we provide some additional results with a coarse mesh and quadratic elements to separate the two sources of lower data quality.

These results show that with the metamodel architectures described in this paper it is possible to use transfer learning to achieve improved performance by pre-training on low-fidelity data. Pre-training with UE-CM-28 and UE-CM-14 showed clear and consistent benefit, while pre-training with UE-CM-7 and UE-CM-4 did not. All of the datasets are freely available, thus we welcome others to implement methods that surpass this baseline performance and are potentially able to leverage the UE-CM-7 and UE-CM-4 datasets. In Fig. 4a-d, we visualize the first layer activations for the UE metamodel without pre-training for different numbers of training points, and in Fig. 4e, we visualize both the UE-CM-28 60,000 training points metamodel and the subsequent pre-trained UE metamodel with 100 high-fidelity training points. The comparison between Fig. 4a-d and Fig. 4e shows the qualitative similarity between the UE full-fidelity metamodel with a large number of training points and the pre-trained metamodel with a small number of training points. Essentially, the metamodels are qualitatively similar and the pre-training process makes it possible to leverage this similarity.
3.3. Metamodel pre-trained on a perturbation simulation dataset

Building on the theme of leveraging the results of computationally cheap simulations, here we explore the potential benefits of pre-training on the results of simulated perturbations. In this case, this means simulation results from applied displacements orders of magnitude smaller than the actual applied displacement of interest. As illustrated in Fig. 2 both the UE-perturb and the UE-CM-28-perturb datasets are clearly related to the UE dataset. We note that in order to avoid numerical errors during the metamodel training process, we multiply the perturbation $\Delta \psi$ values by $10^8$ before training. In Fig. 5e-f, we show metamodel test error with respect to the number of training samples for the UE metamodel (black curve) and then the UE metamodel pre-trained with different numbers of training points from the UE-perturb and the UE-CM-28-perturb datasets. In both cases, pre-training leads to the UE pre-trained metamodel achieving lower test error with fewer training samples. And, increasing the number of datapoints used for pre-training improves the metamodel performance. In Fig. 4f, we also qualitatively compare the metamodel first layer activations for the UE-CM-28-perturb dataset and the UE dataset pre-trained with CM-28-perturb.

3.4. Metamodel pre-trained on an alternative load case dataset

Switching between load cases exemplifies the transfer learning concept of a “different but related problem.” Practically, the ability to leverage data acquired for one load case and apply it to another with minimal additional simulation runs required is a powerful tool for exploring the model parameter space beyond solely the effects of heterogeneous material properties. In Fig. 2 we show that the UE and EE datasets are related, but perhaps less similar than some of the UE and UE-CM datasets. In Fig. 5k, we show metamodel test error for UE metamodels pre-trained on the EE datasets. In Fig. 5h, we show metamodel

\footnote{Without this step, QoIs are $\mathcal{O}(10^{-6})$ and, at the time of publication, training on the $\mathcal{O}(10^{-6})$ values in PyTorch led to a metamodel that predicted 0.0 for all values.}
b) metamodel 2 (predict UE) created with transfer learning via pre-training on the EE dataset

Figure 6: Illustration of first layer activations for an example input bitmap for pre-trained metamodels: a) a metamodel pre-trained on the EE dataset is then transferred to make predictions on the UE dataset; b) a metamodel pre-trained on the UE dataset is then transferred to make predictions on the EE dataset. The “metamodel visualization” shows the first layer activations visualized with guided backpropagation [57, 58]. Mean absolute percent error (MAE) is reported.

test error for EE metamodels pre-trained on the UE datasets. And, in Fig. 6, we qualitatively compare the metamodel first layer activations. The plots in Fig. 5 show that pre-training the metamodel on data from another load case can be an effective way to reduce metamodel error. And, using more points for pre-training corresponds to lower metamodel error. The only exception to this is the UE metamodel pre-trained on the EE metamodel trained with 60,000 data points. We anticipate that it would be possible to adjust model architecture or training parameters to overcome what is likely overfitting to the newly provided data, but we chose not to in order to maintain consistency throughout the paper. Overall, we show that metamodel pre-training for transferring between load cases is viable.

In Fig. 5i, we show metamodel test error for 3D metamodels pre-trained on the UE-CM-28-perturb dataset. In Fig. 5i, we see that a metamodel pre-trained with 60,000 UE-CM-28-perturb datapoints and subsequently trained with 100
3D datapoints achieves a slightly lower test error than a metamodel trained with 60,000 3D datapoints. This example ties together the exploration of low fidelity datasets, perturbation datasets, and alternative load case datasets. Notably, the computational cost of generating the simulations for the transfer learning based metamodel is \( \approx 0.13\% \) of the computational cost for generating the 60,000 3D simulations, see Table B.3 for additional details. This shows the potential for transfer learning to have an important impact in computational modeling of heterogeneous materials undergoing large deformation.

3.5. Limitations of the present study

In our opinion, there are two main limitations to the present study. First, we are not able to claim that any of our metamodels are the best possible metamodels for a given dataset or that pre-training will always improve metamodel performance. It is possible that other researchers would be able to design metamodels that vastly exceed the performance reported here. And, it is possible that other approaches that leverage different but related data would be able to exceed the performance of our model pre-training based approach with either comparable or smaller data requirements. To address this limitation, we have released all of the data that our results are based on and welcome others to create models that exceed the baseline performance shown here [61]. This speaks to the broader problem of lack of benchmark data for method comparison within the computational mechanics research community [62]. Second, the Mechanical MNIST dataset that we used does not represent all possible qualities of heterogeneous soft tissue. For example, the current form of the dataset lacks a version with an anisotropic material model, a version with coupled fields, a version with three-dimensional simulations, and a version where the spatially heterogeneous distribution of material properties reflects specific types of biological tissue. To address this limitation, we plan to add to the dataset in the future and we welcome others to either build on our open source software (see Section 6) to generate simulations or create benchmark datasets with their own software that best address domain specific problems of interest.
4. Conclusion

In this paper, we demonstrate that transfer learning via metamodel pre-training is a powerful tool for creating metamodels of heterogeneous material behavior. We demonstrate the efficacy of the approach by example using our open source Mechanical MNIST benchmark dataset. First, we show that convolutional neural networks are an effective tool for creating metamodels based on our datasets. Then, we demonstrate that pre-training on data from simulations conducted with a coarse mesh, pre-training on data from simulated perturbations, and pre-training on alternative load cases can all improve metamodel performance. In the most dramatic example of the efficacy of transfer learning, we show that pre-training with the UE-CM-28 (coarse mesh) and the UE-CM-28-perturb (coarse mesh perturbation simulation) datasets makes metamodels trained with 100 high-fidelity simulation results perform almost as well as metamodels trained with 60,000 high-fidelity simulation results for both two-dimensional and three-dimensional high fidelity simulations (\(\approx 1\%\) error and \(\approx 1.5\%\) error respectively). In addition to this exploration of transfer learning, we have also contributed both low-fidelity and three-dimensional simulation results to the Mechanical MNIST benchmark dataset. This contribution will enable others to directly compare competing methods that may exceed the baseline performance shown here. Dataset and software access details are provided in Section 6. Looking forward, we anticipate that other researchers interested in creating metamodels of heterogeneous materials will be able to directly implement the methods presented in this paper. These methods will make it computationally tractable to explore the true behavior of spatially heterogeneous soft tissue and thus better understand and predict the true mechanical behavior of biological materials. Overall, we anticipate that transfer learning will enable substantial future advances in soft tissue simulation for both basic research and clinical applications.
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6. Additional Information

The entire Mechanical MNIST collection is available through the OpenBU Institutional Repository: https://open.bu.edu/handle/2144/39371. The data used specifically for this paper is available at: https://hdl.handle.net/2144/41357. All code used to generate the data and metamodels presented in this paper is available through GitHub: https://github.com/elejeune11/Mechanical-MNIST-Transfer-Learning.

Appendix A. Additional datasets

| Name          | Description                                      |
|---------------|--------------------------------------------------|
| UE-CM-7-quad  | uniaxial extension, $7 \times 7 \times 2$ quadratic triangular elements |
| UE-CM-4-quad  | uniaxial extension, $4 \times 4 \times 2$ quadratic triangular elements |

Table A.2: Summary of two additional datasets, both within Mechanical MNIST. Both datasets are freely available with access details provided in Section 6.

In Table A.2 we describe two additional datasets: “UE-CM-7-quad” and “UE-CM-4-quad.” These datasets are identical to UE-CM-7 and UE-CM-4 respectively but with quadratic elements rather than linear elements. Details for accessing these datasets are provided in Section 6. In Fig. A.7 we illustrate the relationship between each dataset and the UE dataset. These plots are consistent with Fig. 2 in the main body of the text. Then, in Fig. A.8 we
Figure A.7: Both plots illustrate the correlation between the standard Uniaxial Extension (UE) dataset and another dataset: UE-CM-7-quad and UE-CM-4-quad. All axes represent the QoI, change in strain energy $\Delta \psi$ at the end of the simulation, for each dataset. Each point corresponds to an input bitmap in the test set (10,000 points total per plot).

plot the results of predicting UE from metamodels pre-trained on each dataset. These plots are consistent with Fig. 5 in the main body of the text.

In Table B.3 we include these datasets in our evaluation of approximate computational cost. When making choices about the type of simulations to run for pre-training, the key tradeoff is between the computational cost of generating the finite element simulation dataset, and the potential increase in metamodel performance. We note that, for this example, a finer discretization of linear elements provides a better tradeoff compared to a coarser discretization of quadratic elements. However, computational cost may vary with different choices of hardware and software, which may influence the balance of this tradeoff. Ultimately, the optimal parameters of the low fidelity model will be problem specific.

Appendix B. Additional information on dataset generation

Essential information about dataset generation is provided in Section 2.1 of this paper and in our previously published work [41]. For reference, we use a
Figure A.8: These plots shows the test performance of pre-trained metamodels with respect to the number of training samples. In all plots, the black curve labeled “0” corresponds to metamodel performance without pre-training and the black dashed line corresponds to metamodel performance without pre-training for 60,000 training points which represents the best performance achieved by the metamodel given the available data (see Section 3.1). The other curves, labeled “1K”, “10K”, and “60K”, correspond to pre-trained metamodel performance where each metamodel is pre-trained with the indicated number of points from the related dataset. Left: UE prediction with UE-CM-7-quad used for pre-training; Right: UE prediction with UE-CM-4-quad used for pre-training.

compressible Neo-Hookean material model:

\[
\psi = \frac{1}{2} \mu \left[ \mathbf{F} : \mathbf{F} - 3 - 2 \ln(\det \mathbf{F}) \right] + \frac{1}{2} \lambda \left[ \frac{1}{2} ((\det \mathbf{F})^2 - 1) - \ln(\det \mathbf{F}) \right] \quad (B.1)
\]

where \( \psi \) is the strain energy, \( \mathbf{F} \) is the deformation gradient, and \( \mu \) and \( \lambda \) are the Lamé parameters equivalent to Poisson’s ratio \( \nu \) and Young’s modulus \( E \):

\[
E = \frac{\mu (3\lambda + 2\mu)}{\lambda + \mu} \quad \nu = \frac{\lambda}{2 (\lambda + \mu)} . \quad (B.2)
\]

We convert the MNIST bitmap images to material properties by dividing the material domain such that it corresponds with the grayscale bitmap and then we specify \( E \) as

\[
E = \frac{c}{255.0} (100.0 - 1.0) + 1.0 \quad (B.3)
\]

where \( c \) is the corresponding value of the grayscale bitmap that can range from 0 – 255. For all simulation, we keep Poisson’s ratio fixed at \( \nu = 0.3 \) throughout the domain. Each simulation is thus a soft background material with “digits”
that are two orders of magnitude stiffer than the background material. In Fig. B.9 we show change in strain energy $\Delta \psi$ as a function of applied displacement for five randomly selected curves from each dataset. The same five input bitmaps are used to generate the curves in each plot. Consistent with the plots shown in Fig. 2 and Fig. A.7, many of the datasets are both qualitatively and quantitatively similar. We note that all code used to generate dataset is freely available, with access details given in Section 6.

| Name            | Approximate time for one simulation (seconds) | Approximate time for 60,000 simulations (hours) |
|-----------------|---------------------------------------------|-----------------------------------------------|
| 3D              | 1,300 s                                     | 30,000 hrs                                    |
| UE              | 400 s                                       | 6,600 hrs                                     |
| UE-CM-28        | 1.8 s                                       | 30 hrs                                        |
| UE-CM-14        | 1.4 s                                       | 23 hrs                                        |
| UE-CM-7         | 1.4 s                                       | 23 hrs                                        |
| UE-CM-4         | 1.3 s                                       | 22 hrs                                        |
| UE-CM-7-quad    | 2.8 s                                       | 46 hrs                                        |
| UE-CM-4-quad    | 1.6 s                                       | 26 hrs                                        |
| UE-perturb      | 28 s                                        | 460 hrs                                       |
| UE-CM-28-perturb| 0.24 s                                      | 4.1 hrs                                       |

Table B.3: Summary of the approximate computational cost per simulation. Each simulation is run with open source software FEniCS at the Massachusetts Green High Performance Computing Center on a single core. All code to generate the data is freely available with access details provided in Section 6. We note that with different hardware or software choices computational time may vary significantly.

In Table B.3 we list the approximate computational cost of generating each dataset. With our chosen software and hardware, time for a single simulation ranges from 0.24 seconds (UE-CM-28-perturb) to 1,300 seconds (3D). In Fig. 5 we compare the performance of metamodels that are and are not pre-trained and argue that pre-training can lead to equivalent metamodel performance with a substantially cheaper to generate dataset. For example, in Fig. 5a, a pre-trained metamodel with 60,000 UE-CM-28 simulations and 100 UE
Figure B.9: Five randomly selected change in strain energy $\Delta \psi$ vs. applied displacement curves from each dataset. Applied displacement units match the units of the $28 \times 28$ unit block. The same five input bitmaps are used for each plot. For the “perturb” datasets, the datapoint that corresponds to the perturbation simulation is shown in red. For all other datasets, $\Delta \psi$ is taken at the final step of applied displacement.
simulations performs similarly to a metamodel trained with 60,000 UE data points. The pre-training case requires approximately 41 CPU hours whereas the case without pre-training requires approximately 6,600 CPU hours. For the example shown in Fig. 5, the pre-training case (60,000 UE-CM-28-perturb and 100 UE) requires approximately 15 CPU hours whereas the case without pre-training requires approximately 6,600 CPU hours. From all examples shown in Fig. 5, the most extreme example is UE-CM-28-perturb used to pre-train 3D. In this example, the pre-training case (60,000 UE-CM-28-perturb and 100 3D) requires approximately 40 CPU hours, whereas the case without pre-training requires approximately 30,000 CPU hours. Therefore, in our most extreme example, the metamodel built with transfer learning requires 0.13% of the CPU hours of the metamodel built without it. This clearly demonstrates the potential of transfer learning for enhancing metamodels of heterogeneous material behavior.

Appendix C. Metamodel performance before and after transfer

In Fig. 5 and Fig. A.8, we plot metamodel performance with respect to the number of “dataset-2” training samples (see schematic in Fig. 1). In each plot, each curve corresponds to a different number of “dataset-1” samples used for metamodel pre-training. In Fig. 5 and Fig. A.8 there is a clear comparison between metamodels with pre-training (curves labeled 1K, 10K, and 60K) and metamodels with no pre-training (black curve labeled 0). We note that in most cases investigated, pre-training reduces metamodel error. An additional useful comparison is the metamodel performance without additional training on dataset-2 (i.e. transfer). If dataset-1 and dataset-2 are identical, the additional training will make little difference. In Table B.4 we compare mean absolute test error before transfer (column 3) and mean absolute test error after transfer with 100 points of additional training (column 4). We note that the values in column 4 are datapoints in the Fig. 5 and Fig. A.8 plots. In all cases, the additional training decreases error when making predictions on dataset-2. In
| Model                  | Number of Pre-Training Points | Mean Absolute Test Error on Dataset-2 Before Transfer | Mean Absolute Test Error on Dataset-2 After Transfer with 100 Points Additional Training |
|------------------------|-------------------------------|------------------------------------------------------|-------------------------------------------------------------------------------------|
| UE-CM-28 → UE         | 1,000                         | 6.08%                                                | 2.67%                                                                               |
|                        | 10,000                        | 3.34%                                                | 1.65%                                                                               |
|                        | 60,000                        | 3.16%                                                | 1.06%                                                                               |
| UE-CM-14 → UE         | 1,000                         | 14.1%                                                | 3.18%                                                                               |
|                        | 10,000                        | 7.98%                                                | 2.46%                                                                               |
|                        | 60,000                        | 10.3%                                                | 2.00%                                                                               |
| UE-CM-7 → UE          | 1,000                         | 18.4%                                                | 4.83%                                                                               |
|                        | 10,000                        | 22.6%                                                | 4.23%                                                                               |
|                        | 60,000                        | 24.1%                                                | 4.42%                                                                               |
| UE-CM-4 → UE          | 1,000                         | 47.9%                                                | 12.1%                                                                               |
|                        | 10,000                        | 47.7%                                                | 12.2%                                                                               |
|                        | 60,000                        | 55.1%                                                | 16.4%                                                                               |
| UE-perturb* → UE      | 1,000                         | 37.1%                                                | 2.79%                                                                               |
|                        | 10,000                        | 37.4%                                                | 1.78%                                                                               |
|                        | 60,000                        | 38.3%                                                | 1.39%                                                                               |
| UE-CM-28-perturb* → UE| 1,000                         | 32.9%                                                | 2.76%                                                                               |
|                        | 10,000                        | 34.9%                                                | 1.77%                                                                               |
|                        | 60,000                        | 34.6%                                                | 1.34%                                                                               |
| UE-CM-7-quad → UE     | 1,000                         | 10.9%                                                | 2.91%                                                                               |
|                        | 10,000                        | 8.32%                                                | 2.72%                                                                               |
|                        | 60,000                        | 9.99%                                                | 2.57%                                                                               |
| UE-CM-4-quad → UE     | 1,000                         | 16.6%                                                | 4.58%                                                                               |
|                        | 10,000                        | 19.7%                                                | 4.91%                                                                               |
|                        | 60,000                        | 18.1%                                                | 4.75%                                                                               |
| EE → UE               | 1,000                         | 258%                                                 | 3.44%                                                                               |
|                        | 10,000                        | 252%                                                 | 3.39%                                                                               |
|                        | 60,000                        | 252%                                                 | 3.82%                                                                               |
| UE → EE               | 1,000                         | 71.0%                                                | 2.23%                                                                               |
|                        | 10,000                        | 71.4%                                                | 2.18%                                                                               |
|                        | 60,000                        | 71.7%                                                | 1.79%                                                                               |
| UE-CM-28-perturb* → 3D| 1,000                         | 83.5%                                                | 2.79%                                                                               |
|                        | 10,000                        | 80.2%                                                | 2.05%                                                                               |
|                        | 60,000                        | 81.1%                                                | 1.41%                                                                               |

Table B.4: This table accompanies Fig. 5 and Fig. A.8. Here we compare the metamodel error on the dataset of interest (dataset 2) before and after using 100 dataset-2 samples for additional training. *As stated in the text, $\Delta \psi$ in the perturbation dataset is multiplied by $10^8$ before metamodel training to avoid numerical errors during the training process.
many cases, the metamodel without additional training would do a poor job making predictions on dataset-2.
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