Joint domain adaptation and speech bandwidth extension using time-domain GANs for speaker verification
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Abstract

Speech systems developed for a particular choice of acoustic domain and sampling frequency do not translate easily to others. The usual practice is to learn domain adaptation and bandwidth extension models independently. Contrary to this, we propose to learn both tasks together. Particularly, we learn to map narrowband conversational telephone speech to wideband microphone speech. We developed parallel and non-parallel learning solutions which utilize both paired and unpaired data. We first discuss joint and disjoint training of multiple generative models for our tasks. Then, we propose a two-stage learning solution using a pre-trained domain adaptation system for pre-processing in bandwidth extension training. We evaluated our schemes on a Speaker Verification downstream task. We used the JHU-MIT experimental setup for NIST SRE21, which comprises SRE16, SRE-CTS Superset, and SRE21. Our results prove that learning both tasks is better than learning just one. On SRE16, our best system achieves 22% relative improvement in Equal Error Rate w.r.t. a direct learning baseline and 8% w.r.t. a strong bandwidth expansion system.

Index Terms: domain adaptation, speech bandwidth extension, time-domain GAN, non-parallel learning, joint learning

1. Introduction

Deep learning-powered speech systems are becoming ubiquitous. We usually design them for a particular choice of sampling frequency and acoustic domain. To deploy them in a different condition, we typically re-train them with relevant data or develop pre-processing solutions [1]. Commonly, two fundamental speech tasks, namely bandwidth extension (BWE) and domain adaptation (DA) are pursued for this. Bandwidth extension refers to predicting missing higher-frequency (upper-band) information, and domain adaptation refer to the set of techniques aimed at improving the robustness of the model to the choice of testing domain. Both tasks are greatly beneficial [2–7] but usually only one of both is employed.

Supervised and unsupervised learning can both address bandwidth extension. For supervised learning, mapping [2] (deep regression) is typically used. Common choices of generative models include Conditional Generative Adversarial Network (CGAN) [8] and Cycle-consistent GAN (CycleGAN) [9, 10] respectively. Domain adaptation is an extensively studied problem as well. [11] studies Multi-Source Domain Adaptation (MSDA) using Domain Adversarial Training (DAT) [12]. In [13], the authors perform an unsupervised training of a Probabilistic Linear Discriminant Analysis (PLDA) classifier. CycleGANs are also popular for domain adaptation [5–7, 11–16].

However, there are limited studies for joint learning of bandwidth extension or domain adaptation with other tasks. [17] and [18] first proposed joint training of speech denoising and bandwidth extension. In [19], authors learn domain adaptation and discriminative feature learning. In [20], authors learn class alignment in addition to domain alignment. To our knowledge, there is no study for joint learning of bandwidth extension and domain adaptation. We hypothesize that learning them together brings further gains in performance. We propose to use them as pre-processing solutions to improve the downstream task of Automatic Speaker Verification (ASV) –which aims at determining if the speakers in two recordings are identical or not. We are interested in Telephony Speaker Verification, i.e., our test sets (except SRE21) are composed of only telephone signals with a sampling frequency of 8kHz. However, the training data for the front-end (x-vector network [21]) and back-end (PLDA [22]) of ASV uses microphone speech, which has a sampling frequency of 16 kHz and has a mismatch w.r.t. telephone domain. We propose to project all signals to a richer space (corresponding to 16kHz wideband microphone speech) and follow a test-time extension and adaptation.

Our main contributions are: (1) We provide the first study for joint learning of domain adaptation and bandwidth extension using time-domain GANs and establish strong baselines on real test sets; (2) We provide the proof-of-concept that learning of these tasks can be synergistic while leveraging synthetic narrowband microphone data; (3) We provide formulations of joint training of supervised and unsupervised GANs and report significant improvements on SRE16 test set with our best scheme.

2. Supervised and unsupervised GANs

Here, we describe the Generative Adversarial Network (GAN) [23] based models used in this work. GANs learn to sample from true data distribution without access to class labels – in our case, speaker labels. Typically, they consist of two networks: generator and discriminator. The discriminator learns to distinguish between real and fake/generated samples while the generator learns to “fool” the discriminator [23].

2.1. Conditional GAN

CGAN is a supervised/parallel learning GAN which learns a mapping from one domain (say A) to another (say B) using paired data, i.e., corresponding samples from two domains. \( G_{A\rightarrow B} \) and \( D_B \) denotes the generator and the discriminator respectively. In addition to the typical adversarial loss of GAN (\( L_{adv} \)), CGAN minimizes regression loss (\( L_{sup} \)) between ground truth and predicted output, which is weighted by a hyperparameter \( \lambda_{sup} \). The minimax formulation is:

\[
\min_{G_{A\rightarrow B}} \max_{D_B} \mathbb{E}_{\hat{x_A}\sim D_{A\rightarrow B}} \mathbb{E}_{y\sim D_Y} \mathbb{E}_{x\sim D_X} D_B(D_Y(G_{A\rightarrow B}((x, y)))) + \lambda_{sup} L_{sup},
\]

\[
\mathbb{E}_{x\sim D_X} L_{sup}(G_{A\rightarrow B}((x, y)), y).
\]

\[\text{CGAN}_{A,B} = L_{adv} + \lambda_{sup} L_{sup}.\] (2)
2.2. CycleGAN

Cycle-consistent GAN is an unsupervised/non-parallel learning GAN that learns mappings between two domains (say A and B) without pairing information. It can be seen as two CGANs with additional cycle loss \( L_{cy} \) and identity loss \( L_{id} \), which are weighted by hyper-parameters \( \lambda_{cy} \) and \( \lambda_{id} \) respectively. Cycle loss enforces semantic consistency in mapping and the identity loss is a regularizer. CycleGAN optimizes

\[
\min_{\varphi_{A \rightarrow B}, \varphi_{B \rightarrow A}} \max_{\Psi_A, \Psi_B} L_{cy}(\varphi_{A \rightarrow B}, \varphi_{B \rightarrow A}, \Psi_A, \Psi_B),
\]

The expression for \( L_{adv,A\rightarrow B} \) is identical to Eq. 3, while \( L_{adv,B\rightarrow A} \) is defined similarly as \( L_{adv,A\rightarrow B} \) with A and B swapped. Cycle and identity losses are given by

\[
L_{cy} = E_{a \sim p_A}[\|a - \varphi_{B \rightarrow A}(\varphi_{A \rightarrow B}(a))\|_1] + E_{b \sim p_B}[\|b - \varphi_{A \rightarrow B}(\varphi_{B \rightarrow A}(b))\|_1]
\]

\[
L_{id} = E_{a \sim p_A}[\|a - \varphi_{B \rightarrow A}(a)\|_1] + E_{b \sim p_B}[\|b - \varphi_{A \rightarrow B}(b)\|_1]
\]

2.3. Joint training of CycleGAN and conditional GAN

We propose to jointly train CycleGAN and CGAN to learn \( A \leftrightarrow B \) and \( B \rightarrow C \) mappings, respectively, where C is the third domain of interest. For this model (CycleGAN\(_{CGAN}\)), we optimize:

\[
\min_{\varphi_{A \rightarrow B}, \varphi_{B \rightarrow C}, \psi_A, \psi_B} \max_{\varphi_{C \rightarrow A}, \varphi_{A \rightarrow B}} L_{cy}(\varphi_{A \rightarrow B}, \varphi_{B \rightarrow C}, \psi_A, \psi_B) + \lambda_{cy}(L_{cy,C}) + \lambda_{id}(L_{id}) + \lambda_{adv}(L_{adv,C}).
\]

2.4. Joint training of two CycleGANs

We propose to train two CycleGANs that learn \( A \leftrightarrow B \) and \( B \leftrightarrow C \) mappings, i.e., we do not learn \( A \rightarrow C \) and \( C \rightarrow A \). For this model (CycleGAN\(_{CGAN}\)), we optimize:

\[
\min_{\varphi_{A \rightarrow B}, \varphi_{B \rightarrow C}, \psi_A, \psi_B} \max_{\varphi_{C \rightarrow A}, \varphi_{A \rightarrow B}} L_{cy}(\varphi_{A \rightarrow B}, \varphi_{B \rightarrow C}, \psi_A, \psi_B) + \lambda_{cy}(L_{cy,C}) + \lambda_{id}(L_{id}) + \lambda_{adv}(L_{adv,C}).
\]
Table 1: Results for direct learning schemes as EER / minDCF. Bold numbers denotes best performance among two halves of the table.

| Name of direct scheme | Model | SRE16-YUE-eval40 | SRE-CTS-superset-dev | SRE21-audio-eval |
|-----------------------|-------|------------------|----------------------|------------------|
| [narrowMic = SRE-superset-train] |       |                  |                      |                  |
| Implicit-unassisted [Baseline 1.1] | CycleGAN | 14.96 / 0.665 | 12.53 / 0.599 | 32.93 / 0.857 |
| Implicit-assisted | CycleGAN | 13.47 / 0.637 | 9.41 / 0.428 | 30.35 / 0.796 |
| Explicit-disjoint | CycleGAN + CGAN | 9.14 / 0.470 | 8.69 / 0.377 | 23.83 / 0.784 |
| Explicit-disjoint | CycleGAN + CycleGAN | 9.68 / 0.482 | 8.63 / 0.370 | 24.72 / 0.788 |
| Explicit-joint | CycleGAN + CGAN | 11.68 / 0.563 | 10.81 / 0.454 | 25.79 / 0.824 |
| Explicit-joint | CycleGAN + CycleGAN | 25.45 / 0.875 | 20.44 / 0.795 | 39.82 / 0.941 |

| [narrowMic = SRE-superset-train + SRE16-train] |       |                  |                      |                  |
| Implicit-unassisted [Baseline 1.2] | CycleGAN | 8.71 / 0.452 | 5.37 / 0.240 | 21.34 / 0.743 |
| Implicit-assisted | CycleGAN | 8.39 / 0.430 | 5.71 / 0.240 | 20.19 / 0.714 |
| Explicit-disjoint | CycleGAN + CGAN | 11.43 / 0.552 | 9.20 / 0.393 | 23.91 / 0.796 |
| Explicit-disjoint | CycleGAN + CycleGAN | 11.21 / 0.527 | 9.03 / 0.387 | 24.88 / 0.801 |
| Explicit-joint | CycleGAN + CGAN | 12.22 / 0.572 | 10.18 / 0.459 | 23.26 / 0.782 |
| Explicit-joint | CycleGAN + CycleGAN | 29.00 / 0.930 | 23.14 / 0.847 | 42.01 / 0.971 |

Table 2: Results for indirect learning scheme as EER / minDCF. M is obtained from Stage 1 (CycleGAN) training (See Fig. 2).

| Source data for Stage 2 model | Stage 2 Model | SRE16-YUE-eval40 | SRE-CTS-superset-dev | SRE21-audio-eval |
|-------------------------------|---------------|------------------|----------------------|------------------|
| narrowMic [Baseline 1.2] | CycleGAN | 8.71 / 0.452 | 5.37 / 0.240 | 21.34 / 0.743 |
| M(narrowMic) + narrowMic | CGAN | 6.90 / 0.368 | 5.21 / 0.222 | 20.88 / 0.711 |
| M(narrowMic) + narrowMic | CGAN | 6.75 / 0.358 | 5.37 / 0.221 | 20.09 / 0.688 |
| M(narrowMic) + narrowMic | CycleGAN | 7.73 / 0.407 | 5.37 / 0.227 | 21.65 / 0.706 |
| M(narrowMic) + narrowMic + narrowMic | CycleGAN | 7.51 / 0.392 | 5.00 / 0.202 | 18.77 / 0.679 |

3. Domain adaptation and bandwidth extension schemes

There are three domains of interest: narrowband telephone (domain A or narrowMic), narrowband microphone (domain B or narrowMic), and wideband microphone (domain C or wideMic). Mapping from narrowMic to narrowMic (A → B) refers to domain adaptation, while mapping from narrowMic to wideMic (B → C) refers to bandwidth extension. We are primarily interested in A → C but may learn more mappings depending on the scheme pursued. As per our experimental setup (Sec. 4), (A, B) is unpaired data, and hence, only unsupervised learning (via CycleGAN) is possible for A → B. (B, C) is paired data, and thus, supervised learning is suitable for B → C. Consequently, (A, C) represents unpaired data. It is possible to ignore pairing information in paired data and pursue unsupervised learning instead. Our proposed schemes are categorized into direct and indirect.

3.1. Direct learning schemes

Direct learning schemes do not involve any pre-training stages and work with original (i.e., not pre-processed) data available from three domains (Fig. 1). They are further categorized into four schemes. Implicit-unassisted is the simplest (yet most demanding) learning scheme that requires implicit learning of BWE and DA from A to C, i.e., mapping to and from domain B is not modeled and must be learned inherently without any assistance. Implicit-assisted is a relaxed variant of implicit-unassisted where data from domain B is combined with domain A, thereby making learning easier. Both implicit schemes use CycleGAN since A and B have no paired data. Explicit schemes use domain B data as intermediate targets to relax implicit learning but at the cost of learning more mappings (two instead of one, see Fig. 1). Explicit-disjoint learns BWE and DA independently and uses the two learned mapping together during inference. Explicit-joint learns the two tasks in the conventional multi-target joint learning manner. While the mapping from A to B has to be learned in unsupervised fashion by CycleGAN, the mapping from B to C can be learned in supervised fashion with CGAN since we can create paired data.

3.2. Indirect (two-stage) learning scheme

The indirect scheme involves two-stage learning (Fig. 2). In the first stage, domain adaptation is learned between narrowband data (narrowMic and narrowMic) using CycleGAN, which provides us M. In the second stage, bandwidth extension is learned between wideMic and narrowMic (but projected to telephone domain via M). Since narrowMic is synthetically created (Sec. 4) data, our motivation is to improve its utility via pre-processing. Our previous work [7] showed that domain adaptation pre-processing improves the training data. Hence, in this scheme, telephone and unmodified narrowband microphone data can be combined to increase the source domain data size in stage two for further gains.

4. Experimental Setup

We use off-the-shelf TasNet architecture for generators, which is a time-domain 1-D CNN [25, 26]. We derive discriminator architectures from [27]. For CGAN, it is a single-period network with four initial channels, while for other models, it is a multi-period network with eight initial channels. X-vector architecture is Light ResNet-34 [28, 29] and its input is 80-D log Mel-Frequency Filterbank (LFMB) features. X-vector/speaker embedding dimension is 256, and the PLDA dimension is 150. We used a smaller x-vector network (but with data augmentation) due to the high computational complexity of x-vector extraction in doing multiple experiments. The training data for narrowMic is SRE superset [30] (SRE-superset-train and SRE16-dev data (SRE16-train) [31, 32] which includes Tagalog and Cantonese (YUE) languages. The training data for narrowMic and wideMic domains are VoxCeleb [33] downsam-
Table 3: Comparison of proposed techniques with stronger baselines. Supervised and unsupervised BWE is accomplished via CGAN and CycleGAN respectively (source data = narrow_mic, target data = wide_mic). Bold numbers denote overall best results.

| BWE DA | DA and/or BWE scheme | SRE16-YUE-eval40 | SRE-CTS-superset-dev | SRE21-audio-eval |
|---------|----------------------|-------------------|----------------------|------------------|
| ✓ ✓     | Supervised BWE       | 7.46 / 0.382      | 5.42 / 0.217         | 18.52 / 0.662    |
| ✓ ✓     | Unsupervised BWE     | 7.35 / 0.376      | 4.90 / 0.205         | 17.92 / 0.648    |
| ✓ ✓     | Supervised DA        | 8.62 / 0.437      | 5.67 / 0.249         | 20.92 / 0.737    |
| ✓ ✓     | Unsupervised DA      | 11.50 / 0.532     | 9.13 / 0.387         | 24.25 / 0.800    |
| ✓ ✓     | Direct (implicit-assisted) | 8.39 / 0.430    | 5.71 / 0.240         | 20.19 / 0.714    |
| ✓ ✓     | Indirect (semi-supervised) | 6.75 / 0.358    | 5.37 / 0.221         | 20.09 / 0.688    |
| ✓ ✓     | Indirect (unsupervised w/ addn. data) | 7.51 / 0.392 | 5.00 / 0.202         | 18.77 / 0.679    |

5. Results

5.1. Direct learning schemes

To study the effect of using matching data in train and test, we conduct experiments with and without using SRE16-train. Consider the upper-half of Table 1 which does not use SRE16-train in narrow_tel. All schemes (except last) can outperform Baseline 1.1 (implicit-unassisted), which is the most straightforward scheme in terms of formulation. Explicit-disjoint gets the best results. Explicit-joint models give promising results, but their performance lags for two reasons. One, CycleGAN⊕ CGAN and CycleGAN⊕CycleGAN are computationally heavy models, and we could not tune their hyper-parameters. Two, CycleGAN⊕CycleGAN is a fully unsupervised model which is difficult to train compared to supervised models. Now, consider the upper half of Table 1 which uses SRE16-train. As expected, the baseline (1.2) is much stronger. Here, implicit-assisted achieves the best results while explicit learning schemes achieve performance to their counterparts from the upper half of the table. Hence, explicit schemes are promising and robust to narrow_tel choice. In explicit-disjoint schemes, replacing CGAN with CycleGAN retains performance, showing that paired and unpaired learning results can be close. Also, note that using time-domain GAN models brings significant challenges w.r.t. training stability and hyper-parameter choice.

5.2. Indirect (two-stage) learning scheme

Table 2 presents the results for the indirect scheme. Here, we include SRE16-train in narrow_mic. Unsupervised learning in the first stage (Fig. 2) gives us a pre-processor we can use during supervised training in the second stage. Thus, we can do supervised training while (indirectly) using unpaired (telephone) data. CGAN models benefit from supervised learning and matching train-test data and perform best on the SRE16 test set. However, CycleGAN, which can leverage any amount of unsupervised data, gets the best performance on the other two test sets using additional source data.

5.3. Comparison of all techniques

We compare proposed techniques to stronger baselines in Table 3. The first row does not involve BWE or DA. The second and third row does only BWE using CGAN and CycleGAN, respectively. We observe that BWE is essential to reducing EER/minDCF. The fourth row does only unsupervised DA using CycleGAN and degrades performance. Hence, sampling frequency mismatch is a more significant challenge in our experimental setup than domain mismatch. An unsupervised method such as direct (implicit-assisted) can beat unsupervised baselines (row 3 and 4), but not supervised method (row 2). It is important to note that supervised BWE (row 2) is a very strong baseline obtained via extensive tuning. All other models in this work follow similar hyper-parameters as row 2, thereby giving sub-optimal results. Indirect (semi-supervised) is from Table 2 which uses CycleGAN (for pre-training) and CGAN, and hence is termed semi-supervised. It gives the best SRE16 test performance (8% relative EER reduction w.r.t. row 2 and 22% EER reduction w.r.t. baseline 1.2). However, it degrades performance on SRE21, which the indirect model retains by using additional data (last row). We find the SRE21 test set to be challenging. Finally, our schemes can beat three out of six metrics (w.r.t. strongest baseline), demonstrating their potential. Additional tuning, critical for GAN models, can bring in more improvements. Since there is a mismatch in the BWE/DA and ASV training objective, speaker-identity preserving domain adaptation [7] can help.

6. Conclusion

We investigated joint learning of bandwidth extension and domain adaptation for improving telephony speaker verification. We proposed two types of joint learning (direct and indirect) and provided schematic illustrations. Under direct learning scheme, we noted how synthetically created narrowband microphone data could be used in multiple ways, especially with joint training of multiple generative models like Conditional GAN and CycleGAN. Under the indirect learning scheme, we saw how multi-stage learning could outperform strong baselines. We also saw the critical role of the choice of telephone training data. In the future, we can analyze the role of languages in the training and test sets, which seems to play a significant role.
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