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Abstract—We investigate pneumatic non-prehensile manipulation (i.e., blowing) as a means of efficiently moving scattered objects into a target receptacle. Due to the chaotic nature of aerodynamic forces, a blowing controller must (i) continually adapt to unexpected changes from its actions, (ii) maintain fine-grained control, since the slightest misstep can result in large unintended consequences (e.g., scatter objects already in a pile), and (iii) infer long-range plans (e.g., move the robot to strategic blowing locations). We tackle these challenges in the context of deep reinforcement learning, introducing a multi-frequency version of the spatial action maps framework. This allows for efficient learning of vision-based policies that effectively combine high-level planning and low-level closed-loop control for dynamic mobile manipulation. Experiments show that our system learns efficient behaviors for the task, demonstrating in particular that blowing achieves better downstream performance than pushing, and that our policies improve performance over baselines. Moreover, we show that our system naturally encourages emergent specialization between the different sub-policies spanning fine-grained control and high-level planning. On a real mobile robot equipped with a miniature air blower, we show that our simulation-trained policies transfer well to a real environment and can generalize to novel objects.

I. INTRODUCTION

Pneumatic manipulation uses air pressure to exert forces on an environment in order to achieve a goal state. It is a form of dynamic non-prehensile manipulation where the action primitive is blowing, rather than pushing, rolling, etc.

In comparison to prehensile manipulation, pneumatic manipulation has several advantages, particularly when working with lightweight, scattered objects. First, it can move objects that are distant from the robot, effectively expanding the working volume of potential manipulations. Second, it can move objects using the emitted air at speeds much greater than the maximum velocity of the robot itself. Finally, it can manipulate objects with arbitrary shapes and materials without complicated grasp planning. These features are some of the main reasons that landscapers use blowers rather than rakes for leaf cleanup.

In spite of these potential advantages, the use of pneumatic manipulation in robotics has been limited. Prior works have designed systems that use air blowers to move objects along flat surfaces in industrial settings [1] or to control the trajectories of specific types of objects in highly controlled laboratory or industrial settings [2], [3], [4], [5]. However, there is little to no work on utilizing blowers for dynamic manipulation of arbitrary objects in more general settings.

General pneumatic manipulation requires addressing several challenges. First, due to the chaotic nature of aerodynamics (especially with obstacles), it is difficult to predict the effects of blowing on the state of the environment. As a result, a blowing policy must continually sense the environment and adapt to unexpected changes in a closed-loop manner. Similarly, fine-grained control is required to blow objects towards a target, and the slightest misstep can have large unintended consequences (e.g., scattering objects already in a pile). Finally, the complexity of achieving a target state using only air flow requires long-range planning. For example, a policy might first move the robot to a strategic location with the blower off (so as not to scatter objects unintentionally), and only then turn the blower on to move objects towards the target.

In this paper, we investigate whether a mobile robot equipped with a blower can learn to move scattered objects into a receptacle (Fig. 1). We use deep reinforcement learning (deep RL) to train a robot to perform a sequence of movement and blowing actions. In each step, the robot receives an image observation of its local environment and uses spatial action maps [6] (Fig. 2) to select its next action, where each action consists of a position to move to along with an action type (e.g., move-without-blowing or turn-while-blowing). We train all policies in simulation and test them directly in the real world.

In initial experiments, we found that the standard spatial action maps framework fails to learn effective policies in settings that require both long-term planning and fine-grained control. To address this issue, we present a multi-frequency version of spatial action maps in which $n$ separate subpolicies are trained to operate together at different interleaved frequencies. For example, if $n = 2$, the top-level subpolicy executes an action, then the second-level subpolicy executes $k$ actions in a row, and the pattern repeats. For each action, rewards are assigned to the subpolicy that chose it, and also to all subpolicies operating at lower frequencies.

In experiments with multi-frequency policies in both simulation and real-world settings (Fig. 1), we find that robots can indeed be trained to blow scattered objects into a receptacle, and that these robots are more efficient at the task than others.
that push objects or use a single-frequency policy. In real-world experiments, we find that our simulation-trained policies transfer well to the real environment, and can generalize to novel objects of different sizes and shapes. For qualitative video results and code, please see our supplementary material at https://learning-dynamic-manipulation.cs.princeton.edu.

II. RELATED WORK

Pneumatic non-prehensile manipulation. Blowing is a form of pneumatic non-prehensile manipulation [7], [8] as well as a form of dynamic manipulation [9], [10], [11], [12], [13] in which the manipulator uses aerodynamic forces to effect change on the physical world. Early work in this area used distributed air flow to manipulate planar objects for conveyance systems [14], [15] (e.g., semiconductor wafers, biscuits) or to keep rectangular objects in equilibrium [16]. Air flow or pneumatic systems have also been used for sphere sorting [2], levitation [17], [18], manipulating sliced fruit and vegetables [3], and manipulating non-rigid materials [4] such as garments [5], [13], woven fabric [19], and paper [20]. However, these systems have only been demonstrated in highly controlled laboratory or industrial settings, and do not support mobile manipulation of arbitrary objects scattered throughout an environment.

Multi-frequency control. There has also been extensive research in incorporating compositional temporal structure for multi-frequency robot control: from constructing a hierarchical abstraction of control primitives, to combining them with reinforcement learning. Early work in this area includes Dynamic Movement Primitives (DMPs) [21], [22], [23], which use attractor dynamics to produce stable units of control that are sequenced or blended together to perform downstream tasks with imitation learning. DMPs have also since been extended and used within hierarchical reinforcement learning (RL) using the options framework [24], [25], [26], where they are formulated as pretrained low-level skills that are composed hierarchically by having a high-level policy choose between primitive actions or pretrained skills [27].

Hierarchical reinforcement learning. Within hierarchical RL, there is also a class of compositional methods in which a high-level policy issues commands to be executed by a low-level policy. The commands can be specified by learned latent representations [28], [29], [30], low-level control parameters [31], [32], [33], [34], or subgoals, which can be hand-designed [35], task-specific locations [36], [37], [38], [39], [40], [41], [42], target object states [43], [44], [45], or target states in a learned latent space [46], [47]. In contrast to these works, our multi-frequency system uses no explicit skills, commands, or subgoals. Our subpolicies operate at different frequencies, but they select from the same set of primitive actions, and there is no explicit communication from the high-level to low-level. Nevertheless, division of labor between subpolicies in our system emerges serendipitously during training.

Different approaches also differ in their training regimens. Systems can be trained stage-wise, where the controllers operating at the highest frequencies (e.g., for control primitives) are first trained and then frozen when training the high-level policies [48], [27], [36], [29], [40], [39], [49], or all controllers and policies can be trained simultaneously [50], [44], [41], [51]. While the high-level policy typically gets its learning signal from the environment, the low level controller can be pretrained with custom proxy rewards such as robot velocity or grasp success [48], [29], intrinsic rewards for successfully following goals [35], [47], [45], [40], or even no explicit reward [52]. In contrast, we train all subpolicies together at the same time, and rely on the different frequencies that they execute with, as well as the different rewards they receive, to learn specialization as an emerging behavior.

III. METHOD

We investigate how to train a robot equipped with a blower to move scattered objects into a target receptacle. At each execution step (Fig. 2), the robot receives a new image observation of its local environment, uses online mapping to generate a state representation, and then selects the next action using spatial action maps [6]. Unlike in previous systems, the learned policy is multi-frequency: it passes control of execution through an interleaved set of subpolicies executing at different frequencies. These subpolicies are all trained together end-to-end, as described in Sec. III-B.

A. Reinforcement Learning Framework

We model our task using a Markov decision process (MDP). Given state \( s_t \) at time \( t \), the agent follows policy \( \pi \) and takes action \( a_t = \pi(s_t) \), receiving reward \( r_t \) while...
entering new state $s_{t+1}$. We train our policies using deep Q-learning (DQN) [53], where the goal is to find an optimal policy $\pi^*$ that maximizes the discounted sum of future rewards $Q(s_t, a_t) = \sum_{t=0}^{\infty} \gamma^t r_t$, typically referred to as the Q-function. We follow DQN and approximate the Q-function using a neural network (Q-network), and use a policy that greedily selects actions to maximize the Q-function: $\pi(s_t) = \arg\max_{a_t} Q_{\theta_t}(s_t, a_t)$, where $\theta$ refers to the parameters of the Q-network.

We use the double DQN variant [54] with smooth L1 loss. Formally, at each training iteration $i$, we minimize $L_i = |r_t + \gamma Q_{\theta_t}(s_{t+1}, \arg\max_{a_{t+1}} Q_{\theta_t}(s_{t+1}, a_{t+1})) - Q_{\theta_t}(s_t, a_t)|$, where $(s_t, a_t, r_t, s_{t+1})$ is a transition uniformly sampled at random from the replay buffer, and $\theta^-$ refers to the parameters of the QDN target network.

### B. Multi-Frequency Reinforcement Learning

We formulate multi-frequency reinforcement learning as a multi-level optimization problem, where each level has its own execution frequency (Fig. 3). We impose a temporal frequency where $k$ low-level steps are taken per high-level step. For example, a simple two-level policy might execute 4 low-level steps for every high-level step ($k = 4$). For multi-level policies with more than two levels, we specify $k$ between every pair of consecutive frequency levels. A sequence of actions begins with a high-level step, followed by $k$ steps at the next level, and so on, before returning control back to the high level.

We model each frequency level of the policy using a separate MDP, and train a separate subpolicy for each. There is no explicit communication between levels, but we encourage the levels to work together via a learning signal that passes rewards from lower to higher levels. In other words, each subpolicy gets all of the rewards given to higher-frequency (lower-level) policies since the last time it was run.

For example, suppose there are two levels $l_0$ and $h_1$, whose Q-network parameters are $\theta_{l_0}$ and $\theta_{h_1}$. If we were executing the low-level policy, at time $t$ and in state $s_t$, we would take action $a_t = \arg\max_{a_t} Q_{\theta_{l_0}}(s_t, a_t)$, enter new state $s_{t+1}$, and receive reward $r_t$. If we were instead executing the high-level policy, we would first take one action following the high-level policy, $i.e., a_t = \arg\max_{a_t} Q_{\theta_{h_1}}(s_t, a_t)$. We would then take $k$ consecutive actions following the low-level policy, $i.e., a_{t+i} = \arg\max_{a_t} Q_{\theta_{l_0}}(s_{t+i}, a)$ for $i = 1$ through $k$. We would end up in state $s_{t+k+1}$, and the high-level policy would receive the reward of all $k + 1$ steps, $\sum_{i=0}^{k} r_{t+i}$. This includes not only the reward for its own action, but also the low-level rewards that the action enabled.

### C. State and Action Representations

Both our state and action representations are based on spatial action maps [6], which have been shown to achieve strong performance for discrete vision-based mobile manipulation tasks. The state representation consists of an egocentric local overhead map along with additional spatially-aligned maps that are useful to the agent. These local maps, represented as image channels, are oriented with the agent in the center, and in our system consist of: (i) an overhead map of the environment, (ii) an agent map encoding the pose of the agent, (iii) a map encoding the shortest path distance to the receptacle, and (iv) a map encoding the shortest path distance from the agent.

In particular, these local maps are constructed by taking oriented crops of global maps, which the agent gradually builds as it moves around the environment. The agent starts with a blank map and must learn to seek out unexplored regions of the environment. As in Wu et al. [6], we simulate this online mapping process by affixing a simulated forward-facing RGB-D camera to the agent in simulation. These cameras capture partial observations of the environment, which are fused with prior observations to construct a global overhead map and occupancy map. Note that the partial observability means the maps may contain outdated information, and the agent must learn to handle this uncertainty.

Our action space is a multi-channel pixel map, where each pixel represents a different action conditioned on its corresponding location in the environment. The blowing robot uses two channels, one representing pure movement to a navigational endpoint (move-without-blowing), and a second representing (depending on the experiment) either turning (without translation) towards the selected location or moving to the location, all while blowing (turn-while-blowing and move-while-blowing). The pushing robot uses only the first channel, and serves as one of our baselines. As in Wu et al. [6], all pixel maps are spatially aligned with the state representation, which allows learned policies to anchor their Q-values on visual features of the scene. We choose an action greedily by computing the $\arg\max$ across all channels in the action space, and then execute it using one of the following movement primitives: (i) a turning primitive which simply turns in place to face the selected location, and (ii) moving primitive which follows the shortest path (computed using the agent’s occupancy map) to the selected location.
2-level policies and can vary depending on the train frequency. Approximately 6 hours on a single Nvidia Titan Xp GPU, the environment is run for 4 timesteps for every SGD iteration. For multi-frequency policies, we set the train frequency to be the discount factor of \( \gamma \) during training. We use a replay buffer of size 10k, a constant weight decay 0. Gradient norms are clipped to 100 iterations, with batch size 32, learning rate 0.01, momentum 0.9, and weight decay 0. Gradient norms are clipped to 100 during training. We use a replay buffer of size 10k, a constant discount factor of \( \gamma = 0.75 \), and a target network update frequency of 1,000 SGD iterations. For single-frequency policies, we use a train frequency of 4, in which the environment is run for 4 timesteps for every SGD iteration. For multi-frequency policies, we set the train frequency to be the number of lowest level steps per highest level, which is \( k \) for 2-level policies and \( k^2 \) for 3-level policies. This ensures that the training pace is one SGD step per high-level subpolicy step. Episodes end after all objects have been removed from the environment, or after 100 consecutive steps in which no object has been moved into the receptacle. Training takes approximately 6 hours on a single Nvidia Titan Xp GPU, but can vary depending on the train frequency.

Simulation environments. We train all policies in environments built with PyBullet [55], where we simulate blowing by shooting small invisible spherical “wind” particles out of the blower. The particles are able to move objects in the environments using PyBullet’s contact dynamics. We tuned the simulation to qualitatively match the behavior of the air blower used on the real robot.

Network architecture. We use a ResNet-18 [56] backbone for our Q-function, which we transformed into a fully convolutional network [57] by removing the AvgPool and fully connected layers and adding three \( 1 \times 1 \) convolution layers interleaved with bilinear upsampling layers. We include BatchNorm layers after all convolution layers.

Rewards. We give three types of rewards for training reinforcement learning: (i) a success reward of +1 whenever an object enters the receptacle, (ii) distance-based partial rewards or penalties whenever an object is moved closer to or further away from the receptacle, and (iii) a collision penalty of −0.25 whenever the robot hits a wall or an obstacle.

Exploration. We run a random policy at the beginning of training for a small number of environment timesteps (1/40 of total) to fill up the replay buffer with some initial transitions before we begin training the policy. We follow DQN and use \( \epsilon \)-greedy exploration, with the exploration fraction linearly annealed from 1 to 0.01 during the first 1/10 of the training.

Training details. We train all policies using SGD for 20k iterations, with batch size 32, learning rate 0.01, momentum 0.9, and weight decay 0. Gradient norms are clipped to 100 during training. We use a replay buffer of size 10k, a constant discount factor of \( \gamma = 0.75 \), and a target network update frequency of 1,000 SGD iterations. For single-frequency policies, we use a train frequency of 4, in which the environment is run for 4 timesteps for every SGD iteration. For multi-frequency policies, we set the train frequency to be the number of lowest level steps per highest level, which is \( k \) for 2-level policies and \( k^2 \) for 3-level policies. This ensures that the training pace is one SGD step per high-level subpolicy step. Episodes end after all objects have been removed from the environment, or after 100 consecutive steps in which no object has been moved into the receptacle. Training takes approximately 6 hours on a single Nvidia Titan Xp GPU, but can vary depending on the train frequency.

D. Implementation Details

Simulation environments. We train all policies in environments built with PyBullet [55], where we simulate blowing by shooting small invisible spherical “wind” particles out of the blower. The particles are able to move objects in the environments using PyBullet’s contact dynamics. We tuned the simulation to qualitatively match the behavior of the air blower used on the real robot.

Network architecture. We use a ResNet-18 [56] backbone for our Q-function, which we transformed into a fully convolutional network [57] by removing the AvgPool and fully connected layers and adding three \( 1 \times 1 \) convolution layers interleaved with bilinear upsampling layers. We include BatchNorm layers after all convolution layers.

Rewards. We give three types of rewards for training reinforcement learning: (i) a success reward of +1 whenever an object enters the receptacle, (ii) distance-based partial rewards or penalties whenever an object is moved closer to or further away from the receptacle, and (iii) a collision penalty of −0.25 whenever the robot hits a wall or an obstacle.

Exploration. We run a random policy at the beginning of training for a small number of environment timesteps (1/40 of total) to fill up the replay buffer with some initial transitions before we begin training the policy. We follow DQN and use \( \epsilon \)-greedy exploration, with the exploration fraction linearly annealed from 1 to 0.01 during the first 1/10 of the training.

Training details. We train all policies using SGD for 20k iterations, with batch size 32, learning rate 0.01, momentum 0.9, and weight decay 0. Gradient norms are clipped to 100 during training. We use a replay buffer of size 10k, a constant discount factor of \( \gamma = 0.75 \), and a target network update frequency of 1,000 SGD iterations. For single-frequency policies, we use a train frequency of 4, in which the environment is run for 4 timesteps for every SGD iteration. For multi-frequency policies, we set the train frequency to be the number of lowest level steps per highest level, which is \( k \) for 2-level policies and \( k^2 \) for 3-level policies. This ensures that the training pace is one SGD step per high-level subpolicy step. Episodes end after all objects have been removed from the environment, or after 100 consecutive steps in which no object has been moved into the receptacle. Training takes approximately 6 hours on a single Nvidia Titan Xp GPU, but can vary depending on the train frequency.

IV. Experiments

We ran a series of experiments to evaluate how well our proposed methods learn to complete the task in both simulated and real-world environments. Unless otherwise specified, experiments were conducted with robots that have a choice between two types of possible actions at each step: move-without-blowing and turn-while-blowing. These actions were available equally to all levels of the policy.

Experiments were run in five different environments (see Fig. 4), each with its own unique challenges, such as moving objects around randomly placed obstacles (LargeColumns and LargeDoor) or towards a center receptacle (LargeCenter). We initialize the episodes with 50 objects for SmallEmpty and 100 objects for the others. For LargeColumns, we initialize each episode by placing a random number of columns (between 1 and 6) at random locations in the environment. For LargeDoor, the doorway position is randomly offset each episode in both the x and y directions.

We trained 5 policies (5 runs) for each experiment and then ran each policy for 20 evaluation episodes. Each episode is evaluated by counting the number of objects moved into the receptacle within a fixed time cutoff. The time cutoff is different for each environment but kept consistent within the environment. With this metric, we can compare the time efficiency of different methods. We average the performance across evaluation episodes and report the mean and standard deviation across the 5 training runs.

A. Simulation Experiments

Blowing vs. pushing. Our first experiment tests the performance of robots that can blow objects in comparison to ones that can only push them. We train separate policies for each with the same framework, but give the pushing robots 3× more training steps than blowing to give them every advantage. We also disable the collision penalty for the pushing robots so as to not disadvantage pushing along walls. The results in Fig. 5 show plots of the number of objects moved into the receptacle at different numbers of simulation steps (elapsed time) within an episode. They show that blowing is significantly more efficient than pushing. In SmallEmpty (left plot), for example, the blowing robots “clean up” objects around twice as fast as the pushing robots. The reason for the difference can be seen clearly in the movement trajectories visualized in Fig. 6. The blowing robot hardly has to move at all, while the pushing robot has to

---

**Fig. 4.** Environments. We run experiments across several different environments. The first four involve moving objects to a receptacle in the corner, possibly around obstacles (LargeColumns and LargeDoor), while the fifth (LargeCenter) requires moving objects to a receptacle in the center.
Blowing vs. pushing efficiency. These evaluation curves show the number of objects moved into the receptacle over an episode in each of the five environments we studied. We can see from the steepness of the curves that blowing (blue and orange) is much more efficient than pushing (green).

Fig. 5. Blowing vs. pushing trajectories. The blue lines show movement trajectories over an evaluation episode. We can clearly see that the blowing robot is much more efficient than the pushing robot.

Fig. 6. This specialization corresponds to a strategy of repeatedly moving to a good location and then turning/blowing from there for a while (see videos in supplementary materials). While this strategy seems intuitive, it was not hand-crafted: both the low and high levels have the same sets of possible actions available to them. The only difference is that the low level is executed more frequently, and when combined with our reward structure, this difference leads to the emerging behavior of specialization.

### Table I

| Environment     | Single-frequency | Multi-frequency |
|-----------------|------------------|-----------------|
| SmallEmpty      | 42.87 ± 2.01     | 48.52 ± 0.37    |
| LargeEmpty      | 81.07 ± 10.07    | 93.09 ± 2.29    |
| LargeColumns    | 82.40 ± 4.95     | 91.01 ± 3.58    |
| LargeDoor       | 69.12 ± 9.82     | 89.58 ± 3.75    |
| LargeCenter     | 75.35 ± 5.45     | 86.51 ± 3.49    |

### Table II

| Level    | move-without-blowing | turn-while-blowing |
|----------|----------------------|--------------------|
| High     | 89.2%                | 10.8%              |
| Low      | 17.7%                | 82.3%              |

Three-level vs. two-level. Our third experiment investigates whether multi-frequency policies with three levels are better than ones with two. The results are shown for policies with \( k = 4 \) at all levels in Tab. III. We find that the three-level policies generally perform slightly better, but require longer training times.

### Table III

| Environment     | 2-level          | 3-level          |
|-----------------|------------------|------------------|
| SmallEmpty      | 48.52 ± 0.37     | 48.93 ± 0.33     |
| LargeEmpty      | 93.09 ± 2.29     | 96.14 ± 2.03     |
| LargeColumns    | 91.01 ± 3.58     | 95.06 ± 1.65     |
| LargeDoor       | 89.58 ± 3.75     | 91.78 ± 2.63     |
| LargeCenter     | 86.51 ± 4.49     | 84.15 ± 4.74     |

Generalization to heterogeneous objects. Our fourth experiment studies how well our policies can generalize to environments with heterogeneous objects. For each of our five environments, we create two heterogeneous variants as shown in Fig. 7. The first uses spherical objects of various diameters with proportionally scaled masses. The second uses a mixture of four different shapes: spheres, cubes, rectangular cuboids, and cylinders. We directly test our policies on these unseen sets of objects with no fine-tuning. Results are shown in Tab. IV. We find that our
policies generalize well to heterogeneous objects of mixed sizes and shapes even though they were only trained with homogeneous spherical objects.

**TABLE IV**

| Environment    | Reference | Mixed sizes | Mixed shapes |
|----------------|-----------|-------------|--------------|
| SmallEmpty     | 48.52 ± 0.37 | 49.48 ± 0.35 | 49.12 ± 0.28 |
| LargeEmpty     | 93.09 ± 2.29 | 96.81 ± 0.92 | 95.12 ± 1.23 |
| LargeColumns   | 91.01 ± 3.58 | 95.18 ± 2.43 | 93.98 ± 2.51 |
| LargeDoor      | 89.58 ± 3.75 | 93.95 ± 2.06 | 87.32 ± 2.23 |
| LargeCenter    | 86.51 ± 3.49 | 91.46 ± 1.91 | 91.57 ± 2.05 |

**B. Real-World Experiments**

Compared to the simple blowing model we use in simulation (spherical “wind” particles), the aerodynamics of real-world blowing are much more complex. To test how well our policies can generalize to real-world dynamics, we run our best policies from simulation on a real robot. We use an Anki Vector robot equipped with a simple forward-facing battery-powered air blower attached to its articulated arm (Fig. 1). We place the robot into an environment with orange colored spheres and a square region serving as the receptacle.

To handle the sim-to-real transfer, we mimic the real-world setup in simulation (for the SmallEmpty environment), with the simulated robot and blower calibrated against the real ones. We use fiducial markers to track the robot’s pose, which we mirror inside the simulation. For the scattered objects, we use an overhead camera along with simple thresholding in HSV color space to generate a segmentation mask of the objects. This mask is used to generate an appropriate observation inside the simulation for the agent’s simulated online mapping. Note that no pose estimation for the objects is necessary, as the policy is trained on an image-based state representation. We execute the simulation-trained policies directly on the real robot with no fine-tuning.

**Qualitative results.** Fig. 9 shows an example result of running the real robot in a real-world replica of the SmallEmpty environment. The figure illustrates how one of the interesting emergent behaviors learned in simulation can transfer to the real world: by blowing against a wall while turning, the robot is able to dislodge objects from corners. For qualitative video results and code, please see our supplementary material at https://learning-dynamic-manipulation.cs.princeton.edu.
Blowing vs. pushing. We ran an experiment to perform a quantitative comparison between blowing and pushing in the real world. Specifically, we ran the blowing and pushing policies in the real-world replica of the SmallEmpty environment and recorded the number of objects moved into the receptacle as a function of elapsed time. We ran 3 evaluation episodes for each policy and show the mean and standard deviation across the episodes in the left plot of Fig. 10. The results are comparable to those for SmallEmpty obtained in simulation in Fig. 5. The multi-frequency blowing policy is able to get over 40 objects by the 3 minute mark, whereas the pushing policy has gotten less than 20 by that point.

Generalization to novel objects. We also investigate whether policies trained in simulation on one type of object (10 mm spheres) can generalize (with no fine-tuning) to real-world objects of different sizes and shapes. Specifically, we test our policy on spherical objects of different sizes and leaves with irregular shapes (see Fig. 11). For each novel object, the only change we make to the system is adjustment of HSV thresholding values to accommodate the object’s color. Since our policy takes in an image-based state representation, policies trained on one object can be directly used for other objects without retraining.

The results of the experiment are in the right plot of Fig. 10. When testing with larger objects, we find that the task takes longer to complete. Since the larger objects are heavier, they do not travel as far when blown, so they require more actions to be moved the same distance. However, the system is still able to complete the task for all of the novel objects. The system is even able to generalize well to lose maple leaves. Due to their light weight, we find that the performance is very good at the beginning of each episode since the leaves move a very large distance when blown. However, some leaves are blown out of the environment, which is why the curve flattens out.

V. CONCLUSION

In this work, we present a mobile robot system that uses pneumatic blowing, a form of dynamic non-prehensile manipulation, to efficiently move scattered objects into a target receptacle. Pneumatic mobile manipulation presents new challenges in dealing with the chaotic nature of aerodynamic forces: from requiring high-level spatial reasoning, to maintaining low-level fine-grained control. We find that our proposed multi-frequency strategy not only outperforms the single-frequency baseline, but also results in naturally emerging specialization and collaboration between different levels of subpolicies. Additionally, we find that our simulation-trained policies generalize well to the complex dynamics of blowing in the real world, and even to novel objects of different sizes and shapes.
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