Abstract. Let $f : X \to \mathbb{R}$ be a function defined on a connected nonsingular real algebraic set $X$ in $\mathbb{R}^n$. We prove that regularity of $f$ can be detected on either algebraic curves or surfaces in $X$. If $\dim X \geq 2$ and $k$ is a positive integer, then $f$ is a regular function whenever the restriction $f|_C$ is a regular function for every algebraic curve $C$ in $X$ that is a $C^k$ submanifold homeomorphic to the unit circle and is either nonsingular or has precisely one singularity. Moreover, in the latter case, the singularity of $C$ is equivalent to the plane curve singularity defined by the equation $x^p = y^q$ for some primes $p < q$. If $\dim X \geq 3$, then $f$ is a regular function whenever the restriction $f|_S$ is a regular function for every nonsingular algebraic surface $S$ in $X$ that is homeomorphic to the unit 2-sphere. We also have suitable versions of these results for $X$ not necessarily connected.
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1 Introduction and main results

The purpose of the present paper is to prove that regularity of real-valued functions defined on a nonsingular real algebraic set $X$ in $\mathbb{R}^n$ can be detected on mildly singular algebraic curves or nonsingular algebraic surfaces in $X$. In some well-defined sense our results are optimal. All theorems announced in this section are proved in Section 3.

We refer to either [4] or [26] for the general theory of real algebraic sets, real regular functions, and related topics. Unless explicitly stated otherwise, we consider $\mathbb{R}^n$ and all its subsets endowed with the Euclidean topology induced by the standard norm on $\mathbb{R}^n$.

Let $Z$ be an algebraic set in $\mathbb{R}^n$. The algebraic complexification of $Z$ is the smallest complex algebraic subset $Z^C$ of $\mathbb{C}^n$ that contains $Z$ ($\mathbb{R}^n$ is viewed as a subset of $\mathbb{C}^n$). Note that $Z^C$ is nonsingular at every point of $Z$ if and only if $Z$ is nonsingular (in the sense of [4]). Assume that $Z$ is nonsingular. For any real analytic map-germ $\varphi : (Z,a) \to (\mathbb{R}^m, b)$, the complexification of $\varphi$ is the uniquely determined complex analytic map-germ $\varphi^C : (Z^C, a) \to (\mathbb{C}^m, b)$ whose restriction to $Z$ is equal to $\varphi$.

Let $X$ be an irreducible nonsingular real algebraic set in $\mathbb{R}^n$ of dimension $m \geq 2$, and $C$ a real algebraic curve in $X$. Let $(p, q)$ be a pair of primes, $p < q$, and

$$D_{p,q} := \{ (x, y, z_1, \ldots, z_{m-2}) \in \mathbb{R}^m : x^p = y^q, z_1 = \cdots = z_{m-2} = 0 \}.$$ 

We say that $C$ is of type $(p, q)$ at $a \in C$ if there exists a real analytic diffeomorphism-germ $\sigma : (X, a) \to (\mathbb{R}^m, 0)$ whose complexification $\sigma_C$ maps the germ of $C^C$ at $a$ onto the germ of $D_{p,q}^C$ at $0 \in \mathbb{C}^m$. We say that $C$ is a $(p, q)$-curve if it has a unique singular point $a$ and it is of type $(p, q)$ at $a$. If $k$ is a nonnegative integer with $pk < q$, then $D_{p,q}$ is a $C^k$ submanifold of $\mathbb{R}^m$, hence any $(p, q)$-curve in $X$ is a $C^k$ submanifold.
1.1 Main results (simplified versions)

The main two results of this paper are stated in a simplified form as Theorems 1.1 and 1.2 below.

**Theorem 1.1.** Let $k$ be a positive integer and let $f : X \to \mathbb{R}$ be a function defined on a connected nonsingular algebraic set $X$ in $\mathbb{R}^n$, with $\dim X \geq 2$. Then the following conditions are equivalent:

(a) $f$ is regular on $X$.

(b) For every algebraic curve $C$ in $X$ that is homeomorphic to the unit circle and is either nonsingular or a $(p, q)$-curve for some primes $p, q$ with $pk < q$ (so in particular is a $C^k$ submanifold), the restriction $f|_C$ is a regular function.

Sharper results are contained in Theorem 1.4 (for $X = \mathbb{R}^n$) and Theorem 1.5 (which encompasses also the case of $X$ irreducible but not necessarily connected). Theorems 1.4 and 1.5 are optimal in the sense made precise in Remark 1.8. As indicated in (1.8.1) a real-valued function on $\mathbb{R}^n$, for $n \geq 2$, need not be regular (or even continuous) despite the fact that all its restrictions to nonsingular algebraic curves in $\mathbb{R}^n$ are regular. Theorems 1.1, 1.4 and 1.5 can be viewed as a rather surprising continuation of the research project undertaken in [17], whose principal aim has been a characterization of continuous real rational functions by their restrictions to algebraic curves or arcs of such curves. In Remark 1.9 we briefly comment on the (being in preparation) second part of the present paper.

**Theorem 1.2.** Let $f : X \to \mathbb{R}$ be a function defined on a connected nonsingular algebraic set $X$ in $\mathbb{R}^n$, with $\dim X \geq 3$. Then the following conditions are equivalent:

(a) $f$ is regular on $X$.

(b) For every nonsingular algebraic surface $S$ in $X$ that is homeomorphic to the unit 2-sphere, the restriction $f|_S$ is a regular function.

This result also has sharper versions, Theorem 1.6 (for $X = \mathbb{R}^n$) and Theorem 1.7 (for $X$ not necessarily connected). Theorem 1.7 is a significant improvement upon [17, Theorem 6.2]. Theorems 1.2, 1.6 and 1.7 are algebraic analogs of the results obtained in [6] for the real analytic category. However, the transition to the algebraic setting is not obvious at all and requires new methods. The results of the present paper can be interpreted as real algebraic variants of the classical Hartogs theorem on separately holomorphic functions of several complex variables [10].

Besides [6,23], the key ingredient in our proof of Theorem 1.7 is Theorem 1.5 engaging $(p, q)$-curves introduced above. Let us briefly discuss the property of these curves, called faithfulness, that plays a decisive role in the proof of Theorem 1.7. The concept in question refers in fact to real algebraic sets of any dimension. Given a real algebraic set $Z$ in $\mathbb{R}^n$ and a point $b \in Z$, we regard the germ $Z_b$ of $Z$ at $b$ as a real analytic set-germ. The **analytic complexification** of $Z_b$ is the smallest complex analytic set-germ at $b \in \mathbb{C}^n$ that contains $Z_b$, see [27, pp. 91, 92]. We say that $Z$ is **faithful at $b$** if the analytic complexification of $Z_b$ is equal to the germ at $b$ of the algebraic complexification $Z^C$ of $Z$; we say that $Z$ is **faithful** if it is faithful at each of its points. Here “faithful” replaces “quasi-regular” used in [29].
If $Z$ is additionally a topological manifold with all connected components of the same dimension, then $Z$ is faithful at $b$ if and only if the complex analytic germ of $Z^c$ at $b$ is irreducible. Clearly, $Z$ is faithful at each nonsingular point. In general, $Z$ need not be faithful at singular points (the irreducible algebraic curve $C$ in $\mathbb{R}^2$ given by the equation $x^4 - 2x^2y - y^3 = 0$ has the only singular point at the origin and is not faithful; moreover, $C$ is a real analytic submanifold of $\mathbb{R}^2$).

By [28, Proposition 4], $Z$ is faithful at $b$ if and only if, in the ring of real analytic function-germs $(\mathbb{R}^n, b) \to \mathbb{R}$, the ideal of function-germs vanishing on $Z_b$ is generated by the germs at $b$ of polynomial functions $\mathbb{R}^n \to \mathbb{R}$ vanishing on $Z$. Thus, $Z$ is nonsingular if and only if $Z$ is faithful and a real analytic submanifold of $\mathbb{R}^n$, which is equivalent to being faithful and a $C^\infty$ submanifold of $\mathbb{R}^n$ (by [25, Chap. VI, Proposition 3.11]).

Let $C$ be a real algebraic curve in an irreducible nonsingular real algebraic subset $X$ of $\mathbb{R}^n$ with $\dim X = m \geq 2$. Let $(p, q)$ be a pair of primes, $p < q$. Then $C$ is a $(p, q)$-curve if and only if it has a unique singular point $a$, it is faithful at $a$, and there exists a real analytic diffeomorphism-germ $\sigma : (X, a) \to (\mathbb{R}^m, 0)$ such that $\sigma(C_a)$ is equal to the germ of $D_{p,q}$ at $0 \in \mathbb{R}^m$.

### 1.2 Main results (full generality)

Given a real-valued function $\alpha$ on some set $\Omega$, we denote by $\mathcal{Z}(\alpha)$ the zero set of $\alpha$, that is, $\mathcal{Z}(\alpha) = \{x \in \Omega : \alpha(x) = 0\}$.

It will be convenient to consider regular functions in a more general context than usual. Let $A$ be an arbitrary subset of $\mathbb{R}^n$. A function $f : A \to \mathbb{R}$ is said to be regular at a point $a \in A$ if there exist two polynomial functions $\varphi, \psi : \mathbb{R}^n \to \mathbb{R}$ such that $\psi(a) \neq 0$ and $f(x) = \frac{\varphi(x)}{\psi(x)}$ for all $x \in A \setminus \mathcal{Z}(\psi)$; as expected, $f$ is said to be regular on $A$ if it is regular at every point in $A$. Actually, assuming that $f$ is regular on $A$, one can find two polynomial functions $\Phi, \Psi : \mathbb{R}^n \to \mathbb{R}$ with

$$A \subset \mathbb{R}^n \setminus \mathcal{Z}(\Psi) \text{ and } f(x) = \frac{\Phi(x)}{\Psi(x)} \text{ for all } x \in A,$$

see the proof of [4, Proposition 3.2.3].

A function $g : A \to \mathbb{R}$ defined on a subset $A$ of $\mathbb{R}^n$ is said to be real analytic if for every point $a \in A$ there exist an open neighborhood $U \subset \mathbb{R}^n$ of $a$ and a real analytic function $G : U \to \mathbb{R}$ (in the usual sense) such that $G$ and $g$ agree on $A \cap U$. Obviously, every regular function on $A$ is real analytic.

For integers $n$ and $d$, with $1 \leq d \leq n - 1$, an algebraic set $\Sigma$ in $\mathbb{R}^n$ is called a Euclidean $d$-sphere if it can be expressed as

$$\Sigma = \{x \in \mathbb{R}^n : \|x - x_0\| = r\} \cap Q,$$

where $Q$ is an affine $(d + 1)$-plane in $\mathbb{R}^n$, $x_0 \in Q$, and $r > 0$. A Euclidean 1-sphere is also called a Euclidean circle.

Next we define certain collections of real algebraic curves and surfaces in order to formulate our results in an optimal way. Let $\Pi$ denote the set of all prime numbers. For any positive integer $k$, put

$$A^k := \{(p, q) \in \Pi \times \Pi : pk < q\}.$$

**Notation 1.3.** Let $X$ be an irreducible nonsingular algebraic set in $\mathbb{R}^n$, for $n \geq 2$, and let $U$ be a nonempty open subset of $X$. 
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(1.3.1) For an integer $d$, with $1 \leq d \leq \dim X - 1$, we denote by $S_d(U)$ the collection of all $d$-dimensional irreducible nonsingular algebraic sets $S$ in $X$, contained in $U$, satisfying one of the following two conditions:

(i) If $U$ is connected, then $S$ is homeomorphic to the unit $d$-sphere.

(ii) If $U$ is disconnected, then $S$ has at most two connected components, each homeomorphic to the unit $d$-sphere.

Only the cases $d = 1$ and $d = 2$ will be relevant.

(1.3.2) Given a positive integer $k$, we denote by $F^k(U)$ the collection of all $(p,q)$-curves $C$ in $X$ for $(p,q) \in \Lambda^k$ such that $C$ is contained in $U$ and is homeomorphic to the unit circle. Recall that such curves are $C^k$ submanifolds of $U$.

(1.3.3) For any primes $p < q$, define

$$H_{p,q}(x,y) := x^p - y^q, \quad E_{p,q} := Z(H_{p,q}) = \{(x,y) \in \mathbb{R}^2 : H_{p,q}(x,y) = 0\}$$

and

$$F_{p,q}(x,y) := x^p - y^q + x^{2q} + y^{2q}, \quad C_{p,q} := Z(F_{p,q}) = \{(x,y) \in \mathbb{R}^2 : F_{p,q}(x,y) = 0\}.$$ 

For $(a,b) \in \mathbb{R}^2$, the translates

$$(a,b) + E_{p,q} \text{ and } (a,b) + C_{p,q}$$

are algebraic curves in $\mathbb{R}^2$ defined by the equations

$$H_{p,q}(x-a, y-b) = 0 \text{ and } F_{p,q}(x-a, y-b) = 0,$$

respectively.

For any affine 2-plane $Q$ in $\mathbb{R}^n$, we choose once and for all an affine-linear isomorphism $\varphi_Q : Q \rightarrow \mathbb{R}^2$. If $n = 2$, then $Q = \mathbb{R}^2$ and $\varphi_{\mathbb{R}^2}$ is chosen to be the identity map. Given a positive integer $k$, we denote by $\mathcal{H}^k(\mathbb{R}^n)$ (resp. $\mathcal{G}^k(\mathbb{R}^n)$) the collection of all algebraic curves $C$ in $\mathbb{R}^n$ for which there exist an affine 2-plane $Q$ in $\mathbb{R}^n$ containing $C$ and a pair of primes $(p,q) \in \Lambda^k$ such that $\varphi_Q(C)$ is a translate of $E_{p,q}$ (resp. $C_{p,q}$). In particular, $\mathcal{H}^k(\mathbb{R}^2)$ (resp. $\mathcal{G}^k(\mathbb{R}^2)$) is the collection of all translates of the curves $E_{p,q}$ (resp. $C_{p,q}$) for $(p,q) \in \Lambda^k$. The curves in $\mathcal{H}^k(\mathbb{R}^2)$ and in $\mathcal{G}^k(\mathbb{R}^2)$ are therefore given by explicit and simple polynomial equations. By Lemmas 2.2 and 2.6, $\mathcal{G}^k(\mathbb{R}^n) \subset \mathcal{F}^k(\mathbb{R}^n)$.

Here is a characterization of regular functions on $\mathbb{R}^n$, for $n \geq 2$.

**Theorem 1.4.** Let $k, n$ be two integers, $k \geq 1$, $n \geq 2$. Then, for a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, the following conditions are equivalent:

(a) $f$ is regular on $\mathbb{R}^n$.

(b) The restriction of $f$ to every irreducible algebraic curve in $\mathbb{R}^n$ is a regular function.

(c) The restriction of $f$ to every algebraic curve, which is either a Euclidean circle in $\mathbb{R}^n$ or is in the collection $\mathcal{G}^k(\mathbb{R}^n)$, is a regular function.
(d) The restriction of \( f \) to every Euclidean circle in \( \mathbb{R}^n \) is a regular function, and the restriction of \( f \) to every algebraic curve in the collection \( \mathcal{S}^k(\mathbb{R}^n) \) is a real analytic function.

(e) The restriction of \( f \) to every algebraic curve, which is either an affine line parallel to one of the coordinate axes of \( \mathbb{R}^n \) or is in the collection \( \mathcal{H}^k(\mathbb{R}^n) \), is a regular function.

(f) The restriction of \( f \) to every affine line parallel to one of the coordinate axes of \( \mathbb{R}^n \) is a regular function, and the restriction of \( f \) to every algebraic curve in the collection \( \mathcal{H}^k(\mathbb{R}^n) \) is a real analytic function.

In the general setting we have the following result.

**Theorem 1.5.** Let \( k \) be a positive integer, \( X \) an irreducible nonsingular algebraic set in \( \mathbb{R}^n \), with \( \dim X \geq 2 \), and \( U \) a nonempty open subset of \( X \). Then, for a function \( f: U \to \mathbb{R} \), the following conditions are equivalent:

(a) \( f \) is regular on \( U \).

(b) The restriction of \( f \) to every irreducible algebraic curve in \( X \), contained in \( U \), is a regular function.

(c) The restriction of \( f \) to every algebraic curve, which is either in the collection \( \mathcal{S}_1(U) \) or in the collection \( \mathcal{F}_k(U) \), is a regular function.

(d) The restriction of \( f \) to every algebraic curve in the collection \( \mathcal{S}_1(U) \) is a regular function, and the restriction of \( f \) to every algebraic curve in the collection \( \mathcal{F}_k(U) \) is a real analytic function.

By the definition of the collections \( \mathcal{S}_1(U) \) and \( \mathcal{F}_k(U) \), Theorem 1.5 is both more general and stronger than Theorem 1.1. Taking \( U = X \) would not simplify the proof of Theorem 1.5 in a significant way. In Theorems 1.4 and 1.5, the implications (a) \( \Rightarrow \) (b) \( \Rightarrow \) (c) \( \Rightarrow \) (d) and (a) \( \Rightarrow \) (e) \( \Rightarrow \) (f) are obvious; we prove the implications (d) \( \Rightarrow \) (a) and (f) \( \Rightarrow \) (a) in Section 3. Let us note that deducing from (d) or (f) continuity of \( f \), which is seemingly a much simpler task, is not at all obvious.

Regular functions on \( \mathbb{R}^n \), with \( n \geq 3 \), can also be characterized as follows.

**Theorem 1.6.** For a function \( f: \mathbb{R}^n \to \mathbb{R} \), with \( n \geq 3 \), the following conditions are equivalent:

(a) \( f \) is regular on \( \mathbb{R}^n \).

(b) The restriction of \( f \) to every Euclidean 2-sphere in \( \mathbb{R}^n \) is a regular function.

As an application of Theorem 1.5, we will obtain the following.

**Theorem 1.7.** Let \( X \) be an irreducible nonsingular algebraic set in \( \mathbb{R}^n \), with \( \dim X \geq 3 \), and let \( U \) be a nonempty open subset of \( X \). Then, for a function \( f: U \to \mathbb{R} \), the following conditions are equivalent:

(a) \( f \) is regular on \( U \).
The restriction of $f$ to every algebraic surface in the collection $\mathcal{S}_2(U)$ is a regular function.

Next, we give some comments on the assumptions in our theorems.

**Remark 1.8.** Our results are optimal in the following sense.

(1.8.1) Let $g: \mathbb{R}^n \to \mathbb{R}$, for $n \geq 2$, be the function defined by

$$g(x_1, \ldots, x_n) = \begin{cases} \frac{x_1^4 + x_2(x_1^2 - x_3^2)^2}{x_1^r + (x_1^2 - x_2^2)^2 + x_3^2 + \cdots + x_n^2} & \text{for } (x_1, \ldots, x_n) \neq (0, \ldots, 0) \\ 0 & \text{for } (x_1, \ldots, x_n) = (0, \ldots, 0). \end{cases}$$

The restriction of $g$ to every nonsingular algebraic curve in $\mathbb{R}^n$ is a regular function, and the restriction of $g$ to every 1-dimensional real analytic submanifold of $\mathbb{R}^n$ is a real analytic function, see [17, Example 2.3] for the case $n = 2$. However, $g$ is not regular on $\mathbb{R}^n$ because it is not even locally bounded on the curve defined by $x_1^2 - x_3^2 = 0$, $x_3 = 0, \ldots, x_n = 0$. Hence in Theorems 1.1, 1.4 and 1.5 we have to allow algebraic curves with singularities of some type.

(1.8.2) The real algebraic curves in Theorem 1.1 and in Theorems 1.4 and 1.5 (except (b)) are faithful and are $C^k$ manifolds. As we have already noted, an algebraic set in $\mathbb{R}^n$ is nonsingular if and only if it is faithful and a $C^\infty$ manifold. So, according to (1.8.1), if algebraic curves used for testing regularity of functions are to be faithful, they cannot be $C^\infty$ manifolds at the same time. Dropping faithfulness is undesirable because precisely that is needed in our proofs of Theorems 1.2 and 1.7.

(1.8.3) Suppose that the set $U$ in Theorems 1.5 and 1.7 is disconnected. Let $U_0$ be a connected component of $U$, and let $f: U \to \mathbb{R}$ be the function defined by $f = 0$ on $U_0$ and $f = 1$ on $U \setminus U_0$. Obviously, $f$ is not a regular function on $U$, but the restriction of $f$ to every connected algebraic set in $X$, contained in $U$, is a constant (hence regular) function. Therefore it is essential that the algebraic sets in the collections $\mathcal{S}_d(U)$, with $d = 1$ and $d = 2$, are not necessarily connected.

**Remark 1.9.** In the second part of the present paper, currently in preparation, we prove that it is sufficient to restrict attention to algebraic curves which are analytic manifolds (that admit singularities and therefore cannot be faithful). More precisely, among the results we obtain the following: A function $f: X \to \mathbb{R}$ defined on a connected nonsingular real algebraic set $X$ in $\mathbb{R}^n$ (with $\dim X \geq 2$) is regular if and only if for every algebraic curve $C$ in $X$, which has at most one singular point and is a real analytic submanifold homeomorphic to the unit circle, the restriction $f|_C$ is a regular function.

Our results fit into the research program in real algebraic geometry focusing on continuous rational functions, regulous functions and piecewise-regular functions [2,3,5,12,13,17,19,21] (see also the recent surveys [20,22] and the references therein).

The paper is organized as follows. In Section 2 we prove, by a rather intricate argument, a criterion for analyticity of some real meromorphic functions on nonsingular real algebraic surfaces. This enables us to apply in a novel way the tools developed in [6,8,23], leading to the proofs of Theorems 1.4, 1.5, 1.6 and 1.7 (hence also Theorems 1.1 and 1.2) in Section 3.
2 Real meromorphic functions on algebraic surfaces

The following result will play the key role in Section 3.

Proposition 2.1. Let $k$ be a positive integer, $X$ an irreducible nonsingular algebraic set in $\mathbb{R}^n$, with $\dim X = 2$, and $f : U \to \mathbb{R}$ a function defined on an open subset $U$ of $X$. Let $a$ be a point in $U$ and let $g, h : U \to \mathbb{R}$ be two real analytic functions such that

$$Z(h) = \{a\} \quad \text{and} \quad f(b) = \frac{g(b)}{h(b)} \quad \text{for all } b \in U \setminus \{a\}.$$

Assume that for every algebraic curve $C$ in the collection $\mathcal{F}^k(U)$, with singular point at $a$, the restriction $f|_C$ is a real analytic function. Then $f$ is real analytic on $U$.

The proof of Proposition 2.1 requires some preparation and will be preceded by several auxiliary results. Suggestions conveyed to us by S. Donaldson allowed us to simplify the original proof. The case $X = \mathbb{R}^2$ will be analyzed first.

2.1 Real meromorphic functions of two variables

Let $K$ denote either the field $\mathbb{R}$ of real numbers or the field $\mathbb{C}$ of complex numbers. Let $O^K_n$ denote the ring of all $K$-analytic function-germs at the origin in $K^n$. If no confusion is possible, we will make no distinction between function-germs and their representatives. The ring $O^K_n$ is a local ring whose maximal ideal is denoted by $m^K_n$. As usual, given a positive integer $i$ and an ideal $m$, we denote by $m^i$ the $i$th power of $m$.

Lemma 2.2. Let $p < q$ be prime numbers. Then for every $v \in m^q_{\mathbb{K},2}$ there is a $\mathbb{K}$-analytic diffeomorphism-germ $G : (\mathbb{K}^2,0) \to (\mathbb{K}^2,0)$ such that $F_{p,q}, H_{p,q}$ regarded as elements of $m_{\mathbb{K},2}$ satisfy

$$F_{p,q} + v = H_{p,q} \circ G.$$

Proof. Clearly, $F_{p,q} + v = x^p(1 + f(x,y)) + y^q(-1 + g(x,y))$, for some $\mathbb{K}$-analytic function-germs $f, g$ vanishing at the origin. Hence, it is sufficient to take

$$G(x,y) = (x\sqrt[1+f(x,y)]{1} - 1 + g(x,y)).$$

Lemma 2.3. Let $p < q$ be prime numbers. Let $B$ be an open disc in $\mathbb{R}^2$ centered at the origin, $\psi_1, \ldots, \psi_m$ real-valued analytic functions on $B$ that vanish at the origin, and $v_r = (\psi_1 + \cdots + \psi_m)^r$ for $r = 1, 2, \ldots$. Then there are an open neighborhood $V \subset B$ of the origin, a positive integer $r_0$, and real analytic maps $H_r : V \to B$ for $r \geq r_0$ such that

(i) the sequence $\{H_r\}_{r \geq r_0}$ converges uniformly to the inclusion map $V \hookrightarrow B$ together with the first order partial derivatives, and

(ii) for each $r \geq r_0$ the map $H_r : V \to H_r(V)$ is an analytic diffeomorphism for which

$$F_{p,q} + v_r = F_{p,q} \circ H_r \text{ on } V.$$
Proof. Since $\psi_i(0,0) = 0$ for $i = 1, \ldots, m$, there are real analytic functions $\lambda_i, \mu_i : B \to \mathbb{R}$ such that

$$\psi_i(x, y) = x\lambda_i(x, y) + y\mu_i(x, y)$$

for all $(x, y) \in B$.

Therefore there is a positive integer $r_1$ such that $v_{r_1}(x, y) = x^p u_{r_1}(x, y) + y^q w_{r_1}(x, y)$, where $u_{r_1}, w_{r_1} : B \to \mathbb{R}$ are real analytic functions. For $r > r_1$ define real analytic functions $u_r, w_r : B \to \mathbb{R}$ by the equations $u_r = u_{r_1}v_{r-r_1}$ and $w_r = w_{r_1}v_{r-r_1}$, and note that

$$u_r(x, y) = x^p u_r(x, y) + y^q w_r(x, y)$$

for all $(x, y) \in B$.

Since $v_1(0,0) = 0$, there is an open disc $B_0$ in $\mathbb{R}^2$ centered at the origin such that its closure is contained in $B$ and the sequences $\{u_r|_{B_0}\}, \{w_r|_{B_0}\}$ converge uniformly to 0 together with the first order partial derivatives.

Shrinking $B_0$ and choosing a sufficiently large integer $r_0 > r_1$, we see that the formulas

$$G_0(x, y) = (x\sqrt{1 + x^{2q-p}}, y\sqrt{-1 + y^q})$$

for $r \geq r_0$ define real analytic maps from $B_0$ into $\mathbb{R}^2$, and $G_0 : B_0 \to G_0(B_0)$ is a real analytic diffeomorphism. By construction, the sequence $\{G_r|_{B_0}\}_{r \geq r_0}$ converges uniformly to $G_0|_{B_0}$ together with the first order partial derivatives. By [15, Lemma 1.3, p. 36]], increasing $r_0$, we may assume that $G_r : B_0 \to G_r(B_0)$ is a real analytic diffeomorphism for $r \geq r_0$. Now, let $V \subset \mathbb{R}^2$ be an open neighborhood of the origin with $\bar{V} \subset B_0$. Increasing $r_0$ once again, we get $G_r(V) \subset G_0(B_0)$ for $r \geq r_0$. Since on $V$, we have $F_{p,q} = H_{p,q} \circ G_0$ and $F_{p,q} + v_r = H_{p,q} \circ G_r$, for $r \geq r_0$, the real analytic maps $H_r = (G_0|_{B_0})^{-1} \circ (G_r|_V)$, for $r \geq r_0$, satisfy the required conditions.

\[ \square \]

Lemma 2.4. Let $p < q$ be prime numbers. Then for every $v \in m_{\mathbb{R}^2}^{2q}$ the $\mathbb{K}$-analytic function-germ $F_{p,q} + v$ is irreducible.

Proof. The $\mathbb{K}$-analytic function-germ of $H_{p,q}$ at the origin is irreducible. Hence the assertion is an immediate consequence of Lemma 2.2 \[ \square \]

For any germ $A$ of a subset of $\mathbb{R}^2$ at the origin, let $I(A)$ denote the ideal of all function-gemms in $\mathcal{O}_{2}^\mathbb{R}$ vanishing on $A$. The following lemma formulated in the real setting clearly has its complex analogue.

Lemma 2.5. Let $p < q$ be prime numbers. Then for every $v \in m_{\mathbb{R}^2}^{2q}$ the real analytic set-germ $Z(F_{p,q} + v)$ is irreducible of dimension 1, and

$$I(Z(F_{p,q} + v)) = (F_{p,q} + v)\mathcal{O}_{2}^\mathbb{R}.$$  

Proof. The real analytic set-germ $Z(H_{p,q})$ is irreducible of dimension 1, and

$$I(Z(H_{p,q})) = (H_{p,q})\mathcal{O}_{2}^\mathbb{R}.$$

Hence, the assertion follows immediately by Lemma 2.2 \[ \square \]

Lemma 2.6. Let $k$ be a positive integer and $p, q$ primes with $pk < q$. Then the following hold:

\[ \square \]
(i) \( C_{p,q} = \text{graph}(\phi_+) \cup \text{graph}(\phi_-) \), where \( \phi_+, \phi_- : [\alpha, \beta] \to \mathbb{R} \) are given by
\[
\phi_+(x) = \sqrt{\frac{1}{2} + \frac{1}{2}\sqrt{1 - 4(x^p + x^{2q})}},
\]
\[
\phi_-(x) = \sqrt{\frac{1}{2} - \frac{1}{2}\sqrt{1 - 4(x^p + x^{2q})}},
\]
and \( \alpha < \beta \) are (the only) real roots of \( 1 - 4(x^p + x^{2q}) \).

(ii) The origin is the only singular point of the real algebraic curve \( C_{p,q} \).

(iii) \( C_{p,q} \) is a \( C^k \) manifold homeomorphic to the unit circle.

(iv) The real algebraic curve \( C_{p,q} \) is faithful.

Proof. (i) Put \( \tilde{F}(x, t) := x^p - t + x^{2q} + t^2 \). Solving the equation \( \tilde{F} = 0 \) with respect to \( t \) we obtain \( t_+, t_- : [\alpha, \beta] \to \mathbb{R} \) given by
\[
t_+(x) = \frac{1}{2} + \frac{1}{2}\sqrt{1 - 4(x^p + x^{2q})},
\]
\[
t_-(x) = \frac{1}{2} - \frac{1}{2}\sqrt{1 - 4(x^p + x^{2q})},
\]
where \( \alpha < \beta \) are real roots of \( 1 - 4(x^p + x^{2q}) \). Clearly \( \mathcal{Z}(\tilde{F}) = \text{graph}(t_+) \cup \text{graph}(t_-) \). Since \( F_{p,q}(x, y) = \tilde{F}(x, y^q) \), the claim follows.

(ii) Elementary calculation shows that \( (0, 0) \) is the unique critical point of \( F_{p,q} \) lying on \( C_{p,q} \).

(iii) By (ii) \( C_{p,q} \setminus \{(0, 0)\} \) is an analytic manifold. Lemma 2.2 shows that the germ of \( C_{p,q} \) at \( (0, 0) \) is analytically equivalent to the germ of \( \mathcal{Z}(H_{p,q}) \) at \( (0, 0) \). Since \( pk < q \), the curve \( \mathcal{Z}(H_{p,q}) \) is a \( C^k \) manifold. Hence, \( C_{p,q} \) is also a \( C^k \) manifold.

(iv) The algebraic complexification \( C_{p,q}^c \) of \( C_{p,q} \) is given by the complex solutions of the equation \( F_{p,q} = 0 \). Hence, the complex analytic set-germ of \( C_{p,q}^c \) at the origin is irreducible by Lemma 2.4. Therefore \( C_{p,q} \) is faithful in view of (ii) and (iii).

\[ \square \]

Lemma 2.7. Let \( \Omega \subset \mathbb{R}^2 \) be an open neighborhood of \( (0, 0) \in \mathbb{R}^2 \), and \( g, h : \Omega \to \mathbb{R} \) real analytic functions with \( \mathcal{Z}(h) = \{(0, 0)\} \). Assume that the real analytic function
\[
f : \Omega \setminus \{(0, 0)\} \to \mathbb{R}, \quad (x, y) \mapsto \frac{g(x, y)}{h(x, y)}
\]
does not have a real analytic extension to \( \Omega \). Then there is a positive integer \( m_0 \) such that for every real analytic function \( F : \Omega \to \mathbb{R} \) with \( F \in \mathfrak{m}_{p,q,2}^{m_0} \) and \( (F)\mathcal{O}_2^\mathbb{R} = I(\mathcal{Z}(F)) \), the restriction \( f|_{\mathcal{Z}(F) \setminus \{(0, 0)\}} \) does not have a real analytic extension to \( \mathcal{Z}(F) \cap \Omega \).

Proof. By nonextendability of \( f \), the germ of \( g \) at the origin is a nonzero element of \( \mathcal{O}_2^\mathbb{R} \). After shrinking \( \Omega \) and dividing \( g \) and \( h \) by their greatest common divisor we may assume that the germs of \( g, h \) are relatively prime in \( \mathcal{O}_2^\mathbb{R} \) and, again by nonextendability of \( f \), we still have \( h(0, 0) = 0 \).

Let \( U \) be a polydisc about the origin in \( \mathbb{C}^2 \) on which the complexification of \( h \) is well defined. Set \( V := \{(x, y) \in U : h(x, y) = 0\} \) and note that the germ of \( V \) at the origin is
of complex dimension 1 as $h(0,0) = 0$. Since $g, h$ are relatively prime in $\mathcal{O}_2^\mathbb{R}$, there exists an irreducible complex analytic curve-germ $(T, (0,0))$ contained in $(V, (0,0))$ such that $g$ does not vanish identically on $(T, (0,0))$. Indeed, otherwise $g$ would vanish identically on $(V, (0,0))$. Hence, by the Nullstellensatz, there would be an integer $t$ and a $v \in \mathcal{O}_2^\mathbb{R}$ with $g^t = vh$. Since $g, h \in \mathcal{O}_2^\mathbb{R}$, we would have $v \in \mathcal{O}_2^\mathbb{R}$, contradicting the fact that $g, h$ are relatively prime in $\mathcal{O}_2^\mathbb{R}$.

By the Puiseux theorem, we have a holomorphic normalization $\phi : (\mathbb{C}, 0) \to (T, (0,0))$. Then $g \circ \phi : (\mathbb{C}, 0) \to (\mathbb{C}, 0)$ is a non-zero holomorphic function. Define $m_0$ to be any integer greater than the order of zero of $g \circ \phi$ at 0.

Let $F : \Omega \to \mathbb{R}$ be a real analytic function satisfying the hypotheses of the lemma. Suppose that $f|(\mathcal{Z}(F) \setminus \{(0,0)\}) \cap \Omega$ has a real analytic extension to $\mathcal{Z}(F) \cap \Omega$. Then there is a $u \in \mathcal{O}_2^\mathbb{R}$ such that $g - uh \in I(\mathcal{Z}(F))$. By assumption there is a $w \in \mathcal{O}_2^\mathbb{R}$ such that $g - uh = wF$. Passing to the complexifications of $g, F$ and $w$ in a small neighborhood of the origin we obtain $g \circ \phi = (w \circ \phi)(F \circ \phi)$ in a neighborhood of 0. This is a contradiction because the order of zero at 0 of the right-hand side of the latter equation is greater than that of the left-hand side.

\[ \square \]

### 2.2 Generalizing to algebraic surfaces

To begin with we present the following.

**Lemma 2.8.** Let $X$ be an irreducible nonsingular real algebraic set in $\mathbb{R}^n$, with $\dim X = m \geq 1$, and let $a$ be a point in $X$. Then there exists a linear map $\pi : \mathbb{R}^n \to \mathbb{R}^m$ for which the following hold:

(i) The restriction $\pi|_X : X \to \mathbb{R}^m$ is a proper map with finite (some possibly empty) fibers.

(ii) The map $\pi|_X$ is transverse to $\pi(a)$.

**Proof.** Let $Y := X - a$ be the translate of $X$. Let $L(n, m)$ be the space of all linear maps from $\mathbb{R}^n$ to $\mathbb{R}^m$. By a suitable version of the Noether normalization theorem, see [11, Theorem 13.3] and its proof, there is a nonempty Zariski open subset $\Omega$ of $L(n, m)$ such that every $\beta \in \Omega$ is a surjective map whose restriction $\beta|_Y$ is proper with finite fibers. Moreover, there is $\gamma \in \Omega$ such that the derivative of $\varphi := \gamma|_Y : Y \to \mathbb{R}^m$ at the origin 0 is an isomorphism. After a linear coordinate change, we may assume that $\gamma$ is the canonical projection $\mathbb{R}^n = \mathbb{R}^m \times \mathbb{R}^{n-m} \to \mathbb{R}^m$.

For any constant $\varepsilon > 0$, we set

$$M_{\varepsilon} := \{(t_{ij}) \in \mathbb{R}^{m \times n} : |t_{ij}| < \varepsilon \text{ for } 1 \leq i \leq m, 1 \leq j \leq n\}$$

and consider the map $\Phi : \mathbb{R}^n \times M_{\varepsilon} \to \mathbb{R}^m$ defined by

$$\Phi(x, t) = \left(x_1 + \sum_{j=1}^n t_{1j}x_j, \ldots, x_m + \sum_{j=1}^n t_{mj}x_j\right),$$

where $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ and $t = (t_{ij}) \in M_{\varepsilon}$. If $\varepsilon$ is sufficiently small, then $\Phi|_{Y \times M_{\varepsilon}}$ is a submersion since for every point $x \in Y \setminus \{0\}$ the restriction of $\Phi$ to $\{x\} \times M_{\varepsilon}$ is a submersion, and $\varphi$ is a submersion at the origin 0 $\in Y$. Hence, according to the standard consequence of Sard’s theorem [11, p. 48, Theorem 19.1], the map $\Phi : Y \to \mathbb{R}^m$,
\( \Phi_t(x) = \Phi(x, t) \), is transverse to the origin 0 \( \in \mathbb{R}^m \) for some \( t \in M_\varepsilon \). Finally, define \( \pi \in L(n, m) \) by \( \pi(x) = \Phi(x, t) \) and note that \( \pi|_Y = \Phi_t \). If \( \varepsilon \) is small, then \( \pi \) belongs to \( \Omega \) and has the required properties. \( \square \)

For the sake of clarity we include the following observation.

**Lemma 2.9.** Let \( a, b \) be two points in \( \mathbb{R}^m \) and let \( \varepsilon > 0 \) be a constant. For the Euclidean norm on \( \mathbb{R}^m \), if \( \|a\| > \varepsilon \) and \( \|b\| < \frac{\varepsilon}{2} \), then \( \|a - b\| > \frac{4\varepsilon}{3} \).

**Proof.** The conclusion follows immediately from the inequality \( \|a - b\| \geq \|a\| - \|b\| \). \( \square \)

Finally, we are ready to complete the main task of this section.

**Proof of Proposition 2.1.** Our aim is to prove analyticity of \( f \) in some neighborhood of \( a \) in \( U \). Since the problem is local, we are allowed to shrink \( U \) if convenient. We may assume that \( k \geq 2 \) and the point \( a \in U \) is the origin in \( \mathbb{R}^n \). By Lemma 2.8, there exists a linear map \( \pi : \mathbb{R}^n \to \mathbb{R}^2 \) such that the restriction \( \pi|_X : X \to \mathbb{R}^2 \) is a proper map with finite fibers and is transverse to \( (0, 0) \in \mathbb{R}^2 \). After a linear coordinate change in \( \mathbb{R}^n \) we may assume that \( \pi : \mathbb{R}^n = \mathbb{R}^2 \times \mathbb{R}^{n-2} \to \mathbb{R}^2 \) is the canonical projection. Now we choose an open neighborhood \( \Omega \subset \mathbb{R}^2 \) of \((0,0)\) such that

\[
(\pi|_X)^{-1}(\Omega) = U_1 \cup \cdots \cup U_s,
\]

where the \( U_i \) are pairwise disjoint open subsets of \( X \), each \( \pi|_{U_i} : U_i \to \Omega \) is a real analytic diffeomorphism, and \( a \in U_1 \subset U \). Let \((x, y, z)\), where \( z = (z_1, \ldots, z_{n-2}) \), be the variables in \( \mathbb{R}^n \). The inverse map \((\pi|_{U_i})^{-1} : \Omega \to U_i \) is of the form \((x, y, z) \mapsto (x, y, \varphi^i(x, y))\), where

\[
\varphi^i = (\varphi^i_1, \ldots, \varphi^i_{n-2}) : \Omega \to \mathbb{R}^{n-2}
\]

is a real analytic map. Shrinking \( U \) and \( \Omega \) we may assume that \( U_1 = U \) and, for some open subset \( \tilde{U} \) of \( \mathbb{R}^n \) and polynomial functions \( P_1, \ldots, P_{n-2} \) on \( \mathbb{R}^n \), we have

\[
\det \left( \frac{\partial(P_1, \ldots, P_{n-2})}{\partial(z_1, \ldots, z_{n-2})}(b) \right) \neq 0 \quad \text{for all } b \in U,
\]

(1)

\[
U = X \cap \tilde{U} = Z(P_1) \cap \cdots \cap Z(P_{n-2}) \cap \tilde{U}.
\]

By construction,

\[
\tau : \Omega \to U, \quad (x, y) \mapsto (x, y, \varphi^1(x, y))
\]

is the inverse of the map \( \pi|_U : U \to \Omega \). Note that \( \tau(0,0) = a \), where \( a \) is the origin in \( \mathbb{R}^n \).

There is an open disc \( B \subset \mathbb{R}^2 \) centered at \((0,0)\) such that \( C_{p,q} \subset B \) for all primes \( p < q \). Rescaling the coordinates in \( \mathbb{R}^2 \) we may assume that \( \Omega \) contains the closure \( \bar{B} \).

We prove that the restriction \( f|_{U \setminus \{0\}} \) has a real analytic extension to \( U \). Suppose that this is not the case. We will construct an algebraic curve \( C \in \mathcal{F}^k(U) \) with a singular point at \( a \) such that the restriction \( f|_{C \setminus \{a\}} \) does not have a real analytic extension to \( C \). The existence of such a \( C \) contradicts the hypothesis.

First note that \( f \circ \tau|_{\Omega \setminus \{(0,0)\}} \) does not have a real analytic extension to \( \Omega \) and

\[
(f \circ \tau)(x, y) = \frac{(g \circ \tau)(x, y)}{(h \circ \tau)(x, y)} \quad \text{for all } (x, y) \in \Omega \setminus \{(0,0)\}.
\]

Let \( m_0 \) be a positive integer provided by Lemma 2.7 applied to \( g \circ \tau \) and \( h \circ \tau \). Fix a pair \((p, q) \in \Lambda^k \) such that \( m_0 < p \).
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The case $s = 1$ is easy. Indeed, by Lemma \[2.5\] (with $v = 0$) and by Lemma \[2.7\] the restriction $f \circ \tau|_{C_{p,q} \setminus \{0,0\}}$ does not have a real analytic extension to $C_{p,q}$. Next, by Lemma \[2.6\] we conclude that the algebraic curve $C = (\pi|_X)^{-1}(C_{p,q})$ is homeomorphic to the unit circle and $a$ is the unique singular point of $C$. Moreover, by Lemma \[2.2\] the germ $C_a$ is $\mathbb{R}$-analytically equivalent to the germ of $E_{p,q}$ at $(0,0)$. Furthermore, the complex analytic set-germ of algebraic complexification of $C$ at $a$ is irreducible because, by Lemma \[2.4\] the complex analytic set-germ of algebraic complexification of $C_{p,q}$ at $(0,0)$ is irreducible, hence $C$ is faithful at $a$. Thus $C$ is an element of the collection $\mathcal{F}^k(U)$, with singular point at $a$, such that the restriction $f|_{\Omega\setminus\{a\}}$ does not have a real analytic extension to $C$.

Henceforth we assume that $s \geq 2$. Choose a constant $\varepsilon > 0$ satisfying

$$\inf_{2 \leq l \leq s} \inf_{(x,y) \in B} \sum_{i=1}^{n-2} (\varepsilon_i(x,y) - \varphi_i(x,y))^2 > \varepsilon. \quad (2)$$

By the Weierstrass approximation theorem, for $i = 1, \ldots, n - 2$, there exist polynomial functions $\Phi_i : \mathbb{R}^2 \to \mathbb{R}$ with $\Phi_i(0,0) = \varphi_i(0,0) = 0$ and

$$\sup_{(x,y) \in B} \sum_{i=1}^{n-2} (\varepsilon_i(x,y) - \Phi_i(x,y))^2 < \frac{\varepsilon}{9}. \quad (3)$$

Using (2), (3) and Lemma \[2.9\] we get

$$\inf_{2 \leq l \leq s} \inf_{(x,y) \in B} \sum_{i=1}^{n-2} (\varepsilon_i(x,y) - \Phi_i(x,y))^2 > \frac{4\varepsilon}{9}. \quad (4)$$

Since $C_{p,q} = \mathcal{Z}(F_{p,q}) \subset B$ and $F_{p,q} > 0$ on the unbounded component of $\mathbb{R}^2 \setminus \mathcal{Z}(F_{p,q})$ we have

$$F_{p,q} > 0 \quad \text{on } \mathbb{R}^2 \setminus B. \quad (5)$$

Given a positive integer $r$, we define two functions $K_r, W_r$ on $\mathbb{R}^n$ by

$$K_r(x,y,z) = \left(\sum_{i=1}^{n-2} \varepsilon_i(x,y) - \Phi_i(x,y)\right)^r,$$

$$W_r(x,y,z) = F_{p,q}(x,y) + K_r(x,y,z).$$

The curve $C$ will be of the form $\mathcal{Z}(W_r|_X)$ for $r$ large enough.

In view of (4), for $l = 2, \ldots, s$ and $(x,y) \in \tilde{B}$, we have

$$K_r(x,y,\varphi^l(x,y)) = \left(\sum_{i=1}^{n-2} \varepsilon_i(x,y) - \Phi_i(x,y)\right)^r > \left(\frac{4}{3}\right)^r. \quad (6)$$

By (3), for $(x,y) \in \tilde{B}$, we obtain

$$K_r(\tau(x,y)) = \left(\sum_{i=1}^{n-2} \varepsilon_i(x,y) - \Phi_i(x,y)\right)^r < \left(\frac{1}{3}\right)^r. \quad (7)$$

Since $W_r \circ \tau - F_{p,q} = K_r \circ \tau$ on $\Omega$, it readily follows from (7) that the sequence $\{W_r \circ \tau|_B\}$ converges to $F_{p,q}|_B$ in the $C^k$ topology. Moreover, the order of zero of $K_r \circ \tau$ at the origin tends to infinity as $r$ grows. Consequently, by Lemma \[2.3\] with $v_r = K_r \circ \tau$, there is a neighborhood of the origin in which, for $r$ large enough, $W_r \circ \tau$ is equivalent to $F_{p,q}$ by an analytic diffeomorphism $(\mathbb{R}^2, (0,0)) \to (\mathbb{R}^2, (0,0))$. It follows that, for large $r$, the gradient of $W_r \circ \tau$ does not vanish at any point of $\mathcal{Z}(W_r \circ \tau|_B) \setminus \{0,0\}$. In view of Lemma \[2.4\] we conclude that $\mathcal{Z}(W_r \circ \tau|_B)$ is a $C^k$ submanifold of $B$. We prove
Claim 2.10. For $r$ large enough, $Z(W_r \circ \tau|_B)$ is homeomorphic to $C_{p,q}$.

Proof of Claim 2.10. First let us recall that for any one-dimensional $C^2$ manifold $M \subset \mathbb{R}^2$, by a tubular neighborhood of $M$ we mean a pair $(N, \eta)$, where $N$ is an open neighborhood of $M$ and $\eta : N \to M$ is a $C^1$ map such for every $x \in M$, $\eta^{-1}(x)$ is a segment normal to $M$ at $x$. It is clear that for every $x_0 \in M$ there is an open neighborhood $E$ in $M$ admitting a tubular neighborhood $(N_E, \eta_E)$ in $\mathbb{R}^2$ of constant radius (that is, there is a $c > 0$ such that $\eta_E^{-1}(x)$ is a segment centered at $x$ of length $c$ for every $x \in E$).

Let us show that $C_{p,q}$ is homeomorphic to $Z(W_r \circ \tau)$ for $r$ large enough. Recall that the gradient of $F_{p,q}$ does not vanish at any $b \in C_{p,q} \setminus \{(0,0)\}$. Hence for every $b \in C_{p,q} \setminus \{(0,0)\}$ there are an $\varepsilon_b > 0$ and a tubular neighborhood $(N_b, \eta_b)$ of $N_b \cap C_{p,q} \ni b$ of constant radius such that

(*) for every $x \in N_b \cap C_{p,q}$ we have $\inf |(F_{p,q} \eta_b^{-1}(x))'| > \varepsilon_b$.

We may assume that $W_r \circ \tau$ converges to $F_{p,q}$ uniformly together with the first order partial derivatives on every $N_b$.

By Lemma 2.3 with $v_r = K_r \circ \tau$, there are an open neighborhood $V$ of the origin and a sequence $H_r : V \to H_r(V)$ of analytic diffeomorphisms converging uniformly to the identity on $V$ together with the first order partial derivatives such that $F_{p,q} \circ H_r = W_r \circ \tau$. We may assume, shrinking $V$ if necessary, that there is a $C^1$ function $f : V \to \mathbb{R}$ whose gradient does not vanish at any point of $V$ such that $Z(f) = C_{p,q} \cap V$. Therefore there are an $\varepsilon(0,0) > 0$ and a tubular neighborhood $(N(0,0), \eta(0,0))$ of $N(0,0) \cap C_{p,q} \ni (0,0)$ of constant radius such that

(**) for every $x \in N(0,0) \cap C_{p,q}$ we have $\inf |(f \eta^{-1}(0,0))'| > \varepsilon(0,0)$.

As $C_{p,q}$ is compact, there are $b_1, \ldots, b_s \in C_{p,q}$ such that $C_{p,q} \subset \bigcup_{b_j=0}^{s} N_{b_j}$, where $b_0 = (0,0)$. Define $f_{r,j}$ on $N_{b_j}$ to be $f \circ H_r$ if $j = 0$ and $W_r \circ \tau$ if $j = 1, \ldots, s$. Set $\varepsilon := \min_{b_j=0}^{s} \varepsilon_{b_j}$. Since $f_{r,0}$ converges to $f|_{N_{b_0}}$ and $f_{r,j}$ converges to $F_{p,q}|_{N_{b_j}}$, for $j = 1, \ldots, s$, we conclude that for $r$ large enough, by (*) and (**),

for every $j = 0, \ldots, s$ and $x \in N_{b_j} \cap C_{p,q}$ we have $\inf |(f_{r,j} \eta_{b_j}^{-1}(x))'| > \varepsilon/2$.

Consequently, for every $j = 0, \ldots, s$ and $x \in N_{b_j} \cap C_{p,q}$ the function $f_{r,j}$ has precisely one zero on $\eta_{b_j}^{-1}(x)$. On the other hand, $Z(f_{r,j}) = Z(W_r \circ \tau) \cap N_{b_j}$, for $j = 0, \ldots, s$. Therefore if $(N, \eta)$ is a tubular neighborhood of $C_{p,q}$ with $N \subset \bigcup_{b_j=0}^{s} N_{b_j}$, then for $r$ large enough, $\eta|_{Z(W_r \circ \tau)} : Z(W_r \circ \tau) \to C_{p,q}$ is injective. Clearly, this map is also surjective, hence it is a homeomorphism in view of compactness of its domain.

We proceed with the proof of Proposition 2.1. Let $r_0$ be a positive integer such that for $r \geq r_0$ the gradient of $W_r \circ \tau$ does not vanish at any point of $Z(W_r \circ \tau|_B) \setminus \{(0,0)\}$ and $Z(W_r \circ \tau|_B)$ is a $C^k$ submanifold of $B$ homeomorphic to $C_{p,q}$. In view of (5), we have

$$W_r > 0 \quad \text{on} \quad \mathbb{R}^n \setminus \pi^{-1}(B)$$

for all $r$. In particular,

$$Z(W_r \circ \tau|_B) = Z(W_r \circ \tau).$$

Moreover, using (6) and increasing $r_0$ if necessary, we get

$$W_r > 0 \quad \text{on} \quad (\pi|_U)^{-1}(B) \setminus U$$

for $r \geq r_0$. The algebraic curve $C_r := Z(W_r|_X)$ satisfies

$$C_r \subset U \quad \text{and} \quad \pi(C_r) = (\pi|_U)(C_r) = Z(W_r \circ \tau) \quad \text{(8)}$$
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for $r \geq r_0$. Since $\pi|_U : U \to \Omega$ is a real analytic diffeomorphism, the set $C_r$ is a $C^k$ submanifold of $U$, diffeomorphic to $\mathcal{Z}(W_r \circ \tau)$ (hence diffeomorphic to $C_{p,q}$ which in turn is diffeomorphic to the unit circle by Lemma 2.6).

By nonvanishing of the gradient of $W_r \circ \tau$ at any point of $\mathcal{Z}(W_r \circ \tau) \setminus \{(0,0)\}$ for $r \geq r_0$, and by [1], [8] and the fact that $\pi|_U : U \to \Omega$ is a real analytic diffeomorphism, we obtain

$$\text{rank } \left( \frac{\partial(W_r, P_1, \ldots, P_{n-2})}{\partial(x, y, z_1, \ldots, z_{n-2})} \right)(b) = n - 1$$

for all points $b \in C_r \setminus \{a\}$. Consequently, the algebraic curve $C_r$ is nonsingular at every point $b \in C_r \setminus \{a\}$ if $r \geq r_0$.

We may assume that $r_0 > 2q$. From now on we work with $r$ satisfying $r \geq r_0$. Let us show that $C_r$ is an element of $\mathcal{F}^k(U)$. By Lemma 2.2 with $v = K_r \circ \tau$, there is an analytic diffeomorphism $G : (\mathbb{R}^2, (0,0)) \to (\mathbb{R}^2, (0,0))$ such that $W_r \circ \tau = H_{p,q} \circ G$. Consequently, the germ of the algebraic curve $C_r = \mathcal{Z}(W_r)_{xy}$ at $a$ is $\mathbb{R}$-analytically equivalent to the germ of $E_{p,q}$ at $(0,0)$. In particular, $a$ is a singular point of $C_r$. Now, it remains to check that the analytic germ of the algebraic complexification of $C_r$ at $a$ is irreducible, which implies that $C_r$ is faithful at $a$.

Let $X_C \subset \mathbb{C}^n$ be the algebraic complexification of $X$. The analytic germ of the complex curve

$$S := \{(x, y, z) \in X_C : W_r(x, y, z) = 0\}$$

at $a$ is irreducible. Indeed, $S_a$ is equivalent via the complexification $\tau_C$ of the analytic diffeomorphism $\tau$ to the germ of

$$T := \{(x, y) \in \mathbb{C}^2 : F_{p,q}(x, y) + K_r(\tau_C(x, y)) = 0\}$$

at the origin. Hence, $S_a$ is irreducible as $T_{(0,0)}$ is irreducible by Lemma 2.4. Since $C_r \subset S$ we conclude that $C_r$ is an element of $\mathcal{F}^k(U)$.

Finally, let us check that the restriction $f|_{C_r \setminus \{a\}}$ does not have a real analytic extension to $C_r$. First, by Lemma 2.5 with $v = K_r \circ \tau$ we get $I(\mathcal{Z}(W_r \circ \tau)) = (W_r \circ \tau)\mathcal{O}_2^R$. Then, by Lemma 2.7 applied to $f \circ \tau|_{\mathcal{Z}(W_r \circ \tau)\setminus\{(0,0)\}}$ with $F = W_r \circ \tau$, we obtain that the restriction $f \circ \tau|_{\mathcal{Z}(W_r \circ \tau)\setminus\{(0,0)\}}$ does not have a real analytic extension to $\mathcal{Z}(W_r \circ \tau)$. Consequently, by [8], the restriction $f|_{C_r \setminus \{a\}}$ does not have a real analytic extension to $C_r$. We complete the construction of $C$ by defining $C := C_r$ for some $r \geq r_0$.

In conclusion, the restriction $f|_{U \setminus \{a\}}$ has a real analytic extension to $U$, say, $F : U \to \mathbb{R}$. The final task is to show that $f(a) = F(a)$. To do this, it is sufficient to prove that there exists an algebraic curve $C$ in the collection $\mathcal{F}^k(U)$ with singular point at $a$. Indeed, for such a curve, the restrictions $f|_C$, $F|_C$ are real analytic functions which agree on $C \setminus \{a\}$, hence we get $f(a) = F(a)$, as required. One can obtain $C$ starting with $C_{p,q}$ for arbitrary $(p, q) \in \Lambda^k$, and repeating the arguments used in the construction of the curve $C_r$ above.

\[ \square \]

## 3 Proofs of the main theorems

Let $X$ be an irreducible nonsingular algebraic set in $\mathbb{R}^n$ and let $f : U \to \mathbb{R}$ be a function defined on a nonempty open subset $U$ of $X$. We say that $f$ admits a rational representation if there exist two polynomial functions $G, H : \mathbb{R}^n \to \mathbb{R}$ such that

$$f(x) = \frac{G(x)}{H(x)} \text{ for all } x \in U \setminus \mathcal{Z}(H)$$
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and \( H \) is not identically 0 on \( X \) (no restriction on the values of \( f \) on the set \( U \cap \mathcal{Z}(H) \) is imposed).

We will repeatedly make use of the following fact.

**Lemma 3.1.** With notation as above, if \( f \) is a real analytic function that admits a rational representation, then \( f \) is a regular function.

**Proof.** This is the case since for each point \( x \in U \), the ring of germs of real analytic functions at \( x \) is faithfully flat over the ring of germs of regular functions at \( x \) (the latter assertion follows from [25, Chap. III, Proposition 4.10]).

### 3.1 Restrictions to algebraic curves

First we give a different proof of the result established in [17, Corollary 5.2].

**Theorem 3.2.** Let \( f : U \to \mathbb{R} \) be a function defined on a connected open set \( U \) in \( \mathbb{R}^n \). Assume that the restriction of \( f \) is a regular function on each open interval contained in \( U \) and parallel to one of the coordinate axes. Then there exist two polynomial functions \( G, H : \mathbb{R}^n \to \mathbb{R} \) such that

\[
\text{codim} P \geq 2 \quad \text{and} \quad f(x) = \frac{G(x)}{H(x)} \text{ for all } x \in U \setminus P,
\]

where \( P := U \cap \mathcal{Z}(H) \).

**Proof.** By [24, Proposition 2.4], there is an open cube \( W \) contained in \( U \) such that the function \( f|_W \) is Nash, so analytic, as a function of \( n \) variables. Hence, according to [10, p. 201, Theorem 5], \( f|_W \) admits a rational representation. In view of Lemma 3.1, \( f|_W \) is actually a regular function. Consequently, there exist two polynomial functions \( G, H \) on \( \mathbb{R}^n \) such that they have no common factor, \( W \subset \mathbb{R}^n \setminus \mathcal{Z}(H) \) and \( f(x) = G(x)/H(x) \) for all \( x \in W \).

Setting \( R := G/H \) and \( P := U \cap \mathcal{Z}(H) \), we claim that \( f = R \) on \( U \setminus P \). Obviously, any two points of \( U \) can be connected by a continuous arc composed of closed intervals in \( U \), each of which is parallel to one of the coordinate axes. Since the functions \( H f, G \) on \( U \) are analytic with respect to each variable separately and are identical on \( W \), it readily follows that \( H f = G \) on \( U \). This proves the claim.

It remains to prove that \( \text{codim} P \geq 2 \). Suppose that \( \text{codim} P = 1 \). Then there is a nonsingular point \( x \in P \) with \( G(x) \neq 0 \) and \( H(x) = 0 \); otherwise \( G \) and \( H \) would have a common factor. Let \( I \) be an open interval in \( U \) such that \( I \) is parallel to one of the coordinate axes, \( I \) is not contained in \( P \), and \( x \in I \). Then \( f|_I \) is a regular function satisfying

\[
(f|_I)|_{I \setminus P} = f|_{I \setminus P} = R|_{I \setminus P}.
\]

We get a contradiction since \( R|_{I \setminus P} \) is unbounded near \( x \).

The following result will also be useful.

**Theorem 3.3.** Let \( f : \mathbb{R}^n \to \mathbb{R} \), with \( n \geq 2 \), be a function whose restriction to every Euclidean circle in \( \mathbb{R}^n \) is a regular function. Then \( f \) admits a rational representation. Furthermore, there exist two polynomial functions \( G, H : \mathbb{R}^n \to \mathbb{R} \) such that

\[
\text{codim} \mathcal{Z}(H) \geq 2 \quad \text{and} \quad f(x) = \frac{G(x)}{H(x)} \text{ for all } x \in \mathbb{R}^n \setminus \mathcal{Z}(H).
\]
Proof. To begin with we prove that the restriction of \( f \) to some nonempty open subset \( U \) of \( \mathbb{R}^n \) is a regular function. Let \( \mathbb{B}^n \) denote the open unit ball in \( \mathbb{R}^n \). Inversion

\[
\mu : \mathbb{R}^n \setminus \{0\} \rightarrow \mathbb{R}^n \setminus \{0\}, \quad x \mapsto \frac{x}{\|x\|^2}
\]

is a biregular isomorphism. It maps \( \mathbb{B}^n \setminus \{0\} \) onto the complement \( \mathbb{R}^n \setminus \bar{\mathbb{B}}^n \) of the closed unit ball \( \bar{\mathbb{B}}^n \) and gives a one-to-one correspondence between the Euclidean circles in \( \mathbb{B}^n \) passing through the origin and the affine lines in \( \mathbb{R}^n \) that are disjoint from \( \bar{\mathbb{B}}^n \). Obviously, every affine line \( L \) in \( \mathbb{R}^n \) that is parallel to one of the coordinate axes and has a nonempty intersection with the open cube \( T = (2, 3)^n \) in \( \mathbb{R}^n \) is disjoint from \( \bar{\mathbb{B}}^n \). According to Theorem 3.2 and the assumption on \( f \), the restriction of \( g := f \circ \mu \) to some nonempty open subset \( W \) of \( \mathbb{R}^n \setminus \bar{\mathbb{B}}^n \) is a regular function. Consequently, \( f|_W \) is a regular function, where \( U := \mu(W) \). The rest of the proof is quite similar to that of Theorem 3.2.

In view of regularity of \( f|_W \), there exist two polynomial functions \( G, H \) on \( \mathbb{R}^n \) such that they have no common factor, \( U \subset \mathbb{R}^n \setminus \mathcal{Z}(H) \), and \( f(x) = G(x)/H(x) \) for all \( x \in U \). Setting \( R = G/H \) and \( P = \mathcal{Z}(H) \), we claim that \( f = R \) on \( \mathbb{R}^n \setminus P \). To this end, let \( x \) be a point in \( \mathbb{R}^n \setminus P \) and let \( C \) be a Euclidean circle in \( \mathbb{R}^n \) such that \( x \in C \) and \( C \cap \bar{U} \neq \emptyset \). The functions \( f|_{C \setminus P} \) and \( R|_{C \setminus P} \) are regular and agree on the nonempty open subset \( U \cap C \) of \( C \). Hence \( f(x) = R(x) \), which proves the claim.

It remains to prove that \( \text{codim} \, P \geq 2 \). Suppose that \( \text{codim} \, P = 1 \). Then there is a point \( x \in P \) such that \( G(x) \neq 0 \) and \( H(x) = 0 \); otherwise \( G \) and \( H \) would have a common factor. Let \( E \) be a Euclidean circle in \( \mathbb{R}^n \) not contained in \( P \) such that \( x \in E \). Then \( f|_E \) is a regular function satisfying

\[
(f|_E)|_{E \setminus P} = f|_{E \setminus P} = R|_{E \setminus P}.
\]

This is a contradiction since \( R|_{E \setminus P} \) is unbounded near \( x \).

Proof of Theorem 3.4. As already noted in Section 1, it is sufficient to prove \([d] \Rightarrow [a]\) and \([f] \Rightarrow [a]\). Suppose that \([d]\) (resp. \([f]\)) holds. By Theorem 3.3 (resp. Theorem 3.2), the function \( f \) admits a rational representation. Therefore, according to Lemma 3.1, it remains to show that \( f \) is a real analytic function.

First assume that \( n = 2 \). By Theorem 3.3 (resp. Theorem 3.2), there exist two polynomial functions \( G, H : \mathbb{R}^2 \rightarrow \mathbb{R} \) such that the zero set \( \mathcal{Z}(H) \) is finite and \( f(x) = G(x)/H(x) \) for all \( x \in \mathbb{R}^2 \setminus \mathcal{Z}(H) \). By Lemma 2.7, the function \( f \) is real analytic in a neighborhood of every point in \( \mathcal{Z}(H) \). Hence \( f \) is real analytic on \( \mathbb{R}^2 \), as required.

In the general case \( n \geq 2 \), let \( Q \) be an affine 2-plane in \( \mathbb{R}^n \). We have just proved that the restriction \( f|_Q \) is an analytic function. By [9, Theorem 1] (see also [8]), the function \( f \) is real analytic on \( \mathbb{R}^n \).

For the proof of Theorem 1.5, we need the following special case of [23, Theorem 1.3].

Theorem 3.4. Let \( X \) be an irreducible nonsingular algebraic set in \( \mathbb{R}^n \), \( f : U \rightarrow \mathbb{R} \) a function defined on a nonempty open subset \( U \) of \( X \), and \( d \) an integer satisfying \( 1 \leq d \leq \text{dim} X - 1 \). Assume that \( U \) has finitely many connected components, and the restriction of \( f \) to every algebraic set in the collection \( \mathcal{S}_d(U) \) (defined in Notation 1.3) is a regular function. Then the function \( f \) admits a rational representation. Furthermore, there exist two polynomial functions \( G, H : \mathbb{R}^n \rightarrow \mathbb{R} \) such that

\[
\text{codim}_U P \geq 2 \quad \text{and} \quad f(x) = \frac{G(x)}{H(x)} \quad \text{for all} \ x \in U \setminus P,
\]
where \( P := U \cap \mathcal{Z}(H) \).

**Proof of Theorem 3.4** As we already know, it is sufficient to prove (d) \( \Rightarrow \) (a). Suppose that (d) holds. Our task is to demonstrate regularity of \( f \) on \( U \). It will be seen that the argument is somewhat shorter if the set \( U \) has finitely many connected components. To begin with we show analyticity of \( f \) on \( U \).

**Case 1.** First assume that \( \dim X = 2 \). Let \( U_0 \) be a connected component of \( U \). By Theorem 3.4, the restriction \( f|_{U_0} \) admits a rational representation, hence there exist two polynomial functions \( G, H: \mathbb{R}^n \to \mathbb{R} \) such that the set \( P = U_0 \cap \mathcal{Z}(H) \) is finite and the restrictions \( g = G|_{U_0}, h = H|_{U_0} \) are real analytic functions on \( U_0 \) with

\[
\mathcal{Z}(h) = P \quad \text{and} \quad f(x) = \frac{g(x)}{h(x)} \quad \text{for all } x \in U_0 \setminus P.
\]

By Proposition 2.3, the function \( f \) is real analytic in a neighborhood of every point in \( P \). Consequently, \( f|_{U_0} \) is a real analytic function. Therefore \( f \) is real analytic on \( U \), the connected component \( U_0 \) being arbitrary.

**Case 2.** Now assume that \( \dim X = m \geq 3 \). Pick a point \( a \in U \). By Lemma 2.8 there exists a linear map \( \pi: \mathbb{R}^m \to \mathbb{R}^m \) for which the following hold:

(i) the restriction \( \pi|_X: X \to \mathbb{R}^m \) is a proper map with finite (some possibly empty) fibers;

(ii) the map \( \pi|_X \) is transverse to \( \pi(a) \).

We can choose a constant \( r > 0 \) such that

\[
(\pi|_X)^{-1}(B(\pi(a), r)) = U_1 \cup \cdots \cup U_l,
\]

where \( B(\pi(a), r) \subset \mathbb{R}^m \) is the open ball centered at \( \pi(a) \) with radius \( r \), the \( U_i \) are pairwise disjoint open subsets of \( X \), \( \pi|_{U_i}: U_i \to B(\pi(a), r) \) is a real analytic diffeomorphism for \( i = 1, \ldots, l \), and \( a \in U_1 \subset U \). Define the map \( \rho: X \to \mathbb{R}^m \) by

\[
\rho(x) = \frac{1}{r}(\pi(x) - \pi(a)) \quad \text{for all } x \in X,
\]

and let \( \mathbb{B}^m \) denote the open unit ball in \( \mathbb{R}^m \). Then

\[
\rho^{-1}(\mathbb{B}^m) = U_1 \cup \cdots \cup U_l
\]

and the restriction \( \rho|_{U_i}: U_i \to \mathbb{B}^m \) is a real analytic diffeomorphism for \( i = 1, \ldots, l \).

Now, let \( \Sigma \) be a Euclidean 2-sphere in \( \mathbb{B}^m \) passing through the origin, that is, \( \Sigma \) is a subset of \( \mathbb{B}^m \) of the form

\[
\Sigma = \{ y \in \mathbb{R}^m : ||y - y_0|| = ||y_0|| \} \cap V,
\]

where \( y_0 \in V \), \( 0 < ||y_0|| < \frac{1}{2} \), and \( V \) is a vector subspace of \( \mathbb{R}^m \) of dimension 3. By construction, the preimage \( \Sigma' = \rho^{-1}(\Sigma) \) is a nonsingular algebraic surface in \( X \) with \( a \in S \). Let \( Y \) be the irreducible component of \( S \) that contains \( a \). By Case 1, the restriction \( f|_{Y \cap U} \) is a real analytic function. It follows that the restriction of the function \( f \circ (\rho|_{U_i})^{-1}: \mathbb{B}^m \to \mathbb{R} \) to \( \Sigma \) is a real analytic function. Since \( \Sigma \) under consideration is arbitrary, the function \( f \circ (\rho|_{U_i})^{-1} \) is real analytic on \( \mathbb{B}^m \) by [8, Theorem 2]. Therefore the restriction \( f|_{U_i} \) is a real analytic function, so \( f \) is real analytic in a neighborhood of \( a \). Consequently, \( f \) is real analytic on \( U \), the point \( a \in U \) being arbitrary.
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Having established analyticity of $f$, we complete the proof as follows. Suppose that the set $U$ has finitely many connected components. Then, according to Theorem 3.4, the function $f$ admits a rational representation, and hence it is regular by Lemma 3.1. If $U$ is an arbitrary nonempty open set, then regularity of $f$ on $U$ follows from Lemma 3.5 below.

**Lemma 3.5.** Let $X$ be an irreducible nonsingular algebraic set in $\mathbb{R}^n$, $f: U \rightarrow \mathbb{R}$ a real analytic function defined on a nonempty open subset $U$ of $X$, and $d$ an integer satisfying $1 \leq d \leq \dim X - 1$. Assume that the restriction of $f$ to every algebraic set in the collection $S_d(U)$ (defined in Notation 1.3) is a regular function. Then $f$ is a regular function on $U$.

**Proof.** Since $f$ is a real analytic function, by Lemma 3.1, it is sufficient to prove that $f$ admits a rational representation ($U$ may have infinitely many connected components, so Theorem 3.4 is not directly applicable). Suppose that $U$ is disconnected, and let $U_0$ be a connected component of $U$. By Theorem 3.4, the restriction $f|_{U_0}$ is a regular function, and hence there exist two polynomial functions $\varphi, \psi: \mathbb{R}^n \rightarrow \mathbb{R}$ such that

$$U_0 \subset \mathbb{R}^n \setminus Z(\psi) \quad \text{and} \quad f(x) = \frac{\varphi(x)}{\psi(x)} \quad \text{for all } x \in U_0.$$  

It remains to show that

$$\psi(x)f(x) = \varphi(x) \quad \text{for all } x \in U.$$  

Suppose this is not the case. Then the set

$$W = \{x \in U : \psi(x)f(x) \neq \varphi(x)\}$$  

is nonempty and open. Choose a connected component $U_1$ of $U$ so that $U_1 \cap W \neq \emptyset$. Let $D_0, D_1$ be two disjoint closed balls in $\mathbb{R}^d$ and let

$$h: \Omega = D_0 \cup D_1 \rightarrow X$$  

be a $C^\infty$ embedding with $h(D_0) \subset U_0$ and $h(D_1) \subset U_1 \cap W$. Let $\partial \Omega$ be the boundary of $\Omega$. By [23, Lemma 2.4], the embedding $h$ can be chosen so that $S := h(\partial \Omega)$ belongs to the collection of algebraic sets $S_d(U)$. (To invoke [23, Lemma 2.4], we view $X$ as a Zariski open subset of the set of real points of some nonsingular projective (complex) algebraic variety defined over $\mathbb{R}$, which can be achieved by means of resolution of singularities [14] or [16].) Note that $S \cap U_0 \neq \emptyset$ and $S \cap W \neq \emptyset$. By assumption, the restriction $f|_{S}$ is a regular function. Since the regular functions $(\psi f)|_{S}$ and $\varphi|_{S}$ agree on the nonempty open subset $S \cap U_0$ of $S$, we get $(\psi f)|_{S} = \varphi|_{S}$, the algebraic set $S$ being irreducible. This gives a contradiction because $S \cap W \neq \emptyset$. 

### 3.2 Restrictions to algebraic surfaces

Next we investigate regularity of functions by means of restrictions to nonsingular algebraic surfaces.

**Proof of Theorem 1.6.** It is sufficient to prove that (b) implies (a). Suppose that (b) holds. By [6, Theorem 2], $f$ is a real analytic function on $\mathbb{R}^n$. Evidently, it follows from (b) that the restriction of $f$ to every Euclidean circle in $\mathbb{R}^n$ is a regular function, and hence $f$ admits a rational representation in view of Theorem 3.3. In conclusion, $f$ is regular on $\mathbb{R}^n$ by Lemma 3.1. 
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The proof of Theorem 1.7 requires some additional preparation. Let $X$ be an algebraic set in $\mathbb{R}^n$ and let $Y$ be an algebraic subset of $X$. By a polynomial function on $X$ we mean the restriction of a polynomial function on $\mathbb{R}^n$. Let $\mathcal{P}(X)$ be the ring of all polynomial functions on $X$ and let $I_{\mathcal{P}(X)}(Y)$ be the ideal of $\mathcal{P}(X)$ consisting of all polynomial functions vanishing on $Y$. If $X$ is nonsingular, let $C^\infty(X)$ be the ring of all real-valued $C^\infty$ functions on $X$ and let $I_{C^\infty(X)}(Y)$ be the ideal of $C^\infty(X)$ consisting of all $C^\infty$ functions vanishing on $Y$.

The next two lemmas are variants of some results established in [29, §1].

**Lemma 3.6.** Let $X$ be a nonsingular algebraic set in $\mathbb{R}^n$ and let $Z$ be a faithful algebraic subset of $X$. Then the ideals $I_{\mathcal{P}(X)}(Z)C^\infty(X)$ and $I_{C^\infty(X)}(Z)$ of the ring $C^\infty(X)$ are equal.

**Proof.** Let $x \in Z$ and let $Z_x$ be the germ of $Z$ at $x$. Denote by $O_x$ (resp. $C^\infty_x$) the ring of all analytic (resp. $C^\infty$) function-germs $(\mathbb{R}^n, x) \to \mathbb{R}$. As recalled in Section 1 by [28, Proposition 4], if a function-germ $\varphi \in O_x$ vanishes on $Z_x$, then $\varphi \in I_{\mathcal{P}(\mathbb{R}^n)}(Z)O_x$. In particular, it follows that $Z$ regarded as a real analytic set is coherent. Hence, according to [25, Chap. VI, Theorem 3.10], if a function-germ $\psi \in C^\infty_x$ vanishes on $Z_x$, then $\psi \in I_{\mathcal{P}(\mathbb{R}^n)}(Z)C^\infty_x$. Since every $C^\infty$ function on $X$ is the restriction of a $C^\infty$ function on $\mathbb{R}^n$, using partition of unity, we get $I_{C^\infty(X)}(Z) \subset I_{\mathcal{P}(X)}(Z)C^\infty(X)$. The reversed inclusion is obvious. 

In view of [25, Chap. VI, Theorem 3.10], Lemma 3.6 does not hold if the assumption on faithfulness of $Z$ is omitted.

**Lemma 3.7.** Let $X$ be a compact nonsingular algebraic set in $\mathbb{R}^n$ and let $Z$ be a faithful algebraic subset of $X$. Let $\varphi: X \to \mathbb{R}$ be a $C^\infty$ function vanishing on $Z$. Then there exists a polynomial function $\psi: X \to \mathbb{R}$, arbitrarily close to $\varphi$ in the $C^\infty$ topology, such that $\psi$ vanishes on $Z$.

**Proof.** By Lemma 3.6, $\varphi$ can be written as $\varphi = \varphi_1P_1 + \cdots + \varphi_sP_s$, where the $P_i$ are polynomial functions on $X$ vanishing on $Z$, and the $\varphi_i$ are $C^\infty$ functions on $X$. By the Weierstrass approximation theorem, each $\varphi_i$ can be approximated in the $C^\infty$ topology by a polynomial function $\psi_i$ on $X$. Then $\psi = \psi_1P_1 + \cdots + \psi_sP_s$ is a polynomial function on $X$, close to $\varphi$ in the $C^\infty$ topology and vanishing on $Z$. 

**Proof of Theorem 1.7.** Obviously, (a) implies (b). Suppose that (b) holds. Our goal is to demonstrate regularity of $f$ on $U$. By the resolution of singularities theorem (see [14] or [16]) every nonsingular real algebraic set is biregularly isomorphic to a Zariski open subset of a compact nonsingular real algebraic set, so we may assume that the real algebraic set $X$ is compact.

Pick a point $a \in U$. First we show real analyticity of $f$ in a neighborhood of $a$ in $U$. Set $m = \dim X$, and let $p: X \to \mathbb{R}^m$ be the regular map as in Case 2 of the proof of Theorem 1.5. Recall that
\[
\rho^{-1}(\mathbb{B}^m) = U_1 \cup \cdots \cup U_l,
\]
where $\mathbb{B}^m$ is the open unit ball in $\mathbb{R}^m$, the $U_i$ are pairwise disjoint open subsets of $X$, each $\rho|_{U_i}: U_i \to \mathbb{B}^m$ is a real analytic diffeomorphism, $a \in U_1 \subset U$, and $\rho(a) = 0$. Let $\Sigma \subset \mathbb{B}^m$ be a Euclidean 2-sphere passing thorough the origin,
\[
\Sigma = \{ y \in \mathbb{R}^m : \|y - y_0\| = \|y_0\| \} \cap V,
\]
where $V$ is a vector subspace of $\mathbb{R}^m$ of dimension 3 and $y_0 \in V$ with $0 < \|y_0\| < \frac{1}{2}$. The preimage $S = \rho^{-1}(\Sigma)$ is a nonsingular algebraic surface in $X$ passing through $a$. Let $S_a$ be the connected component of $S$ containing $a$. By construction, the real analytic diffeomorphism $\rho|_{U_1} : U_1 \to \mathbb{B}^m$ transforms $S_a$ onto the sphere $\Sigma$.

Set

$$D = (\rho|_{U_1})^{-1}(\{ y \in \mathbb{R}^m : \|y - y_0\| \leq \|y_0\| \} \cap V).$$

Then $D \subset X$ is a compact $C^\infty$ submanifold diffeomorphic to the closed ball $\overline{\mathbb{B}}^3$, with boundary $\partial D = S_a$. Clearly, the normal bundle to $D$ in $X$ is trivial. Therefore, by [7, Theorem 1.12], there exists a $C^\infty$ map $\varphi : X \to \mathbb{R}^{m-2}$ transverse to the origin $0 \in \mathbb{R}^{m-2}$ and such that $S_a = \varphi^{-1}(0)$.

Now, fix a positive integer $k$, and let $C$ be an algebraic curve in $S$ that belongs either to the collection $\mathcal{S}_1(S_a)$ or the collection $\mathcal{F}_k(S_a)$ (defined in Notation 1.3). In particular, $C$ is a faithful algebraic subset of $X$. Hence, by Lemma 3.7 there exists a polynomial map $\psi : X \to \mathbb{R}^{m-2}$, arbitrarily close to $\varphi$ in the $C^\infty$ topology, such that $C \subset Y := \psi^{-1}(0)$. If $\psi$ is sufficiently close to $\varphi$, then $\psi$ is transverse to $0 \in \mathbb{R}^{m-2}$, so $Y$ is a nonsingular algebraic surface in $X$. Furthermore, in view of [1, p. 51, Theorem 20.2], the submanifolds $\varphi^{-1}(0)$ and $\psi^{-1}(0)$ are diffeomorphic, and hence $Y$ is diffeomorphic to the unit 2-sphere. By (b), $f|_Y$ is a regular function, which in turn implies that $f|_C$ is a regular function. Consequently, by Theorem 1.5 (with $X$ equal to the irreducible component of $S$ containing $S_a$ and $U = S_a$), $f|_{S_a}$ is a regular function. Therefore the restriction of the function $f \circ (\rho|_{U_1})^{-1} : \mathbb{B}^m \to \mathbb{R}$ to $\Sigma$ is a real analytic function. Since $\Sigma$ is arbitrary, $f \circ (\rho|_{U_1})^{-1}$ is a real analytic function by [6, Theorem 2]. Thus $f|_{U_1}$ is real analytic, hence $f$ is real analytic in a neighborhood of $a$. In conclusion, $f$ is real analytic on $U$, the point $a \in U$ being arbitrary.

Suppose that the set $U$ has finitely many connected components. Then, by Theorem 3.4, the function $f$ admits a rational representation, and hence $f$ is regular, being real analytic. If $U$ is an arbitrary open set, then regularity of $f$ on $U$ follows from Lemma 3.5.

References

[1] R. Abraham and J. Robbin, Transversal Mappings and Flows, Benjamin, New York (1967).

[2] M. Bilski, Approximation of maps into spheres by piecewise-regular maps of class $C^k$, Math. Ann. 378 (2020), 763–776.

[3] M. Bilski and W. Kucharz, Approximation by piecewise-regular maps, Adv. Math. 375 (2020) 107350, 30 pp.

[4] J. Bochnak, M. Coste and M.-F. Roy, Real Algebraic Geometry, Ergeb. Math. Grenzgeb. Folge 3, vol. 36, Springer, Berlin (1998).

[5] J. Bochnak, J. Gwoździewicz and W. Kucharz, Criteria for algebraicity of analytic functions, Int. Math. Res. Notices 2021, Issue 5, 3314–3330.

[6] J. Bochnak, J. Kollár and W. Kucharz, Checking real analyticity on surfaces, J. Math. Pures Appl. 133 (2020), 167–171.
[7] J. Bochnak and W. Kucharz, Complete intersections in differential topology and analytic geometry, Boll. Un. Mat. Ital. (7) 10-B (1996), 1019–1041.

[8] J. Bochnak and J. Siciak, Analytic functions in topological vector spaces, mimeographed preprint, IHES (1971).

[9] J. Bochnak and J. Siciak, A characterization of analytic functions of several real variables, Ann. Polon. Math. 123 (2019), 9–13.

[10] S. Bochner and W. Martin, Several Complex Variables, Princeton University Press, Princeton (1948).

[11] D. Eisenbud, Commutative Algebra with a View Toward Algebraic Geometry, Graduate Texts in Math. vol. 150, Springer, New York (2013).

[12] G. Fichou, J. Huisman, F. Mangolte and J.-P. Monnier, Fonctions régulues, J. Reine Angew. Math. 718 (2016), 103–151.

[13] G. Fichou, J.-P. Monnier, R. Quarez, Integral closures in real algebraic geometry. J. Algebraic Geom. 30 (2021), 253–285.

[14] H. Hironaka, Resolution of singularities of an algebraic variety over a field of characteristic zero, Ann. of Math. 79 (1964), 109–326.

[15] M. W. Hirsch, Differential Topology, Springer-Verlag, New York, Heidelberg, Berlin (1976)

[16] J. Kollár, Lectures on Resolution of Singularities, Ann. of Math. Studies, vol. 166, Princeton University Press, Princeton (2007).

[17] J. Kollár, W. Kucharz and K. Kurdyka, Curve-rational functions, Math. Ann. 370 (2018), 39–69.

[18] J. Kollár and K. Nowak, Continuous rational functions on real and p-adic varieties, Math. Z. 279 (2015), 85–97.

[19] W. Kucharz, Piecewise-regular maps, Math. Ann. 372 (2018), 1545–1574.

[20] W. Kucharz, On continuous rational functions, Singularities—Kagoshima 2017, Proceedings of the 5th Franco-Japanese-Vietnamese Symposium on Singularities, pp. 41–68, World Scientific Publishing (2020).

[21] W. Kucharz and K. Kurdyka, Stratifies-algebraic vector bundles, J. Reine Angew. Math. 745 (2018), 105–154.

[22] W. Kucharz and K. Kurdyka, From continuous rational to regulous functions, Proc. Inter. Congr. Math.—Rio de Janeiro 2018, Vol. II, Invited Lectures, 719–747, World Sci. Publ., Hackensack, NJ, 2018.

[23] W. Kucharz and K. Kurdyka, Rational representation of real functions, Pure Appl. Math. Q. 17 (2021), 249–268.

[24] W. Kucharz, K. Kurdyka and A. El-Siblani, Separately Nash and arc-Nash functions over real closed fields, Bull. London Math. Soc. 53 (2021), 426–441.
[25] B. Malgrange, Ideals of Differentiable Functions, Oxford University Press (1966).

[26] F. Mangolte, Real algebraic varieties. Springer Monographs in Mathematics, Springer, Cham, (2020).

[27] R. Narasimhan, Introduction to the Theory of Analytic Spaces, Lect. Notes in Math. 25, Springer, Berlin (1966).

[28] J.-P. Serre, Géométrie algébrique et géométrie analytique, Ann. Inst. Fourier 6 (1955-56), 1–42.

[29] A. Tognoli, Su una congettura di Nash, Ann. Scuola Norm. Sup. Pisa, Sci. Fis. Mat. (3) 27 (1973), 167–187.

Marcin Bilski
Institute of Mathematics
Faculty of Mathematics and Computer Science
Jagiellonian University
Łojasiewicza 6
30-348 Kraków
Poland
E-mail address: Marcin.Bilski@im.uj.edu.pl

Jacek Bochnak
Le Pont de l’Étang 8
1323 Romainmôtier
Switzerland
E-mail address: jack3137@gmail.com

Wojciech Kucharz
Institute of Mathematics
Faculty of Mathematics and Computer Science
Jagiellonian University
Łojasiewicza 6
30-348 Kraków
Poland
E-mail address: Wojciech.Kucharz@im.uj.edu.pl