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Liquid chromatography coupled to tandem mass spectrometry in combination with stable-isotope labeling is an established and widely spread method to measure gene expression on the protein level. However, it is often not considered that two opposing processes are responsible for the amount of a protein in a cell—the synthesis as well as the degradation. With this work, we provide an integrative, high-throughput method—from the experimental setup to the bioinformatics analysis—to measure synthesis and degradation rates of an organism’s proteome. Applicability of the approach is demonstrated with an investigation of heat shock response, a well-understood regulatory mechanism in bacteria, on the biotechnologically relevant Corynebacterium glutamicum. Utilizing a multilabeling approach using both heavy stable nitrogen as well as carbon isotopes cells are metabolically labeled in a pulse-chase experiment to trace the labels’ incorporation in newly synthesized proteins and its loss during protein degradation. Our work aims not only at the calculation of protein turnover rates but also at their statistical evaluation, including variance and hierarchical cluster analysis using the rich internet application QuPE. Molecular & Cellular Proteomics 11: 10.1074/mcp.M111.014134, 512–526, 2012.

In contrast to the genome, which consists of a rather static entity, the transcriptome as well as the proteome of a cell are highly dynamic, and depend on an organism’s developmental stage and its environment. Because of the short lifetime of messenger RNA molecules, microarray studies provide a detailed picture of the current rate of gene expression, and thereby, one might assume, function as indicator for cellular protein amounts. However, when the abundances of proteins in a sample are directly measured and compared with transcriptome data, indeed the observed correlations are far from perfect with reported Pearson’s correlation coefficients ($R^2$) ranging between 0.09 and 0.87 with an average of approximately $R^2 = 0.4$ (1–2). The reason for this discrepancy is simple: two important and opposing cellular processes—synthesis and degradation—dictate each protein’s level in the cell. On the one hand, sequences of amino acids are assembled at the ribosome, whereby the rate of protein synthesis depends, inter alia, on mRNA expression, the availability of tRNA molecules, and the modulation of gene expression at the post-transcriptional level by small noncoding RNAs (3, 4). On the other hand, proteins are intracellularly degraded, controlled by multiple factors that determine this rate of degradation, e.g. the N-terminal’s residue of a protein (5) or the C-terminal peptide tail (6–8).

One way to monitor protein synthesis is to impulsively introduce a label in the form of an essential nutrient in an organism or a cell, and then to chase the label’s incorporation in newly translated proteins. Already in the late 1940s, Sprinson and Rittenberg employed $^{15}$N-labeled glycine as a diet to measure the utilization of nitrogen for protein synthesis (9). Using $^{35}$S-labeled methionine, Hecker and colleagues implemented such a pulse-labeling in combination with two-dimensional gel electrophoresis to compare the amount of total to newly synthesized protein (10, 11). Similar to protein synthesis, degradation can be investigated by setting the protein amounts before and after an induced pulse into relation. In this manner, Pratt et al. (12) used stable isotope labeling by amino acids in cell culture (SILAC) (13) and matrix assisted laser desorption/time-of-flight (MALDI-TOF) mass spectrometry to determine degradation rates for approx. 50 proteins in glucose-limited yeast cells grown in an aerobic chemostat at steady state. In a similar experiment Doherty et al. (14) used liquid chromatography/tandem mass spectrometry (LC-MS/MS) and $^{13}$C$_6$-Arginine “to profile the intracellular stability of almost 600 proteins from human A549 adenocarcinoma cells.”

1 The abbreviations used are: SILAC, stable isotope labeling by amino acids in cell culture; LC-MS/MS, liquid chromatography-tandem MS; XIC, extraction of ion chromatograms.
Jayapal et al. (15) combined both SILAC as well as the chemical labeling method iTRAQ (16) to estimate both protein synthesis and degradation rates in *Streptomyces coelicolor*. The transfer of $^{13}$C$_6$$^{15}$N$_2$-arginine-labeled cells into unlabeled medium allowed the tracing of newly synthesized proteins. Moreover, iTRAQ was utilized to tag all SILAC-labeled proteins at four time points after the chase, which in turn made it possible to monitor protein degradation.

Certainly, the highest possible labeling efficiency is provided by metabolic labeling with stable isotopes such as $^{13}$C or $^{15}$N. This enables the analysis of the entire proteome of an organism (17–20) as the success of the labeling does not depend e.g. on a specific amino acid that has to be present in an investigated peptide. In contrast to SILAC, it is moreover not necessary to make sure that the targeted organism is auxotrophic for a specific amino acid (21). The strategy, however, has one significant drawback: a peptide that contains an unknown number of heavy isotopes obviously is also subject to an unknown mass shift. Haegler et al. (22) proposed one of the first software tools to estimate this mass shift for partially labeled peptides. They introduced QuantiSpec, which is designed for the relative quantification of $^{14}$N to $^{15}$N peptide pairs measured by MALDI-TOF mass spectrometry. Recently, members of the same institute published ProTurnyer (23), which facilitates the analysis of LC-MS/MS data in a high throughput manner. The Java-based software has particularly been designed for the quantification of samples that reveal such a low incorporation of heavy stable isotopes that, in principle, only the monoisotopic peak can certainly be assigned to an unlabeled peptide. All other peaks are, on the opposite, expected to be influenced by both the labeled and the unlabeled variant. Guan et al. (24) devised a further approach that constitutes an extensive pipeline for the calculation of protein turnover rates from $^{15}$N-labeled samples. Their algorithm was successfully used by Price et al. (25) to obtain turnover rates for the impressive number of 2,500 proteins from mice, which were fed with a diet of $^{15}$N-labeled algae. The comprehensive experiment included three different tissues from liver, blood, and brain. The method, however, has one drawback that complicates its unrestricted transfer to other experiments. It is required that the samples are highly comparable with respect to their retention time—a precondition that is difficult to be fulfilled in every experimental setup. For organisms that have a comparably fast protein turnover, which is especially the case for bacteria, it is safe to assume that in all cases either a fully labeled or a fully unlabeled peptide is available. This can then be used for protein identification. It is, therefore, possible to analyze each sample on its own, and hence not necessary to ensure highly stable retention times.

The work of Guan et al. (24) shows that there is a strong need for data and analysis pipelines to determine the components of protein turnover. Aiming at the calculation not only of synthesis but also degradation ratios, we extended the idea of metabolic labeling with stable isotopes, and utilized not only $^{15}$N but also $^{13}$C as traceable markers. We, therefore, developed a new approach to gain these protein turnover ratios from isotopically labeled LC-MS/MS data in a high-throughput manner which is, first, well suited for fast-growing organisms such as bacteria and, second, does not impose any restrictions on sample handling and chromatographic setup. Moreover, it was our aim to provide an integrated, user-friendly, and instantly accessible software solution, which allows not only the calculation of synthesis and degradation ratios but also their in-depth statistical evaluation.

**EXPERIMENTAL PROCEDURES**

**Growth and Cell Lysis of C. glutamicum—Strain ATCC 13032**

C. glutamicum cells were grown either in Brain Heart Infusion (BHI) medium (Roth, Karlsruhe, Germany) or in the minimal media MMI (26) with 5% glucose, as well as MME-SN, a slightly modified medium of MMES from Koch et al. (27) that is used for cultivation with $^{11}$N$_2$H$_4$ or $^{13}$C$_2$H$_2$-glucose. Cultivation was done in shaking flasks at 30 °C or 40 °C and 145 r.p.m. (Certomat MO, B. Braun Biotech International, Melsungen, Germany). The cell lysis was carried out as follows: The complete 100 ml culture of a shaking flask was harvested by centrifugation at 3700 × g and 4 °C for 10 min, washed once with precooled 1 × PBS buffer (137 mM NaCl, 2.7 mM KCl, 10 mM Na$_2$HPO$_4$, 1.8 mM KH$_2$PO$_4$, pH 7.4) adjusted with HCl and resuspended in 20 ml PBS lysis buffer.

The lysis buffer consisted of PBS, 1 ml protease inhibitors (Sigma Aldrich, Germany, product number P8485) per 6 g of cells, 200U DNaseI per ml buffer, 10 mM MgCl$_2$ and 5 mM MnCl$_2$. The disruption of C. glutamicum cells and the membrane preparation were done according to Haussmann et al. (28). The supernatant that contains the cytosolic proteins was decanted and stored at −70 °C.

For validation of the quantification procedure C. glutamicum cells were precultured in 10 ml BHI medium at 30 °C for approx. 8 h. Afterward, three different overnight cultures in 50 ml MME-SN containing 5 g/L NH$_4$Cl were prepared with: (a) −100% $^{14}$NH$_4$Cl, (b) 55% $^{14}$NH$_4$Cl/45% $^{15}$NH$_4$Cl, and (c) 30% $^{14}$NH$_4$Cl/70% $^{15}$NH$_4$Cl. Next day, these precultures were used for inoculation of three different shaking flasks containing 100 ml MME-SN with 1 g/L NH$_4$Cl in the above mentioned $^{14}$N/$^{15}$N ratio to an OD$_{600}$ of one. After reaching the mid-exponential growth phase (OD$_{600}$ ≈ 11) the complete samples were taken for cell lysis.

To analyze protein turnover both for 30 °C and 40 °C four biological replicates were investigated. For all experiments C. glutamicum cells were precultured in 10 ml BHI medium at 30 °C for approx. 8 h and subsequently used for inoculation of 50 ml MME-SN medium, containing only $^{15}$NH$_4$Cl as nitrogen source. After approx. 16 h, the culture was used to inoculate four shaking flasks each containing 100 ml fresh MME-SN medium with $^{15}$NH$_4$Cl to an OD$_{600}$ of one. The cells were cultivated to log phase (OD$_{600}$ 6–8). After 285 min the cultures were harvested by centrifugation at RT for 10 min and 5800 g, and the cells were washed once with 50 ml MMI containing $^{15}$N$_2$H$_4$. Subsequently, for setting the pulse the cells were resuspended in 100 ml pre-warmed $^{15}$N-MMI (30 °C or 40 °C) and cultivated either at 30 °C or at 40 °C to perform the heat-shock. Samples were taken 30, 60, 120, and 210 min after inoculation of the fresh media.

Additionally, a $^{13}$C internal standard was generated to calculate the proteins’ degradation. According to the above mentioned protocol, C. glutamicum was precultured in BHI medium and this culture was used to inoculate MME-SN medium containing 2.5% $^{13}$C glucose as carbon source and additionally 100 μM protocatechuic acid instead of citric acid as well as Na$_2$CO$_3$. Next day, the cells were transferred to fresh
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MME-SN medium containing $^{13}$C glucose and incubated at 30 °C. After reaching the mid-exponential growth phase a sample was taken and the temperature was shifted to 40 °C. After 60 min a second sample was taken and after washing the cells with PBS buffer the protein preparation was carried out as described.

Digestion Conditions—The cytosolic fractions were processed using the FASP II protocol (29) or directly. Directly means that after inactivation of the protease inhibitor (60 °C, 1 h) 100 μg of soluble proteins were incubated over night at 60 °C with 4 μg sequencing grade trypsin (Promega, Madison, WI). For the direct analysis of the membrane fraction samples comprising 200 μg protein were washed twice with 100 mM ammonium carbonate to remove soluble proteins. The resulting pellet was dissolved in 60 μl methanol by ultrasonication and subsequently 40 μl 25 mM ammonium bicarbonate buffer (pH = 8.6) was added. Afterward, 2 μg sequencing grade trypsin was added and the preparation was incubated at 37 °C over night. After removal of membranes by centrifugation (100,000 × g; 4 °C; 35 min) the supernatants were used for analysis. All samples were desalted by using Spec PT C$_{3}$μ AR solid phase extraction pipette tips (Varian, Lake Forest, CA).

For the validation experiment only the cytoplasmic fractions were used and digested according to the FASP II protocol. Therefore, sample “a” (with −100%/14N) was pooled with sample “b” (55%/14N/45%/15N) as well as sample “c” (30%/14N/70%/15N) in the ratios 6:1, 1:1, and 1:6 resulting in 100 μg total protein amount. To analyze the protein turnover four biological replicates were investigated at the four distinct time points either grown at 30 °C or at 40 °C. Both the cytoplasmic and the membrane proteome were investigated. Cytoplasmic fractions were digested directly.

For the calculation of protein degradation using the $^{13}$C internal standard only the cytoplasmic fractions were analyzed. Fifty micrograms of the $^{13}$C standard were spiked to 50 μg of the soluble fraction of the pulsed samples (including $^{14}$N as well as $^{15}$N). Subsequently, these samples were digested directly.

Protein Identification Via 1D-nLC-ESI/MS—All desalted samples were resuspended in buffer A (0.1% formic acid in water) and subjected to 1D-nLC-ESI/MS using an autosampler. An UPLC BEH C$_{18}$ column (1.7 μm, 75 μm × 150 mm, Waters, Milford, MA) and an UPLC Symmetry C$_{18}$ trapping column (5 μm, 180 μm × 20 mm, Waters) for LC as well as a PicoTip Emitter (SilicaTip, 30 μm, New Objective, Woburn, MA) were used in combination with the nano-LTQ Orbitrap Velos (analyzing the degradation samples) or Orbitrap XL (analyzing both the validation and synthesis samples) mass spectrometers (Thermo Electron) by instrument method files of Xcalibur 1.2.0.208 (Thermo Electron © 2008–2010). Additionally, for the determination of the false discovery rate a reversed database generated in Bioworks™ Browser was used. Separate searches were performed for each raw file according to the utilized labels $^{14}$N, $^{15}$N, and, if appropriate, $^{13}$C. Because of the selected enzyme, only tryptic peptides with up to two missed cleavages were accepted. No fixed modifications were considered. Oxidation of methionine was permitted as variable modification. The mass tolerance for precursor ions was set to 10 ppm (XL) or 6 ppm (Velos); the mass tolerance for fragment ions was set to 1 amu (XL) or 0.8 amu (Velos).

For protein identification using Bioworks™ software (Thermo Electron) DTA and OUT files were generated from the $^{14}$N, the corresponding $^{15}$N, and, if appropriate, the $^{13}$C search results-(af)-files. All including hits were further filtered using the software DTASelect 1.9 (31) with the following parameters: minimum ΔCn was set to 0.08, minimum XCcorr was set to 2.5 (-2), 3.5 (+3), duplicate spectra for each sequence were retained (+1) and at least two different peptides per protein were required. These filter criteria were chosen in such a way that using a reversed database a false discovery rate of 0% was achieved (32). For protein identification using ProteomeDiscoverer (Thermo Electron) the mass spec format-(msf)-files were filtered with peptide confidence “high” and two peptides per protein. Excel™ files (Microsoft Corporation, Redmond, WA, USA) were generated from the $^{14}$N and the corresponding $^{15}$N msf-files to be used subsequently in QuPE.

Quantification Procedure—To determine the components of protein turnover, an algorithm had to be developed that aims at the calculation of the ratio between the abundances of two differentially labeled peptides, first, a fully $^{15}$N-labeled and a partially labeled peptide, i.e. synthesized either before or after the pulse-chase, second, two peptides that are either labeled with $^{13}$C or $^{15}$N. The overall idea is to compute extracted ion chromatograms (XICs) for each of the two isotopologous peptides, which are then compared with each other. Therefore, several computational steps are necessary, which are described in the following section (see Fig. 1 for a workflow of the algorithm).

Required input of the algorithm is a list of identified peptides including their sequence, charge state, and any modification observed. Apart from the associated protein accession number further information comprises the sample or run the peptides were found in as well as their spectrum and retention time. The algorithm was implemented using the QuPE API (33), which provides comprehensive methods to, on the one hand, import and access all required data in a variety of formats, and on the other hand, to store the computational results for continuative analysis. The API facilitates a modular design of the algorithm, and enables the processing of this computationally intensive task on a compute cluster.

Inherent to our applied pulse-chase approach with $^{15}$N is the idea that in the same spectrum one peptide will always be found fully labeled, at least at a fixed enrichment rate of about 98%, whereas its partner is only partly labeled at an unknown rate of enrichment. The crucial task is to determine this incorporation level.

In most cases only one of the two peptides has been identified by an MS/MS scan, which is also the reason why, in contrast to techniques such as iTRAQ (16), the full MS scan has to be used for quantification (Fig. 1C). For the construction of XICs, it is however crucial to know the m/z positions of both peptides. Computation therefore starts with the calculation of a range of theoretical isotope distributions for each observed peptide. Based on the sequence, charge state, and any present modification the molecular composition of each peptide is determined (Fig. 1A). First, isotopic distributions are calculated (34) using the naturally occurring atomic weights and isotope probabilities (35), second distributions are calculated for
variable rates of enrichment of the isotope that has been used as label, e.g. starting at a high rate of $^{15}$N and ending with a distribution in which almost all $^{15}$N isotopes are replaced by their light counterpart (Fig. 1B).

Following the recommendations of Stein and Scott (36), who investigated mass spectral library search algorithms, the scalar product has been chosen to determine the similarity between any theoretical isotope distribution and the peptide's associated mass spectrum (Fig. 1D). Assuming a spectrum $\mathbf{S}$ consists of $p$ discrete peaks, each described by its $m/z$ value $m_i$ and intensity $i$, formally $m = (m_1, \ldots, m_p)$ and $i = (i_1, \ldots, i_p)$, and analogously, $q$ peaks belong to a calculated theoretical distribution $T$, ranging from the lowest $m/z$ value $\mu_q$ to the highest $m/z$ value $\mu_q$, with intensities $i$, a similarity is computed as $d_{S \times T} = \arccos \left( \frac{\mathbf{S} \cdot \mathbf{T}}{||\mathbf{S}|| \cdot ||\mathbf{T}||} \right) = \arccos \left( \frac{\mathbf{i} \cdot \mathbf{i}} {\mathbf{i} \cdot \mathbf{i}} \right)$, wherein $i$ is derived from $i$ to first hold the necessary condition $|i| = ||i||$, and second to reduce noise, e.g. from overlapping peptides. Using a small-sized value $\varepsilon$, for all peaks of $T$ with $m/z$ values $\mu = (\mu_1, \ldots, \mu_q)$, a new vector of intensity values $i = (i_1, \ldots, i_q)$ is defined with each $i = |j|, V: \mu - \varepsilon \leq m_i \leq \mu + \varepsilon$, $i \in \{1 \ldots q\}$. Calculated for any theoretical isotopic distribution the highest value of $d_{S \times T}$ determines the rate of enrichment. This is also used to verify that a peptide has correctly been identified: If the theoretical isotopic distributions do not match the given mass spectrum, i.e. all calculated similarities fall below a threshold, the peptide is omitted from further calculation.

The gained knowledge about the $m/z$ values of each of the two peptides directly leads to their intensities, and the intensities' ratio to a measurement of relative abundance (Fig. 1E). For quantification the monoisotopic or the most abundant peak of the isotopic distribution may be used. However, as isotopic patterns of differentially labeled peptides vary heavily in their form (see Fig. 2 and supplemental Fig. S4 for an example), in this approach the complete isotopic distribution (with all intensities above a distinct threshold) is considered instead.

Certainly, it is expected that a peptide does not only elute at the time point at which it was detected, but possibly within a distinct time interval. Based on the now given exact theoretic ion masses of each of the two peptides and using the window size $\varepsilon$, XICs are computed for both the partially and the fully labeled peptide (Fig. 1F). To calculate a ratio between the abundances either the area under the two elution peaks, one for each peptide, may be integrated and compared, or alternatively, MacCoss et al. (37) and others (38, 39) proposed a linear regression approach for this purpose. Beforehand, however, it is necessary to find the first and last time point a peptide eluted at the borders of the peptide’s elution peaks in the two XICs. Yang, He, and Yu (40) found an algorithm based on continuous wavelet transform having the best performance for the purpose of peak detection in chromatographic data. In our application, this is furthermore limited to the most abundant peak at a time point close to

Fig. 1. Workflow of the algorithm: A, Required input are peptides identified by an MS/MS ion search along with information about their amino acid sequence, charge state, modifications and the associated protein accession number. B, Based on each peptide’s molecular composition theoretical isotopic distributions are computed for varying rates of $^{15}$N incorporation. C, The parent spectrum is retrieved and $D$, both, the theoretical as well as the “real” isotopic distributions are compared using the dot product. $E$, The best match of a theoretical distribution (e.g. at 30% enrichment) determines the $m/z$ ranges for the extraction of ion chromatograms (XIC) for each the partly- and the fully-labeled peptide ($F$). Both XICs are compared by perpendicular linear regression ($G$), where the slope of the regression line leads to the peptide abundance ratio (e.g. $-2.704$).
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Table I describes the quantification results achieved with our implemented algorithm on a benchmark experiment consisting of six different data sets. Each two samples were mixed in distinct ratios of 1:1, 1:6, and 6:1. While one sample was unlabeled, i.e. with natural occurring nitrogen isotopes, one sample was partially-labeled with a fixed incorporation rate of $^{15}$N—either 45% or 70%. The first three columns of the table demonstrate the employed ratio and ape, as well, the expected ratio for each sample mixture. In the following column, the overall number of quantified proteins is printed. Determined incorporation rates (mean, standard deviation, median) can be found in the next three columns, followed by the calculated ratios’ mean value, standard deviation, and median.

| Employed ratio | Employed ape | Expected ratio | Number of quantified proteins | Calculated ape (mean) | Calculated ape (sd) | Calculated ape (median) | Calculated ratio (mean) | Calculated ratio (sd) | Calculated ratio (median) |
|----------------|--------------|----------------|-------------------------------|-----------------------|-------------------|------------------------|------------------------|-----------------------|------------------------|
| Ratio 1:1       | 0.45         | 0              | 160                           | 0.45                  | 0.068             | 0.44                   | 0.46                   | 0.51                  | 0.41                   |
| Ratio 1:6       | 0.45         | −2.585         | 54                            | 0.44                  | 0.024             | 0.44                   | −2.26                  | 0.39                  | −2.28                  |
| Ratio 6:1       | 0.45         | 2.585          | 117                           | 0.49                  | 0.133             | 0.44                   | 3.12                   | 0.80                  | 3.22                   |
| Ratio 1:1       | 0.70         | 0              | 191                           | 0.69                  | 0.053             | 0.68                   | 0.66                   | 0.60                  | 0.65                   |
| Ratio 1:6       | 0.70         | −2.585         | 73                            | 0.68                  | 0.019             | 0.68                   | −2.21                  | 0.54                  | −2.21                  |
| Ratio 6:1       | 0.70         | 2.585          | 122                           | 0.70                  | 0.096             | 0.68                   | 3.22                   | 0.96                  | 3.40                   |

The retention time of the given peptide. The algorithm of Du et al. (41) utilizes a Mexican Hat wavelet, as it approximately describes the form of a peak. Given a time point $t$ the wavelet function $\psi(t)$ is defined as

$$\psi(t) = \frac{2}{\sqrt{3\pi}} (1 - t^2)e^{-t^2/2}.$$ If furthermore an XIC is defined as a function of retention time, $c(t)$, a continuous wavelet transformation can be defined as $CWT(t) = \int_{|a|}^{1} c(f(t)) \cdot \psi \left( \frac{t-f}{a} \right) \, dt$, $a \in \mathbb{R}$, where $a$ is a scaling factor to shrink or stretch the width of the wavelet, in analogy to the width of a peak. Convolution operations are conducted for a range of scales, each resulting in a list of wavelet coefficients. The maximal observed coefficient indicates the apex of an eluting peptide’s peak, and the borders of the peak can be deduced from the corresponding scaling factor and the roots of the folded function.

Finally, the ion current ratio is estimated using the resulting elution peak borders. The sections of the two chromatograms $c_1(t)$ and $c_2(t)$, attributable to the fully and the partially labeled peptide, are plotted against each other (Fig. 1G). A function $c_1(t) = a + bc_2(t)$ is fit to the data $\|c_1\| = \|c_2\|$. The slope of the regression line $b$ gives an estimate of the ratio of the abundances. Instead of vertical offsets, data. Often neglected by other software solutions, we placed particular emphasis on the accessibility and usability of our solution. Our implemented quantification procedure is, therefore, integrated into a web browser-based application, the rich internet application QuPE (33). It is, hence, directly accessible to the public without the need of installation, and offers fellow researchers, from various disciplines, to gain detailed insight into a rather underdeveloped dimension in proteomics.

To demonstrate our approach we analyzed the effect of heat-stress in the Gram-positive, nonpathogenic soil bacterium Corynebacterium glutamicum, employing an extensively investigated cellular adaptation process that is easy to implement as environmental stressor (42). C. glutamicum was, in particular, selected because of its high labeling efficiency and the presence of an established labeling protocol employing $^{15}$NH$_4$Cl (28).

Validation of the Quantification Procedure—We performed a benchmark experiment to test the accuracy and validity of our implemented quantification procedure. Therefore, samples of C. glutamicum were prepared with different incorporation rates of stable nitrogen isotopes (see materials and methods for details), and mixed in distinct ratios. Overall six data sets were analyzed combining in ratios of 1:1, 1:6, and 6:1 each one sample with natural abundances of nitrogen isotopes and one sample having been labeled with either 45% or 70% $^{15}$N. Detailed quantification results can be found in Table I. For all six data sets the calculated incorporation rates match the employed enrichments of $^{15}$N. Despite a small but systematic bias of about $M = 0.5$, which has presumably been introduced during sample preparation, the calculated abundance values adequately reflect the true ratios of the data. In a real world experiment, this error would need to be compensated for, e.g. by normalization of the data. In summary, the results verify that our implemented procedure allows gaining abundance ratios of a partially labeled peptide in relation to a fully unlabeled peptide.

Application Study: Investigation of Heat Shock Response in C. glutamicum—To demonstrate the applicability of our newly
developed method we designed and performed two experiments investigating the response of *C. glutamicum* to heat-shock (Fig. 3). First, targeting protein synthesis, samples were grown in $^{15}$N-enriched medium and transferred to unlabeled medium. In summary, four biological replicates were investigated at 30 °C and 40 °C. Including a membrane as well as a cytoplasmic fraction this comprises in total 60 runs. A second experiment with 30 runs was conducted to analyze protein degradation. Here, we extended the idea of the first experiment and grew—in addition to the pulse-chase approach with

**FIG. 2.** The Figure displays selected MS level one spectra of the peptide K. LAAGEVDIVSPLGKA (charge 2+) from the protein PtsG (Cg1537), a component of the phosphotransferase system. Calculated incorporation rates (ape) of the partly labeled peptide and the ratio of the abundances of both peptides are reported in the boxes above each spectrum plot. It can be seen that in the time span after the $^{15}$N pulse more and more protein is synthesized that does not fully incorporate the heavy stable isotope of nitrogen. As a clear difference between the samples taken at 30 °C and those taken at 40 °C the turnover rate is significantly slower when the bacteria are exposed to heat stress. The colors mark the two $m/z$ ranges that are used for the extraction of ion chromatograms for the partly (red) and fully (green) labeled peptide.
nitrogen isotopes—C. glutamicum in $^{13}$C-enriched medium. The extracted proteins of this $^{13}$C-labeled internal standard were then spiked to each of the four biological replicates of our turnover experiment. In this second experiment, only the cytoplasmic fraction was analyzed.

To have a detailed look at our experimental results, all data is available online in the rich internet application QuPE (see supplemental material S1 for a brief guide on using the software).

Analysis of Protein Synthesis

Protein Identification—From 3058 protein coding regions that have been predicted for the genome of C. glutamicum ATCC 13032 (30), we could identify in total 805 proteins in all 60 MS runs of the first experiment. This covers about 25% of the whole proteome including a high fraction of membrane proteins. For each run, first, a database search was configured to identify all fully $^{15}$N-labeled peptides. As the precultivation was carried out in minimal medium containing only this heavy isotope of nitrogen, each protein already existing before the pulse was expected to be identified in this search. Second, newly synthesized $^{14}$N-labeled peptides were searched for (see Material and Methods for further details). Starting with the time point of the $^{14}$N pulse initiation, the newly synthesized proteins should incorporate an increasing amount of this light isotope. In this connection, it has to be denoted that the utilized database search engine does not support the identification of partially labeled peptides. This is reflected by the number of proteins found in the database searches as shown in supplemental Fig. S1. Although approximately equal numbers of identifications were reached in both the $30^\circ$C and the $40^\circ$C approach, only at the later time points and, furthermore, mainly for the lower temperature $^{14}$N-labeled peptides could have been identified. Whereas, for example, in the membrane fractions of the $30^\circ$C grown cells, 67 and 150 proteins were identified after 120 and 210 min, respectively, only four and 22 proteins were detectable in the corresponding samples of the heat-shocked cells. Although the cells incubated at $40^\circ$C and $30^\circ$C reach the same OD 120 min after the pulse/heat-shock (Fig. 3), it can thus be assumed that synthesis of proteins is slowed down at the elevated temperature.

In Fig. 2 selected mass spectra of a peptide of the protein PtsG are presented. In all cases, the heavy isotopolog of this peptide is particularly well evident, with a high intensity observed, in particular, for the first two samples taken after 30 and 60 min, respectively. In contrast, the intensity of the light isotopolog is constantly increasing over time, whereas the detected incorporation of $^{15}$N (ape) is decreasing.

Quantification Results—Protein synthesis rates were calculated based on each protein’s abundance ratio of newly (partly $^{14}$N-labeled) to formerly (fully $^{15}$N-labeled) synthesized protein amounts. Aiming to ensure a high quality of the results, the algorithm was configured with rather strict parameters ($r$/$H_{10022}/0.6$, similarity $H_{10022}/0.9$, $S/N$ $H_{10022}/3.0$), which led to the successful quantification of 698 proteins representing approx. 85% of the protein identifications.

In order to get an overview of the data, we first investigated the distribution of all calculated abundance ratios at each of the two temperatures over time. Using box- and whisker plots, median, lower, and upper quartiles, and extreme values of the data are visualized in Fig. 4, and allow to get an impression of the overall synthesis rates at each of the two temperatures. A two-factorial (time, temperature) analysis of variance (ANOVA) confirmed that protein abundances differ significantly ($p < 0.001$) between $30^\circ$C and $40^\circ$C. To further quantitatively measure the synthesis rates separately for both temperatures, linear regression analyses using time after pulse as the independent variable were performed on all values. At the lower temperature, it was found a significant rise in protein synthesis ($p < 0.001$) with a regression coefficient of about $\beta = 1.4$ compared with a significant lower increase ($p < 0.001$) of only $\beta = 0.82$ at the higher temperature. This observation is also supported by the determined
incorporation rates of $^{15}$N as summarized in supplemental Fig. S2. After the pulse, the ratio of $^{14}$N to $^{15}$N is considerably faster increasing in newly synthesized peptides at 30 °C than in the cells affected by the heat shock, and in the latter case, even after 210 min, this ratio has still not reached 100%.

Aiming to detect those proteins that are differentially synthesized because of heat shock, next a two-factorial (time, temperature) ANOVA was conducted per protein as described in Albaum et al. (43). As this includes several hundreds of individual significance tests, resulting $p$ values were adjusted using the method of Holm (44) to account for this multiple testing situation and to give control of the family wise error rate. To further ensure the validity of our results, it was additionally tested whether the prerequisites to unreservedly interpret the results of the ANOVA were fulfilled. Therefore, a Fligner-Killeen test (45) was performed on all protein measurements to reveal inhomogeneous variances as well as a Shapiro-Wilks test (46) to verify the normal distribution assumption. In summary, 95 of initially 152 proteins complied with these strict requirements and can therefore be regarded as significantly differentially synthesized regarding the factor temperature ($p \leq 0.05$). Among these proteins are several heat-shock-related as well as ribosomal proteins (see supplemental Table S1).

As our approach measures synthesis rates of proteins, one may assume a moderate to strong correlation to corresponding transcriptome data. Barreiro et al. (47) conducted a microarray study to analyze the response of C. glutamicum to moderate (and severe) heat shock. In their experiment, bacteria were grown at 30 °C and shifted to 40 °C after 60 min. To investigate the agreement between our measured synthesis ratios and the mRNA abundances determined by this microarray experiment, we utilized Pearson’s correlation coefficient. However, as the microarray signal intensities directly set the transcript abundances at moderate heat into relation to normal temperature conditions, it was necessary to transform our data: Let $p_{30}$ be our ratio calculated at 30 °C and $p_{40}$ the corresponding value at 40 °C, then for each of the four points in time an overall ratio $p$ was calculated as $p = \log_{2}(p_{40}/p_{30})$. The highest correlation of $r = .58$ between all proteins and genes found in both the transcriptome and the proteome data set was observed with the protein synthesis ratios recorded 60 min after the pulse. Interestingly, a correlation coefficient of $r = .80$ was determined, if only significantly differentially synthesized proteins are taken into account.

Cluster Analysis—The next interesting question was whether there are groups of proteins that show similar synthesis ratios over time. Therefore, a cluster analysis was performed on the data. For this purpose, we determined the average synthesis ratios for each protein at each of the eight different temperature/time combinations using the arithmetic mean. In this connection, it has to be noted that because of missing values a synthesis ratio could not be acquired for each single time step and temperature. It was decided, to include all proteins in the analysis having for at least six of the

**Fig. 4. An overview of all protein synthesis ratios.** The values are measured as the relative abundances between the partly $^{14}$N-labeled peptide of a protein and its fully $^{15}$N-labeled counterpart. It is observable that for both temperatures proteins are steadily synthesized whereas the rate is higher for 30 °C. Using linear regression these were determined as $\beta = 0.82$ for 40 °C compared with $\beta = 1.4$ for 30 °C.
eight combinations two or more peptide synthesis ratios available. Missing values were then replaced by the protein’s overall mean synthesis ratio. The Figure of Merit (48) provides a mean to assess the predictive power of different cluster algorithms, and revealed Ward’s hierarchical cluster algorithm using Euclidean distances as the method (49) that best predicts the correct number of clusters in the data set. The results—238 proteins satisfied the above mentioned criteria—are displayed in the form of a heat map (see supplemental Fig. S3). Additionally, we employed the cluster index of Krzanowski and Lai (50) to determine the clustering that, at best, groups strongly similar proteins in the same cluster whereas the clusters themselves are different (43). This was found in 36 clusters. In Fig. 5, three of these clusters are shown. Interestingly, the heat shock proteins (HSPs) GroEL, GroES, and DnaK cluster together, showing a considerably higher synthesis rate at 40 °C over time (Fig. 5, cluster 1). Compared with 30 °C, synthesis ratios are already notably increased directly at the beginning of the sampling, which means 30 min after the pulse. Furthermore, ATPase subunits and actors of the translationary machinery such as several ribosomal proteins reveal similar synthesis rates—in both cases rates are reduced at 40 °C (Fig. 5, clusters 2 and 3).

Analysis of Protein Degradation

Protein Identification—In our second experiment, which in addition to the pulse-chase approach with nitrogen isotopes utilizes a 15C-enriched medium to monitor protein degradation, in total 542 proteins—covering about 17% of the proteome—could be identified using the previously described filter criteria for all four time points and the two temperatures 30 °C and 40 °C.

Quantification Results—Based on the peptide identifications we calculated the differences in abundance between each fully 15N- and fully 13C-labeled peptide to determine protein degradation. Using the same parameters as described above 464 proteins could be quantified in at least one time point.

Similar to the first experiment targeting protein synthesis, we utilized a two-factorial (time, temperature) ANOVA to reveal differentially degraded proteins regarding the temperature. After correcting for the multiple testing situation using the method of Holm and checking the preconditions of this statistical test, only nine proteins (initially 14 proteins) were significantly differentially regulated ($p < 0.05$) including Cg1368 (ATP synthase), Cg1790 (3-phosphoglycerate kinase), and the dehydrogenase Cg3219 (see supplemental Table S2 for further results).

Being interested in those proteins that show an extraordinary rate of degradation, and putting forward the hypothesis that—at least for C. glutamicum as a fast growing organism—most proteins are stable under normal growth conditions (51, 52), we devised the following procedure: each calculated degradation ratio, the ratio between the abundances of the fully-15N- and the fully 13C-labeled peptide partners, was normalized using the mean degradation ratio of all values observed for the same temperature and time point. The two box- and whisker plots in Fig. 6 show the distribution of all calculated degradation ratios for the two temperatures over time, before (upper plot) and after normalization (lower plot).

Having a look at individual proteins, we first filtered out all proteins with two or more missing measurements at any time point, which resulted in a list of 158 proteins at 30 °C, and 156 proteins at 40 °C. We next utilized linear regression analysis to determine proteins showing surpassing degradation, i.e. having a negative slope of the regression line of $\beta < -0.01$. Using this criterion for the temperature 30 °C 50% of all analyzed proteins ($= 79$) could be identified as potentially degraded, compared with 59.6% ($= 93$ proteins) at 40 °C (see supplemental Document S2 for detailed results). Proteins that show significantly ($p < 0.05$) increased degradation rates at both temperatures include, inter alia, Cg3299 (thiol-disulfide isomerase), and Cg2464 (conserved hypothetical). This was similarity determined for the proteins Cg0924 (ABC-type transport systems), and Cg1290 (methionine synthase II), yet in these two cases protein degradation was much higher at 40 °C. On the whole, it is noticeable that for several proteins a significantly increased degradation could be found in response to the heat shock (e.g. Cg0048). This was, however, rarely observed for the lower temperature.

DISCUSSION

We devised and applied an integrative solution to analyze the components of protein turnover. A pulse-chase approach using heavy stable isotopes of nitrogen as well as of carbon was utilized to trace nitrogen incorporation in newly synthesized proteins and to estimate protein degradation. Instead of merely determining the changes in protein amounts themselves, we could thereby gain detailed knowledge about the dynamic process of protein turnover—once regarded “a missing dimension in proteomics” (12). It was our aim to develop a method that, first, allows proteome-wide synthesis to degradation ratios to be calculated in a high-throughput manner, particularly, for fast-growing organisms such as bacteria. Second, we wanted our algorithm to be fully automatic and require only a minimal level of manual intervention, especially concerning parameters such as the type of labeling. We considered it important that, third, no preconditions were imposed on the labeled samples, e.g. in terms of retention time and MS signal variance. Special emphasis was, fourth, placed on a user-friendly and directly accessible solution that does not require a bioinformatician for its execution. Fifth, we did not want to end with the calculated lists of ratios but, furthermore, test and approve appropriate multivariate statistical analysis methods. In this connection, the ANOVA proves successful for the identification of up- or down-regulated proteins. We propose hierarchical cluster analysis using Ward-linkage and Euclidean distances to find groups of co-
Multilabel Protein Turnover Analysis

Number of proteins in cluster: 6

Cg0691 [O] (groEL) 60K CHAPERONIN (CPN60, HSP60) N-TERMINAL FRAGMENT
Cg0690 [O] (groES) CHAPERONIN (10 KD SUBUNIT)
Cg0693 [O] (groEL) 60K CHAPERONIN (CPN60, GroEL) C-TERMINAL FRAGMENT
Cg3011 [O] (groEL) CHAPERONIN (CPN60, 60KD SUBUNIT)
Cg3100 [O] (dnaK) HEAT SHOCK PROTEIN (HSP70)
Cg3099 [O] (groE) MOLECULAR CHAPERONE (GroE, HEAT SHOCK CHAPERONE)

Number of proteins in cluster: 22

Cg2253 [J] (rhoP) 30S RIBOSOMAL PROTEIN S16
Cg0583 [J] (husA) ELONGATION FACTOR G
Cg0584 [J] (rhoA) 50S RIBOSOMAL PROTEIN L1
Cg0651 [J] (rhoE) 30S RIBOSOMAL PROTEIN S5
Cg0573 [J] (rhoL) PROBABLE 50S RIBOSOMAL SUBUNIT PROTEIN 17/12
Cg0628 [J] (rhoH) RIBOSOMAL PROTEIN S8
Cg2674 [O] (lig) TRIGGER FACTOR, PIPIASE, MOLECULAR CHAPERONE
Cg2222 [J] (rhoB) 50S RIBOSOMAL PROTEIN S22
Cg0655 [K] (rhoA) RNA POLYMERASE DNA-DIRECTED ALPHA-SUBUNIT
Cg0629 [J] (rhoF) 50S RIBOSOMAL PROTEIN L6
Cg0566 [J] (rhoD) 50S RIBOSOMAL PROTEIN L4
Cg0604 [J] (rhoC) 30S RIBOSOMAL PROTEIN S17
Cg0594 [J] (rhoA) 50S RIBOSOMAL PROTEIN L27
Cg0602 [J] (rhoP) 50S RIBOSOMAL PROTEIN L16
Cg0653 [J] (rhoK) RIBOSOMAL PROTEIN S11
Cg0630 [J] (rhoR) 50S RIBOSOMAL PROTEIN L18
Cg0594 [J] (rhoC) 50S RIBOSOMAL PROTEIN L3
Cg0591 [J] (rhoM) 50S RIBOSOMAL PROTEIN L28
Cg1565 [X] (rhoT) 50S RIBOSOMAL PROTEIN L20
Cg0581 [J] (rhoL) RIBOSOMAL PROTEIN S12
Cg0590 [X] (rhoG) 50S RIBOSOMAL PROTEIN L33
Cg1564 [X] (rhoI) 50S RIBOSOMAL PROTEIN L35

Number of proteins in cluster: 4

Cg1368 [C] (aspO) ATP SYNTHASE ALPHA SUBUNIT
Cg1396 [C] (aspA) PROBABLE ATP SYNTHASE ALPHA CHAIN PROTEIN
Cg1365 [C] (aspH) ATP SYNTHASE DELTA SUBUNIT
Cg1364 [C] (aspF) ATP SYNTHASE B CHAIN

---

protein ratio at 30°C
mean ratio at 30°C
protein ratio at 40°C
mean ratio at 40°C
Multilabel Protein Turnover Analysis

regulated proteins. The inclusion of external information turned out to be a key element, as for example proteins of the COG functional category “Post-translational modification, protein turnover, chaperones” (53) showed similar synthesis rates regarding the two temperatures 30° and 40 °C.

Employing a pulse-chase approach using metabolic labeling with 15N or 13C required the consideration that each tryptic fragment of a protein may have an unknown incorporation rate of heavy isotopes. This inherently results in a variable mass shift in the mass spectrometry data, which is not known a priori. Moreover, partly labeled peptides reveal a rather complex isotopic distribution pattern with the monoisotopic peak rarely corresponding to the first peak (see Fig. 2 and supplemental Fig. S4). Although several bioinformatics software applications have been introduced to calculate relative abundance ratios from metabolically labeled samples using stable isotopes, these tools can only process a mixture of both a fully labeled and an entirely unlabeled sample. Whereas not complete, the list includes RelEx (37), ASAPRatio (38), ProRata (39), Census (54), and QN (55). Doping a cell culture with stable isotopes to analyze protein turnover, however, demanded an algorithm that is able to quantify sample mixtures with one peptide counterpart being only partly labeled at an unknown rate of incorporation. In their approach Rao et al. (20) compared the isotope distributions of all identified peptides, and developed a model to estimate the average m/z ranges based on the number of N-atoms in a peptide. Cargile et al. (19) utilized a Poisson distribution model to predict the isotopic distribution patterns of labeled isotopes. However, manual estimation of parameters and preprocessing of data is time-consuming, tedious and error-prone—high-throughput experiments obviously demand a fully automated out-of-the-box solution.

Quantispec (22) and ProTurnyzer (23) constitute two solutions to this problem. Whereas the first mentioned has exclusively been created for MALDI-TOF data, the second software tool was, in particular, designed for the quantification of LC-MS/MS samples, which show a low incorporation of heavy stable isotopes. An approach that is similar to our algorithm was recently introduced by Guan et al. (24), which, however, demands samples to be highly comparable with respect to their retention time. As we did not want to guarantee the fulfillment of this precondition in our experiment, the approach was not applicable on our data.

**Quantification Procedure**—In this work, an integrative algorithm has been developed that targets LC-MS/MS data and includes the temporal dimension of eluting peptides. The algorithm is highly modular in a way that individual components can easily be extended, optimized, or even replaced. This applies, for example, to the calculation of theoretic isotopic distributions. Currently, a polynomial approach is utilized for this purpose. Although the extraction of ion chromatograms is, by far, the most expensive part of the algorithm (depending on the configuration, this takes up to 90% of the overall running time), this implementation could be replaced in a future version of the algorithm by a more efficient method based, for instance, on Fourier transform (56–58) or dynamic programming (59). In contrast to other approaches, which consider for instance only the most abundant peak of a peptide, our algorithm features the use of (sufficiently) exact isotopic distributions to extract all isotope peaks of the real data that potentially belong to an investigated peptide. This reflects the highly different patterns of isotopic distributions that occur particularly for partially labeled peptides, and in addition, ensures that only relevant peaks are considered in the calculation of the ratio. The influence of peaks from overlapping peptides and background noise is substantially reduced. The most crucial part of the algorithm is the determination of the similarity between a theoretical isotopic distribution and the real peptide’s mass spectrum to finally identify the correct incorporation rate of stable isotopes for a peptide. Guan et al. (24) utilized a nonnegative least-square algorithm for this purpose. In our hands the—on first sight comparably simple—scalar product provided the best results (36). To accurately predict the elution peak of a peptide within its XIC, a continuous wavelet transform approach revealed the best performance for our application, not least because its practicability was already confirmed in several studies (40). In contrast to other methods, such as a simple top-down approach that searches for a peak’s apex and its ascending and descending flanks, the impact of instrumental error is minimized and, moreover, the application of a smoothing filter, e.g. Savitzky-Golay (60) can be omitted. The final step of the quantification algorithm concerns the calculation of the difference in abundance between, for instance, each partially and fully 15N-labeled peptide pair. Instead of the area-under-the-curve, we employed a linear regression approach similar to those used in

Fig. 5. Shows parts of the result of a hierarchical cluster analysis using Ward’s method and Euclidean distances. Calculated peptide abundance ratios were combined per protein by their mean value. Missing values were replaced if for at least six of the overall eight time points enough (at least two) values were present. Using the cluster index of Krzanowski and Lai (188) a clustering of the data in 23 groups was chosen. Here, three selected clusters are presented. Turnover values regarding the temperature 30 °C are drawn with light grey, values at 40 °C are dark grey. The black, dashed and dotted lines show the mean turnover rates for each temperature. On the right side the proteins belonging to each of the three clusters are listed, COG functional categories (53) are given in square brackets. Interestingly, one cluster (cluster 2) contains only ribosomal proteins (COG functional category J), which show a similar behavior disregarding the temperature. In another cluster (cluster 1) six heat shock proteins clearly indicate an up-regulation at higher degrees, while the third cluster mainly shows down-regulated proteins of the category energy production and conversion.
the RelEx tool (37). However, we replaced vertical with perpendicular offsets, thereby allowing for uncertainties in the intensity measurements of both the fully- as well as the partially-labeled peptide. Following the standard practice, the ratio is, afterward, logarithmically transformed contributing the input for all further statistical analyses.

**Application Study: Investigation of Heat Shock Response in C. glutamicum**—To demonstrate the applicability of our newly developed tool in real-life, we investigated the response of C. glutamicum to heat stress, a well-understood regulatory mechanism in bacteria. In contrast to the cell culture’s growth, which was scarcely affected by a moderate increase in temperature, the results of our newly developed algorithm show a drastic impact of heat stress on the turnover. When cells are exposed to heat the synthesis of most proteins is expeditiously reduced. The exception are the heat shock proteins

---

**Fig. 6.** Allows getting an impression of the overall protein degradation ratios. The values are measured as the relative abundances between the two fully labeled $^{15}$N and $^{13}$C variants of a peptide. Calculated relative protein degradation ratios were normalized on each time point’s median value. It can be noted that the overall rate of protein degradation is relatively low for both temperatures.
(HSPs), which show a considerably increased synthesis at 40 °C to compensate the heat impact (42, 61). Synthesis of HSPs was found well synchronized over time, as shown in Fig. 5. At the onset of heat shock induction the HSPs undergo a quasi jump-wise increase during the first 30 min of the applied heat shock stressor. Obviously, as protein turnover can be assumed to be identical prior to the applied heat shock for all samples, and quite similar during the final phase from 30 to 210 min, the main increase in synthesis has to take place during the initial 30 min. During the initial phase of our applied 14N pulse, i.e. the first 30 min, the amount of newly synthesized proteins containing 14N does, however, not allow for reliable peak detection and quantification. To overcome this limitation, amino acid analogues could be used for peptide labeling (62, 63). But because of the fact that these molecules negatively influence the cell metabolism we refrained from their usage. We speculate that, in future, more sensitive MS technology will surmount existing limitations in the quantification of low abundant peptides using our algorithm. Actually, for the majority of targets quantified in this study (Fig. 5 and supplemental Fig. S2) (e.g. ATPase subunits, ribosomal proteins etc.) decreased synthesis rates were calculated at 40 °C. The rate of translation of many proteins is lower under heat stress because the essential sigma factor SigA, which is responsible for transcription of the housekeeping genes under normal growth conditions (64), is replaced by the alternative sigma factors SigH and SigM (65–66). The expression of translationary machinery genes are repressed under moderate heat stress (47) and, accordingly, we found lower synthesis for the corresponding proteins as shown in Fig. 5 as well as supplemental Fig. S2. In addition, regulation of several other proteins was in agreement with previous transcriptome and proteome studies (47, 67–69). The alteration in abundance of the 95 significantly regulated proteins concerning the temperature in this study matches, to a large extent, with the 787 regulated genes (358 up and 420 down) of published transcriptome analyses (47), with a correlation of \( r = .80 \). Interestingly, the over-all correlation between the whole proteome and transcriptome data was merely at \( r = .58 \), which is nevertheless in line with a correlation of .65 between mRNA and protein dynamics in the actinomycete Streptomyces coelicolor (15).

In the present work we also analyzed the decrease in intensity of the fully labeled 15N protein species relative to the 13C standard to get an impression, which targets may be degraded under the chosen treatment. In contrast to a variety of studies on protein synthesis, there exist only few publications dealing with the degradation of proteins. In our analysis, we found 59.6% of all quantified proteins revealing a slightly increased proteolysis in the heat shocked cells in comparison to 50% under optimal growth conditions. It is assumed that heat stress leads to an elevated degradation of proteins (70), which our results can confirm.

**CONCLUSION**

With our work we can now provide a comprehensive method to fully understand the dynamics of an organism’s proteome. Aiming to understand the biological processes that cause the discrepancies between proteome and transcriptome, it is indispensable to investigate protein turnover, being set by the two opposing processes of protein synthesis and degradation. Utilizing a multilabeling strategy that employs both 15N and 13C we rely on the gold standard for quantitative mass spectrometry analysis. As the metabolic label is introduced at an early stage of an experiment (22), errors because of sample handling or processing have an effect on both—the labeled as well as the unlabeled variant—of any protein (21).

With our method, we can, moreover, address a severe problem of metabolic labeling approaches: often it is impossible to reach a high rate, let alone a complete, incorporation of stable isotopes, which is in particular true for higher organisms such as Eukaryotes (71). Although initially developed for pulse-chase experiments, our algorithm is also capable of successfully quantifying proteins having an uncertain and diversified incorporation rate of isotopic labels such as heavy stable nitrogen or carbon.

All presented methods are integrated into the rich internet application QuPE (33), which is accessible from any place an Internet connection is available. The provided workflow comprises not only the calculation of protein synthesis and degradation ratios but also a comprehensive analysis strategy for this type of data including analysis of variance to identify significantly differently synthesized proteins and cluster analysis to find groups of proteins having similar patterns of abundance over time.
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