Ensemble Gradient Boosted Tree for SoH Estimation Based on Diagnostic Features

Sahar Khaleghi *, Yousef Firouz, Maitane Berecibar, Joeri Van Mierlo and Peter Van Den Bossche

Department of Mobility, Logistics and Automotive Technology Research Centre, Vrije Universiteit Brussel, Pleinlaan 2, 1050 Brussels, Belgium; yousef.firouz@vub.be (Y.F.); maitane.berecibar@vub.be (M.B.); Joeri.Van.Mierlo@vub.be (J.V.M.); pvdbos@vub.be (P.V.D.B.)

* Correspondence: sahar.khaleghi@vub.be

Received: 20 January 2020; Accepted: 4 March 2020; Published: 9 March 2020

Abstract: The success of electric vehicles (EVs) depends principally on their energy storage system. Lithium-ion batteries currently feature the ideal properties to fulfil the wide range of prerequisites specific to electric vehicles. Meanwhile, the precise estimation of batteries’ state of health (SoH) should be available to provide the optimal performance of EVs. This study attempts to propose a precise, real-time method to estimate lithium-ion state of health when it operates in a realistic driving condition in the presence of dynamic stress factors. To this end, a real-life driving profile was simulated based on highly dynamic worldwide harmonized light vehicle test cycle load profiles. Afterward, various features will be extracted from voltage data and they will be scored based on prognostic metrics to select diagnostic features which can conveniently identify battery degradation. Lastly, an ensemble learning model was developed to capture the correlation of diagnostic features and battery’s state of health (SoH). The result illustrates that the proposed method has the potential to estimate the SoH of battery cells aged under a distinct depth of discharge and current profile with a maximum error of 1%. This confirms the robustness of the developed approach. The proposed method has the capability of implementing in battery management systems due to many reasons; firstly, it is tested and validated based on the data which are equal to the real-life driving operation of an electric vehicle. Secondly, it has high accuracy and precision, and a low computational cost. Finally, it can estimate the SoH of battery cells with different aging patterns.
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1. Introduction

Lithium-ion (Li-ion) batteries currently possess prominent attributes including low cost, high energy density, high power capability, low self-discharge and long lifetime, which can satisfy the requirements of energy storage systems (ESS) in electric vehicles [1]. Nevertheless, deterioration of lithium-ion batteries is inevitable phenomena due to various reasons such as solid electrolyte interphase (SEI) formation, lithium plating, or changes in active material [2]. Therefore, assessing the state of health (SoH) is crucial to guaranty the availability, safety, and reliability of Li-ion batteries. SoH is the ability of a battery cell to store energy relative to its initial value. It is considered a convenient criterion to understand battery degradation or detect a possible failure. A 100% percent value of SoH means the battery is fresh while decreasing SoH to 80% the battery cannot satisfy the requirements of electric vehicles (EVs) [3]. Investigations regarding developing SoH estimation methods have dominated research in recent years. SoH estimation methods are primarily classified into model-based and data-driven approaches. Model-based approaches develop an electrochemical or electrical model of battery to identify the state of batteries. These techniques characterize battery parameters by applying
the adaptive filters such as particle filters [4] and Kalman filters [5]. Model-based methods are solid however, they require comprehensive domain knowledge and their development is time-consuming and complex [6]. Data-driven SoH estimation methods require an extensive volume of historical data to track battery degradation, nevertheless, they have gained much importance in recent years due to their simplicity and being model-free [7]. Sample entropy, statistical methods and machine learning (ML) are examples of data-driven methods. A recent study has thoroughly reviewed the data-driven methods for SoH estimation [8]. The framework of data-driven SoH estimation generally includes three main steps: (1) acquiring data (2) exploring historical data such as current, voltage and temperature to extract promising features [9] (3) feeding the features to a machine learning model to capture the correspondence between battery SoH and extracted features. Among these steps, the features extraction step is of utmost importance [10] since the accuracy of SoH estimation largely depends on the features that express distinct trends as battery degrades. These features called diagnostic features. Diagnostic features can be any feature that conveniently distinguishes battery deterioration from the beginning of life (BOL) to the end of life (EOL) different stages of battery aging. Prior studies addressed different diagnostic features for SoH estimation. Taking as an example, Guo et al. [11] extracted 14 diagnostic features from charging curve to describe the degradation of battery cell. They divided these features into four groups which correspond to capacity, the ratio of constant current (CC) time to constant voltage (CV), temperature and current/voltage drop at CV and CC stage. The diagnostic features then used as input data for RVM model to predict SoH. Jian Liu and Ziqiang Chen [12] also considered the charge time interval of voltage varying from 3.9 V to 4.2 V; the charge voltage varying from 3.9 V to the voltage after 500 s and the CV charge current drop between 1.5 A (the CC charge current) and the current after 1000 s as three diagnostic features. They proposed to feed the diagnostic features into GPR model to predict remaining useful life lithium-ion batteries. Similarly, Deng et al. extracted four diagnostic features from charging process and used them as SVM training data set to estimate SoH [13]. Some authors also proposed DFs by applying Incremental capacity (IC) and differential analysis. The advantage of IC analysis is that they can be applied on the partially charging data. For instance, Li et al. [14] established a correlation between SoH and features such as peaks and valleys detected on IC curves. Similarly, Weng et al. [15] investigated IC curves to extract the feature which are able to predict capacity fade. Aforementioned studies explored the diagnostic features under predefined conditions such as specific range of current or voltage and they need constant current charge and discharge cycling. However, battery cells which are used in automotive applications never operate under static conditions, yet, little studies have been conducted to evaluate SoH estimation under dynamic stress factors. Consequently, this research attempt to extract diagnostic features from the battery cells which operate in realistic condition. There are various standardized driving cycles that can be applied to imitate the real operation of an EV such as urban dynamometer driving schedule (UDDS), new European driving cycle (NEDC), and, worldwide harmonized light vehicles test (WLTC). Prior research generally confirms that WLTC profile satisfies the prerequisite of a realistic driving condition for an EV [16]. Therefore, our paper also uses the same profile as this research.

As mentioned earlier, the third step in the framework of data-driven SoH estimation is selecting a model for SoH estimation. Among all data-driven models, ML techniques particularly have appealed to diagnose battery health. ML methods can be considered as non-probabilistic such as artificial neural networks (ANN) [17] and support vector machine (SVM) and probabilistic methods including Gaussian process regression (GPR) [18] and relevant vector machine (RVM). Despite the convenient achievements of traditional ML methods in SoH estimation, they may not succeed in the context of noisy, nonlinear and complex data. Recently, ensemble learning algorithms are introduced to overcome the inefficiency of traditional ML methods. These algorithms have appealed to many researchers in different fields of research such as traffic prediction [19], engine health prediction [20], and battery state of charge estimation [21], owing to their effectiveness in prediction. The output of an ensemble algorithm is achieved by merging the base learners’ outputs [22]. Any kind of ML techniques such as ANN and decision tree can be considered as the base learner [23]. Integrating the prediction results of
multiple base learners, an ensemble learning algorithm can considerably enhance the performance of the predictive model. The main reason is that by combination of multiple learners, the poor performance of an individual learner will likely be compensated by the rest of learners. Moreover, lack of training data causes that the prediction model can’t generalize from training data to untrained data. However, by averaging several hypotheses the risk of selecting the nonoptimal hypothesis can be reduced [24]. As a result, the prediction performance will be improved. In this study, one of the ensemble learning methods called gradient boosted tree (GBT) is proposed to estimate SoH. GBT is a powerful estimation model particularly in terms of robustness and dealing with nonlinearity. Despite these advantages, to the best of authors’ knowledge, few has utilized GBT for SoH estimation in lithium batteries. To fill this gap, present study attempts to employ this method for SoH estimation.

The remaining part of this paper is organized as follows; Section 2 introduces the proposed framework for SoH estimation. In this section experimental data, feature engineering and GBT model will be discussed in detail. Section 3 will focus on the analysis of the experimental results the efficiency of GBT will be also discussed in this section. Lastly, a concluding summary will be presented in Section 4.

2. Proposed SoH Estimation’s Framework

The proposed framework is divided into two phases: offline phase and an online phase. The entire framework is depicted in Figure 1. As Figure 1 presents the offline phase includes importing historical data, preparing data, feature engineering and developing a ML algorithm to capture the relation between features and SoH. The first step in the offline phase is importing pre-collected static data. Battery aging is characterized by different types of data such as voltage, current, capacity and temperature. In this study, voltage signal is selected as the experimental data since it is directly measurable by the battery management system (BMS), and many time-domain and frequency-domain features can be easily extracted from voltage signal. In the data preparation step, further processes are applied to data such as outlier removal, resampling and filtering. The feature engineering step includes feature exploration and evaluating their impact on battery degradation characterization based on prognostic metrics. The output of this step is a dataset of diagnostic features. An ensemble learning algorithm is trained and validated in the last step of offline phase. Feature engineering and training the algorithm steps are time-consuming and are not applicable in the online phase due to time constraints in real-time applications. In the online phase, real-time data which are imported from sensors are used. After processing sensor data, diagnostic features which are specified in the offline phase are extracted and are fed to the trained model to estimate SoH.

2.1. Experimental Data

The experiments were conducted using three nickel manganese cobalt oxide (NMC) pouch cells. NMC martial provides thermal stability during abuse and the raw materials costs are relatively low [25]. The nominal capacity and nominal voltage of all cells are 20 Ah and 3.65 V respectively, and the voltage operation range is 3 to 4.2 V. The specification of tested cells is summarized in Table 1.

| Positive Electrode Material | Nickel Manganese Cobalt Oxid |
|----------------------------|-----------------------------|
| Cell weight                | 428 g                       |
| Nominal voltage            | 3.65 V                      |
| Nominal capacity           | 20 Ah                       |
| Voltage range              | 3 to 4.2 V                  |
| Power density              | 2300 W/Kg                   |
| Specific energy            | 174 W/Kg                    |
The cells were cycled using WLTC profile under various conditions due to its similarity with an EV operation condition [16]. The driving profile represents both urban driving and suburban driving condition. During urban driving conditions, 6.75 km was traveled in 15 min and the average and maximum speed are 27 and 76.6 km/h respectively. However, a longer distance (16.51) was traveled in suburban driving conditions with the average and maximum speed of 66 and 131.3 km/h. WLTC’s current profile is depicted in Figure 2.

The experiment for Cell One conducted based on six full charge-discharge cycles each day. Each cycle consists of five successive WLTC trips that simulate both urban and suburban driving conditions. While solely suburban driving condition was applied for Cell Two and each full charge and discharge cycle includes four WLTC trips. Moreover, compared to Cell One, a lower rate of depth of discharge (DoD) and higher SoC window was applied. Figure 3 demonstrates the voltage signal for Cells One and Two gathered in one day of the experiment.
Figure 3. Recorded voltage data in one day of experiment for Cell One and Two.

The experiment conditions for Cell Three are similar to Cell One except that Cell Three was tested at different temperature. The cells are cycled under the conditions which are summarized in Table 2.

| Conditions                        | Cell 1 | Cell 2 | Cell 3 |
|----------------------------------|--------|--------|--------|
| DoD (%)                          | 75     | 60     | 75     |
| Middle SoC %                     | 50     | 50     | 50     |
| Temperature                      | 45     | 45     | 10     |
| Number of full charges and discharge cycles per day | 6      | 12     | 6      |
| Number of WLTC trips in each cycle | 5      | 4      | 5      |

A capacity test was performed at the BOL to identify the initial capacity and after particular numbers of cycling a capacity checkup was conducted using constant current-constant voltage (CC-CV) protocol with a C-rate of C/2 in the charging and discharging steps to identify capacity loss. The SoH is then calculated according to Equation (1).

\[
SOH = \frac{C}{C_{ini}} \times 100
\]  

(1)

where \( C \) is the recorded discharge capacity obtained from capacity checkup test and \( C_{ini} \) is the initial capacity.

2.2. Data Preparation

Collected raw data are not convenient for feature engineering. Data preparation implies to transfer collected data into interpretable and exploitable knowledge. In this step, the principal focus is to remove outlier, resample, decimation, detrend and eliminating direct current (DC) component from raw voltage. The signal analyzer and filter designer applications provided by MATLAB are used to perform data preparation. These applications help to remove the outlier, interpolate non-uniform data without introducing misidentification or aliasing of a signal frequency. Moreover, to eliminate the DC component, a bass-cut filter was developed using filter designer application. By removing DC component, the signal pattern is more likely to be identified clearly and it is useful for revealing descriptive features.
2.3. Feature Engineering

In this study, feature engineering implies the process of identifying features which are proper to describe aging pattern. As mentioned before, the output of this stage is a set of diagnostic features. Diagnostic features express predictable trends during the trajectory of battery life. Therefore, they can considerably improve the accuracy and performance of SoH estimation model. Feature exploration together with feature selection constitute feature engineering stage. The feature exploration step includes analyzing of voltage data to extract a set of a dataset of features. The features are extracted using signal processing techniques. However, the extracted features should be evaluated in the feature selection step to determine if the features are potentially convenient for SoH estimation. Features exploration and feature selection steps will be discussed in detail in Sections 2.3.1 and 2.3.2.

2.3.1. Feature Exploration

The preliminary step in feature engineering is to explore features. In this study, voltage data are analyzed with the focus on detecting feature. Figure 4 illustrates the features which are extracted from data. As depicted, a set of statistics and spectral features are extracted. In the subsequent sections, the explored features are discussed in more detail.

![Figure 4. Representation of features. Totally 15 features (shown in italic) were extracted. These features fall into three main categories of statistic, distortion and spectral features.](image)

Statistical Features

Considering Figure 4, statistical features are classified into three fundamental categories of basic features, impulsive metrics, and high-ordered statistics. The specifications of statistical features are described in Table 3. The first category covers the features such as root mean square (RMS), standard deviation (SD), mean absolute value (MAV) and shape factor (SF). The features which fall into the impulse category are associated with the detected peaks in the signal. Impulse components play significant roles in diagnosing aging trend of a signal [26]. Finally, the high-ordered category denotes the features which provide the third or higher power of a sample. Kurtosis and skewness are examples of high-ordered features.
Table 3. Description of statistical features. In the following equations, \( N \) presents the total data points in signal \( s \), \( s_i \) defines the \( i \)-th value in the signal \( s \).

| Features       | Description                                                                 |
|---------------|-----------------------------------------------------------------------------|
| **Basic Features** |                                                                 |
| MAV           | \( MAV = \frac{1}{N} \sum_{i=1}^{N} |s_i| \)                                                                 |
| SD            | Measures data spreadation around mean value: \( SD = \sqrt{\frac{\sum_{i=1}^{N} (|s_i - \text{mean}(s)|)^2}{N-1}} \) |
| RMS           | Root mean square of an input signal: \( RMS = \sqrt{\frac{\sum_{i=1}^{N} s_i^2}{N}} \)                                      |
| SF            | Calculated by dividing RMS by MAV. It is dependent on the signal shape. \( SF = \frac{RMS}{MAV} \)                              |
| **Impulsive features** |                                                                 |
| Peak values   | The maximum absolute value of a signal. The basic parameter for computation of other impulsive features.                        |
| Impulse parameter | The height of a peak divided by the signal’s mean absolute level: \( \frac{\text{Peak value}}{\text{MAV}} \) |
| Crest parameter | Calculated by dividing peak value over RMS: \( C = \frac{\text{Peak value}}{\text{RMS}} \)                             |
| **High-order features** |                                                                 |
| Skewness      | Describes the symmetry of a distribution: \( Sk = \frac{1}{N-1} \left( \sum_{i=1}^{N} (\frac{s_i - \text{mean}(s)}{SD})^3 \right) \) |
| Kurtosis      | Characterizes the difference between a distribution and a normal distribution: \( \frac{1}{N-1} \left( \sum_{i=1}^{N} (\frac{s_i - \text{mean}(s)}{SD})^4 \right) \) |

**Distortion Metrics**

Signal distortion such as noise increment or a variation in a harmonic relative to the fundamental may imply degradation in the signal. There are three popular specifications to measure signal distortion namely signal to noise ratio (SNR), total harmonic distortion (THD), and signal to noise and distortion ratio (SINAD). Mathematical expressions of these measurements are as follow [27]:

\[
SNR = 10 \log_{10} \left( \frac{\text{amplitude}_{signal}}{\text{amplitude}_{noise}} \right) \quad (2)
\]

\[
SINAD = \frac{\text{power}_{signal} + \text{power}_{noise} + \text{power}_{distortion}}{\text{power}_{noise} + \text{power}_{distortion}} \quad (3)
\]

\[
THD = \frac{\sum \text{harmonic’s power}}{\text{fundamental frequency power}} \quad (4)
\]

According to the aforementioned equations, SNR is specified as the ratio of the amplitude of a signal to noise of the signal and SINAD is defined as the ratio of the signal power level including signal, noise, distortion components over noise plus distortion power. THD measures the distortion existing in the signal and is defined as the total ratio of RMS value of all the harmonic components divided by RMS value of a fundamental signal.
Spectral Features

Spectral features are extracted from the frequency-domain representation of a signal. Therefore, a time-domain signal should be converted to the frequency-domain using power spectrum (PS) or order spectrum methods. In this work, the PS method is selected to present the signal in the frequency-domain. The PS is computed using FFT-based algorithms such as Welch’s or periodogram techniques. According to reference [28], the Welch’s method includes the following steps; in the first step, the time-domain signal is broken into \( S \) overlapping sections each of length \( L \), in order to variance reduction. Each data section is characterized as:

\[
x_i(n), \quad n = 0, 1, \ldots, L - 1, \quad i = 0, 1, \ldots, S - 1
\]  

(5)

The next step is applying a window function to each section and for each windowed section computing the periodogram according to Equation (6):

\[
P = \frac{1}{L} \left| \sum_{n=0}^{L-1} x_i(n)w(n)e^{-j2\pi fn} \right|^2, \quad i = 0, 1, \ldots, S - 1
\]  

(6)

where \( w(n) \) represent the \( i^{th} \) windowed section.

Lastly, the average value of all sections is applied for calculation of the power spectrum as Equation (7):

\[
P_w = \frac{1}{S} \sum_{i=0}^{S-1} P
\]  

(7)

There are different window functions that can be used in Welch’s method such as, rectangular window and Hann window which the former is selected in this study.

When the power spectrum of the signal is available, the spectral features can be extracted. Spectrum peak amplitude, spectrum peak frequency, and median normalized frequency of the power spectrum are considered as spectral features which may include essential characteristics about battery degradations.

2.3.2. Prognostic Feature Ranking

Selecting the convenient subset of features out of all extracted features has a tremendous impact on reliable and accurate estimation of SoH. Therefore, feature ranking is applied to identify descriptive features that effectively can track battery degradation. According to [29] there are three common metrics that are broadly applicable for prognostic feature ranking. Monotonicity based on Spearman’s rank correlation coefficient, prognosability and trendability are the suitable criteria to define the prognostic features. These metrics called prognostic metrics.

Monotonicity is a metric for identifying a monotonic trend in a feature. In this research, the monotonicity is formulated based on Spearman’s rank correlation coefficient which is a nonparametric method to evaluate the extent to which a relationship is monotonic, and it is defined as Equation (8) [30]:

\[
\rho = 1 - \frac{6 \sum_i d_i^2}{n(n^2 - 1)}
\]  

(8)

where \( n \) indicates the number of data points and \( d_i \) is the difference in the ranks of \( i^{th} \) sample of observation vector.

Considering Equation (9), monotonicity is defined as follow:

\[
Mo = \frac{\sum_{i=1}^{M} |corr(\rho(x_i), \rho(t_i))|}{M}
\]  

(9)
where $M$ is the number of monitored signal, $t_j$ is the vector lifetime points corresponding to the vector of extracted features $x_i$. A feature has a high degree of monotonicity if its value increases or decreases noticeably through battery degradation trajectory.

Prognosability quantifies the variability of a feature as battery reaches EOL. A feature with a high degree of prognosability presents less variation at EOL. Equation (10) defines the prognosability [31].

$$P = \exp \left( \frac{\text{std}(x(N))}{\text{mean} \left| x(1) - x(N) \right|} \right)$$

where $x$ is the value of a feature and $N$ represents the total number of measurements of the feature.

Trendability is defined as the similarity among trajectories of a feature from BOL to EOL. As the battery degrades a descriptive feature expresses higher trendability. The following equation demonstrates the trendability metric [29].

$$T = \min \left( \left| \text{corrcoef}_{ij} \right| \right), i, j = 1, \ldots, N$$

As the battery progressively evolves toward EOL, a convenient descriptive feature presents higher values of prognostic metrics. The values of all three prognostic metrics range from 0 to 1. The closer value to 1, a feature is more suitable to be considered as a prognostic feature.

The final score of a feature is calculated based on the sum of these three metrics.

### 2.4. Ensemble Gradient Boosted Tree

Gradient boosted tree is a sort of ensemble learning method which makes a prediction based on the combination of multiple regression trees [24]. In this method, training of each base-learner is dependent on the base-learner that trained previously, and the final score is calculated by adding prediction of all the trees. The objective of this method is to build a series of trees where each successive tree maximizes the negative gradient of the loss function of the entire ensemble. The negative gradient of the loss function called the pseudo-residuals. Considering the following assumptions, the output of the ensemble gradient boosted tree (EGBT) algorithm is defined according to Table 4 [32]:

- $\{(x_1, y_1), \ldots, (x_n, y_n)\}$ is the training set;
- $L$ is the number of leaves;
- $R_1, R_2, \ldots, R_L$ are the disjoint regions constitute from input data;
- $P_i$ is the output of region $R_i$, $i = 1$ to $L$;
- $H$ is a decision tree and its output is calculated as: $H = \sum_{i=1}^{L} P_{i,1}R_i(x)$;
- $\hat{F}(x) = \text{argmin}F(x) \left| L(y, F(x)) \right|$ is a function that maps $x$ to $y$ in a way that reduces the loss function $L(y, F(x))$ over the joint distribution of all ensembles;
- The pseudo-residual is determined as: $g_i(x) = -\frac{\partial L(y, F_{i-1}(x))}{\partial F_{i-1}(x)}$, $j = 1 \ldots N$.

There are three main hyperparameters that should be specified initially: (1) the number of trees (iterations), (2) the number of leaves of decision tree, and (3) the learning rate of algorithm ($\alpha$) which is range between 0 to 1 [23]. Optimum tuning of hyperparameters is a critical step in developing EGBT model which significantly influences prediction accuracy. Early stopping is one of the parameter tuning stages. It determines the minimum number of iterations which is adequate to develop an optimized EGBT. The process of early stopping works by tracking prediction performance on the validation dataset and stopping the training process once the model’s performance doesn’t progress after specific number of iterations. The learning rate is another important parameter to enhance model’s performance. The impact of each weak learner on the final prediction is defined by learning rate. Lower values of learning rate improve model generalization to unseen data. However, the model
becomes more complex. Cross-validation RMSE is selected to find an efficient set of hyperparameters using MATLAB functions. The following steps are considered to find the optimal hyperparameters:

1. Cross-validate a set of ensembles. Exponentially increase the tree-complexity level for subsequent ensembles from decision stump (one split) to at most \( n - 1 \) splits. \( n \) is the sample size. In addition, vary the learning rate for each ensemble between 0.05 to 0.2.

2. Vary the maximum number of leaves using the values in the sequence \( \{2^0, 2^1, \ldots, 2^m\} \). \( m \) is such that \( 2^m \) is no greater than \( n - 1 \).

3. For each variant, adjust the learning rate using each value in the set \( \{0.05, 0.1, 0.15, 0.2\} \).

4. Estimate the RMSE for each ensemble.

5. Identify the number of trees (N), maximum leaves number of (L), and learning rate (R) that yields the lowest RMSE overall.

Table 4. Algorithm of the gradient boosted tree (GBT).

| EGBT Algorithm |
|----------------|
| 1. Initialize \( \tilde{F} = \arg \min F(x) \) \( [L(y, F(x))] \) |
| 2. For \( i = 1 \) to \( L \) do: |
| A. Compute pseudo-residual |
| \( g_i(x) = \left[ \frac{\partial L(y_j, F_{i-1}(x))}{\partial F_{i-1}(x)} \right], j = 1 \ldots N \) |
| B. Fit a base learner \( h_i \) to predict \( g_i(x) \) |
| C. Find \( \gamma_i = \arg \min \sum_{i=1}^{n} L(y_i, F_{i-1}(x) + \gamma H_i(x)) \) |
| D. Update the model: \( F_i(x) = F_{i-1}(x) + \gamma_i H_i(x) \) |
| E. End for |

K-fold cross-validation was used to understand the efficiency of EGBT model on untrained data. In this technique, the training input is split approximately into \( K \) equal parts. In each iteration, \( K-1 \) parts are considered as training input and a single part is used for model validation. The entire process is repeated for \( K \) fold and all parts are specifically used on time for model validation.

There are various common metrics for assessing the accuracy of estimation. These metrics are listed in Table 5.

Table 5. List of metrics used for evaluating model performance. \( N \) defines observations’ number, \( \hat{Y}_i \) and \( Y_i \) demonstrate the predicted output and the actual target respectively.

| Metrics | Definition |
|---------|------------|
| Mean absolute error (MAE) | \( MAE = \frac{1}{N} \sum_{i=1}^{N} |\hat{Y}_i - Y_i| \) |
| Mean absolute percentage error (MAPE) | \( MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\hat{Y}_i - Y_i}{Y_i} \right| \times 100\% \) |
| Root mean squared error (RMSE) | \( RSME = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{Y}_i - Y_i)^2} \) |
3. Results and Discussion

3.1. Experimental Results

In this section, the experimental results will be discussed in detail. First, the aging process of battery cells and various stress factors effecting on battery aging trajectory will be discussed. Second, extracted features will be analyzed according to metrics that are introduced in Section 2.3.2 in order to determine diagnostic features. The performance of EGBT model is evaluated based on performance evaluation criteria which are listed in Table 6. Finally, a comparison between EGBT and decision tree is provided in the discussion section.

Table 6. Assessing the impact of diagnostic features on prediction performance. The first model uses all extracted features, Model 2 and Model 3 are use the features with total score higher than 1 and 1.5 respectively as training input.

| Model  | MAPE  | Computational Cost (s) |
|--------|-------|------------------------|
| Model 1 | 0.45  | 11.8                   |
| Model 2 | 0.21  | 8.1                    |
| Model 3 | 0.20  | 6.9                    |

As mentioned before, three cells were cycled under different testing conditions according to Table 2. The aging behavior of cells is illustrated in Figure 5. As the figure shows, each cell presents a distinct aging trend. As can be seen, Cell One reaches EOL after nearly one thousand three hundred cycles while Cell Two with a lower rate of DOD operates much longer than Cell One. On the other hand, despite the similarity of operating conditions of Cell One and Cell Three, SoH of Cell Three approximately reaches 97% after about 1500 cycles due to cycling at low temperatures. Another point is that Cell Three indicates capacity increment during the first 300 cycles. The possible reason for capacity increment is reported in the literature [33]. They suggest that cracking of the positive electrode material grains leads to increase electrode active surface area, and this probably results in capacity increment. The aging results demonstrate that stress factors such as temperature and DOD can significantly affect battery degradation.

![Figure 5](image-url)  
*Figure 5. Battery aging under three different conditions. Comparing the degradation trend of Cell One and Cell Three demonstrates elevated temperature accelerates battery aging. Moreover, the lower rate of depth of discharge (DoD), the capacity fade is less.*
Fifteen candidate features are extracted from voltage data. The overview of features is depicted in Figure 4. MATLAB’s parallel computing toolbox was used to accelerate the process of feature extraction. This tool allows for simultaneous feature extraction. The features are then scored based on the metrics which were introduced in Section 2.3.2. The features with a higher value of prognostic metrics are suitable to be selected as diagnostic features. Diagnostic features finally construct the training input for EGBT. Figure 6 illustrates extracted features ranked based on the prognostic metrics.

Three EGBT models were trained to determine what is the promising threshold of prognostic metrics which results in better SoH estimation. The first model was fed with the entire set of extracted features, while for the second and third models the features with total score higher than 1 and 1.5 are selected as training input for former and latter. The models are compared with regard to precision of estimation and computational cost and results are summarized in Table 6. The computational cost consists of the required time for feature extraction and EGBT training.

It is observed that using the entire set of extracted features as training input, imposes computational burden. What is more, the model accuracy improves as the size of training input reduces. Therefore, Model 2 and Model 3 surpass Model 1. It is also noticeable that the difference between estimation accuracy of Model 2 and Model 3 is marginal, Model 3 however, is computationally less expensive than Model 1. Therefore, Model 3 is predominantly more efficient in online applications due to lower computational complexity. As result, the proposed model achieves the best result with the input data which their prognostics metrics are higher than 1.5 in terms of accuracy and computational costs. Conversely, the features with lower prognostics metrics’ value than 1 are not satisfactory for SoH estimation.

After selecting the input data, initialization of EGBT model will be the next step. As mentioned in Section 2.4, optimum hyperparameters minimize the cross-validation error of predictive model. Thus, selecting optimize hyperparameters has a significant impact on improving prediction accuracy. Three hyperparameters should be set: (1) the number of trees (N) (iterations) (2) the number of leaves (L) of decision tree, and (3) the learning rate of algorithm (R). Herein, to identify optimize hyperparameters four different values of 0.05, 0.1, 1.5, and 2 were chosen as learning rates, the early stopping point corresponds to each learning rate was determined. The figure shows how the cross-validated RMSE
behaves as the number of trees in the ensemble increases. The curves are plotted with respect to learning rate on the same plot, and separate subplots are considered for three different values of L. As Figure 7 illustrates, for all learning rates the growing trees considerably improve prediction accuracy. However, one can observe from approximately 100 trees onwards, neither changing learning rates nor increasing the number of trees doesn’t significantly effect on reducing cross-validation error. Yet, smaller learning rate imposes more computational burden. Therefore, the EGBT model is configured with the learning rate value of 0.2 and 100 trees. It was also observed that the best value of decision tree’s leave is eight.

Finally, the obtained data from Cell Two are used for training the EGBT model. Cell One and Cell Three are used for validating the accuracy of the developed model. Estimation results, as well as residuals error, for Cell One and Cell Three are depicted in Figure 8.

The residuals plot depicts the difference between the estimated SoH and actual SoH. As can be observed, the cells which are aged under different conditions can be closely estimated using the developed EGBT model and the residuals scattered roughly around 0. This implies the precision of the predictive model. The performance statistics of tested cells are presented in Table 7. As it is observed all performance evaluation criteria are less than 1%. This also suggests that trained EGBT provides a convenient estimation on untrained data.

**Table 7.** Presentation of SoH estimation errors based on performance evaluation criteria.

| Error Evaluation Metric | Cell 1 | Cell 3 |
|-------------------------|--------|--------|
| MAE                     | 0.53   | 0.64   |
| RMSE                    | 0.69   | 0.70   |
| MAPE                    | 0.58   | 0.63   |

**Figure 7.** Impact of hyperparameters on improving prediction error. Although the difference between RMSE in N = 30 and N = 100 is marginal (RMSE30 = 0.319412, RMSE100 = 0.290187), and it is not clear in figure, the best prediction accuracy N = 100, L = 8 and R = .02 was selected by MATLAB function.
3.2. Discussion

This section provides comparison between ensemble learning and single decision tree. A decision tree is a prediction model that provides accurate estimation in the training phase, however, it doesn’t well generalize on untrained data. Therefore, combining multiple decision trees can enhance the performance of model. Table 8 shows comparison results between single regression tree and EGBT in training and validation phase. It is notable that Cell Two was used for training and Cell One was used for validation step. As results indicate, both regression tree and EGBT provides convenient estimation in training phase. However, regression tree is surpassed by EGBT model in the validation phase. This confirms that EGBT is capable of estimating SoH of batteries which have distinct aging patterns.

| Error Evaluation Metric | Training EGBT | Decision Tree | Validation on Cell 2 EGBT | Decision Tree | Validation on Cell 3 EGBT | Decision Tree |
|-------------------------|---------------|---------------|--------------------------|---------------|--------------------------|---------------|
| RMSE                    | 0.29          | 0.34          | 0.69                     | 1.18          | 0.70                     | 2.67          |
| MAE                     | 0.083         | 0.081         | 0.53                     | 1.05          | 0.64                     | 2.34          |
| MAPE                    | 0.20          | 0.21          | 0.58                     | 1.14          | 0.63                     | 2.35          |

4. Conclusions and Outlooks

This work proposes a machine learning method to estimate online SoH estimation under dynamic driving conditions. Three NMC cells tested under different conditions using worldwide light-duty driving test cycle profile. Characteristic features were extracted from voltage data and they were scored based on three prognostics metrics called monotonicity, trendability, and prognosability. It was shown that the features which their prognostics metrics are higher than 1.5 are more suitable for SoH estimation in terms of accuracy and computational costs. Conversely, the features with lower prognostic metrics’ value than 1 are not satisfactory for SoH estimation. Finally, an ensemble gradient boosted tree (EGBT) is proposed to estimate the correlation between diagnostic features and battery SoH. To enhance the prediction accuracy and to avoid overfitting of EGBT, the optimum hyperparameters are selected. Moreover, the performance of the proposed method is validated using two different battery cells. The results confirm the convenient performance of the proposed model in estimating battery SoH that operates under various stress factors. Furthermore, it is shown that ensemble learning works better compare to single regression tree in the validation phase. Considering the low computational cost, superb performance in SoH estimation in dynamic driving conditions and robustness of the model, the proposed model is eligible for implementing in battery management systems. The advantage...
of presented method is its independency to operation variables such as temperature, charging and discharging C-rate, DoD, and etc. Nevertheless, it should be tested on different types of batteries and in various operating conditions to understand the applicability of proposed method. To reach this objective, a large historical dataset of different types of batteries which operate under dynamic conditions should be available. Digital twin technology is a feasible solution to obtain the necessary data to develop a high-precision SoH estimation model. Therefore, the future steps in our research include validating our model using the comprehensive dataset obtaining from digital twin.
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