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Abstract

The use of a policy and a heuristic function for guiding search can be quite effective in adversarial problems, as demonstrated by AlphaGo and its successors, which are based on the PUCT search algorithm. While PUCT can also be used to solve single-agent deterministic problems, it lacks guarantees on its search effort and it can be computationally inefficient in practice. Combining the A* algorithm with a learned heuristic function tends to work better in these domains, but A* and its variants do not use a policy. Moreover, the purpose of using A* is to find solutions of minimum cost, while we seek instead to minimize the search loss (e.g., the number of search steps). LevinTS is guided by a policy and provides guarantees on the number of search steps that relate to the quality of the policy, but it does not make use of a heuristic function. In this work we introduce Policy-guided Heuristic Search (PHS), a novel search algorithm that uses both a heuristic function and a policy and has theoretical guarantees on the search loss that relates to both the quality of the heuristic and of the policy. We show empirically on the sliding-tile puzzle, Sokoban, and a puzzle from the commercial game ‘The Witness’ that PHS enables the rapid learning of both a policy and a heuristic function and compares favorably with A*, Weighted A*, Greedy Best-First Search, LevinTS, and PUCT in terms of number of problems solved and search time in all three domains tested.

1 Introduction

In this work we are interested in tackling single-agent deterministic problems. This class of problems includes numerous real-world applications such as robotics, planning and pathfinding, computational biology (Edelkamp, Schroedl, and Koenig 2010), protein design (Allouche et al. 2019), and program synthesis (Cropper and Dumancic 2020).

AlphaGo (Silver et al. 2017), and descendants such as MuZero (Schrittwieser et al. 2019) combine a learned value function with a learned policy in the PUCT search algorithm (Rosin 2011; Kocsis and Szepesvári 2006), which is a Monte-Carlo tree search algorithm (Chang et al. 2005; Coulom 2007), to tackle stochastic and adversarial games with complete information, and also a few single-agent games. The policy guides the search locally by favoring the most promising children of a node, whereas the value function ranks paths globally, thus complementing each other. PUCT, based on UCT (Kocsis and Szepesvári 2006) and PUCB (Rosin 2011), is indeed designed for adversarial and stochastic games such as Go and Chess, and UCT and PUCB come with a guarantee that the value function converges to the true value function in the limit of exploration—however this guarantee may not hold when replacing actual rewards with an estimated value, as is done in the mentioned works.

Although these algorithms perform impressively well for some adversarial games, it is not clear whether the level of generality of PUCT makes it the best fit for difficult deterministic single-agent problems where a planning capability is necessary, such as the PSPACE-hard Sokoban problem (Culberson 1999). The more recent algorithm MuZero (Schrittwieser et al. 2019) adapts AlphaZero to single-agent Atari games, but these games are mostly reactive and MuZero performs poorly on games that require more planning like Montezuma’s Revenge—although this may arguably pertain to MuZero needing to learn a model of the environment.

In the context of single-agent search the value function is known as a heuristic function and it estimates the cost-to-go from a given state to a solution state. McAleer et al. (2019) used MCTS to learn a heuristic function—but not a policy—to tackle the Rubik’s cube, but later replaced MCTS entirely with weighted A* (Pohl 1970; Ebendt and Drechsler 2009), which is a variant of the A* algorithm (Hart, Nilsson, and Raphael 1968) that trades off solution quality for search time. They observe that “MCTS has relatively long runtimes and often produces solutions many moves longer than the length of a shortest path” (Agostinelli et al. 2019), and tackle a few more problems such as the sliding tile puzzle and Sokoban.

Levin Tree Search (LevinTS) (Orseau et al. 2018) uses a learned policy to guide its search for solutions to single-agent problems and is guaranteed to perform no more search steps than an upper bound that accounts for the quality of the policy. In principle, this guarantee could be used as a loss function to optimize the policy, but instead the authors resorted to reinforcement learning with intermediate rewards.

In this work we combine the policy-guided search of the LevinTS algorithm with the heuristic-guided search of A* in an algorithm we call Policy-guided Heuristic Search (PHS). PHS retains the upper bound of LevinTS—we also prove an almost matching lower bound—but we extend this guarantee to the use of a heuristic function, showing that an accurate heuristic can greatly reduce the number of search steps.
We compare our algorithm with several policy-guided and heuristic search algorithms when learning is interleaved with search in the Bootstrap process (Jabbari Arfaee, Zilles, and Holte 2011): LevinTS uses a policy; A*, Weighted A* (WA*) and Greedy Best-First Search (GBFS) (Doran, Michie, and Kendall 1966) all use a heuristic, and PUCT uses both like PHS. We evaluate these algorithms on the 5×5 sliding-tile puzzle, Sokoban (Boxoban), and on a puzzle from the game ‘The Witness’. Our results show that PHS performs well on all three domains tested, while every other algorithm tested performs poorly in at least one of these domains.

## 2 Notation and Background

Search algorithms solve single-agent problems by searching in the tree that defines the problem. Let $\mathcal{N}$ be the set of all nodes that can be part of such a tree. The root of the tree is denoted $n_0 \in \mathcal{N}$. For any node $n \in \mathcal{N}$, its set of children is $\mathcal{C}(n)$, its single parent is $\text{par}(n)$ (the root has no parent), its set of ancestors including $n$ itself is $\text{anc}_0(n)$, and its set of descendants including $n$ itself is $\text{desc}_0(n)$; its depth is $d(n) = (d(n_0) = 0)$ and also define $d_0(n) = d(n) + 1$.

We say that a node is expanded when a search algorithm generates the set of children of the node. All search algorithms we consider are constrained to expand the root first and, subsequently, a node $n$ can be expanded only if its parent $\text{par}(n)$ has already been expanded.

A problem is defined by a root node $n_0$, a non-negative loss function $\ell : \mathcal{N} \to [0, \infty[$, a set of solution nodes $\mathcal{N}_f \subseteq \text{desc}_0(n_0)$, and a state function defined below. There is a predicate $\text{is_solution}(n)$ available to the search algorithms to test whether $n \in \mathcal{N}_f$, but it can be used on $n$ only after $\text{par}(n)$ has been expanded (i.e., $n$ must have been generated).

The loss $\ell(n)$ is incurred by the algorithm when expanding the node $n$. For simplicity of the formalism, we assume that a node which is tested positive with $\text{is_solution}$ is implicitly expanded—thus incurring a loss—but has no children. The path loss $g(n)$ of a node $n$ is the sum of the losses from the root to $n$, that is $g(n) = \sum_{n' \in \text{anc}_0(n)} \ell(n')$. For example, if the loss is one for any expanded node $n$, then $g(n) = d_0(n)$. We assume that no infinite path has infinite path loss. For any search algorithm $S$, the search loss $L(S, n)$ is the sum of the individual losses $\ell(n')$ for all nodes $n'$ that have been expanded by the algorithm $S$, up to and including $n$, and $L(S, n) = \infty$ if $n$ is never expanded. For example, if the loss $\ell(n)$ is the computation time needed to expand node $n$, then $L(S, n)$ corresponds to the computation time of the whole search when reaching $n$.

A policy $\pi : \mathcal{N} \to [0, 1]$ is defined recursively for a child $n'$ of a node $n$: $\pi(n') = \pi(n) \pi(n'|n)$ where the conditional probability $\pi(n'|n) \in [0, 1]$ is such that $\sum_{n' \in \mathcal{C}(n)} \pi(n'|n) \leq 1$, and $\pi(n_0) = 1$. Therefore, $\pi(n) = \prod_{n' \in \text{anc}_0(n) \setminus \{n_0\}} \pi(n'|\text{par}(n'))$.

Let $\mathcal{S} \subseteq \mathcal{N}$ be a set of ‘canonical nodes’. The function $\text{state} : \mathcal{N} \to \mathcal{S}$ associates a node to a state (a canonical node), with the constraints that $\ell(n) = \ell(\text{state}(n))$, $\text{is_solution}(n) = \text{is_solution}(\text{state}(n))$, and $\{\text{state}(n') : n' \in \mathcal{C}(n)\} = \mathcal{C}(\text{state}(n))$. Search algorithms may use the $\text{state}$ function to avoid expanding nodes with the same states.

## 2.1 Background

The Best-First Search (BFS) search algorithm (Pearl 1984) (see Algorithm 1) expands nodes by increasing value, starting from the root and always expanding children only if their parent has been expanded already. It does not expand nodes whose states have been visited before, and returns the first solution node it expands.

The A* search algorithm (Hart, Nilsson, and Raphael 1968) uses both the function $g$ and a heuristic function $h : \mathcal{N} \to [0, \infty[$. It uses BFS with the evaluation function $f(n) = g(n) + h(n)$. If the heuristic $h$ is admissible, i.e., $g(n) + h(n)$ is a lower bound on the cost of the least-cost solution node below $n$, then A* is guaranteed1 to return a solution with minimal g-cost. Weighted A* (Eben dt and Drechsler 2009) is a variant of A* that uses the evaluation function $f_w(n) = g(n) + w \cdot h(n)$ and has the guarantee that the first solution found has a g-cost no more than a factor $w$ of the minimum cost solution if $h$ is admissible and $w \geq 1$.

LevinTS (Orseau et al. 2018) also uses the BFS algorithm, but with the evaluation function $f_s = d_0(n)/\pi(n)$ for a given policy $\pi$. LevinTS is guaranteed to expand no more than $d_0(n^*)/\pi(n^*)$ nodes until the first solution $n^*$ is found, that is, with $\ell(\cdot) = 1$ for all nodes, $L(\text{LevinTS}, n^*) \leq d_0(n^*)/\pi(n^*)$. Since $d_0(n^*)$ is fixed, it shows that the better the policy $\pi$, the shorter the search time. Theorem 4 provides an almost-matching lower bound.

The PUCT algorithm (Silver et al. 2016) is not based on BFS, but on UCT (Kocsis and Szepesvári 2006), which learns a value function from rewards, and on PUCB (Rosin 2011), which additionally uses a policy prior. Both ingredients are used to determine which node to expand next. The PUCT formula depends on the current number of node expansions performed during search. This dependency prevents the algorithm from being able to use a priority queue which requires the node values to not change over time. Hence each time the algorithm performs a single node expansion, it has to go back to the root to potentially take a different path for the next expansion. In some cases, this additional cost can lead to a quadratic increase of the computation time compared to the number of node expansions. Although this search strategy can be effective in stochastic and adversarial environments, it is often wasteful for deterministic single-agent problems. The original UCT algorithm (Kocsis and Szepesvári 2006) has regret-style guarantees, but as noted by Orseau et al. (2018), these guarantees are rarely meaningful in deterministic single-agent problems where rewards are often 0 until a solution is found; moreover, these guarantees do not hold for modern implementations that replace the rewards and the rollouts with a learned value function.

## 2.2 Definition of the Search Problem

Our overarching objective is to design algorithms that, when given a set of unknown tasks, solve all of them as

---

1Technically, this requires either that re-expansions are performed or that the heuristic is consistent.
quickly as possible while starting with little to no knowledge about the tasks. That is, for $K$ tasks, we want to devise an algorithm $S$ that minimizes the total search loss $\sum_{k \in [K]} \min_{n \in N_k} L_k(S, n^*)$. Observe that this departs from the more traditional objective of finding solutions of minimum path loss for all tasks, that is, of minimizing $\sum_{k \in [K]} g(n_k^*)$ where $n_k^*$ is the solution node found by the algorithm for task $k$. Hence, we do not require the solutions encountered by the search algorithms to be path-cost optimal.

To this end we embed our algorithms into the Bootstrap process (Jabbari Arfaee, Zilles, and Holte 2011), which iteratively runs a search algorithm with a bound on the number of node expansions (or running time) on a set of training tasks. The problems solved in a given iteration are used to update the parameters of a model encoding a heuristic function and/or a policy. The process is then repeated with the newly trained model, possibly after increasing the budget. This process does not use or generate a curriculum, but assumes that there are problems of varying difficulties.

The Policy-guided Heuristic Search algorithm (PHS), based on the Best-First Search algorithm (BFS). (Re-expansions are not performed.)

```python
def PHS(n₀): return BFS(n₀, ϕ)
def BFS(n₀, evaluate):
q = priority_queue(order_by=evaluate)
q.insert(n₀)
visited_states = {}
while q is not empty:
    n = q.extract_min() # node of min value
    s = state(n)
    if s in visited_states:
        continue # pruning
    visited_states += {s}
incur_loss ℓ(n)
if is_solution(n):
    return n
# Node expansion
for n’ in children(n):
    q.insert(n’, evaluate(n’))
return False
```

### 3 Policy-guided Heuristic Search

For all our theoretical results, we assume that $∀n \in N : state(n) = n$ to avoid having to deal with re-expansions. We generalize LevinTS first by considering arbitrary non-negative losses $ℓ(n)$ rather than enforcing $ℓ(n) = 1$, and by introducing a heuristic factor $η(n) ≥ 1$. Our algorithm Policy-guided Heuristic Search (PHS) simply calls BFS (see Algorithm 1) with the evaluation function $ϕ$ defined as:

$$ϕ(n) = η(n)g(n)/π(n),$$

where $g$ and $π$ were defined in Section 2, and $ϕ(n) = ∞$ if $π(n) = 0$; Orseau et al. (2018) discuss how to prevent $π(n) = 0$. The factor $g(n)/π(n)$ can be viewed as an approximation of the search loss $L(PHS, n)$ when reaching $n$: $g(n)$ is the loss of the path from the root to $n$, and $1/π(n)$ plays a similar role to an importance sampling weight that rescales the (local) path loss to the (global) search loss. Note that paths with large probability $π$ are preferred to be expanded before paths with small $π$-values. The purpose of the new heuristic factor $η(n)$ is to rescale the current estimate of the search loss $L(·, n)$ to an estimate of the search loss $L(·, n^*)$ at the least-cost solution node $n^∗$ that descends from $n$. This is similar to how $f(n)$ is an estimate of $g(n^*)$ in A*. If both $η(·)$ and $ℓ(·)$ are 1 everywhere, PHS reduces to LevinTS.

Although for LevinTS $f_ε$ is monotone non-decreasing from parent to child (Orseau et al. 2018), this may not be the case anymore for $ϕ$ due to $η$. Thus, for the sake of the analysis we define the monotone non-decreasing evaluation function $ϕ^*(n) = \max_{n’ \in anc(n)} ϕ(n’)$.

Since in BFS nodes are expanded in increasing order of their value, and a node $n$ cannot be expanded before any of its ancestors, it is guaranteed in PHS that a node $n$ is expanded before any other node $n’$ with $ϕ^*(n’)>ϕ^*(n)$.

Define $η^*(n) = ϕ^*(n)/η(n)$, and $η^*(n) = η(n)$ if $g(n) = 0$, such that

$$ϕ^*(n) = η^*(n)g(n)/π(n).$$

Note that even if we ensure that $η^*(n^*) = 1$ for any solution node $n^* \in N_ϕ$, in general $ϕ^*(n^*)$ may still be larger than $ϕ(n^*)$, that is, we may have $η^*(n^*) > 1$.

We now state our main result and explain it below. Define the set of nodes $N_ϕ(n) = \{n’ \in desc(n₀) : ϕ(n’)^* ≤ ϕ^*(n)\}$ of value at most $ϕ^*(n)$ and its set of leaves $L_ϕ(n) = \{n’ \in N_ϕ(n) : C(n’) \cap N_ϕ(n) = \emptyset\}$ that is, the set of nodes in $N_ϕ(n)$ that do not have any children in this set.

**Theorem 1** (PHS upper bound). For any non-negative loss function $ℓ$, for any set of solution nodes $N_ϕ \subseteq desc(n₀)$, and for any given policy $π$ and any given heuristic factor $η(·) ≥ 1$, PHS returns a solution node $n^* \in \arg\min_{n^* \in N_ϕ} ϕ^*(n^*)$ and the search loss is bounded by

$$L(PHS, n^*) \leq \sum_{n \in L_ϕ(n^*)} \frac{π(n)}{η^*(n)}.$$  (1)

**Proof.** Slightly abusing notation, for a set of nodes $N'$, define $L(N’) = \sum_{n \in N'} ℓ(n)$ to be the cumulative loss over the nodes in $N’$. Since $ϕ^*$ is non-decreasing from parent to child, $N_ϕ(n)$ forms a tree rooted in $n₀$ and therefore all the nodes in $N_ϕ(n)$ are expanded by BFS(n₀, ϕ) before any other node not in $N_ϕ(n)$. Therefore, $L(PHS, n) ≤ L(N_ϕ(n))$. Then,

$$L(N_ϕ(n)) = L\left(\bigcup_{n’ \in L_ϕ(n^*)} anc(n’))\right) \leq \sum_{n \in L_ϕ(n)} L(anc(n’)) = \sum_{n’ \in L_ϕ(n)} g(n’)/π(n’),$$

where the last inequality follows from $η^*(n’)/η(n) = ϕ(n’)/ϕ^*(n’)$, which is true for any $n’$, the result holds for the returned $n^* \in N_ϕ$. □
We can derive a first simpler result:

**Corollary 2 (PHS upper bound with no heuristic).** From Theorem 1, if furthermore \( \forall n, \eta(n) = 1 \) then

\[
L(\text{PHS}, n^*) \leq \frac{g(n^*)}{\pi(n^*)}. \tag{2}
\]

**Proof.** Follows from Theorem 1 and \( \sum_{n' \in \mathcal{L}_\pi(n)} \pi(n') \leq 1 \) for all \( n \) (Orseau et al. 2018, Theorem 3).

The bound in Eq. (2) is similar to the bound provided for LevinTS (and equal when \( \ell(n) = 1 \) everywhere) and shows the effect of the quality of the policy on the cumulative loss during the search: Since necessarily \( L(\text{PHS}, n^*) \geq g(n^*) \), the bound says that the search becomes more efficient as \( \pi(n^*) \) gets closer to 1. Conversely, with an uninformed policy \( \pi \) the probability decreases exponentially with the depth, which means that the search becomes essentially a breadth-first search. The bound in Eq. (1) furthermore shows the effect of the heuristic function where the additional factor can be interpreted as the ratio of the heuristic value \( \eta(n^*) \) at the solution to the (preferably larger) average heuristic value at the leaves of the search tree when reaching \( n^* \). If the heuristic is good, then this bound can substantially improve upon Eq. (2)—but it can also degrade with a poor heuristic.

**Example 3.** Consider a binary tree where the single solution node \( n^* \) is placed at random at depth \( d \). Assume that \( \pi(n'|n) = 1/2 \) for both children \( n' \) of any node \( n \). Assume that \( \eta(n) = \infty \) for all nodes except \( \eta(n) = 1 \) for the nodes on the path from the root to \( n^* \), which makes PHS expand only the \( d+1 \) nodes on the path from the root to \( n^* \). Take \( \ell(n) = 1 \) for all nodes. Then Eq. (2) tells us that the search loss (which is here the number of expanded nodes) is bounded by \((d+1)^2d+1\), which is correct but rather loose. By taking the (very informative) heuristic information into account, we have \( \sum_{n' \in \mathcal{L}_\pi(n^*)} \pi(n')/\eta(n^*) = \pi(n^*)/\eta(n^*) \) and thus Eq. (1) tells us that the search loss is bounded by \( g(n^*) = d+1 \), which is tight.

The following lower bound is close to the bound of Eq. (2) in general, and applies to any algorithm, whether it makes use of the policy or not. First, we say that a policy \( \pi \) is **proper** if for all nodes \( n \), \( \sum_{n'' \in \mathcal{C}(n)} \pi(n''|n) = 1 \).

**Theorem 4 (Lower bound).** For every proper policy \( \pi \) and non-negative loss function \( \ell \) such that \( \ell(n_0) = 0 \), for every search algorithm \( S \)—that first expands the root and subsequently expands only children of nodes that have been expanded—there are trees rooted in \( n_0 \) and sets of solution nodes \( N_G \) such that

\[
\min_{n^* \in N_G} L(S, n^*) \geq \frac{g(\hat{n}^*)}{\pi(\hat{n}^*)}, \quad \text{with } \hat{n}^* = \text{par(par}(n^*)).
\]

**Proof.** Consider the following infinite tree: The root \( n_0 \) has \( m \) children, \( n_{1,1}, n_{2,1}, \ldots, n_{m,1} \) and each child \( n_{i,1} \) is assigned an arbitrary conditional probability \( \pi(n_{i,1}|n_0) \geq 0 \) such that \( \sum_{i \in [m]} \pi(n_{i,1}|n_0) = 1 \). Each node \( n_{i,j} \) has a single child \( n_{i,j+1} \) with \( \pi(n_{i,j+1}|n_{i,j}) = 1 \), and is assigned an arbitrary loss \( \ell(n_{i,j}) \geq 0 \). Observe that \( \pi(n_{i,j}) = \pi(n_{i,1}|n_0) \).

Now let the given search algorithm expand nodes in any order, as long as parents are always expanded before their children, until at least one node is expanded in each branch with positive probability—if this is not met then the bound holds trivially. Then stop the search after any finite number of steps. Let \( \tilde{n}_i \) be the last expanded node in each branch \( i \in [m] \). Then pick the node \( \tilde{n}^* \) among the \( n_i \) with smallest \( g(\tilde{n}_i)/\eta(\tilde{n}_i) \). Since this node \( \tilde{n}^* \) has been expanded, its unique child \( n^* \) may have already been tested for solution, but not its grand-child since \( \tilde{n}^* \) has not yet been expanded. So we set \( n^* \) to be the unique child of \( \tilde{n}^* \), and set \( N_G = \{ n^* \} \). For each branch \( i \) we have \( g(\tilde{n}_i)/\eta(\tilde{n}_i) \geq g(\tilde{n}^*)/\eta(\tilde{n}^*) \). Therefore, recalling that the policy is proper, the cumulative loss before testing if \( n^* \) is a solution is at least

\[
\sum_{i \in [m]} g(\tilde{n}_i) \geq \sum_{i \in [m]} g(\tilde{n}^*) \pi(\tilde{n}^*)/\pi(\tilde{n}^*) = g(\tilde{n}^*)/\pi(\tilde{n}^*) \geq L(\text{PHS}, n^*). \quad \square
\]

### 3.1 Admissible Heuristics

We say that \( \eta \) is **PHS-admissible** (by similarity to admissibility of heuristic functions for A*) if for all nodes \( n \), for all solution nodes \( n^* \) below \( n \) (i.e., \( n^* \in \mathcal{L}_\pi(n) \cap N_G \)), we have \( \varphi(n) \leq \varphi(n^*) \) and \( \eta(n^*) = 1 \), that is, \( \varphi(n^*) = g(n^*)/\pi(n^*) \). This means that \( \varphi(n) \) always underestimates the cost of any descendant solution. This ensures that for solution nodes, \( \varphi^+(n^*) = \varphi(n^*) = g(n^*)/\pi(n^*) \). Note that we may still not have \( \varphi(n) = \varphi(n) \) for non-solution nodes. Also observe that taking \( \eta(n) = 1 \) for all \( n \) is admissible, but not informed, similarly to \( h(n) = 0 \) in A*.

Hence, ideally, if \( \eta(n) = \infty \) when \( \text{desc}_\pi(n) \cap N_G = \emptyset \), and

\[
\eta(n) = \min_{n^* \in \text{desc}_\pi(n) \cap N_G} g(n^*)/\pi(n^*),
\]

and thus, similarly to A*, PHS does not expand any node which does not lead to a solution node of minimal \( \varphi \)-value. When the heuristic is PHS-admissible but not necessarily ideal, we provide a refined bound of Eq. (1):

**Corollary 5 (Admissible upper bound).** If \( \eta \) is PHS-admissible, then the cumulative loss incurred by PHS before returning a solution node \( n^* \in \arg\min_{n^* \in N_G} \varphi^+(n^*) \) is upper bounded by

\[
L(\text{PHS}, n^*) \leq \frac{g(n^*)}{\pi(n^*)} \sum_{n \in \mathcal{L}_\pi(n^*)} \eta^+(n^*). \tag{3}
\]

**Proof.** Follows from Eq. (1) with \( \varphi^+(n^*) = \varphi(n^*) \) due to the PHS-admissibility of \( \eta \).

Corollary 5 offers a better insight into the utility of a heuristic factor \( \eta \), in particular when it is PHS-admissible. First, observe that \( \sum_{n' \in \mathcal{L}_\pi(n)} \pi(n') \leq 1 \), which means that the sum term \( \Sigma \) can be interpreted as an average. Second, since \( \eta^+(\cdot) \geq 1 \), then necessarily \( \Sigma \leq 1 \), which means that Corollary 5 is a strict improvement over Eq. (2). \( \Sigma \) can thus be

\[
\Sigma = \frac{1}{\pi(n^*)} \sum_{n \in \mathcal{L}_\pi(n^*)} \eta^+(n^*).
\]
read as the average search reduction factor at the leaves of the search tree when finding node \( n^* \). Corollary 5 shows that using a PHS-admissible heuristic factor \( \eta \) can help the search, on top of the help that can be obtained by using a good policy. In light of this, we can now interpret \( \eta^+ \) in Eq. (1) as an excess estimate for inadmissible \( \eta \), and a trade-off appears between this excess and the potential gain in the \( \Sigma \) term by the heuristic. Interestingly, this trade-off disappears when the heuristic factor is PHS-admissible, that is, the bounds suggest that using a PHS-admissible heuristic is essentially "free."

A number of traditional problems have readily available admissible heuristics for \( A^* \). We show that these can be used in PHS too to define a PHS-admissible \( \eta \). Let \( h \) be a heuristic for \( A^* \). Making the dependency on \( h \) explicit, define

\[
\eta_h(n) = \frac{g(n) + h(n)}{g(n)}, \quad \text{then } \varphi_h(n) = \frac{g(n) + h(n)}{\pi(n)}.
\]

**Theorem 6** \( (A^*-admissible to PHS-admissible) \). If \( h \) is an admissible heuristic for \( A^* \), then \( \eta_h \) is PHS-admissible.

**Proof.** Since \( h \) is admissible for \( A^* \), we have \( g(n) + h(n) \leq g(n^*) \) for any solution node \( n^* \) descending from \( n \). Hence \( \varphi_h(n) \leq g(n^*)/\pi(n) \leq g(n^*)/\pi(n^*) = \varphi(n^*) \) and thus \( \eta_h \) is PHS-admissible.

Define \( h^+(n) = \pi(n) \max_{n' \in \text{anc}(n)} \varphi_h(n') - g(n) \geq h(n) \) which is such that \( \varphi_h(n) = \max_{n' \in \text{anc}(n)} \varphi_h(n') \) is monotone non-decreasing. Then \( \eta_h(n) = 1 + h^+(n)/g(n) \).

**Corollary 7** \( (Admissible upper bound with \( h \)). \) Given a heuristic function \( h \), if \( \eta = \eta_h \) is PHS-admissible, then the cumulative loss incurred before returning a solution node \( n^* \in \arg\min_{n \in N^*_0} \varphi^+(n^*) \) is upper bounded by

\[
L(PHS, n^*) \leq \frac{g(n^*)}{\pi(n^*)} \sum_{n \in L^+(n^*)} \frac{\pi(n)}{1 + h^+(n)/g(n)}.
\]

**Proof.** Follows by Corollary 5 and the definition of \( \eta_h \).

Corollary 7 shows that the larger \( h(n) \) (while remaining admissible), the smaller the sum, and thus the smaller the bound. A well tuned heuristic can help reduce the cumulative loss by a large factor compared to the policy alone.

We call PHS\(_h\) the variant of PHS that takes an \( A^* \)-like heuristic function \( h \) and uses \( \eta = \eta_h \).

### 3.2 A More Aggressive Use of Heuristics

Similarly to \( A^* \), the purpose of the heuristic factor is to estimate the \( g \)-cost of the least-cost descendant solution node. But even when \( h \) is admissible and accurate, \( \eta_h \) is often not an accurate estimate of the cumulative loss at \( n^* \) due to missing the ratio \( \pi(n)/\pi(n^*) \) — and quite often \( \pi(n^*) \ll \pi(n) \). Hence if \( h \) is the only known heuristic information, we propose an estimate \( \hat{\eta}_h \) that should be substantially more accurate if conditional probabilities and losses are sufficiently regular on the path to the solution, by approximating \( \pi(n^*) \) as \( \pi(n)/g(n)^{d(n)+h(n)} \). Take \( g(n) = d(n) \) for intuition, then \( \pi(n^*)/g(n^*) = p \) is roughly the average conditional probability along the path from the root to \( n \), and thus \( p^{d(n)+h(n)} \) is an estimate of the probability at depth \( d(n^*) \), that is, an estimate of \( \pi(n^*) \). This gives

\[
\hat{\eta}_h(n) = \frac{1 + h(n)/g(n)}{\pi(n)/g(n)} \quad \text{and } \varphi_h(n) = \frac{g(n) + h(n)}{\pi(n)1+h(n)/g(n)}
\]

so that \( \hat{\varphi}_h(n) \) is an estimate of \( g(n^*)/\pi(n^*) \). The drawback of \( \hat{\eta}_h \) is that it may not be PHS-admissible anymore, so while Theorem 1 still applies, Corollary 5 does not.

We call PHS\(_*\) the variant of PHS that defines \( \eta \) as in Eq. (4) based on some given (supposedly approximately admissible) heuristic function \( h \).

### 4 Learning the Policy

We consider \( K \) tasks, and quantities indexed by \( k \in [K] \) have the same meaning as before, but for task \( k \). We assume that the policy \( \pi_\theta \) is differentiable w.r.t. its parameters \( \theta \in \Theta \). Ideally, we want to optimize the policy so as to minimize the total search loss, i.e., the optimal parameters of the policy are

\[
\theta^* = \arg\min_{\theta \in \Theta} \sum_{k \in [K]} \min_{n^* \in N^*_0} L_k(PHS_\theta, n^*).
\]

Unfortunately, even if we assume the existence of a differentiable close approximation \( \hat{L}_k \) of \( L_k \), the gradient of the sum with respect to \( \theta \) can usually not be obtained. Instead the upper bound in Eq. (1) can be used as a surrogate loss function. However, it is not ideally suited for optimization due to the dependence on the set of leaves \( L_\pi(n^*) \). Hence we make a crude simplification of Eq. (1) and assume that for task \( k \), \( L_k(PHS_\theta, n^*_k) \approx c_k g(n^*_k)/\pi_\theta(n^*_k) \) for some a priori unknown constant \( c_k \) assumed independent of the parameters \( \theta \) of the policy: indeed the gradient of the term by Eq. (1) that \( c_k \) replaces should usually be small since \( \pi_\theta(n) \) is often an exponentially small quantity with the search depth and thus \( \nabla_\theta \pi_\theta(n) \approx 0 \). Then, since \( d f(x)/dx = f(x) d \log f(x)/dx, \)

\[
\nabla_\theta \hat{L}_k(PHS_\theta, n^*_k) \approx \hat{L}_k(PHS_\theta, n^*_k) \nabla_\theta \log \hat{L}_k(PHS_\theta, n^*_k)
\]

\[
\approx L_k(PHS_\theta, n^*_k) \nabla_\theta \log \left( \frac{c_k g(n^*_k)}{\pi_\theta(n^*_k)} \right) = L_k(PHS_\theta, n^*_k) \nabla_\theta \log \left( \frac{1}{\pi_\theta(n^*_k)} \right).
\]

Note that \( L_k(PHS_\theta, n^*_k) \) can be calculated during the search, and that the gradient does not depend explicitly on the heuristic function \( h \), which is learned separately. In the experiments, we use this form to optimize the policy for PHS and LevinTS.

### 5 Experiments

We use \( \ell(\cdot) = 1 \) everywhere, so the search loss \( L \) corresponds to the number of node expansions. We test the algorithms \( A^*, \) GBFS, WA* (\( w=1.5 \)), PUCT (\( c=1 \)), PHS\(_h\) (using \( \eta = \eta_h \)) and PHS\(_*\) (using \( \eta = \hat{\eta}_h \)), and LevinTS. Each algorithm uses one neural network to model the policy and/or the heuristic to be trained on the problems it manages to solve. For PUCT, we normalize the Q-values (Schrittwieser et al. 2019), and use a virtual loss (Chaslot, Winands, and van den Herik 2008).
of unit increment with the following selection rule for a child
\( n' \) of a node \( n \),
\[
\bar{h}(n') = (h(n') + \text{virtual loss}(n') - h_{\text{min}})/(h_{\text{max}} - h_{\text{min}})
\]
\[
\text{PUCT}(n'; n) = \bar{h}(n) - c \pi(n'|n) \sqrt{\sum_{n'' \in C(n)} N(n'')} / (1 + N(n'))
\]
where \( N(n) \) is the number of times the node \( n \) has been
visited, \( c \) is a constant set to 1 in the experiments, and keep in
mind that \( h \) corresponds to losses—hence the negative sign.
The node \( n' \) with minimum PUCT value is selected. The
virtual loss allows for evaluating the nodes in batch: we first
collect 32 nodes for evaluation using the PUCT rule and only
then evaluate all nodes in batch with the neural network. The
virtual loss allows us to sample different paths of the MCTS
tree to be evaluated. Similarly, for the BFS-based algorithms,
32 nodes are evaluated in batch with the neural network
before insertion in the priority queue (Agostinelli et al. 2019).
This batching speeds up the search for all algorithms.

Since we want to assess the cooperation of search and
learning capabilities of the different algorithms without using
domain-specific knowledge, our experiments are not directly
comparable with domain-specific solvers (see Pereira et al.
(2016) for Sokoban). In particular, no intermediate reward is
provided, by contrast to Orseau et al. (2018) for example.

5.1 Domains

Sokoban (10×10) Sokoban is a PSPACE-hard grid-world
puzzle where the player controls an avatar who pushes boxes
to particular spots (boxes cannot be pulled). We use the first
50 000 problems training problems and the provided 1 000
test problems from Boxoban (Guez et al. 2018).

The Witness (4×4) The Witness domain is a NP-complete
puzzle extracted from the video game of the same name (Abel
et al. 2020) and consists in finding a path on a 2D grid that
separates cells of different colors.

Sliding Tile Puzzle (5×5) The sliding tile puzzle is a tra-
ditional benchmark in the heuristic search literature where
heuristic functions can be very effective (Korf 1985; Felner,
Korf, and Hanan 2004). The training set is generated with ran-
dom walks from the 5×5 solution state with walks of lengths
between 50 and 1 000 steps—this is a difficult training set as
there are no very easy problems. Test problems are generated
randomly and unsolvable problems are filtered out by a parity
check; note that this is like scrambling infinitely often, which
makes the test problems often harder than the training ones.

5.2 Training and Testing

Each search algorithm start with a uniform policy and/or an
uninformed heuristic and follow a variant of the Bootstrap
process (Ermanes and Gori 2004; Jabbari Arfaee, Zilles, and
Holte 2011): All problems are attempted with an initial search
step budget (2 000 for Witness and Sokoban, 7 000 for the
sliding tile puzzle) and the search algorithm may solve some
of these problems. After 32 problems have been attempted,
a parameter update pass of the models is performed, using
as many data points as the lengths of the solutions of the
solved problems among the 32. If no new problem has been
solved at the end of the whole Bootstrap iteration, the budget
is doubled. Then the next iteration begins with all problems
again. The process terminates when the total budget of 7 days
is spent (wall time, no GPU).

We use the mean squared error (MSE) loss for learning the
heuristic function of all the corresponding algorithms (A*,
WA*, GBFS, PUCT and PHS variants): For a found solution
node \( n^* \) the loss for node \( n \in \text{ance}(n^*) \) is
\[
|(d(n^*) - d(n)) - h(n)|^2, \text{ where } h(n) \text{ is the output of the network.}
\]
Note that this loss function tends to make the heuristic admissible. The
cross-entropy loss is used to learn the policy for PUCT. The
policy for LevinTS and our PHS variants are based on the
approximate gradient of the \( L_k \) loss (see Section 4).

Testing follows the same process as training (with a total
computation time of 2 days), except that parameters are
not updated, and the budget is doubled unconditionally at
each new Bootstrap iteration. The test problems are not used
during training. Each algorithm is trained 5 times with ran-
dom initialization of the networks. For fairness, we test each
algorithm using its trained network that allowed the search
algorithm to solve the largest number of training problems.

5.3 Results

See Fig. 1 for the learning curves and Table 1 for the test
results.

Sokoban PHS\(_h\) and PHS\(^*\) obtain the best results on this
domain, showing the effectiveness of combining a policy and
a heuristic function with BFS\(^*\)’s efficient use of the priority
queue. LevinTS and WA\(^*\) follow closely. A\(^*\) takes signifi-
cantly more time but finds shorter solutions, as expected. By
contrast to the other algorithms, GBFS is entirely dependent
on the quality of the heuristic function and cannot com-
penstate an average-quality heuristic with a complete search (A*
and WA* also use the \( g \)-cost to help drive the search). After
the training period, PUCT could not yet learn a good policy and
a good heuristic from scratch: PUCT is designed for the
larger class of stochastic and adversarial domains and takes a
large amount of time just to expand a single new node. Some
variants of PUCT commit to an action after a fixed number of
search steps (e.g., Racanière et al. (2017)); although once
a good value function has been learned this may help with
search time, it also makes the search incomplete, which is not
suitable when combining search and learning from scratch.
Agostinelli et al. (2019) report better results than ours for
WA\(^*\) (about 1 050 000 expansions in total on the test set),
but their network has more than 30 times as many parame-
ters, and they use 18 times as many training problems, while
also using a backward model to generate a curriculum. For
LevinTS, Orseau et al. (2018) reported 5 000 000 expansions,
using a larger network, 10 times as many training steps and
intermediate rewards. Our improved results for LevinTS are
likely due to the cooperation of search and learning during
training, allowing to gather gradients for harder problems.

The Witness This domain appears to be difficult for learning a good heuristic function, with the policy-guided BFS-based algorithms being the clear winners. Even for PHS, the heuristic function does not seem to help compared to LevinTS; it does not hurt much either though, showing the robustness of PHS. PUCT and WA* learned slowly during training but still manage to solve (almost) all test problems, at the price of many expansions. GBFS performs poorly because it relies exclusively on the quality of the heuristic—by contrast, A* and WA* use the $g$-cost to perform a systematic search when the heuristic is not informative.

Sliding Tile Puzzle Only WA* and PHS* manage to solve all test problems. PHS$_h$ seems to not be using the heuristic function to its full extent, by contrast to PHS*. The trend in the learning curves (see Fig. 1) suggest with more training LevinTS, PHS$_h$, and A* would achieve better results, but both GBFS and PUCT seem to be stuck. Possibly the training set is too difficult for these algorithms and adding easier problems or an initial heuristic could help.

6 Conclusion

We proposed a new algorithm called PHS that extends the policy-based LevinTS to using general non-negative loss functions and a heuristic function. We provided theoretical results relating the cumulative search loss with the quality of the policy and that of the heuristic. If the provided heuristic function is PHS-admissible, a strictly better upper bound can be shown for PHS than for LevinTS. In particular, an admissible heuristic for A* can be turned into a PHS-admissible heuristic, leading to the variant PHS$_h$. We also provided a lower bound based (solely) on the information carried by the policy, that applies to any search algorithm. The more aggressive variant PHS* is the only algorithm which consistently solves all test problems in the three domains tested. It would be useful to derive more specific bounds showing when PHS* is expected to work strictly better than PHS$_h$.

In this paper, the learned heuristic corresponds to the distance to the solution as for A*, but it may be better to directly learn the heuristic $\eta$ to estimate the actual search loss at the solution. This may however introduce some difficulties since the heuristic function to learn would now depend on the policy, making learning possibly less stable.

| Alg.      | Solved | Length | Expansions | Time (s) |
|-----------|--------|--------|------------|----------|
| Sokoban 10×10 (test) |
| PUCT, c=1 | 229    | 24.9   | 10021.3    | 39.7     |
| GBFS      | 914    | 36.4   | 5040.0     | 34.0     |
| A*        | 995    | 32.7   | 8696.8     | 61.7     |
| WA*, w=1.5| 1000   | 34.5   | 3729.1     | 25.5     |
| LevinTS   | 1000   | 40.1   | 2640.4     | 19.5     |
| PHS$_h$   | 1000   | 39.1   | 2130.4     | 18.6     |
| PHS*      | 1000   | 37.6   | 1522.1     | 11.3     |
| The Witness 4×4 (test) |
| GBFS      | 290    | 13.3   | 10127.9    | 44.6     |
| A*        | 878    | 13.6   | 9022.3     | 53.9     |
| WA*, w=1.5| 999    | 14.6   | 18345.2    | 71.5     |
| PUCT, c=1 | 1000   | 15.4   | 4212.1     | 23.6     |
| PHS*      | 1000   | 15.0   | 781.5      | 5.4      |
| LevinTS   | 1000   | 14.8   | 520.2      | 3.2      |
| PHS$_h$   | 1000   | 15.0   | 408.1      | 3.0      |
| Sliding Tile Puzzle 5×5 (test) |
| GBFS      | 0      | —      | —          | —        |
| PUCT, c=1 | 0      | —      | —          | —        |
| A*        | 3      | 87.3   | 34146.3    | 27.2     |
| PHS$_h$   | 4      | 119.5  | 58692.0    | 55.3     |
| LevinTS   | 9      | 145.1  | 39005.6    | 31.1     |
| PHS*      | 1000   | 224.0  | 2867.2     | 2.8      |
| WA*, w=1.5| 1000   | 129.8  | 1989.8     | 1.6      |

Table 1: Results on the tests sets. Lengths are the solution depths, and the last three columns are averaged over solved problems only; hence numbers such as 123 cannot be properly compared with.
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