Modeling of weak-lensing statistics. I. Power spectrum and bispectrum.
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ABSTRACT

Aims. We investigate the performance of an analytic model of the 3D matter distribution, which combines perturbation theory with halo models, for weak-lensing statistics.

Methods. We compare our predictions for the weak-lensing convergence power spectrum and bispectrum with numerical simulations and fitting formulas proposed in previous works.

Results. We find that this model provides better agreement with simulations than published fitting formulas. This shows that building on systematic and physically motivated models is a promising approach. Moreover, this makes explicit the link between the weak-lensing statistics and the underlying properties of the 3D matter distribution, as a function of scale \( \ell \). Thus, we obtain the contributions to the lensing power spectrum and bispectrum that arise from perturbative terms (complete up to one-loop) and nonperturbative terms (e.g., \textquotedblleft 1-halo\textquotedblright term). Finally, we show that this approach recovers the dependence on cosmology (for realistic scenarios).
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1. Introduction

Weak gravitational lensing of background galaxies by foreground large-scale structures, the so-called cosmic shear, is one of the best tools to probe the nature of the main components of the Universe, such as dark matter and dark energy. Thus, weak lensing has the highest potential to constrain the properties of dark energy among other cosmological observations, if the systematic errors are well kept under control (Albrecht et al. 2006). To address questions about the nature of dark energy and the properties of gravity on cosmological scales, various surveys are planned, such as the Hyper Suprime-Cam Weak Lensing Survey (Miyazaki et al. 2006)\textsuperscript{1}, the Large Synoptic Survey Telescope (LSST)\textsuperscript{2}, Euclid (Refregier et al. 2010)\textsuperscript{3}, and the Wide-Field Infrared Survey Telescope (WFIRST)\textsuperscript{4}. To exploit the full potential of future weak-lensing surveys, it will be important to analyze data with adequate statistical measures and tools. Particularly, one needs to properly take into account the correlations of the observables between different angular scales and redshifts, i.e., their covariance matrices (Cooray & Hu 2001; Takada & Jain 2003; Sato et al. 2003, 2011a). Furthermore, one has to use an appropriate likelihood function with given marginal distributions (Sato et al. 2010, 2011a).

Since most of the useful cosmological information contained in the cosmic shear signal is associated with small angular scales that are affected by nonlinear clustering, we also need to include these nonlinear effects to accurately model the weak-lensing statistics (Takada & Jain 2004; Sato et al. 2009). Most researchers use fitting formulas based on numerical simulations or phenomenological approaches but it would be useful to obtain analytical methods that are more directly related to the cosmological parameters and primordial fluctuations.

In this paper, we examine the performance of the theoretical modeling of the 3D matter density distribution proposed by Valageas & Nishimichi (2011a)\textsuperscript{5}, which is based on a combination of perturbation theories and halo models. We focus on the convergence power spectrum and bispectrum, which are basic statistical measurements in weak lensing studies (see, Hikage et al. 2011, for a recent method of lensing power spectrum measurement). As compared with simple fitting formulas or direct numerical simulations, a significant advantage of our approach is that we can evaluate and compare different contributions that can be measured in weak-lensing surveys. Since different contributions suffer from different theoretical uncertainties, this is useful to estimate the accuracy that can be aimed at in weak-lensing statistics, as a function of scales. Furthermore, we find that our model provides better agreement with numerical simulations than other existent models.

This paper is organized as follows. In Sect. 2 we first present our model for the 3D matter density power spectrum and bispectrum. Next, we recall how this yields the weak lensing convergence power spectrum and bispectrum through the Born approximation. We describe our numeri-
2. Analytic models

2.1. 3D matter power spectrum and bispectrum

Our Fourier-space normalizations for the density contrast, its power spectrum and bispectrum, are

$$\delta(x) = \int dk e^{i k \cdot x} \tilde{\delta}(k),$$

$$\langle \tilde{\delta}(k_1) \tilde{\delta}(k_2) \rangle = \delta_D(k_1 + k_2) P(k),$$

and

$$\langle \tilde{\delta}(k_1) \tilde{\delta}(k_2) \tilde{\delta}(k_3) \rangle = \delta_D(k_1 + k_2 + k_3) B(k_1, k_2, k_3).$$

In this section we recall the model that we use to describe the 3D matter distribution, which is presented in greater detail in [Valageas & Nishimichi, 2011]. It combines systematic perturbation theory, which governs large scales, with a phenomenological halo model, which governs small scales. This is achieved by writing the 3D matter power spectrum as

$$P_{2H+1H}(k) = P_{2H}(k) + P_{1H}(k),$$

as in the usual halo model ([Cooray & Sheth, 2002]).

The main improvements with respect to previous works are that the “2-halo” term is obtained from a perturbative resummation scheme, which is complete up to one-loop order (and includes partial resummations of diagrams at all higher orders), while the “1-halo” term includes a “counterterm” associated with mass conservation that ensures its well-behaved asymptote at low $k$.

More precisely, the 2-halo contribution is written as

$$P_{2H}(k) = F_{2H}(2\pi/k) P_{\text{pert}}(k),$$

where $F_{2H}(q)$ is the fraction of pairs, with initial (i.e., Lagrangian) separation $q$, that belong to two distinct halos, and $P_{\text{pert}}(k)$ is the matter power spectrum obtained by perturbation theory. As discussed in [Valageas & Nishimichi, 2011], it is not possible to use standard perturbation theory (beyond linear order) for $P_{\text{pert}}(k)$, unless one adds a nonperturbative ad-hoc cutoff, because this would yield a term that keeps growing at high $k$ and prevents a good agreement with numerical simulations. A natural cure to this problem is to use a resummation scheme that remains well-behaved at high $k$. As in [Valageas & Nishimichi, 2011], we use the “direct steepest-descent” resummation developed in [Valageas, 2007, 2008], going to “one-loop” order. This provides a perturbative term $P_{\text{pert}}(k)$ that is consistent with standard perturbation theory up to one-loop order (i.e., up to order $P_L^2$) while keeping close to $P_L$ at high $k$ (thanks to the partial resummation of higher orders). The prefactor $F_{2H}(2\pi/k)$ is equal to unity at all orders of perturbation theory, since it also writes as

$$F_{2H}(q) = 1 - F_{1H}(q),$$

where $F_{1H}$ is the fraction of initial separation $q$ that belong to a single halo, and $F_{1H} = 0$ at all orders of perturbation theory (because this is a nonperturbative quantity that behaves as $e^{-\delta_L^2/\sigma(q^2)}$ for Gaussian initial conditions).

Next, the 1-halo contribution is written as

$$P_{1H}(k) = \int_0^\infty \frac{d\nu}{\nu} f(\nu) \frac{M}{\nu^3} \left( \tilde{u}_M(k)^2 - \tilde{W}(kq)^2 \right),$$

where $f(\nu)$ defines the halo mass function through [Press & Schechter, 1974]

$$n(M) dM = \frac{P}{M} \frac{d\nu}{\nu} \quad \text{with} \quad \nu = \frac{\delta_L^2}{\sigma(qM)}.$$

Here, $\sigma(qM)$ is the rms linear density contrast at mass $M$, or Lagrangian radius $qM$, with

$$M = \frac{4\pi}{3} q^3,$$

and

$$\delta_L^2(q) = 4\pi \int_0^\infty dk k^2 P_L(k) \tilde{W}(k)^2,$$

where $\tilde{W}(k)$ is the Fourier transform of the top-hat of radius $q$, defined as

$$\tilde{W}(k) = \int V e^{-i k \cdot \mathbf{q}} = 3 \frac{\sin(kq) - kq \cos(kq)}{(kq)^3}.$$

We use the scaling function $f(\nu)$ from [Valageas, 2009] with the threshold $\delta_L$, associated with halos defined by a nonlinear density contrast of 200. In Eq. (7) $\tilde{u}_M(k)$ is the Fourier transform of the density profile $\rho_M(x)$ of halos of mass $M$,

$$\tilde{u}_M(k) = \frac{\int dx e^{-i k \cdot x} \rho_M(x)}{\int dx \rho_M(x)} = \frac{1}{M} \int dx e^{-i k \cdot x} \rho_M(x),$$

whereas $\tilde{W}(kqM)^2$ was defined in Eq. (11). We use the usual “NFW” halo profile ([Navarro et al., 1997]) with the mass-concentration relation from [Valageas & Nishimichi, 2011].

The counterterm $\tilde{W}^2$ in Eq. (7) ensures that the 1-halo contribution decays as $P_{1H}(k) \propto k^2$ at low $k$, so that the total power (10) goes to the linear power for CDM cosmologies. This follows from the conservation of matter and the fact that halo formation corresponds to small-scale redistribution of matter ([Peacock, 1974]). In fact, taking also momentum conservation into account would yield an even steeper $k^2$ tail ([Peacock, 1974]) but the form (7) is sufficient for practical purposes.

Thus, this framework ensures that the power spectrum (4) is consistent with perturbation theory (up to the order of truncation of the resummation scheme) while going smoothly to the 1-halo power at high $k$. A more detailed derivation of Eqs. (5) and (7) is given in [Valageas & Nishimichi, 2011], through a Lagrangian point of view.
As described in Valageas & Nishimichi (2011b), the 3D matter bispectrum is obtained in a similar fashion as the sum of 3-halo, 2-halo and 1-halo terms,

\[ B(k_1, k_2, k_3) = B_{3H}(k_1, k_2, k_3) + B_{2H}(k_1, k_2, k_3) + B_{1H}(k_1, k_2, k_3), \quad (13) \]

with

\[ B_{3H}(k_1, k_2, k_3) = B_{\text{pert}}(k_1, k_2, k_3), \quad (14) \]

\[ B_{2H}(k_1, k_2, k_3) = P_L(k_1) \int \frac{d\nu}{\nu} \frac{M}{(2\pi)^2} f(\nu) \times \prod_{j=2}^{3} \left( \bar{u}_M(k_j) - \bar{W}(k_j q_M) \right) + 2 \text{cyc}, \quad (15) \]

where “2 cyc.” stands for two terms obtained by circular permutations over \( \{k_1, k_2, k_3\} \), and

\[ B_{1H}(k_1, k_2, k_3) = \int \frac{d\nu}{\nu} f(\nu) \left( \frac{M}{(2\pi)^2} \right)^2 \times \prod_{j=1}^{3} \left( \bar{u}_M(k_j) - \bar{W}(k_j q_M) \right). \quad (16) \]

Again, the counterterms \( \bar{W} \) in Eqs. (15) and (16) ensure that the 2-halo and 1-halo contributions decay on large scales so that the bispectrum goes to the perturbative prediction \( B_{\text{pert}} \). However, as found in Valageas & Nishimichi (2011b) and contrary to the situation encountered for the power spectrum, the standard one-loop perturbation theory prediction for \( B_{\text{pert}} \) is well-behaved at high k (i.e. it is significantly smaller than the 1-halo contribution) and it is more accurate than two alternative resummations that have been investigated. Therefore, we simply use the standard one-loop perturbation theory prediction for \( B_{\text{pert}} \).

While Eq. (15) yields a reasonably good match to numerical simulations (\( \sim 10\% \)) over all scales for the bispectrum, Eq. (16) significantly underestimates the power spectrum on the transition scales (by \( \sim 20\% \)) even though it gives a good accuracy on larger scales (\( \sim 1\% \)) and smaller scales (\( \sim 10\% \)). In Valageas & Nishimichi (2011b) we devised a simple geometrical modification to Eq. (16), \( P_{\text{ang}}(k) \), such that

\[ P_{\text{ang}}(k) = P_{2H+1H}(k) \quad \text{for} \quad k \leq k_-, \quad \text{or} \quad k \geq k'_+, \quad (17) \]

and

\[ \log \left( \frac{P_{\text{ang}}(k)}{P_{\text{ang}}(k_-)} \right) = \frac{\log(k/k_-)}{\log(k'_+/k_-)} \log \left( \frac{P_{\text{ang}}(k'_+)}{P_{\text{ang}}(k_-)} \right) \quad (18) \]

for \( k_- < k < k'_+ \). In other words, \( P_{\text{ang}} \) is identical to \( P_{2H+1H} \) of Eq. (15) outside of the transition range \( [k_-, k'_+] \), and we interpolate by a straight line in the plane \( \{\log k, \log P\} \) over the interval \( [k_-, k'_+] \). This partly cures the underestimate of the power spectrum in this range, while keeping the perturbative and 1-halo behaviors on large and small scales. As explained in Valageas & Nishimichi (2011b), the wavenumbers \( k_- \) and \( k'_+ \) are determined by the constraint that the reduced equilateral bispectrum, \( Q_{\text{eq}}(k) = B(k, k, k)/[3P(k^2)] \), is monotonically increasing. Indeed, it happens that Eq. (14) underestimates the actual power spectrum on transition scales, which leads to a spurious peak for \( Q_{\text{eq}}(k) \). Then, from the shape of this naive prediction for \( Q_{\text{eq}}(k) \) we automatically detect the range \( [k_-, k'_+] \) where the model is not sufficiently accurate (because higher-order perturbative contributions come into play or the decomposition over 2-halo and 1-halo terms is too simple to accurately describe regions such as outer shells and filamentary branches of collapsing halos that have not yet relaxed). This typically gives \( k_- = 0.4h^{-1}\text{Mpc} \) and \( k'_+ = 3h^{-1}\text{Mpc} \) at \( z = 1 \). The main point here is that the range \( [k_-, k'_+] \) is automatically determined from the shape of \( P_{2H+1H}(k) \) and \( B(k, k, k) \), and it evolves with redshift and with the initial power. We refer the reader to Valageas & Nishimichi (2011b) for further details.

Thus, Eqs. (13–15) and (16–18) define the analytic model that we investigate in this paper for the 3D matter bispectrum and power spectrum.

2.2. 2D weak-lensing power spectrum and bispectrum

Using Born’s approximation, the weak-lensing convergence \( \kappa(\theta) \) can be written as the integral of the density contrast along the line of sight (Bartelmann & Schneider 2001; Munshi et al. 2008),

\[ \kappa(\theta) = \int_0^{x_s} d\chi w(\chi, \chi_s) \delta(\chi, D\theta), \quad (19) \]

where \( \chi \) and \( D \) are the radial and angular comoving distances,

\[ w(\chi, \chi_s) = \frac{3\Omega_m H_0^2 D(\chi) D(\chi_s - \chi)}{2\pi^2 D(\chi)} (1 + z), \quad (20) \]

and \( z_s \) is the redshift of the source (in this article we only consider the case where all sources are located at a single redshift, to simplify the comparisons with numerical simulations and the dependence on the source redshift). Then, using a flat-sky approximation, which is valid for small angles below a few degrees (Valageas et al. 2011), we define its 2D Fourier transform through

\[ \kappa(\ell) = \int d\ell \, e^{i\ell \theta} \hat{\kappa}(\ell). \quad (21) \]

In 3D, we define the 2D convergence power spectrum and bispectrum as

\[ \langle \hat{\kappa}(\ell_1) \hat{\kappa}(\ell_2) \rangle = \delta_D(\ell_1 + \ell_2) P_\kappa(\ell_1), \quad (22) \]

and

\[ \langle \hat{\kappa}(\ell_1) \hat{\kappa}(\ell_2) \hat{\kappa}(\ell_3) \rangle = \delta_D(\ell_1 + \ell_2 + \ell_3) B_\kappa(\ell_1, \ell_2, \ell_3). \quad (23) \]

From Eq. (19) one obtains at once, using Limber’s approximation (Limber 1953; Kaiser 1992; Bartelmann & Schneider 2001; Munshi et al. 2008),

\[ P_\kappa(\ell) = 2\pi \int_0^{x_s} d\chi \frac{w^2}{D^2} P(\ell/D; z), \quad (24) \]

\[ B_\kappa(\ell_1, \ell_2, \ell_3) = (2\pi)^2 \int_0^{x_s} d\chi \frac{w^3}{D^3} B(\ell_1/D, \ell_2/D, \ell_3/D; z). \quad (25) \]

This provides the weak-lensing convergence power spectrum and bispectrum from our model described in Sect. 2.1 for the 3D matter density power spectrum and bispectrum, through a simple integration over the radial coordinate up to the source plane.
3. Numerical simulations

To obtain accurate predictions of the convergence power spectrum and bispectrum we must perform the ray-tracing simulations through large-volume, high-resolution N-body simulations of structure formation (Jain et al. 2000, Hamana & Maller 2001, Hilbert et al. 2009, Sato et al. 2009). To perform the N-body simulations, we use a modified version of the Gadget-2 code (Springel 2005). The ray-tracing simulations are constructed from 2×200 realizations of N-body simulations with cubic 240 and 480h⁻¹Mpc on a side, respectively. We employ 256³ particles for each simulation. For our fiducial cosmology, we adopt the standard ΛCDM cosmology with matter fraction Ωₘ = 0.238, baryon fraction Ω_b = 0.0416, dark energy fraction Ω_de = 0.762 with the equation of state parameters w₀ = -1 and wₐ = 0, spectral index n_s = 0.958, normalization A_s = 2.35×10⁻⁹, and Hubble parameter h = 0.732, which are consistent with the WMAP 3-year results (Spergel et al. 2007). This fiducial cosmology gives for the variance of the density fluctuations in a sphere of radius 8h⁻¹Mpc the normalization σ₈ = 0.759. We consider source redshifts at either z_s = 0.6, 1.0, or 1.5. Using ray-tracing simulations we generate 1000 realizations of 5×5 convergence maps for each source redshift.

In addition to the fiducial cosmology case, we performed ray-tracing simulations for several slightly different cosmologies. We vary each of the following cosmological parameters: A_s, n_s, the cold dark matter density Ωₐh₂, Ω_bh₂, and w₀ by ±10%, respectively. In varying the parameters, we keep the flatness of the universe and the physical baryon density Ω_bh² to be unchanged. Therefore the three parameters, h, Ω_m, and Ω_b, are varied simultaneously. For each of these 10 different cosmologies, we obtain 40 realizations of convergence fields for each of the three source redshifts. Details of the methods used for the ray-tracing simulations can be found in Sato et al. (2009). All convergence maps used in this paper are the same as those used in Seo et al. (2011), but for varied cosmologies we use three orthogonal projection axes instead of using only one projection axis to increase the independence.

In Sects. 4.6 we use the maps for the fiducial cosmology while in Sect. 7 we use those for the varied cosmologies to investigate the robustness of our model. In Sect. 7 we show the results for six cases, varying n_s, Ωₐh², and w₀ by ±10%, which we denote as nₐ±, Ωₐh²±, and w₀±. The exact values for these cosmological parameters are listed in Table A.1 in App. A.

The binned convergence power spectrum and bispectrum are measured as follows. We first apply Fast Fourier Transformation to each of the convergence fields to obtain ˆκ(ℓ). We then bin the data into logarithmically-equally bins in ℓ, whose widths are set as Δ ln ℓ = 0.3 for the power spectrum, and Δ ln ℓ = ln 2/2 ≈ 0.35 for the bispectrum, respectively. The power spectrum and the bispectrum are obtained by simply averaging the products of modes:

\[ \hat{P}_κ(ℓ) = \frac{1}{N_ℓ} \sum_{|ℓ|∈ℓ} |\hat{κ}(ℓ)|^2, \]

\[ \hat{B}_κ(ℓ_1, ℓ_2, ℓ_3) = \frac{1}{N_{ℓ_1, ℓ_2, ℓ_3}} \sum_{|ℓ_1|∈ℓ_1} \text{Re}[\hat{κ}(ℓ_1)\hat{κ}(ℓ_2)\hat{κ}(ℓ_3)], \]

where Re[...] denotes the real part of a complex number, and the summation runs over modes ℓ (ℓ_i, i = 1, 2, 3) which fall into bin ℓ (ℓ_i) for the power (bi-) spectrum. In the above, N_ℓ is the number of modes taken for the summation and is given by N_ℓ ≈ A_{shell}Ω_b/(2π²)² where A_{shell} is the area of two-dimensional shell around the bin ℓ and can be given as A_{shell} ≈ 2πℓΔℓ + π(Δℓ)², and Ω_b is the survey area. Similarly, the factor N_{ℓ_1, ℓ_2, ℓ_3}, which appears in the estimator of the bispectrum, denotes the number of triangles in ℓ space. We then average the measured spectra over 1000 random realizations to obtain our final estimates of \( \hat{P}_κ \) and \( \hat{B}_κ \). The statistical uncertainty of our estimates are also estimated from the variance of \( \hat{P}_κ \) and \( \hat{B}_κ \) over 1000 realizations. We plot the 3-σ uncertainty as error bars in what follows.

4. Convergence power spectrum

We now compare our results for the weak-lensing power spectrum with numerical simulations. In addition, we also consider the predictions obtained from the popular “halo-fit” fitting function for the 3D density power spectrum given in Smith et al. (2003), to estimate the gains that can be reached by using a somewhat more systematic approach.

We show our results for the convergence power spectrum, \( P_κ(ℓ) \), in Fig. 1. For reference we also plot the linear power and we can check that both simulations and analytical models recover the linear regime on large scales. The numerical error bars increase on large scales because of the finite size of the simulation box. On small scales the numerical error is dominated by systematic effects, due to the finite resolution, that lead to an underestimate of the small-scale power (as clearly shown by the sharp decline at very high ℓ). For each source redshift we estimated the scale ℓ up to which the simulations have an accuracy of better than 5% by comparing with higher-resolution simulations (with 512³ particles instead of 256³). This scale is shown by the vertical arrow in Fig. 1 and we can check that our model indeed agrees with the numerical simulations up to this multipole.

We recover the well-known fact that on scales that are of interest for cosmological analysis of weak gravitational lensing, \( 10^4 < ℓ < 10^5 \), nonlinear terms significantly contribute to or dominate the power spectrum (Bartelmann & Schneider 2001, Munshi et al. 2008). The overall shapes of the power spectra obtained from our model, described in Sect. 2 and from the fitting formula from Smith et al. (2003), are very similar. This is expected since the latter “halo-fit” also goes to the linear power on large scales and it is based on numerical simulations for its small-scale behavior, while the halo model that underlies our approach on small scales also agrees with similar simulations (in particular it involves the “NFW” profile and a mass-concentration relation that are derived from simulations). These similar shapes also confirm that the sharp falloff of the power at high ℓ found in the ray-tracing simulations is not physical but due to the finite resolution.

The improvements that can be expected from our approach, as compared with a simpler fitting formula to measures of the 3D power, are that i) on large scales we are consistent with perturbation theory up to one-loop order, and ii) on small scales we directly use a physical halo model (instead of using some formula for the power spectrum with free exponents that are fitted to a set of simulations).

On large scales the error bars of our ray-tracing simulations (and their lack of large-scale power) are too large to
clearly see the benefit of the one-loop perturbative terms at low \( z_s \). However, the higher accuracy due to these higher-order perturbative contributions can be seen at \( z_s = 1 \) and \( z_s = 1.5 \), as will be shown more clearly in Sect. 6.4 below. (The benefit of these terms has already been shown in studies of the 3D matter density power spectrum, especially for the accurate prediction of the baryon acoustic oscillations, e.g., Jeong & Komatsu (2006); Nishimichi et al. (2007, 2009); Crocce & Scoccimarro (2008); Matsubara (2008); Taruya et al. (2009, 2011); Sato & Matsubara (2011); Valageas & Nishimichi (2010, 2011)). In the weak-lensing context, this higher accuracy could also be useful for the analysis of future observations such as the Euclid mission (Refregier et al. 2010).

On small scales, although the agreement of our model with the simulations is not perfect we can see a clear improvement as compared with the fitting formula from Smith et al. (2003). This is not surprising since the latter was derived from a set of older numerical simulations with somewhat different cosmological parameters than the ones we consider in this paper. The underestimate of the power on small scales by this “halo-fit” formula, by about 30% around the peak for \( z_s = 1 \), was already noticed in Hilbert et al. (2009). The comparison of our model with the 3D power spectrum in Valageas & Nishimichi (2011a,b) was also based on simulations with different cosmological parameters, but through the explicit expression (7) we automatically take into account the dependence on cosmology of the linear growth factor \( D_L(t) \) of the density fluctuations and of the linear threshold \( \delta_{L*} \) associated with the nonlinear density contrast of 200 (Valageas 2009). We mostly neglect the dependence on cosmology of the halo profiles and of their mass-concentration relation. However, even though virialization processes do not reach complete relaxation, that is, a violent relaxation “à la Lynden-Bell” (Lynden-Bell 1967) is not complete in this cosmological context and does not allow the halos to reach a statistical equilibrium that is fully independent of the initial conditions, internal halo properties are almost universal and independent of cosmological parameters up to a good accuracy (for realistic CDM scenarios). Similarly, deviations of the halo mass function from “universality” have been de-

5. Convergence bispectrum

We now compare our results for the weak-lensing bispectrum with numerical simulations. In addition, we also consider the predictions obtained from the following four simple models, which have been used in some previous works.

We first compute the results obtained from the lowest-order (“tree-order”) prediction from standard perturbation theory for the 3D bispectrum (Bernardeau et al. 2002),

\[
B_{\text{tree}}(k_1, k_2, k_3) = 2F_2(k_1, k_2, \mu_{12}) P_L(k_1) P_L(k_2) + 2 \text{cyc.} \tag{28}
\]

where \( \mu_{12} = (k_1 \cdot k_2) / |k_1| |k_2| \) and

\[
F_2(k_1, k_2, \mu_{12}) = \frac{5}{7} + \frac{1}{2} \left( \frac{k_1}{k_2} \cdot \frac{k_2}{k_1} \right) \mu_{12} + \frac{2}{7} \mu_{12}^2. \tag{29}
\]
Second, we consider a “tree-nonlinear” approximation where in Eq. (28) we replace the linear 3D power \( P_L(k) \) by the nonlinear power \( P_S(k) \) from Smith et al. (2003),
\[
B_{\text{treeNL}}(k_1, k_2, k_3) = 2 F_2(k_1, k_2, \mu_{12}) P_S(k_1) P_S(k_2) + 2 \text{cyc.} (30)
\]

Third, we consider the fitting formula from Scoccimarro & Couchman (2001),
\[
B_{F_2,\text{NL}}(k_1, k_2, k_3) = 2 F_{2,\text{NL}}(k_1, k_2, \mu_{12}) P_S(k_1) P_S(k_2) + 2 \text{cyc.} (31)
\]
where the kernel \( F_{2,\text{NL}} \) is an effective kernel that interpolates from the large-scale perturbative result (29) to a small-scale ansatz where the angular dependence on \( \mu_{12} \) vanishes. Here we shall use the nonlinear power spectrum \( P_S(k) \) from Smith et al. (2003) as well as the nonlinear power spectrum \( P_{\text{ang}}(k) \) of our model, Eqs. (17)-(18).

Four, we consider the scale transformation studied in Pan et al. (2007), following the spirit of the scale transformation introduced in Hamilton et al. (1991) for the two-point correlation function and next in Peacock & Dodds (1996) for the power spectrum,
\[
B_{\text{scal}}(k_1, k_2, k_3) = w(\tilde{k}_1) w(\tilde{k}_2) w(\tilde{k}_3) 2 F_2(\tilde{k}_1, \tilde{k}_2, \tilde{\mu}_{12}) \times P_L(\tilde{k}_1) P_L(\tilde{k}_2) + 2 \text{cyc.} (32)
\]
with for \( i = 1, 2, 3 \),
\[
\tilde{k}_i = [1 + \Delta_S^2(k_i)]^{-1/3} k_i, \quad w(\tilde{k}_i) = \sqrt{P_S(\tilde{k}_i)/P_L(\tilde{k}_i)} (33)
\]

5.1. Equilateral triangles

We first show in Fig. 2 our results for the bispectrum for equilateral configurations. By construction, all curves must converge to the lowest-order perturbative prediction (28) on large scales. We can check that this is indeed the case. As for the lensing power spectrum our simulations are too small to reach this “tree-order” regime but they are consistent with this asymptotic behavior.

Again, we recover the well-known fact that on the scales of interest lowest-order perturbation theory is not sufficient to predict weak-lensing statistics and we must take into account higher-order terms or nonperturbative contributions. Using the nonlinear power within the “tree-level” expression, as in Eq. (30), significantly increases the convergence bispectrum and improves the overall shape but it remains far from the simulation results and cannot be used for practical purposes. Adding a modification to the kernel \( F_2 \), as in Eq. (31) using the fitting formula from Scoccimarro & Couchman (2001), further improves the predictions and it provides a good match to the simulations on weakly nonlinear scales. However, this simple fitting procedure underestimates the power at high \( \ell \). This is partly related to the underestimate of the power spectrum on small scales by the “halo-fit” fitting formula of Smith et al. (2003). Indeed, we can see that using in Eq. (31) the nonlinear 3D power spectrum provided by our model, which provides a good match to simulations for both the 3D power (Valageas & Nishimichi 2011b), and the 2D convergence power spectrum (Fig. 1) increases the power at high \( \ell \). This improves the agreement with the simulations but there remains a significant discrepancy.

The scale transformation (32) fares better on weakly nonlinear scales (at least for this equilateral configuration) but it greatly overestimates the power at high \( \ell \). The same breakdown was already observed for the 3D bispectrum (Valageas & Nishimichi 2011b). Indeed, the best agreement with the numerical simulations is provided by our model (13)-(16). In particular, it is interesting to note the good match on the transition scales, \( \ell \sim 10^3 \), which a priori are the most difficult to reproduce since they are at the limit of validity of both perturbative approaches (which break down at shell crossing) and halo models (which assume virialized halos). A similarly good agreement was also observed for the 3D bispectrum in Valageas & Nishimichi (2011b).

At high \( \ell \) we again predict more power than is measured in the simulations, but as for the lensing power spectrum...
Patrick Valageas et al.: Modeling of weak-lensing statistics. I. Power spectrum and bispectrum.

Fig. 3. Convergence bispectrum \( B_\kappa(\ell_1, \ell_2, \ell_3) \) for isosceles configurations, where \( \ell_1 = \ell_2 \). The first two rows show the dependence on the common side \( \ell_1 = \ell_2 \), at fixed \( \ell_3 \) (in the weakly nonlinear regime in the first row, and in the highly nonlinear regime in the second row), while the third row shows the dependence on the third side \( \ell_3 \) at fixed \( \ell_1 = \ell_2 \) (around the transition scales). The symbols are the same as in Fig. 2.

this is at least partly due to the lack of small-scale power in the simulations because of the finite resolution. Thus, we again plot in Fig. 2 the vertical arrows that were plotted in Fig. 1. Since the bispectrum typically scales as the square of the power spectrum this should roughly correspond to an accuracy threshold of about 10% for the simulations. We can check that our model agrees with the numerical results up to this multipole.

5.2. Isosceles triangles

We now plot in Fig. 3 the convergence bispectrum for isosceles configurations, where \( \ell_1 = \ell_2 \). Instead of the angle \( \vartheta_{12} \) between the two sides \( \ell_1 = \ell_2 \) we show the dependence on the length of either the two equal sides or of the third side. This avoids putting all “squeezed” triangles in a narrow region around \( \vartheta_{12} = 0 \).

As for the equilateral configurations shown in Fig. 2, we can check that the “tree-order” bispectrum (28) is not the dominant contribution on these scales, inserting the nonlinear power spectrum as in (30) is not sufficient, and the scale transformation (32) breaks down too early on nonlinear scales. Thus, the only two reasonable models are the expression (31), which involves fitting formulas for both the nonlinear power spectrum and the kernel \( F_{2,NL} \), and our model (13)-(16).

In the first row, where \( \ell_3 \simeq 107 \) (the analysis uses the flat-sky approximation hence \( \ell \) is not necessarily an
integer), both curves (31) and (13) agree rather well with the numerical simulations, except that for extremely “squeezed” configurations, $\ell_1 \gtrsim 100 k$, our model yields a downturn which underestimates the bispectrum whereas the fitting model (31) remains in good agreement with the numerical data. We shall come back to this point in Sect. 6.2.2 below, where we shall find out that this is probably due to an inaccuracy of the 2-halo contribution $B_{2H}$. On the other hand, using the nonlinear power spectrum $P_{\text{tang}}(k)$ in Eq. (31) increases the power on small scales, as in Fig. [2] which spoils the match to simulations for these extremely “squeezed” configurations.

In the second row, which is farther into the nonlinear regime, we find in agreement with the equilateral case of Fig. [2] that the fitting formula (31) underestimates the bispectrum whereas our model provides a reasonable match to the numerical simulations. More importantly, Eq. (31) does not reproduce the shape of the bispectrum as a function of $\ell_1$, since it does not capture the falloff that appears for $\ell_1 \gtrsim 100 k$, and this is not cured by using a more accurate 3D power spectrum. In contrast, our model (13) correctly predicts this shape as well as the overall amplitude.

In the third row, which corresponds to transition scales in the mildly nonlinear regime, neither model shows a perfect match to the simulations but our prediction fares significantly better and still provides a reasonable agreement.

These results show that it is difficult to reproduce the bispectrum for a wide variety of configurations and scales by using a global ansatz such as (31). Approaches such as the one studied in this paper, which are built on explicit and physical ingredients, are better controlled and offer an easier route to systematic improvement. Indeed, by improving the accuracy of each ingredient (e.g., including higher orders of perturbation theory or more complex halo profiles) one should reach a higher accuracy for the final 3D and 2D statistics for any configuration and scale (although transition regimes may still prove difficult). Moreover, by splitting the problem into several elements it is easier to make progress by improving each contribution in turn.

6. Relative importance of the different contributions

We have seen in the previous section that our model, based on a combination of perturbation theories and halo models, provides a good match to numerical simulations. This means that such an approach can be useful to obtain predictions for weak-lensing statistics for a variety of cosmologies, which is an important goal for observational and practical purposes.

A second advantage of our approach, as compared with simple fitting formulas (or direct simulations), is that we can easily evaluate and compare the different contributions that eventually add up to the signal that can be measured in weak-lensing surveys. Thus, we can distinguish the various perturbative terms as well as the nonperturbative contributions associated with 1-halo or 2-halo terms.

This is useful to estimate the accuracy that can be aimed at in weak-lensing statistics, as a function of scales, since different contributions suffer from different theoretical uncertainties. For instance, the perturbative contributions are obtained in a systematic and rigorous manner for any cosmology, and the accuracy is only limited by the order of the perturbative expansion, whereas “halo contributions”, which depend on the halo profiles and mass functions, are phenomenological ingredients that involve at some stage input from numerical simulations and do not offer systematic routes to arbitrarily high accuracy.

This also allows us to understand which aspects of the dynamics are probed by weak-lensing statistics, so that depending on one’s goals (e.g., to constrain cosmological parameters or to estimate halo properties themselves) one can focus on the appropriate range of the weak-lensing signals.

6.1. Convergence power spectrum

We plot our results for the convergence power spectrum in Fig. [4] showing the underlying 2-halo and 1-halo contributions in addition to the full model curve that was already shown in Fig. [1]. We can see that including the 1-loop perturbative term yields slightly more power on quasi-linear scales and helps to obtain a good match to the simulations. At high $\ell$ the 2-halo contribution goes back close to the linear power thanks to the partial resummation of higher orders. As recalled in Sect. 2.1, this is a useful improvement over the standard 1-loop perturbation theory because it ensures that at high $k$ for the 3D power, and at high $\ell$ for the lensing power, the 2-halo term does not give significant contributions. At high $\ell$ around its peak, the lensing power becomes dominated by the 1-halo term but as for the 3D power there remains a wide intermediate range, about a decade over $\ell$. In our model, the 3D power on these transition scales is described by the interpolation (18), which was seen in [Valageas & Nishimichi 2011b] to provide a good match to numerical simulations. As expected, Fig. [4] shows that this also provides a good interpolation for the 2D convergence power spectrum. It may be possible to reduce this range on its low-$\ell$ side by including higher orders of perturbation theory in the 2-halo term, but it is likely that the high-$\ell$ side receives significant contributions from nonperturbative terms, associated with shell crossing [Valageas 2011], that are not well described either by a simple 1-halo term (e.g., associated with dense filaments or infalling regions close to the virial radius). In any case, Fig. [4] clearly shows how the convergence power spectrum depends on large-scale perturbative density fluctuations or on small scale halo properties, as the multipole $\ell$ varies.

Future surveys plan to measure the weak lensing power spectrum on these scales, $50 < \ell < 7000$, with an accuracy of about 1% for LSST [LSST Science Collaborations et al. 2009] or even slightly better for Euclid [Laureijs et al. 2011]. Our numerical simulations do not allow us to check our model down to this accuracy. However, the comparison between our predictions and the “halo-fit” in Fig. [4] already shows that this is beyond the accuracy of current models and is a very challenging theoretical goal. Our model already provides an accuracy of about 1% on perturbative scales and 10% on the transition and highly nonlinear scales (this is the typical accuracy checked on 3D simulations in [Valageas & Nishimichi 2011b]). Figure [4] explicitly shows that for $100 < \ell < 1000$ the one-loop correction to the linear power is required to reach this accuracy. Unfortunately, for $\ell > 200$ this is not sufficient since higher-order terms or non-perturbative corrections cannot be neglected and the power spectrum is sensitive to the transition scales, described by the interpolation (18). This suggests that for $\ell > 500$ a percent accuracy is probably beyond the reach of
systematic perturbative approaches, which cannot go beyond shell crossing (Valageas 2011), and requires dedicated numerical simulations.

6.2. Convergence bispectrum

We now study the contributions from various terms to the lensing bispectrum. From Eq. (13) we now have three contributions, associated with the 3-halo, 2-halo and 1-halo terms, the 3-halo contribution being identified with the perturbative contribution.

6.2.1. Equilateral triangles

We plot our results for the convergence bispectrum for equilateral configurations in Fig. 5 showing the various contributions in addition to the full model curve that was already shown in Fig. 4. As recalled in Sect. 2.1 the 3-halo term is identified with the perturbative prediction and in this paper we use standard perturbation theory at one-loop order for this contribution. As for the 3D bispectrum (Valageas & Nishimichi 2011b), and contrary to the power spectrum, this gives a contribution that becomes negligible on small scales, so that it is not necessary to use a resummation scheme or to add a nonperturbative cutoff to ensure a good high-\ell behavior. On the other hand, contrary to the power spectrum we can see that going to 1-loop order now makes a strong improvement over the tree-order result. This feature was already noticed for the 3D density field (Sefusatti et al. 2010; Valageas & Nishimichi 2011b). In fact, combining this 1-loop perturbative contribution with the 2-halo and 1-halo terms is sufficient to obtain a good match to the simulations, from the quasilinear to the highly nonlinear scales. This suggests that higher orders of perturbation theory do not significantly contribute to the bispectrum and that we already have a reasonably successful model. For these equilateral triangles the 2-halo term is also subdominant on all scales (by a factor \sim 10 at least). This is a nice property since allowing a mixed term, which involves both large-scale halo correla-

---

**Fig. 4.** Convergence power spectrum for sources at redshifts $z_s = 0.6, 1, \text{and } 1.5$. The points are the results from numerical simulations with $3 - \sigma$ error bars. The low black dashed line “L” is the linear power, the middle black dot-dashed line “1-loop” is the result from the 2-halo contribution (5), where we use a perturbative resummation that is complete up to 1-loop order, the upper blue dashed line “1H” is the result from the 1-halo contribution (5), and the red solid line is the result of our model (17)-(18).

**Fig. 5.** Convergence bispectrum for sources at redshifts $z_s = 0.6, 1, \text{and } 1.5$, for equilateral triangles. The points are the results from numerical simulations with $3 - \sigma$ error bars. The low black dashed line “L” is the tree-order bispectrum (28), the “1-loop” dot-dashed black line is the prediction of 1-loop standard perturbation theory, which is identified with our 3-halo term (13), the green dotted line “2H” is the 2-halo contribution (15) and the upper blue dashed line “1H” is the 1-halo contribution (16).
Fig. 6. Convergence bispectrum $B_\kappa(\ell_1, \ell_2, \ell_3)$ for isosceles configurations, as in Fig. 5. The symbols are the same as in Fig. 5. In the first row we show the absolute value of the 1-halo contribution, which becomes negative at $\ell_1 \sim 2500$.

6.2.2. Isosceles triangles

We turn to isosceles configurations in Fig. 6. As for the equilateral case plotted in Fig. 5, the upper row shows that on weakly nonlinear scales the 1-loop contribution makes a significant improvement over the tree-order prediction and allows us to obtain a good match to the numerical simulations. Then, our model already provides an accuracy of 10% (this is the typical accuracy checked on 3D simulations in Valageas & Nishimichi 2011) on the scales shown in Fig. 5, and better at low $\ell$ in the perturbative regime. At high $\ell$, $\ell > 10^4$, including the effects of baryons on halo profiles (as compared with dark matter only N-body simulations) is probably necessary to reach percent accuracy, but this is beyond the scope of this paper.

Again, our numerical simulations do not allow us to reach the percent accuracy aimed at by future surveys (LSST Science Collaborations et al. 2009; Laureijs et al. 2011), and Figs. 2 and 5 show that this is a challenging goal. As noticed above, including 1-loop corrections is clearly important to reach this accuracy. A nice feature is that without introducing any interpolation on transition scales we already have a reasonably good model and that the 2-halo term contributes to about 1% or less on most scales. Then, our model already provides an accuracy of 10% (this is the typical accuracy checked on 3D simulations in Valageas & Nishimichi 2011) on the scales shown in Fig. 5, and better at low $\ell$ in the perturbative regime. At high $\ell$, $\ell > 10^4$, including the effects of baryons on halo profiles (as compared with dark matter only N-body simulations) is probably necessary to reach percent accuracy, but this is beyond the scope of this paper.
the 3-halo (i.e. perturbative) and 1-halo terms is sufficient. "Squeezed" triangles in the first row may be due to the 2-halo contribution does not play a significant role and our model provides a good agreement with simulations on all scales. This is a nice result since one can see a change of regime as the bispectrum is dominated by the 1-loop perturbative contribution at low $\ell$ and by the 1-halo highly nonlinear regime at high $\ell$. Since the problem found in the high-$\ell_1$ part of the upper row of Fig. 5 corresponds to very "squeezed" triangles, $\ell_1 \gtrsim 100\ell_3$, hence to a limited region of the configuration space for the triplet $\{\ell_1, \ell_2, \ell_3\}$, and our goal is to study simple and systematic models (i.e., that do not require fitting internal parameters for each new set of cosmological parameters), we do not investigate in this paper how to improve the model (e.g., through added complexity of the 2-halo term) to better describe this regime.

We can see in the second row, which is fully dominated by the 1-halo contribution, that the curved shape of the bispectrum does not arise from a change of regime and a switch from one contribution to the other as in the first row. This is a genuine effect associated with the behavior of the 1-halo term that is well described by our model. In contrast, as seen in Fig. 5, this shape was not well recovered by the ansatz (31). This shows the benefits of our approach that explicitly combines perturbation theory with a halo model, taking advantage of the good behavior of these two ingredients in the regimes where they dominate.

In the third row, which corresponds to transition scales, we can see a change of regime as the bispectrum is dominated by the 1-loop perturbative contribution at low $\ell_3$ and by the 1-halo contribution at high $\ell_3$. In contrast to the first row, the 2-halo contribution does not play a significant role and our model provides a good agreement with the simulations on all scales. This is a nice result since one could have expected transitions to be difficult to reproduce. This again suggests that the mismatch found for extremely "squeezed" triangles in the first row may be due to the 2-halo term. Moreover, this shows that a good modeling of the 3-halo (i.e. perturbative) and 1-halo terms is sufficient to provide accurate predictions for the lensing convergence bispectrum for a wide variety of configurations including some transition regimes. This agrees with the good agreement obtained for equilateral configurations, which are also dominated by the 3-halo and 1-halo terms as seen in Fig. 5.

**7. Dependence on cosmology**

In this section we investigate the robustness of our model as we vary the cosmological parameters. We consider six alternative cosmologies, where $n_s$, $\Omega_c h^2$, and $w_0$ are mod-
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**Fig. 7.** Convergence power spectrum for sources at redshift $z_s = 1$, for the six cosmologies given in Table A.1. The points are the results from numerical simulations and the lines are the predictions of our model.

**Fig. 8.** Convergence bispectrum for sources at redshift $z_s = 1$, for the six cosmologies given in Table A.1. The points are the results from numerical simulations and the lines are the predictions of our model.
ified by ±10% with respect to the fiducial cosmology used in the previous sections. The values of the associated cosmological parameters are given in Table A.1 in App. A. We compare the predictions of our model with numerical simulations for these six alternative cosmologies in Figs. 7 and 8 for the convergence power spectrum and bispectrum at $z_s = 1$. To avoid overcrowding the figures we do not plot the error bars of the numerical simulations. Each pair $n_s$, $\Omega_c h^2$, and $w_0$ gives two curves that are roughly symmetric around the fiducial cosmology result, since we consider small deviations of ±10%. The deviations are largest for the $n_s$ case, which changes the shape of the initial power spectrum as well as the normalization $s_8$. These six cases roughly cover the range that is allowed by current data and the $n_s$ case is already somewhat beyond the observational bounds (Komatsu et al. 2011). Thus, they provide a good check of the robustness of our model for realistic scenarios.

We can see that the dependence of the convergence power spectrum on the cosmological parameters is well recovered by our model. The agreement is somewhat less accurate for the bispectrum, since as for the fiducial cosmology the theoretical predictions give more power on small scales than is measured in the simulations. However, we recover the general trend and obtain a reasonable match up to intermediate scales. We can see that the simulation results for the convergence bispectrum are scattered around the theoretical predictions on large scales because the number of realizations is not large enough to converge. (Here we only use 40 realizations, whereas for the fiducial cosmology we used 1000 realizations.) On small scales the effects of the finite resolution are larger than for the power spectrum and the range of wavenumbers where simulation results are reliable is clearly narrower in Fig. 8 than in Fig. 7 (we clearly see unphysical deviations at low and high $\ell$). This explains why the agreement appears worse for the bispectrum as this is partly due to the larger numerical noise.

We obtain similar results for $z_s = 0.6$ and $z_s = 1.5$, as well as for other cosmologies where we vary $A_s$ or $\Omega_m h^2$ by ±10%. This shows that our model and, more generally, models based on combinations of perturbation theory and halo models provide a good modeling of the matter distribution and of weak gravitational lensing effects and capture their dependence on cosmology. In particular, Figs. 7 and 8 show that the accuracy of our model is sufficient to constrain $n_s$, $\Omega_c h^2$, and $w_0$ to better than 10%.

8. Conclusion

In this article we have investigated the performance of current theoretical modeling of the 3D matter density distribution with respect to weak-lensing statistics, focusing on Fourier space statistics, specifically the convergence power spectrum and bispectrum. We find that for both quantities a model introduced in previous works (Valageas & Nishimichi 2011a,b) that combines 1-loop perturbation theory with a halo model fares better than some other recipes based on fitting formulae to numerical simulations or more phenomenological approaches. It yields a reasonable agreement with numerical simulations and provides a competitive approach, since it remains difficult and time-consuming to describe a range of scales that spans three orders of magnitude or more by ray-tracing simulations. Even though this particular model may still be improved, these results already show that building on systematic and physically motivated models of the 3D matter distribution is a promising route to predict both 3D and 2D (i.e., projected) statistics.

An advantage of this approach, as compared with numerical simulations or global fitting formulas, is that it provides a clear link between the observed weak-lensing quantities, such as the convergence power spectrum or bispectrum on a given range of multipoles $\ell$, and the various ingredients that govern the underlying 3D matter density field. In particular, we can distinguish the scales associated with the perturbative regime from those that probe nonperturbative features described for instance by the 1-halo term. This is useful since the perturbative regime can be predicted by rigorous and systematic approaches (e.g., in this paper we use both standard perturbation theory and a peculiar resummation scheme, up to one-loop order), which offers a well-controlled constraint on the cosmological parameters. The nonperturbative regime relies on a more phenomenological approach, i.e., a halo model, so that the link to cosmological parameters is somewhat weaker. Indeed, the accuracy is lower (because there is no rigorous and systematic framework) and the model involves some intermediate parameters, such as halo profiles, that show a weak dependence on cosmology. Therefore, it can be useful to separate both regimes when deriving constraints on cosmology from observations. Moreover, the explicit link provided by such models allows one to use gravitational lensing effects to probe the halo properties themselves.

We find that going to one-loop order brings a more significant improvement, with respect to lowest-order perturbation theory, for the lensing bispectrum than for the power spectrum. Moreover, while for the bispectrum the combination of the 1-halo and 2-halo terms with the one-loop perturbative contribution (associated with the 3-halo term) provides a reasonable match to simulations, for the power spectrum there remains an intermediate regime that is not well described by the simplest combination. This suggests that higher orders of the perturbative expansion play a greater role for the power spectrum and should be taken into account, or that the matching between the 2-halo and 1-halo contributions need be improved. In our case, we used a simple geometric interpolation for the 3D power spectrum and we find that it also provides good results for the weak lensing power spectrum. These features agree with previous results for the 3D density power spectrum and bispectrum (Sefusatti et al. 2010, Valageas & Nishimichi 2011).

As in 3D, the 2-halo term does not significantly contribute to the lensing bispectrum for equilateral configurations. It only plays a role for very “squeezed” configurations on weakly nonlinear scales, with a ratio of $\sim$ 100 or more between the two long sides and the smallest side of the Fourier-space triangle. This is also the regime where we find a discrepancy between our predictions and the simulations. Since both the 3-halo and the 1-halo terms provide good agreement with the simulations for all other regimes, where they dominate, this suggests that this discrepancy arises from a lower accuracy of the 2-halo term. This is not really surprising since this contribution is a priori more intricate, because it combines internal halo properties with larger-scale correlations. Nevertheless, since this regime corresponds to extreme configurations it is not a very serious practical problem.

Overall, we find that our model provides a good agreement with the numerical simulations for a variety of cos-
Appendix A: Six alternative cosmologies

We give in Table A.1 the six alternative sets of cosmological parameters that we consider in Sect. 7 to test the robustness of our model. The first line is our fiducial cosmology, used in other sections, while lines two to seven give the cosmological parameters associated with the six scenarios where \( n_s, \Omega_{\text{m}}h^2, \Omega_{\text{de}}h^2, \) and \( \omega_0 \) are modified by \( \pm 10\% \). The parameters marked as ‘\(-\)’ remain equal to the fiducial values. Several parameters in Table A.1 may simultaneously vary because we use the following set of independent parameters: \( A_1, n_s, \Omega_{\text{m}}h^2, \Omega_{\text{de}}h^2, \) and \( \omega_0 \), and we assume the Universe is flat. For instance, if we change \( \Omega_{\text{m}}h^2 \) keeping other parameters fixed, \( h \) has to be varied from the following equation:

\[
h = \sqrt{\Omega_{\text{m}}h^2/\Omega_{\text{de}}} = \sqrt{(\Omega_{\text{m}}h^2 + \Omega_{\text{de}}h^2)/(1 - \Omega_{\text{de}})}.
\]

Then, \( \Omega_{\text{m}}h^2 \) and \( \Omega_{\text{de}}h^2 \) have to be varied as well, because of \( \Omega_{\text{de}} = \Omega_{\text{m}}h^2/h^2 \) and the assumption of flat Universe. In the case of varying \( n_s \) and \( \omega_0, s_0 \) is changed because other parameters (including \( A_1 \)) are fixed.
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