Abstract—This paper proposes a tractable framework to determine key characteristics of non-linear dynamic systems by converting physics-informed neural networks to a mixed integer linear program. Our focus is on power system applications. Traditional methods in power systems require the use of a large number of simulations and other heuristics to determine parameters such as the critical clearing time, i.e. the maximum allowable time within which a disturbance must be cleared before the system moves to instability. The work proposed in this paper uses physics-informed neural networks to capture the power system dynamic behavior and, through an exact transformation, converts them to a tractable optimization problem which can be used to determine critical system indices. By converting neural networks to mixed integer linear programs, our framework also allows to adjust the conservativeness of the neural network output with respect to the existing stability boundaries. We demonstrate the performance of our methods on the non-linear dynamics of converter-based generation in response to voltage disturbances.

I. INTRODUCTION

Modern power systems undergo a transition where large and centrally located synchronous generators are replaced by smaller and more distributed converter-based generation units. These changes substantially impact the dynamic behaviour of the power system and increase the number of phenomena that have to be taken into account for stability analyses [1]. The particular case we investigate concerns ‘grid-following’ converters, where the converter is controlled based on the measurement of the voltage of the external grid. The control action (i.e., setting an internal reference value) adapts to different control objectives and limitations, depending on the observed external voltage. A substantial voltage disturbance leads to a complex system response which affects the power output of the converter. If the disturbance becomes too large, the control scheme leads to a loss of the delivered power which cannot be recovered in the short-term. To avoid such undesirable system responses it is crucial to understand for which disturbance characteristics and control parameters such a substantial power loss occurs.

Such an analysis of hybrid dynamical systems is notoriously difficult but unavoidable, as it is crucial to obtain insights on critical system responses. In power systems, these analyses often rely on a large number of time-domain simulations to exhibit the hybrid characteristic of the system. The high computational cost and the lack of providing informative margins towards the critical values are the main drawbacks. The former aspect can be partly addressed by the use of reduced-order modelling techniques [2]–[4] but these do not remove the second drawback. Direct methods using Lyapunov functions offer an alternative [5]–[7], however, the results often lead to overly conservative conclusions and, except for [7], rely on system linearizations. A third route involves machine learning algorithms [8]–[12] which can provide results at a fraction of the computational time. So far, their black-box nature and lack of interpretability of their assessments have been posing major barriers for adoption in a safety-critical environment. We aimed to remove these barriers with our recent work on neural network verification for power systems [13] and worst-case guarantees for neural network behaviour [14]. Still, however, methods based on machine learning algorithms require the assessment of a large number of scenarios to obtain insights about critical system responses and estimate indices such as the critical clearing time or distance to instability.

Main goal of this paper is to propose a method to determine critical indices for power systems (such as the critical clearing time) avoiding the need to perform thousands of simulations. To do that, we formulate an optimization problem that encodes in its constraints all the information of the underlying dynamical system. Instead of using linear approximations as in the direct methods [5], [6], we use Physics Informed Neural Networks (PINNs), which have shown good potential to capture power system dynamics governed by differential equations [15]. Inspired by our previous work [13], [14], we perform an exact transformation that converts the PINNs to a mixed integer linear program. This provides for a tractable optimization program that accurately captures in its constraints the power system dynamics, initially encoded in the PINN. Note that the reformulation of neural networks to an optimization program provides for a very flexible framework with a wide range of possible applications. Besides neural network verification [13], [14], [16], the same transformation has been recently used for the design of a neural network controller that ensures asymptotic stability [17].

The main contributions of this paper are: i) a rigorous framework that uses physics informed neural networks to capture the dynamics of power systems in a tractable optimization program, ii) the ability to determine critical indices of hybrid dynamic systems avoiding the need for exhaustive time-domain simulations, and iii) introducing the use of...
physics informed neural networks in such an optimization framework, which have the potential to capture power system dynamics more accurately than existing approximations.

The proposed methodology in Section III splits the analysis task into two parts: 1) we use a PINN to approximate the dynamic system response; and 2) we reformulate the PINN approximation into a mixed-integer linear program which we subsequently use to rigorously investigate the system behaviour via optimization problems. We showcase this methodology in the context of the aforementioned grid-following converter dynamics that we introduce in detail in Section III. The results in Section IV highlight the flexibility of the framework with respect to accommodating specific objectives of the system analysis. We conclude in Section V.

II. METHODOLOGY

The problem at hand can be formulated as an optimization problem where we aim to find combinations of control inputs $u \in U$, system disturbances $w \in W$, and system parameters $p \in P$ that yield the maximum value of an objective function $h(x, y, u, w, p)$ or simply a feasible point under a set of constraints. The constraints, representing element-wise lower (≤) and upper bounds (≥), can concern all differential states $x$ and algebraic states $y$ of the system as well as $u$, $w$, and $p$. Importantly, all variables are linked through a complex mapping $\phi(x, y, u, w, p)$. This leads to the optimization problem given by (1)–(8).

$$\max_{u \in U, w \in W, p \in P} h(x, y, u, w, p)$$ (1)

s.t. $\underline{u} \leq u \leq \bar{u}$ (2)

$\underline{x} \leq x \leq \bar{x}$ (3)

$\underline{y} \leq y \leq \bar{y}$ (4)

$\underline{u} \leq u \leq \bar{u}$ (5)

$\underline{w} \leq w \leq \bar{w}$ (6)

$\underline{p} \leq p \leq \bar{p}$ (7)

$\phi(x, y, u, w, p) \in S$ (8)

The mapping $\phi$ usually renders the optimization problem intractable, in particular if differential states and discrete events are involved. This is the case for hybrid dynamic systems as described by

$$\frac{d}{dt} x = f(x, y, u, w; p)$$ (9)

$$0 = g(x, y, u, w; p)$$ (10)

where $y, u, w$ can show discrete switching behaviour.

The following methodology will describe how we can transform the potentially intractable mapping $\phi$ into a tractable approximation of it. This involves the approximation of the mapping by a PINN as described in Section II-A and, subsequently, its reformulation into a mixed-integer linear program in Section II-B.

A. Function approximation via Physics-Informed Neural Networks

The goal of the PINN is to accurately approximate the complex mapping $\phi$ such that we can obtain approximations of the system’s state evolutions $\hat{x}(t; C)$ and $\hat{y}(t; C)$ given a set of characteristics $C$.

$$\begin{bmatrix} x(t; C) \\ y(t; C) \end{bmatrix} \approx \begin{bmatrix} \hat{x}(t; C) \\ \hat{y}(t; C) \end{bmatrix} = PINN(t; C) \quad (11)$$

These characteristics could be initial conditions $x_0, y_0$ but also control inputs, system disturbances, system parameters, all of which could be time-varying or constant. Note that the representation of $C$ can be chosen freely as long as it yields a unique approximation $[\hat{x}(t; C)^T, \hat{y}(t; C)^T]^T$. A constant control input $u$, for example, could be presented as a time-series $C = [u(0), u(0.01), ...]^T$ or the constant value itself $C = [U]^T$; it is a design choice that influences the training procedure and later on the formulation of the optimization problem.

![Fig. 1. Physics-informed neural network architecture (adapted from [18]), consisting of a dense neural network (NN), followed by applying automatic differentiation (AD) to the differential states $\hat{x}$. The calculation of the losses is based on data ($C_i^x, C_i^y$) and on the governing equations ($C_i^x, C_i^y$).](image)

The PINN we use consists of a multi-layer perceptron network with the following structure, which is also illustrated in Fig. 1.

$$[t, C]^T = z_0$$ (12)

$$\hat{z}_{k+1} = W_{k+1}z_k + b_{k+1} \quad \forall k = 0, 1, ..., K - 1$$ (13)

$$z_k = \max(\hat{z}_k, 0) \quad \forall k = 1, ..., K$$ (14)

$$[\hat{x}^T, \hat{y}^T]^T = W_{K+1}z_K + b_{K+1}.$$ (15)

The choice of the max-operator in (14) - also known as Rectified Linear Unit (ReLU) - as the non-linear activation function is essential for the reformulation of the PINN in Section II-B. Other common activation functions such as the hyperbolic tangent do not allow this step. $W_i$ and $b_i$ represent the weight matrices and bias vectors in each hidden layer and they are the adjustable parameters during the training. In order to determine $W_i$ and $b_i$, we minimize the
mismatch between the approximated states \( \hat{x}(t; \mathcal{C}) \), \( \hat{y}(t; \mathcal{C}) \) and a dataset that contains simulated values \( x(t; \mathcal{C}), y(t; \mathcal{C}) \) which form the ground truth. The mean-squared error across \( N \) data points from the dataset yield a loss term for each of the \( m \) differential and \( n \) algebraic states
\[
\mathcal{L}_{x}^{i} = \frac{1}{N} \sum_{j=1}^{N} \left( x_{j}^{i} - \hat{x}_{j}^{i} \right)^{2} \quad \forall i = 1, \ldots, m \tag{16}
\]
\[
\mathcal{L}_{y}^{i} = \frac{1}{N} \sum_{j=1}^{N} \left( y_{j}^{i} - \hat{y}_{j}^{i} \right)^{2} \quad \forall i = 1, \ldots, n. \tag{17}
\]

On top of these loss terms based on a dataset we add the physical knowledge of the system in form of a regularisation - this addition differentiates a PINN from a plain NN. By using the exact reformulation (22a) this addition differentiates a PINN from a plain NN to know at turns allows us to benefit from the specialized MILP solvers.

The associated loss terms \( \mathcal{L}_{f}, \mathcal{L}_{g} \) take the form
\[
\mathcal{L}_{f} = \frac{1}{N_{c}} \sum_{j=1}^{N_{c}} \left( f(\hat{x}_{j}, \hat{y}_{j}, u_{j}, w_{j}; p) - \frac{d}{dt} \hat{x}_{j}^{i} \right)^{2} \quad \forall i = 1, \ldots, m \tag{18}
\]
\[
\mathcal{L}_{g} = \frac{1}{N_{c}} \sum_{j=1}^{N_{c}} \left( g(\hat{x}_{j}, \hat{y}_{j}, u_{j}, w_{j}; p) \right)^{2} \quad \forall i = 1, \ldots, n. \tag{19}
\]

Note that to evaluate these loss terms we do not require to know \( x \) and \( y \), hence, we can evaluate \( \mathcal{L}_{f} \) and \( \mathcal{L}_{g} \) at \( N_{c} \) collocation points across the input domain without the need for additional simulations. We only require the approximations \( \hat{x}, \hat{y} \) and the term \( \frac{d}{dt} \hat{x}_{j}^{i} \) can be computed by applying automatic differentiation [19] on the differential states \( \hat{x} \) with respect to the input variable \( t \). Lastly, the values of \( u_{j}, w_{j}, p \) in the function evaluations \( f \) and \( g \) are either given as fixed parameters or can be inferred from the input characteristics \( \mathcal{L} \).

The weighted sum of the losses then forms the objective function for the training procedure
\[
\min_{W_{c}, b} \lambda_{f} \mathcal{L}_{f}^{i} + \lambda_{y} \mathcal{L}_{y}^{i} + \lambda_{f} \mathcal{L}_{f}^{i} + \lambda_{g} \mathcal{L}_{g}^{i} \tag{20}
\]
\[
\text{s.t. } (12) - (15). \tag{21}
\]

B. Mixed-Integer Linear reformulation

The above described PINN is effectively a combination of linear transformations and non-linear activation functions, here ReLUs [14]. By using the exact reformulation (22a)–(22c) of the ReLUs [16] we convert this general non-linear program into a mixed-integer linear program (MILP) which in turns allows us to benefit from the specialized MILP solvers.

\footnote{For the values of the weighing parameters \( \lambda_{f}, \lambda_{y}, \lambda_{f}^{i}, \lambda_{g}^{i} \) please refer to the published code on \url{https://github.com/gms4y}}
These reference values are defined by the desired active and reactive power output $P_{\text{ext}}, Q_{\text{ext}}$ under normal operating conditions

$$i_{d}^{\text{ref}} = \left( \frac{P_{\text{ext}}}{V_{\text{meas}}} \right) f,$$  
$$ (25)$$

$$i_{q}^{\text{ref}} = \left( - \frac{Q_{\text{ext}}}{V_{\text{meas}}} + i_{q} \right) f,$$  
$$ (26)$$

and they are adjusted by a current injection $i_{q}$ for voltage support

$$i_{q} = \begin{cases} 0, & V_{\text{meas}} > V_{Q} \\ -(K_{\text{RC}}(V_{Q} - V_{\text{meas}}) + I_{Q0}), & V_{\text{meas}} \leq V_{Q} \end{cases},$$  
$$ (27)$$

and the factor $f$ to represent the Low Voltage Ride-Through (LVRT) capabilities in case of abnormal conditions

$$f = \begin{cases} 1, & V_{\text{meas}} \geq V_{\text{int}} \\ e^{\frac{V_{\text{meas}} - V_{\text{min}}}{V_{\text{meas}}}}, & V_{\text{min}} \leq V_{\text{meas}} < V_{\text{int}}, \\ 0, & V_{\text{meas}} < V_{\text{min}}. \end{cases}$$  
$$ (28)$$

Figure [2] illustrates the control mechanism and shows how the LVRT characteristic leads to a reduction of $f$ to $f_{\text{post}}$ which is irreversible in the short term. A further complication arises from the current limiters:

$$I_{d}^{\text{max}} = \begin{cases} I_{\text{nom}}, & V_{\text{meas}} \geq 0.9 \\ \sqrt{\frac{I_{\text{nom}}^{2} - I_{d}^{2}}{V_{\text{meas}}}}, & V_{\text{meas}} < 0.9 \end{cases}$$  
$$ (29)$$

$$I_{q}^{\text{max}} = \begin{cases} \sqrt{\frac{I_{\text{nom}}^{2} - I_{q}^{2}}{V_{\text{nom}}}}, & V_{\text{meas}} \geq 0.9 \\ I_{\text{nom}}, & V_{\text{meas}} < 0.9 \end{cases}$$  
$$ (30)$$

These control actions all depend on the measured voltage $V_{\text{meas}}$ which constitutes another differential state, and which is linked to the external voltage through a low-pass filter in the transformed voltages $\hat{v}_{d}, \hat{v}_{q}$:

$$\frac{dV_{\text{meas}}}{dt} = \frac{1}{T_{m}}(\sqrt{\hat{v}_{d}^{2} + \hat{v}_{q}^{2}} - V_{\text{meas}})$$.  
$$ (31)$$

The delivered active and reactive power then depend on the external voltages and the converter currents:

$$P_{\text{total}} = v_{d}g_{d}i_{d} + v_{q}g_{q}i_{q},$$  
$$ (32)$$

$$Q_{\text{total}} = v_{d}g_{q}i_{d} - v_{q}g_{q}i_{q}.$$.  
$$ (33)$$

Appendix A contains the remaining system equations.

B. PINN training

The characteristics $C$ we use in order to encode the response to a voltage disturbance are the voltage disturbance duration $\Delta T$ and its magnitude $\Delta V$. The input $z_0 = [t, \Delta V, \Delta T]^\top$ is followed by three hidden layers with $N_{k} = 50$ neurons per layer. The output is given by $[\hat{x}^\top, \hat{y}^\top]^\top$ with

$$\hat{x} = [\hat{\theta}_{\text{pil}}, \hat{i}_{d}, \hat{i}_{q}, \hat{V}_{\text{meas}}]^\top$$  
$$ (34)$$

$$\hat{y} = [\hat{v}_{d}, \hat{v}_{q}, \hat{\omega}_{\text{pil}}, \hat{P}_{\text{VSC}}, \hat{V}_{\text{PCC}}, \hat{Q}_{\text{VSC}}, \hat{v}_{g,d}, \hat{v}_{g,q}, P_{\text{total}}, Q_{\text{total}}]^\top.$$  
$$ (35)$$

The PINN is implemented using Tensorflow [21] and is trained on a dataset that consists of trajectories with a time step size of 0.001s up to 1s. 40 trajectories are simulated with

$$\Delta T \in \{0.1, 0.15, 0.2, 0.25\}$$s  
$$ (36)$$

$$\Delta V \in \{0.2, 0.267, 0.333, 0.4, 0.467, 0, 533, 0.6, 0.667, 0.733, 0.8\}$$pu  
$$ (37)$$

with the initial condition being the equilibrium for the converter set-point

$$\mathbf{u} = [P_{\text{ext}}, Q_{\text{ext}}] = [0.8, 0.2]$$pu.  
$$ (39)$$

In order to evaluate the governing equations at the collocation points we require the values of the external voltage $\mathbf{u} = [V_{t}]$. The time-series for $V_{t}$ is constructed by subtracting $\Delta V$ for a duration of $\Delta T$ from the set voltage $V_{t} = 1$pu. The system parameters $p$ are not altered in this case study. All computations were performed on a regular machine (i5-7200U CPU @ 2.50GHz, 16GB RAM).

C. Optimization problem formulation

We consider the problem of finding the maximum allowable disturbance duration while not entering the low-voltage ride through (LVRT) mode, i.e. $V_{\text{meas}} < V_{\text{int}}$, since the delivered power can return to the desired power set-point after the disturbance is cleared. Otherwise, the factor $f$ leads to lower reference currents $i_{d}^{\text{ref}}, i_{q}^{\text{ref}}$ and hence to a reduced delivered power in the short-term. The presented framework provides the flexibility to analyze this question from multiple angles.

First, we require that (41) is satisfied, i.e. the LVRT mode is never entered. We add a parameter $\epsilon$ to control how close the approximation can be to the critical voltage $V_{\text{int}}$. By adding this buffer, we account for the fact that the PINN yields only an approximation of the system dynamics. This effectively shrinks the feasible space, which can also be seen as controlling the conservativeness of the resulting stability assessment. The resulting optimization problem reads as

$$\max_{t, \hat{x}, \hat{y}, z, b} \Delta T$$  
$$ (40)$$

s.t.  
$$V_{\text{int}} + \epsilon \leq V_{\text{meas}}$$  
$$ (41)$$

$$t = \Delta T$$  
$$ (42)$$

$$\Delta V = \Delta V'$$  
$$ (43)$$

$$\{12\}, \{13\}, \{15\}$$  
$$ (44)$$

$$\{22a\} - \{22c\}$$  
$$ (45)$$

and then we solve it for different magnitudes $\Delta V'$ of the disturbance. Constraint (42) is added as the lowest voltage will occur right before the voltage disturbance is cleared.

For the second perspective on the problem, we consider the final active power delivery $P_{\text{total}}$ after 1s. By controlling $\mu \in [0; 1]$ in (47) we can analyze the power loss after $t = 1$s for a given $\Delta V'$

$$\max_{t, \hat{x}, \hat{y}, z, b} \Delta T$$  
$$ (46)$$
The solution of the optimization problems is performed in Matlab [22] using YALMIP [23] and a MILP solver provided by Gurobi [24].

IV. RESULTS

In this section we present the resulting approximations of the PINN and the analysis of the dynamic system based on the optimization problems in Section III-C.

A. PINN approximation

First, we consider the quality of the approximation of the PINN. Figure 3 presents the voltage disturbance $V_f$ and three critical variables, $V_{\text{meas}}$, $P_{\text{total}}$, $Q_{\text{total}}$ for three different disturbance characteristics $C$. The blue and green predictions stem from trajectories that are included in the training dataset while the red curve is a previously unseen trajectory. All three trajectories are captured well, in particular in the initial phase until the disturbance is cleared, and for the later half when the system is mostly settled again. The approximation shows the largest errors around the clearing time which is due to the associated jumps in the algebraic variables that are more difficult to capture. In these regions, we can furthermore observe that the use of ReLUs as the activation function can lead to less smooth approximations due to the piece-wise linear characteristic of ReLUs. Additional neurons in the hidden layers can reduce these effects but they make the subsequent optimization computationally more expensive.

B. System analysis

By solving the two optimization problems in Section III-C we obtain two different perspectives from which we can analyze the dynamic system. First, we can identify the boundary, i.e. the critical combinations of $\Delta V$ and $\Delta T$, for which we enter the LVRT control regime by considering when $V_{\text{meas}}$ drops below $V_{\text{int}} = 0.7$pu. The dashed lines show the ground truth based on a large number of time-domain simulations. While the approximation without additional conservativeness ($\epsilon = 0$pu) correctly identifies the boundary for $\Delta V < 0.4$, we observe a mismatch for larger disturbance magnitudes. This effect occurs because the PINN approximation overestimates the voltage nadir as it can also be seen for the green curve in Fig. 3. By adding $\epsilon = 0.025$pu or $\epsilon = 0.05$pu we obtain more conservative approximations for the LVRT boundary.

The second angle uses the fact that entering the LVRT control regime entails an immediate and in the short-term irreversible reduction of the reference currents. This, in turn, leads to a reduced delivered active power even after the disturbance is cleared. At the LVRT boundary we expect an immediate drop from a near full power delivery ($\mu = 1$) to about 60% since $\epsilon = 0.6$ was chosen in [23]. Figure 3 shows that the power delivery is very sensitive to small changes in the disturbance around the LVRT boundary.

V. CONCLUSION

This work presents a rigorous and flexible framework that can deliver insights on critical system responses, and determine critical indices such as the critical clearing time after a power system disturbance, while avoiding the need for exhaustive time-domain simulations. We use Physics Informed Neural Networks (PINN) to accurately capture the underlying power system dynamics, and through an exact transformation, we reformulate the PINN to a mixed integer linear program. This provides for a tractable optimization program that captures in its constraints the power system dynamics, initially encoded in the PINN. The presented results show how we can determine the critical clearing time, or the delivered active power at the Low-Voltage-Ride-Through boundary without the need for exhaustive time domain simulations. Our methods also account for the
Fig. 4. Predicted LVRT boundary by the optimization problem (40)-(45) based on the approximation of $V_{\text{meas}}$ and including the factor $\epsilon$ in pu to adjust the conservativeness. The dashed line represents ground truth.

Fig. 5. Power delivery $\dot{P}_{\text{total}} = \mu\dot{P}_{\text{ext}}$ after 1s. The dashed line corresponds to the LVRT boundary and is associated with $\mu = 0.6$.

potential approximation error of the PINNs by introducing an $\epsilon$-conservativeness factor, which can also be applied to account for a required stability margin. Future work will look into neural network verification methods that can drive neural network training towards the minimum PINN approximation error.
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APPENDIX

\begin{align}
\nu_d &= v_c \cos(\theta_{\text{pl}}) + v_q \sin(\theta_{\text{pl}}), \\
\nu_q &= -v_c \sin(\theta_{\text{pl}}) + v_g \cos(\theta_{\text{pl}}), \\
\frac{d\theta_{\text{pl}}}{dt} &= (\omega_{\text{pl}})\omega_{\text{ref}}, \\
\omega_{\text{pl}} &= K_{\text{pu}}v_q + 1, \\
\dot{V}_{\text{VSC}} &= v_q i_d + v_q i_d, \\
\dot{Q}_{\text{VSC}} &= v_q i_d - v_q i_d, \\
v_d &= v_g - \omega_{\text{pl}}L_c i_d + R_c i_d, \\
v_q &= v_g + \omega_{\text{pl}}L_c i_d + R_c i_q
\end{align}