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Abstract

A class of vision problems, less commonly studied, consists of detecting objects in imagery obtained from physics-based experiments. These objects can span in 4D \((x, y, z, t)\) and are visible as disturbances (caused due to physical phenomena) in the image with background distribution being approximately uniform. Such objects, occasionally referred to as ‘events’, can be considered as high energy blobs in the image. Unlike the images analyzed in conventional vision problems, very limited features are associated with such events, and their shape, size and count can vary significantly. This poses a challenge on the use of pre-trained models obtained from supervised approaches.

In this paper, we propose an unsupervised approach involving iterative clustering based segmentation (ICS) which can detect target objects (events) in real-time. In this approach, a test image is analyzed over several cycles, and one event is identified per cycle. Each cycle consists of the following steps: (1) image segmentation using a modified \(k\)-means clustering method, (2) elimination of empty (with no events) segments based on statistical analysis of each segment, (3) merging segments that overlap (correspond to same event), and (4) selecting the strongest event. These four steps are repeated until all the events have been identified. The ICS approach consists of a few hyper-parameters that have been chosen based on statistical study performed over a set of test images. The applicability of ICS method is demonstrated on several 2D and 3D test examples.

1 Introduction

Machine learning can be used to detect ‘irregularities’ in a provided dataset, and this process has been referred in the literature as anomaly detection [14]. In the context of real-time monitoring, an anomaly, referred to as ‘event’, would be a disturbance observed in space and time for measurements done as a part of a certain experiment. Examples of automated event detection include identifying unusual human actions in a video [17], detection of intrusion in internet traffic [26] and automated picking of events in time-series seismic data [21]. Several algorithms exist in the literature that can be used to detect such anomalies. For an overview of such methods, see the review works presented in [6, 14].

In event detection problems, the event itself can be considered as an anomaly compared to the rest of the data. For example, earthquakes are seismic events that show up as anomalous points on the seismogram [12]. These seismograms can be converted to 4D images \((x, y, z, t)\) of the subsurface, and machine learning can provide real-time information of these earthquakes from the images. Fig. 1 shows two examples of synthetic 2D images containing 5 and 4 events. The events are characterized as high amplitude zones, and the background has low amplitudes. The goal of this paper is to develop an automated approach to efficiently pick these events.

The problem of event detection as described above can be categorized under anomaly detection techniques dealing with images [4, 28]. Thus, we interchangeably use ‘anomaly’ and ‘event’ to refer to the class of problems described in this paper. The problem of event detection has been studied in the past using supervised as well as unsupervised methods [6]. The primary challenge with supervised learning approaches
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is to prepare the extensive training data that can make the trained model robust enough. Unsupervised methods partition the data into event and non-event classes. However, events in general are rare compared to the normal data, and due to this imbalance, the traditional unsupervised approaches suffer from high false alarm rates [6].

Among the various unsupervised methods, clustering has widely been used to detect anomalous features in an image [25]. Without the need of any prior training, clustering methods group similar instances into groups, separating the non-event data from the events. For problems involving point or conceptual anomalies, clustering can easily identify the events [6]. However, for the type of problems considered in this paper, although a certain data point might not be an anomaly, a collection of data points lying together in \((x, y, z, t)\) can constitute an event in the context of background values. Along this line, the traditional clustering algorithms can separate high amplitude points from the background (non-event) parts, however, the events themselves cannot be identified uniquely. Moreover, several other inherent drawbacks of these methods make them unsuited for the class of event detection problems dealt in this paper.

We propose an iterative clustering based segmentation approach for the efficient identification of events in images. The unsupervised ICS approach decomposes an event detection problem into sub-problems: (1) image segmentation and (2) statistical interpretation of each segment. For segmentation purpose, clustering methodology is employed. We present a modified \(k\)-means clustering approach tailored to our image segmentation problem. Further, the amplitude distribution within each cluster is analyzed to decide whether a segment corresponds to an event or not. Details related to the proposed ICS methodology are discussed in Sections 3.1 and 3.2. The applicability of ICS method is demonstrated on 2D and 3D synthetic test images. Further, ICS is used to identify earthquake-events from a real 3D dataset. Related results are presented in Section 4 and a brief discussion on ICS method is presented in Section 5.

2 Related Work

Event (anomaly) detection problems, in general, have widely been studied in the field of computer vision. For an overview of the methods used to handle this problem, see the surveys presented in [14, 6]. These can primarily be divided into two categories: supervised methods and unsupervised methods. In the context of image processing, methods have been presented to identify events distributed in space and time, e.g. satellite imagery [4], spectroscopy [7] and mammographic image analysis [27]. Some of the earliest methods used for automated event detection are mixture of models [27], regression methods [7], Bayesian networks [11], support vector machines [10], neural networks [4], clustering [25] and nearest neighbor based techniques [23]. Recently, several deep learning methods have also been proposed that can be used for detection (e.g. [29, 9, 22]).

In general, the supervised algorithms can outperform the unsupervised algorithms in terms of speed, however, they are fragile to event detection problems [15]. There exist several semi-supervised algorithms
that can help to circumvent this issue, but, the unsupervised methods are still preferred due to their generalizability in identifying a wide-variety of events. Several unsupervised methods have been used in the past for event detection (e.g. [8, 1]). Based on the methodology employed, these can be categorized into divisions: nearest-neighbor based [24], clustering based [16], statistical [2], subspace based [19] and classifier based [13].

The nearest-neighbor algorithms such as k-NN approach perform well for classification problems, however, these are not very robust for an unsupervised setting [14]. Local variants such as local outlier factor (LOF) and local outlier probability (LoOP) approaches present a relative measure where the distance to k-nearest neighbors is compared to a reference value obtained for the entire data [5, 18]. However, most of these algorithms suffer from the setback of choosing k [14]. Cluster-based detection algorithms such as CBLOF [16] and CMGOS use clustering to identify dense areas in the data, and in the next step, outliers are identified based on density estimates obtained for each cluster. However, for problems studied in this paper, data points are distributed almost uniformly, and the traditional clustering approach cannot be deployed to identify the events.

Overall, to the best of our knowledge, the existing anomaly detection methods are not directly applicable to our event detection problems, and a tailored approach has been missing. In this work, we propose an iterative clustering based segmentation (ICS) approach to deal with these problems.
3 Iterative clustering based segmentation

3.1 Description

The iterative clustering based segmentation (ICS) method analyzes the data over several cycles, and identifies one event per cycle. Fig. 2 provides a schematic description of the ICS approach. During every cycle, ICS employs spatial clustering schemes with tailored assignment function, followed by statistical analysis of the data contained within each cluster. The statistical distribution within every cluster is studied and the cluster containing the strongest event is identified. The associated event is selected and the data related to this cluster is deleted. The whole process of event search is then repeated to find the next event. This process is continued till no more event can be identified in the remaining dataset.

For the purpose of clustering, a variant of the traditional $k$-means clustering has been used [20], and cluster centroids are initialized using the $k$-means++ algorithm [3]. Fig. 3 shows an example of a synthetic 2D test case, where the initial cluster centroids (obtained using $k$-means++) as well as their optimized locations are shown. The hyper-dimensions for clustering comprise spatial (as well as temporal dimensions in 4D) and the amplitude feature weighted by a power term $p$. Including the effect of amplitudes in clustering forces the centroids to lie close to centers of the events in the optimized segmentation, and this impact is controlled by $p$. An example of event-centers and the associated partitions for a 2D problem is shown in Fig. 4. More details on this aspect as well as the mathematical formulation are presented in Section 3.2.
After the data domain has been divided into a number of segments, there exist certain segments having cluster-centroids (approximately) aligned with the event-centers, and other segments with no events. As a next step, the segments which do not encompass an event, need to be discarded. For this purpose, the statistical distribution of amplitudes is studied within every segment, and based on a certain mathematical criterion defined by $\alpha_R$, the respective segment is accepted or discarded. Fig. 6a shows the distribution of amplitudes for the various segments shown in Fig. 4. Here, it is straightforward to identify the partitions that correspond to an event (Clusters 4 and 7) and the partitions which are empty (3 and 8). However, for noisy data, isolating the empty clusters is not easy (Fig. 6b). More details associated with the elimination criterion are discussed in Section 3.2.

Next, the remaining segments are studied to identify whether there are partitions that correspond to the same event. Fig. 5 shows the segments that are left after elimination of empty clusters in Fig. 6a. It can be seen that there are two clusters which are formed around the same event, and these need to be merged. This is done by analyzing the ‘span’ of each event, where span refers to the space in which the disturbance in amplitude has been created by the event. If the center of one event lies within the span of another one, both the events are merged as a single event. Thus, in Fig. 5, clusters 2 and 7 get merged.

The process from clustering to merging the common partitions constitutes one cycle of ICS process. Among the identified events, the strongest event is selected, and the data corresponding to its segment is deleted from the data domain. For the events identified in Fig. 5, Segment 1 is identified to be containing the strongest event. Thus, the data for this segment is removed from the domain, and the second cycle of ICS is executed to identify the next event. Fig. 7 shows the identified events and segments obtained from clustering during Cycle 2 of ICS. In this manner, the ICS process is repeated over several cycles, till no more event can be identified. From Cycle 2, every new event selected at the completion of the ICS process, is checked with the already selected events for possible overlap.

3.2 Method

The process of iteratively identifying the events can be broken down into 4 steps, and these have briefly been discussed in Section 3.1. Below, we discuss the details related to each of these steps.

**Modified k-means clustering.** During every cycle of ICS methodology, the domain is segmented using a clustering approach. Since only circular (spherical) events are studied in this paper, a modified form of k-means clustering has been implemented. The choice of $k$ here depends on a priori knowledge of the
problem that we are dealing with. However, we have observed that the algorithm itself is not very sensitive to the choice of \( k \). As a rule of thumb, we choose \( k \) to be approximately 2-3 times the maximum number of events that can generally be expected to occur in the domain. This can be further lower for data where the amplitude of background noise is significantly lower than that of the event. For example, for the synthetic test cases shown in Fig. 3, even \( k = 8 \) is found to be sufficient. A brief discussion on the initial choice of \( k \) is presented in Section 5.

Based on \( k \)-means++, \( X \) gets partitioned into \( k \) segments denoted as \( S = S_1, S_2, \ldots, S_k \). Next, a variant of the traditional \( k \)-means clustering method is applied to optimize the cluster-centroids \( C = \{c_1, c_2, \ldots, c_k \} \). This involves solving a zeroth order optimization problem which is stated as

\[
\min_{C} R_N(C) = \sum_{j=1}^{N} \min_{1 \leq i \leq k} \phi(A(x)) \|x_j - c_i\|^2,
\]

where \( \phi(\cdot) \) denotes an amplitude functional and \( A(x) \) denotes amplitude-value of data point \( x \). Each iteration of the clustering method involves two updates which are as follows:

1. **Assignment step**: Each data point \( x \in X \) needs to be mapped to one of the clusters in \( C \) to obtain a new set of partitions \( S \). Mathematically, data point \( x_j \) is mapped to partition \( S_i \), where \( i = \arg\min_{e \in [1,k]} \phi(A(x)) \|x - c_e\|^2 \).

2. **Update step**: After each data point has been assigned to one of the partitions in \( S \), the locations of centroids in \( C \) are updated as

\[
c_i = \frac{\sum_{x \in S_i} \phi(A(x)) \|x - c_i\|^2 x}{\sum_{x \in S_i} \phi(A(x)) \|x - c_i\|^2}.
\]

These two steps are repeated until the value of objective \( R_N(C) \) goes below a certain minimum threshold, or some other stopping criterion is reached. Note that unlike the initial assignment done using \( k \)-means++, the amplitude of data points has been taken into account during the assignment as well as update steps of ICS.
Figure 8: Synthetic 2D images, each containing one event, showing the location of cluster-centroids obtained for the 3 cases using modified k-means clustering ($\phi(A(x)) = A(x)^p$) with different values of $p$.

Figure 9: Schematic representation for the distribution of amplitude-values inside a partition obtained from clustering. The symbols $f_{\text{max}}$, $\text{med}(\cdot)$ and $A_{\text{max}}$ refer to highest frequency value for a partition, median functional, and the maximum value of amplitude obtained after the elimination of 0.1% of the amplitudes from the right-tail of the distribution. For an event defined using Gaussian distribution or a linear decay from the center, the distribution of amplitudes resembles the distribution shown here.

A better understanding on the role of $\phi(A(x))$ can be obtained from Fig. 8. For simplicity let us assume that $\phi(A(x)) = A(x)^p$, where $p$ is a power term used to adjust the weight on amplitude values. For this example, $A(x) > 1 \ \forall \ x \in \mathcal{X}$. In Fig. 8 we have one event in a 2D image, and the goal of ICS approach is to identify the event-center. The data points are assumed to be uniformly distributed in the domain. With $p = 0$, the clustering approach is independent of amplitude-values, due to which the cluster centroid is identified at approximately the geometric center of the image. With $p = 1$, amplitudes are provided certain weight, due to which the cluster centroid shifts towards the event. Adding more weight with $p = 5$, the cluster centroid overlaps with the event. Thus, when $p$ is chosen properly, the modified clustering approach can detect the event.

However, the formulation for $\phi$ mentioned above will be sensitive to the values of $A$, and we formulate it differently for our problems to make it more robust. The amplitudes are normalized between 0 and 1, and $\phi(A(x)) = e^{pA(x)}$, where $p$ is an exponential scaling term. For the examples shown in this paper, $p$ is set to 16 based on observations from a set of numerical experiments.

Elimination of empty clusters. After the data has been divided into partitions $\mathcal{S}$, the empty partitions need to be separated from those that contain the events. As stated earlier in Section 3.1 this is achieved by analyzing the statistical distribution of amplitude-values inside every partition, and comparing them against a certain threshold. Unlike the traditional approach of choosing a certain value of $A(x)$ for thresholding, functional $\phi(A(x))$ is analyzed.

Fig. 9 shows a schematic histogram plot for the amplitude values observed in a certain partition $S_i$. 
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Ideally, for an event characterized by a Gaussian distribution of amplitudes or a linear decay away from the
event-center, the distribution of amplitudes is expected to resemble a right skewed distribution with very
low values of frequency at the right tail. To decide whether the distribution shown in Fig. 9 corresponds to
an event or not, the rejection factor \( \alpha_R \) needs to be defined. Mathematically, this term is defined as

\[
\alpha_R^{(i)} = \frac{f_{\text{max}}}{\text{med}(A(x))} A(x)^2 \quad \forall \ x \in S_i,
\]

where, superscript \( i \) is an index term used to refer to partition \( S_i \), \( f_{\text{max}} \) denotes the maximum value of
frequency for the distribution of amplitudes discretized into 100 bins, and \( \text{med}(\cdot) \) denotes the median func-
tional. Further, \( A(x) \) calculates the maximum value of amplitude in \( S_i \) by setting statistical significance
level at 0.999, which means 0.1\% of the values at the right tail of the distribution in Fig. 9 are ignored.

To understand the motivation for choosing the expression in Eq. 3, we refer back to Fig. 9. Here, the
maximum value of amplitude \( (A_{\text{max}}) \) plays role in deciding whether the distribution corresponds to an event
or not (as in Fig. 6a). For partitions which do not contain an event, \( A_{\text{max}} \) is expected to be equal to the
maximum noise-level in the data, and for partitions with event, it corresponds to that of the event. There
is a possibility that random noise-spikes are contained in the data whose amplitudes are higher than the
event amplitude itself. To avoid capturing these spikes as event, 0.1\% of the data on the right tail side
of the distribution is categorized as statistically insignificant, and \( A_{\text{max}} \) is replaced by \( \bar{A}_{\text{max}} \). Here, \( \bar{A}_{\text{max}} \)
characterizes the strength of the event, and ranks it against other events in the iterative selection criterion.
In this sense, it can be considered as a global criterion for event detection.

For weak events, \( \bar{A}_{\text{max}} \) is low, which reduces \( \alpha_R \) for that partition. For such partitions, \( \frac{f_{\text{max}}}{\text{med}(A(x))} \) helps
to differentiate an event from background noise. Unlike an actual event, the amplitudes in background noise
are uniformly distributed over a range of values, due to which its \( f_{\text{max}} \) is expected to be lower than that of
an event. A better understanding of this can be obtained from Fig. 10. This figure shows the histogram
plots for partitions obtained using ICS for one of the examples shown in Fig. 3, but with added Gaussian
noise \( (\mu = 0.1A_{\text{max}}, \sigma = 0.1A_{\text{max}}) \). Among the 4 clusters shown in Fig. 10, Clusters 5 and 6 correspond to
partitions containing events, thus clearly have higher values of \( f_{\text{max}} \). Also, for partitions in \( S \) that contain
an event \( (e.g., \text{Clusters 5 and 6}) \), median of the distribution will be shifted more towards left compared to
that in partitions that contain only background noise. In this manner, \( \frac{f_{\text{max}}}{\text{med}(A(x))} \) together with \( \bar{A}_{\text{max}} \) defines
\( \alpha_R \) which is further used to eliminate the empty partitions.

Partition \( S_i \) is then rejected if \( \alpha_R^{(i)} < \alpha_R^{(c)} \), where \( \alpha_R^{(c)} \) refers to a cut-off threshold. The value of \( \alpha_R^{(c)} \)
chosen based on numerical experiments, and in this paper, it is set to 0.1. Further discussion on the
sensitivity of this parameter as well as on how to choose it, is presented in Section 5. With the partitions
left after eliminating the empty ones, the next step is to merge the overlapping partitions.

**Merge overlapping clusters.** Partitions which share the same event need to be identified. For this
purpose, the distribution of amplitudes in space (for 2D and 3D) and time (for 4D) needs to be studied
and the extent of overlap has to be identified. Fig. 11 shows the schematic representation of amplitude
distribution for 1D space, and an approximate Gaussian distribution is assumed. Next, we define the term
span radius \( \beta_r \), which denotes the distance from the center of an event up to which the event is considered
to span. Here, \( \beta_r \in (0, 1] \) is a fractional term used to control the span. For example, to assume that the
event is significant up to the point where \( A(x) \) decays to 40\% of its maximum, \( \beta_r = 0.4 \). Thus, in simple
terms, \( \beta_r \) can be defined as the distance from the center of an event, where \( A \) decays to \( \beta_r \) fraction of \( A_{\text{max}} \).

Although from Fig. 11 it seems very straightforward to compute \( \beta_r \), the distributions are not perfectly
Gaussian and frequently contain noise. Thus, there will be multiple values of \( \beta_r \) that satisfy the requirement.
Moreover, for robustness, we need to search for values within the range \( (\beta_r A_{\text{max}} - \epsilon, \beta_r A_{\text{max}} + \epsilon) \) rather
than \( \beta_r A_{\text{max}} \). Here, \( \epsilon \) is a parameter that defines an amplitude interval for calculating the span, and in this
study, it has been set to 0.01. More discussions on choosing \( \beta_r \) and \( \epsilon \) follow in Section 5. Thus, for the \( i \)th
partition, \( \beta_r^{(i)} \) is defined as

\[
\beta_r^{(i)} = \|\beta_r^{(i)}\|_2 \quad \forall \{t : t \in [1, N], x^{(t)} \in \mathcal{X}, \beta_r A_{\text{max}} - \epsilon \leq A(x^{(t)}) \leq \beta_r A_{\text{max}} + \epsilon\}. \tag{4}
\]

Once \( \beta_r \) has been calculated for all the partitions, partition \( p \) is merged to partition \( q \), if:

\[
\|c_p - c_q\|_2 \leq \beta_r^{(q)}, \quad \forall \ p, q \in [1, k], p \neq q, \bar{A}_{\text{max}} < \bar{A}_{\text{max}}. \tag{5}
\]
Accordingly, $S_q = S_q \cup S_p$ and $S_p = \phi$. Further, $\beta_r^{(t)}$ is updated based on the new set of data points in $S_q$.

**Select the strongest event.** After the overlapping partitions have been merged, each of the partitions $S_i \in S$ is expected to contain an event. As defined earlier, our ICS methodology selects only one event per cycle. To understand the motivation for doing so, we look at Eq. 1. Since the objective functional here depends on $A$ as well, there would be a preference to form clusters around the stronger events. In this scenario, if there is an outlier event which is far stronger than the rest of the events, most of the partitions will be clustered around it, and the weaker events of the data will be shadowed.

The iterative scheme in ICS selects the strongest event during the first cycle, and the corresponding partition is then removed from $S$ for the next ICS cycle. This facilitates improved clustering around the weaker events during the later cycles. Eventually, most of the events can be identified over a series of cycles. Let $S_l$ denote the partition selected during the $l$th cycle. Assuming that the stopping criterion has been reached after $m$ cycles of ICS, the centroids $c_l \forall l \in [1,m], l \in \mathbb{Z}^+$ corresponding to partitions $S_l$ correspond to the identified events.

### 4 Applications

To demonstrate the applicability of ICS, we consider examples of 2D and 3D images. For 2D cases, a total of 140 synthetic images (noisefree as well as containing certain noise) have been considered, and average accuracies are reported in Fig. 13 for several values of $N_c$. An example application of ICS on 2D noisefree images has been demonstrated in Fig. 4.

Fig. 11 further demonstrates the potential of ICS under different noise levels for uniform random, uniform normal and periodic noises. Details related to types and levels of the added noise are described in the caption of Fig. 11. For all the cases, it is observed that ICS can resolve all the major events observed in the images. However, for high levels of noise (as in Figs 11b), one of the weak events cannot be identified. For rest of the cases, we observe that a correct number of events have been identified. At low noise-levels, the identified event locations are correct. However, for the cases of Gaussian noise considered here (Figs. 11c and d), the identified locations of Event 5 seem to deviate from the actual value. This happens primarily because for any partition, we assume the point with highest amplitude value to be the event centroid. However, in the presence of noise, this assumption might not be true, and a direction of improvement would be to correctly identify the event location within the active partition.

Further, two 3D test cases have been considered as shown in Fig. 12 and here, only amplitude values above $0.5A_{max}$ have been displayed. The synthetic image shown in Fig. 12a consists of 5 events with no added noise. Using ICS method, all the 5 events could been identified successfully. Fig. 12b shows the application of ICS method on a real dataset of earthquake-events. Based on manual interpretation, 3 events
Figure 11: Synthetic 2D images showing 5 events each and locations of the events identified using ICS method. The types of noise are: (a) uniform random noise ($A_{\text{noise}}^{\text{max}} = 0.1A_{\text{max}}$), (b) uniform normal noise ($\mu = 0.1A_{\text{max}}, \sigma = 0.1A_{\text{max}}$), (c) uniform normal noise ($\mu = 0.1A_{\text{max}}, \sigma = 0.2A_{\text{max}}$), (d) sinusoidal noise ($\lambda = (L_x^2 + L_y^2)^{1/2}$ and $A_{\text{noise}}^{\text{max}} = 0.25A_{\text{max}}$), and (e) sinusoidal noise ($\lambda = (L_x^2 + L_y^2)^{1/2}$ and $A_{\text{noise}}^{\text{max}} = A_{\text{max}}$). In (b) and (c), although the centroid of Cluster 5 does not overlap with the nearby event, both of them fall within the same partition.
had been identified in the past for this case. Using ICS, we identified 4 events, and further manual analysis confirmed that the additional event identified by ICS is indeed a real event. Clearly, in 3D or higher, human interpretations are limited due to visual constraints, and this numerical example demonstrates that such a limitation can be overcome using ICS.

5 Discussions

There are a few parameters that control the performance of the proposed ICS methodology. These include initial number of clusters $N_c$, amplitude power $p$, rejection factor $\alpha_R^{(c)}$, decay factor $\beta_c$ and $\epsilon$. These parameters have been chosen statistically, and their optimal values have been chosen through a number of simulations on 2D datasets. Due to constraint on the length of this paper, we discuss only one of these parameters.

Fig. 13 shows the effect of $N_c/N_e$, where $N_e$ refers to number of events in the simulated data. A total of 20 test cases of 2D synthetic images were used, each containing between 3 and 6 events of varying strength. Each of these images was duplicated 6 times with different noise types and levels to generate 120 noisy cases. Further, for every case, 10 simulations have been run, and the average ICS accuracies are reported in Fig. 13. A general observation is that sufficiently good accuracies are obtained for $N_c/N_e$ values in between 2 and 3. For higher values, the domain is analyzed using too many partitions, which leads to insufficient information being contained in every partition, and this leads to loss in accuracy.

Similar tests have been carried out for other parameters, and here we only report the optimal choices observed. For amplitude power $p$, a value between 13 and 17 works well. Similarly for $\alpha_R^{(c)}$, $\beta_c$ and $\epsilon$, the recommended values are 0.05-0.15, 0.3-0.5, 0.1-0.2, respectively. While the other two parameters are not so important, $\alpha_R^{(c)}$ is very critical since it plays an important role in deciding whether a partition contains an event or not. To some extent, its value depends on the noise level in the data, and in future we aim to look into this aspect.

6 Conclusion and Future work

In this paper, we presented ICS, an iterative clustering based segmentation approach for the detection of events in image data. Over a sequence of cycles, ICS partitions an image and analyzes whether each partition contains an event or not. Aiming at automated real time detection of events in continuously streaming data,
Figure 13: Accuracy versus clusters-to-events ratio \( (N_c/N_e) \) for several synthetic test cases. Here, \( N_c \) denotes the number of clusters chosen for the first cycle of ICS and \( N_e \) refers to the number of events in the data. For the datasets containing periodic noise, sinusoidal noise has been added to the data, and \( \lambda \) and \( L_D \) denote the wavelength used and length of the major diagonal for the data domain.
the applicability of ICS has been demonstrated on 2D and 3D datasets.
In the future work, we aim at exploring the application for higher dimensions. Further, we look forward to
using ICS on microseismic data for the automated real time detection of earthquakes.

References

[1] C. C. Aggarwal. Outlier analysis. Springer-Verlag, New York, 2013.
[2] M. Amer, M. Goldstein, and S. Abdennadher. Enhancing one-class support vector machines for unsu-
    pervised anomaly detection. In Proc. ACM SIGKDD workshop ODD’13, pages 8–15, 2013.
[3] D. Arthur and S. Vassilvitskii. k-means++: the advantages of careful seeding. In SODA ’07 Proc.
    Eighteenth Annual ACM-SIAM symposium on Discrete algorithms, pages 1027–1035, 2007.
[4] M. Augusteijn and B. Folkert. Neural network classification and novelty detection. International Journal
    of Remote Sensing, 23(14):2891–2902, 2002.
[5] M. M. Breunig, H. P. Kriegel, R. T. Ng, and J. Sander. Identifying density-based local outliers. In Proc.
    ACM SIGMOD International Conference on Management of Data, pages 93–104, 2000.
[6] V. Chandola, A. Banerjee, and V. Kumar. Anomaly detection: A survey. ACM Computing Surveys,
    41(3):1–58, 2009.
[7] D. Chen, X. Shao, B. Hu, and Q. Su. Simultaneous wavelength selection and outlier detection in
    multivariate regression of near-infrared spectra. Analytical Sciences, 21(2):161–167, 2005.
[8] P. Chhabra, C. Scott, E. D. Kolaczyk, and M. Crovella. Distributed spatial anomaly detection. In INFOCOM, 2008.
[9] M. Cho, S. Kwak, C. Schmid, and J. Ponce. Unsupervised object discovery and localization in the wild:
    Part-based matching with bottom-up regional proposals. In CVPR, 2015.
[10] M. Davy and S. Godsill. Detection of abrupt spectral changes using support vector machines, an
    application to audio signal segmentation. In Proc. IEEE International Conference on Acoustics, Speech
    and Signal Processing, 2002.
[11] C. Diehl and J. Hampshire. Real-time object classification and novelty detection for collaborative video
    surveillance. In Proc. IEEE International Joint Conference on Neural Networks, 2002.
[12] A. Douglas, D. Bowers, and J. Young. On the onset of p seismograms. Geophysical Journal International,
    129(3):681–690, 1997.
[13] M. Goldstein and A. Dengel. Histogram-based outlier score (HBOS): A fast unsupervised anomaly
    detection algorithm. In 35th German Conference on Artificial Intelligence, 2012.
[14] M. Goldstein and S. Uchida. A comparative evaluation of unsupervised anomaly detection algorithms
    for multivariate data. PLoS ONE, 11(4):1–31, 2016.
[15] N. Görnitz, M. Kloft, K. Rieck, and U. Brefeld. Towards supervised anomaly detection. Journal of
    Artificial Intelligence Research, 46(1):235–262, 2013.
[16] Z. He, X. Xu, and S. Deng. Discovering cluster-based local outliers. Pattern Recognition Letters,
    24(9-10):1641–1650, 2003.
[17] Y. Ke, R. Sukthankar, and M. Hebert. Event detection in crowded videos. In ICCV, 2007.
[18] H. P. Kriegel, P. Kröger, E. Schubert, and A. Zimek. LoOP: Local outlier probabilities. In CIKM’09,
    2009.
[19] R. Kwitt and U. Hofmann. Unsupervised anomaly detection in network traffic by means of robust PCA. In *ICCGI’07*, 2007.

[20] J. MacQueen. Some methods for classification and analysis of multivariate observations. In *Proc. Fifth Symp. Math. Statist. Prob.*, volume 1, pages 281–297, 1967.

[21] M. E. Murat and A. J. Rudman. Automated first arrival picking: a neural network approach. *Geophysical Prospecting*, 40(6):587–604, 1992.

[22] S. Parthipan, C. Russell, T. Xiang, and L. Agapito. Looking beyond the image: unsupervised learning for object saliency and detection. In *CVPR*, 2013.

[23] D. Pokrajac, A. Lazarevic, and L. J. Latecki. Incremental local outlier detection for data streams. In *Proc. IEEE Symposium on Computational Intelligence and Data Mining*, 2007.

[24] S. Ramaswamy, R. Rastogi, and K. Shim. Efficient algorithms for mining outliers from large data sets. In *ACM SIGMOD*, 2000.

[25] G. Scarth, M. McIntyre, B. Wowk, and R. Somorjai. Detection of novelty in functional images using fuzzy clustering. In *Proc. 3rd meeting of International Society of Magnetic Resonance in Medicine*, 1995.

[26] C. Sinclair, L. Pierce, and S. Matzner. An application of machine learning to network intrusion detection. In *ACSAC*, 1999.

[27] C. Spence, L. Parra, and P. Sajda. Detection, synthesis and compression in mammographic image analysis with a hierarchical image probability model. In *Proc. IEEE workshop on mathematical methods in biomedical image analysis*, 2001.

[28] J. Theiler and D. M. Cai. Resampling approach for anomaly detection in multispectral images. In *Proceedings of SPIE*, pages 230–240, 2003.

[29] B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba. Object detectors emerge in deep scene CNNs. In *NIPS*, 2015.