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With the rapid development of Internet technology, breakthroughs have been made in all branches of computer vision. Especially in image detection and target tracking, deep learning techniques such as convolutional neural networks have achieved excellent results. In order to explore the applicability of machine learning technology in the field of image recognition and extraction, a YOLOv3 network based on multiscale feature transformation and migration fusion is proposed to improve the accuracy of English text detection in natural scenes in video. Firstly, aiming at the problem of multiscale target detection in video key frames, based on the YOLOv3 network, the scale conversion module of STDN algorithm is used to reduce the low-level feature map, and a backbone network with feature reuse is constructed to extract features. Then, the scale conversion module is used to enlarge the high-level feature map, and a feature pyramid network (FPN) is built to predict the target. Finally, the improved YOLOv3 network is verified to extract key text from images. The experimental results show that the improved YOLOv3 network can effectively improve the false detection and missed detection caused by occlusion and small target, and the accuracy of English text extraction is obviously improved.

1. Introduction

As the mainstream part of today’s media industry, images and videos are rich in information and easy to understand, which makes them an indispensable part of life. Computer vision analysis is also the key development direction of Internet communication industry at present. For example, character recognition has great application value in many scenes, such as vehicle license plate detection, image-text conversion, image content translation, and image search. However, because the precision of text recognition technology is not ideal, its application scenarios are relatively simple, such as content search in images [1–6].

In image content search scene, the background is simple, the font is single, and some physical features of the image are used to assist, but the error rate is still not ideal. Therefore, most of the current research focuses on text detection and then will consider recognition. Especially in the application of natural scenes, because the background is extremely complex, the font size varies and is affected by special circumstances such as overlapping and pollution of various perspectives, and the difficulty of text detection in natural scenes in videos is much greater than that in ordinary scenes. Image content can be divided into two parts: perceptual content and semantic content [7–9]. The visual part of the image, including the direct visual impression of color, shape, and texture, is the perceptual content. Indirect understanding parts in images, such as objects, words, and events contained in images, are all semantic contents. Among them, words are an important tool for information understanding and communication. Compared with other semantic contents, words are the main content of expressing information and information interaction [10–12]. In addition, the characters are easy to extract and have strong descriptive ability, so how to understand the semantic information of characters in images is an urgent problem to be solved.

This paper focuses on the extraction of English text from natural scenes in video. The meaning of video text
recognition is to extract the text content in the video and then recognize it by the recognition system and finally get the text content. Video is essentially a sequence stream composed of a series of images, and the words in the frame images can express the contents in a short time. One kind of text is the text in the natural scene of the image [13–15], such as the license plate number and bus stop sign text in the image [16], and the other kind of text is artificially added, such as movie subtitles, advertising information, and medical image analysis text [17]. Therefore, all the words should be extracted except the repeated words within a short time delay. The final result of the recognition system can only be determined if the images and characters have good detection performance, so the text detection is the key research content of this paper.

2. Literature Review

In the aspect of text detection, traditional methods are mainly based on the characteristics of text coherence and single color. For example, Minetto et al. [18] proposed an improved image text detection algorithm. Firstly, this algorithm extracts three edge images with different colors by using edge detection operators obtained from three directions and then applies common operations in morphology to these three edge images in turn to obtain different connected domain images. Finally, the three connected graphs are AND-operated, and the noise is filtered, so as to obtain the text region. Yin et al. [19] also adopted a similar method, combined with the morphological method, and used the OSTU algorithm to obtain adaptive threshold, so as to obtain a clean and clear binary image. According to the characteristics of different gray trends of characters and backgrounds, Rismunawan et al. [20] proposed a video character location method based on gradient discrete cosine transform algorithm. In this method, each frame is divided into \( n \times n \) blocks, and the discrete cosine transform coefficients of each block are calculated. The amplitude obtained by the gradient operator is used as the block strength for smooth filtering and morphological processing. Finally, the image is projected horizontally and vertically, and the candidate text regions are extracted by wavelet transform and unsupervised clustering. Zhuge and Lu [21] used the model based on level set function to realize text segmentation with small color difference between target and background and large text groove and solved the problem of difficult parameter selection in variational model through optimization calculation.

With the popularization of computers and the great improvement of computer technology, especially the powerful parallel computing capability of GPU and the Big Data resources in the era of mobile Internet, CNN continues to develop. Text detection also follows this trend, turning to the method based on CNN technology, and the effect is greatly improved, which is a step closer to the application of real scenes. Alqhtani et al. [22] trained CNN to detect characters in text, calculated the confidence of pixel blocks, and adopted the nonmaximum suppression method when locating text lines. Then, a similar transcription process is adopted, the classification scores of each character are inquired, and the best words are selected for matching. Tong et al. [23] integrated text detection and recognition into an end-to-end network. RPN (ridge polynomial network) is used for detection, and bilinear sampling is used to unify the text regions into highly consistent variable-length feature sequences, and then recurrent neural network (RNN) is used for recognition. You Only Look Once (YOLO) is a target recognition and location algorithm based on the deep convolution neural network [24]. Its most obvious advantage is its fast detection speed [25], which is especially suitable for the real-time detection system, which is the fundamental reason why YOLOv3 network is selected in this paper. YOLO has been continuously improved on the basis of the original version and has developed to v3 version [26]. However, conventional object detection methods in the visual field (SSD, YOLO, faster-RCNN, etc.) are not ideal when directly applied to English text detection tasks. The main reasons are as follows: compared with conventional objects, the length of text lines and the ratio of length to width vary widely. Therefore, after analyzing YOLO series networks, we propose a new multiscale feature fusion method, which improves the performance of YOLOv3 networks.

In order to construct features with multiscale characteristics and rich expressive ability, we introduce a feature scale transformation and migration fusion method to improve the traditional YOLOv3 network. Different from the existing multiscale feature fusion model by scaling single-channel features, we achieve the purpose of feature scale reduction and enlargement by splitting and combining multichannel feature maps. At the same time, we migrate and fuse the converted features in the backbone network and construct the backbone network with reduced feature scale and FPN prediction network with enlarged feature scale, which achieves better detection results than YOLOv3 network when detecting occluded and smaller targets.

3. English Text Detection Based on Improved YOLOv3 Network

3.1. Convolutional Neural Network. At present, the principles of target detection algorithms are generally divided into two methods: region division and position regression. For example, fast-RCNN method can obtain high accuracy, but its running speed is slow. The latter, for example, SSD and YOLO pursue the real-time performance of the algorithm but can also obtain acceptable detection results. Among these methods, YOLO has become a widely used and efficient algorithm because of its fast speed and high precision. YOLO is a target recognition and location algorithm based on the deep convolution neural network, and its most obvious advantage is its fast detection speed, which is especially suitable for the real-time detection system, which is the fundamental reason why YOLOv3 network is selected in this paper.

Convolution neural network extracts features by convolution operation on local "receptive field" [27], and it is mainly used in image processing-related problems.
CNN is a kind of feedforward neural network with deep structure. Firstly, the image is input at the input layer and then calculated by the convolution layer, pooling layer, and nonlinear activation function, and the semantic information of high-level abstraction is gradually extracted from the image. This is the “feedforward operation” of the convolutional neural network. Finally, for the fully connected layer, all the features extracted from the previous network are connected for prediction, and the difference between the detected value and the true labeled value of the network is calculated. The loss is propagated back to the first convolution layer from the fully connected layer by the gradient descent method, so that all the parameters of the network are updated, and the whole network model converges after several rounds of training. The shallow features extracted by convolution network are shown in Figure 1.

3.2. Feature Fusion. Fusion of convolution features of different scales is an important means to improve the performance of target detection. The low-level features have higher resolution and contain more position and detail information, but because there are few convolution layers, they have less semantic information and more noise. High-level features have stronger semantic information, but their resolution is very small, and their ability to perceive details is poor. How to fuse them efficiently? This section introduces the feature fusion methods of upsampling, deconvolution, and scale transformation in detail.

3.2.1. Upsampling. The upsampling method is to directly interpolate the original feature map [28] to enlarge the feature map, and interpolation is the most common and practical method. On the basis of the original feature map, interpolation algorithm is used to insert new pixel values between the original pixel positions, thus enlarging the scale of the feature map smoothly.

Bilinear Interpolation is an interpolation method for two-dimensional features, which is an extension of linear interpolation algorithm and is widely used in the field of image processing. The purpose of bilinear interpolation method is to calculate the position element value by using the existing values of the target point in two vertical directions in the original feature map, and its main purpose is to jointly determine a linear interpolation in two directions. Schematic diagram of bilinear interpolation is shown in Figure 2.

In Figure 2, the data points with known values are marked in red and represented by the letter Q; mark the data points to be interpolated as green and use the letter P to represent them; mark the data points in the middle transition in blue, which is indicated by the letter R. The values of \( R_1 \) and \( R_2 \) can be obtained by formulas (1) and (2), respectively.

\[
\begin{align*}
\begin{aligned}
f (R_1) &= \frac{x_2 - x}{x_2 - x_1} f (Q_{11}) + \frac{x - x_1}{x_2 - x_1} f (Q_{21}), \\
f (R_2) &= \frac{x_2 - x}{x_2 - x_1} f (Q_{12}) + \frac{x - x_1}{x_2 - x_1} f (Q_{22}).
\end{aligned}
\end{align*}
\]

The value of the target point \( P \) is inserted by linear interpolation in the \( y \) direction.

\[
f (P) = \frac{y_2 - y}{y_2 - y_1} f (R_1) + \frac{y - y_1}{y_2 - y_1} f (R_2).
\]

Bilinear interpolation method uses four points in two vertical directions in the original image to calculate the target pixel value for interpolation.

3.2.2. Deconvolution. The formula for calculating a single deconvolution layer is as follows:

\[
\sum_{k=1}^{K_1} \sum_{c=1}^{K_2} z^i_k \otimes f_{k,c} = y^i_c
\]

In this layer, an image \( y^i \) composed of feature images \( y^1, \ldots, y^{K_0} \) of \( K_0 \) color channels is used as input. Each channel \( c \) of the image can be expressed as the linear sum of \( K_1 \) potential feature maps and convolution kernel. The deconvolution layer makes the potential feature graph \( z^i_k \) sparse by introducing regularization terms. The total loss function of is composed as follows:

\[
C_i(y^i) = \frac{\lambda}{2} \sum_{r=1}^{K_1} \sum_{k=1}^{K_2} \| z^i_k \|_2^2 + \sum_{k=1}^{K_2} \| z^i_k \|_p^p,
\]

where \( p \) is sparse norm and \( \lambda \) is constant.

The implementation process of deconvolution is shown in Figure 3.

3.2.3. Scale Conversion. Scale problem is the core problem of target detection. In order to obtain feature maps with different resolutions with strong semantic information, we use the scale conversion method of feature map instead of the upsampling method in the original YOLOv3 network. Scale conversion is very efficient and can be directly embedded into dense blocks of Darknet. Assuming that the size of the input tensor of scale conversion is \( H \times W \times (C \cdot r^2) \), where \( H \) and \( W \) are the length and width of the feature graph, \( C \cdot r^2 \) is the number of channels of the input feature graph, and \( r \) is the upsampling factor, this paper sets \( r = 2 \). Scale enlargement of feature map is shown in Figure 4.

It can be seen that reducing and enlarging the width and height of the transport layer is achieved by increasing and decreasing the number of channels, and the scale conversion module is an operation of periodic rearrangement of elements.

\[
I^\text{SR}_{x,y,c} = I^\text{LR}_{x/r,y/r, \text{mod}(y,r)+\text{mod}(x,r)+cr^2}.
\]
where \( f_{SR} \) is a high-resolution feature map and \( I_{LR} \) is a low-resolution feature map. Scale transformation and use deconvolution layer must fill in zeros in the amplification step before convolution operation, without extra parameters and calculation overhead.

3.3. YOLOv3 Network Based on Feature Transformation, Migration, and Fusion. YOLO took the lead in innovatively combining the tasks of candidate selection stage and target recognition stage into one, and only one feature extraction can detect how many target objects and their positions [29]. Each grid in YOLO predicts two Bounding Box (BBox) in target detection. In YOLO’s network structure, the task of extracting candidate regions is removed, and only the task of suggestion box loss regression exists. Therefore, the network structure is very simple, with only convolution and pooling operations, and finally, it is predicted by two fully connected layers, as shown in Figure 5.
It can be seen from Figure 5 that the first 24 convolution layers of the network are the backbone network for extracting image features, and finally, the extracted features are predicted through two fully connected layers. All-connection layer requires input, which is characterized by fixed dimensions. Each grid is predefined with 30-dimensional vector information corresponding to two suggestion boxes, as shown in Figure 6, which includes the positions of two BBox, the confidence of two BBox, and the classification probabilities of 20 objects.

During target detection, the specific category confidence score of each BBox is as follows:

$$P_{BBox} = P_r(\text{Class}) \times IOU_{\text{truth}}^{\text{pred}}$$

where $P_r(\text{Class})$ is the probability of target occurrence and $IOU_{\text{truth}}^{\text{pred}}$ is the intersection over union (IOU) value of prediction frame and real frame.

In order to solve the gradient divergence problem caused by deepening the network model, YOLO3 borrowed the method of residual network and added the method of shortcut connections between some layers. The residual component of the specific direct connection method is shown in Figure 7 by directly transmitting the input $x$ to the output, the output result is $f(x) + x$, and when $f(x) = 0$, then $H(x) = x$, the residual result approaches 0, and the training
According to the above feature scale conversion operation, the scale size of the feature map is converted without destroying the original data of the feature. By using this feature scale transformation method, feature maps are reduced, migrated, and fused in the backbone network, and features are reused, so as to improve the expressive ability of features extracted by convolutional neural networks. A network layer with the same scale of input and output features is called the same level feature, and the last level feature of each level is selected as the reference feature because it has the strongest abstract expression ability after many convolution calculations. As shown in Figure 8, based on these reference features, this paper first reduces the feature scale of low-level features, sets the downsampling factor \( r \) to 2, performs convolution dimension reduction operation through 64 \( 1 \times 1 \) convolution kernels, then extracts features through convolution operation of \( 3 \times 3 \) convolution kernels, then selects \( 1 \times 1 \) convolution kernels matching the number of fusion layers to perform convolution dimension enhancement operation, and finally adds them to the fusion layers as the input of the subsequent network to continue extracting features. On the basis of the original YOLOv3 backbone network Darknet-53, this scale reduction migration fusion method is added to the feature layers with reference feature scales of \( 128 \times 128, 64 \times 64, 32 \times 32, \) and \( 16 \times 16 \).

At the same time, according to the abovementioned feature scale conversion operation, the feature scale amplification migration fusion method is adopted in the feature layers with reference feature scales of \( 8 \times 8 \) and \( 16 \times 16 \) in the trunk network Darknet-53, instead of the interpolation upsampling method which destroys the original data and has a huge amount of computation in the original FPN network. The specific implementation of feature scale amplification migration fusion is shown in Figure 9. First, the advanced feature map is subjected to feature scale amplification operation, the upsampling factor \( r \) is set to 2, and 64 \( 1 \times 1 \) convolution kernels are used for convolution dimension reduction operation; then, features are extracted by convolution operation of \( 3 \times 3 \) convolution kernels, and then \( 1 \times 1 \) convolution kernels matched with the number of fusion layers are selected for convolution dimension enhancement operation and finally added with the fusion layers as prediction features.

4. Experimental Results and Analysis

4.1. Experimental Environment and Data Set. The related software and hardware platforms are as follows: Intel Core i7 processor, 2.93 GHz computer with 8G memory, Ubuntu 16.04 LTS operating system, NVIDIA GPU with 24G memory, CUDA8.0, OPENCV3.2.0, and Darknet as the deep learning framework. The data set is ICDAR2015 data set, but the format of the data set needs to be changed into a trainable format accordingly, that is, image2voc, voc2 label files can convert data files into trainable data sets. Configure the internal classification standard of the model as a kind of TEXT, train according to the training set of the existing data set, and save the final model.

4.2. Determine Loss Function. As the loss function is the “baton” of the whole network learning and plays a very important role in the quality of the network model, it is necessary to design and optimize the loss function before network training. Therefore, during model training, the sum loss of square error is adopted for the coordinates, height and width of BBox, and the cross entropy loss is adopted for the classification scoring of BBox. The joint loss of multiple parts is as follows:
\[ L = \sigma \sum_{i=1}^{N} \left[ (x_i - \hat{x}_i)^2 + (y_i - \hat{y}_i)^2 + \left( \sqrt{\hat{w}_i} - \sqrt{\hat{w}_i} \right)^2 + \left( \sqrt{\hat{h}_i} - \sqrt{\hat{h}_i} \right)^2 \right] \]

\[ + \lambda \sum_{i=1}^{N} \sum_{c \in C} -\hat{p}_i(c) \log(p_i(c)), \]  

(8)

where \( N \) is the number of times when the IOU value of prior frame and real frame is greater than the threshold; \((x_i, y_i)\), \(\hat{w}_i\) and \(\hat{h}_i\) are the center point coordinates, width and height of the \( i \)-th prediction frame; \((\hat{x}_i, \hat{y}_i)\); \(\hat{w}_i\) and \(\hat{h}_i\) are the center point coordinates, width and height of the real frame matched with the \( i \)-th prediction frame; \( p_i(c) \) indicates the confidence score that the \( i \)-th prior frame belongs to category \( c \); \(\hat{p}_i(c)\) indicates the confidence score that the \( i \)-th prior frame matches the real frame belongs to category \( c \); and \( \sigma \) and \( \lambda \) are the loss weights of BBox location and classification, respectively.

4.3. Set Network Parameters and Train. The training round of the proposed network on ICDAR2015 data set is set to 135. In the whole training process, the number of images in each batch is 64, the weight attenuation is 0.0005, and the momentum is 0.9. All additional network layer parameters are initialized with Xavier 8. The setting of learning rate is as follows: because the model tends to converge and be stable in the training and learning process, if the learning rate is kept high, the model will usually diverge due to unstable gradient. Therefore, the learning rate of the first 75 training rounds is set to \(10^{-4}\), the learning rate of the middle 30 training rounds is set to \(10^{-3}\), and the learning rate of the last 30 training rounds is set to \(10^{-4}\). After the network design is completed and the network parameters are set, the random gradient descent algorithm (SGD) is used to update the network parameters under the guidance of the loss function.

4.4. Result Analysis. In natural scenes, the text detection effect of traditional YOLOv3 network is not good, which may be due to the error in prediction when predicting the text pixels. In contrast, this text can be partially recognized in the improved YOLOv3 network, which improves the recall rate of locating targets. Text detection examples of traditional YOLOv3 network and improved YOLOv3 network are shown in Figures 10 and 11, respectively.

According to the effect comparison between Figures 10 and 11, the detection effect of the improved YOLOv3 network characters is better. Comparing the accuracy and detection speed of the proposed improved YOLOv3 network with the traditional YOLOv3 network, the results are shown in Table 1.

It can be seen from Table 1 that the MAP (mean average precision) of the proposed improved YOLOv3 network is increased by 9.5%, while the single frame detection time on a Tian X GPU is only increased to 27 ms from the original 22 ms. This shows that this chapter improves the algorithm of...
Figure 10: Text detection example of the traditional YOLOv3 network. (a) Subway advertisement. (b) Notice board. (c) Wall sign. (d) Signboard.

Figure 11: Text detection example of the improved YOLOv3 network. (a) Subway advertisement. (b) Notice board. (c) Wall sign. (d) Signboard.

Table 1: Comparison of precision and detection speed

| Network structure     | mAP  | Time (ms) |
|-----------------------|------|-----------|
| YOLOv3                | 67.2 | 22        |
| Improved YOLOv3       | 73.6 | 27        |
YOLOv3 network and does not bring too many parameters to slow down the detection speed of the model when constructing the backbone network of feature scale reduction migration fusion and FPN of feature scale enlargement migration fusion, thus improving the detection accuracy of the algorithm without affecting the excellent real-time detection performance of the original YOLOv3.

In addition, using AP (average precision) and PR (precision recall) as evaluation indexes, the performance of the improved YOLOv3 network is compared with that of the traditional YOLOv3 network, SSD512, and faster-RCNN. The PR curve and AP curve of each model on ICDAR2015 data set are shown in Figures 12 and 13, respectively.

5. Conclusions

In this paper, through the introduction of feature scale transformation method, a feature fusion method of feature scale enlargement migration fusion and feature scale reduction migration fusion is proposed. The original YOLOv3 network is modified by adopting the backbone network of feature scale reduction migration fusion to extract features and the FPN prediction of feature scale enlargement migration fusion. Compared with traditional YOLOv3, the improved YOLOv3 network through multiscale feature transformation, migration, and fusion provides more robust feature expression for the two tasks of object detection, frame regression, and category recognition. From the experimental results, it can be seen that the proposed method can effectively avoid the phenomenon of missing detection and wrong detection caused by occlusion or small target and obviously improve the detection accuracy of English text in natural scenes in videos.
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