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In a port-hinterland service network (PHSN), the occurrence of delays or disruption risks in the ports could impose serious impacts on carriers, nodes in hinterlands, or even the entire port-hinterland service network. To study how such risks are generated, propagated, and effectively controlled in the port-hinterland service network, this paper builds a model for the chained propagation of network risks that is consistent with the characteristics of the port-hinterland service network after analysing the risk factors and the risk-generating path by using the fuzzy analytic hierarchy process (FAHP) framework. On the premise of model stability analysis, the paper analyses the elasticity of carriers and ports to the infected proportion of nodes in the hinterland, infection rate, and recovery rate in order to obtain the optimal control strategy and control coefficient, and the paper finally validates the model through a simulation analysis under a real case. The research shows that external factors causing delay or disruption risk are more important than internal factors, while the occurrence probability of external factors is lower than that of internal factors. There are four equilibrium points in this system. When the equilibrium conditions are met, the infected proportion of carriers and ports gradually approaches zero or narrows to a fixed ratio, and there is only one no-epidemic point. In the equilibrium conditions, when the infected proportion of inland ports is greater than a certain threshold, the infected proportion of carriers and ports decreases with an increase in the infected proportion of inland ports. Moreover, it is determined that increasing the recovery rate is the most effective and direct control measure. The results of this study provide new insights for the risk control of port-hinterland service network managers and participants.

1. Introduction

Maritime transportation plays a significant role in international trade. Approximately, 80% of the international trade volume and 55%–67% of the international trade value are completed through maritime transportation [1]. In recent years, the advocacy of low carbon emissions and low transportation costs has highlighted the great advantages of nodes in the hinterland, such as distribution centres, logistics parks, and dry ports. With this background, port-hinterland service networks (PHSNs), with ports at the core and nodes in the hinterland and carriers as the supplement, have gradually taken shape. Currently, approximately 90% of the trade of goods is completed through such service networks [2]. However, the complex service process, changeable environment, and diverse participants all have negative impacts on the stability and efficiency of the port-hinterland service network and nodes. Some self-evident cases include the Japan Earthquake and Tsunami of 2011, the strike on the U.S. West Coast in 2012, and the Tianjin Port explosion in 2015 [3, 4]. When the service node is at risk, the functions of the port-hinterland service network will be affected. Nodes in PHSNs with a damaged function can lead to a delay or disruption risk of itself or even the entire service network,
and such an impact might spread and involve other participants in the upstream and downstream service sectors, leading to immeasurable economic losses. Therefore, understanding how the risk spreads in the port-hinterland service network based on the key factor analysis for delay or disruption risk and how to control it are valuable lessons for relevant participants and managers.

During cargo transportation, risks exist in different links of the chain in various forms. Although scholars have put different emphases in research and hold different opinions, the risks can generally be categorized as natural disasters, fires, terrorist attacks, strikes, human errors, technical faults, and financial risks [5–8]. However, current studies lack a ranking of these factors. After evaluation, most scholars have reached the consensus that natural disasters and strikes are the two risk categories that could seriously affect cargo transportation services [9–11]. Hazard recognition and risk assessment serve as useful references for managers in risk recognition and precautions. To provide effective risk response strategies and improve the stability of the port-hinterland service network, the design of a port-hinterland service network based on the risks, contract design among the participants, and risk investment are also research emphases [12–14]. Therefore, research on the port-hinterland service network risk has mainly been the risk factor recognition, risk assessment, and network design and optimization, while research on how the risk spreads in the network, the influence on the upstream and downstream carriers, and what effective measures can be adopted is very limited. A port-hinterland service network is a supply chain network that in essence offers logistics services [15]. Therefore, research on risk propagation in the supply chain sector provides a reference for this paper [16–18]. However, the current research only explores how risks spread in certain links in the supply chain and does not take their forms or the spreading time into consideration. In addition, there is no further discussion on optimized control strategies.

In light of this, this paper focuses on a port-hinterland service network consisting of the port, the nodes in the hinterland, and the carrier and aims to establish a model of chained risk propagation based on the classic susceptible-infected-removed (SIR) model after analysing the delay or disruption risk factors and generating path. It also analyses the propagation and stability of risks among the three types of participants and throughout the entire port-hinterland service network from a dynamic perspective. Taking the equilibrium point of risk propagation as the optimized object, this paper provides an optimal control strategy and obtains the optimal control coefficient by analysing the elasticity of the equilibrium point to propagation incidence and the recovery rate. Finally, we validate this model by using real data. The scope of this study is illustrated in Figure 1. The research results are of reference value and can serve as a reliable guide for the risk management of a port-hinterland service network.

The remainder of this paper is organized as follows. Section 2 briefly reviews the related literature. Risk factors and the path are analysed in Section 3. In Section 4, we propose a chained risk propagation model for a port-hinterland service network. Mathematical analyses of this model are also provided. To investigate the best control method of this model, elasticity analyses for different parameters are laid out in Section 5. In Section 6, we propose a method to determine the best coefficient of risk control under constrained resources. A numerical simulation based on real data validates this model in Section 7. Finally, conclusions are presented in Section 8.

2. Literature Review

The literature referred to in this paper is mainly based on three perspectives, namely, studies on the risk factors for a port-hinterland service network, optimization control of port-hinterland service network risks, and research on supply chain risk propagation.

2.1. Risk Factor Analysis. The analysis of risks in port-hinterland service networks has been a research focus for scholars in recent years. Through actual case analyses and investigations from multiple perspectives, many researchers have discovered some factors that may lead to risks in port-hinterland service networks, such as ports, transportation, and logistics. They also performed a detailed analysis of the relationship between the risk factors and their importance via new methods. Wan adopted the fuzzy Bayesian method to assess the risk factors in a maritime transportation supply chain network and concluded that dangerous cargo, oil price fluctuations, fierce competition, and the market environment are significant risk factors [19]. Rahman found factors that may lead to delayed bulk cargo transportation from four perspectives, including the port, carrier, and owner of goods, and noted that accurate weather forecasting and tide predictions can reduce the probability of delay [20]. Loh recognized and analysed the interruption risk factors in port service supply chain networks through questionnaires and the fuzzy comprehensive assessment method. The conclusion was that some key factors that cause transportation service interruption include port or hinterland congestion, insufficient equipment and facilities, broken port infrastructure, and lower port loading and unloading capabilities [21]. Cho Lee adopted resource-based view (RBV) and structural equation modelling (SEM) methods to analyse the relevant cases and data and concluded that infrastructure and operating capabilities are two key factors for decreasing maritime transportation risks while increasing the transportation volume [22]. Fartaj developed integrated best-worst (BWM) and rough strength-relation (RSR) analysis methods and analysed the interruption factors in a port-hinterland service network to study their relationship [23]. The system dynamics is applied by Kweisi in both the analysis of the relationship between the risk factors in the port and the maritime transportation logistics network, as well as in the study of the response of risk prevention on the basis of different scenarios [24]. Lam determined that natural disasters and strikes are two vital factors causing port service interruptions through the analysis of port service
interruption data in Asia from 1900. Another finding is that natural disasters tend to cause greater losses. He also developed prevention and response strategies targeted at different situations [25].

2.2. Risk Optimization Control. The risk control of port-hinterland service networks is another research emphasis for scholars. They have conducted research on how to improve the elasticity and stability of port-hinterland service networks from the perspectives of network model design, risk investment strategy, game theory, and portfolio approaches. Gonzalez concluded that a hinterland or inland port can greatly improve the stability of the port-hinterland service network after analyzing the Swedish port conflict between 2016 and 2017 [26]. Asadabadi proposed an optimized model based on random planning, bilevel programming, and game model theory for addressing the uncertainties in the transportation time and trade volume with ports in maritime transportation [27]. Hosseini shifted the research emphasis from risk protection and prevention to risk. He constructed a risk model in the Bayesian network by taking risk absorption, risk adaption, and recovery capability into consideration and applied the model in a multimodal port-hinterland service network [28]. Torabi took the business continuity and capabilities of port suppliers and contracts with backup suppliers into consideration. A two-phase random planning model was proposed to address supplier selection and assignment, to respond to operation and disruption risks in the supply chain and to improve the elasticity of the port supply chain network [29]. Liu Gong conducted research on investment strategies for risk prevention in four situations against the background of port competition. As proven by the results, cooperation between two ports could increase investments in risk prevention compared with their complementary relationship [4]. Xiao developed an integrated risk prevention investment model based on the risk incidence and return on investment with landlord ports as the research subject. The results showed a positive correlation between investment time and risk incidence [30]. Goldbeck put forward a multiphase random planning model. To improve the elasticity of the logistics network response to risks, he optimized ex-ante investment decision-making and post resource allocation in the logistics supply chain [31]. Portfolio approaches are another important perspective in risk control and mitigation. T. Sawik, as a representative scholar, has made great efforts in this research field. In 2017, a computationally efficient portfolio approach to supplier selection combining decisions made before, during, and after the disruption was proposed [32], and then a risk-neutral or risk-averse supply portfolio approach was developed from the dynamic perspective in the same year [33]. In 2019, an innovative portfolio approach and stochastic MIP formulations with an embedded network flow problem were developed for the selection of primary and recovery suppliers and assembly plants in the presence of supply chain disruption risks [34]. The next year, a two-period decision-making model was developed for the selection of resilient supply portfolios in a multilayer supply chain under disruption risks [35]. The above studies provide many references for delay or disruption risk mitigation and control.

2.3. Risk Propagation. Determining the risk propagation mechanism in the supply chain network and its factors has great significance in choosing effective precautionary measures. The supply chain network structure, network features, and risk propagation are prominent research topics. Huo proposed a propagation model of supply chain risks on the basis of herd effects and risk preference when risks occur. The research results showed that the spreading threshold is closely related to the network structure, public psychology, and risk preference [36]. Li explored the network structure in maintaining supply chain network elasticity from the perspective of related features of the complex network [37]. Zhang developed a risk cascade propagation model to explore how risks could propagate in two
independent networks [38]. Tang then constructed a risk propagation model with the equipment supply chain network as the research subject. Additionally, he conducted a numerical analysis of the risk propagation phenomenon and robustness under different risk scenarios [39]. The epidemic model is favoured by many scholars in the research of supply chain network risk propagation. Liu developed an awareness-awareness-unawareness and susceptible-infectedsusceptible (UAU-SIS) model in the agent heterogeneity of the network and explored how agents affect each other as well as the impact risk propagation in the network [40]. It turned out that the extent of cooperation will increase the incidence of risk propagation and reduce the threshold of risk propagation. The increased intensity of local risk propagation will raise the incidence of risk propagation. Yang Kang incorporated the susceptible-infected-recovered (SIR) model into supply chain risk propagation research. He took an example of "small-world" networks and performed a simulation analysis of the model from the entire supply chain network perspective. The research results showed that the improved risk response capability will better control the spread of risks in the supply chain network [41]. Zhao Meng built a break-out-susceptible-recovery-risk propagation (BSR-RP) model of supply chain network risk propagation to determine the risk propagation patterns and factors in the supply chain. As demonstrated by the research, the larger the influence a company has, the wider and quicker the risks will propagate in the supply chain network [42]. In addition to risk propagation research in the supply chain network by using modelling and simulation methodologies, many scholars have obtained supply chain network risk propagation mechanisms based on actual cases and put forward targeted response strategies [43, 44].

2.4. Research Gaps. Although showing some good insights, the aforementioned studies, when applied to port-hinterland service network risk propagation and control, still reveal the following specific research gaps:

(a) Previous research on risk factor analysis is concentrated on the domains of marine, transportation, logistics enterprises, ports, shipping, etc., lacking a focus on port-hinterland service networks comprising ports, carriers, and nodes in the hinterland. In addition, most of the existing studies only categorized the risk factors without weight and rank, so it is confusing for readers to understand the importance of the risk factors and the emergence of a delay or disruption risk.

(b) The current research on delay or disruption risk focused on the static risk in one agent participating in the PHSN, while the risk was always in a dynamic state. It also ignored the risk propagation from the perspective of the PHSN system. Regarding risk control, studies have mainly used programming methods to design risk-averse networks, lacking control analysis from systemic and dynamic perspectives.

To fill the research gaps, this paper integrates a risk factor analysis with risk propagation and risk control to address the above issues. We first collect all the factors causing delay or disruption risk in PHSNs and then screen and rank them by the FAHP framework. We next aim to construct a model for chained risk propagation in line with the characteristics of the port-hinterland service network and to conduct research on the risk propagation process and optimized control strategies from systemic and dynamic perspectives.

3. Risk Factor Identification and Analysis in PHSN

Risk existing in port-hinterland service networks comes in different forms, such as damage quality risk, time risk, and financial risk. In our study, we mainly focus on the delay or disruption risk of time. Like most of the risk management literature, we assume that events are the decisive factors that determine risk [45], so the factor identification of delay or disruption risk is considered important in risk management. Although many scholars have studied the risk factors in port-hinterland service networks from many aspects, related studies still lack an importance or ranking analysis in these risk factors, so in this section, we use the fuzzy analytic hierarchy process (FAHP) framework to assess and rank the factors causing a delay or disruption risk in port-hinterland service networks by referencing previous research [46] to enhance understanding of the risk occurrence process.

3.1. Fuzzy AHP (FAHP) Methodology. In this study, the extent FAHP is utilized, which was originally introduced by (Chang, 1996) [47]. Let \( X = \{x_1, x_2, x_3, \ldots, x_n\} \) an object set, and \( G = \{g_1, g_2, g_3, \ldots, g_m\} \) be a goal set. According to the method of Chang’s extent analysis, each object is taken as a goal and extent analysis for each goal performed respectively. Therefore, \( m \) extent analysis values for each object can be obtained, with the following signs:

\[
M_{gi}^1, M_{gi}^2, \ldots, M_{gi}^m, i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, m, \quad i = 1, 2, \ldots, n\]

are all TFNS. The steps of Chang’s extent analysis can be given as in the following:

Step 1: the value of fuzzy synthetic extent with respect to the \( i \)th object is defined as

\[
S_i = \sum_{j=1}^{m} M_{gi}^j \otimes \left( \sum_{j=1}^{m} M_{gi}^j \right)^{-1}, \quad (1)
\]

and to obtain \( \sum_{j=1}^{m} M_{gi}^j \), the fuzzy addition operation of \( m \) extent analysis values for a particular matrix is performed such as

\[
\sum_{j=1}^{m} M_{gi}^j = \left( \sum_{j=1}^{m} l_j, \sum_{j=1}^{m} m_j, \sum_{j=1}^{m} u_j \right). \quad (2)
\]

And to obtain, the fuzzy addition operation of \( M_{gi}^j \) values is performed such as
3.2. Determination of Specific Factor Weights. Factors that cause delay or disruption risk in port-hinterland service networks have been collated from previous studies [19, 48, 49] and responses from industry experts. The lists of categories and factors are shown in Table 1. The identified factors have been grouped into three hierarchies, where each hierarchy consists of different kinds of factors, which are explained in detail below. The final list contains thirty-five factors that are spread across the eight categories (see Table 1). In reality, triangular fuzzy numbers (TFNs) are frequently used, as given in Table 2.

After calculation following the above-discussed FAHP steps, the weights of the factors and subfactors are determined. The results of the analysis using the AHP technique under fuzzy conditions are shown in Table 3. The results consist of the rank of the categories, the rank of the factors within each category, and global ranks of all factors across all the categories. The abbreviations FC, RW, GW, RR, and GR indicate the factor, the relative weights, global weights, relative rank, and global rank, respectively, as shown in Table 3.

Table 3 indicates that external factors (E) are more important than internal factors (I) because external factors are not always under control and occur suddenly. Within the external factors, natural factors are key to causing delays or disruption risks. The second important category is political, and the next most important category is the market. Internal factors are also important aspects of delay or disruption risk, which comprise the descending importance rank factor, namely, human, infrastructure, process, management, and information. The rank and weight of each subfactor in hierarchy three are also illustrated in this table. From a global perspective, terrorism (E21), earthquake (E12), political unrest (E23), infectious diseases (E14), and fire (E13) are the top five factors. By analysing the weight and rank carefully, the path from risk factors to delay or disruption risk is noticeable, as illustrated in Figure 3.

4. The Risk Propagation Model

4.1. Problem Description. The port-hinterland service network comprises nodes in the hinterlands, carriers, and ports. Exported goods will be carried to the port by carriers from nodes in the hinterlands. In this service process, a delay or disruption of the inland transport service. In the port-hinterland service network, the methods of delay or disruption risk propagation can be categorized into chain type, radiation type, and concentration type. The research subject of this paper is risk propagation in the chain type. Chained risk propagation in the port-hinterland service network refers to the following: when delay or disruption risk occurs in the port, their negative impacts will involve a
carrier downstream and then the nodes in the hinterland, as shown in Figures 4 and 5. The research, based on the classic susceptible-infected-removed (SIR) model [50, 51], categorizes the nodes in the hinterland, carrier, and port into the susceptible class \( S(t) \), spread class \( I(t) \), and immune class \( R(t) \), as shown in Figure 5. IA, RA, SB, IB, RB, SC, I(t)IC, and RC represent the susceptible class \( S(t) \), spread class \( I(t) \), and immune class of the hinterland, carrier, and port, respectively. \( \beta_3 \) refers to the risk propagation incidence between the hinterland and the carrier; \( \beta_1 \) denotes the risk propagation incidence between the carrier and the port; \( \alpha_3 \) stands for the recovery rate of the carrier; and \( \alpha_2 \) means the recovery rate of the port.

Since the number of carriers, nodes in the hinterlands, and ports are limited by the market capacity, it is similar to biological population growth under a certain food and space, so we assume that the number of each kind of agent follows a logistic function that is introduced to mark the changes in the quantity. This function is widely used in the simulation domain [52]:

\[
S(t) = \frac{KS_0e^{rt}}{K + S_0(e^{rt} - 1)}.
\]  

In the equation, \( S_0 \) represents the initial quantity, \( r \) is the growth rate, and \( K \) is the market capacity, namely,
\[ \lim_{t \to \infty} S(t) = K. \] Suppose the market capacities of the carrier and the port are \( K_1 \) and \( K_2 \), respectively; then, their growth rates are \( r_1 \) and \( r_2 \), respectively.

### 4.2. Model Building and Solving

From dynamic and systemic perspectives, port-hinterland service networks can be considered dynamic complex systems. The SIR model, a

---

**Table 3: Final ranking for specific risk factors.**

| FC  | RW | RR | FC  | RW | RR | GW | GR |
|-----|----|----|-----|----|----|----|----|
| E1  | 0.3888 | 1 | 0.2173 | 1 |
| E2  | 0.3679 | 2 | 0.2056 | 2 |
| E3  | 0.2433 | 3 | 0.1360 | 3 |
| F1  | 0.3010 | 1 | 0.1328 | 4 |
| F2  | 0.2169 | 3 | 0.0957 | 6 |
| F3  | 0.2767 | 2 | 0.1221 | 5 |
| F4  | 0.1480 | 4 | 0.0653 | 7 |
| F5  | 0.0573 | 5 | 0.0253 | 8 |

---

![Figure 3: The delay or disruption risk path in PHSN.](image)

![Figure 4: Chained risk propagation diagram.](image)
The nonlinear dynamic system model for risk propagation in the port-hinterland service network is built:

\[
D_B = \begin{cases} 
\frac{dS_B}{dt} &= r_1 S_B \left( 1 - \frac{S_B}{K_1} \right) - \beta_2 I_A S_B, \\
\frac{dI_B}{dt} &= \beta_2 I_A S_B - \alpha_2 I_B, \\
\frac{dR_B}{dt} &= \alpha_2 I_B, 
\end{cases} \\
D_C = \begin{cases} 
\frac{dS_C}{dt} &= r_2 S_C \left( 1 - \frac{S_C}{K_2} \right) - \beta_3 I_B S_C, \\
\frac{dI_C}{dt} &= \beta_3 I_B S_C - \alpha_3 I_C, \\
\frac{dR_C}{dt} &= \alpha_3 I_C. 
\end{cases}
\] (10)

To explore the nature of this dynamic system, the equilibrium point is first calculated based on the ordinary differential equation (ODE) theory. Letting the right side of each differential equation (2) be equal to zero, we can obtain the following equation:

\[
\begin{cases} 
\frac{r_1 S_B}{K_1} - \beta_2 I_A S_B &= 0, \\
\beta_2 I_A S_B - \alpha_2 I_B &= 0, \\
\frac{r_2 S_C}{K_2} - \beta_3 I_B S_C &= 0, \\
\beta_3 I_B S_C - \alpha_3 I_C &= 0. 
\end{cases}
\] (11)

Considering in reality, \(S_B > 0, I_B > 0, S_C \geq 0, \) and \(I_C \geq 0,\) we can obtain four equilibrium points within the positive feasible domain: \(Z_1 = (0, 0, 0, 0)Z_2 = (0, 0, k_2, 0), \) \(Z_3 = (k_1 (-\beta_2 I_A + r_1)/r_1, \beta_2 I_A k_1 (-\beta_2 I_A + r_1)/\alpha_2 r_1, 0, 0) \) \(Z_4 = (S_B, I_B, S_C, I_C),\) where

\[
S_B^* = \frac{k_1 (-\beta_2 I_A + r_1)}{r_1}, I_B^* = \frac{\beta_2 I_A k_1 (-\beta_2 I_A + r_1)}{\alpha_2 r_1},\] (13)

\[
S_C^* = \frac{k_2 (\alpha_3 r_1 r_2 + \beta_3 I_A k_1 (-\beta_2 I_A + r_1))}{\alpha_2 r_1 r_2},\] (14)
4.3. Steady-State Analysis. There are four equilibrium points in the process of risk propagation in the port-hinterland service network. The state of those four equilibrium points in this dynamic system determines the final state of the risk propagation in the port-hinterland service network. If one equilibrium point is steady, it indicates that when the port-hinterland service network meets the steady conditions of that equilibrium, the risk will not diffuse in the PHSN, and the proportion of participants with risk will no longer increase, meaning that the risk is under control. Here, we determine and analyse the equilibrium points and their stability, and dynamic system (2) is as follows:

\[
\begin{aligned}
\begin{cases}
    r_1S_B\left(1 - \frac{S_B}{K_1}\right) - \beta_2I_AS_B = M(S_B, I_B, S_C, I_C), \\
    \beta_2I_AS_B - \alpha_2I_B = N(S_B, I_B, S_C, I_C), \\
    r_2S_C\left(1 - \frac{S_C}{K_2}\right) - \beta_3I_BS_C = P(S_B, I_B, S_C, I_C), \\
    \beta_3I_BS_C - \alpha_3I_C = Q(S_B, I_B, S_C, I_C).
\end{cases}
\end{aligned}
\]

The Jacobi matrix of system (4) is as follows:

\[
J = \begin{bmatrix}
-\beta_2I_A + r_1\left(1 - \frac{S_B}{K_1}\right) - \frac{r_1S_B}{K_1} & 0 & 0 \\
\beta_2I_A & -\alpha_2 & 0 \\
0 & -\beta_3S_C - \beta_3I_B + r_2\left(1 - \frac{S_C}{K_2}\right) - \frac{r_2S_C}{K_2} & 0 \\
0 & \beta_3S_C & -\beta_3I_B - \alpha_3
\end{bmatrix}.
\]

(1) Associate the equilibrium point \(Z_1\) with Jacobi matrix \(J\) and its characteristic matrix:

\[
|\lambda E - J| = \begin{vmatrix}
\lambda - r_1 - \beta_2I_A & 0 & 0 & 0 \\
\beta_2I_A & \lambda + \alpha_2 & 0 & 0 \\
0 & 0 & \lambda - r_2 & 0 \\
0 & 0 & 0 & \lambda + \alpha_3
\end{vmatrix} = (\lambda - r_1 - \beta_2I_A) \cdot (\lambda + \alpha_2) \cdot (\lambda - r_2) \cdot (\lambda + \alpha_3).
\]

Let \(|\lambda E - J| = 0\), and we can obtain four eigenvalues of Jacobi matrix \(J\) at equilibrium point \(Z_1\), respectively:

\[
\lambda_1 = -\alpha_2, \lambda_2 = -\alpha_3, \lambda_3 = r_2, \lambda_4 = r_1 - \beta_2I_A.
\]

Since \(r_2 > 0\), the equilibrium point \(Z_1\) is the unstable point.

(2) Associate the equilibrium point \(Z_2\) with Jacobi matrix \(J\) and its characteristic matrix\(|\lambda E - J|\):

\[
(\lambda - r_1 + \beta_2I_A) \cdot (\lambda + \alpha_2) \cdot (\lambda + r_2) \cdot (\lambda + \alpha_3).
\]

By making \(|\lambda E - J| = 0\), we can obtain four eigenvalues of the equilibrium point \(Z_2\), respectively:

\[
\lambda_1 = -\alpha_2, \lambda_2 = -\alpha_3, \lambda_3 = -r_2, \lambda_4 = r_1 - \beta_2I_A.
\]

Let \(R_1 = r_1/\beta_2I_A\). When \(R_1 < 1\), the equilibrium point \(Z_2\) is a locally asymptotically stable point, and when \(R_1 > 1\), \(Z_2\) is an unstable point.

(3) Associate the equilibrium point \(Z_3\) with Jacobi matrix \(J\) and its characteristic matrix \(|\lambda E - J|\):

\[
(\lambda + r_1 - \beta_2I_A) \cdot (\lambda + \alpha_2)
\]

\[
\cdot \left(\lambda - \frac{r_2 - \frac{k_1\beta_3I_A}{r_1}(r_1 - \beta_2I_A)}{\alpha_2r_1}\right) \cdot (\lambda + \alpha_3).
\]

By making \(|\lambda E - J| = 0\), we can obtain four eigenvalues of the equilibrium point \(Z_3\), respectively. Let \(R_2 = \alpha_2r_1r_2/\beta_3\beta_2I_A\), \(\beta_2I_A\). When \(R_2 < 1\), the equilibrium point \(Z_3\) is a locally asymptotically stable point.

(4) Associate the equilibrium point \(Z_4\) with Jacobi matrix \(J\) and its characteristic matrix \(|\lambda E - J|\):

\[
(\lambda + r_1 - \beta_2I_A) \cdot (\lambda + \alpha_2)
\]

\[
\cdot \left(\lambda + \frac{\alpha_2r_1r_2 + \frac{\alpha_2r_1r_2}{\alpha_2r_1}(r_1 - \beta_2I_A)}{\alpha_2r_1}\right) \cdot (\lambda + \alpha_3).
\]

By making \(|\lambda E - J| = 0\), we can obtain four eigenvalues of the equilibrium point \(Z_4\), respectively. Since \(\alpha_2 > 0, \alpha_3 > 0, \alpha_3 > 0\),
and \((r_1 - \beta_2 I_A) > 0\), then \(\lambda_1 < 0, \lambda_2 < 0, \lambda_4 < 0\). Let \(R_1 = r_1/\beta_2 I_A\) and \(R_2 = \alpha_2 r_1 r_2/\beta_2 \beta_3 I_A k_3 (r_1 - \beta_2 I_A)\). When \(R_2 > 1\), the equilibrium point \(Z_4\) is a locally asymptotically stable point.

From the analysis above, we obtain the following results:

1. The equilibrium point \(Z_1\) is unstable. This indicates the risk accompanies with port-hinterland service network forever, when the participant’s conditions or external environment become unfavourable, the fluctuation of PHSN system will increase with the growth infection rate of the participants in PHSN.

2. When \(R_1 < 1\), the equilibrium point \(Z_2\) is the only locally asymptotically stable point. In other words, the infected proportion of the carrier and the node in hinterland will decline and finally equals zero at \(t \rightarrow + \infty\), which means the risk in PHSN will disappear along with the time.

3. When \(R_2 < 1\), the equilibrium point \(Z_3\) is the only locally asymptotically stable point. When the system is in a stable state, the infected proportion of the carrier will not become zero as time goes by. Instead, it reaches a fixed proportion \(\beta_2 I_A k_1 (r_1 - \beta_2 I_A)/\alpha_3 r_1\), and it indicates that risk hide in carriers with a fixed level and the risk will propagate again when its environment becomes unfavourable. The infected proportion of the node in hinterland is reduced gradually and finally equals zero. When the infected proportion of carriers becomes stable and other variables remain unchangeable, then the proportion can be calculated through a convex function \(f(I_A)\) on \(I_A\). \(I_A\) reaches the maximum when \(I_A = r_1/2\beta_2\). In other words, if the equilibrium point \(Z_3\) exists, when \(I_A < r_1/2\beta_2\), \(f(I_A)\) is monotonically increasing as \(I_A\) becomes higher. When \(I_A > r_1/2\beta_2\), \(f(I_A)\) value monotonically decreases as \(I_A\) becomes higher.

4. When \(R_2 > 1\), the equilibrium point \(Z_4\) is the only locally asymptotically stable point. When the system is in a stable state, the infection rate of the carrier will exist and converge to \(I^*_A\) and \(I^*_C\). When other variables remain unchangeable, then the proportion can be calculated through a convex function \(g(I_A)\) on \(I_A\). It reaches the maximum when \(I_A = r_1/2\beta_2\). In other words, if the equilibrium point \(Z_4\) exists, when \(I_A < r_1/2\beta_2\), \(g(I_A)\) is monotonically increasing as \(I_A\) becomes higher. When \(I_A > r_1/2\beta_2\), \(g(I_A)\) is monotonically decreasing as the value of \(I_A\) becomes higher and the changes in \(I^*_C\) are consistent with those of \(I^*_B\).

5. Optimal Risk Control Strategy Analysis

To control the number of infected companies in the port-hinterland service network and recover the port-hinterland service network ability, from the analysis of \(R_1 = r_1/\beta_2 I_A\), \(R_2 = \alpha_2 r_1 r_2/\beta_2 \beta_3 I_A k_3 (r_1 - \beta_2 I_A)\) a lower infection rate \(\beta_2\), \(\beta_3\), and \(I_A\) or a higher recovery rate \(\alpha_2\) and \(\alpha_3\) can effectively control the proportion of infected companies. However, we still do not know what measure is the most effective to reduce risks. To determine the optimal risk control strategy, this paper applies the elastic theory analysis method in an economics study by comparing the elasticity of equilibrium points on \(\beta_2\), \(\beta_3\), \(I_A\), \(\alpha_2\), and \(\alpha_3\). Since the equilibrium point \(Z_2\) is a no-epidemic stable point, this paper only analyses the elasticity of \(I_B\) and \(I_C\) to \(\beta_3\), \(\beta_2\), \(\alpha_2\), and \(\alpha_3\) when the equilibrium points \(Z_3\) and \(Z_4\) are in a stable state. The detailed analysis is as follows:

1. Elasticity analysis of the equilibrium point \(Z_3\)

The elasticity coefficients of \(I_B\) to \(I_A\) and \(\beta_2\) are, respectively,

\[
\tau_{I_A} = \frac{2\beta_2 I_A - r_1}{\beta_2 I_A - r_1}, \quad \tau_{\beta_2} = \frac{2\beta_2 I_A - r_1}{\beta_2 I_A - r_1}.
\]

Since \((-\beta_2 I_A + r_1) > 0\), when \(I_A > r_1/2\beta_2\), \(\tau_{\beta_2} > 0\). The elasticity coefficient of \(I_B\) to \(\alpha_2\) is \(\tau_{\alpha_2} = -1\). Comparing the elasticity coefficient of \(I_B\) to \(\beta_2\) and \(I_B\) to \(\alpha_2\), we can see \(\tau_{\beta_2} < \tau_{\alpha_2}\), namely, \(\tau_{\beta_2} < \tau_{\alpha_2}\). Similarly, we can prove \(\tau_{\beta_2} < \tau_{\alpha_2}\). Therefore, increasing the value of \(\alpha_2\) will gain better effects than controlling the values of \(\beta_2\) and \(I_A\).

2. Elasticity analysis of the equilibrium point \(Z_4\)

1. In this stable state, \(I_B = \beta_2 I_A k_1 (-\beta_2 I_A + r_1)/\alpha_2 r_1\), and its elasticity to \(I_A\), \(\beta_2\), and \(\alpha_2\) is consistent with the elasticity of \(I_B\) to \(I_A\), \(\beta_2\), and \(\alpha_2\) at the equilibrium point \(Z_3\).

2. The elasticity coefficient of \(I_C\) to \(I_A\) is

\[
\tau_{I_A} = \frac{(-2\beta_2 I_A + r_1) (\alpha_2 r_1 r_2 + 2\beta_2 \beta_3 I_A k_1 - 2\beta_2 \beta_3 I_A k_1 r_1)}{(-\beta_2 I_A + r_1) (\alpha_2 r_1 r_2 + 2\beta_2 \beta_3 I_A k_1 - 2\beta_2 \beta_3 I_A k_1 r_1)}
\]

3. When \(0 < I_A < r_1/2\beta_2\) or \(I_A > r_1/2\beta_2 + \sqrt{r_1 (-2\alpha_2 r_2 + \beta_2 k_3 r_1)}/\beta_2 \sqrt{\beta_2 k_3 r_1} > 0\). When \(r_1/2\beta_2 < I_A < r_1/2\beta_2 + \sqrt{r_1 (-2\alpha_2 r_2 + \beta_2 k_3 r_1)/\beta_2 \beta_2 k_3 r_1} < 0\).

The elasticity coefficient of \(I_C\) to \(\beta_3\) is

\[
\tau_{\beta_3} = \frac{\alpha_2 r_1 r_2 + 2\beta_2 \beta_3 I_A k_1 - 2\beta_2 \beta_3 I_A k_1 r_1}{\alpha_2 r_1 r_2 + 2\beta_2 \beta_3 I_A k_1 - 2\beta_2 \beta_3 I_A k_1 r_1}.
\]

When \(\beta_3 > 2\alpha_2 r_2 r_2/\beta_2 I_A k_1 (-\beta_2 I_A + r_1)\), \(\tau_{\beta_3} > 0\). The elasticity coefficient of \(I_C\) to \(I_A\) is \(\tau_{\alpha_3} = -1\). Comparing the elasticity coefficient of \(I_C\) to \(\beta_3\) and \(I_C\) and \(\alpha_3\), we can prove \(\tau_{\beta_3} < \tau_{\alpha_3}\). Since \((-\beta_2 I_A + r_1) < 0\), then \(\tau_{\beta_3} < \tau_{\alpha_3}\). Similarly, we can prove \(\tau_{\alpha_3} < \tau_{\alpha_3}\). Therefore, increasing the value of \(\alpha_3\) will gain better effects than the control of \(\beta_3\) and \(I_A\) at the equilibrium point \(Z_4\).

3. The elasticity coefficient of \(I_C\) to \(\beta_3\) is

\[
\tau_{\beta_3} = \frac{(-2\beta_2 I_A + r_1) (\alpha_2 r_1 r_2 + 2\beta_2 \beta_3 I_A k_1 - 2\beta_2 \beta_3 I_A k_1 r_1)}{(-\beta_2 I_A + r_1) (\alpha_2 r_1 r_2 + 2\beta_2 \beta_3 I_A k_1 - 2\beta_2 \beta_3 I_A k_1 r_1)}.
\]
When \( 0 < \beta_2 < r_1 / 2I_A \) or \( \beta_2 > r_1 / 2I_A + \sqrt{3r_1(-2\alpha_2r_2 + \beta_2\beta_3k_1r_1)/6\beta_3^2k_1^2I_A} \), \( \tau^{\alpha^2}_{a_i} < 0 \). When \( r_1 / 2I_A < \beta_2 < r_1 / 2I_A + \sqrt{3r_1(-2\alpha_2r_2 + \beta_2\beta_3k_1r_1)/6\beta_3^2k_1^2I_A} \), \( \tau^{\alpha^2}_{a_i} > 0 \). The elasticity coefficient of \( I_C \) to \( \alpha_2 \) is

\[
\tau^{\alpha^2}_{a_i} = \frac{\alpha_2r_1 r_2 + 2\beta_2^2\beta_3^2k_1^2r_1^2 - 2\beta_2^2\beta_3^2I_A k_1 r_1}{\alpha_2 r_1 r_2 + 2\beta_2^2\beta_3^2I_A k_1 r_1 - \beta_2^2\beta_3^2I_A k_1 r_1} \quad (28)
\]

When \( \alpha_2 > 2\beta_2\beta_1^2I_A k_1 r_1 - 2\beta_2^2\beta_1^2I_A k_1 r_1 r_2, \tau^{\alpha^2}_{a_i} < 0 \), and otherwise, \( \alpha_2 < 2\beta_2\beta_1^2I_A k_1 r_1 - 2\beta_2^2\beta_1^2I_A k_1 r_1 r_2, \tau^{\alpha^2}_{a_i} > 0 \). Comparing the elasticity coefficient of \( I_C \) to \( \beta_2 \) and \( I_C \) to \( \alpha_2 \), we can prove \( |\tau^{\alpha^2}_{a_i}/\tau^{\alpha^2}_{a_2}| < 1 \) and \( \tau^{\alpha^2}_{a_i} < \tau^{\alpha^2}_{a_2} < 0 \). Therefore, we can see that improving the recovery rate of \( \alpha_2 \) is the most effective method of controlling \( I_C \) in the stable state of the equilibrium point \( Z_4 \).

Through a comparison of the elasticities of \( I_B \) and \( I_C \) to \( I_A, \beta_2, \beta_3, \alpha_2 \), and \( \alpha_1 \) in the stable state of equilibrium points \( Z_3 \) and \( Z_4 \), we conclude that the elasticity of the recovery rate \( \alpha \) is larger than that of the propagation rates \( \beta \) and \( I_A \), so increasing the recovery rate by one percent for each kind of participant compared with that of propagation rate and the infectious rate of ports can reduce the infectious proportion of agents in PHSNs by a greater extent. In other words, improving the recovery rate is the optimal choice for risk control in the port-hinterland service network.

### 6. Optimal Investment Coefficient

In the port-hinterland service network, a higher recovery rate of infected companies requires an investment of corresponding resources. A huge resource investment is critical for the recovery of the port logistics network, but too large an investment will lead to a waste of resources. Especially, when the resources are limited, how to recover the port logistics network within a budget is what managers are concerned about.

From the proportion of infected companies when the system reaches a stable state, we deduce a rational budget for maintaining the port network function. Suppose the capital investment and recovery rate are marginally diminishing [53]. This paper sets the function of the capital investment and recovery rate as \( \alpha = \sqrt{2nk^{1/2}} \) and \( k < n \), where \( n \) denotes the marginal cost coefficients (the cost of producing one additional unit utility), \( k \) is the capital input, and \( n \) is the total capital. The constant 1/2 is the elasticity of productivity of the input and is marginally diminishing. Let \( \lambda > 1 \); if managers want to reduce the proportion of infected companies to 1/\( \lambda \) of the initial number of infected companies by improving the recovery rate, a rational investment can be deduced to maintain the port-hinterland service network function at different levels.

(1) At the equilibrium point \( Z_3 \), the infected proportion of the carrier is \( I_B = \beta_2I_Ak_1(-\beta_2I_A + r_1)/\alpha_2r_1 \). If managers want to reduce the proportion of infected carriers to 1/\( \lambda \) of the initial number by improving the recovery rate, then \( I_B = I_B/\lambda, \) namely,

\[
\frac{\beta_2I_Ak_1(-\beta_2I_A + r_1)}{\alpha_2r_1} = \frac{1}{\lambda} \times \frac{\beta_2I_Ak_1(-\beta_2I_A + r_1)}{(1 - \omega)\alpha_2r_1} \quad (29)
\]

After solving, we can see \( \omega = \lambda - 1/\lambda \) and the optimal investment in \( \alpha_2 \) is \( n(\lambda - 1/\lambda)^2/2\lambda^2 \).

(2) At the equilibrium point \( Z_4 \), the infected proportion of the carrier is

\[
I_B = \frac{\beta_2I_Ak_1(-\beta_2I_A + r_1)}{\alpha_2r_1} \quad (30)
\]

and that of the port is

\[
I_C = \frac{\beta_2\beta_1I_Ak_1k_2(-\beta_2I_A + r_1)(\alpha_2r_1 r_2 + 2\beta_2^2\beta_1^2k_1^2r_1 - \beta_2\beta_1I_Ak_1r_1)}{\alpha_2^2\alpha_3^2r_1^2 r_2} \quad (31)
\]

In this way, we can calculate that the optimal investment in \( \alpha_2 \) and \( \alpha_1 \) is \( n(\lambda - 1/\lambda)^2/2\lambda^2 \), so it is helpful for the manager or participants of this port-hinterland service network to estimate the reasonable investment amount in risk control, which reduces the certain proportion of infectious agents along with the time that can keep the port-hinterland service network work stable, especially under the limitation of risk control resources.

### 7. Model Validation

Based on the theoretical analysis, to validate the effectiveness of the result and explain the actual significance of the model, this paper tests the model by adopting the simulation analysis method. Considering that each differential equation of this model contains some nonlinear compositions without expression solutions, this paper adopts the Runge–Kutta method to obtain a numerical solution to show the changes in \( I_B \) and \( I_C \) under variable conditions [54]. To make the simulation more pragmatic, when setting the variables, an actual case of a port-hinterland service network in Northeastern China is selected, and relevant data of the port and the carrier from 2019 are retrieved from the Yearbook Ports of China, China Logistics Yearbook, and Northeastern China Statistical Yearbook. Data on the number of ports and carriers can also be accessed. Finally, we select all the logistics companies registered in these three provinces and other logistics companies having business in this area. The statistical results are shown in Table 4, which shows that \( k_1 = 260 \) and \( k_2 = 6 \).

The infection rate variables \( \beta_2 \) and \( \beta_3 \) can be, respectively, represented by the correlation between nodes in the hinterlands and carriers, as well as that between the carriers and ports. This paper uses a multinomial logit model to calculate the choice probability between different type of companies, and then we use the average choice probability to represent the infection rate. The basic model is

\[
P_t = \frac{\exp(bv_j)}{\sum_{i=1}^{n} \exp(bv_i)} = \frac{1}{1 + \sum_{i \neq j} \exp(b(v_i - v_j))} \quad (32)
\]
When nodes in the hinterlands select the carriers, five indicators can be considered, such as the registered capital, number of employees, number of years since the establishment of the company, whether it is owned by a person, another company, or the country, the distance between the carrier and the port, and the distance to the carrier. Because the choice probabilities of nodes in the hinterland can affect the carriers’ choice probabilities, the relations between the carriers and ports are the product of the choice probability between nodes in the hinterlands and that between carriers and ports. For the choice probabilities between the nodes in the hinterlands and port and between carriers and ports, indicators such as the distance, the number of berths, port throughput, average ship loading and uploading capacity per hour, average drawbridge loading and uploading capacity per hour, the number of arrived ships, and the average days of containers delayed in the yard are involved.

After calculation, the approximations of the infection coefficients $\beta_2$ and $\beta_3$ are 0.376820 and 0.062159, respectively. In addition, since the number of ports and carriers could remain stable over a period of time (especially the number of ports), the growth rate $r_2$ is set as 0.001. The growth rate of carriers is higher than $r_2$ and is set as 0.005. The recovery rates $\alpha_2$ and $\alpha_3$ are set as different values, which are consistent with different equilibrium conditions.

### 7.1 Simulation Results of System Stability

According to the analysis in 4.3, when $R_1 < 1$, the equilibrium point $Z_2$ is the only locally asymptotically stable point; when $R_2 < 1$, the equilibrium point $Z_3$ is the only locally asymptotically stable point, and when $R_2 > 1$, the equilibrium point $Z_4$ is the only locally asymptotically stable point. Three different numerical analyses for each equilibrium scenario will be performed as follows:

1. When $R_1 < 1$, the equilibrium point $Z_2$ is the only locally asymptotically stable point. The parameters and results are illustrated in Table 5 and Figure 6, respectively.

   From the figure above, we can see that when $R_1 < 1$, the values of $I_B$ and $I_C$ approach zero. This shows that the infected proportion of carriers and ports gradually disappears as time goes by when risks occur. Under this condition, the risks are controllable.

2. When $R_2 < 1$, the equilibrium point $Z_3$ is the only locally asymptotically stable point. Table 6 shows the variable setting as follows.

   From Figure 7, we can see that when $R_2 < 1$, the value of $I_B$ approaches a constant that is not zero and $I_C$ approaches zero. This shows that the infected proportion of carriers in the port-hinterland service network always exists and reaches a stable state, while the infected proportion of ports gradually disappears as time goes by.

3. When $R_2 > 1$, the equilibrium point $Z_4$ is the only locally asymptotically stable point. The variables are set in Table 7.

   From Figure 8, we can see that when $R_2 > 1$, the values of $I_B$ and $I_C$ approach a constant that is not zero. This shows that an infected proportion of carriers and ports always exists and reaches a stable state.

### 7.2 Risk Control Simulation Analysis

Based on the numerical analysis in 7.1, the other variables remain unchanged, and the effectiveness of the risk control strategy is verified by improving the recovery rates of $\alpha_2$ and $\alpha_3$. Considering that the infected proportion is zero when the equilibrium point $Z_2$ is in a stable state, a risk control simulation analysis is performed only when the equilibrium points $Z_2$ and $Z_4$ are in a stable state. The variable settings and changes in the lines are as follows:

1. When $R_2 < 1$, $I_B$ changes as $\alpha_2$ varies. The variable setting and results are illustrated in Table 8 and Figure 9, respectively.

2. When $R_2 > 1$, $I_B$ changes as $\alpha_2$ varies. The variable setting and results are shown in Table 9 and Figure 10, respectively.

3. When $R_2 > 1$, $I_C$ changes as $\alpha_3$ varies. Table 10 shows the variable setting, and Figure 11 presents the results as follows.

   As demonstrated by the simulation analysis of the model’s stability and controllability, we concluded that the numerical analysis result is consistent with the theoretical analysis, which proves the effectiveness of the model. The analysis in Section 6.2 inferred that a higher recovery rate can effectively control the infected proportion of carriers and ports in a stable state. Combining the deduction method of the optimal investment coefficient and determination of the investment input function, the optimal investment coefficient for risk control in the stable state can be calculated.
Table 5: Variable setting table when $R_1 < 1$.

| $Z_2$ | $I_A$ | $r_1$ | $r_2$ | $k_1$ | $k_2$ | $\beta_2$ | $\beta_3$ | $\alpha_2$ | $\alpha_3$ |
|-------|-------|-------|-------|-------|-------|------------|------------|------------|------------|
| Z21   | 1     | 0.005 | 0.001 | 21    | 6     | 0.376820   | 0.062159   | 0.545328   | 0.834233   |
| Z22   | 1     | 0.005 | 0.001 | 21    | 6     | 0.376820   | 0.062159   | 0.355397   | 0.034259   |
| Z23   | 1     | 0.005 | 0.001 | 21    | 6     | 0.376820   | 0.062159   | 0.190431   | 0.473126   |

Figure 6: Changes of $I_B$ and $I_C$ when $R_1 < 1$.

Table 6: Variable setting table when $R_2 < 1$.

| $Z_2$ | $I_A$ | $r_1$ | $r_2$ | $k_1$ | $k_2$ | $\beta_2$ | $\beta_3$ | $\alpha_2$ | $\alpha_3$ |
|-------|-------|-------|-------|-------|-------|------------|------------|------------|------------|
| Z31   | 1     | 0.005 | 0.001 | 21    | 6     | 0.376820   | 0.062159   | 0.695143   | 0.984107   |
| Z32   | 1     | 0.005 | 0.001 | 21    | 6     | 0.376820   | 0.062159   | 0.640681   | 0.267727   |
| Z33   | 1     | 0.005 | 0.001 | 21    | 6     | 0.376820   | 0.062159   | 0.277766   | 0.309499   |

Figure 7: Changes of $I_B$ and $I_C$ when $R_2 < 1$.

Table 7: Variable setting table when $R_2 > 1$.

| $Z_2$ | $I_A$ | $r_1$ | $r_2$ | $k_1$ | $k_2$ | $\beta_2$ | $\beta_3$ | $\alpha_2$ | $\alpha_3$ |
|-------|-------|-------|-------|-------|-------|------------|------------|------------|------------|
| Z41   | 1     | 0.0005| 0.0001| 21    | 6     | 0.376820   | 0.062159   | 0.706719   | 0.48044    |
| Z42   | 1     | 0.0005| 0.0001| 21    | 6     | 0.376820   | 0.062159   | 0.652378   | 0.63103    |
| Z43   | 1     | 0.0005| 0.0001| 21    | 6     | 0.376820   | 0.062159   | 0.898947   | 0.763014   |
Table 8: $\alpha_2$'s variable setting when $R_2 < 1$.

| Z31 | 0.695143 | 0.398246 | 0.228085 |
|-----|-----------|-----------|-----------|
| Z32 | 0.640681  | 0.263058  | 0.516978  |
| Z33 | 0.277766  | 0.574912  | 0.698571  |

Figure 8: Changes of $I_B$ and $I_C$ when $R_2 > 1$.

Table 9: $\alpha_2'$'s variable setting when $R_2 > 1$.

| Z411 | 0.706719 | 0.567407 | 0.855854 |
|------|----------|----------|----------|
| Z412 | 0.652378 | 0.330679 | 0.825445 |
| Z413 | 0.898947 | 0.960666 | 0.825445 |

Figure 9: $I_B$ changes as $\alpha_2$ varies when $R_2 < 1$.

Table 10: $\alpha_2'$'s variable setting when $R_2 > 1$.

| Z421 | 0.480444 | 0.746125 | 0.17071 |
|------|----------|----------|---------|
| Z422 | 0.63103  | 0.252873 | 0.38213 |
| Z423 | 0.76301  | 0.225578 | 0.57613 |
8. Conclusions

This paper conducted research on delay or disruption risk analysis, stability, controllability, optimal control strategy of risk propagation, and coefficients in a port-hinterland service network from the perspective of chained risk propagation. This paper provided a brand-new perspective on the research of risk propagation in a port-hinterland service network, offered insights to managers, and helped them with a better understanding of the risk generation and propagation process and risk control methods. The following conclusions can be drawn through the analysis:

(1) External factors are more important than internal factors in the delay or disruption generation process because external factors are not always under control and occur suddenly, while the occurrence probability of external factors is lower than that of internal factors. Among external factors, natural factors are the key to causing delay or disruption risks. The second most important category is political, and the next most important category is the market. Internal factors are also important aspects of delay or disruption risk, which comprise the descending importance rank factor, namely, human, infrastructure, process, management, and information.

(2) There are four equilibrium points in the chained risk propagation in the port-hinterland service network. There is only one no-epidemic equilibrium point, and all three equilibrium points are controllable. At the no-epidemic equilibrium point, the infected proportion of carriers and ports gradually decreases to zero or narrows down to a fixed ratio. At the other two equilibrium points, there are two different scenarios: the infection rate of the carriers becomes stable and the infected proportion of ports gradually decreases to zero over time. Moreover, infected carriers and ports always exist, and the infection rate narrows down to a fixed ratio.

(3) In the chained risk propagation process in the port-hinterland service network, it is not the case where the higher the infected proportion of the hinterland is, the greater the impact it will exert on the carrier and the port's infected proportion. Instead, when the infected proportion of the hinterlands is lower than a certain threshold, the infected proportion of the hinterlands increases with an increase in the infection rate of the carriers and ports. When the infected proportion of the hinterlands is greater than a certain threshold, the infected proportion of the hinterlands decreases with an increase in the infected proportion of carriers and ports. Moreover, when the infection rate of the hinterlands equals a certain threshold, the infected proportion of the hinterlands has the greatest impact on the infected proportion of carriers and ports.

(4) Reducing the infection incidence between the hinterlands and carriers and between carriers and ports, decreasing the infection rate of the hinterlands, or improving the recovery rate of the carrier and the port will help control the risks in the port-hinterland service network. However, these measures may produce different effects. Through an analysis of the elasticity, improving the recovery rate is the most direct and effective method.

However, future research needs to explore the characteristics of the participants in the port-hinterland service network and risk propagation forms, such as the performance of China’s special port enterprises in risk propagation and the impacts of centralized and decentralized spreading on risk propagation and control strategy. In this way, a more practical risk propagation model with a higher significance will be built.
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