H₂O Collisional Broadening Coefficients at 1.37 μm and Their Temperature Dependence: A Metrology Approach

Javis A. Nwaboh 1,*, Olav Werhahn 1 and Volker Ebert 1,2,*

1 Physikalisch-Technische Bundesanstalt, Bundesallee 100, 38116 Braunschweig, Germany; Olav.Werhahn@ptb.de
2 Department of Mechanical Engineering, Reactive Flows and Diagnostics, Technical University of Darmstadt, Otto-Berndt-Str. 3, 64287 Darmstadt, Germany
* Correspondence: javis.nwaboh@ptb.de (J.A.N.); volker.ebert@ptb.de (V.E.)

Abstract: We report self- and air collisional broadening coefficients for the H₂O line at 7299.43 cm⁻¹ and corresponding temperature coefficients for a temperature range spanning 293–573 K. New laser spectroscopic setups specifically designed for this purpose have been developed and are described. The line parameters reported here are in good agreement with those values reported in the HITRAN 2020 database, but the uncertainties have been reduced by factors of about 4, 1.3 and 4.4 for the self-broadening coefficient, air broadening coefficient and the temperature exponent of air broadening, respectively. Further, we combined our measurement approach with metrological data quality objectives, addressing the traceability of the results to the international system of units (SI) and evaluated the uncertainties following the guide to the expression of uncertainty in measurement (GUM).
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1. Introduction

Water vapor is the most abundant greenhouse gas and is routinely measured in atmospheric chemistry research [1–3]. Atmospheric water vapor measurements are often performed by instruments such as balloon radiosondes and satellite-based infrared sensors [1]. Throughout recent years, several studies both in the lab and in the field have been performed to improve the accuracy and reproducibility of water vapor amount fraction (concentration) measurements (employing a variety of hygrometers) [1,3–8]. Studies in well-controlled environments comparing a wide variety of field hygrometers for atmospheric applications [1] have revealed large systematic discrepancies (about 10% and even larger in tropopause conditions) in the H₂O concentration results. These discrepancies can be in part attributed to deficiencies in the measurements and the lack of SI-traceable hygrometer calibrations, in particular at the low concentration ranges [3].

Laser hygrometers, e.g., based on direct tunable diode laser absorption spectroscopy (dTDLAS), are increasingly used for the measurement of H₂O in a broad range of applications [8–13] such as airborne measurements [14], optical open path pressure measurements [9], tomographic 2-D water vapor measurements [15], high-resolution water transpiration rate measurements in single plant leaves [12] or for trace water measurements down to the nmol/mol level [13]. For spectroscopic H₂O measurements, the H₂O absorption line in the near infrared (NIR) at about 1.37 μm (i.e., at 7299.43 cm⁻¹) is almost ideal due to its good spectral isolation allowing simplified fitting schemes. Hence, this line is very frequently used in a multitude of applications and publications [8,11,12,14–16]. The use of this 1.37 μm H₂O line originated from a dedicated line selection process and test measurements [3,11,17], as well as the availability of fairly low-cost (compared to the mid-infrared MIR) near-infrared optical elements and detectors from telecom mass
applications that are hence easily available with excellent performance parameters. This is particularly true for the fiber-coupled diode lasers [13] that spurred the development of very compact field-compatible laser hygrometers [5,11,14].

In gas metrology, employing these 1.37 μm laser hygrometers to realize the most accurate H2O amount fraction measurements at the same time requires accurate (metrology compatible) spectral line data (line strength, collisional broadening coefficients) for this H2O line at 7299.43 cm⁻¹. The curation of new improved line data will further improve the data quality of results delivered by a new generation of 1.37 μm laser hygrometers that is envisaged. The idea of measuring metrology-compatible line data for gas species amount fraction measurements has been promoted for a variety of molecules in different applications [10,18–21]. The line data are used, e.g., in new lab- and field-based laser absorption spectrometers being developed to be operated as calibration-free optical gas standards (OGSs) [3,7,8,11,13,14,22,23]. An OGS delivers direct SI-traceable gas species concentration results and can also complement gaseous calibration standards even at the μmol/mol (ppm) level [3,4,22]. A prominent spectroscopy technique for such OGSs is direct tunable diode laser absorption spectroscopy (dTDLAS). It should be noted here, as also detailed in our previous works [3,6,7,11,14,23–25], that dTDLAS is a variant of TDLAS that combines TDLAS with a special first principles data evaluation approach to directly extract absolute gas species concentrations without calibration of the spectrometer with gaseous reference standards.

Regarding H2O line data, collisional broadening coefficients are specifically required for spectroscopic measurements, e.g., those based on dTDLAS and similar spectroscopic techniques, where the absorption line has to be modeled (due to potential variations in the gas pressure, temperature or matrix during the measurements), e.g., with a Voigt profile. These line data, i.e., collisional broadening coefficients as well as line strengths, are usually taken from spectroscopic databases such as HITRAN [26] and GEISA [27]. In fact, these databases have large amounts of line data for a broad range of molecules. However, information on the traceability of the line data to the SI units and assessments of uncertainties following the guide to the expression of uncertainty in measurement (GUM) [28] are almost never provided [29]. However, there is a call for new and improved SI-traceable line data for specific applications, e.g., in atmospheric H2O measurements. A few studies did already focus on the measurement of SI-traceable line data and the evaluation of the associated uncertainties following GUM principles [10,18].

For the majority of laser hygrometers where the data evaluation concept does not require modeling of the absorption line employing line data, tedious pressure, temperature- and matrix-dependent calibration of the instrument is required. These sometimes difficult and complex calibration procedures can be avoided if accurate and reliable line data are used to fit the absorption line to determine the amount of water, i.e., in dTDLAS-OGS instruments [3,22]. Fitting the absorption line with accurate collisional broadening coefficients can significantly increase the speed of measurements due to a reduced number of fitting parameters, particularly important in the field where small variations in gas concentrations need to be captured as fast as possible, and the repeatability and reproducibility of the corresponding concentration results. The necessity of reliable collisional broadening coefficients (to improve concentration measurements and results) has also been demonstrated in a variety of applications [3,7,9,11,14,22].

Apart from dTDLAS, a variety of laser spectrometers have been employed aiming for high-accuracy H2O measurements, e.g., comparing results to a primary trace-moisture standard [30], performing absolute measurements of water vapor densities reaching an overall uncertainty of 0.8% [31], utilizing a frequency-stabilized cavity ring-down spectroscopy spectrometer for high-precision measurements of trace water vapor concentration and reaching a minimum detection of water vapor concentration of 0.7 ppb [32], applying wavelength modulation spectroscopy for H2O detection in combustion gases and achieving a precision of 2.1% [33], performing improved measurements of water vapor in the upper troposphere and lower stratosphere using direct absorption spectroscopy and comparing
the results to other instruments [34] to understand discrepancies and measurements of spectral parameters of water-vapor transitions [35–37].

In this paper, we report improved and metrology-compatible collisional line data (i.e., self- and air broadening coefficients and their temperature dependence exponents) for the H$_2$O line at 7299.43 cm$^{-1}$ (000–101, 110–211) often used in atmospheric H$_2$O measurements [3,5,6,8,9,11–16]. A laser spectroscopic system for measurements of H$_2$O self-broadening coefficient and temperature dependences is presented, specially designed to address the difficulties in preparing and handling pure water vapor samples at between room temperature and 100 °C where the exponential dependence of the water vapor saturation pressure on temperature makes it difficult to study self-broadening. For air broadening and temperature dependence measurements, separate gas cells (and thus modified spectroscopic systems) are used.

2. H$_2$O Collisional Broadening Measurements

The collisionally broadened line width (Lorentzian full width at half maximum, FWHM) of a molecular transition for a multicomponent gas mixture is typically expressed as

$$\Delta v_L = 2 \cdot p_{\text{self}} \cdot \gamma_{\text{self}} \cdot \left(\frac{T_0}{T}\right)^{n_s} + 2 \cdot \sum_f p_f \cdot \gamma_f \cdot \left(\frac{T_0}{T}\right)^{n_f}$$  (1)

where the quantity $p_{\text{self}}$ is the partial pressure of the analyte molecule, i.e., here, water vapor (H$_2$O), and $p_f$ is the partial pressure of the collision partner (foreign molecule, e.g., air). The reference temperature $T_0$ to describe the temperature dependence is set to 296 K (e.g., in databases like HITRAN [26] or GEISA [27]). The quantities $\gamma_{\text{self}}, \gamma_f, n_s$, and $n_f$ are the self-broadening, foreign broadening coefficients and the temperature exponents of the self- and foreign broadening coefficient, respectively [10].

2.1. Setup for H$_2$O Self-Broadening and Temperature Dependence at 1.37 μm

Figure 1 depicts the experimental setup employed in the H$_2$O self-broadening measurements. The setup in Figure 1 consists of a dTDLAS spectrometer equipped with a DFB laser (manufacturer: NTT Electronics) emitting at about 1.37 μm, a water bath with a 14 L volume (whose temperature can be varied from 22–80 °C) and a stainless-steel gas cell with an optical path length of 3.5 mm. The water bath was used to ensure a high temperature stability of the gas cell, and by varying the water bath temperature, the gas temperature in the gas cell was also varied. The temperature stability of the water bath, at each temperature step, was found to be better than 90 mK (both horizontally and vertically).

For spectroscopic measurements, pure water vapor gas samples (from distilled water) were prepared (via evaporation from a preparation chamber as shown in Figure 1). The gas pressure stability $\sigma_p$, expressing the reproducibility, was typically better than 0.1 hPa. The measurements were performed in static conditions. The wavelength of the laser was continuously swept at 139.8 Hz across the probed H$_2$O transition. As shown in Figure 1, the light from the laser was coupled into a single mode fiber, and subsequently passed through the absorbing medium (pure water vapor sample in the gas cell) and detected after a 3.5 mm absorption path with an InGaAs photodiode (Hamamatsu, Type: G8370-01, diameter = 1 mm). The light was emitted from the fiber as a cone with a full opening angle of <8 degrees. The light was deliberately not collimated to avoid the fringes typically generated by lenses and to achieve a sufficient signal to noise ratio and stability (1 × 10$^{-4}$ cm$^{-1}$) of the measured spectra. This was also possible and advisable due to the high output power (~32 mW) of the diode laser. The detector window was inclined against the light path in order to minimize feedback back into the fiber. Parasitic absorption in the laser head (observed to be in the ppm range [14]) was assumed to be insignificant for the measurements here, as the laser and fiber connectors, placed in a homemade enclosure, were purged with N$_2$ at a constant flow rate.
The signal of the photodetector was pre-amplified with a low noise amplifier (Femto DLPCA 200), digitized by a data acquisition card (DAC, NI PCI-6289, 625 KS/s, 18 bit) and read in a personal computer (PC). An MKS pressure (resolution: 0.1 hPa) sensor and a PT100 (connected to the gas cell and in contact with the gas molecules: resolution of PT100 was 0.001 K) were employed to record the H$_2$O vapor pressure and the gas temperature, respectively.

2.1.1. H$_2$O Self-Broadening at 1.37 µm

Typical spectra measured with the setup in Figure 1 are shown in Figure 2a. The absorbance data in Figure 2a were derived using measured H$_2$O signals and a background 3rd order polynomial similar to [4,38]. It should be noted here that, for this work, we worked with a single path setup, i.e., there was no monitor detector recording the background signal. The background was reconstructed from the fit to the measured signal. This avoided the typical differential offsets in dual channel setups. The linear absolute wavenumber axis was restored via the dynamic tuning coefficients derived by means of signals measured with an air-spaced etalon similar to [4,18,22,38,39] and the H$_2$O line position (~7299.432 cm$^{-1}$) as an absolute wavelength reference point. The wavenumber axis was derived with a long-term repeatability uncertainty of 1% and a significantly higher precision, with this small deviation showing a good linearity. The retrieved FWHM of the fitted absorption line was influenced by the uncertainty of the wavenumber axis coefficient of 1% that was one part of the total uncertainty attributed to the Lorentzian FWHM. A Voigt profile was fitted to the data in order to derive the FWHM of the H$_2$O line at 7299.43 cm$^{-1}$. The fitting was performed with the line area kept free and a fixed Doppler width calculated using the measured gas temperature. It should be noted here that the flat residual structures (e.g., in Figure 2a) in this work show that the Voigt profile was appropriate to fit all data, and indicate that there was no need to use higher order line profiles like Galatry or Hartmann–Tran [40–42]. The peak absorbance for the data in Figure 2a was 0.06. For the data in Figure 2a, we calculated a standard deviation noise level from the residuals as $\sigma_{\text{total}} = 7 \times 10^{-4}$ (see bottom panel of Figure 2a), corresponding to a signal to noise ratio of 85. Employing the $\sigma_{\text{local}} = 5 \times 10^{-4}$ value, an optimal signal to noise ratio of 120 was reached for the H$_2$O self-broadening measurements.

From Equation (1), and for self-broadening exclusively, there is no foreign molecule in the H$_2$O sample, and the Lorentzian FWHM at the gas temperature $T = 296$ K can be expressed as

\[ \Delta v_L = 2 \cdot p_{\text{H}_2\text{O}} \cdot \gamma_{\text{H}_2\text{O}} \] (2)

The bottom panel of Figure 2b depicts a plot of the Lorentzian FWHM (y-axis, left), derived from consecutive measurements similar to the data in Figure 2a as the gas pressure in the cell was varied (the gas temperature maintained at 296 K) by means of the valve V$_4$ (filling the gas cell in steps by slowly opening the valve) in Figure 1, as a function of the
measurement number. The top panel of Figure 2b shows the measured gas temperature (the gas temperature was kept constant at 296 K (1σ = 32 mK)) across all measurements.

The right y-axis of Figure 2b shows the gas pressure measured at different values of the FWHM. As indicated by the dotted red boxes, 50 consecutive measurements were used to determine the repeatability (calculated as the standard deviation of the mean) of the measured Lorentzian width of 5.66 × 10⁻⁵ cm⁻¹, i.e., 0.46% at, e.g., the FWHM of 0.012391 cm⁻¹. We note here that the relative uncertainty from fitting to derive the Lorentzian FWHM was estimated to be 1.1%. This value was calculated from the statistical uncertainty (repeatability: 0.46%) and the uncertainty of 1% (estimated here based on our experiences [9,18]) due to lack of knowledge on the accuracy of the Voigt profile to fit H₂O spectra as observed in [43]. This uncertainty component (1.1%) combined with the uncertainty of the wavenumber axis (1%, similar to [18]) was used to evaluate the combined uncertainty of the retrieved Lorentzian FWHM of 1.5% (relative). The red boxes (at the end of the measurement step where the highest temporal stability is found) show the regions where the analysis of the FWHM was performed at the different gas pressures (repeatability of the measured H₂O pressure was 0.007 hPa, i.e., 0.09% at the lowest gas pressure of 8 hPa) shown on the y-axis (right). A check of the Lorentzian width versus line area showed no significant systematic effects due to absorption/desorption. The absorption/desorption effects are folded into the repeatability of the FWHM measurements.

Figure 3 shows the Lorentzian FWHM (derived from the data in Figure 2b, bottom panel) for pure self-broadening as a function of the H₂O pressure p_{H₂O}. The uncertainties (error bars) of the Lorentzian FWHM and p_{H₂O} are 1.5% relative (as presented, estimated taking into account the repeatability of the measurements, fitting and the uncertainty of the wavenumber axis estimated similar to [7]) and 1.2% relative at 28.6 hPa, respectively. The uncertainties of the measured gas pressure were estimated considering the repeatability of the measurements and the respective uncertainties (derived using the calibration certificate) at the different pressure points. A generalized linear regression (GLR) was applied to the data in Figure 3 in order to derive the self-broadening coefficient for the H₂O absorption line at 7299.43 cm⁻¹. The GLR was performed using B. Least software promoted by ISO standard 6143 [44]. From the GLR in Figure 3, a self-broadening coefficient Y_{H₂O} (evaluated from the slope, according to Equation (2) of (4.243 ± 0.118) × 10⁻⁴ cm⁻¹/hPa was derived at (296 ± 1) K, corresponding to (0.430 ± 0.012) cm⁻¹/atm, k = 1. The combined uncertainty of the self-broadening coefficient was 0.012 cm⁻¹/atm (2.8% relative, k = 1). The quantity k
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is a coverage factor [28]. In this work, the units cm\(^{-1}\)/atm were used in order to compare the results to those reported in the HITRAN database [26].

![Image of Figure 3]

**Figure 3.** Measured Lorentzian FWHM of H\(_2\)O versus measured water vapor pressure (p\(_{\text{H}_2\text{O}}\)). A generalized linear regression (GLR, solid blue line) was applied to the data. The bottom panel depicts the residuals from the GLR fit.

2.1.2. Temperature Dependence of H\(_2\)O Self-Broadening

The temperature of the water bath (and thus the gas cell as measured by the PT100 in Figure 1) was varied from 296–348 K, while the preparation chamber (with the water sample) was connected to the gas cell (V\(_4\) opened). As the temperature of the gas cell and the H\(_2\)O gas increased, the H\(_2\)O pressure correspondingly increased from 26 hPa to 230 hPa and was recorded by the pressure sensor. Figure 4a depicts spectra (derived similarly as for Figure 2a) measured at the different temperatures and pressures, and showing the increased self-broadening of the H\(_2\)O absorption line. A Voigt profile was fitted (in the same manner as in Figure 2a) to the data in Figure 4a in order to derive the Lorentzian FWHM. The bottom panel of Figure 4a depicts the residuals from a Voigt fit. Using the peak absorbance of 0.07 and 1\(_{\text{total}}\) = 1\(\times\)10\(^{-3}\), a signal to noise (S/N) ratio of 70 was found for the data in Figure 4a. Employing 1\(_{\text{Local}}\) = 5 \(\times\) 10\(^{-4}\) from the bottom panel of Figure 4a, an optimum S/N of 140 could be reached for the measurements.

![Image of Figure 4](a) H\(_2\)O self-broadening measurements. (a) Plot of the measured absorbance data at different temperatures and pressures as a function of wavenumber. Voigt profiles (solid lines with different colors) are fitted to the measured data. Bottom panel: residuals from the different Voigt fits. (b) A GLR applied to \(\ln(\Delta\nu_L/2\gamma_{\text{H}_2\text{O}}\cdot p_{\text{H}_2\text{O}})\) versus \(\ln(T_0/T)\) to determine the temperature dependence exponent of self-broadening \(n_{\text{H}_2\text{O}}\). Root mean square of the error (RMS error): 1.12 \(\times\) 10\(^{-16}\). Top panel: measured gas temperature at the respective points.
Considering the first term of Equation (1), the temperature dependence exponent \( n_{H_2O} \) can be derived from the following expression:

\[
\ln \left( \frac{\Delta v_L}{2 \cdot \gamma_{H_2O} \cdot p_{H_2O}} \right) = n_{H_2O} \ln \left( \frac{T_0}{T} \right) \tag{3}
\]

Figure 4b shows a plot of \( \ln(\Delta v_L / (2 \cdot \gamma_{H_2O} \cdot p_{H_2O})) \) as a function of \( \ln(T_0 / T) \). The uncertainties on both axes were estimated using the respective uncertainties of \( \Delta v_L, \gamma_{H_2O}, p_{H_2O} \), and \( T \), i.e., 1.5 \%, 2.8 \%, 1.2 \% at 28.6 hPa and 0.5 \% relative, respectively. A GLR was applied to the data in Figure 4b, resulting in a slope value of \( n_s = n_{H_2O} \) of 0.692 ± 0.011, \( k = 1 \), for the \( H_2O \) absorption line at 7299.43 cm\(^{-1}\). The uncertainty of 0.017 corresponds to 1.6\% relative. The bottom panel of Figure 4b depicts the residuals from the GLR and the top panel the measured gas temperature at the respective measurement points.

2.2. \( H_2O \) Air Broadening and Temperature Dependence at 1.37 \( \mu \)m

2.2.1. \( H_2O \) Air Broadening

For the air broadening measurements, the water bath was removed and the gas cell in Figure 1 was replaced with a gas cell with an optical path length of 20 cm. For the spectroscopic measurements using this new setup and probing the \( H_2O \) line at 7299.43 cm\(^{-1}\), a \( H_2O \) sample was prepared in the gas cell by manometric mixing, and after equilibration, the total gas pressure (stability: better than 0.1 hPa) was increased in steps (while measuring the absorption signals and recording the total gas pressure and gas temperature) by adding air into the gas cell. The uncertainty of the air pressure was 0.2\% relative.

With knowledge of \( \gamma_{H_2O} \) and \( n_{H_2O} \), and using Equation (1), the \( H_2O \) air broadening coefficient at gas temperature \( T \) can be derived using Equation (4),

\[
\Delta v_L - 2 \cdot p_{H_2O} \cdot \gamma_{H_2O} \cdot (T_0 / T)^{n_{H_2O}} = 2 \cdot \gamma_{air} \cdot p_{air} \tag{4}
\]

Figure 5 depicts \( \Delta v_L - 2 \cdot p_{H_2O} \cdot \gamma_{H_2O} \cdot (T_0 / T)^{n_{H_2O}} \) as a function of \( 2 \cdot p_{air} \). The \( H_2O \) partial pressure \( p_{H_2O} \) was determined using the \( H_2O \) amount fraction derived from the measured TDLAS spectra similar to [7] and employing the line strength value for the \( H_2O \) line at 7299.43 cm\(^{-1}\) derived in a separate experiment [18]. A GLR was applied (with uncertainties in the x- and y-axis, estimated as being the uncertainties of the respective quantities) to the data in Figure 5, resulting in the slope value \( \gamma_{air} \) of \( (0.1034 \pm 0.0017) \) cm\(^{-1}\)/atm at \( (295.04 \pm 1) \) K. The uncertainty 0.00168 cm\(^{-1}\)/atm of the air broadening coefficients correspond to a relative uncertainty of 1.6 \% \( (k = 1) \).

Figure 5. A GLR linear regression applied to measured data to determine the air broadening coefficient \( (\gamma_{air}) \) of the \( H_2O \) line at 7299.43 cm\(^{-1}\) at \( (295.04 \pm 1) \) K. RMS error: \( 1.04 \times 10^{-16} \). The correlation coefficients between the x- and y-axis are assumed to be unity.
2.2.2. Temperature Dependence of H₂O Air Broadening

In order to derive the temperature dependence coefficient of air broadening, the 20 cm gas cell was replaced by a heatable 38 cm single-pass gas cell (SITEC) with the cell body temperature sensor and the static/no flow pressure sensor directly connected to the gas cell. Due to the design and position of the pressure sensor, and similarly as for other experiments in this work, it was assumed that there was no pressure drop between the sensor and the gas cell. The temperature stability and gradient across the gas cell were better than 0.5 K and about 2 K. For the temperature dependence measurements using this spectroscopic system and also probing the H₂O line at 7299.43 cm⁻¹, a µmol/mol-level H₂O in air mixture was prepared by manometric mixing in the 38 cm gas cell and the temperature of the gas cell (and thus the gas temperature) was varied from 290–600 K.

Figure 6a depicts typical absorbance data (derived similarly as for Figure 2a, measured at 293 K and 473 K, 100 averaged scans) for the temperature dependence measurements of air broadening. The data were fitted with a Voigt profile, similar to Figure 2a, to derive the Lorentzian FWHM (Δν_L). The bottom panel of Figure 6a shows the residuals from the Voigt fit with 1σ_total = 1.05 × 10⁻³ and 1σ_total = 1.11 × 10⁻³ for the data at 293 K and 473 K, respectively. Using the residuals from the fits and the respective peak absorbances of 0.55 (at 293 K) and 0.43 (at 473 K), S/N values of 523 and 387 were found, respectively. The residual structures in Figure 6a are observed to be a result of the possible systematic deficiencies of the Voigt profile to model higher order line shape contributions like the Hartmann–Tran profile [40–42]. This is accounted for by the uncertainty of 1% attributed to the use of this line profile.

Figure 6b depicts a plot of measured \( \ln \left( \frac{(\Delta \nu_L / 2) - \gamma_{H2O} p_{H2O} (T_0 / T)^{n_{H2O}}}{\gamma_{air} p_{air}} \right) \) as a function of \( \ln(T_0 / T) \). A GLR was applied to the data in Figure 6b, with the slope value of 0.761 ± 0.017 taken as the temperature dependence coefficient of air broadening \( n_{air} \). The combined uncertainty of 0.017 corresponds to a relative uncertainty of 2.2%, \( k = 1 \).

With the measured values of \( \gamma_{H2O} \) (at (296.00 ± 1.00) K), \( n_{H2O} \) and \( \gamma_{air} \) (at (295.04 ± 1.00) K, covering the temperature of 296 K), and utilizing Equation (1), the temperature dependence exponent \( n_{air} \) can be derived by means of Equation (5),

\[
\ln \left( \frac{(\Delta \nu_L / 2) - \gamma_{H2O} p_{H2O} (T_0 / T)^{n_{H2O}}}{\gamma_{air} p_{air}} \right) = n_{air} \ln \left( \frac{T_0}{T} \right)
\]  

Figure 6b depicts a plot of measured \( ln((\Delta \nu_L / 2) - \gamma_{H2O} p_{H2O} (T_0 / T)^{n_{H2O}}) / \gamma_{air} p_{air}) \) as a function of \( ln(T_0 / T) \). A GLR was applied to the data in Figure 6b, with the slope value of 0.761 ± 0.017 taken as the temperature dependence coefficient of air broadening \( n_{air} \). The combined uncertainty of 0.017 corresponds to a relative uncertainty of 2.2%, \( k = 1 \).
3. Discussion

The self- and air collisional broadening coefficients for the H$_2$O absorption line at 7299.43 cm$^{-1}$ have been measured employing direct tunable diode laser absorption spectroscopy (dTDLAS). Table 1 shows a summary of the collisional broadening coefficients and their respective temperature dependence exponent. As shown in Table 1, the parameters measured in this work for the H$_2$O absorption line at 7299.43 cm$^{-1}$ agree within the reported uncertainties in the HITRAN 2020 database [26]. Compared to the uncertainties reported for the HITRAN 2020 data, an improvement (in the uncertainties of the line parameters reported in this work) by a factor of about 4, 1.3 and 4.4 has been reached for the self-broadening coefficient, the air broadening coefficient and the temperature dependence coefficient for air broadening, respectively (see Table 1). The air broadening coefficient in this work also agrees with that in our previous work [9]. For the temperature exponent of self-broadening, no values are reported in HITRAN [26], and therefore no value from HITRAN is registered in Table 1. The relative deviation (well within the reported uncertainties for the HITRAN values) of the respective line data parameters are shown in the last row of Table 1. The results of this work in Table 1 were also compared to data in the GEISA database [27], resulting in similar relative deviations as for HITRAN [26], as shown in the last row of Table 1.

Table 1. Self- and air broadening coefficients and respective temperature dependence coefficients for the H$_2$O absorption line at 7299.43 cm$^{-1}$. For this comparison table, all uncertainties ($u_{rel}$) are expanded ($k=2$), with $k=2$ producing an interval with a level of confidence of 95% that the true value is included [28,39].

| Parameter | $\gamma_{H_2O}$ in cm$^{-1}$/atm | $n_{H_2O}$ | $\gamma_{air}$ in cm$^{-1}$/atm | $n_{air}$ |
|-----------|-------------------------------|-----------|-------------------------------|-----------|
| Value     | Value                         | $u_{rel}$ | Value                         | $u_{rel}$ |
| HITRAN2020| 0.460                         | ±20%      | 0.1032                        | ±4.0%     | 0.730 | ±19.2% |
| This work | 0.430                         | ±5.6%     | 0.1034                        | ±3.2%     | 0.761 | ±4.4% |
| Improvement| -4×                           |           | -1.3x                         |           | -4.4× |
| Rel. dev. to HITRAN2020 | -6.5% | - | 0.2% | 4.2% |
| Rel. dev. to GEISA [27] | -6.5% | - | 0.2% | 4.0% |

Note: The expanded uncertainty for the HITRAN2020 values are taken as the upper limit multiplied by a coverage factor of 2 assuming a normal distribution. RD: relative deviation of this work from HITRAN2020. * The average uncertainty of 0.07 taken according to HITRAN [26] and [45]. * Thus far, we could not find the associated uncertainties for the GEISA line data here.

The uncertainties of the results in this work were calculated applying GUM [28] principles and employing the GUM workbench software [46]. To demonstrate, Table 2 shows an example uncertainty budget (single pressure point from Figure 3) for the self-broadening coefficient $\gamma_{H_2O}$, showing the different input parameters (most significant quantities), values, standard uncertainties, relative standard uncertainties and relative contribution (index value [46]) of the uncertainties to the final uncertainty of $\gamma_{H_2O}$, and the combined relative uncertainty (2.0 %) of the measured self-broadening coefficient. As shown in Table 2, the relative uncertainties of $p_{H_2O}$ and $\Delta\nu_L$ are 1.2% and 1.5%, respectively, with corresponding relative contributions of 39% and 61%, respectively. Thus, the 61% relative contribution here shows that $\Delta\nu_L$ contributes the most to the combined uncertainty of $\gamma_{H_2O}$. The uncertainty budget for the heated cell measurements ($n_{air}$) is similar to Table 2. The relative uncertainties of the parameters (according to Equation (5)) $\Delta\nu_L$, $p_{H_2O}$, $p_{air}$ and $T$ are 1.5% at 0.00269 cm$^{-1}$, 1.7% at 46.4 hPa, 1.1% at 1107.4 hPa and 0.52% at 573.15 K, respectively. It should be noted here that, similarly as for $\gamma_{H_2O}$, uncertainty budgets for $n_{H_2O}$, $\gamma_{air}$ and $n_{air}$ also revealed that, except for $n_{H_2O}$, the uncertainty of $\Delta\nu_L$ is the most significant source of uncertainty for the combined uncertainties of the measured line parameters. This indicates that, to further increase the line parameters’ accuracy (if at all required), future work should focus on reducing the uncertainty of $\Delta\nu_L$. 
Table 2. Uncertainty budget for the self-broadening coefficient $\gamma_{\text{H}_2\text{O}}$ in this work.

| Parameter                                      | Value      | Standard Uncertainty | Relative Standard Uncertainty $(k = 1)$ | Index (Individual Contribution) |
|------------------------------------------------|------------|----------------------|-----------------------------------------|---------------------------------|
| Partial pressure of $\text{H}_2\text{O}$ ($p_{\text{H}_2\text{O}}$) | 28.6 hPa * | 0.34 hPa             | 1.20%                                    | 39%                             |
| Lorentzian line width ($\Delta \nu_{\text{L}}$) | 0.024 cm$^{-1}$ | $3.6 \times 10^{-4}$ cm$^{-1}$ | 1.50%                                    | 61%                             |
| $\text{H}_2\text{O}$ self-broadening coefficient ($\gamma_{\text{H}_2\text{O}}$) | 0.430 cm$^{-1}$/atm |                                        | 2.00% $^b$                        |                                 |

* 28.6 hPa = 0.02822 atm. $^b$ This corresponds to an expanded uncertainty of 4 % $(k = 2)$.

For data quality reasons, the results presented in this work do address the traceability to the international system of units (SI). The traceability of the results to the SI are addressed via the traceability of input parameters such as the measured gas temperature and pressure which are traceable to respective PTB standards. The work presents specific methods and analysis, especially for the self-broadening measurements, that can be taken up by the spectroscopy measurement communities in future works to measure $\text{H}_2\text{O}$ line data in an extended wavelength range.

4. Conclusions

For the accurate measurement of water self-broadening coefficients and their temperature dependence, we designed a new spectrometer, operating in a well-controlled environment (water bath) to achieve temperature stabilities better than 90 mK, and that is capable of measuring accurate and metrology-compatible self-broadening line data for $\text{H}_2\text{O}$ at 1.37 µm. The self-broadening coefficient of the $\text{H}_2\text{O}$ line at 7299.43 cm$^{-1}$ and its temperature coefficient has been determined with GUM-compatible relative combined uncertainties of 2.8% and 1.6%, $k = 1$, respectively. With different gas cells in similar spectroscopic systems (without water immersion), the air broadening coefficient of the $\text{H}_2\text{O}$ line at 7299.43 cm$^{-1}$ and its temperature coefficient have been determined with relative combined uncertainties of 1.6% and 2.2%, respectively. Compared to HITRAN 2020 data, significant improvements in the uncertainties by factors up to 4.4 have been achieved. The traceability of the results to the SI has been addressed via input parameters as the measured gas pressures and temperatures (that are traceable to respective PTB standards). The results presented in this work (uncertainties < 3%) are seen to already be fit for purpose in atmospheric $\text{H}_2\text{O}$ concentration measurements (employing the $\text{H}_2\text{O}$ line at 7299.43 cm$^{-1}$) as well as $\text{H}_2\text{O}$ measurements in other applications covering the temperature range from 293 K to 573 K (extrapolations/usage outside this temperature range, e.g., down to 200 K, might be considered where appropriate) where absorption data have to be fitted with an appropriate line profile, e.g., a Voigt profile.
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