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Abstract

Unstructured clinical text in EHRs contains crucial information for applications including decision support, trial matching, and retrospective research. Recent work has applied BERT-based models to clinical information extraction and text classification, given these models’ state-of-the-art performance in other NLP domains. However, BERT is difficult to apply to clinical notes because it doesn’t scale well to long sequences of text. In this work, we propose a novel fine-tuning approach called SnipBERT. Instead of using entire notes, SnipBERT identifies crucial snippets and then feeds them into a truncated BERT-based model in a hierarchical manner. Empirically, SnipBERT not only has significant predictive performance gain across three tasks but also provides improved interpretability, as the model can identify key pieces of text that led to its prediction.

1. Introduction

Electronic health records (EHRs) are an important source of data for applications like outcomes research, clinical trial matching, and decision support (Shickel et al., 2017; Khozin et al., 2017). A challenge in using EHR data for these purposes is that many patient characteristics, including diagnoses, treatments, and test results are often found only in unstructured text (Weng et al., 2017; Liu et al., 2018; Boag et al., 2018). There is therefore increasing interest in using machine learning to automatically extract patient characteristics from EHR text.

Recently, BERT-based methods have shown dominant results in many Natural Language Processing (NLP) tasks (Devlin et al., 2018). Clinical versions of BERT have shown promising results in extracting information from short clinical text such as discharge summaries (Huang et al., 2019; Mulyar et al., 2019; Valmianski et al., 2019). However, there are challenges with using BERT for tasks that require processing long clinical text, such as an entire patient chart containing many clinical notes and reports. Notably, BERT has $O(n^2)$ memory/computational complexity, where $n$ is the number of input tokens, with a default maximum length of 512 tokens. While recent works have improved efficiency and applied BERT to text a few thousand words in length (Beltagy et al., 2020), EHRs can contain orders of magnitude more text than this. For example, in the real-world oncology database used in this study, patients had on average 265,000 words in their EHR. Besides being computationally infeasible to process, much of this text may be irrelevant to a variable of interest, causing NLP models to produce poor and difficult-to-interpret results.
Present work. We propose a new end-to-end finetuning approach called SnipBERT to obtain efficient, interpretable predictions from long clinical text. Empirically, SnipBERT achieves significantly better performance than TF-IDF and previous BERT-based approaches. We also show a case study of model interpretability.

2. Problem setting and dataset
A common pattern for information extraction problems in clinical text is to predict a categorical variable given a sequence of clinical notes associated with the patient. Here, we focus on three example tasks that can be important for downstream applications. The variables chosen are oncology-specific, though our methods are domain-general. The variables are: (1) PD-L1 Biomarker (PD-L1): classify if a patient’s tumor is tested for PD-L1 expression and if so, if the test result is positive, negative, or unknown/indeterminate; (2) Next-Generation Sequencing (NGS): classify if a patient has undergone next-generation DNA sequencing; (3) Metastatic Breast Cancer (mBC): classify if a patient has been diagnosed with metastatic breast cancer. We conducted our study on clinical notes sampled from the Flatiron Health database, a longitudinal, nationwide, de-identified database, derived from EHR data. Institutional Review Board approval of the study protocol was obtained prior to study conduct, and informed consent was waived. The PD-L1, NGS, mBC labels were abstracted by experts via chart reviews. The dataset includes 59,376 patients for PD-L1, 46,877 patients for NGS, and 46,724 patients for mBC.

3. Method
SnipBERT consists of three stages: (1) Pretraining Clinical-RoBERTa; (2) Snippet Generation; (3) A Hierarchical Attention Snippet-Level Finetuning Approach.

Pretraining Clinical-RoBERTa. To capture the characteristics of clinical text, we pretrained using text from 50,000 patients in the database (non-overlapping with the abstracted patient cohorts), which consists of 3,170,573 documents and 58 billion tokens. We then obtain a clinical text pretrained RoBERTa model ($F$) (Liu et al., 2019).

Snippet Generation. To eliminate irrelevant text and make long clinical text feasible to process, we use a snippet extraction technique to identify potentially-informative text for a given task. Using a set of task-specific search terms and/or regular expressions defined in collaboration with clinicians, we search through the text and, for each hit, extract a fixed-width snippet around the hit. Figure 1 shows an example of using a PDL1 regular expression to extract a snippet (in red) from surrounding text.
A Hierarchical Attention Snippet-Level Finetuning Approach. Given a sequence of short snippets \( \{S_1, \ldots, S_m\} \), we feed each snippet individually through \( F \). Note that \( F \) is truncated to set the maximum positions length as the snippet length \( L \), which is much smaller than the default 512. For each snippet \( S_i \), we obtain hidden representation \( \{h_1^i, h_2^i, \ldots, h_L^i\} \) where \( h_j^i \) is the embedding of \( i \)-th snippet’s \( j \)-th token. To provide interpretability and improve performance, we adopt attention mechanisms on both the token and snippet level. In particular, we first apply a token-level attention layer which generates a score \( C_{\text{token}}^j \) for each token \( j \) measuring its relevance. We then obtain a representation \( h_i \) for the snippet \( i \) by taking the linear combination of tokens via \( h_i = \sum_j^{L} C_{\text{token}}^j * h_j^i \). We use a similar attention mechanism over snippets to produce a patient representation \( h \) via \( h = \sum_i^{m} C_{\text{snip}}^i * h_i \). The patient representation \( h \) is then fed into a linear decoder layer to generate a probability score \( p_i \) for each class \( i \). During training, we use cross-entropy loss to train the model end-to-end.

Note that SnipBERT is very different from the standard BERT concatenation approach where individual sequences (snippets) are concatenated into a single document and fed into the model (Huang et al., 2019; Devlin et al., 2018; Beltagy et al., 2020; Adhikari et al.). In contrast, SnipBERT processes each short snippet individually and aggregates them in an end-to-end manner. We observe two beneficial properties over the concatenation approach.

Observation 1 (Complexity Reduction). For text with \( m \) snippets of length \( L \), the complexity of SnipBERT is \( m \) times smaller than the concatenation approach.

Explanations of Observation 1. The complexity of a transformer is \( O(n^2) \). Then for the concatenation approach, the complexity is \( \gamma(m * L)^2 \). For the snippet-level approach, the complexity is \( \gamma(L)^2 * m \). Then, \( \frac{\gamma(L)^2 * m}{\gamma(m * L)^2} = m \). The complexity reduction makes it feasible for SnipBERT to process much more text than the concatenation approach.

Observation 2 (Cross-snippet Interference). The snippet approach eliminates cross-snippet interference that could hurt performance.

Explanation of Observation 2. With a concatenation approach, distant snippets may be concatenated together. For example, a snippet from a patient’s PD-L1 test results may be next to a snippet in which a physician considered ordering the test. This kind of juxtaposition is not present during pretraining, and the RoBERTa model may attend across snippets in unwanted ways, which we call “cross-snippet interference.” The snippet-level approach eliminates this possibility, and results in superior performance as confirmed in the Results section.

4. Experiments

We conducted experiments to test the predictive power of the snippet-level approach and to explore the interpretability of the hierarchical attention mechanism.

We evaluate on the following methods. We use TF-IDF, which in some cases can outperform transformer models, as a strong baseline (Valmianski et al., 2019). We include two variants: TF-IDF-Full is applied on the full clinical notes for each patient and TF-IDF-Snip is applied on the generated snippets. Then, we include two methods, RoBERTa (without clinical domain pretraining) and Clinical-RoBERTa, applying both concatenation and snippet level approaches to each.

Our evaluation metrics for binary variables mBC and NGS include PR-AUC, ROC-AUC, and Precision at Recall of 95% (PR95). PR95 is useful for retrospective research or trials matching applications where the goal is to assemble a cohort that includes (nearly)
all eligible patients for downstream processing. For PD-L1, we report F1 score for each of the negative (NEG), positive (POS) and unknown/indeterminate (UNK) class.

4.1. Results

Predictive results are shown in Table 1.

**Snippet generation reduces noise.** TF-IDF-Snip has significantly better predictive performance than TF-IDF-Full (up to 27.4%), suggesting that snippet generation reduces noise and improves performance.

**Snippet approach significantly outperforms concatenation approach.** We observe that the snippet level approach improves up to a 43% absolute increase in PR95 than concatenation counterparts and has a 15% increase over the TFIDF baseline. These results support our observations that the snippet-level approach can improve not just efficiency but performance as well.

**SnipBERT provides clues for model interpretation.** The snippet-level approach offers a simple way to see which snippets and tokens in the patient text led to a prediction. Figure 2 shows an example for a PD-L1 positive patient. The snippet level attentions are sparse as the model mainly weights just 5 out of 39 snippets to make the prediction. Within the top 2 snippets, the token attentions directly flag the high expression (i.e., positivity) of PD-L1. This example shows the potential explainability of SnipBERT. Note that interpretability is infeasible for concatenation and general BERT-based approaches since they lack the ability to generate attention on the snippet level.

**Pretraining improves performance.** For pretraining, the masked language modeling loss is 2.664 (6.97% accuracy) for RoBERTa-base and 1.175 (30.88% accuracy) for Clinical-RoBERTa. We observe the pretrained model usually outperforms the base model in all three downstream tasks.

5. Conclusion

We propose a novel BERT-based finetuning approach to unlock valuable information in long clinical texts. It significantly improves predictive performance and efficiency while also providing explainability. For future work, we plan to quantitatively examine interpretability and explore the performance of SnipBERT across a broader array of tasks.
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