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Abstract
Two novel numerical estimators are proposed for solving forward-backward stochastic differential equations (FBSDEs) appearing in the Feynman-Kac representation of the value function in stochastic optimal control problems. In contrast to the current numerical approaches which are based on the discretization of the continuous-time FBSDE, we propose a converse approach, namely, we obtain a discrete-time approximation of the on-policy value function, and then we derive a discrete-time estimator that resembles the continuous-time counterpart. The proposed approach allows for the construction of higher accuracy estimators along with error analysis. The approach is applied to the policy improvement step in reinforcement learning. Numerical results and error analysis are demonstrated using (i) a scalar nonlinear stochastic optimal control problem and (ii) a four-dimensional linear quadratic regulator (LQR) problem. The proposed estimators show significant improvement in terms of accuracy in both cases over Euler-Maruyama-based estimators used in competing approaches. In the case of LQR problems, we demonstrate that our estimators result in near machine-precision level accuracy, in contrast to previously proposed methods that can potentially diverge on the same problems.

1 Introduction
Feynman-Kac representation theory and its associated forward-backward stochastic differential equations (FBSDEs) has been gaining traction as a framework to solve nonlinear stochastic optimal control problems, including problems with quadratic cost [6], minimum-fuel ($L_1$-running cost) problems [9], differential games [7, 8], and reachability problems [3, 23]. Although FBSDE-based methods have seen growing attention in both the controls and robotics communities recently, much of the research originated in the mathematical finance community [1, 16, 18]. While initial results demonstrate promise in terms of flexibility and theoretical validity, numerical algorithms which leverage this theory have not yet matured. For even modest problems, state-of-the-art algorithms can be unstable, producing value function approximations which quickly diverge. Thus, producing more robust numerical methods is critical for the broader adoption of FBSDE methods for real-world tasks.

Numerical solution methods for Feynman-Kac-type FBSDEs broadly consist of two steps, a forward pass, which generates Monte Carlo samples of the forward stochastic process, and a backward pass, which iteratively approximates the value function backwards in time. Typically, FBSDE methods perform this approximation using a least-squares Monte Carlo (LSMC) scheme, which implicitly solves the backward SDE using parametric function approximation [10]. The approximate value function fit in the backward pass is then used to improve sampling in an updated forward pass, leading to an iterative algorithm which, ideally, improves the approximation till convergence. Although FBSDE methods seem similar to differential dynamic programming (DDP) techniques [13, 26, 25], the approach is significantly different. DDP methods require first and second order derivatives of the dynamics, and directly compute a quadratic approximation of the value func-
tion using constraints on the derivatives of the value function. Comparatively, FBSDE LSMC only uses estimates of the value function at a distribution of states, using the derivative of the value function to improve the accuracy of the estimator. FBSDE methods are more flexible in that they do not require derivatives of the dynamics and can be used with models of the value function which are not necessarily quadratic. Furthermore, for most DDP applications, a quadratic running cost with respect to the control is required for appropriate regularization [24, Section 2.2.3], whereas the FBSDE method more easily accommodates non-quadratic running costs (e.g., of the class $L_1$ or zero-valued), lending to a variety of control applications [9].

The underlying foundation of Feynman-Kac-based FBSDE algorithms is the intrinsic relationship between the solution of a broad class of second-order parabolic or elliptic PDEs to the solution of FBSDEs (see, e.g., [28, Chapter 7]), brought to prominence in [19, 21, 5]. Both Hamilton-Jacobi-Bellman (HJB) and Hamilton-Jacobi-Isaacs (HJI) second order PDEs, utilized for solving, respectively, stochastic optimal control and stochastic differential game problems, can thus be solved via FBSDE methods, even when the dynamics and costs are nonlinear and non-quadratic, respectively. This provides an alternative to the grid-based direct solution of PDEs, typically solved using finite-difference, finite-element, or level-set schemes, known for poor scaling in high dimensional state spaces ($n \geq 4$).

In this work, we investigate the discrete-time approximation of the backward SDE in the context of solving for the value function in the backward pass in FBSDE methods. Although for some special cases analytic solutions of the backward SDEs over short intervals can be accommodated into the associated algorithms [16], for many nonlinear problems analytic solutions are not available and numerical integration based on time-discretization is a necessity. In the currently available algorithms in the literature Euler-Maruyama approximations are employed for discretizing the continuous-time FBSDEs [6], to solve for an approximation of the continuous-time value function. In this paper, instead of the direct application of the Euler-Maruyama approximation on the Feynman-Kac FBSDEs, we formulate a discrete time problem with the Euler-Maruyama approximation of the dynamics, costs, and value function, and then we derive discrete-time relationships using Taylor expansions which resemble their continuous-time counterparts. By doing so, we arrive at a set of alternative estimators for the value function.

The primary contributions of this paper are as follows:

- Proposing a pair of alternative estimators for the value function used in the backward pass of a Girsanov-drifted Feynman-Kac FBSDE numerical method.
- Characterizing the theoretical bias and variance of these estimators and show their theoretic superiority to previously proposed estimators.
- Numerically confirming the theoretical results on representative stochastic optimal control problems.

This paper expands upon the authors’ prior work in [11], first by providing more details into how the proposed estimators are constructed. Second, we provide detailed proofs for the stated theorems, especially the discrete-time version of Girsanov’s theorem, which allows for the interpretation of the error. In addition, we discuss how the methodology can be adapted to produce an approximate policy improvement. Finally, in addition to a more detailed presentation of the scalar nonlinear example in [11], we present results of experiments on a four-dimensional LQR problem, verifying our theoretical claims about the accuracy of the proposed estimators.

The structure of the paper is as follows. In Section 2 we introduce the stochastic optimal control problem we are interested in, as well as the continuous-time approach to solving for an on-policy value function using drifted FBSDEs. At the end of this section we describe a discrete-time method of approximating the backward SDE which we will improve upon. In Section 3 we introduce our proposed approach, beginning by replacing the continuous-time problem with a discrete-time approximation. We then use discrete-time relationships to arrive
at estimators which resemble the estimators derived from continuous-time theory. We also provide an error analysis for the proposed estimators. Next, in Section \[\text{Section 3}\] we briefly show how a similar approach to derive the estimators can be used to approximate the Q-value function for policy improvement methods in reinforcement learning problems. Finally, in Section \[\text{Section 4}\] we present results from two numerical experiments which confirm the error analysis and illustrate the benefits of our approach over previously proposed estimators.

2 Continuous-Time Feynman-Kac FBSDEs

In this section we introduce the stochastic optimal control problem we are interested in, and show how its solution can be obtained as a pair of forward-backward stochastic differential equations (FBSDEs). Further, we discuss how these continuous-time FBSDEs can be approximated using the Euler-Maruyama method.

2.1 Stochastic Optimal and On-Policy Value Functions

We start with a complete, filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0,T]}, Q)\), on which \(W^Q_s\) is an \(n\)-dimensional standard Brownian (Wiener) process with respect to the probability measure \(Q\) and adapted to the filtration \((\mathcal{F}_t)_{t \in [0,T]}\). Consider a stochastic nonlinear system governed by the Itô differential equation

\[
\mathrm{d}X_s = f(s, X_s, u_s) \, \mathrm{d}s + \sigma(s, X_s) \, \mathrm{d}W^Q_s, \quad X_0 = x_0, \tag{1}
\]

where \(X_s\) is a state process taking values in \(\mathbb{R}^n\), \(u_{[0,T]}\) is a measurable and adapted input process taking values in the compact set \(U \subseteq \mathbb{R}^m\), and \(f : [0, T] \times \mathbb{R}^n \times U \rightarrow \mathbb{R}^n\), \(\sigma : [0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n}\) are the Markovian drift and diffusion functions, respectively. The cost associated with a given control signal \(u_{[t,T]}\) is

\[
S_t(u_{[t,T]}) := \int_t^T \ell(s, X_s, u_s) \, \mathrm{d}s + g(X_T), \tag{2}
\]

where \(\ell : [0, T] \times \mathbb{R}^n \times U \rightarrow \mathbb{R}_+\) is the running cost, and \(g : \mathbb{R}^n \rightarrow \mathbb{R}_+\) is the terminal cost. We assume that \(f, \sigma, \ell, g\) are uniformly continuous and Lipschitz in \(x\) for all \(t \in [0, T]\), \(u \in U\), and that \(\sigma^{-1}\) exists and is uniformly bounded on its domain.

The stochastic optimal control (SOC) problem is to determine the optimal value function

\[
V^*(t, x) = \inf_{u(t,T)} \left\{ \mathbb{E}_Q[S_t(u_{t,T}) | X_t = x] \right\}, \tag{SOC}
\]

(see \[\text{Section 4.3}\]). Given the previous assumptions on the dynamics and costs, \(V^*\) is a unique viscosity solution, continuous on \([0, T] \times \mathbb{R}^n\), of the associated Hamilton-Jacobi-Bellman PDE \[\text{[28, Chapter 4 Theorem 5.2; Theorem 6.1]}\].

The iterative approach to solving the optimal control problem is to successively improve approximations of the optimal policy and optimal value function \((\pi^*, V^*)\), refining an arbitrary policy \(\pi\) and its associated on-policy value function \(V^\pi\), which characterizes the cost-to-go under this policy. Consider the space of admissible feedback policies, that is, measurable functions \(\pi : [0, T] \times \mathbb{R}^n \rightarrow U\) for which there exists a weak SDE solution for

\[
\mathrm{d}X_s = f^\pi_s \, \mathrm{d}s + \sigma_s \, \mathrm{d}W^Q_s, \quad X_0 = x_0, \tag{3}
\]

where \(f^\pi_s := f(\pi(s, X_s)), f^\mu := f(t, x, \mu(t, x))\), and henceforth abbreviate \(\ell\) and \(\sigma\) similarly. The on-policy value function \(V^\pi\) is defined as

\[
V^\pi(t, x) = \mathbb{E}_Q[S^\pi_t | X_t = x],
\]

\[
S^\pi_t := \int_t^T \ell^\pi \, \mathrm{d}s + g(X_T), \tag{4}
\]

with the process \(X_s\) satisfying the forward SDE (FSDE) \[\text{[4]},\] and its associated Hamilton-Jacobi PDE is

\[
\partial_t V^\mu + \frac{1}{2} \text{tr}[\sigma \sigma^\top \partial_{xx} V^\mu] + (\partial_x V^\mu)^\top f^\mu + \ell^\mu|_{t,T} = 0,
\]

\[
V^\mu(T, x) = g(x), \tag{5}
\]
for \((t, x) \in [0, T] \times \mathbb{R}^n\), where \(\partial_t\) and \(\partial_x\) are the partial derivative operators with respect to \(t\) and \(x\), and \(\partial_{xx}\) is the Hessian with respect to \(x\). Under the typical assumptions of [28, Chapter 5, Theorem 6.6], a feedback policy satisfying the inclusion

\[
\pi^*(s, x) \in \arg\min_{u \in U} \{\ell(s, x, u) + f(s, x, u)^	op \partial_x V^*(s, x)\},
\]

when \(V^*\) is differentiable is optimal, that is, \(V^* = V^\pi\). More generally, when \(f^\mu, \ell^\mu\) are uniformly continuous and Lipschitz in \(x\) for all \(t \in [0, T]\) (which we henceforth assume), the on-policy PDE [5] admits a unique viscosity solution [28, Chapter 7, Theorem 4.1].

### 2.2 On-Policy FBSDE

The positivity of \(\sigma \sigma^\top\) yields that [5] is a parabolic PDE and, hence, by the Feynman-Kac Theorem (see, e.g., [20]) its solution is linked to the solution \((X_s, Y_s, Z_s)\) of the pair of FBSDEs composed of the FSDE [3] and the backward SDE (BSDE)

\[
dY_s = -\ell^\mu_s ds + Z_s^\top dW_s^Q, \quad Y_T = g(X_T),
\]

where \(Y_s\) and \(Z_s\) are, respectively, one and \(n\)-dimensional adapted processes.

**Theorem 2.1 (Feynman-Kac Representation).** The solution \((X_s, Y_s, Z_s)\) of the FBSDE system [3] and [7] satisfies

\[
Y_s = V^\mu(s, X_s), \quad s \in [0, T],
\]

\[
Z_s = \sigma^\top_s \partial_x V^\mu(s, X_s), \quad a.e. \ s \in [0, T],
\]

\(Q\)-almost surely (a.s.).

**Proof.** See [28] Chapter 7, Theorem 4.5, (4.29).

In numerical methods this theorem is often applied over short time intervals, leading to the following result.

1. When \(V^*\) is not differentiable a similar result can be obtained using the superdifferentials of the viscosity solution.

2. We assume without proof that the space of policies \(\mu\) for which this condition is satisfied either contains \(\pi^*\) or a close approximation of it.

### 2.3 Least Squares Monte Carlo

Least squares Monte Carlo (LSMC) is a scheme for obtaining the parameters of a parametric model of the value function \(V^\mu\), originally credited to [16].

**Corollary 2.2.** The minimizer \(\phi^*\) of

\[
\inf_{\phi \in L_2} \mathbb{E}_Q[(\hat{Y}_{t, \tau} - \phi)^2],
\]

over \(X_t\)-measurable square integrable variables \(\phi\) coincides with the value function, that is, \(\phi^* = V^\mu(t, X_t)\).

**Proof.** This follows from the \(L_2\)-projective properties of conditional expectation [22] Chapter 10.3, Property 11] applied to [12].
In LSMC numerical methods, we approximate the minimization in (13) over the subspace of \( \{ \phi(X_t; \alpha) : \alpha \in \mathcal{A} \} \), where \( \phi(x; \alpha) \) is a function representation with parameters \( \alpha \in \mathcal{A} \) (we assume henceforth that \( \phi(x; \alpha) \in C^2(\mathbb{R}^n) \) for all \( \alpha \in \mathcal{A} \)). Let \( \{(x^k_t, \hat{y}^k_t)\}_{k=1}^M \) be a set of samples approximating the joint distribution \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,T]}, \mathbb{P}) \) of \( X_t, \hat{Y}_{t,\tau} \), denoted as \( \tilde{Q} \). The optimal parameters for this representation are found by minimizing

\[
\alpha_t^* := \arg \min_{\alpha \in \mathcal{A}} \mathbb{E}_\tilde{Q}(\hat{Y}_{t,\tau} - \phi(X_t; \alpha_t))^2
\]

\[
\approx \arg \min_{\alpha \in \mathcal{A}} \frac{1}{M} \sum_{k=1}^M (\hat{y}^k_t - \phi(x^k_t; \alpha_t))^2. \tag{14}
\]

When the function representation is linear in the parameters \( \phi(x; \alpha) = \Phi(x)\alpha \) this optimization is a linear least squares regression problem in \( \mathcal{A} \). The optimal parameters define the new approximate representation of the value function, by

\[
V^\mu(t, x) \approx \hat{V}^\mu(t, x) := \phi(x; \alpha_t^*). \tag{15}
\]

### 2.4 Off-Policy Drifted FBSDE

We now present a result based on Girsanov’s theorem, namely, that an alternative pair of drifted FBSDEs with a different trajectory distribution can be used to estimate the same value function \( V^\mu \). This result will be used to disentangle the drift of the forward distribution from the policy associated with the value function.

**Theorem 2.2.** Let \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,T]}, \mathbb{P}) \) be a new filtered probability space on which \( W^p \) is Brownian and let \( K_s \) be any \( \mathcal{F}_s \)-progressively measurable process on the interval \([0, T]\) such that

\[
D_s := \sigma_s^{-1}(f_s^\mu - K_s), \tag{16}
\]

is bounded and

\[
dX_s = K_s \, ds + \sigma_s \, dW^p_s, \quad X_0 = x_0, \tag{17}
\]

admits a unique square-integrable solution \( X_s \) (see e.g. [28, Chapter 1, Theorem 6.16]). Then, the Hamilton-Jacobi PDE [5] has a representation as the unique square-integrable solution \((X_s, \hat{Y}_s, Z_s)\) to the FBSDEs (17) and

\[
dY_s = -(f_s^\mu + Z_s^\top D_s) \, ds + Z_s^\top dW^p_s, \quad Y_T = g(X_T), \tag{18}
\]

in the sense that

\[
Y_s = V^\mu(s, X_s), \quad s \in [0, T],
\]

\[
Z_s = \sigma_s^\top \partial_x V^\mu(s, X_s), \quad a.e. \, s \in [0, T], \tag{19}
\]

\( \mathbb{P} \)-a.s.. \( \square \)

**Proof.** The existence of a square-integrable solution to (17) allows the conditions of [28, Chapter 7, Theorem 3.2] to be satisfied for (18), guaranteeing a unique square-integrable solution \((Y_s, Z_s)\). Now define the processes

\[
W_t^Q := W_t^p - \int_0^t D_s \, ds, \tag{20}
\]

\[
\Theta_t := \exp \left( -\frac{1}{2} \int_0^t \|D_s\|^2 \, ds + \int_0^t D_s^\top dW^p_s \right), \tag{21}
\]

for \( t \in [0, T] \). Since \( D_s \) is bounded, Girsanov’s theorem [10, Chapter 5, Theorem 10.1] implies that the process \( W^Q_t \) defined by (20) is Brownian in some measure \( Q \) derived from \( \mathbb{P} \) in the form of

\[
dQ = \Theta_T \, dP, \tag{22}
\]

where \( \Theta_T \) be the Radon-Nikodym derivative. With a simple algebraic reduction, Girsanov’s theorem also guarantees separately that \( X_s \) solves the on-policy FSDE (3), and that \( (X_s, Y_s, Z_s) \) solves the on-policy BSDE (7). Here, the idea is that the sample functions for the processes are the same, but the probability measure (acting on sets of trajectory samples \( \omega \)) which characterizes their distributions changes.

Since \( D_s \) is bounded, it satisfies Novikov’s criterion [31, Theorem 15.4.2] and thus, it follows that \( \Theta_t \) is \( \mathbb{P} \)-a.s. strictly positive, and further that the measures \( \mathbb{P} \) and \( Q \) are equivalent, that is, they are absolutely continuous with respect to the other [17]. Since [8] holds \( Q \)-a.s., there exists an \( N \in \mathcal{F} \) such that \( E^F \subseteq N \), where \( E := \{ \omega \in \Omega : Y_1(\omega) = V^\mu(t, X_t(\omega)) \} \), and
Q(N) = 0. It subsequently follows from the definition of absolute continuity that P(N) = 0. Thus, [8] holds P-a.s. as well.

As before, the corresponding relationship over short intervals follows.

**Corollary 2.3.** Let \((X_s, Y_s, Z_s)\) be the solution to the drifted FBSDE system [17] and [18], and define

\[
\hat{Y}_{t, \tau} := Y_t - \Delta \hat{Y}_{t, \tau},
\]

where \(\Delta \hat{Y}_{t, \tau}\) is either

\[
\Delta \hat{Y}_{t, \tau}^\text{noisy} := -\int_t^\tau (\ell_t^\mu + Z_s^\top D_s)ds + \int_t^\tau Z_s^\top dW_s^P,
\]

or

\[
\Delta \hat{Y}_{t, \tau}^\text{noiseless} := -\int_t^\tau (\ell_t^\mu + Z_s^\top D_s)ds.
\]

Then,

\[
Y_t = \mathbb{E}_P[\hat{Y}_{t, \tau}^\text{noisy} | X_t] = \mathbb{E}_P[\hat{Y}_{t, \tau}^\text{noiseless} | X_t] = V^\mu(t, X_t),
\]

P-a.s. for \(0 \leq t \leq \tau \leq T\).

**Proof:** The proof follows similarly to the proof of Corollary 2.1.

Further, the discussion in Section 2.3 holds true when the measure Q is replaced with P. We can interpret this result in the following sense. As long as the diffusion function \(\sigma\) is the same as in the on-policy formulation, we can pick an arbitrary process \(K_s\) to be the drift term, which generates a distribution for the forward process \(X_s\) in the corresponding measure P. The BSDE yields an expression for \(Y_t\) using the same process \(W_s^P\) as used in the FSDE. The term \(Z_s^\top D_s\) acts as a correction in the BSDE to compensate for changing the drift of the FSDE. We can again use the minimization [14] to approximate the value function \(V^\mu\), the only difference being that \((\hat{x}_t^\ell, \hat{y}_t^\ell)\) are now samples approximating the distribution P.

It should be highlighted that \(K_s\) need not be a deterministic function of the random variable \(X_s\), as is the case with \(f_t^\mu\). For instance, it can be selected as the function \(K_s(\omega) = h(s, X_s(\omega), \omega)\) for some appropriate function \(h\), producing a non-trivial joint distribution for the random variables \((X_t, K_t)\).

### 2.5 Euler-Maruyama FBSDE Approximation

Many approaches to solving the FBSDEs propose approximating both the forward and backward steps with Euler-Maruyama-like SDE approximations, see, for instance, [2], [6], and the survey in [12]. For the drifted FSDE the approximation is

\[
X_t - X_s = K_t \Delta t + \sqrt{\Delta t} \sigma_t \Delta W_t,
\]

where \(\Delta t := \tau - t\) and \(\Delta W_t \sim \mathcal{N}(0, I_n)\). For the drifting BSDE step we have

\[
\hat{Y}_{t, \tau} = V(\tau, X_\tau) - \Delta \hat{Y}_{t, \tau},
\]

where \(\Delta \hat{Y}_{t, \tau}\) is either

\[
\Delta \hat{Y}_{t, \tau}^\text{noisy} = -(\ell_t^\mu + Z_s^\top D_s) \Delta t + Z_s^\top \sqrt{\Delta t} \Delta W_t,
\]

or

\[
\Delta \hat{Y}_{t, \tau}^\text{noiseless} = -(\ell_t^\mu + Z_s^\top D_s) \Delta t.
\]

The variable \(Z_s\) is evaluated at the end of the interval so that it can utilize the latest approximation of the value function gradient. Note also that the on-policy Euler-Maruyama estimators arise when \(K_t \equiv F_t^\mu\) and thus \(D_t \equiv 0\). The primary contribution of this paper, discussed in the next section, is to propose new estimators for \(\hat{Y}_{t, \tau}\) to be used in the LSMC function regression step.

### 3 Forward-Backward Difference Equations

In the previous section we presented results from continuous-time FBSDE theory, then used standard
methods in SDE approximation to form a discrete-
time approximation of the forward and backward
SDEs. In this section we propose the converse ap-
proach: we begin by forming a discrete-time approx-
imation of the dynamics and the value function, then
we derive relationships which resemble those arrived
at previously. In doing so, we make two contribu-
tions: first, we arrive at better estimators compared
to the direct discretization of the continuous time
relations because we are able to exploit characteris-
tics of the discrete-time formulation obscured by the
continuous-time problem, and, secondly, we provide
a discrete-time intuition for the continuous-time the-
ory.

3.1 Discrete Time SOC Approximation

The interval \([0,T]\) is partitioned into \(N\) subin-
tervals of length \(\Delta t\) with the partition \(\{t_0 = 0, t_1 = \Delta t, ..., t_{N-1} = T - \Delta t, t_N = T\}\). We abbreviate variables \(X_{t_i} := X_i\) for brevity. Let \((\tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}_{t \in \{0,...,N\}}, \tilde{Q})\) be the discrete-time filtered probability space and let \(\{W^Q_t\}_{t=0}^{N-1}\) be a discrete time
Brownian process in \(Q\), that is, \(W^Q_t \sim \mathcal{N}(0, I_n)\) is normally distributed, \(\tilde{\mathcal{F}}_{t+1}\)-measurable, and \(\{W^Q_t\}\) are mutually independent. The on-policy forward stochastic difference equation is

\[
X_{i+1} - X_i = F^\mu_i + \Sigma_i W^Q_i, \quad X_0 = x_0, \tag{31}
\]

where, using the Euler-Maruyama approximation method,\(^3\)

\[
F^\mu_i = f(t_i, X_i, \mu_i(X_i)) \Delta t, \quad \Sigma_i = \sigma(t_i, X_i) \sqrt{\Delta t}, \tag{32}
\]

and the on-policy value function is

\[
V^\mu_i(X_i) = \mathbb{E}_Q \left[ \sum_{j=1}^{N-1} L_j^\mu + g(X_N) \mid X_i \right], \tag{33}
\]

where

\[
L_j^\mu = \ell(t_j, X_j, \mu_j(X_j)) \Delta t. \tag{34}
\]

According to [14], Chapter 10, Theorem 10.2.2, when a linear growth condition in \(x\) is imposed on \(f^\mu, \sigma, \) and \(\ell^\mu\) along with a few other conditions, then it can be shown that the absolute error between the Euler-Maruyama approximation \(X_i\) and the continu-
ous forward process \(X_t\) is of order \(O((\Delta t)^{1/2})\). When \(\sigma_x\) is constant with respect to \(x\), the error bound improves to \(O(\Delta t)\) [14], Chapter 10, Theorem 10.3.5].

3.2 Discrete-Time BSDE Approximation

For the discrete-time value function \(\{V^\mu_i\}\) and for-
ward process \(\{X_i\}\) we define the process \(\{Y_i := V^\mu_i(X_i)\}\). Further, we define the term \(\Delta Y_i\) as one that satisfies the backward difference,

\[
\Delta Y_i := Y_{i+1} - Y_i, \tag{35}
\]

where we use separate estimators \(\hat{Y}_{i+1} \approx Y_{i+1}\) and
\(\Delta \hat{Y}_i \approx \Delta Y_i\) to obtain a combined estimator

\[
\hat{Y}_i := \hat{Y}_{i+1} - \Delta \hat{Y}_i. \tag{36}
\]

with the interpretation \(\hat{Y}_i \approx V^\mu_i(X_i)\). Both \(\hat{Y}_{i+1}\) and
\(\Delta \hat{Y}_i\) can be chosen according to different approxima-
tion schemes; these choices are investigated below. These approximation schemes assume the availability of some approximate representation of the value function at the next step \(\hat{Y}_{i+1} \approx V^\mu_{i+1}\), as well as its derivatives, and they produce a representation \(\hat{V}^\mu_i \approx V^\mu_i\) using LMSMC.

3.3 On-Policy Taylor-Expanded Backward Difference

We now propose an estimator for \(\Delta \hat{Y}_i\), the discrete
double analogue to the on-policy terms defined in [10] and
[11]. We begin by noting that the on-policy value function satisfies the on-policy Bellman equation

\[
V^\mu_i(X_i) = L_i^\mu + \mathbb{E}_Q[V^\mu_{i+1}(X_{i+1}) \mid X_i]. \tag{37}
\]

Consider the second-order Taylor expansion of the approx-
imation \(\hat{V}^\mu_{i+1} \approx V^\mu_{i+1}\) of the term inside the
conditional expectation,

\[ \tilde{V}_{i+1}^\mu(X_{i+1}) = \tilde{V}_{i+1}^\mu(\tilde{X}_{i+1}^Q + \Sigma_i W_i^Q) = \tilde{Y}_{i+1} + \delta_{i+1}^{h.o.t.}, \]

(38)

\[ \tilde{Y}_{i+1} := Y_{i+1} + \tilde{Z}_{i+1}^\mu W_i^Q + \frac{1}{2} W_i^{Q^\top} \tilde{M}_{i+1} W_i^Q, \]

(39)

centered at the conditional mean,

\[ \tilde{X}_{i+1}^Q := E_Q[X_{i+1} | X_i] = X_i + F_i^\mu, \]

(40)

where

\[ Y_{i+1} := \tilde{V}_{i+1}^\mu(\tilde{X}_{i+1}^Q), \]

(41)

\[ \tilde{Z}_{i+1} := \Sigma_i^T \partial_x \tilde{V}_{i+1}^\mu(\tilde{X}_{i+1}^Q), \]

(42)

\[ \tilde{M}_{i+1} := \Sigma_i^T \partial_{xx} \tilde{V}_{i+1}^\mu(\tilde{X}_{i+1}^Q) \Sigma_i, \]

(43)

and \( \delta_{i+1}^{h.o.t.} \) includes the third and higher order terms in the Taylor series expansion. Substituting \( \tilde{Y}_{i+1} \) in for \( V_{i+1}^\mu(X_{i+1}) \) in (37) and rearranging terms, and in light of (36), we arrive at an estimator for the backward step

\[ \Delta \hat{Y}_i^{\text{Taylor}} := -L_i^\mu + \tilde{Z}_{i+1}^\mu W_i^Q \]

\[ + \frac{1}{2} \text{tr}(M_{i+1}(W_i^{Q^\top} W_i^Q^\top - I)). \]

(44)

For the purposes of comparison we restate the on-policy Euler-Maruyama estimators derived in the previous section,

\[ \Delta \hat{Y}_i^{\text{Noisy-EM}} := -L_i^\mu + \tilde{Z}_{i+1}^\mu W_i^Q, \]

(45)

\[ \Delta \hat{Y}_i^{\text{Noiseless-EM}} := -L_i^\mu, \]

(46)

where

\[ \tilde{Z}_{i+1} := \Sigma_i^T \partial_x \tilde{V}_{i+1}^\mu(X_{i+1}). \]

(47)

There are two differences in the proposed Taylor series expansion approach compared to the Euler-Maruyama approach. First, the gradient of the value function is evaluated at \( X_{i+1}^Q \) instead of \( X_{i+1} \). This effect can be exploited because in the discrete-time approach the difference equation separates the drift step and the diffusion step, whereas in the continuous-time approach the drift and diffusion are considered inseparable. However, if the continuous-time SDEs are eventually discretized using Euler-Maruyama, this assumption is broken over short intervals. Secondly, the trace term now appears in the Taylor-expansion estimator. While in the continuous-time counterpart second-order effects are infinitesimally small, they can no longer be ignored in the discrete-time approximation. Note, however, that \( E_Q[\frac{1}{2} \text{tr}(M_{i+1}(W_i^{Q^\top} W_i^Q^\top - I)]|X_i]\) = 0 since \( E_Q[W_i^{Q^\top} W_i^Q^\top | X_i] = I \) and \( M_{i+1} \) is \( X_i \)-measurable.

The following theorem suggests that this choice of approximation of \( \Delta Y_i \) has relatively small residual error.

**Theorem 3.1.** The choice \( \Delta \hat{Y}_i^{\text{Taylor}} \) in (44) is an unbiased estimator of the actual value function difference \( \Delta Y_i, \) i.e.,

\[ E_Q[\Delta \hat{Y}_i^{\text{Taylor}} | X_i] = E_Q[\Delta Y_i | X_i]. \]

(48)

**Proof.** The relationship (48) follows directly from taking the conditional expectation \( E_Q[\cdot | X_i] \) of both sides of (49). We now show (49).

Comparing (44) with (39), it can be easily shown that

\[ \Delta \hat{Y}_i = -L_i^\mu + \tilde{Y}_{i+1} - E_Q[\tilde{Y}_{i+1} | X_i], \]

(51)

and, similarly, the Taylor expansion (38) immediately yields \( Y_{i+1} = \tilde{Y}_{i+1} + \delta_{i+1}^{\text{Taylor}} \). Combining these two expressions yields

\[ \Delta \hat{Y}_i = -L_i^\mu + Y_{i+1} - \delta_{i+1}^{\text{Taylor}} - E_Q[Y_{i+1} - \delta_{i+1}^{\text{Taylor}} | X_i]. \]

(52)

Substituting in the Bellman equation (37) and rearranging we arrive at (49).
In general, the Taylor expansion residual \( \delta_{i+1}^{h.o.t} \) has a small mean due to the following result.

**Proposition 3.1.** Of the higher order terms in the Taylor expansion residual \( \delta_{i+1}^{h.o.t} \), the terms with odd order, starting with the third order term, have zero conditional expectations given \( X_i \).

\[ \Delta Y_i - \Delta \hat{V}_{i+1}^{taylor} = \hat{\delta}_i - E_Q[\hat{\delta}_i | X_i]. \] (53)

**Proof.** This is a direct consequence of the fact that if \( \hat{V}_{i+1} \) is quadratic then its second order Taylor expansion is exact.

Further, under a very basic function approximation scheme, we can entirely dismiss the term \( \delta_{i+1}^{h.o.t} \).

**Proposition 3.2.** If the value function approximation \( \hat{V}^\mu_{i+1} \) is quadratic then \( \delta_{i+1}^{h.o.t} \equiv 0 \). Thus, the residual error is determined entirely by the residual error of the function approximation of \( V^\mu_{i+1} \),

\[ \Delta Y_i - \Delta \hat{V}_{i+1}^{taylor} = \hat{\delta}_i - E_Q[\hat{\delta}_i | X_i]. \] (54)

**Proof.** See Appendix A.

Note that this does not require the true value function to be quadratic, only its approximation. Although using a less expressive representation improves the error coming from the term \( \delta_{i+1}^{h.o.t} \), there may be a trade-off in terms of increasing the magnitude of the error in \( \hat{V}_{i+1} \), since the function \( V_{i+1}^\mu \) might be less appropriately modeled.

The most remarkable aspect of Proposition 3.2 is that it suggests that for linear-quadratic-regulator (LQR) problems these estimators are exact up to function approximation error, due to the fact that for LQR problems \( V^\mu_{i+1} \) itself is in the class of quadratic functions. This provides a fundamental guarantee for these estimators. On the contrary, the Euler-Maruyama estimators are not exact when applied to LQR problems.

**Remark 3.1.** If the value function approximation \( V_{i+1}^\mu \) is quadratic, the residual error of the Euler-Maruyama estimators is

\[ \Delta Y_i - \Delta \hat{Y}_i^{noisy-em} = \hat{\delta}_i - E_Q[\hat{\delta}_i | X_i] + (Z_{i+1} - Z_{i+1})^\top W_i^\mu + \frac{1}{2} \text{tr}(M_{i+1}(W_i^\mu W_i^\mu^\top - I)). \] (54)

Although using a less expressive representation improves the error coming from the term \( \delta_{i+1}^{h.o.t} \), there may be a trade-off in terms of increasing the magnitude of the error in \( \hat{V}_{i+1} \), since the function \( V_{i+1}^\mu \) might be less appropriately modeled.

The following theorem establishes the error analysis of the two Taylor-expansion-based estimators.

**Theorem 3.2.** For the estimator \( \hat{Y}_i := \hat{Y}_{i+1} - \Delta \hat{Y}_i \), where \( \Delta \hat{Y}_i \) is defined in (44) and \( \hat{Y}_{i+1} \) is defined in (55) or (56), the bias is

\[ E_Q[Y_i - \hat{Y}_i^{re-est} | X_i] = E_Q[\hat{\delta}_i | X_i], \] (58)

\[ E_Q[Y_i - \hat{Y}_i^{noisy-em} | X_i] = E_Q[\hat{\delta}_i + \delta_{i+1}^{h.o.t} | X_i]. \] (59)
The variances of these estimators are
\[
\begin{align*}
\text{Var}_Q[\tilde{Y}_{i}^\text{re-est} | X_i] &= \text{Var}_Q[\delta_{i+1}^\text{h.o.t.} | X_i], \\
\text{Var}_Q[\tilde{Y}_{i}^\text{noiseless} | X_i] &= 0.
\end{align*}
\]

(60) (61)

Proof. See Appendix C.

This theorem shows that the re-estimate condition has less bias than the noiseless condition, but it is a higher variance estimator. We also observe that when \( \delta_{i+1}^\text{h.o.t.} = 0 \) the bias and variance of these two estimators are identical. However, since it is not immediately clear which condition is superior when this is not true, we examine both methods and compare the results in Section 3

3.5 Drifted Taylor-Expanded Backward Difference

We now offer a discrete-time approximation of the drifted off-policy FBSDEs. Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in \{0,\ldots,N\}}, \mathbb{P})\) be an alternative discrete-time filtered probability space where \( W \) is the associated Brownian process. Define on this space the difference equation

\[
X_{i+1} - X_i = K_i + \Sigma_i W_i^P, \quad X_0 = x_0,
\]

(62)

where the process \( \{K_i\}_{i=0}^{N-1} \) is chosen at will, \( \mathcal{F}_{i+1} \)-measurable, and independent of \( W_i^P \). For example, \( K_i \) can be constructed using the function \( K_i(\omega) = K_i(\xi(\omega), \xi_i(\omega)) \), where \( \{\xi_i\} \) is some random process where \( \xi_i \) is \( \mathcal{F}_{i+1} \)-measurable and independent of \( W_i^P \) (but not necessarily of \( W_{i+1} \)). Each \( K_i \) must also be selected such that

\[
D_i := \Sigma_i^{-1}(F_i^\mu - K_i),
\]

(63)

is bounded.

Similar to the construction in Section 2.4 a discrete time version of Girsanov’s theorem can be used to produce the measure \( \tilde{Q} \) which satisfies the assumptions of Section 3.1 and show how the drifted forward difference (62) can be transformed to the on-policy forward difference (31). To this end, define the sequence of measures

\[
d\tilde{Q}_{i+1} = \Theta_{i+1}d\tilde{P}_{i+1},
\]

(64)

for \( i = 0, \ldots, N - 1 \), where \( \Theta_{i+1} \) is the discrete time version of (21) defined as

\[
\Theta_{i+1} := \exp\left( \sum_{j=0}^{i} \left( -\frac{1}{2} \|D_j\|^2 + D_j^\top W_j^P \right) \right),
\]

(65)

where \( \Theta_0 := 1 \). Further, as in (20), define the process

\[
W_i^Q := W_i^P - D_i,
\]

(66)

for \( i = 0, \ldots, N - 1 \).

**Lemma 3.1 (Discrete-Time Girsanov).** Let \( \{D_i\}_{i=0}^{N-1} \) be a sequence of bounded and \( \mathcal{F}_{i+1} \)-measurable random variables where each \( D_i \) is independent of \( W_i^P \). Then, the process \( W_i^Q := \{W_i^Q\}_{i=0}^{N-1} \) defined by (66) is Brownian with respect to \( \tilde{Q}_{i+1} \), that is, \( W_i^Q \sim \mathcal{N}(0, I_n) \) is normally distributed, \( \tilde{F}_{i+1} \)-measurable, and the set of variables \( \{W_i^Q\} \) are mutually independent.

Proof. See Appendix B.

Henceforth, we let \( \tilde{P}_N := \tilde{P}_N \) for notational simplicity. It is easy to see that the drifted forward difference (62) and the on-policy forward difference (31) are identical under the substitution (66). Thus, we conclude that the drifted process \( \{X_i\} \) still satisfies the on-policy Bellman equation (37) for the same on-policy value function \( V^\mu \).

To derive the backward step, we perform a Taylor expansion centered at

\[
\tilde{X}_{i+1} := \mathbb{E}_{\tilde{P}}[X_{i+1} | X_i, K_i] = X_i + K_i,
\]

(67)

instead of \( X_i^Q \). The expressions defining \( \tilde{Y}_{i+1}, Y_{i+1}, Z_{i+1}, \) and \( \tilde{M}_{i+1} \) (38), (39), (40), (41), (42), (43) are all identical except for replacing \( X_{i+1}^Q, W_i^Q \) with \( \tilde{X}_{i+1}, W_i^P \). Again, substituting \( \tilde{Y}_{i+1} \) in for \( V_i^\mu(X_{i+1}) \) in (37)
and rearranging terms in light of (36), we arrive at an estimator for the backward step

\[ \Delta \tilde{Y}_i^{\text{drift}} := -L_i^\mu + \bar{Z}_{i+1}^\top W_i^P - \bar{Z}_{i+1}^\top D_i + \frac{1}{2} \text{tr}(\bar{M}_{i+1} (W_i^P W_i^P^\top - I - D_i D_i^\top)). \]

(68)

Recognize that this is a generalization of (44), by noting that when \( K_i = F_i^\mu \) then \( D_i = 0 \) and the drifted forward difference (62) and the backward step reduce to their on-policy form (31), (44).

**Lemma 3.2.** The choice (68) yields the residual error

\[ \Delta Y_i - \Delta \tilde{Y}_i = \delta_{i+1}^\psi - \mathbb{E}_Q[\delta_{i+1}^\psi | X_i, K_i]. \]

(69)

**Proof.** Substituting (66) into

\[ \tilde{Y}_{i+1} := \bar{Y}_{i+1} + \bar{Z}_{i+1}^\top W_i^P + \frac{1}{2} W_i^P^\top \bar{M}_{i+1} W_i^P, \]

(70)

yields

\[
\begin{align*}
\tilde{Y}_{i+1} &= \bar{Y}_{i+1} + \bar{Z}_{i+1}^\top (W_i^Q + D_i) \\
&\quad + \frac{1}{2} (W_i^Q + D_i)^\top \bar{M}_{i+1} (W_i^Q + D_i) \\
&= \bar{Y}_{i+1} + \bar{Z}_{i+1}^\top W_i^Q + \bar{Z}_{i+1}^\top D_i + D_i^\top \bar{M}_{i+1} W_i^Q \\
&\quad + \frac{1}{2} \text{tr}(\bar{M}_{i+1} (W_i^Q W_i^Q^\top + D_i D_i^\top)).
\end{align*}
\]

Note that \( D_i, \bar{Y}_{i+1}, \bar{Z}_{i+1}, \) and \( \bar{M}_{i+1} \), are \((X_i, K_i)\)-measurable. Taking the conditional expectation in the on-policy measure \( Q \) yields

\[
\mathbb{E}_Q[\tilde{Y}_{i+1} | X_i, K_i] = \bar{Y}_{i+1} + \bar{Z}_{i+1}^\top D_i \\
&\quad + \frac{1}{2} \text{tr}(\bar{M}_{i+1} (I + D_i D_i^\top)).
\]

(71)

Comparing (68), (70), and (71), it can be easily shown that

\[ \Delta \tilde{Y}_i = -L_i^\mu + \bar{Y}_{i+1} - \mathbb{E}_Q[\tilde{Y}_{i+1} | X_i, K_i]. \]

(72)

The Taylor expansion (38) immediately yields \( Y_{i+1} = \tilde{Y}_{i+1} + \delta_{i+1}^\psi \). Combining these two expressions yields

\[ \Delta \tilde{Y}_i = -L_i^\mu + Y_{i+1} - \delta_{i+1}^\psi - \mathbb{E}_Q[Y_{i+1} - \delta_{i+1}^\psi | X_i, K_i]. \]

(73)

Substituting in the Bellman equation \( Y_i = L_i^\mu + \mathbb{E}_Q[Y_{i+1} | X_i] \) (37) and rearranging, we have

\[ \Delta Y_i - \Delta \tilde{Y}_i = \delta_{i+1}^\psi + \mathbb{E}_Q[Y_{i+1} - \delta_{i+1}^\psi | X_i, K_i] - \mathbb{E}_Q[Y_{i+1} | X_i]. \]

(74)

Under the measure \( \bar{Q} \), \( Y_{i+1} \) is independent of \( K_i \) given \( X_i \), so we have

\[ \mathbb{E}_{\bar{Q}}[Y_{i+1} | X_i, K_i] = \mathbb{E}_{\bar{Q}}[Y_{i+1} | X_i], \]

and by substituting into the previous equation we arrive at (69).

\[ \Box \]

The distribution of the residual error \( \Delta Y_i - \Delta \tilde{Y}_i \) depends on the measure we use to interpret it. For numerical applications we sample from the measure \( \bar{P} \) instead of \( \bar{Q} \), and thus this estimator is no longer unbiased with respect to the sampled distribution. The conditional expectation with respect to \( \bar{P} \) of the right hand side of (69) is

\[
\begin{align*}
\bar{E}^{\bar{P} | \bar{Q}}_{i+1} := \mathbb{E}_{\bar{P}}[\delta_{i+1}^\psi - \mathbb{E}_Q[\delta_{i+1}^\psi | X_i, K_i] | X_i, K_i] \\
&= \mathbb{E}_{\bar{P}}[\delta_{i+1}^\psi | X_i, K_i] - \mathbb{E}_Q[\delta_{i+1}^\psi | X_i, K_i].
\end{align*}
\]

(75)

The two estimators for \( \tilde{Y}_{i+1}, \) (55), (56), presented in Section 3.4 can be used without modification, that in the noiseless condition, \( \tilde{Y}_{i+1} \) is taken to be (70). The drifted noiseless estimator now resolves to

\[ \tilde{Y}_{i}^{\text{noiseless}} = L_i^\mu + \bar{Y}_{i+1} + \bar{Z}_{i+1}^\top D_i + \frac{1}{2} \text{tr}(\bar{M}_{i+1} (I + D_i D_i^\top)). \]

(76)

**Theorem 3.3.** For the estimator \( \hat{Y}_i := \tilde{Y}_{i+1} - \Delta \tilde{Y}_i \) where \( \Delta \tilde{Y}_i \) is defined in (68) and \( \tilde{Y}_{i+1} \) is defined in
The bias term appearing in Theorem 3.3 is bounded as
\[
|\mathbb{E}_Q[\delta^\Delta \hat{Y} | X_i, K_i]| \\
\leq \exp\left(\frac{1}{2} \|D_i\|^2\right) \mathbb{E}_p[|\delta^\Delta \hat{Y}|^2 | X_i, K_i]^{1/2}. \tag{81}
\]

These analytical results justify the assumption that for appropriately chosen $K_i$, the choice of (88) represents a low bias, low variance approximator for the backward difference step. It also provides guidance for how to select $K_i$.

4 Policy Improvement

In this section we discuss how policies can be improved based on the value function parameters obtained from the backward passes. First, we discuss a naive continuous-time approximation approach arising from the Hamiltonian used in HJB equations. Continuous-time analysis of the Hamiltonian suggests that the optimal control policy $\pi^*$ satisfies the inclusion \[9\]. so a naive approach to improving the policy would be to use the Euler-Maruyama approximation of the dynamics and costs along with the gradient of the recent approximation of the value function to evaluate this policy optimization. This Hamiltonian-based approach
\[
\tilde{\pi}^*(x) \in \arg\min_{u \in U} \{f(t_i, x, u) + f(t_i, x, u)^\top \partial_x \hat{V}_i(x)\} \\
\equiv \arg\min_{u \in U} \{L_i(x, u) + F_i(x, u)^\top \partial_x \hat{V}_i(x)\}, \tag{82}
\]
is used for estimating the optimal policy in \[9\].

According to the discussion in the previous section, we propose an alternative Taylor-based approach to \[82\] as follows. We begin with a discrete approximation of the continuous problem and form the Q-value function at time $i$, given the value function $V^\mu_{i+1}$,
\[
Q^\mu_i(x, u) := L_i(x, u) + \mathbb{E}_{\tilde{Q}_i} [V^\mu_{i+1}(X_{i+1}) | X_i = x], \tag{83}
\]
where $\tilde{Q}_i$ is the measure corresponding to the forward difference step
\[
X_{i+1} - x = F_i(x, u) + \Sigma_i W^\mu_{i+1}. \tag{84}
\]
The optimal Bellman equation indicates that the optimal policy satisfies $\pi^*_i(x) \in \arg\min_{u \in U} Q^\pi_i(x, u)$ and the optimal value function satisfies $V^\pi_{i+1} = \min_{u \in U} Q^\pi_{i+1}(x, u)$. Notice that when $V^\pi_{i+1} \leq V^\mu_{i+1}$
and \( Q^\mu_i(x, \pi_i(x)) \leq Q^\mu_i(x, \mu_i(x)) \) then \( V^\mu_i \leq V_i^\mu \), so \( \pi \) will be an improved policy over \( \mu \). Letting

\[
Y_{i+1} := E_{\bar{Q}_i}[X_{i+1}|X_i = x] = x + F_i(x, u),
\]

(85)

and performing the same Taylor expansion approach as in (38), (39), we arrive at the approximation \( \bar{Q}_i^\mu \) defined as

\[
\bar{Q}_i^\mu(x, u) := L_i(x, u) + \bar{Y}_{i+1}^\mu + \frac{1}{2} \text{tr}(\bar{M}_{i+1}^\mu),
\]

(86)

where

\[
\bar{Y}_{i+1}^\mu := \bar{V}_{i+1}^\mu(Y_{i+1}^\mu),
\]

\[
\bar{M}_{i+1}^\mu := \Sigma_i \partial_x \bar{V}_{i+1}^\mu(Y_{i+1}^\mu)^\top \Sigma_i.
\]

**Proposition 4.1.** The error when using \( \bar{Q}_i^\mu \) to approximate the \( Q \)-value function is

\[
Q^\mu_i(x, u) - \bar{Q}_i^\mu(x, u) = E_{\bar{Q}_i}[\Delta \bar{V}_i^\mu|x_i = x].
\]

(87)

**Proof.** Due to (38) we have \( Y_{i+1} = \bar{Y}_{i+1} + \delta \Delta \bar{V}_i \). We arrive at (87) by subtracting (86) from (83), and then substituting in \( Y_{i+1} \) for \( V_{i+1}^\mu(X_{i+1}) \).

In general, we seek a policy that minimizes this \( Q \)-value function,

\[
\mu^*(x; \bar{V}_{i+1}^\mu) := \min_{u \in U} \bar{Q}_i^\mu(x, u).
\]

(88)

When the function \( L_i \) is quadratic in terms of \( u \) and/or contains an \( L_1 \) regularization term like \( \sum_{j=1}^m |u|^j \), \( U \) is an interval set, \( F_i \) is affine in the control, and \( \bar{V}_{i+1}^\mu \) is quadratic, then the optimization \( \mu^*(x; \bar{V}_{i+1}^\mu) \) has an analytic solution. Also, similarly to the previous section, when \( \bar{V}_{i+1}^\mu \) is quadratic, as is the case in LQR problems, the Taylor expansion of the \( Q \)-value function is exact. Thus, this optimization will yield the exact optimal control solution for the LQR problem.

## 5 Numerical Results

Next, we numerically evaluate and compare the proposed Taylor estimators to the naïve Euler-Maruyama estimators on two problems, a nonlinear 1-dimensional problem and an LQR 4-dimensional problem. The estimators discussed in this work are summarized in Table I

| Estimator               | Expression                                                                 |
|------------------------|-----------------------------------------------------------------------------|
| Noiseless, Taylor      | \( L_i^\mu + \bar{Y}_{i+1}^\mu + Z_{i+1}^\top D_i^\mu \)                   |
| Re-estimate, Taylor    | \( + \frac{1}{2} \text{tr}(\bar{M}_{i+1}(I + D_i D_i^\top)) \)             |
| Euler-Maruyama, Noisy  | \( V_{i+1}^\mu(X_{i+1}) + L_i^\mu - Z_{i+1}^\top W_i^\top + Z_{i+1}^\top D_i \) |

### 5.1 Nonlinear 1D Problem

Consider the scalar optimal control problem with the dynamics and cost

\[
dX_s = (0.1(X_s - 3)^2 + 0.2u_s) ds + 0.8 dW_s, \quad x_0 = 7,
\]

\[
S_f(u_{[t, T]}) = \int_t^T (12 |X_s - 6| + 0.4 u_s^2) ds + 25 X_s^2,
\]

over a time interval of length \( T = 10 \), with \( N = 200 \) discrete timesteps. We compute a ground-truth optimal value function \( V^*_i \) by directly evaluating the optimal Bellman equation using a finely-gridded state space, control space, and noise space, and set the optimal policy as the target \( \mu^* \). The optimal value function is visualized in Fig. 1 (the yellow surface), along with two forward-backward trajectory distributions \( \{(X_i, Y_i)\} \) considered for evaluation: (a) the optimal \( K_i^\text{optimal} = F_i^\mu \) (the cyan trajectories in Fig. 1), and (b) the suboptimal \( K_i^\text{suboptimal} = -0.2 X_i \)
(the orange trajectories). We ran a series of simulations to investigate how each estimator performs under different algorithmic conditions, visualized in Fig. 2. Each trial performs one forward pass, and then uses Chebyshev polynomials to locally approximate the optimal value function in a single backward pass. For the purposes of evaluation we use the relative absolute error (RAE) metric [27, Chapter 5]

\[
\frac{\int_{C_i} |\tilde{V}_i(x) - V_i^*(x)| \, dx}{\int_{C_i} |\tilde{V}_i(x) - V_i^*(x)| \, dx} \approx \frac{\sum_{x \in \tilde{C}_i} |\tilde{V}_i(x) - V_i^*(x)|}{\sum_{x \in \tilde{C}_i} |\tilde{V}_i(x) - V_i^*(x)|},
\]

(89)

where

\[C_i := [\xi_i, \sigma_i] := [\overline{x}_i - \sigma \max\{3\sigma_i, 1\}, \overline{x}_i + \sigma \max\{3\sigma_i, 1\}]\]

\[\approx [\xi_i, \xi_i + \Delta \sigma, \ldots, \xi_i] := \tilde{C}_i,\]

(90)

for \(i = 0, \ldots, N\), where \(\overline{x}_i, \sigma_i\) are the mean and standard deviation of \(X_i\) for the optimal forward trajectory distribution (the cyan trajectories in Fig. 1). For each element in Fig. 2 we average the RAE approximations \((89)\) over both 20 trials and \(N = 200\) timesteps.

The results show that in all cases the proposed Taylor-based estimators perform as well as the Euler-Maruyama estimators and for the vast majority perform significantly better. Although the Taylor-based estimators generally perform equally well, there are slight differences in how they perform in different conditions. The Taylor-noiseless estimator seems to outperform the re-estimate estimator when the number of trajectory samples is low, and vice versa when the number is high. Recall that the error analysis suggests that the re-estimate estimator has lower bias but higher variance than the Taylor-noiseless estimator. The simulated results confirm the theoretical results, that is, when the number of trajectory samples is low, high variance makes the re-estimate estimator perform poorly, but when there are enough samples to overcome the variance in the estimator, the low bias properties can result in better accuracy. In practice, however, it is likely that the low variance of the Taylor-noiseless estimator is preferable to the slightly more bias it introduces.

![Figure 1: Optimal value function and trajectory distributions](Image)

5.2 LQR 4D Problem

We also tested the proposed estimators on a linearized version of the 4-dimensional finite time cart-pole problem,

\[
\frac{dX_s}{ds} = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & a_1 & a_2 & a_3 \\
0 & 0 & 0 & 1 \\
a_4 & a_5 & a_6 & 0
\end{bmatrix} X_s + \begin{bmatrix}
b_1 \\
b_2 \\
0.01 & 0 & 0 & 0 \\
0 & 0.1 & 0 & 1 \\
0 & 0 & 0.01 & 0 \\
0 & 0 & 0 & 0.1
\end{bmatrix} u_s + (AX_s + Bu_s)ds + \sigma dW_s,
\]

where \(a_1, a_2, a_3, a_4, a_5, a_6, b_1, b_2\) are constant parameters and \(x_0 = [0, 0, \pi/9, 0]^{\top}\). For the suboptimal sampling distribution we selected a discrete time approximation of the time-invariant feedback policy

\[
K^{\text{subopt}} = \begin{bmatrix} A & B & k_1 & k_2 \end{bmatrix} X_s,
\]
Figure 2: Heatmaps of experiments comparing the proposed estimators (Noiseless/Re-estimate) against naïve estimators (EM Noiseless/EM Noisy), with varying numbers of basis functions and numbers of trajectory samples. Each matrix element is the relative absolute error of the value function averaged over both 20 trials and $N = 200$ timesteps.
where \( k_1, k_2 \) are constant parameters. The optimal policy is found through the solution of the associated Riccati equations (distributions visualized in Fig. 3(a)).

The value function model for \( \tilde{V}_i \) used Chebyshev functions of degree 2 and lower (15 basis functions). The RAE approximations (89) are visualized in Fig. 3(b) where \( \tilde{C}_i := \tilde{C}_i^1 \times \tilde{C}_i^2 \times \tilde{C}_i^3 \times \tilde{C}_i^4 \) and each \( \tilde{C}_i^j \) is defined similarly to (90) based on the mean and standard deviation of the optimal trajectories in each of the 4 dimensions.

As predicted by the error analysis, since this is an LQR problem and the value function is in the class of quadratic functions, the Taylor expansion-based estimators are able to produce approximations of the value function with accuracy near machine precision for both conditions. For the suboptimal forward sampling condition the EM estimators diverge quickly during the backward pass. For the optimal forward sampling condition, corresponding to the on-policy estimation, the EM estimators perform mediocre compared to the value function’s variance and their error is still several orders of magnitudes higher than the Taylor estimators.

These results confirm that the proposed estimators are able to achieve near perfect performance on the most common problem in stochastic optimal control. Further, they confirm that utilizing the second-order derivatives of the value function is crucial for Girsanov-inspired off-policy estimator schemes, contrary to what naive application of the theory would suggest.

6 Conclusion

Taylor-based estimators for numerically solving Feynman-Kac FBSDEs have been demonstrated to be significantly more accurate than naive Euler-Maruyama-based estimators through both error analysis and numerical simulation. These estimators are derived by using higher-order Taylor expansions and following the spirit of the continuous-time Feynman-Kac-Girsanov formulation. Both error analysis and numerical simulation confirm that these estimators have very high accuracy when applied to LQR prob-

![Figure 3: Comparing the accuracy of the estimators on a 4-dimensional LQR approximation of cart-pole balancing system.](image-url)
lems. Further, in simulation, the proposed estimators are orders of magnitude more accurate than the EM estimators in both LQR and nonlinear problems. Using these results, this paper also proposes a method to use the estimated value function parameters for generating an improved policy.

Moving forward, the primary challenge with Feynman-Kac FBSDE methods as presented here is how to produce robust iterative methods. Although value function approximation can be extremely accurate in the proximity of the initial forward pass, even for off-policy methods, Runge’s phenomenon begins dominating outside the sampling distribution. As a consequence, when in some extrapolative region, the approximation significantly underestimates the true value function, policy improvement begins to fail and future iterations are constructed based on divergent policies with little room for improvement aside from starting over.

To overcome such difficulties, a potential solution is to use a two-phase algorithm where in the first phase, following the steps presented in this article, the initial policy is sampled and a single on-policy backward pass is performed to find the value function associated with the initial policy. This work establishes that we can obtain a high-accuracy estimate of the value function in this way. In the second phase, a gradual optimization technique such as stochastic gradient descent can be used to refine the value function and policy approximation. The arguments in the minimizations (14) and (88) need not be fully minimized, but can be differentiated with respect to the value function and policy parameters to produce a step of stochastic gradient descent. Such techniques are similar to those used in deep reinforcement techniques such as deep deterministic policy gradient (DDPG) [15], but when combined with the proposed estimators might accelerate convergence considerably.
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A Proof of Proposition 3.1

Proof. In the following, the variable
\[ \alpha := (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n, \]

\[\text{Proof.}\]
is used as multi-index notation,
\[ |\alpha| := \alpha_1 + \cdots + \alpha_n, \quad \alpha! := \alpha_1! \cdots \alpha_n!, \]
\[ x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n}, \quad \partial_{x^\alpha} := \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}}. \]

Let \( j \geq 3 \) be an odd number and suppose \( \bar{\nu}_i^\mu + 1 \in \mathcal{C}^k(\mathbb{R}^n) \) for some \( k \geq j \). The \( j \)-th order term of the Taylor expansion residual is given by Taylor’s theorem as
\[ \sum_{|\alpha| = j} \frac{1}{\alpha!} \partial_{x^\alpha} \bar{\nu}_i^\mu (\bar{X}_i + 1)(\Sigma_i W_i)\alpha. \quad (91) \]

It can be shown with algebra and the multinomial theorem that there exists functions \( \gamma_\alpha \) such that the \( W_i \) terms can be linearly separated from the others,
\[ \sum_{|\alpha| = j} \gamma_\alpha (\partial_{x^\alpha} \bar{\nu}_i^\mu (\bar{X}_i + 1), \Sigma_i) (W_i)\alpha. \quad (92) \]

Since both \( \partial_{x^\alpha} \bar{\nu}_i^\mu (\bar{X}_i + 1) \) and \( \Sigma_i \) are \( X_i \)-measurable, when taking the conditional expectation the operator passes inside
\[ \sum_{|\alpha| = j} \gamma_\alpha (\partial_{x^\alpha} \bar{\nu}_i^\mu (\bar{X}_i + 1), \Sigma_i) E_Q [(W_i)^\alpha | X_i]. \quad (93) \]

Due to the independence of the different dimensions of \( W_i \), the conditional expectation inside [93] can be expanded into the product
\[ E_Q [(W_i)^\alpha | X_i] \cdots E_Q [(W_i)^\alpha | X_i]. \quad (94) \]

Since \( |\alpha| \) is odd, there exists an \( l \) such that \( \alpha_l \) is odd. The properties of the standard normal distribution guarantee
\[ E_Q [(W_i)^\alpha | X_i] = 0, \quad (95) \]
and thus, [93] is zero as well, so we arrive at the result
\[ E_Q \left[ \sum_{|\alpha| = j} \gamma_\alpha (\partial_{x^\alpha} \bar{\nu}_i^\mu (\bar{X}_i + 1), \Sigma_i) (W_i)^\alpha | X_i \right] = 0. \quad (96) \]

**B Proof of Lemma 3.1**

*Proof.* We have that \( W_i^Q \) is \( \mathcal{F}_{i+1} \)-measurable because \( W_i^P \) and \( D_i \) are measurable by definition. For the joint distribution \( W_{0:i}^Q := \{ W_i^Q \}_{i=0} \) to be mutually independent normal random variables, its density function must be \( \prod_{i=0}^n p_N(w_i^Q) \), where
\[ p_N(w) := \gamma \exp\left(-\frac{1}{2} \|w\|^2\right), \quad (97) \]
is the multivariate normal density where \( w \in \mathbb{R}^n \) and \( \gamma \) is a normalizing constant. We now verify this is indeed the density of \( W_{0:i}^Q \) by showing
\[ (Q_{i+1} \circ (W_i^Q)^{-1})(A_{0:i}) \]
\[ = \int_B dQ_{i+1} = \int_{A_{0:i}} \prod_{i=0}^n p_N(w_i^Q) dw_{0:i}, \quad (98) \]
where \( A_{0:i} = A_0 \times \cdots \times A_i \), the product of sets in the sigma algebras \( A_j \in \mathcal{B}(\mathbb{R}^n) \) and \( B = \{ W_{0:i}^Q \}^{-1}(A_{0:i}) \in \mathcal{F}_{i+1}. \)

Notice that
\[ \Theta_{i+1} = \prod_{j=0}^i \varphi(D_j, W_j^P), \]
\[ \varphi(d, w) := \exp\left(-\frac{1}{2} \|d\|^2 + d^T w\right), \]
and let \( \bar{\sigma}_{i+1} := \prod_{j=0}^i \bar{\varphi}(D_j, W_j^P) \), where \( \bar{\varphi}(D_j, W_j^P) := 1_{A_i}(W_j^P - D_j) \varphi(D_j, W_j^P) \), be the restriction of \( \Theta_{i+1} \) to the set \( B \). By (94) we have
\[ \int_B d\bar{Q}_{i+1} = \int_B \Theta_{i+1} d\bar{P}_{i+1} = \int_B \bar{\sigma}_{i+1} d\bar{P}_{i+1}, \]
and by the properties of conditional expectation [28]

---

4We prove this only for the rectangle semi-algebra over sets constructed as \( A_{0:i} \) [22 p. 144], and assume that the filtration is constructed such that \( B' \in \mathcal{F}_{i+1} \) for all \( A'_{0:i} \in \mathcal{B}(A_0 \times \cdots \times A_i) \). The probability measure \( \bar{Q}_{i+1} \) over \( A_{0:i} \) is clearly \( \sigma \)-additive [22 p. 43] so we can use an extension theorem [22 p. 48] to show that there exists a probability measure that extends to all \( A'_{0:i} \).
we have
\[ \int_C \mathbb{E}_p[\tilde{\varphi}(d_{i+1}, w_{0:i-1}^p)|d_{0:i}, w_{0:i-1}^p] d\tilde{\mathbb{P}}_{D_{0:i}, w_{0:i-1}^p} = \int_C \tilde{\mathbb{E}}_p[\tilde{\varphi}(d_{i}, W_i^p)|d_{0:i}, w_{0:i-1}^p] d\tilde{\mathbb{P}}_{D_{0:i}, w_{0:i-1}^p}, \]
where
\[ d\tilde{\mathbb{P}}_{D_{0:i}, w_{0:i-1}^p} = (\tilde{\mathbb{P}} \circ (D_{0:i}, W_{0:i-1}^p)^{-1})(dd_{0:i}, dw_{0:i-1}). \]
is the derivative with respect to the distribution over the variables \((D_{0:i}, W_{0:i-1}^p)\), the conditional expectation is with respect to these variables’ values given, and \(C\) is the image \(C = (D_{0:i}, W_{0:i-1}^p)(\tilde{\Omega})\). The value of this integral does not change for any \(d_i\) in the range of \(D_i\). Plugging this back into the original integral and pulling it out due to its invariance, we have
\[ \int_B d\tilde{Q}_{i+1} = \int_C \Theta_i \left( \int_{A_i} \mathbb{P}_N(w_i^0|d_i) dw_i^0 |d_i \right) d\tilde{\mathbb{P}}_{D_{0:i}, w_{0:i-1}^p} \]
\[ = \int_{A_i} \mathbb{P}_N(w_i^0) dw_i^0 \int_C \Theta_i d\tilde{\mathbb{P}}_{D_{0:i}, w_{0:i-1}^p} \]
\[ = \int_{A_i} \mathbb{P}_N(w_i^0) dw_i^0 \int_C \Theta_i d\tilde{\mathbb{P}}_{i+1}. \]
Conditioning the right integral on the variables \((D_{0:i-1}, W_{0:i-2}^p)\) we can continue this process until the right integral disappears and we are left with the right hand side of (98).

\section{Proof of Theorem 3.2 & Theorem 3.3}

\textit{Proof.} Using the result \cite{69} of Lemma 3.2 we have
\[ \hat{Y}_i := \tilde{Y}_{i+1} - \Delta \hat{Y}_i \]
\[ = \tilde{Y}_{i+1} - \Delta Y_i + (\delta_{\Delta} - E_{\mathcal{Q}}[\delta_{\Delta} X_i, K_i]), \]
and so the expression for the bias is
\[ \mathbb{E}_p[Y_i - \tilde{Y}_i|X_i, K_i] = \mathbb{E}_p[Y_{i+1} - \tilde{Y}_{i+1}|X_i, K_i] - \epsilon_{\Delta} |Q. \]
The variance of the estimator is
\[ \text{Var}_p[\tilde{Y}_i|X_i, K_i] = \text{Var}_p[\tilde{Y}_{i+1} - \Delta Y_i \]
\[ + (\delta_{\Delta} - E_{\mathcal{Q}}[\delta_{\Delta} X_i, K_i])|X_i, K_i] \]
\[ = \text{Var}_p[\delta_{\Delta} - (Y_{i+1} - \tilde{Y}_{i+1})|X_i, K_i], \]
noting that we can drop the terms \(Y_i\) and \(E_{\mathcal{Q}}[\delta_{\Delta} X_i, K_i]\) because they are \((X_i, K_i)\)-measurable.

For the re-estimate estimator we have
\[ Y_{i+1} - \tilde{Y}_{i+1} = V_{\tilde{Y}}(X_{i+1}) - \tilde{V}_{\tilde{Y}}(X_{i+1}) \]
\[ = \delta_{\Delta} \hat{Y}_i \]
\[ = \delta_{\Delta} \hat{Y}_i. \]
and for the noiseless estimator we have
\[ Y_{i+1} - \hat{Y}_{i+1}^{\text{noiseless}} = V_{i+1}^\mu (X_{i+1}) - \tilde{V}_{i+1} \]
\[ = V_{i+1}^\mu (X_{i+1}) - (\tilde{V}_{i+1}^\mu (X_{i+1}) - \delta_{i+1}^{\text{h.o.t.}}) \]
\[ = \delta_{i+1}^{\hat{Y}}, \quad (100) \]
due to \( (38) \). Plugging these two equalities into the general expressions for the bias and variance and doing simple reductions yields the theorem results.

Note that Theorem 3.2 is proved by setting \( \tilde{P} \equiv \tilde{Q} \), which entails \( \varepsilon_{i+1}^{P-Q} \equiv 0 \), and by excluding \( K_i \) from the conditional expectations.

**D Proof of Theorem 3.3**

**Proof.** First note that the process \( \{ \Theta_i \} \) is a martingale in \( \tilde{P} \), that is, \( E_{\tilde{P}}[\Theta_j | F_i] = \Theta_i \) for \( j \geq i \). This can be shown by defining the measures
\[ d\tilde{Q} = \Theta_j d\tilde{P} = \frac{\Theta_j}{\Theta_i} d\tilde{R}_i, \]
and noting that, for all \( B_i \in F_i \),
\[ \int_{B_i} \Theta_j d\tilde{P} = \int_{B_i} d\tilde{R}_i = \int_{B_i} d\tilde{Q} = \int_{B_i} \Theta_j d\tilde{P}_j, \]
where the inner equality is due to \( \tilde{R}_i \) and \( \tilde{Q} \) agreeing on \( B_i \).

From [17, Lemma 1] we have
\[ E_{\tilde{Q}}[\delta_{i+1}^{\hat{Y}} | F_i] = \frac{E_{\tilde{P}}[\Theta_N \delta_{i+1}^{\hat{Y}} | F_i]}{E_{\tilde{P}}[\Theta_N | F_i]} \]
\[ = \frac{\Theta_i E_{\tilde{P}}[(\Theta_N \Theta_{i+1}^{-1}) \varphi(D_{i}, W_{i}^P) \delta_{i+1}^{\hat{Y}} | F_i]}{\Theta_i} \]
\[ = E_{\tilde{P}}[\varphi(D_{i}, W_{i}^P) \delta_{i+1}^{\hat{Y}} | F_i], \]
where the final equality is due to the tower property of conditional expectation and the \( F_{i+1} \) measurability of the remaining terms. Again by the tower property of conditional expectation we have
\[ E_{\tilde{Q}}[\delta_{i+1}^{\hat{Y}} | X_i, K_i] = E_{\tilde{P}}[\varphi(D_{i}, W_{i}^P) \delta_{i+1}^{\hat{Y}} | X_i, K_i], \]

By the Cauchy-Schwartz inequality, we have that
\[ |E_{\tilde{Q}}[\delta_{i+1}^{\hat{Y}} | X_i, K_i]| \leq E_{\tilde{P}}[\varphi(D_{i}, W_{i}^P)^2 | X_i, K_i]^{1/2} E_{\tilde{P}}[(\delta_{i+1}^{\hat{Y}})^2 | X_i, K_i]^{1/2}. \]
Using properties of log-normal distributions [4] we have
\[ E_{\tilde{P}}[\varphi(D_{i}, W_{i}^P)^2 | X_i, K_i] = E_{\tilde{P}}[\exp(||D_{i}||^2) | X_i, K_i] \]
\[ = \exp(||D_{i}||^2), \]
which, upon substitution, yields the desired result.