SPECTRAL DECIMATION OF A SELF-SIMILAR VERSION OF ALMOST MATHIEU-TYPE OPERATORS
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Abstract. We introduce and study self-similar versions of the one-dimensional almost Mathieu operators. Our definition is based on a class of self-similar Laplacians instead of the standard discrete Laplacian, and includes the classical almost Mathieu operators as a particular case. Our main result establishes that the spectra of these self-similar almost Mathieu operators can be described by the spectra of the corresponding self-similar Laplacians through the spectral decimation framework used in the context of spectral analysis on fractals. The spectral type of the self-similar Laplacians used in our model are singularly continuous. The self-similar almost Mathieu operators also have singularly continuous spectrum for specific parameters. In addition, we derive an explicit formula of the integrated density of states of the self-similar almost Mathieu operators as the weighted pre-images of the balanced invariant measure on a specific Julia set.
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1. INTRODUCTION

The investigation of the properties of quasi-periodic Schrödinger-type operators remains very active drawing techniques from different areas of mathematics and physics [2, 55, 85]. The special case of the almost Mathieu operators (AMO) can be traced back to Harper who proposed a model to describe crystal electrons in a uniform magnetic field [41]. Subsequently, Hofstadter observed that the spectra of the AMO can be fractal sets [42]. We refer to [34, 57] for more early examples of such operators whose spectra are Cantor-like sets, and to [7, 19, 44, 81] for more results on the AMO and references therein.

Independently, a line of investigations of self-similar Laplacian operators on graphs, fractals, and networks has emerged [5, 35, 63, 64]. A fundamental tool in this framework is the spectral decimation method, initially used in physics to compute the spectrum of the Laplacian on a Sierpinski lattice [16, 48, 53, 75, 78]. At the
Figure 1. The left panel of the figure shows a Hofstadter butterfly for a self-similar almost Mathieu operator corresponding to $\frac{1}{3}$-Laplacian whose spectrum is a Cantor set. For comparison, the (classical) Hofstadter butterfly corresponding to the standard AMO is shown in right panel.

Figure 2. The spectrum of $H_{p,\beta,\alpha,\theta}$ is plotted (x-axis) for the fixed parameters $\alpha = \frac{\sqrt{5} - 1}{2}$ and $\theta = 0$ while varying $\beta \in [0, 3]$ (y-axis). The parameter $p$ is equal to $\frac{1}{3}$ for the left- and equal to $\frac{1}{2}$ for the right-panel. Both panels depict examples corresponding to an irrational $\alpha$.

The heart of this method is the fact that the spectrum of this Laplacian is completely described in terms of iterations of a rational function. For an overview of the modern mathematical approaches, applications, and extensions of the spectral decimation methods we refer to [10, 39, 50, 68–70, 74, 76, 77, 79] and references therein.

Recently, Chen and Teplyaev [27] used the general framework of the spectral decimation method to investigate the appearance of the singular continuous spectrum of a family of Laplacian operators. One of the ideas used in establishing this result is that these Laplacians are naturally related to self-similar operators with corresponding self-similar structures [53] which allows to use complex dynamics techniques.
The present paper is a first in what we expect to be a research program dealing with quasi-periodic Schrödinger-type operators on self-similar sets such as fractals and graphs. Our goal is to initiate the study of a generalization of the discrete almost Mathieu operators for self-similar situations. In this paper we begin by considering finite or half-integer one-dimensional lattices endowed with particular self-similar structures. More general Jacobi matrices will be considered in the forthcoming work [11].

In this setting, the self-similar almost Mathieu operators (s-AMO) are formally defined in 2.8 and will be denoted by \( H_{p,β,α,θ} \), for \( α \in \mathbb{R} \), \( β \in [0, 2π) \) and \( β \in \mathbb{R} \). As we will show, these operators can be viewed as limits of finite dimensional analogues that can be completely understood using the spectral decimation methods developed by Malozemov and Teplyaev [53]. Furthermore, the s-AMO we consider, are defined in terms of self-similar Laplacians \( \{Δ_p\}_{p \in (0, 1)} \) which are given by (2.1). This class of self-similar Laplacians was first investigated in [80] and arises naturally when studying the unit-interval endowed with a particular fractal measure, see also the related work [23, 26, 33, 36]. Moreover, when \( p = \frac{1}{2} \), then the self-similar almost Mathieu operators coincide up to a multiplicative constant with the standard one-dimensional almost Mathieu operators (see (2.9)). Whereas, in the case of AMO when the magnetic flux is a fraction the resulting spectrum is absolute continuous, the fractal case displays a spectrum that is singular continuous.

The paper is organized as follows. In Section 2 we introduce the notations and the definition of the self-similar structure we impose on the half-integer lattice. In the first part of Section 3, we focus on the discrete and finite s-AMOs and describe their spectra using the spectral decimation method, see Section 3.1. Subsequently, in Section 3.2 we prove one of our main results, Theorem 3.8, which states that the spectra of the AMO on \( \mathbb{Z}_+ \) can be completely described using the spectral decimation method when the parameter \( α \) belongs to a dense set of numbers. Moreover, these operators have purely singularly continuous spectra when \( p \neq 1/2 \). As will be seen, Theorem 3.8 provides a useful algebraic tool to relate the spectra of the almost Mathieu operators \( H_{p,β,α,θ} \) to that of the family of self-similar Laplacians \( Δ_p \). In Section 4, using the fact that the spectrum of a self-similar Laplacian \( Δ_p \) is the Julia set \( J(\tilde{R}_p) \) of a polynomial (defined in (3.5)), we derive in Theorem 4.2 an explicit formula for the density of states of \( H_{p,β,α,θ} \) by identifying it with the weighted pre-images of the balanced invariant measure on the Julia set \( J(\tilde{R}_p) \). As a corollary, we obtain a gaps labeling statement for \( H_{p,β,α,θ} \). In Section 5 we present some numerical simulations pertaining the spectra of the s-AMO as well as the integrated density of states for a variety of parameters.

A first illustration of our numerical results is Figure 1. The left panel of the figure shows a Hofstadter butterfly for a self-similar almost Mathieu operator corresponding to \( \frac{1}{2} \)-Laplacian. For comparison, the Hofstadter butterfly corresponding to the standard AMO is shown in the right panel. In both cases, the spectrum is plotted (x-axis) for the fixed parameters \( β = 1 \) and \( θ = 0 \) while varying \( α \in [0, 1] \) (y-axis). For all \( α \in \{\frac{1}{2}, k = 0, 1, \ldots, 3^l - 1\}_{l=1}^\infty \) where \( l \geq 1 \), Theorem 3.8 describes the difference in these two figures as a transformation given by a spectral decimation function. Note that in the standard AMO case, corresponding to \( p = 1/2 \) in our formulation, many important results are also obtained for \( α \) irrational, but in the fractal setting the methods for irrational \( α \) are not developed yet. Figure 2 depict examples corresponding to the case of an irrational \( α = \frac{\sqrt{5} - 1}{2} \). The spectrum of \( H_{p,β,α,θ}^{(l)} \) is plotted (x-axis) for the fixed parameters \( α = \frac{\sqrt{5} - 1}{2} \) and \( θ = 0 \) while varying \( β \in [0, 3] \) (y-axis).

We end this introduction with a perspective on a general framework underlying the present paper. In a forthcoming and companion paper [11], we identify a class of Jacobi operators that extend the present results to almost Mathieu operators defined in the fractal setting. We refer to this class of operators as piecewise centrosymmetric Jacobi operators [25, 82, 83]. In this general setting we show that the spectral decimation function arises from a particular system of orthogonal polynomials associated with the aforementioned Jacobi matrix. In particular, this spectral decimation function is computable using a three-term recursion formula associated to this system of orthogonal polynomials. In the process, we avoid the Schur complement computation that could involve resolvent calculations of large matrices. Additionally, the general setting we consider in [11] can be further extended to higher-dimensional graphs and would allow us to define Jacobi-type operators on graphs like the Sierpinski lattices or Diamond graphs. We plan to use this approach to investigate some of the questions in [8].

2. Self-similar Laplacians and almost Mathieu operators

In this section we introduce the notations and the definition of the self-similar structure we impose on the half-integer lattice. This self-similar structure describes a random walk on the half-line and gives rise
to a class of self-similar probabilistic graph Laplacians $\Delta_p$. Moreover, it provides a natural finite graph approximation for the half-integer lattice. Regarding an almost Mathieu operator as a Schrödinger-type operator of the form $\Delta + U$ (where $U$ is a potential operator), allows us to define the class of self-similar almost Mathieu operators as $\Delta_p + U$.

2.1. Self-similar $p$ Laplacians on the half-integer lattice. We consider a family of self-similar Laplacians on the integers half-line. This class of Laplacians was first investigated in [80] and arises naturally when studying the unit-interval endowed with a particular fractal measure. For more on this Laplacian and some related work we refer to [6, 26, 33]. The Laplacian’s spectral-type was investigated in [27], where the emerging of singularly continuous spectra was proved. Furthermore, this class of Laplacians serves as a toy model for generating singularly continuous spectra. In this section, we introduce the $p$-Laplacians and review some of its properties that will be needed to state and prove our results, and refer to [27] for more details. We also introduce a corresponding self-similar structure on the half-integer line.

Let $\mathbb{Z}_+$ be the set of nonnegative integers and $\ell(\mathbb{Z}_+)$ be the linear space of complex-valued sequences $(f(x))_{x \in \mathbb{Z}_+}$. Let $p \in (0, 1)$, for each $x \in \mathbb{Z}_+ \setminus \{0\}$, we define $m(x)$ to be the largest natural number $m$ such that $3^m$ divides $x$. For $f \in \ell(\mathbb{Z}_+)$ we define a self-similar Laplacian $\Delta_p$ by,

$$\Delta_p f(x) = \begin{cases} 
(0) - f(1), & \text{if } x = 0 \\
 f(x) - (1 - p)f(x - 1) - pf(x + 1), & \text{if } 3^{-m(x)} x \equiv 1 \pmod{3} \\
 f(x) - pf(x - 1) - (1 - p)f(x + 1), & \text{if } 3^{-m(x)} x \equiv 2 \pmod{3} 
\end{cases}$$

We equip $\ell(\mathbb{Z}_+)$ with its canonical basis $\{\delta_x\}_{x \in \mathbb{Z}_+}$ where

$$\delta_x(y) = \begin{cases} 
0 & \text{if } x \neq y \\
1 & \text{if } x = y.
\end{cases}$$

The matrix representation of $\Delta_p$ with respect to the canonical basis has the following Jacobi matrix

$$\begin{pmatrix} 
1 & -1 & 0 & 0 & 0 & 0 & 0 & \ldots \\
p - 1 & 1 & -p & 0 & 0 & 0 & 0 & \ldots \\
0 & -p & 1 & p - 1 & 0 & 0 & 0 & \ldots \\
0 & 0 & p - 1 & 1 & -p & 0 & 0 & \ldots \\
0 & 0 & 0 & p - 1 & 1 & -p & 0 & \ldots \\
0 & 0 & 0 & 0 & p - 1 & 1 & p - 1 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}$$

The case $p = \frac{1}{2}$ recovers the classical one-dimensional Laplacian (probabilistic graph Laplacian).

We adopt the notation used to describe a random walk on the half-line with reflection at the origin and refer to the off-diagonal entries in $J_{p, p}$ by the transition probabilities

$$p(x, y) = -J_{p, p}(x, y), \text{ for } x \neq y.$$ 

Let $\pi$ be a $\sigma$-finite measure on $\mathbb{Z}_+$. We define the Hilbert space

$$\ell^2(\mathbb{Z}_+, d\pi) = \{ \psi : \mathbb{Z}_+ \to \mathbb{C} \mid \sum_{x=0}^{\infty} |\psi(x)|^2 \pi(x) < \infty \}, \quad \langle f, g \rangle_{\ell^2} = \sum_{x=0}^{\infty} \overline{f(x)} g(x) \pi(x).$$

Let $n \in \mathbb{Z}_+$, the $(n)$-th Wronskian of $f, g \in \ell(\mathbb{Z}_+)$ is given by

$$W_n(f, g) = \pi(n)p(n, n + 1)\left(\int f(n)g(n + 1) - \int f(n + 1)g(n)\right).$$

Lemma 2.1. Let $f, g \in \ell^2(\mathbb{Z}_+, d\pi)$ and $n \in \mathbb{Z}_+$. Assume that the measure $\pi$ satisfies the reversibility condition, i.e., $\pi(x)p(x, y) = \pi(y)p(y, x)$ holds for every $x, y \in \mathbb{Z}_+$. Then the discrete Green’s second identity holds. That is, we have:

$$\sum_{x=0}^{n} f(x) \Delta_p g(x) \pi(x) - \sum_{x=0}^{n} \Delta_p f(x) g(x) \pi(x) = W_n(f, g).$$
Moreover, the operator $\Delta_p$ is a bounded self-adjoint operator on $l^2(\mathbb{Z}_+, d\pi)$.

Proof. Direct computation gives for $n \in \mathbb{Z}_+ \setminus \{0\}$,

$$f(n)\Delta_p g(n)\pi(n) - \Delta_p f(n)g(n)\pi(n) = W_n(f, g) - \pi(n)p(n, n - 1)\left(f(n - 1)g(n) - f(n)g(n - 1)\right).$$

Using the reversibility condition, i.e. $\pi(n)p(n, n - 1) = \pi(n - 1)p(n - 1, n)$, we obtain

$$f(n)\Delta_p g(n)\pi(n) - \Delta_p f(n)g(n)\pi(n) = W_n(f, g) - W_{n-1}(f, g).$$

For $n = 0$, we compute

$$f(0)\Delta_p g(0)\pi(0) - \Delta_p f(0)g(0)\pi(0) = f(0)p(0, 1)\pi(0) - g(0)p(0, 1)f(1)\pi(0) = W_0(f, g).$$

Hence, a telescoping trick gives

$$\sum_{x=0}^{n} f(x)\Delta_p g(x)\pi(x) - \sum_{x=0}^{n} \Delta_p f(x)g(x)\pi(x) = W_n(f, g).$$

For $f, g \in l^2(\mathbb{Z}_+, d\pi)$, we imply $\langle f, \Delta_p g \rangle_{\ell^2} - \langle \Delta_p f, g \rangle_{\ell^2} = \lim_{n \to \infty} W_n(f, g) = 0$. \hfill $\Box$

![Figure 3](image1.png) (Left) Initializing the graph $G_0$. (Right) The graph $G_1$. While the vertices are labeled by the addresses, the labeling of the edges represents the transition probabilities 2.4.

![Figure 4](image2.png) The visual representation of the protograph indicates how to apply the substitution rule, see Definition 2.2.

We regard the integers half-line $\mathbb{Z}_+$ endowed with $\Delta_p$ as a hierarchical or substitution infinite graph, see [52, 53] for more details. We define a sequence of finite directed weighted graphs $\{G_l\}_{l \in \mathbb{N}}$, such that $G_l = (V_l, E_l)$ is constructed inductively according to a substitution rule. We set $V_l = \mathbb{Z}_+ \cap [0, 3^l]$ for all $l \geq 0$, where $G_0 = (V_0, E_0)$ is the graph shown in Figure 3 (Left). We illustrate the substitution rule by constructing $G_1$ shown in Figure 3 (Right). We first introduce the protograph shown in Figure 4, which consists of the four vertices $\{m_0, m_1, m_2, m_3\}$. We insert three copies of $G_0$ in the protograph according to the following rule. Between any two vertices $m_i$ and $m_{i+1}$, we substitute the three dots with a copy of $G_0$, identifying the vertex 0 in $G_0$ with the vertex $m_1$, and the vertex 1 in $G_0$ with the vertex $m_{i+1}$. We substitute the edges $(0, 1)$ and $(1, 0)$ in $G_0$ with the corresponding directed weighted edges as indicated in the protograph, see Figure 4. We repeat the procedure and insert copies of $G_0$ between the vertices, $m_0$, $m_1$, then $m_1$, $m_2$ and finally $m_2$, $m_3$. The resulting linear directed weighted graph is denoted by $G_1$, Figure 3 (Right). The graph $G_1$ consists of 4 vertices, which we rename to $\{0, 1, 2, 3\}$, such that $m_0$ corresponds to the vertex 0, $m_1$ to 1, $m_2$ to 2 and $m_3$ to 3. In particular, this gives $V_1 = \mathbb{Z}_+ \cap [0, 3^1]$ and $G_1$ can be viewed as a truncation of $\mathbb{Z}_+$ (regarded as a hierarchical infinite graph) to the vertices $\{0, 1, 2, 3\}$, whereby a reflecting boundary condition is imposed on the vertex 3. Similarly, we construct $G_2$ by inserting $G_1$ in the protograph, see Figure 5.
Definition 2.2. Let $G_0 = (V_0, E_0)$ be the graph shown in Figure 3 (Left). We define the sequence of graphs \( \{G_l\}_{l \in \mathbb{N}} \) inductively. Suppose $G_{l-1} = (V_{l-1}, E_{l-1})$ is given for some integer $l \geq 1$, where $V_{l-1} = \mathbb{Z}_+ \cap [0, 3^{l-1}]$. The graph $G_l = (V_l, E_l)$ is constructed according to the following substitution rule. We repeat the following steps for $i \in \{0, 1, 2\}$:

1. Insert a copy of $G_{l-1}$ between the two vertices $m_i$ and $m_{i+1}$ of the protograph shown in Figure 4 in the following sense. We identify the vertex 0 in $G_{l-1}$ with the vertex $m_i$ and similarly, we identify the vertex $3^{l-1}$ in $G_{l-1}$ with the vertex $m_{i+1}$.
2. We substitute the edges $(0, i)$ and $(3^{l-1}, 3^{l-1} - 1)$ in $G_{l-1}$ with the corresponding directed weighted edges as indicated in the protograph, see Figure 4.

The resulting linear directed weighted graph is denoted by $G_l = (V_l, E_l)$. The graph $G_l$ consists of $3^l + 1$ vertices, which we rename to $\{0, 1, \ldots, 3^l\}$, so that $m_0$ corresponds to the vertex 0, ... , $m_l$ corresponds to the vertex $3^l$. In particular, this gives $V_l = \mathbb{Z}_+ \cap [0, 3^l]$. The vertices 0 and $3^l$ are the boundary vertices of $G_l$, and we refer to them by $\partial G_l = \{0, 3^l\}$. The interior vertices of $G_l$ are given by $V_l \setminus \partial G_l$.

Each graph $G_l = (V_l, E_l)$ is naturally associated with a probabilistic graph Laplacian, denoted $\Delta_p^{(l)}$, and given by

\[
\Delta_p^{(l)} f(x) = \Delta_p f(x), \quad \text{for } l \geq 0 \text{ and } x \in [0, 3^l - 1].
\]

Note that for $l = 0$, the probabilistic graph Laplacian $\Delta_p^{(0)}$ is independent of the parameter $p$, and therefore we omit it from the notation in this case

\[
(2.7) \quad \Delta^{(0)} := \Delta_p^{(0)} = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}.
\]

![Figure 5](image)

Visual illustration of the substitution rule. (Top) A copy of $G_1$. The deleted edges correspond to the edges that are replaced when applying the substitution rule. (Bottom) The graph $G_2$, which is constructed by inserting the three copies of $G_1$ in the protograph shown in Figure 4. While the vertices are labeled by the addresses, the labeling of the edges represents the transition probabilities (off-diagonal entries in the self-similar Laplacian).

2.2. The self-similar almost Mathieu operators. We introduce a self-similar version of almost Mathieu operators defined with respect to the self-similar Laplacian $\Delta_p$ introduced in the last section. Let $f \in \ell(\mathbb{Z}_+)$, $\alpha \in \mathbb{R}$, $\theta \in [0, 2\pi)$ and $\beta \in \mathbb{R}$. We define

\[
(2.8) \quad (H_{p, \beta, \alpha, \theta} f)(x) = \begin{cases} \beta \cos(\theta) f(0) - f(1), & \text{if } x = 0, \\ \beta \cos(2\pi \alpha \theta + \theta) f(x), & \\ -p(x, x - 1) f(x - 1) - p(x, x + 1) f(x + 1), & \text{if } 3^{-m(x)} x \equiv 1 \pmod{3}, \\ \beta \cos(2\pi \alpha x + \theta) f(x), & \text{if } 3^{-m(x)} x \equiv 2 \pmod{3}, \\ -p(x, x - 1) f(x - 1) - p(x, x + 1) f(x + 1), & \text{if } 3^{-m(x)} x \equiv 1 \pmod{3}, \\ p(x, x - 1) = 1 - p, & p(x, x + 1) = p, \\ p(x, x - 1) = p, & p(x, x + 1) = 1 - p, \end{cases}
\]
Setting $p = \frac{1}{2}$ recovers up to a multiplicative constant the common form of the one-dimensional almost Mathieu operators, i.e. for $x \in \mathbb{Z}_+ \setminus \{0\}$,

\begin{equation}
(H_{\frac{1}{2}, \beta, \alpha, \theta} f)(x) = -\frac{1}{2} \left( f(x + 1) + f(x - 1) - 2\beta \cos (2\pi \alpha x + \theta) f(x) \right).
\end{equation}

By Lemma 2.1, $H_{p, \beta, \alpha, \theta}$ is a bounded self-adjoint operator on $l^2(\mathbb{Z}_+, d\pi)$.

For the sequence of graphs $\{G_l\}_{l \in \mathbb{N}}$ given in Definition 2.2, we associate a truncation $H^{(l)}_{p, \beta, \alpha, \theta} := H_{p, \beta, \alpha, \theta} |_{V_l}$ of the almost Mathieu operators (2.8), where we recall, $V_l = \mathbb{Z}_+ \cap [0, 3^l]$. In particular, $H^{(l)}_{p, \beta, \alpha, \theta}$ is given by

\begin{equation}
(H^{(l)}_{p, \beta, \alpha, \theta} f)(x) = \begin{cases}
\beta \cos (\theta) f(0) - f(1), & \text{if } x = 0, \\
\beta \cos (2\pi \alpha 3^l + \theta) f(3^l) - f(3^l - 1), & \text{if } x = 3^l, \\
\beta \cos (2\pi \alpha x + \theta) f(x) & \text{if } x = 3^l p, x, x - 1 f(x - 1) - p(x, x + 1) f(x + 1), \\
-\beta \cos (2\pi \alpha x + \theta) f(x) & \text{if } x = 3^l p, x, x - 1 f(x - 1) - p(x, x + 1) f(x + 1),
\end{cases}
\end{equation}

Note that, similarly to the construction of the $\{G_l\}_{l \geq 0}$, we impose a reflecting boundary condition on the vertex $3^l$. The restriction of $H^{(l)}_{p, \beta, \alpha, \theta}$ to the interior vertices of $G_l$ is denoted by $H^{(l), D}_{p, \beta, \alpha, \theta}$, i.e.

\begin{equation}
H^{(l)}_{p, \beta, \alpha, \theta} = \begin{pmatrix}
\beta \cos (\theta) & -1 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & -1 & \beta \cos (2\pi \alpha 3^l + \theta)
\end{pmatrix},
\end{equation}

We identify $H^{(l), D}_{p, \beta, \alpha, \theta}$ with $H^{(l)}_{p, \beta, \alpha, \theta}$ when defined on the domain $\{ f : V_l \rightarrow \mathbb{C} \mid f(0) = f(3^l) = 0 \}$. We refer to $H^{(l), D}_{p, \beta, \alpha, \theta}$ as the Dirichlet almost Mathieu operator of level $l$. In the following, we regard the matrix $H^{(l)}_{p, \beta, \alpha, \theta}$ as extended by zeros to a semi-infinite matrix.

**Proposition 2.3.** Let $f \in l^2(\mathbb{Z}_+, d\pi)$. Then

\begin{align*}
\lim_{l \rightarrow \infty} \| H_{p, \beta, \alpha, \theta} f - H^{(l)}_{p, \beta, \alpha, \theta} f \| &= 0, \\
\lim_{l \rightarrow \infty} \| (z - H^{(l)}_{p, \beta, \alpha, \theta})^{-1} f - (z - H_{p, \beta, \alpha, \theta})^{-1} f \| &= 0.
\end{align*}

The strong convergence is evident and strong resolvent convergence follows by [84]. The reader is also referred to [65]. We note that the statement holds as well for $\Delta^{(l)}_p$ and $\Delta_p$.

### 3. Spectral analysis of the self-similar almost Mathieu operators

In this section we prove our two main results. First, we consider the truncated self-similar AMO $H^{(l)}_{p, \beta, \alpha, \theta}$, and prove that their spectra can be determined using the spectral decimation method when the parameter $\alpha$ is restricted to the set $\{ \frac{k}{3^n}, k = 0, 1, \ldots, 3^n - 1 \}_{n=1}^l$ where $l \geq 1$ is the truncation level. In particular, this finite graph case is given in Theorem 3.1. Subsequently, we state Theorem 3.8 under the same restriction on the parameter $\alpha$.

#### 3.1 Finite graphs case.

This section will briefly review a now standard technique used in Analysis on Fractals and called **Spectral Decimation**. We prove that it can be applied to the sequence of almost Mathieu operators $H^{(l)}_{p, \beta, \alpha, \theta}$ for $\alpha = \frac{k}{3^m}, k \in \mathbb{Z}, 1 \leq n \leq l$ and $\theta = 0$. The method was intensively applied in the context of Laplacians on fractals and self-similar graphs. Its central idea is that the spectrum of such Laplacian can be completely described in terms of iterations of a rational function, called the **spectral decimation function**. Below, we extend this method to the self-similar almost Mathieu operators when the frequency $\alpha$ is appropriately calibrated with the hierarchical structure of the self-similar Laplacian. In this case, we provide a complete description of the spectrum of $l$th-level almost Mathieu operators $H^{(l)}_{p, \beta, \frac{1}{3}, 0}$ by relating
it to the spectrum of \((l - n)\)th-level Laplacian, i.e. \(\sigma(\Delta_p^{(l-n)})\). The following theorem is the main result of this section.

**Theorem 3.1.** Let \(p \in (0,1), \beta \in \mathbb{R}, l \geq 1, \) and \(1 \leq n \leq l\) be fixed. Let \(\theta = 0\), and for \(k \in \{0, \ldots, 3^n - 1\}\) set \(\alpha = \frac{k}{3^n}\). There exists a polynomial \(R_{p,\beta,\frac{k}{3^n},0}\) of order \(3^n\) such that,

\[
\sigma\left(H^{(l)}_{p,\beta,\frac{k}{3^n},0}\right) = R_{p,\beta,\frac{k}{3^n},0}^{-1} \sigma(\Delta_0^{(l-n)}) \setminus \sigma(\Delta_0^{(0)}) \bigcup \sigma\left(H^{(n)}_{p,\beta,\frac{k}{3^n},0}\right).
\]

Furthermore, for \(n = 1\) and \(k \in \{1, 2\}\), the polynomial is given by

\[
R_{p,\beta,\frac{k}{3^n},0}(z) = \frac{(-\beta + 2p - 2z)(\beta^2 + 2\beta p + \beta z - 2pz - 2p - 2z^2 + 2)}{4p(1-p)}.
\]

Before giving the proof of this result, we recall some facts that can be found in \([53]\). Let \(H\) and \(\mathcal{H}_0\) be Hilbert spaces, and \(U : \mathcal{H}_0 \rightarrow H\) be an isometry. Suppose \(H\) and \(\mathcal{H}_0\) are bounded linear operators on \(H\) and \(\mathcal{H}_0\), respectively, and that \(\phi, \psi\) are complex-valued functions. Following \([53]\, Definition 2.1\), we say that the operator \(H\) spectrally similar to the operator \(\mathcal{H}_0\) with functions \(\phi\) and \(\psi\) if

\[
U^*(H - z)^{-1}U = (\phi(z)\mathcal{H}_0 - \psi(z))^{-1},
\]

for all \(z \in \mathbb{C}\) such that the two sides of (3.2) are well defined. In particular, for \(z\) in the domain of both \(\phi\) and \(\psi\) such that \(\phi(z) \neq 0\), we have \(z \in \rho(H)\) (the resolvent of \(H\)) if and only if \(R(z) = \frac{\psi(z)}{\phi(z)} \in \rho(\mathcal{H}_0)\) (the resolvent of \(\mathcal{H}_0\)). We call \(R(z)\) the spectral decimation function. In general, the functions \(\phi(z)\) and \(\psi(z)\) are usually difficult to express, but they can be computed effectively using the notion of Schur complement.

We refer to \([9, 10, 53]\) for some examples. Identifying \(\mathcal{H}_0\) with a closed subspace of \(H\) via \(U\), let \(\mathcal{H}_1\) be the orthogonal complement and decompose \(H\) on \(\mathcal{H} = \mathcal{H}_0 \oplus \mathcal{H}_1\) in the block form

\[
H = \begin{pmatrix} T & J^T \\ J & X \end{pmatrix}.
\]

**Lemma 3.2 (\([53]\, Lemma 3.3\).** For \(z \in \rho(H) \cap \rho(X)\) the operators \(H\) and \(\mathcal{H}_0\) are spectrally similar if and only if the Schur complement of \(H - zI\), given by \(S_H(z) = T - z - J^T(X - z)^{-1}J\), satisfies

\[
\mathcal{S}_H(z) = \phi(z)\mathcal{H}_0 - \psi(z)I.
\]

\(\mathcal{S}_H := \{z \in \mathbb{C} \mid z \in \sigma(X)\) or \(\phi(z) = 0\}\) is called the exceptional set of \(H\) and plays a crucial role in the spectral decimation method. The spectral decimation has been already implemented for \(\Delta_p^{(n)}\) for \(n \geq 0\). For the sake of completeness we state this result and refer to \([80]\, Lemma 5.8\) for more details.

**Proposition 3.3.** \([80],\ Lemma 5.8\) Let \(n \geq 1\), then \(\Delta_p^{(n)}\) is spectrally similar to \(\Delta_p^{(n-1)}\) (with respect to functions given in \([80]\)). The spectral decimation function \(R_{\Delta_p}\) and the exceptional set is

\[
\mathcal{S}_{\Delta_p} = \{1 + p, 1 - p\}
\]

and

\[
R_{\Delta_p}(z) = \frac{z^3 - 3z^2 + (2 + p(1-p))z}{p(1-p)} = \frac{z(z - p - 2)(z - p - 1)}{p(1-p)}.
\]

Moreover, \(\sigma(\Delta^{(0)}) = \{0, 2\}\) and \(\sigma(\Delta^{(n)}) = \sigma(\Delta^{(0)}) \cup \bigcup_{i=0}^{n-1} R_{\Delta_p}((\{p, 2-p\})\) for \(n \geq 1\).

For the rest of this section, we fix \(p \in (0,1), \beta \in \mathbb{R}, l \geq 1, \) and \(1 \leq n \leq l\). We set \(\theta = 0, k \in \{0, \ldots, 3^n - 1\}\) and \(\alpha = \frac{k}{3^n}\). We apply Lemma 3.2 on the level \(l\) almost Mathieu operator \(H^{(l)}_{p,\beta,\frac{k}{3^n},0}\). We obtain the block form (3.3) by decomposing \(H^{(l)}_{p,\beta,\frac{k}{3^n},0}\) with respect to

\[
H_0 := \text{span}\{\delta_v \mid v \text{ mod } 3^n \equiv 0\}, \quad H_1 := \text{span}\{\delta_v \mid v \text{ mod } 3^n \not\equiv 0\}.
\]

where \(\{\delta_v\}_{v \in V_l}\) is the canonical basis defined in (2.2) and \(V_l = \mathbb{Z}_+ \cap [0, 3^l]\). In practical terms:

1. We rearrange the vertices such that all vertices \(v \in V_l\) with \(v \text{ mod } 3^n \equiv 0\) appear before all vertices with \(v \text{ mod } 3^n \not\equiv 0\), i.e. \(V_l = \{0, 3^n, \ldots, 3^l\}\).
(2) We represent the matrix $H^{(l)}_{p,β, \frac{k}{3^n}, 0}$ with respect to the canonical basis so that the order of the basis vectors follows the order of the vertices in step one.

(3) The matrix $H^{(l)}_{p,β, \frac{k}{3^n}, 0}$ is then decomposed into the following block form

$$
H^{(l)}_{p,β, \frac{k}{3^n}, 0} = \begin{pmatrix}
T_l & J_l^T \\
J_l & X_l
\end{pmatrix},
$$

where $T_l$ and $X_l$, correspond to the basis vectors $\{δ_v | v \equiv 3^n \equiv 0 \}$ and $\{δ_v | v \mod 3^n \neq 0 \}$, respectively.

We observe that $T_l$ is a multiple of the identity matrix and that $X_l$ is a block diagonal matrix in which the diagonal blocks are the $n$th level Dirichlet almost Mathieu Operator $H^{(n), D}_{p,β, \frac{k}{3^n}, 0}$, i.e.

$$
T = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{pmatrix},
X_l = \begin{pmatrix}
H^{(n), D}_{p,β, \frac{k}{3^n}, 0} & & & \\
& H^{(n), D}_{p,β, \frac{k}{3^n}, 0} & & \\
& & \ddots & \\
& & & H^{(n), D}_{p,β, \frac{k}{3^n}, 0}
\end{pmatrix}.
$$

In particular, we imply $σ(X_l) = σ(H^{(n), D}_{p,β, \frac{k}{3^n}, 0})$.

**Lemma 3.4.** Let $p \in (0,1)$, $β \in \mathbb{R}$, $l \geq 1$, and $1 \leq n \leq l$ be fixed. Moreover, we set $θ = 0$, $α = \frac{k}{3^n}$, for $k \in \{0, \ldots, 3^n - 1\}$. There exist functions $φ_{p,β, \frac{k}{3^n}, 0}$ and $ψ_{p,β, \frac{k}{3^n}, 0}$, such that $H^{(l)}_{p,β, \frac{k}{3^n}, 0}$ is spectrally similar to $Δ^{(l-n)}_p$ with respect to $φ_{p,β, \frac{k}{3^n}, 0}$ and $ψ_{p,β, \frac{k}{3^n}, 0}$.

**Proof.** Due to [53, Lemma 3.10], it is sufficient to prove the existence of such functions $φ_{p,β, \frac{k}{3^n}, 0}$ and $ψ_{p,β, \frac{k}{3^n}, 0}$, so that the $n$th level $H^{(n)}_{p,β, \frac{k}{3^n}, 0}$ is spectrally similar to

$$
Δ^{(0)} = \begin{pmatrix}
1 & -1 \\
-1 & 1
\end{pmatrix}
$$

with the same functions $φ_{p,β, \frac{k}{3^n}, 0}$ and $ψ_{p,β, \frac{k}{3^n}, 0}$. The assumption $α = \frac{k}{3^n}$ guarantees that the matrix $H^{(n)}_{p,β, \frac{k}{3^n}, 0}$ is symmetric with respect to its boundary vertices in the sense of [53, Definition 4.1]. The spectral similarity of $H^{(n)}_{p,β, \frac{k}{3^n}, 0}$ and $Δ^{(0)}$ follows then by [53, Lemma 4.2].

**Remark 3.5.** As a domain of $φ_{p,β, \frac{k}{3^n}, 0}$ and $ψ_{p,β, \frac{k}{3^n}, 0}$ we use the resolvent $ρ(X_l)$ of $X_l$, where $X_l$ is the block diagonal matrix in (3.8). For more details about this facts we refer to [53, Corollary 3.4].

**Proposition 3.6.** Let $p \in (0,1)$, $β \in \mathbb{R}$, $l \geq 1$, and $1 \leq n \leq l$ be fixed, and set $θ = 0$, $α = \frac{k}{3^n}$, for $k \in \{0, \ldots, 3^n - 1\}$. The following statements hold:

1. $φ_{p,β, \frac{k}{3^n}, 0}(z) \neq 0$ for all $z \in ρ(X_l)$.
2. The exceptional set of $H^{(l)}_{p,β, \frac{k}{3^n}, 0}$ is given by $σ_{p,β, \frac{k}{3^n}, 0} = σ(H^{(n), D}_{p,β, \frac{k}{3^n}, 0})$.
3. The spectral decimation function $R_{p,β, \frac{k}{3^n}, 0}(z) := \frac{ψ_{p,β, \frac{k}{3^n}, 0}(z)}{φ_{p,β, \frac{k}{3^n}, 0}(z)}$ is a polynomial of order $3^n$.
4. $z \in σ(H^{(n)}_{p,β, \frac{k}{3^n}, 0}) \cup σ(H^{(n), D}_{p,β, \frac{k}{3^n}, 0})$ if and only if $R_{p,β, \frac{k}{3^n}, 0}(z) \in σ(Δ^{(0)})$.

**Proof.** We prove this result in a more general setting of mirror-symmetric Jacobi matrices in a companion paper [11].

The following could be derived immediately from Lemma 3.4, but for the sake of completeness and clarity we give the details leading to explicit formulas for $φ_{p,β, \frac{k}{3^n}, 0}$, $ψ_{p,β, \frac{k}{3^n}, 0}$ and $R_{p,β, \frac{k}{3^n}, 0}$. 

□
Lemma 3.7. Let $n = 1$ and $k \in \{1, 2\}$. Then $H^{(l)}_{p,\beta,\frac{k}{2},0}$ is spectrally similar to $\Delta^{(l-1)}_p$ with the functions

$$\phi_{p,\beta,\frac{k}{2},0}(z) = \frac{4p(p-1)}{4p^{2} - (\beta + 2z)^{2}}, \quad \psi_{p,\beta,\frac{k}{2},0}(z) = -\frac{\beta^{2} + 2\beta p + \beta z - 2pz - 2p - 2z^{2} + 2}{\beta + 2p + 2z}. $$

The spectral decimation function $R_{p,\beta,\frac{k}{2},0}$ and the exceptional set $E_{p,\beta,\frac{k}{2},0}$ are given by

$$R_{p,\beta,\frac{k}{2},0}(z) = \frac{(-\beta + 2p - 2z)(\beta^{2} + 2\beta p + \beta z - 2pz - 2p - 2z^{2} + 2)}{4p(1-p)}, \quad E_{p,\beta,\frac{k}{2},0} = \left\{ -\frac{\beta}{2} - p, -\frac{\beta}{2} + p \right\}.$$

Proof. With the same argument as in the proof of Lemma 3.4, it is sufficient to consider the spectral similarity between $H^{(1)}_{p,\beta,\frac{k}{2},0}$ and $\Delta^{(0)}$. Applying the above three steps on the level-one almost Mathieu operator gives

$$H^{(1)}_{p,\beta,\frac{k}{2},0} = \begin{pmatrix} \beta & 0 & 0 & -1 & 0 \\ 0 & \beta & 0 & -1 \\ p-1 & 0 & -\frac{\beta}{2} & -p \\ 0 & p-1 & -p & -\frac{\beta}{2} \end{pmatrix}, \quad X_1 = \begin{pmatrix} -\frac{\beta}{2} & -p \\ -p & -\frac{\beta}{2} \end{pmatrix}.$$

We compute the Schur complement and express it as a linear combination $\phi_{p,\beta,\frac{k}{2},0}(z)\Delta^{(0)} - \phi_{p,\beta,\frac{k}{2},0}(z)I,$

$$\phi_{p,\beta,\frac{k}{2},0}(z) = \frac{\beta - z + \frac{(\frac{z}{2} + z)(p-1)}{p^{2} - (\frac{z}{2} + z)^{2}}}{4p(1-p)}.$$ 

The formulas (3.10) and (3.11) can be verified by comparing both sides of the equation (3.13).

Proof of Theorem 3.1. We note that the spectra of $\{\Delta^{(n)}_p\}_{n=0}^{\infty}$ are nested, i.e. $\{0, 2\} = \sigma(\Delta^{(0)}) \subset \sigma(\Delta^{(1)}) \subset \cdots \subset [0, 2]$. We split the preimages set into two subsets:

1. $(\Delta^{(l-n)}_p) \setminus \sigma(\Delta^{(0)})$: There are $3^{(l-n)} + 1$ distinct eigenvalues in $\sigma(\Delta^{(l-n)})$. In particular, $|\sigma(\Delta^{(l-n)}_p) \setminus \sigma(\Delta^{(0)})| = 3^{(l-n)} - 1$ and 

$$|R^{-1}_{p,\beta,\frac{k}{2},0}(\sigma(\Delta^{(l-n)}_p) \setminus \sigma(\Delta^{(0)}))| = 3^{n}(3^{(l-n)} - 1) = 3^{l} - 3^{n}.$$

Note that by Proposition 3.6(4), we conclude that all the $3^{l} - 3^{n}$ preimages are not in the exceptional set and therefore eigenvalues of $H^{(l)}_{p,\beta,\frac{k}{2},0}$ see [53, Theorem 3.6.(2)]. Besides, this implies that all the $3^{l} - 3^{n}$ preimages are distinct eigenvalues.

2. $(\sigma(\Delta^{(0)}))$: By Proposition 3.6(4), we have 

$$R^{-1}_{p,\beta,\frac{k}{2},0}(\sigma(\Delta^{(0)})) = \sigma(\Delta^{(0)}).$$

By excluding the exceptional points, we see that $R^{-1}_{p,\beta,\frac{k}{2},0}(\sigma(\Delta^{(0)}))$ generates $3^{n} + 1$ distinct eigenvalues of $H^{(l)}_{p,\beta,\frac{k}{2},0}$, namely the eigenvalues in $\sigma(\Delta^{(0)}).$

We generated in part one and two $3^{l} - 3^{n} + 3^{n} + 1 = 3^{l} + 1$ distinct eigenvalues, which shows with a dimension argument that we completely determined the spectrum $\sigma(H^{(l)}_{p,\beta,\frac{k}{2},0}).$

3.2. Infinite graphs case. We extend the statement of Theorem 3.1 to infinite graphs. We provide a complete description of the spectrum of the almost Mathieu operators $H^{(l)}_{p,\beta,\frac{k}{2},0}$ by relating it to the self-similar Laplacian’s spectrum $\sigma(\Delta_p)$. The following theorem is the main result.

Theorem 3.8. Let $H^{(l)}_{p,\beta,\alpha,\theta}$ and $\Delta_p$ be given as in (2.8) and (2.1). Let $p \in (0, 1), \beta \in \mathbb{R}$ and $n \geq 1$ be fixed. We set $\theta = 0, \alpha = \frac{k}{2p}$, for $k \in \{1, \ldots, 3^{n} - 1\}$. There exists a polynomial $R_{p,\beta,\frac{k}{2},0}$ of order $3^{n}$ such that,
Moreover, \( H_{p,\beta,\frac{1}{p},0} \) has purely singularly continuous spectrum if \( p \neq \frac{1}{2} \).

**Proof.** The first part of theorem 3.8 is a consequence of [53, Lemma 3.10]. We proceed as in the previous section and apply the spectral decimation method. We set \( \mathcal{H} = \ell^2(\mathbb{Z}_+,d\sigma) \) and \( \mathcal{H}_0 = \ell^2(3^n \mathbb{Z}_+,d\sigma), n \geq 1 \).

Strictly speaking, the self-similar Laplacian \( \Delta_p \) in Theorem 3.8 is defined on \( \ell^2(3^n \mathbb{Z}_+,d\sigma) \). To understand this, we follow [16, page 125] and introduce a dilation operator

\[
D : \ell^2(3^n \mathbb{Z}_+,d\sigma) \to \ell^2(\mathbb{Z}_+,d\sigma), \quad (Df)(x) = f(3^n x),
\]

and its co-isometric adjoint

\[
D^* : \ell^2(\mathbb{Z}_+,d\sigma) \to \ell^2(3^n \mathbb{Z}_+,d\sigma), \quad (D^*f)(x) = f(3^n x).
\]

Next, we define the operator \( \tilde{\Delta}_p \) on \( \ell^2(3^n \mathbb{Z}_+,d\sigma) \) to be \( \tilde{\Delta}_p = D^* \Delta_p D \). According to [27], \( \tilde{\Delta}_p \) on \( \ell^2(3^n \mathbb{Z}_+,d\sigma) \) is isometrically equivalent to \( \Delta_p \) on \( \ell^2(\mathbb{Z}_+,d\sigma) \) and \( \sigma(\Delta_p) = \sigma(\Delta_p) \). In the following, we will omit the tilde and refer to \( \tilde{\Delta}_p \) by \( \Delta_p \). We regard \( \mathcal{H}_0 = \ell^2(3^n \mathbb{Z}_+,d\sigma) \) as a subspace of \( \ell^2(\mathbb{Z}_+,d\sigma) \) and introduce \( \mathcal{H}_1 \) as the orthogonal complement of \( \mathcal{H}_0 \) in \( \mathcal{H} \). Then \( H_{p,\beta,\frac{1}{p},0} \) is decomposed with respect to \( \mathcal{H}_0 \oplus \mathcal{H}_1 \) into the following block form

\[
H_{p,\beta,0} = \begin{pmatrix} T & J \end{pmatrix} \begin{pmatrix} X & \end{pmatrix}
\]

We observe that \( T \) is a multiple of the identity and that \( X \) is a block diagonal semi-finite matrix in which the diagonal blocks are the \( n \)th level Dirichlet almost Mathieu Operator \( H_{p,\beta,0}^{(n)},D \) on \( \mathbb{R}^n \), i.e.

\[
T = \beta \begin{pmatrix} 1 & 0 & 0 & \ldots \\ 0 & 1 & 0 & \ldots \\ 0 & 0 & 1 & \ldots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \quad X = \begin{pmatrix} H_{p,\beta,0}^{(n)} & \mathbf{0} \\ \mathbf{0} & H_{p,\beta,0}^{(n)} \end{pmatrix}.
\]

Similar to the proof of Lemma 3.4, the spectral similarity of \( H_{p,\beta,0}^{(n)} \) and \( \Delta(0) \) implies the spectral similarity of \( H_{p,\beta,0} \) and \( \Delta_p \) with the same \( \phi_{p,\beta,0}, \psi_{p,\beta,0}, \epsilon_{p,\beta,0} \) and \( R_{p,\beta,0} \). By [53, Theorem 3.6], we see that for \( z \notin \epsilon_{p,\beta,0} \),

\[
z \in \sigma(H_{p,\beta,0}) \iff R_{p,\beta,0}(z) \in \sigma(\Delta_p) \iff z \in R_{p,\beta,0}^{-1}(\sigma(\Delta_p)).
\]

Next, we show \( \epsilon_{p,\beta,0} \subset \sigma(H_{p,\beta,0}) \). To this end we use Proposition 3.6 (4), that is \( \epsilon_{p,\beta,0} \subset R_{p,\beta,0}^{-1}(0,2) \) and the fact that 0 and 2 are not isolated points in the spectrum \( \sigma(\Delta_p) \). Let \( z \in \epsilon_{p,\beta,0} \cap R_{p,\beta,0}^{-1}(0,2) \). By a continuity argument, we can find a sequence \( \{\lambda_m\}_{m \in \mathbb{N}} \subset \sigma(\Delta_p) \), \( 0 < \lambda_m < 2 \), \( \lambda_m \to 0 \) and a partial inverse of \( R_{p,\beta,0} \) (which we will denote by \( R_{p,\beta,0}^{-1} \) to avoid extra notation), such that \( R_{p,\beta,0}^{-1}(\lambda_m) \to z \). Again with proposition 3.6(4) we have \( R_{p,\beta,0}(\lambda_m) \notin \epsilon_{p,\beta,0} \) for all \( m \in \mathbb{N} \) and imply by [53, Theorem 3.6] that

\[
R_{p,\beta,0}^{-1}(\lambda_m) \in \sigma(H_{p,\beta,0}) \quad \forall \ m \in \mathbb{N}.
\]

By closedness of the spectrum, we conclude that \( z \in \sigma(H_{p,\beta,0}) \), see also Remark 4.3. The same argument holds for \( z \in \epsilon_{p,\beta,0} \cap R_{p,\beta,0}^{-1}(2) \). The second part of the statement follows by [27, Theorem 1] combined with [53, Theorem 3.6].
4. Integrated density of states

Throughout this section, we assume that $p \in (0, 1)$ and $l \geq 1$ are fixed. We follow ideas presented in [49, Section 5.4] and define the density of states of $\Delta_p$. We start by considering the spectrum of $\Delta_p^{(l)}$, which consists of finitely many simple eigenvalues. We refer to the normalized sum of Dirac measures concentrated on the eigenvalues

\[
\nu_{l,p}(\{x\}) = \frac{1}{3^l + 1} \sum_{\lambda \in \sigma(\Delta_p^{(l)})} \delta_\lambda(x)
\]

as the density of states of $\Delta_p^{(l)}$. The normalized eigenvalue counting function of $\Delta_p^{(l)}$ is then given by $N_p^{(l)}(x) := \nu_{l,p}((-\infty, x])$. We note that $\Delta_p^{(l)}$ is the restriction of $\Delta_p$ to the finite graph $G_l = (V_l, E_l)$ while imposing Neumann boundary conditions. As the following results can be derived in the same way when Dirichlet boundary conditions are applied, we restrict our consideration to the former one. Figure 6 depicts the normalized eigenvalue counting function $N_p^{(l)}$ for different parameters. We recall some known facts about the spectrum of the self-similar Laplacian $\Delta_p$. Theorem 1 and Proposition 10 in [27] show that the spectrum $\sigma(\Delta_p)$ is the Julia set $J(R_{\Delta_p})$ of the polynomial $R_{\Delta_p}$ given in Proposition 3.3, for more general settings see [40]. For $p = \frac{1}{2}$, we have $J(R_{\Delta_{\frac{1}{2}}}) = [0, 2]$ and the spectrum is absolutely continuous. For $p \neq \frac{1}{2}$, the Julia set $J(R_{\Delta_p})$ is a Cantor set of Lebesgue measure zero and the spectrum is purely singularly continuous. Brolin in [24] proved the existence of a natural measure on polynomial Julia sets, namely the so-called balanced invariant measure. Moreover, he showed that the balanced invariant measure coincides with the potential theory’s equilibrium (harmonic) measure. In higher generality the uniqueness of the balanced invariant measure was established later in [38, 51], the reader is referred to [72] for an overview. Denoting the balanced invariant measure of the Julia set $J(R_{\Delta_p})$ by $\nu_p$ and and using ideas similar to Brolin’s lead to the following result.

**Proposition 4.1.** The sequence of density of states $\{\nu_{l,p}\}_{l \in \mathbb{N}}$ converges weakly to the balanced invariant measure $\nu_p$ of the Julia set $J(R_{\Delta_p})$.

Let $\theta = 0$, $\beta \in \mathbb{R}$, $1 \leq n \leq l$ and $k \in \{0, \ldots, 3^n - 1\}$ be fixed. In the same way as above, we define the density of states and the normalized eigenvalue counting function of $H_p^{(l)}$ and refer to them by...
We show that the first term on the right-hand side of equation (4.5) converges to the term on the right-hand side of equation (4.5).

Corollary 4.5. We refer to \( \nu_{p, \beta, \frac{1}{3n}, 0} \) in this paper to a large class of Jacobi operators. The corresponding integrated density of states are given by

\[
\int_{\sigma(H_{p, \beta, \frac{1}{3n}, 0})} f(x) \nu_{p, \beta, \frac{1}{3n}, 0}(dx) = \frac{1}{3^n} \sum_{i=1}^{3^n} \int_{\sigma(\Delta_p)} \chi_E(S_i(x)) \nu_p(dx)
\]

where \( \chi_E \) is the characteristic function of the set \( E \), i.e.

\[
\chi_E(x) = \begin{cases} 
0 & \text{if } x \notin E \\
1 & \text{if } x \in E 
\end{cases}
\]

Theorem 4.2. Let \( \text{supp}(\nu_{p, \beta, \frac{1}{3n}, 0}) \) denote the support of \( \nu_{p, \beta, \frac{1}{3n}, 0} \). Then \( \text{supp}(\nu_{p, \beta, \frac{1}{3n}, 0}) = \sigma(H_{p, \beta, \frac{1}{3n}, 0}) \).

The sequence of density of states \( \{\nu^{(l)}_{p, \beta, \frac{1}{3n}, 0}\}_{l \in \mathbb{N}} \) converges weakly to \( \nu_{p, \beta, \frac{1}{3n}, 0} \). Moreover, the following identity holds

\[
\int_{\sigma(H_{p, \beta, \frac{1}{3n}, 0})} f(x) \nu_{p, \beta, \frac{1}{3n}, 0}(dx) = \frac{1}{3^n} \sum_{i=1}^{3^n} \int_{\sigma(\Delta_p)} f(S_i(x)) \nu_p(dx)
\]

for \( f \in C_b(\mathbb{C}) \), i.e. \( f \) is a continuous bounded function on \( \mathbb{C} \).

Proof. Let \( f \in C_b(\mathbb{C}) \). Theorem 3.1 implies

\[
\sum_{x \in \sigma(H_{p, \beta, \frac{1}{3n}, 0}^{(l)})} f(x) \nu_{p, \beta, \frac{1}{3n}, 0}^{(l)}(x) = \frac{1}{3^n} \sum_{x \in \sigma(H_{p, \beta, \frac{1}{3n}, 0}^{(l)})} f(x)
\]

We show that the first term on the right-hand side of equation (4.5) converges to the term on the right-hand side of equation (4.4).

\[
\frac{1}{3^n} \sum_{x \in \sigma(H_{p, \beta, \frac{1}{3n}, 0}^{(l)})} f(x) = \frac{1}{3^n} \sum_{x \in \sigma(\Delta_p^{(l-n)})} f(S_i(x))
\]

Remark 4.3. The existence and continuity of the branches of the inverse \( R_{p, \beta, \frac{1}{3n}, 0}^{-1} \) on the interval \([0, 2]\) is given in a forthcoming work [11], where we develop a general framework by extending the results obtained in this paper to a large class of Jacobi operators.

Theorem 4.2 and proposition 4.1 justify the following definitions.

Definition 4.4. We refer to \( \nu_{p, \beta, \frac{1}{3n}, 0} \) and \( \nu_p \) as the density of states of \( H_{p, \beta, \frac{1}{3n}, 0} \) and \( \Delta_p \), respectively. The corresponding integrated density of states are given by

\[
\nu_{p, \beta, \frac{1}{3n}, 0}(x) = \nu_{p, \beta, \frac{1}{3n}, 0}(\sigma(\Delta_p^{(l-n)}) \setminus \sigma(\Delta_p^{(0)}))
\]

It now follows that

Corollary 4.5. Let \( E \subset \sigma(\Delta_p) \), then \( \nu_{p, \beta, \frac{1}{3n}, 0}(S_j(E)) = \frac{1}{3^n} \nu_p(E) \).
Proof. We compute
\begin{equation}
\nu_{p,\beta,\frac{1}{p},0}(S_j(E)) = \frac{1}{3^n} \sum_{i=1}^{3^n} \chi_{S_i(E)}(S_i(x)) \nu_p(dx) = \frac{1}{3^n} \int_{\sigma(\Delta_p)} \chi_E(x) \nu_p(dx),
\end{equation}
where in the second equality, we use that \( \chi_{S_i(E)}(S_i(x)) = 0 \) (\( \nu_p \) almost surely), whenever \( i \neq j \) and \( \chi_{S_i(E)}(S_j(x)) = \chi_E(x) \).

\[ \square \]

The intuitively, Theorem 4.2 implies that the density of states \( \nu_{p,\beta,\frac{1}{p},0} \) equally distributes the original mass \( \nu_p \) of the spectrum \( \sigma(\Delta_p) \) on the \( 3^n \) branches of the inverse spectral decimation function \( R_{p,\beta,\frac{1}{p},0}^{-1} \). In particular, this enables us to compute the spectral gap labels of \( H_{p,\beta,\frac{1}{p},0} \). Let \( \rho(\Delta_p) \) be the resolvent set of \( \Delta_p \). We define the set of spectral gap labels of \( \Delta_p \) by
\begin{equation}
\mathcal{GL}(\Delta_p) = \{ N_p(x) \mid x \in \rho(\Delta_p) \cap \mathbb{R} \}.
\end{equation}
It is not difficult to see that \( \mathcal{GL}(\Delta_{\frac{1}{3}}) = \{0, 1\} \). For \( p \neq \frac{1}{2} \), we have
\begin{equation}
\mathcal{GL}(\Delta_p) = \left\{ \frac{j}{3^i} \right\} \mid i \in \mathbb{N}, j \in \{0, 1, \ldots, 3^i\} \right\}.
\end{equation}
We define the set of spectral gap labels of \( H_{p,\beta,\frac{1}{p},0} \) similarly and denote it by \( \mathcal{GL}(H_{p,\beta,\frac{1}{p},0}) \).

**Corollary 4.6** (Gap labeling). The set of spectral gap labels of \( H_{p,\beta,\frac{1}{p},0} \) is given by
\begin{equation}
\mathcal{GL}(H_{p,\beta,\frac{1}{p},0}) = \left\{ \frac{j}{3^i} + \frac{1}{3^n} \mathcal{GL}(\Delta_p) \mid j \in \{0, 1, \ldots, 3^n - 1\} \right\}.
\end{equation}

5. **Examples and numerical results**

5.1. **Spectra of** \( H^{(1)}_{\frac{1}{3},\frac{1}{3},0} \) **and** \( H^{(2)}_{\frac{1}{3},\frac{1}{3},0} \). We apply the above framework for finite graphs in the case \( p = \frac{1}{3}, \beta = 1 \) and \( \alpha = \frac{1}{3} \). Direct computations give \( \sigma(\Delta^{(0)}) = \{0, 2\} \). With Proposition 3.7 we compute the exceptional set and \( R_{\frac{3}{4},1,\frac{1}{2}}^{-1} \):
\begin{equation}
\mathcal{E}_{\frac{3}{4},1,\frac{1}{2}} = \left\{ -\frac{1}{6}, -\frac{5}{6} \right\}, \quad R_{\frac{3}{4},1,\frac{1}{2},0}^{-1}(z) = \frac{9z^3}{2} - \frac{55z}{8} - \frac{9}{8}.
\end{equation}
We give an illustration of Theorem 3.1. Due to the spectral similarity between \( H^{(1)}_{\frac{1}{3},\frac{1}{3},0} \) and \( \Delta^{(0)} \), we see that \( z \in \sigma(H^{(1)}_{\frac{1}{3},\frac{1}{3},0}) \setminus \mathcal{E}_{\frac{3}{4},1,\frac{1}{2}} \) if and only if \( R_{\frac{3}{4},1,\frac{1}{2},0}^{-1}(z) \in \sigma(\Delta^{(0)}) \). We compute the preimage sets \( R_{\frac{3}{4},1,\frac{1}{2}}^{-1}(0) \) and \( R_{\frac{3}{4},1,\frac{1}{2}}^{-1}(2) \), see Figure 7 and Table 1. We note that \( R_{\frac{3}{4},1,\frac{1}{2},0}^{-1} \) is a polynomial of degree 3; therefore, each of the eigenvalues \( 0, 2 \in \sigma(\Delta^{(0)}) \) generates three preimages. Excluding the exceptional points results in four distinct eigenvalues of \( H^{(1)}_{\frac{1}{3},\frac{1}{3},0} \), which on the other hand, determine the complete spectrum as \( H^{(1)}_{\frac{1}{3},\frac{1}{3},0} \) is a \( 4 \times 4 \) matrix. To compute \( \sigma(H^{(2)}_{\frac{1}{3},\frac{1}{3},0}) \), we first use Proposition 3.3 and the spectral decimation

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{preimage_sets.png}
\caption{The preimage sets \( R_{\frac{3}{4},1,\frac{1}{2}}^{-1}(0) \) and \( R_{\frac{3}{4},1,\frac{1}{2}}^{-1}(2) \). Note that \( -\frac{1}{6} \) and \( -\frac{5}{6} \) are elements of the exceptional set. The numerical values are given in Table 1.}
\end{figure}
SPECTRAL DECIMATION OF A SELF-SIMILAR VERSION OF ALMOST MATHEU-TYPE OPERATORS

\[
\begin{align*}
\sigma(\Delta^{(0)}) & \quad \lambda^{(0)}_1 = 0 & \lambda^{(0)}_2 = 2 \\
\sigma(H^{(1)}_{\frac{1}{2}, 1, \frac{1}{4}, 0}) & \quad \lambda^{(1)}_1 = \frac{1}{12} - \frac{\sqrt{217}}{12} & \lambda^{(1)}_2 = \frac{5}{12} - \frac{\sqrt{135}}{12} \\
& & \lambda^{(1)}_3 = \frac{1}{12} + \frac{\sqrt{217}}{12} & \lambda^{(1)}_4 = \frac{5}{12} + \frac{\sqrt{135}}{12}
\end{align*}
\]

**Table 1.** Numerical computation of the spectra \(\sigma(\Delta^{(0)})\) and \(\sigma(H^{(1)}_{\frac{1}{2}, 1, \frac{1}{4}, 0})\). The spectrum \(\sigma(H^{(1)}_{\frac{1}{2}, 1, \frac{1}{4}, 0})\) is computed using Proposition 3.7 and \(\sigma(\Delta^{(0)})\).

The disconnectedness of the Julia set \(J(R_{\Delta})\), for \(p \neq \frac{1}{2}\), implies that the self-similar Laplacian \(\Delta_p\) has infinitely many spectral gaps. This fact combined with Theorem 3.8 lead us to the following two conclusions:

1. For \(p \neq \frac{1}{2}\), the spectrum \(\sigma(H_{p, \beta, \frac{1}{2}, 0})\) has infinitely many spectral gaps.
2. We can generate the spectral gaps iteratively using the spectral decimation function \(R_{p, \beta, \frac{1}{2}, 0}\).

**Figure 8.** The preimage sets \(R^{-1}_{\frac{1}{2}, 1, \frac{1}{4}, 0}(\frac{1}{3})\) and \(R^{-1}_{\frac{1}{2}, 1, \frac{1}{4}, 0}(\frac{5}{3})\). The numerical values are given in Table 2.

|\(\sigma(\Delta^{(1)}_{\frac{1}{2}})\) | \(\lambda^{(1)}_1 = 0\) | \(\lambda^{(1)}_2 = \frac{1}{3}\) | \(\lambda^{(1)}_3 = \frac{5}{3}\) | \(\lambda^{(1)}_4 = 2\)|
|---|---|---|---|---|
|\(\sigma(H^{(2)}_{\frac{1}{2}, 1, \frac{1}{4}, 0})\) | \(\lambda^{(2)}_1 = -1.14424\) | \(\lambda^{(2)}_2 = -1.11189\) | \(\lambda^{(2)}_3 = -0.92631\) | \(\lambda^{(2)}_4 = -0.58679\)|
| & \(\lambda^{(2)}_5 = -0.47717\) | \(\lambda^{(2)}_6 = -0.21899\) | \(\lambda^{(2)}_7 = 1.31091\) | \(\lambda^{(2)}_8 = 1.33089\)|
| & \(\lambda^{(2)}_9 = 1.40349\) | \(\lambda^{(2)}_{10} = 1.42013\) | | |

**Table 2.** Numerical computation of the spectra \(\sigma(\Delta^{(1)}_{\frac{1}{2}})\) and \(\sigma(H^{(2)}_{\frac{1}{2}, 1, \frac{1}{4}, 0})\).
We illustrate these ideas with the example $p = \frac{1}{3}$, $\beta = 1$, $\alpha = \frac{1}{3}$, $\theta = 0$ and generate the spectral gaps in $\sigma(H_{\frac{1}{3},\frac{1}{3},0})$ using

$$R_{\frac{1}{3},\frac{1}{3},0}(z) = \frac{9z^3}{2} - \frac{55z}{8} - \frac{9}{8}.$$  \hfill (5.2)

To locate the first two spectral gaps of $H_{\frac{1}{3},\frac{1}{3},0}$, we note that $\sigma(\Delta_\frac{1}{3}) \subset [0, 2]$. By Theorem 3.8, we obtain

$z \in \sigma(H_{\frac{1}{3},\frac{1}{3},0}) \implies R_{\frac{1}{3},\frac{1}{3},0}(z) \in [0, 2],$

or equivalently

$$R_{\frac{1}{3},\frac{1}{3},0}(z) \not\in [0, 2] \implies z \in \rho(H_{\frac{1}{3},\frac{1}{3},0}).$$

Plotting the spectral decimation function $R_{\frac{1}{3},\frac{1}{3},0}$ with both cutoffs $y = 0$ and $y = 2$ in Figure 9, generates the first two spectral gaps $\text{gap}_1$ and $\text{gap}_2$. By Proposition 3.6, we know that $z \in \sigma(H_{\frac{1}{3},\frac{1}{3},0}) \cup \sigma(H_{\frac{1}{3},\frac{1}{3},0})$ if and only if $R_{\frac{1}{3},\frac{1}{3},0}(z) \in \{0, 2\}$. The eigenvalues of $H_{\frac{1}{3},\frac{1}{3},0}$ are listed in Table 1 and we denote the eigenvalues $\sigma(H_{\frac{1}{3},\frac{1}{3},0})$ by $\lambda^{(1)}_1, D = -\frac{5}{6}$ and $\lambda^{(1)}_2, D = -\frac{1}{6}$. This gives

$$\lambda^{(1)}_1 \leq \lambda^{(1),D}_1 \leq \lambda^{(1)}_2 \leq \lambda^{(1),D}_2 \leq \lambda^{(1)}_3 \leq \lambda^{(1)}_4.$$  \hfill (5.3)

The spectrum of $H_{\frac{1}{3},\frac{1}{3},0}$ is then contained in the complement (in $\mathbb{R}$) of the following set

$$(-\infty, \lambda^{(1)}_1) \cup (\lambda^{(1)}_1, D, \lambda^{(1)}_2) \cup (\lambda^{(1),D}_2, \lambda^{(1)}_3) \cup (\lambda^{(1)}_3, \infty),$$

where $\text{gap}_1 = (\lambda^{(1),D}_1, \lambda^{(1)}_2)$ and $\text{gap}_2 = (\lambda^{(1)}_2, D, \lambda^{(1)}_3)$. To generate the next spectral gaps, we proceed similarly and note that

$$\sigma(\Delta_\frac{1}{3}) \subset [0, \frac{1}{3}] \cup \left[\frac{2}{3}, \frac{4}{3}\right] \cup \left[\frac{5}{3}, 2\right].$$  \hfill (5.4)
Figure 10. (Top) The spectral decimation function $R_{1/3,1/3,0}$ is plotted. The dashed lines represent the cutoffs at $y = 1/3$ and $y = 2/3$ and the dash-dot lines represent the cutoffs at $y = 4/3$ and $y = 5/3$. (Bottom) The integrated density of states $N^{(l)}_{1/3,1/3,0}$ is plotted for level $l = 7$. The cutoff lines and spectral decimation function are used to locate the spectral gaps, which coincide with the indicated plateaus of the integrated density of states.

where $\sigma(\Delta^{(1)}_{p}) = \{0, \frac{1}{3}, \frac{5}{3}, 2\}$ and $\sigma(\Delta^{(1), D}_{p}) = \{\frac{2}{3}, \frac{4}{3}\}$ (with Dirichlet boundary conditions). Hence,

$$R_{1/3,1/3,0}(z) \subset \left(\frac{1}{3}, \frac{2}{3}\right) \cup \left(\frac{4}{3}, \frac{5}{3}\right) \Rightarrow z \in \rho\left(H_{1/3,1/3,0}\right).$$

Plotting the spectral decimation function $R_{1/3,1/3,0}$ with both cutoffs $y = 1/3$, $2/3$ and $y = 4/3$, $5/3$ in Figure 10, generates the next six spectral gaps.

5.3. Gap labeling. Figures 11 and 12 give a numerical illustration of (4.4)). We recall that the spectral decimation function $R_{1/3,1/3,0}$ is a polynomial of degree 9. As such, Figure 11 shows that on each range of the nine branches $S_{i}(\Delta_{1/3})$, we have a copy of Figure 6 (left) rescaled by $1/3$, according to Corollary 4.5. This case corresponds to a periodic Jacobi matrix, and the spectrum consists of nine spectral bands. As expected from Corollary 4.6, the set of spectral gap labels is

$$(5.5) \quad \mathcal{G}(H_{1/3,1/3,0}) = \{0, \frac{1}{9}, \frac{2}{9}, \ldots, 1\}.$$

Similarly, the spectral decimation function $R_{1/3,1/3,0}$ is a polynomial of degree 9. As such, Figure 12 shows that on each range of the nine branches $S_{i}(\Delta_{1/3})$, we have a copy of Figure 6 (right) rescaled by $1/3$. In particular, this highlights the Cantor set structure inherited from $\sigma(\Delta_{1/3})$ and the set of spectral gap labels is deduced from Corollary 4.6.
Figure 11. (Left) Numerical computation of the integrated density of states for $H^{(l)}_{p,\beta,\alpha,\theta}$. The computations are done for level $l = 8, p = \frac{1}{2}, \beta = 1, \alpha = \frac{1}{9}, \theta = 0$. (Right) A resized version of the box in the left-hand side figure is displayed. It shows a copy of Figure 6 (left) rescaled by $\frac{1}{9}$.

Figure 12. (Left) Numerical computation of the integrated density of states for $H^{(l)}_{p,\beta,\alpha,\theta}$. The computations are done for level $l = 8, p = \frac{1}{3}, \beta = 1, \alpha = \frac{1}{9}, \theta = 0$. (Right) A resized version of the box in the left-hand side figure is displayed. It shows a copy of Figure 6 (right) rescaled $\frac{1}{9}$.

6. CONNECTIONS APPROACHES OF BÉLLISSARD AND BESSIS–GERONIMO–MOUSSA

Our work is partially motivated by Bellissard’s studies on Hamiltonians describing the motion of a particle in quasicrystals. More specifically, his construction of a large class of Hamiltonians with Cantor spectra starting from Jacobi matrices and their associated Julia sets, see [16, 20]. To draw the parallel with our work we make the following observations. Given a polynomial $P(z)$, let $J(P)$ be the corresponding (compact) Julia set, which, under some assumptions on $P(z)$ is a completely disconnected set [37, 47]. In addition, let $\mu$ be the balanced invariant measure of $J(P)$ and consider the Hilbert space $\mathcal{H} = L^2(J(R), d\mu)$. The multiplication operator $H$ associated with the identity function $f(x) = x$ in $\mathcal{H}$ is bounded, self adjoint, has the Cantor set $J(P)$ as spectrum. Furthermore, $\mu$ is the spectral measure of $H$ leading to a singular spectrum. Because the linearly independent set $\{x \in J(P) \rightarrow x^n \in \mathbb{C}\}$ generates a dense linear subspace of $\mathcal{H}$, the operator $H$ can be represented as a semi-infinite Jacobi matrix [12, 13]. Moreover, $H$ satisfies a
renormalization group equation

\[ D(zI - H)^{-1} D^* = \frac{P'(z)}{\deg(P)} (P(z)I - H)^{-1} \]

where the partial isometry \( D \) and its adjoint \( D^* \) are given in [16, Theorem 1].

The connection between our work and Bellissard’s original ideas as elaborated above begins by using defining a probabilistic Laplacian (the so-called \( pq\)-model) on the integers half-line \( \mathbb{Z}_+ \), regarded as a hierarchical or substitution graph with \( G_1 \) in Figure 3 (right) as its basic building block. The graph \( G_1 \) determines the spectral decimation function \( R_{\Delta_p}(z) \) in (3.5), a polynomial which plays the role of the polynomial \( P(z) \) appearing in Bellissard’s approach. On the one hand, each Laplacian \( \Delta_p \) represents an example of a semi-infinite Jacobi matrix that, in similarly to the operators in Bellissard’s construction, has a spectrum that coincides with \( J(R_{\Delta_p}) \): the Julia set of the polynomial \( R_{\Delta_p}(z) \). On the other hand, the balance measure of \( J(R_{\Delta_p}) \) plays the role of the spectral measure in Bellissard’s approach and is also the density of states in our context, see Proposition 4.1. In a forthcoming work [11], we generalize the substitution rule in Definition 2.2 leading to a multiple-parameter families of probabilistic Laplacians whose spectral properties are investigated with similar tools as the aforementioned \( pq\)-model.

We note that the spectra of the self-similar almost Mathieu operators we introduced in this paper are not necessarily given as the Julia sets of some polynomials. Instead, as proved in Theorem 3.8 these spectra are preimages of Julia sets under certain polynomials. In [11], these results are extended to a class of Jacobi operators, for which we establish a renormalization group equation, see [11, Theorem 4.6]. For example, when reduced to the \( pq\)-model, this renormalization group equation for resolvent, see [43,53,66,79], takes the form

\[ U^* (zI - \Delta_p)^{-1} U = \frac{(z - 1)^2 - p^2}{p(1 - p)} \left( R_{\Delta_p}(z)I - \Delta_p \right)^{-1}, \]

where \( R_{\Delta_p}(z) \) is given in (3.5), and \( U \) and \( U^* \) are defined in [27]. For comparison with (6.1), we compute

\[ \frac{d}{\deg(R_{\Delta_p})} R_{\Delta_p}(z) = \frac{(z - 1)^2 - \left( \frac{1-p(1-p)}{3} \right)}{p(1 - p)}, \]

which coincides with the factor on the right-hand side of equation (6.2) if and only if \( p = \frac{1}{2} \). Thus, our results is related to [22, Theorem 2.2], although we do not rely on [22] as we consider a model which allows us to produce more explicit computation of the spectrum for operators with potential.

7. Conclusions

In this paper we introduce and study a fractal version of the almost Mathieu operators \( H_{p,\beta,\alpha,\theta} \). We propose a new adaptation of the method of spectral similarity to analyze their spectral properties. Our main conclusions are the following.

1. Theorem 3.8 presents a useful algebraic tool to relate the spectrum of the almost Mathieu operators \( H_{p,\beta,\alpha,\theta} \) to that of a family of self-similar Laplacians \( \Delta_p \). Our results are established when the parameter \( \alpha \) belongs to the dense set \( \{ \frac{k}{3^l}, \ k = 0, 1, 2, \ldots, 3^l - 1 \}_{l = 1}^{\infty} \) where \( l \geq 1 \). Note that in the classical case, corresponding to \( p = 1/2 \) in our formulation, many important results are also obtained for \( \alpha \) irrational, but in the fractal setting the methods for irrational \( \alpha \) are not developed yet.

The method of spectral similarity is applicable in many situations, and in a forthcoming work [11] we develop a general framework by working with a large class of Jacobi operators. We call these operators piecewise centrosymmetric Jacobi operators [25,82,83]. In this general setting the spectral decimation function can be computed using the theory of orthogonal polynomials associated with the aforementioned Jacobi matrix. As a result, the spectral decimation function in the generalizations of Theorem 3.1 can be computed using a three-term recurrence relation, which provides a simple procedure to show that the spectral decimation function is a polynomial of a specific degree with properties that can be controlled.

2. Our methods allow to compute explicitly the density of states. In particular, we proved in theorem 4.2 an explicit formula connecting the density of states of \( H_{p,\beta,\alpha,\theta} \) by identifying it with the weighted preimages of the balanced invariant measure on the Julia set of the polynomial \( J(R_{\Delta_p}) \). This approach can be generalized to many other situations, and can be verified numerically, see Section 5.
(3) In our particular situation we are able to conclude that the operators $H_{p,β,0}$ have singularly continuous spectrum when $p \neq \frac{1}{2}$ because of the previous recent work [27] that the spectrum is singularly continuous for $Δ_p$. This result requires a detailed analysis of a certain dynamical system describing the behavior of the generalized eigenfunction.

(4) A particular novelty of our results is that we develop the spectral analysis of a self-similar Laplacian with a quasi-periodic potential. In our work we have made the essential steps towards the Fourier analysis on one-dimensional self-similar structures following the general approach developed by Strichartz et al [73, 75]. In certain particular situations this allows to consider classical and quantum wave propagation on fractal and other irregular structures [1,3,6].

(5) Using these Harmonic Analysis tools, our work introduces a direct approach to the gap labeling for a self-similar Laplacian with a potential. In particular, this direct approach for gap labeling is complementing [15,17,18]. In our case we do not make use of the dual of a group acting on the fractal lattice, and observe that gap labels of the form $\frac{j}{C}$ are consistent with the self-similar quasi-periodic structure where renormalization acts by the dilation of the space by 3. This should be contrasted with the gap labeling for fractal structures with more complicated topological structure currently under investigation in [56], including the classical Sierpinski gasket and a new model of the bubble diamond fractals. In general, on a certain class of self-similar structures the gaps are labeled by the values of the integrated density of states of the Laplacian with values $\frac{j}{C}$ where $C$ is the topological degree of the self-covering map of the fractal limit space. Thus, our work sets the stage for considering the Bloch theorem, noncommutative Chern characters and fractal-based quantum Hall systems, see [54], as well as [21]. On fractal spaces this is an open problem that has not been previously considered in the literature besides the recent work [2].

(6) Our work is connected to several lines of investigations in mathematics and physics, including the topics highlighted at the recent workshop Quasi-periodic spectral and topological analysis, and in particular the work of E. Akkermans [1–4,59,71], D. Damanik [28–32], S. Jitomirskaya [7,14,44–46,55], and E. Prodan [58,60–62,67] et al.
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