A SIMPLE EQUILIBRATION PROCEDURE LEADING TO POLYNOMIAL-DEGREE-ROBUST A POSTERIORI ERROR ESTIMATORS FOR THE CURL-CURL PROBLEM
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Abstract. We introduce two a posteriori error estimators for Nédélec finite element discretizations of the curl–curl problem. These estimators pertain to a new Prager–Synge identity and an associated equilibration procedure. They are reliable and efficient, and the error estimates are polynomial-degree-robust. In addition, when the domain is convex, the reliability constants are fully computable. The proposed error estimators are also cheap and easy to implement, as they are computed by solving divergence-constrained minimization problems over edge patches. Numerical examples highlight our key findings, and show that both estimators are suited to drive adaptive refinement algorithms. Besides, these examples seem to indicate that guaranteed upper bounds can be achieved even in non-convex domains.
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1. Introduction

Given a domain Ω, a partition {ΓD, ΓN} of its boundary, and a divergence free field \( J : \Omega \to \mathbb{R}^3 \), the curl–curl problem consists in finding \( A : \Omega \to \mathbb{R}^3 \) such that

\[
\begin{align*}
\nabla \times \nabla \times A &= J, & \nabla \cdot A &= 0, & \text{in } \Omega, \\
A \times n &= o, & \text{on } \Gamma_D, \\
(\nabla \times A) \times n &= o, & A \cdot n &= 0 & \text{on } \Gamma_N,
\end{align*}
\]

together with a finite set of suitable orthogonality conditions to filter out harmonic forms when the topology is non-trivial [18]. This problem is the central model for magnetostatic applications and is the basis of Maxwell’s equations, which are instrumental in the modeling of electromagnetic phenomena [23].

In general geometries, numerical schemes are required to approximate the solution to (1.1). Here, we consider finite element methods [12, 28, 29], and focus on a posteriori error estimation for Nédélec elements. This topic is already largely covered in the literature [5, 7, 10, 11, 19, 30, 34], motivated by the variety of important applications as well as the mathematical challenges involved.

A posteriori error estimators for the curl–curl problem where first proposed in [5] for convex domains (see [5, Assumption 2] for details). The estimator in [5] is of residual type, and has been generalized to arbitrary polyhedral Lipschitz domains in [30, 34]. While this approach provides reliable and efficient estimators, it still suffers from two drawbacks, namely: (i) the constants appearing in the reliability
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estimates are not computable in practice, and (ii) the constants in the efficiency estimates deteriorate as the polynomial degree $p$ is increased. Notice that this is not specific to the curl–curl problem, and residual-based estimators exhibit the same downsides even in the simpler context of scalar elliptic problems \[2, 27\].

In this work, we focus on so-called “equilibrated” error estimators, that have the ability to provide (i) guaranteed upper bounds free of unknown constants and (ii) polynomial-degree-robust (or simply, $p$-robust) efficiency constants. The concept of equilibrated flux can be traced back to the seminal work of Prager and Synge \[32\], where the authors establish that equilibrated fluxes can be employed to provide guaranteed error upper bounds. For scalar elliptic problems, several constructions of equilibrated fluxes have then been proposed, leading to practically usable error estimators, see e.g. \[2, 25, 26\]. Here, we focus on the approach initially proposed in \[14\] and later extended in \[16\]. It relies on a partition of unity via finite element shape functions and local mixed finite element problems, and lead to $p$-robust estimates \[6, 17\].

For the curl–curl problem, the construction of equilibrated fluxes turns out to be a much more arduous task than for scalar elliptic equations. A procedure for the lowest-order Nédélec elements have been introduced early \[7\], but its generalization to arbitrary orders has only been proposed recently \[19\]. Actually, to the best of the author’s knowledge, they are currently only two constructions of equilibrated estimator that lead to $p$-robust estimates for the curl–curl problem, namely (i) the construction in \[20\] which is based on \[19\], and (ii) the approach in \[11\] which employs a partition of unity in the spirit of \[14, 16\]. While the estimators in \[11\] and \[20\] provide constant-free reliability estimates and $p$-robust efficiency constants, there are not fully satisfactory as there construction is complicated. Indeed, they hinge on over-constrained minimization problems, and require several passes through the mesh. In addition, the patches involved in the efficiency estimates are rather large.

Another approach called “broken patchwise equilibration” has been proposed in \[10\], where the authors introduce a $p$-robust a posteriori error estimator for the curl–curl problem that do not rely on equilibration. The key assets of this estimator is that it is cheap and straightforward to compute (especially as compared to \[11, 20\]), and that the efficiency estimates are established on tight edge patches. On the other hand, because the reliability estimate does not pertain to a Prager–Synge identity, the reliability bound contains constants that are either unavailable, or cumbersome to compute in practice.

The equilibrated estimators of \[7, 11, 19, 20\] are based on the following Prager–Synge identity: if $H \in H_{N}^{1}(\text{curl}, \Omega)$ is any “equilibrated field” satisfying $\nabla \times H = J$, then

\begin{equation}
(\nabla \times (A - A_h), \nabla \times v)_{\Omega} = (H - \nabla \times A_h, \nabla \times v)_{\Omega},
\end{equation}

for any field $A_h, v \in H_{N}^{1}(\text{curl}, \Omega)$ (the notations are rigorously introduced in Section 2 below), leading to the estimate

\begin{equation}
\|\nabla \times (A - A_h)\|_{\Omega} \leq \|H - \nabla \times A_h\|_{\Omega}.
\end{equation}

This motivates the construction of equilibrated fields $H$ with prescribed curl. Unfortunately, as previously mentioned, the construction of such fields is rather involved \[11, 19, 20\].
Here, we introduce an alternative Prager–Synge identity that leads to a much simpler equilibration procedure. It relies on the observation that whenever \( v \in H^1(\Omega) \), we have \( \nabla \times (v u_k) = \nabla v \times u_k \), where \( \{u_k\}_{k=1}^3 \) is the canonical basis of \( \mathbb{R}^3 \). 
Simple manipulations then show the following identity: if, for each \( k \in \{1, 2, 3\} \), \( S_k \in H_{\Gamma_N}(\text{div}, \Omega) \) satisfies \( \nabla \cdot S_k = J_k \), we have

\[
(1.4) \quad (\nabla \times (A - A_h), \nabla \times v)_{\Omega} = -\sum_{k=1}^3 (S_k + u_k \times \nabla \times A_h, \nabla v_k)_{\Omega}
\]

for all \( A_h \in H_{\Gamma_D}(\text{curl}, \Omega) \) and \( v \in H^1_{\Gamma_D}(\Omega) \). Interestingly, as opposed to (1.2), identity (1.4) only constrains the divergence of the equilibrated fields, simplifying the equilibration process. On the other hand, the downside of (1.4) is that it requires the gradient of the test function \( v \in H^1_{\Gamma_D}(\Omega) \) instead of its curl in (1.2).

As usual [30, 34], this is remedied by employing “regular decompositions”, leading to the estimate

\[
(1.5) \quad \|\nabla \times (A - A_h)\|_{\Omega} \leq C_{L,\Omega} \left( \sum_{k=1}^3 \|S_k + u_k \times \nabla \times A_h\|_{\Omega} \right)^{1/2},
\]

where the constant \( C_{L,\Omega} \) is one in convex domains (with \( \Gamma_D = \partial \Omega \) or \( \Gamma_N = \partial \Omega \)), but is not practically computable in general (see Section 2.7).

In this work, we carefully establish the new Prager–Synge identity introduced in (1.4), and we use it to design and analyze two novel a posteriori error estimators for curl–curl problem (1.1). We show that they are reliable and efficient with \( p \)-robust constants. We also provide a set of numerical experiments showing that both estimators are suitable to drive adaptive mesh refinement processes. Our estimators share some similarities with the broken patchwise estimator introduced in [10] and the equilibrated estimators based on (1.2) provided in [11, 20], which we now describe.

As in [10], our construction relies on a vectorial partition of unity via edge functions (see Section 2.8), which leads to a localization on tight edge patches. In contrast to [10] however, the proposed approach has two main assets. Indeed, (i) it uses divergence-constrained minimization problems which are easier to implement and cheaper to solve than the curl-constrained problems employed in [10]. Besides, (ii) the present approach hinges on an equilibration principle, which leads to nicer upper bounds than in [10]. The two approaches can be seen as dual to one another in some sense, as we elaborate in Remark 3.4.

As compared to the usual equilibration procedures of [7, 11, 19, 20] based on (1.2), the main drawback of the present approach is that apart from convex domains, the upper bound contains the unknown constant \( C_{L,\Omega} \). While this appears as a major downside, numerical experiments suggest that the constant \( C_{L,\Omega} \) might be spurious, and that taking \( C_{L,\Omega} = 1 \) provides guaranteed upper bounds, even in non-convex domains. We also elaborate on why the constant \( C_{L,\Omega} \) may not be necessary in Remark 5.2.

The remaining of this work is organized as follows. In Section 2, we describe the setting, and recall preliminary results. Section 3 presents the key abstract arguments to localize the construction of the estimators. We introduce our two estimators in Sections 4 and 5 where we establish that they are reliable and efficient with \( p \)-robust constants. Section 6 illustrates the key theoretical findings with a set of numerical examples, and we present concluding remarks in Section 7.
2. Setting

2.1. Domain. We consider a Lipschitz polyhedral domain \( \Omega \subset \mathbb{R}^3 \). The boundary of \( \Omega \) is split into two disjoint (relatively open) parts \( \Gamma_D \) and \( \Gamma_N \) in such a way that \( \partial \Omega = \Gamma_D \cup \Gamma_N \). We assume that both \( \Gamma_D \) and \( \Gamma_N \) are polygonal. Notice that we do not assume that \( \Omega \) is simply connected, nor that \( \Gamma_D \) or \( \Gamma_N \) are connected.

2.2. Functional spaces. If \( \omega \subset \Omega \) is an open set, \( L^2(\omega) \) and \( L^2(\omega) \) are the spaces of scalar and vector-valued square integrable functions defined on \( \omega \). The usual inner products and norms of these spaces are denoted by \( (\cdot, \cdot)_\omega \) and \( \| \cdot \|_\omega \). \( H^1(\omega) \), \( H(\text{div}, \omega) \), and \( H(\text{curl}, \omega) \) are the usual Sobolev spaces respectively containing square-integrable functions with square-integrable gradient, divergence, and curl.

We also employ the notation \( H^1(\omega) := (H^1(\omega))^3 \). If \( \Gamma \subset \partial \omega \) is a relatively open subset, \( H^1(\omega) \) is the set of functions of \( H^1(\omega) \) with vanishing trace on \( \Gamma \), and we also note \( H^1(\omega) := (H^1(\omega))^3 \). Similarly, we set

\[
H_{\Gamma}(\text{div}, \omega) := \{ v \in H(\text{div}, \omega); \ (v, \nabla q) + (\nabla \cdot v, q) = 0 \ \ \forall q \in H^1_{\Gamma}(\omega) \}
\]

and

\[
H_{\Gamma}(\text{curl}, \omega) := \{ w \in H(\text{curl}, \omega); \ (w, \nabla \times p) - (\nabla \times v, p) = 0 \ \ \forall p \in H^1_{\Gamma}(\omega) \}
\]

with \( \Gamma^c := \partial \omega \setminus \Gamma \). We refer the reader to [1, 18, 22] for an in-depth presentation of the above spaces.

For \( m \geq 2 \), \( H^m(\omega) \) is the space of functions \( v \in L^2(\omega) \) such that \( \partial^\alpha v \in L^2(\omega) \) for all \( |\alpha| \leq m \). If \( \mathcal{U} \) is a collection of open sets \( \omega \), then \( H^m(\mathcal{U}) \) contains those functions \( v|_\omega \in H^m(\omega) \) for all \( \omega \in \mathcal{U} \). We also employ the notations \( H^m(\mathcal{U}) := H^m(\omega) \) and \( H^m(\mathcal{U}) := H^m(\omega)^3 \). The usual seminorm of \( H^m(\mathcal{U}) \) is denoted by

\[
|v|_{H^m(\mathcal{U})} := \sum_{\omega \in \mathcal{U}} \sum_{|\alpha| = m} \| \partial^\alpha v \|_{L^2(\omega)} \quad \forall v \in H^m(\omega),
\]

and we set

\[
|v|^2_{H^m(\mathcal{U})} := \sum_{k=1}^3 |v_k|^2_{H^m(\mathcal{U})}
\]

when \( v \in H^m(\mathcal{U}) \).

We also employ the notation

\[
\Lambda_{\Gamma_D}(\Omega) := \{ v \in H^1_{\Gamma_D}(\Omega); \ \nabla \times v = 0 \},
\]

for functions with vanishing curl. When \( \Omega \) is simply connected and \( \Gamma_D \) is connected, we simply have \( \Lambda_{\Gamma_D}(\Omega) = \nabla (H^1_{\Gamma_D}(\Omega)) \). In the general case however, \( \Lambda_{\Gamma_D}(\Omega) = \nabla (H^1_{\Gamma_D}(\Omega)) + H_{\Gamma_D}(\Omega) \) where \( H_{\Gamma_D}(\Omega) \) is a finite dimensional “cohomology” space. The dimension of \( H_{\Gamma_D}(\Omega) \) depends on the topology of \( \Omega \) and \( \Gamma_D \), and its structure is explicitly known [18]. We write \( \Lambda_{\Gamma_D}^\perp(\Omega) \) for the orthogonal complement of \( \Lambda_{\Gamma_D}(\Omega) \) in \( L^2(\Omega) \).

2.3. Model problem. Assuming that \( J \in L^2(\Omega) \), the weak form of (1.1) consists in finding \( (A, l) \in H_{\Gamma_D}(\text{curl}, \Omega) \times \Lambda_{\Gamma_D}(\Omega) \) such that

\[
(\nabla \times A, \nabla \times v)_\Omega + (l, v)_\Omega = (J, v)_\Omega \quad (A, w)_\Omega = 0 \quad \text{for all } v, w \in (H^1(\Omega))^3.
\]

(2.1)
for all \((v, w) \in H_{Γ₀}(\text{curl}, Ω) \times Λ_{Γ₀}(Ω)\). Problem \((2.1)\) is a standard saddle-point problem, and admits a unique solution \([8]\). We will assume throughout this work that \(J ∈ Λ_{Γ₀}^⊥(Ω)\), so that actually, \(l = o\), and

\[
(2.2) \quad (\nabla × A, \nabla × v) = (J, v)Ω \quad ∀v ∈ H_{Γ₀}(\text{curl}, Ω).
\]

2.4. Computational mesh and edge patches. The domain \(Ω\) is partitioned into a mesh \(T_h\) of (open) tetrahedral elements \(K\). We assume that the mesh is conforming in the sense of \([12]\), meaning that the intersection \(K− \cap K+\) of two distinct elements \(K− ∈ T_h\) is either empty, or it is a full face, edge or vertex of both \(K−\) and \(K+\). The set vertices, edges and faces of the mesh are respectively denoted by \(V_h, E_h\) and \(F_h\). Classically, we assume that the mesh is conforming with the partition of the boundary, i.e., that for all faces \(F ∈ F_h\) such that \(F ⊂ ∂Ω\), either \(F ⊂ Γ_D\) or \(F ⊂ Γ_N\). For each \(K ∈ T_h\), the quantity \(κ_{K} := h_K/ρ_K\) (where, as usual, \(h_K\) is the diameter of \(K\) and \(ρ_K\) is the diameter of the largest ball contained in \(K\)) is the shape-regularity parameter of the element \(K\).

Consider an edge \(ℓ ∈ E_h\). The mesh patch \(T_h^ℓ\) gathers those elements \(K ∈ T_h\) having \(ℓ\) as an edge. Besides, we denote by \(ω_ℓ\) the open domain covering the elements \(K ∈ T_h^ℓ\), and \(h_ℓ\) is the diameter of \(ω_ℓ\). We also associate with \(ℓ\) an arbitrary, but fixed, unit tangent vector \(τ_ℓ := (b − a)/|b − a|\), where \(a, b ∈ V_h\) are the two vertices of \(ℓ\). We then introduce the edge function

\[
(2.3) \quad ψ_ℓ := |b − a|(ψ_a \nabla ψ_b − ψ_b \nabla ψ_a)
\]

where \(ψ_a, ψ_b ∈ P_1(ω_ℓ) \cap H^1(Ω)\) are the usual hat functions satisfying \(ψ_a(c) = δ_{a,c}\) and \(ψ_b(c) = δ_{b,c}\) for all \(c ∈ V_h\). Notice that \(ψ_ℓ|_{τ_ℓ} = τ_ℓ\) for all \(ℓ ∈ E_h\). We also denote by \(κ_ℓ := \min_{K ∈ T_h^ℓ} κ_K\) the shape-regularity parameter of the edge patch.

2.5. Finite element spaces. For all integer \(q ≥ 0\) and elements \(K ∈ T_h\), \(P_q(K)\) stands for the space of polynomials from \(K\) to \(R\) of degree less than or equal to \(q\), and \(P_q(K) := (P_q(K))^3\). As usual \([29, 33]\), the Raviart-Thomas and Nedélec polynomial spaces are respectively defined by

\[
RT_q(K) := xP_q(K) + P_q(K), \quad N_q(K) := x × P_q(K) + P_q(K).
\]

If \(T ⊂ T_h\) and \(ω\) is the domain covering the elements of \(T\), then \(P_q(T)\) gathers the functions \(u : L^2(ω) → R\) such that \(u|_{K} ∈ P_q(K)\) for all \(K ∈ T_h\). Notice that there are no “build in” compatibility conditions in this space. We also define \(P_q(T), RT_q(T)\) and \(N_q(T)\) in a similar fashion.

If \(v ∈ L^2(ω)\), we denote by \(π_{T,q}(v) ∈ P_q(T)\) its \(L^2(ω)\)-projection over \(P_q(T)\), which is uniquely defined by

\[
(v − π_{T,q}(v), w_h)_ω = 0 \quad ∀w_h ∈ P_q(T),
\]

and we have the estimate

\[
(2.4) \quad \|v − π_{T,q}(v)\|_ω ≤ \left(\frac{h_T}{π}\right)^{q+1} |v|_{H^{q+1}(T)}
\]

with \(h_T := \max_{K ∈ T} h_K\), whenever \(v ∈ H^{q+1}(T)\). We also employ the symbol \(π_{T,q}\) for the \(L^2(ω)\)-projection over \(P_q(T)\). Notice that since \(K ∈ T_h\) is convex, \((2.4)\) can be obtained by repeated applications of the Poincaré inequality established in \([31]\) to \(v_k\), \(1 ≤ k ≤ 3\), and its derivatives \(∂^α v_k\) for \(|α| ≤ q\).
2.6. **Discrete solution.** Throughout this work, we consider a discrete function \( A_h \in H_{Γ_D}(\text{curl}, Ω) \) such that
\[
A_h|_{ω_ℓ} ∈ \mathcal{N}_{p_ℓ}(Τ_h^ℓ)
\]
for some \( p_ℓ ≥ 0 \) for \( ℓ \in Ε_h \) and
\[
(∇ × A_h, ∇ × ψ_ℓ)_Ω = (J, ψ_ℓ)_Ω
\]
for all edge \( ℓ \in Ε_h \) such that \( ℓ ∉ Γ_D \). Observe that in particular, (2.6) typically holds true if \( A_h \) is obtained from a Galerkin approximation to (2.1), since the edge functions involved in (2.6) belong to the lowest-order Nédélec space. On the other hand, (2.5) is satisfied if \( A_h \) belongs to a hp-adaptive Nédélec finite element space, and we can simply take \( p_ℓ = p \) for all \( ℓ \in Ε_h \) in the particular case of a uniform polynomial degree \( p ≥ 0 \).

2.7. **Regular decomposition.** For all \( v ∈ H_{Γ_D}(\text{curl}, Ω) \), there exists a function \( w ∈ H^1_{Γ_D}(Ω) \) such that \( ∇ × w = ∇ × v \) and
\[
∥∇w∥_Ω ≤ C_{L, Ω}∥∇ × v∥_Ω.
\]
In addition, if \( Ω \) is convex and either \( Γ_D \) or \( Γ_N \) is empty, we can take \( C_{L, Ω} = 1 \). We refer the reader to [13, 22, 24] for a proof of these results.

2.8. **Partition of unity via edge functions.** For all \( ℓ ∈ Ε_h \), supp \( ψ_ℓ = ∂ω_ℓ \), and we have
\[
∥ψ_ℓ∥_{L^∞(ω_ℓ)} + h_ℓ∥∇ × ψ_ℓ∥_{L^∞(ω_ℓ)} ≤ C(κ_ℓ) \quad ∀ℓ ∈ Ε_h,
\]
where \( C(κ_ℓ) \) is a constant that only depends on the shape regularity parameter \( κ_ℓ \) of the edge patch. In addition, the identity
\[
w = ∑_{ℓ ∈ Ε_h} (w · τ_ℓ)ψ_ℓ
\]
holds true for all \( w ∈ L^2(Ω) \). We refer the reader to [10, Section 5.3] for a proof of these facts.

2.9. **Local functional spaces and Poincaré inequalities.** Consider an edge \( ℓ ∈ Ε_h \). If \( ℓ ∉ Γ_D \), \( H^1_0(ω_ℓ) \) is the subset of \( H^1(ω_ℓ) \) of functions with vanishing mean value and \( H^1_{0}(\text{div}, ω_ℓ) := H^1_0(\text{div}, ω_ℓ) \). If on the other hand, \( ℓ ⊂ Γ_D \), \( H^1_0(ω_ℓ) := H^1(ω_ℓ) \) and \( H^1_{0}(\text{div}, ω_ℓ) := H^1_{0}(\text{div}, ω_ℓ) \) where \( Γ := ∂ω_ℓ \cap Γ_D \) and \( Γ^c := ∂ω \setminus Γ_D \).

For all edges \( ℓ ∈ Ε_h \), the constant
\[
C_{P, ℓ} := h_ℓ^{-1} \sup_{w ∈ H^1_0(ω_ℓ)} \frac{∥w∥_{ω_ℓ}}{∥∇w∥_{ω_ℓ}}
\]
is finite and only depends on \( κ_ℓ \).

Since every cell \( K ∈ T_h \) is convex [31], the following elementwise Poincaré inequality holds true:
\[
∥v − π_{K,0}v∥_K ≤ \frac{h_K}{π}∥∇v∥_K \quad ∀v ∈ H^1(K),
\]
where \( π_{K,0} \) denotes the \( L^2(K) \)-projection of \( v \) over \( P_0(K) \).
Localization of the residual functional

In this section, we start by presenting abstract arguments later used to localize the computation of the estimator. Specifically, we introduce a residual functional \( R \in (H_{\Gamma_D}(\text{curl}, \Omega))^\prime \) by setting

\[
\langle R, v \rangle := (J, v)_\Omega - (\nabla \times A_h, \nabla \times v)_\Omega
\]

for all \( v \in H_{\Gamma_D}(\text{curl}, \Omega) \). Observe that because of (2.6), we have

\[
\langle R, \psi_\ell \rangle = 0 \quad \forall \ell \in \mathcal{E}_h; \ell \not\subset \Gamma_D.
\]

We will employ two key norms for the residual functional. On the one hand, the usual dual norm reads

\[
\| R \|_{\ast, \Omega} := \sup_{v \in H_{\Gamma_D}(\text{curl}, \Omega)} \frac{\langle R, v \rangle}{\| \nabla \times v \|_\Omega}.
\]

On the other hand, we also introduce a localized norm

\[
\| R \|_{\ast, \ell} := \sup_{w \in H^1(\omega_\ell)} \frac{\langle R, w \psi_\ell \rangle}{\| \nabla w \|_{\omega_\ell}}
\]

for each \( \ell \in \mathcal{E}_h \).

Notice that as \( \langle R, v \rangle = (\nabla \times (A - A_h), \nabla \times v)_\Omega \) for all \( v \in H_{\Gamma_D}(\Omega) \), we have

\[
\| R \|_{\ast, \Omega} = \| \nabla \times (A - A_h) \|_\Omega,
\]

so that the dual norm of \( R \) is the quantity we actually want to estimate. Directly estimating \( \| R \|_{\ast, \Omega} \), however, would lead to global (and expensive) computations. Henceforth, the goal of this section is to establish equivalence results between the dual norm \( \| R \|_{\ast, \Omega} \) and the squared sum of the localized norms \( \| R \|_{\ast, \ell} \), which are more suitable to tackle numerically.

We start by establishing an upper bound.

**Theorem 3.1 (Continuous reliability).** We have

\[
\| R \|_{\ast, \Omega} \leq \sqrt{6} C_{L, \Omega} \left( \sum_{\ell \in \mathcal{E}_h} \| R \|^2_{\ast, \ell} \right)^{1/2}.
\]

**Proof.** Let \( v \in H_{\Gamma_D}(\text{curl}, \Omega) \) with \( \| \nabla \times v \|_\Omega = 1 \). Recalling the discussion in Section 2.7, there exists \( w \in H^1(\Omega) \) with \( \nabla \times v = \nabla \times w \) and

\[
\| \nabla w \|_{\Omega} \leq C_{L, \Omega} \| \nabla \times v \|_{\Omega} = C_{L, \Omega}.
\]

Then, we use (2.9) and (3.2) to show that

\[
\langle R, v \rangle = \langle R, w \rangle = \sum_{\ell \in \mathcal{E}_h} \langle R, (w \cdot \tau_\ell) \psi_\ell \rangle = \sum_{\ell \in \mathcal{E}_h} \langle R, (w \cdot \tau_\ell - \vartheta_\ell) \psi_\ell \rangle
\]

with

\[
\vartheta_\ell := \begin{cases} 0 & \text{if } \ell \subset \Gamma_D, \\ \frac{1}{|\omega_\ell|} \int_{\omega_\ell} w \cdot \tau_\ell & \text{otherwise.} \end{cases}
\]
We then observe that \( \mathbf{w} \cdot \mathbf{t}_\ell - \vartheta_\ell \in H^1_0(\omega_\ell) \), so that recalling the definition of \( \| \mathcal{R} \|_{\ast,\ell} \) in (3.4), we have
\[
\langle \mathcal{R}, \mathbf{v} \rangle = \sum_{\ell \in \mathcal{E}_h} \| \mathcal{R} \|_{\ast,\ell} \| \nabla (\mathbf{w} \cdot \mathbf{t}_\ell) \|_{\omega_\ell} \leq \sum_{\ell \in \mathcal{E}_h} \| \mathcal{R} \|_{\ast,\ell} \| \nabla \mathbf{w} \|_{\omega_\ell}
\]
\[
\leq \sqrt{6} \left( \sum_{\ell \in \mathcal{E}_h} \| \mathcal{R} \|_{\ast,\ell}^2 \right)^{1/2} \| \nabla \mathbf{w} \|_{\Omega},
\]
and (3.6) follows from (3.7).

Next, we provide a lower bound.

**Theorem 3.2** (Continuous efficiency). For all edges \( \ell \in \mathcal{E}_h \), we have
\[
\| \mathcal{R} \|_{\ast,\ell} \leq C_{\text{cont},\ell} \| \nabla \times (\mathbf{A} - \mathbf{A}_h) \|_{\omega_\ell}
\]
where
\[
C_{\text{cont},\ell} := \| \psi_\ell \|_{L^\infty(\omega_\ell)} + C_{\text{P},\ell} h_\ell \| \nabla \times \psi_\ell \|_{L^\infty(\omega_\ell)}
\]
only depends on \( \kappa_\ell \).

**Proof.** First, we observe that there exists \( w_* \in H^1_0(\omega_\ell) \) with \( \| \nabla w_* \|_{\omega_\ell} = 1 \) such that
\[
\| \mathcal{R} \|_{\ast,\ell} = \langle \mathcal{R}, w_* \psi_\ell \rangle = (\nabla \times (\mathbf{A} - \mathbf{A}_h), \nabla \times (w_* \psi_\ell))_{\Omega}
\]
\[
\leq \| \nabla \times (\mathbf{A} - \mathbf{A}_h) \|_{\omega_\ell} \| \nabla \times (w_* \psi_\ell) \|_{\omega_\ell}.
\]
Then, (3.8) follows since
\[
\| \nabla \times (w_* \psi_\ell) \|_{\omega_\ell} \leq \| \nabla \times \psi_\ell \|_{L^\infty(\omega_\ell)} \| w_* \|_{\omega_\ell} + \| \psi_\ell \|_{L^\infty(\omega_\ell)} \| \nabla w_* \|_{\omega_\ell}
\]
\[
\leq \| \psi_\ell \|_{L^\infty(\omega_\ell)} + C_{\text{P},\ell} h_\ell \| \nabla \times \psi_\ell \|_{L^\infty(\omega_\ell)}.
\]
The fact that \( C_{\text{cont},\ell} \) only depends on \( \kappa_\ell \) is a direct consequence of (2.8) and (2.10).

Finally, we provide an alternative expression for \( \| \mathcal{R} \|_{\ell,\ast} \) by employing a duality argument. This dual expression corresponds to a minimization problem and is the basis of the estimators we propose in this work.

**Theorem 3.3** (Dual characterization). For all \( \ell \in \mathcal{E}_h \), the equality
\[
\| \mathcal{R} \|_{\ell,\ast} = \| \mathbf{G}_\ell + \psi_\ell \times \nabla \times \mathbf{A}_h \|_{\omega_\ell}
\]
holds true with
\[
\mathbf{G}_\ell := \arg \min_{\mathbf{v} \in H_0^1(\Omega)} \| \mathbf{v} + \psi_\ell \times \nabla \times \mathbf{A}_h \|_{\omega_\ell},
\]
\[
\nabla \mathbf{v} = \psi_\ell \cdot \nabla \times \psi_\ell - \nabla \times \mathbf{A}_h.
\]

**Proof.** Fix \( \ell \in \mathcal{E}_h \). We introduce a Riesz representant \( r_\ell \) defined as the unique element of \( H^1_0(\omega_\ell) \) such that
\[
\langle \mathcal{R}, w \psi_\ell \rangle = (\nabla r_\ell, \nabla w)_{\omega_\ell}.
\]
for all \( w \in H^1_0(\omega_\ell) \). Since
\[
\langle \mathcal{R}, w \psi_\ell \rangle = (\mathbf{J}, w \psi_\ell)_{\Omega} - (\nabla \times \mathbf{A}_h, \nabla \times (w \psi_\ell))_{\Omega}
\]
\[
= (\mathbf{J}, w \psi_\ell)_{\omega_\ell} - (\nabla \times \mathbf{A}_h, \nabla w \times \psi_\ell + w \nabla \times \psi_\ell)_{\omega_\ell}
\]
\[
= (\mathbf{J} \cdot \psi_\ell - \nabla \times \mathbf{A}_h \cdot \nabla \times \psi_\ell, w)_{\omega_\ell} - (\psi_\ell \times \nabla \times \mathbf{A}_h, \nabla w)_{\omega_\ell},
\]
one easily sees that
\[(\nabla r_\ell + \psi_\ell \times \nabla \times A_h, \nabla w)_{\omega_\ell} = (\psi_\ell \cdot J - \psi_\ell \cdot \nabla \times A_h, w)_{\omega_\ell}\]
for all $w \in H^1_0(\omega_\ell)$. Then, since (3.10) is the mixed formulation of (3.11), we have
\[-\sigma_\ell = \nabla r_\ell + \psi_\ell \times \nabla A_h, \text{ and (3.9) follows.}\]

Notice that because of (2.6), for $\ell \in \mathcal{E}_h$, we do have
\[(3.12) \quad (\psi_\ell \cdot J - \nabla \times \psi_\ell \cdot \nabla \times A_h, 1)_{\omega_\ell} = (J, \psi_\ell)_\Omega - (\nabla \times A_h, \nabla \times \psi_\ell)_\Omega = 0\]
whenever $\psi_\ell \not\subset \Gamma_D$, ensuring the well-posedness of (3.10).

**Remark 3.4** (Broken patchwise equilibration). The broken patchwise equilibration procedure in [10] hinges on related localized norms of the residual functional, namely:
\[
\|\mathcal{R}\|_{1,\ell} := \sup_{\mathcal{V} \in H_0(\text{curl}, \omega_\ell)} \frac{\langle \mathcal{R}, \mathcal{V} \rangle}{\|\nabla \times \mathcal{V}\|_{1,\ell}}, \quad \ell \in \mathcal{E}_h,
\]
where $H_0(\text{curl}, \omega_\ell)$ is defined as $H_0(\text{div}, \omega_\ell)$ in Section 2.9. Since $v \psi_\ell \in H_0(\text{curl}, \omega_\ell)$ with $\|\nabla \times (v \psi_\ell)\|_{\omega_\ell} \leq C_{\text{cont}, \ell} \|\nabla v\|_{\omega_\ell}$ when $v \in H^1_0(\omega_\ell)$, we have
\[
\|\mathcal{R}\|_{s,\ell} \leq C_{\text{cont}, \ell} \|\mathcal{R}\|_{1,\ell}.
\]
On the other hand, we have from [10, Lemma 5.5] that
\[
\|\mathcal{R}\|_{1,\ell} \leq \|\nabla \times (A - A_h)\|_{\omega_\ell},
\]
where, in comparison to (3.8), the constant $C_{\text{cont}, \ell}$ is omitted. As a result, the constant $C_{\text{cont}, \ell}$ is moved from the reliability estimate to the efficiency estimate here as compared to [10].

4. An edge-based a posteriori estimator

This section introduces a first a posteriori error estimator that is attached to the edges of the mesh. It is simply defined by mimicking the definition of $\sigma_\ell$ in (3.10) at the discrete level. As a result, for all edges $\ell \in \mathcal{E}_h$, we fix a polynomial degree $q_\ell \geq p_\ell + 1$, and we set
\[
(4.1) \quad \sigma_{\ell,h} := \arg \min_{\psi_h \in \mathcal{RT}_{q_\ell}(T^\ell_h) \cap H_0(\text{div}, \omega_\ell)} \|\psi_h + \psi_\ell \times \nabla \times A_h\|_{\omega_\ell},
\]
as well as
\[
(4.2) \quad \eta_\ell := \|\sigma_{\ell,h} + \psi_\ell \times \nabla \times A_h\|_{\omega_\ell}.
\]
Notice that (4.1) indeed provides a sound definition for $\sigma_{\ell,h}$ since the compatibility condition in (3.12) holds whenever required.

Recalling the results of Section 3, it is clear that $\eta_\ell$ will make a good estimator if the discrete minimizer $\sigma_{\ell,h}$ is sufficiently close to the continuous minimizer $\sigma_\ell$ for each $\ell \in \mathcal{E}_h$. This is classical in the analysis of equilibrated estimator [6, 10, 17] and the corresponding result is often called “stable discrete minimization”. The result we actually need is stable discrete minimization in the $H(\text{div})$ Sobolev space over an edge patch $T^\ell_h$. For the sake of shortness, we skip the proof of this result, as it can be easily obtained by combining the proof of stable discrete minimization in $H(\text{div})$ over a vertex patch [6, 17], and the proof of stable discrete minimization in $H(\text{curl})$ over an edge patch [9, 10].
Proposition 4.1 (Stable discrete minimization). Consider an edge \( \ell \in \mathcal{E}_h \) and a polynomial degree \( q \geq 0 \). Let \( r \in \mathcal{P}_q(T_h^\ell) \) and \( g \in RT_q(T_h^\ell) \), and if \( \ell \not\in \Gamma_D \), assume that \( (r,1)_{\omega_{\ell}} = 1 \). Then, we have

\[
(4.3) \quad \min_{v_h \in RT_q(T_h^\ell) \cap H_0(\text{div}, \omega_{\ell})} \|v_h + g\|_{\omega_{\ell}} \leq C_{st, \ell} \min_{v \in H_0(\text{div}, \omega_{\ell})} \|v + g\|_{\omega_{\ell}}
\]

where the constant \( C_{st, \ell} \) only depends on \( \kappa_\ell \).

Remark that since the minimization set in the left-hand side of (4.3) is contained in the minimization of the right-hand side, the reverse inequality

\[
(4.4) \quad \min_{v \in H_0(\text{div}, \omega_{\ell})} \|v + g\|_{\omega_{\ell}} \leq \min_{v_h \in RT_q(T_h^\ell) \cap H_0(\text{div}, \omega_{\ell})} \|v_h + g\|_{\omega_{\ell}}
\]

trivially holds true.

Let us further comment that since both sides of (4.3) vanish if and only if \( g \in RT_q(T_h^\ell) \cap H(\text{div}, \omega_{\ell}) \) with \( \nabla \cdot g = r \), by linearity, it is clear that the inequality should hold for some constant \( C_{st, \ell} \). It is also clear, based on standard scaling arguments and Piola mappings, that \( C_{st, \ell} \) is independent of the mesh size. The non-trivial part is two show that \( C_{st, \ell} \) does not depend on \( q \).

Before establishing our key reliability and efficiency results, we need to cope with the fact that the divergence constraints in the continuous and discrete minimization problems (3.10) and (4.1) defining \( \sigma_\ell \) and \( \sigma_{\ell,h} \) are different when \( J \) is not a polynomial. Classically, this is done by introducing an oscillation term. Notice that since \( q_\ell \geq p_\ell + 1 \), the estimate in (4.7) shows that \( \text{osc}_\ell \) converges to zero faster than the error, justifying the “oscillation” terminology (recall from (2.8) that \( \|\psi_\ell\|_{L^\infty(\omega_{\ell})} \simeq 1 \)).

Lemma 4.2 (Data oscillation). For all \( \ell \in \mathcal{E}_h \), we have

\[
(4.5) \quad \|\mathcal{R}\|_{*, \ell} - \min_{v \in H_0(\text{div}, \omega_{\ell})} \|v + \psi_\ell \times \nabla \times A_h\|_{\omega_{\ell}} \leq \text{osc}_\ell
\]

with

\[
(4.6) \quad \text{osc}_\ell := C_{\ell,h} \|\psi_\ell \cdot J - \pi_{T_h^\ell,q_\ell} (\psi_\ell \cdot J)\|_{\omega_{\ell}}.
\]

In addition, if \( J \in H^{q_\ell+1}(T_h^\ell) \), we have

\[
(4.7) \quad \text{osc}_\ell \leq C_{\ell,h} \|\psi_\ell\|_{L^\infty(\omega_{\ell})} h_{T_h^\ell}^{q_\ell+1} \|J\|_{H^{q_\ell+1}(T_h^\ell)}.
\]

Proof. Let \( \ell \in \mathcal{E}_h \). Following the proof of Theorem 3.3, we know that \( \|\mathcal{R}\|_{\ell,*, \ell} = \|\nabla r_\ell\|_{\omega_{\ell}} \) where \( r_\ell \) is the unique element of \( H^1_\ell(\omega_{\ell}) \) such that

\[
(\nabla r_\ell, \nabla w)_{\omega_{\ell}} = (\psi_\ell \cdot J - \nabla \times \psi_\ell \cdot \nabla \times A_h, w)_{\omega_{\ell}} - (\psi_\ell \times \nabla \times A_h, \nabla w)_{\omega_{\ell}}
\]

for all \( w \in H^1_\ell(\omega_{\ell}) \). Similarly, we have

\[
(4.5) \quad \min_{v \in H_0(\text{div}, \omega_{\ell})} \|v + \psi_\ell \times \nabla \times A_h\|_{\omega_{\ell}} = \|\nabla r^*\|_{\omega_{\ell}}
\]

where \( r^* \) is the unique element of \( H^1_\ell(\omega_{\ell}) \) such that

\[
(\nabla r^*, \nabla w)_{\omega_{\ell}} = (\pi_{q_\ell}(\psi_\ell \cdot J - \nabla \times \psi_\ell \cdot \nabla \times A_h), w)_{\omega_{\ell}} - (\psi_\ell \times \nabla \times A_h, \nabla w)_{\omega_{\ell}}
\]
for all $w \in H^1_\ell(\omega_\ell)$. Since $\nabla \times \psi_\ell \cdot \nabla \times \mathbf{A}_h \in \mathbf{P}_{q_\ell}(T^K_h)$, it follows that
\[
(\nabla (r_\ell - r^*), \nabla w)_{\omega_\ell} = (\psi_\ell \cdot \mathbf{J} - \pi_{T^K_h,q_\ell}(\psi_\ell \cdot \mathbf{J}), w)_{\omega_\ell} 
\leq C_{P,\ell} h_\ell \| \psi_\ell \cdot \mathbf{J} - \pi_{q_\ell}(\psi_\ell \cdot \mathbf{J}) \|_{\omega_\ell} \| \nabla w \|_{\omega_\ell}.
\]
for all $w \in H^1_\ell(\omega_\ell)$. Picking $w = r_\ell - r^*$, we have
\[
\| \nabla (r_\ell - r^*) \|_{\omega_\ell} \leq C_{P,\ell} h_\ell \| \psi_\ell \cdot \mathbf{J} - \pi_{q_\ell}(\psi_\ell \cdot \mathbf{J}) \|_{\omega_\ell},
\]
and (4.5) follows from the reverse triangle inequality.

Finally, since $\psi_\ell \in \mathbf{P}_1(T^K_h)$, (4.7) follows from
\[
\| \psi_\ell \cdot \mathbf{J} - \pi_{T^K_h,q_\ell}(\psi_\ell \cdot \mathbf{J}) \|_{\omega_\ell} \leq \| \psi_\ell \cdot \mathbf{J} - \psi_\ell \cdot (\pi_{T^K_h,q_\ell-1}(\mathbf{J}) \|_{\omega_\ell} 
\leq \| \psi_\ell \|_{L^\infty(\omega_\ell)} \| \mathbf{J} - \pi_{T^K_h,q_\ell-1}(\mathbf{J}) \|_{\omega_\ell} 
\leq \| \psi_\ell \|_{L^\infty(\omega_\ell)} \left( \frac{h_\ell}{\pi} \right)^{q_\ell} \| \mathbf{J} \|_{H^{q_\ell}(\omega_\ell)},
\]
where we have used (2.4) together with the fact that $h_K \leq h_\ell$ for all $K \in \mathcal{T}_h^K$. 

We are now ready to state the main result of this section, which is a direct consequence of the three theorems of Section 3, identity (3.5), as well as estimates (4.3), (4.4) and (4.5).

**Theorem 4.3** (Edge-based error estimator). The estimates
\[
\| \nabla \times (\mathbf{A} - \mathbf{A}_h) \|_{\Omega} \leq \sqrt{6}C_{L,\Omega} \left( \sum_{\ell \in \mathcal{E}_h} (\eta_\ell^2 + \text{osc}_\ell^2) \right)^{1/2}
\]
and
\[
\eta_\ell \leq C_{s,t} C_{\text{cont},t} \| \nabla \times (\mathbf{A} - \mathbf{A}_h) \|_{\omega_\ell} + C_{\text{cont},t} \text{osc}_\ell \quad \forall \ell \in \mathcal{E}_h
\]
hold true.

**Remark 4.4** (An interpretation of what $\eta_\ell$ measures). Assume that $\mathbf{J} \in \mathcal{RT}_{p_t}(\mathcal{T}^h)$ and that $\eta_\ell = 0$ for an edge $\ell \in \mathcal{E}_h$. Then, we have
\[
\psi_\ell \cdot \mathbf{J} - \nabla \times \psi_\ell \cdot \nabla \times \mathbf{A}_h = \nabla \cdot (\psi_\ell \times \nabla \times \mathbf{A}_h) = -\nabla \times \psi_\ell \cdot \nabla \times \mathbf{A}_h + \psi_\ell \cdot \nabla \times \nabla \times \mathbf{A}_h,
\]
meaning that $\psi_\ell \cdot (\nabla \times \nabla \times \mathbf{A}_h - \mathbf{J}) = 0$. We then see that $\mathbf{A}_h$ locally satisfies the curl-curl problem strongly in $\omega_\ell$, at least in the $\tau_\ell$ direction.

**Remark 4.5** (Alternate construction by sequential sweeps). We can decrease the computational cost for constructing $\boldsymbol{\sigma}_{t,h}$ by following the approach presented in [10, Theorem 3.2]. In this case, instead of solving the patchwise minimization in (4.1), we construct an alternative local contribution $\boldsymbol{\sigma}^\ast_{t,h}$ by sweeping through the edge patch. In this approach, for each $K \in \mathcal{T}^h$, $\boldsymbol{\sigma}^\ast_{t,h}|_K$ is defined through an elementwise minimization problem in $K$, similar to (4.1).

**Remark 4.6** ($p$-adaptive reconstruction). Let $\ell \in \mathcal{E}_h$. In our presentation, we employed the assumption that $\mathbf{A}_h \in \mathbf{N}_{p_t}(\mathcal{T}^h)$. It is possible to further take advantage of the fact that $\mathbf{A}_h \in \mathbf{N}_{p_K}(K)$ for all $K \in \mathcal{T}^h$ for some $0 \leq p_K \leq p_t$. Indeed, instead of seeking $\boldsymbol{\sigma}_{t,h}$ in the space $\mathcal{RT}_{q_t}(\mathcal{T}^h)$ (recall that $q_t \geq p_t + 1$), we can instead require that $\boldsymbol{\sigma}_{t,h} \in \mathcal{RT}_{p_K + 1}(K)$ for all $K \in \mathcal{T}^h$. In doing so, it is still true that (4.3) holds true, but with a constant $C_{s,t}$ that may depend on the distribution $\{p_K\}_{K \in \mathcal{T}^h}$. Indeed, it is not clear whether constant $C_{s,t}$ is polynomial-degree-robust.
in this case as, in particular, the proof techniques employed in [6, 10, 17] fail in this case.

5. PRAGER–SYNGE TYPE ESTIMATES

In this section, we elaborate a second error estimator. It hinges on a new Prager–
Synge type identity and a corresponding discrete equilibration procedure. We ac-
tually show that the local contributions $\sigma_{\ell,h}$ previously introduced to build the
edge-based estimator can be recombined to provide equilibrated fields.

We begin with our new Prager–Synge type identity.

**Theorem 5.1** (Prager–Synge identity). Assume that, for $1 \leq k \leq 3$, $S^k \in H_{\Gamma_N}^\text{div, } (\Omega)$, then we have

\[(5.1) \quad (\nabla \times (A - A_h), \nabla \times v)_\Omega = \sum_{k=1}^3 \left\{ (J_k - \nabla \cdot S^k, v_k)_\Omega - (S^k + u^k \times \nabla A_h, \nabla v_k)_\Omega \right\} \]

for all $v \in H^1_{\Gamma_D}(\Omega)$. In addition, if

\[(5.2) \quad (\nabla \cdot S^k - J_k, r_h)_\Omega = 0 \quad \forall r_h \in P_0(\mathcal{T}_h), \]

then,

\[(5.3) \quad \| \nabla \times (A - A_h) \|_\Omega \leq C_{L, \Omega} \left( \sum_{K \in \mathcal{T}_h} \sum_{k=1}^3 \left( \frac{h_K}{\pi} \| J_k - \nabla \cdot S^k \|_K + \| S^k + u^k \times \nabla A_h \|_K \right) \right)^{1/2}. \]

**Proof.** Let $v \in H^1_{\Gamma_D}(\Omega)$. We have

\[(5.4) \quad (\nabla \times (A - A_h), \nabla \times v)_\Omega = (J, v)_\Omega - (\nabla \times A_h, \nabla \times v)_\Omega. \]

On the one hand, we have

\[(5.5) \quad (J, v)_\Omega = \sum_{k=1}^3 (J_k, v_k)_\Omega = \sum_{k=1}^3 \left\{ (J_k - \nabla \cdot S^k, v_k)_\Omega - (S^k, \nabla v_k)_\Omega \right\} \]

On the other hand, it holds that

\[\nabla \times v = \sum_{k=1}^d \nabla \times (v^k u^k) = \sum_{k=1}^d \nabla v^k \times u^k, \]

leading to

\[(5.6) \quad (\nabla \times A_h, \nabla \times v)_\Omega = \sum_{k=1}^d (\nabla \times A_h, \nabla v^k \times u^k)_\Omega \]

\[= \sum_{k=1}^d (u^k \times \nabla \times A_h, \nabla v_k)_\Omega. \]
Identity (5.1) then easily follows from (5.4), (5.5) and (5.6). Finally, estimate
(5.3) is a direct consequence of (5.1), orthogonality property (5.2) together with
elementwise Poincaré inequality (2.11) and the discussion of Section 2.7, since

\[(J_k - \nabla \cdot S^k, v_k)_K = (J_k - \nabla \cdot S^k, v_k - \pi_{K,0}v_k)_K \leq \frac{h_K}{\pi} \|J - \nabla \cdot S^k\|_K \|\nabla v_k\|_K.\]

\[\square\]

Remark 5.2 (The constant \(C_{L,\Omega}\)). The constant \(C_{L,\Omega}\) is the price we pay for
working with a test function in \(H^1_{\Gamma_0}(\Omega)\) instead of \(H_{\Gamma_0}(\text{curl}, \Omega)\). Specifically,
starting from a general function \(v \in H^1_{\Gamma_0}(\text{curl}, \Omega)\), we introduce a function \(w \in H^1_{\Gamma_0}(\Omega)\) such that \(\nabla \times v = \nabla \times w\). When doing this operation, there is no reason to
think that \(\|\nabla w\|_\Omega \leq \|\nabla \times v\|_\Omega\) in the general case, hence the need for the constant \(C_{L,\Omega}\). However, for our purposes, we do not need to impose that \(\nabla \times v = \nabla \times w\).
Indeed, we simply need that \((\nabla \times (A - A_h), \nabla \times v)_{\Omega} = (\nabla \times (A - A_h), \nabla \times w)\), which is a much less demanding condition. Although the author is not currently aware of a way to take advantage of this idea, it hints toward the fact that a sharper
estimate without the constant \(C_{L,\Omega}\) may be achieved. We further point out that this
observation is not limited to the particular estimators considered in this work, but to
general a posteriori estimators using regular decompositions [10, 30, 34]. A similar
remark also holds true for the upper bounds of Theorems 3.1 and 4.3.

Remark 5.3 (Improved oscillation term). Under the additional assumption that
\((\nabla \cdot S^k - J_k, r_h)_{\Omega} = 0\) for all \(r_h \in P_0(T_h)\) for some \(q \geq 0\), it is possible to improve
the factor \(h_K/\pi\) in the oscillation term to \(Ch_K/q\) (see, e.g., [4, Lemma 4.1]). For
the sake of simplicity though, we only focus on the simpler version, in particular
the constant appearing in the improved version is not easily computable in
practice.

The next step is to provide a discrete construction of fields \(S_h^k\) satisfying the
requirements of of Theorem 5.1. As previously advertised, this is easily achieved by recombining the local contributions \(\sigma_{\ell,h}\) introduced at (4.1). We thus set, for
\(1 \leq k \leq 3\), the field

\[(5.7) \quad S_h^k := \sum_{\ell \in \mathcal{E}_h} (\tau_\ell \cdot u^k) \sigma_{\ell,h}.\]

Lemma 5.4 (Discrete equilibration). For \(1 \leq k \leq 3\), we have \(S_h^k \in H_{\Gamma_\Omega}(\text{div}, \Omega)\) with

\[(5.8) \quad (\nabla \cdot S_h^k - J_k, r_h)_{\Omega} = 0 \quad \forall r_h \in P_0(T_h).\]

Proof. Let \(k \in \{1, 2, 3\}\). That \(S_h^k \in H_{\Gamma_\Omega}(\text{div}, \Omega)\) is a direct consequence of the fact that \(\sigma_{\ell,h} \in H_0(\text{div}, \omega_\ell)\) for all \(\ell \in \mathcal{E}_h\). Then, consider an element \(K \in T_h\) and
\(r_h \in P_0(K)\). Recalling (4.1), we see that

\[(\nabla \cdot S_h^k, r_h)_K = \sum_{\ell \in \mathcal{E}_h} (\tau_\ell \cdot u^k)(\nabla \cdot \sigma_{\ell,h}, r_h)_K\]

\[= \sum_{\ell \in \mathcal{E}_h} (\tau_\ell \cdot u^k)(\pi_{\ell,q}(\psi_{\ell} \cdot J - \nabla \times \psi_{\ell} \cdot \nabla \times A_h), r_h)_K\]

\[= \sum_{\ell \in \mathcal{E}_h} (\tau_\ell \cdot u^k)(\psi_{\ell} \cdot J - \nabla \times \psi_{\ell} \cdot \nabla \times A_h, r_h)_K.\]
By linearity, and recalling (2.9), we have
\[(\nabla \cdot S_h, r_h)_K = (u^k \cdot J - \nabla \times u^k \cdot \nabla \times A_h, r_h)_K = (J_k, r_h)_K,\]
leading to (5.8).

Having introduced the equilibrated fields \(S_h^k\), we simply define our estimator with the elementwise contributions in the right-hand side of (5.3). We thus set
\[\eta^k_K := \|u^k \times \nabla \times A_h + S_h^k\|_K\]
for each element \(K \in T_h\) and \(k \in \{1, 2, 3\}\). As we establish below, this estimator is reliable and efficient.

**Theorem 5.5 (Equilibrated estimator).** The following upper bound
\[(5.10) \quad \|\nabla \times (A - A_h)\|_\Omega \leq C_{L, \Omega} \left( \sum_{K \in T_h} \sum_{k=1}^{3} (\eta^k_K + \text{osc}_K^k)^2 \right)^{1/2}\]
holds true with
\[\text{osc}_K^k := \frac{h_K}{\pi} \|\nabla \cdot S_h^k - J_k\|_K \quad \forall K \in T_h, \quad 1 \leq k \leq 3.\]
In addition, we have the lower bounds
\[(5.12) \quad 3 \sum_{k=1}^{3} (\eta^k_K)^2 \leq 6 \sum_{\ell \in E_K} (C_{\text{st}, \ell} C_{\text{cont}, \ell} \|\nabla \times (A - A_h)\|_{\omega_{\ell}} + C_{\text{cont}, \ell} \text{osc}_{\ell})^2\]
for all \(K \in T_h\).

**Proof.** On the one hand, (5.10) is a direct consequence of Theorem 5.1 and Lemma 5.4. On the other hand, we have
\[\|S_h^k + u^k \times \nabla \times A_h\|_K = \left\| \sum_{\ell \in E_K} (\tau_{\ell} \cdot u^k) \sigma_{\ell, h} + \left( \sum_{\ell \in E_K} (u^k \cdot \tau_{\ell}) \psi_{\ell} \right) \times \nabla \times A_h \right\|_K\]
\[\leq \sum_{\ell \in E_K} |u^k \cdot \tau_{\ell}| \cdot \|\sigma_{\ell, h} + \psi_{\ell} \times \nabla \times A_h\|_K\]
\[\leq \sum_{\ell \in E_K} |u^k \cdot \tau_{\ell}| \cdot \|\sigma_{\ell, h} + \psi_{\ell} \times \nabla \times A_h\|_{\omega_{\ell}}\]
\[= \sum_{\ell \in E_K} |u^k \cdot \tau_{\ell}| \eta_{\ell},\]
and (5.12) follows from (4.9) using Cauchy-Schwarz inequality
\[3 \sum_{k=1}^{3} (\eta^k_K)^2 = \sum_{k=1}^{3} \|S_h^k + u^k \times \nabla \times A_h\|_K^2\]
\[\leq \sum_{k=1}^{3} \left( \sum_{\ell \in E_K} |u^k \cdot \tau_{\ell}| \eta_{\ell} \right)^2 \leq 6 \sum_{\ell \in E_K} \sum_{k=1}^{3} |u^k \cdot \tau_{\ell}|^2 \eta_{\ell}^2\]
and observing that
\[3 \sum_{k=1}^{3} |u^k \cdot \tau_{\ell}|^2 = |\tau_{\ell}|^2 = 1.\]
6. Numerical examples

6.1. Settings. This section presents a set numerical examples. We first describe
the general setting.

6.1.1. Estimators. For the sake of shortness, we disregard all the oscillations terms.
That way, we can simply set
\[ \eta_K^2 := \sum_{k=1}^{3} (\eta_K^k)^2, \]
for all \( K \in T_h \) and
\[ \eta_{edge}^2 := 6 \sum_{\ell \in \mathcal{E}_h} \eta_{\ell}^2, \quad \eta_{cell}^2 := \sum_{K \in T_h} \eta_K^2. \]

6.1.2. Discrete solution. The discrete solution \( A_h \) is computed using Nédélec elements
of uniform degree \( p \geq 0 \) through the usual Galerkin formulation. For the sake
of simplicity, we only consider cases where \( \Omega \) is simply connected and \( \Gamma_D = \partial \Omega \),
so that \( A_{\Gamma_D}(\Omega) = \nabla (H_1^1(\Gamma_D,\Omega)) \). This leads to the definition of \( A_h \) has the unique
element of \( N_p(T_h) \cap H_{\Gamma_D}^1(\text{curl},\Omega) \) such that
\[ (\nabla \times A_h, \nabla \times v_h)_{\Omega} = (J, v_h)_\Omega \quad (A_h, \nabla q_h)_{\Omega} = 0 \]
for all \( v_h \in N_p(T_h) \cap H_{\Gamma_D}^1(\text{curl},\Omega) \) and \( q_h \in P_{p+1}( T_h ) \cap H_{\Gamma_D}^1(\Omega) \). Remark in
particular that \( A_h \) satisfies the assumptions of Section 2.6 with \( p_\ell = p \) for all \( \ell \in \mathcal{E}_h \).
The estimator is then computed with the lowest polynomial degree possible, namely
\( q_\ell := q := p + 1 \) for all \( \ell \in \mathcal{E}_h \).

6.1.3. Error evaluation. In the first two examples, the analytic solution \( A \) to the
problem is available, so that we can readily compute the true error \( \text{err}_\Omega := \| \nabla \times (A - A_h) \|_\Omega \) for comparison purposes. In the last experiment however, we do not
have access to \( A \), and if \( A_h \in N_p(T_h) \cap H_{\Gamma_D}^1(\Omega) \) we assess the error using the
quantity \( \text{err}_\Omega := \| \nabla \times (A_h - A) \|_\Omega \), where \( A_h \in N_{p+2}( T_h ) \cap H_{\Gamma_D}^1(\Omega) \) is computed
using the same mesh than \( A_h \), but with a higher polynomial degree.

6.1.4. Mesh generation. The meshes we employ are generated with with \texttt{gmsh} [21]
and \texttt{mgm3D} [15]. Starting from a file “\texttt{geom.geo}” describing the geometry of
the experiment, we generate a first tetrahedral mesh using the command “\texttt{gmsh -3 geom.geo -format mesh}”. This generates a mesh stored in “\texttt{geom.mesh}”
that is then passed to \texttt{mmg3D} for further refinements. Specifically, when we talk about
a “mesh of size \( h_{\text{max}} \)” when it has been generated using the command “\texttt{mmg3D -in geom.mesh -out mesh.mesh -max h_{\text{max}}}”
which generates two files: “\texttt{mesh.mesh}” describing the mesh, and “\texttt{mesh.sol}” describing the mesh size around each vertex.

We also employ \texttt{mmg3D} for iterative mesh refinements. In this case, based on
finite element computation with the mesh described by the files “\texttt{mesh.mesh}” and
“\texttt{mesh.sol}” we create a new mesh the following way:

1. Find an ordering \( \iota : \{1, \ldots, 2\mathcal{E}_h\} \to \mathcal{E}_h \) such that \( j \to \eta_{\iota(j)} \) is decreasing.
2. Select the smallest integer \( m \) such that
\[ \sum_{j=1}^{m} \eta_{\iota(j)}^2 \leq \theta \sum_{\ell \in \mathcal{E}_h} \eta_{\ell}^2, \quad \theta := 0.1. \]
3. Mark all the vertices associated with the edges \( \iota(j) \), \( j \in \{1, \ldots, m\} \).
(4) Generate a new file “refinement.sol” where the mesh size associated with all the marked vertices is divided by two.

(5) Generate the refined mesh with the command “mmg3D -in mesh.mesh -sol refinement.sol -out refined_mesh.mesh -hgrad 10.”

We also employ the equilibrated estimator \( \{ \eta_K \}_{K \in \mathcal{T}_h} \) instead of \( \{ \eta_\ell \}_{\ell \in \mathcal{E}_h} \). In this case, we follow the same procedure with edges replaced by cells.

6.1.5. Quantities of interest and legends. Throughout this section, we will focus on 5 quantities of interest, namely: the error \( \text{err}_\Omega \), the summed estimators \( \eta_{\text{edge}} \) and \( \eta_{\text{cell}} \), and the effectivity indices \( \text{eff}_{\text{edge}} := \eta_{\text{edge}} / \text{err}_\Omega \) and \( \text{eff}_{\text{cell}} := \eta_{\text{cell}} / \text{err}_\Omega \). These quantities will be represented on two kinds of figures. On the one hand, we will display the error, and summed estimator on “Error and estimators” plot with the following legend:

On the other hand, “Effectivity indices” figures have the following legend:

6.2. Smooth solution in a cube. We start by considering the unit cube \( \Omega := (0,1)^3 \) together with the load term

\[
J := (3\pi)^2 \begin{pmatrix}
\cos(\pi x_1) \sin(\pi x_2) \sin(\pi x_3) \\
-\sin(\pi x_1) \cos(\pi x_2) \sin(\pi x_3) \\
0
\end{pmatrix}
\]

One readily sees that \( \nabla \cdot J = 0 \) and that the associated solution is

\[
A := \begin{pmatrix}
\cos(\pi x_1) \sin(\pi x_2) \sin(\pi x_3) \\
-\sin(\pi x_1) \cos(\pi x_2) \sin(\pi x_3) \\
0
\end{pmatrix}.
\]

We first consider a “h-convergence” example where we fix the polynomial degree \( p \), and consider a sequence of uniform meshes generated by \texttt{mmg3D} with \( h_{\text{max}} := 1, 1/2, 1/4, 1/16 \) and \( 1/32 \). Figure 6.1 presents the results. As can be seen from the left-panel, the expected convergence rate in \( O(h^{p+1}) \) is achieved. The right-panel illustrates that both estimators are reliable and efficient, since the efficiency indices are greater that one and independent of \( h \).

Next, we perform a “p-convergence” study where \( h_{\text{max}} \) is fixed, but \( p \) increases from 0 to 6. The expected exponential convergence rate is observed on the left-panel of Figure 6.2. The right-panel of Figure 6.2 shows that both estimators are reliable and efficient. This experiment further highlights the \( p \)-robustness of the estimator, since the effectivity indices are indeed independent of \( p \).

We further note that the effectivity index of the equilibrated estimator is fairly close to one. Notice that the fact that the effectivity is greater than one is ensured
by Theorem 5.5, since the domain is convex in this example, and we can take $C_{L, \Omega} = 1$ in (5.10). For the edge-based estimator, the effectivity index is close to, and always greater than, $\sqrt{6}$. This may hint that the factor $\sqrt{6}$ in (4.8) is spurious, although the author is not aware of a way to suppress it from a theoretical standpoint.

6.3. **Edge singularity in L-type domains.** Given an angle $\phi \in (0, 2\pi)$, we consider a domain of the form $\Omega := L \times (0, 1)$, where

$$L := \{ x = r(\cos(\theta), \sin(\theta)) \in \mathbb{R}^2; \ |x_1|, |x_2| < 1, \ 0 < \theta < 2\pi - \phi \}.$$
We will in particular consider the cases $\phi = 3\pi/4, \pi/2$ and $\pi/8$. The top faces of these domains are depicted on Figure 6.3.

Following [10, 11, 19], we consider a solution that is singular around the edge $\{(0,0)\} \times (0,1)$. Specifically, it reads $A := (0,0,s)$, where

\begin{equation}
(6.1) \quad s(r, \theta, x_3) := \chi(r)r^\alpha \sin(\alpha \theta)
\end{equation}

with $\alpha := \pi/(2\pi - \phi)$ and $\chi$ is a cutoff function employed to satisfy boundary conditions as in [10, 11].
For each angle $\phi$, we perform an adaptive mesh refinement as described above. In all cases, we start with a mesh generated with $h_{\text{max}} := 2$ and perform three different refinements for polynomial degrees $p = 0, 1$ and 2.

When $\phi = 3\pi/4$, the adaptive process is driven by the cell estimator $\{\eta_K\}_{K \in T_h}$ and the results are reported on Figure 6.4. As can be seen on the left-panel, the optimal convergence rates are observed. Notice that for $p = 2$, the convergence rate is not $N^{-N_{\text{dofs}}} = N_{\text{dofs}}$ because we are using isotropic elements, see [3, Section 4.2.3] for more details. Similar to the cube experiment, the effectivity indices of the edge-based and equilibrated estimators are respectively close to $\sqrt{6}$ and 1.

We use the edge estimator $\{\eta_{\ell}\}_{\ell \in E_h}$ to drive the refinements when $\phi = \pi/2$. The results are similar to the previous case, and are reported on Figure 6.5.

Figure 6.6 illustrates the last case where $\phi = \pi/8$, and the adaptive process is driven by the cell estimator. The results are again similar, except that the use of isotropic elements also reduces the optimal convergence rate when $p = 1$, as expected [3].

Interestingly, we observe that the effectivity indices $\text{eff}_{\text{edge}}$ and $\text{eff}_{\text{cell}}$ respectively stays above $\sqrt{6}$ and 1 (apart from the first iterations when $\phi = \pi/2$, which is due to data oscillation). Notice that our theory does not cover this estimate, as it requires the constant $C_{L,\Omega}$, which is not 1 in this case. The fact that the effectivity indices remains independent of the angle $\phi$ hints that the $C_{L,\Omega}$ may not be compulsory to obtain guaranteed estimates.

6.4. Corner singularity in the Fichera cube. In this last experiment, we consider the Fichera domain $\Omega := (-1,1)^3 \setminus (0,1)^3$. We select the right-hand side $J := (1,1,0)$. Starting from an initial mesh generated with $h_{\text{max}} := 2$, we consider to adaptive refinement processes. We first set $p = 0$ and employ the edge-based estimator to drive the adaptive process and then, we use the cell-based estimator with $p = 1$.

Figure 6.7 presents the results. As for the L-type domain example, we obtain the optimal convergence rates, and the estimators seem to provide guaranteed upper bounds even when $C_{L,\Omega}$ is omitted.

7. Conclusion

We propose two a posteriori error estimators that are motivated by a novel Prager–Synge identity for the curl–curl problem. Both estimators are polynomial-degree-robust, and rely on divergence-constrained minimization problems over edge patches. When the domain is convex, these estimators also provide guaranteed and
fully computable upper bounds. In the general case however, the reliability estimate involves a constant $C_{L, \Omega}$ related to regular decompositions of $H(\text{curl})$ fields that is not easily computable in practice.

We present a set of numerical examples which illustrates the key theoretical findings: both estimators are reliable and efficient with $p$-robust constants, and provide guaranteed upper bounds in convex domains. In addition, when the domain is not convex, these numerical tests suggest that the estimators can still be employed without the constant $C_{L, \Omega}$ to provide a guaranteed upper bound. While we are not able to prove this result, we provide some theoretical reasons why it may be
the case. We also employ both estimators to drive adaptive mesh refinements, and obtain optimal convergence rates in domains featuring re-entrant edges and corners. In practice, it seems that the cell-based equilibrated estimator should be preferred, as it provides improved results as compared to the edge-based estimator, only at the price of a moderate additional complexity in the implementation. From a theoretical viewpoint however, the edge-based estimator may be preferable since the associated efficiency estimates involve smaller mesh patches, which may be of interest to design adaptive refinement algorithms that provably converge with optimal rates.
Figure 6.6. L-type experiment with $\phi = \pi/8$.
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