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Abstract—This paper presents a methodology for strategic day-ahead planning that uses a combination of deep learning and optimization. A noise-driven recurrent neural network structure is proposed for forecasting electricity prices and local inflow to water reservoirs. The resulting forecasters generate predictions with seasonal variation without relying on long input sequences. This forecasting method is employed in a stochastic program formulation of the day-ahead problem. This results in optimal order strategies for a price-taking hydropower producer participating in the Nordic day-ahead market. Using an open-source software framework for stochastic programming, the model is implemented and distributed over multiple cores. The model is then solved in parallel using a sampling-based algorithm. Tight confidence intervals around the stochastic solution are provided, which show that the gain from adopting a stochastic approach is statistically significant.

I. INTRODUCTION

Electricity trading in the Nordic energy market is primarily based on day-ahead auctions. Producers and consumers submit orders of price and electricity volumes to convey their desired market participation for the upcoming day. The market operator then settles a market price based on supply and demand in the submitted orders. Since prices and demands are unknown when submitting orders, imbalances can occur. These can then be mitigated in various short-term markets. Hydropower producers participating in these markets have the opportunity to store energy in the reservoirs, which leads to high flexibility. Due to the high uncertainty associated with day-ahead market participation, precise forecasts and planning procedures are required to devise optimal order strategies. Stochastic programming is an effective approach for modeling these types of problems where decisions subjected to uncertainty are taken in stages.

We consider a complete process where we forecast, model, and solve, in order to determine optimal order strategies for a hydropower producer participating in the Nordic day-ahead market NordPool. We formulate the day-ahead planning problem as a stochastic program and implement it in the open-source software framework, Stochastic Programs.jl [1], written in the Julia programming language. The framework is implemented with parallel capabilities, which allows us to efficiently distribute stochastic programs in memory. We use these features to instantiate large-scale day-ahead models. We use historical data to construct samplers, which in turn generate the scenarios used to construct the stochastic programs. The samplers are based on the proposed noise-driven recurrent neural network (RNN) structure, which is used to forecast day-ahead prices and local inflows to water reservoirs. A key feature is that the samplers generate forecasts without relying on long input sequences. Also, they can account for seasonal variations in the forecasts through exogenous input parameters. To generate stochastic solutions of the formulated day-ahead model with tight confidence intervals, we apply a sampled average approximation (SAA) algorithm. This allows us to verify that the value of the stochastic solution (VSS) of the model is statistically significant in relation to the model and forecasts. We employ a family of distributed L-shaped algorithms [2] to efficiently run SAA in parallel on a computational cluster. We make use of acceleration techniques to improve the convergence of the algorithm.

The application of stochastic programming for day-ahead planning has been actively studied. Some notable papers are [3], [4], [5]. Also, an informative survey is provided by the authors of [6]. A common shortcoming in these contributions is that the resulting VSS is relatively low. Moreover, it is common that low VSS numbers are presented without acknowledging that they might be within the error bounds of the stochastic solution. In this work, we carefully ensure that the presented VSS is statistically significant in relation to the model we solve.

RNN type approaches have been successfully applied to both price forecasting [7], [8] and inflow forecasting [9], [10]. A common characteristic in these implementations is that the forecasts rely on a lagged input sequence of historical values. Consequently, the network training involves long input sequences and performance can be impacted negatively if another historical sequence is given as input after training. This reduces the generality of the forecasts. This also holds for ARIMA and ARMAX type models [11]. The proposed noise-driven RNN forecaster does not have this characteristic. The networks are trained on historical data, but forecasts are generated from Gaussian inputs.
II. THE DAY-AHEAD PROBLEM

A day-ahead planning problem involves specifying optimal order volumes in a deregulated electricity market. We give a brief introduction to this problem here, as well as narrow down the scope of the problem solved and presented in this contribution. See either [4] or the following preprint [12] for a more detailed introduction.

A. The day-ahead market

In a deregulated day-ahead electricity market, producers and consumers place orders that specify the electricity volumes they wish to sell and buy the next day. The next-day market price is determined by the equilibrium price of these orders. After market price settlement, all volume orders that have a price equal to or lower than the market price are accepted. All market participants then become balance responsible for their accepted orders. Any imbalances can be continuously adjusted by submitting orders to an intraday market after the market price settlement. In general, imbalance settlement will involve a less favorable price than the day-ahead price. Since the next-day market price is unknown, and the cost of imbalances can be high, careful planning is required to submit strategic orders to the day-ahead market.

B. Problem setting

In this work, we formulate a day-ahead planning problem from the perspective of a hydropower producer that is assumed to own all 15 power stations in the Swedish river Skellefteälven. The reservoirs in Skellefteälven are of varying size, ranging from smaller reservoirs by the sea outlet to complete lakes at the basin of the river. This enables flexible production schedules but requires complex planning. The producer is also assumed to be price-taking so submitted orders do not influence the market price. The day-ahead model is limited to include only hourly orders and regular block orders. When the market price has been realized, the producer optimizes the power production with respect to the price and the opportunity cost of discharging water from the reservoirs. We assume that there are no fixed contracts to adhere to. In other words, all electricity production is sold for profit in the market. All submitted orders must follow the trade regulations specified by the NordPool market. A general description of the day-ahead problem is given in (1).

\[
\begin{align*}
\text{maximize} & \quad \text{Profit + Water value} - \text{Imbalances} \\
\text{subject to} & \quad \text{Physical limitations} \\
& \quad \text{Economic/legal limitations} \\
\end{align*}
\]

(1)

Because next-day market prices are unknown when placing orders, we formulate a two-stage stochastic program to generate optimal orders. The first-stage decisions are the orders submitted to the day-ahead market. A general description of the first-stage problem is given in (2).

\[
\begin{align*}
\text{maximize} & \quad \mathbb{E}[\text{Revenue(Order strategy, Price, Inflow})] \\
\text{subject to} & \quad \text{Trade regulations} \\
\end{align*}
\]

(2)

In each second-stage scenario, uncertain parameters are realized and the electricity production is optimized with respect to profits and water value while satisfying the settled order commitments. A general description of the second stage is given in (3).

\[
\begin{align*}
\text{maximize} & \quad \text{Profit(Price)} + \text{Water value} - \text{Imbalances} \\
\text{subject to} & \quad \text{Commitments(Order strategy, Price)} \\
& \quad \text{Hydrological balance(Inflow)} \\
& \quad \text{Electricity production} \\
& \quad \text{Load balance(Committments)} \\
\end{align*}
\]

(3)

In addition, the producer can take recourse decisions by trading surplus or shortage in a balancing market. Both market prices and local water inflows to the reservoirs are considered uncertain. Apart from short-term randomness, both parameters are subjected to large seasonal variations. Electricity prices in the Nordic region are generally higher in the winter period and the local inflows vary considerably over the year due to snowmelt.

C. Problem parameters

We now list the set of parameters required to define the day-ahead problem. We introduce deterministic parameters and uncertain parameters separately.

The deterministic parameters constitute physical hydro plant parameters and trade regulations. Physical parameters for the power stations in Skellefteälven are available in [13]. These include river topology, reservoir capacities, discharge limits, and water travel time between adjacent stations. Trade regulations, such as trading fees and order limits, are available at NordPool [14].

The uncertain parameters consist of market prices and local inflows to the reservoirs. Historical data is available for both quantities and can be used to create statistical models for the random parameters. Historical price data between 2013 and 2018 is available on NordPool [15]. Historical local inflow data in Skellefteälven between 1999 and 2018 was acquired from the Swedish Meteorological and Hydrological Institute (SMHI), using the S-HYPE model [16]. The model provides daily hydro flow measurement readings at every river location by a nearby observation node.

III. IMPLEMENTATION

In this section, we go through the implementation details of this work.

A. Noise-driven RNN forecasting

We give a general overview of the noise-driven RNN design used to create the price and inflow forecasters. As is common in deep learning applications, hyperparameter tuning involves a lot of trial and error. Therefore, we only present the final
network architectures and the relevant hyperparameter values. All networks are implemented and trained using Flux.jl [17].

1) Network structure: The price forecaster and the inflow forecaster share a similar structure. The main aim of this proposed structure is to enable forecasting of sequential data with seasonal variation, without having to rely on long input sequences. The general structure of the forecaster is shown in Figure 1.

The proposed network structure consists of two key components. First, an initializer network is used to compute the initial state of the forecasted sequence. The inputs to the initializer network are a set of seasonal indicators and a Gaussian noise signal. The initializer has a deep structure with a set of dense layers. Some layers use rectified linear units as their activation functions to introduce nonlinearity to the network.

Next, the computed initial state is passed to a sequence generator, which is a network that includes a recurrent layer of the form

\[ h_t = f(x_t, h_{t-1}) \]

\[ y_t = g(h_t). \]  

(4)

Here, \( x_t \) is the input, \( h_t \) is a hidden persistent state, and \( y_t \) is the output. The memory state \( h_t \) enables sequence learning. We construct the recurrent layer using Gated Recurrent Units (GRU), first introduced in [18]. A gated unit includes an update state that decides what parts of the memory to keep, and a forget state that decides what parts of the memory to drop.

The use of GRU based networks has proven useful in similar applications [7]. The inputs to the sequence generator are given by the previous sequence value and seasonal indicators. Here, the seasonal indicators also include the current timestep of the sequence. This is used to increase the chance of learning sequential patterns in the data. Similar to the initializer, the sequence generator also includes a set of dense layers. In both the initializer network and the sequence generator, a dropout mechanism is added between layers. Consequently, randomness is present in the network through both the Gaussian input to the initializer and the random removal of neural links. This makes training more difficult but increases the generality of the resulting network.

In brief, a forecasted sequence of length \( T \) is created in two steps. The initial value \( x_0 \) is computed by the initializer network. Afterward, the remaining \( T - 1 \) values are computed by letting data flow recursively through the sequence generator \( T - 1 \) times, starting with \( x_0 \). This is the basis for both the price forecaster and the inflow forecaster.

2) Network architectures: The price forecaster outputs a 24-hour price sequence for the upcoming day. The initializer architecture is shown in Figure 2. The output layer combines the values of the neurons in the final hidden layer into a proposed initial value. Apart from the one-dimensional Gaussian input, the initializer is also supplied with the current month.

The sequence generator is a three-layered network, as shown in Fig 3. The output layer combines the neuron values of the dense layer into the next sequence value, which is also fed back into the network until the full sequence has been computed. Apart from the previous sequence value, the sequence generator is also supplied with the current month and the current hour.

The inflow forecaster is slightly more involved. The reason for this is that we wish to forecast inflows to all 15 power stations simultaneously. Besides, inflows between adjacent stations in the river are positively correlated. The time increment is days as opposed to hours, and the forecast horizon is set to one week. The initializer architecture is shown in Figure 4. It has the same structure as the price network but uses the current week as the seasonal input parameter.

The sequence generator is a three-layered network with larger hidden layers than the price forecaster. Again, the computed flow vector is fed back into the network until inflows for the full week have been computed. Apart from the previous sequence value, the sequence generator is also supplied with the current week and the current day. The sequence generator architecture for the flow forecaster is presented in Figure 5.

3) Training: The training procedure involves standard methods from the field of deep learning. The price data is sorted into daily curves, and the inflow data is sorted into weekly curves. Appropriate seasonal parameters are added to each data chunk. About 10% of each dataset is removed and used as validation sets. The training procedure operates
in epochs. Each epoch, the network generates the desired output using the given input in each chunk and then compares it to the actual output in the chunk using a mean-square cost function. The derivatives of the cost function are then propagated backward through the network using the chain rule and are then used to update the network weights. We use the ADAM [19] optimizer to improve the weights, which is known to be effective when training networks on sequential data. After updating all weights, we reset the internal memory of the recurrent layers. This is done to ensure that the performance of the network does not rely on the order it visits the datasets. We also randomize the order of the chunks of each epoch. Every fifth epoch, the performance is evaluated on the validation set, which has not been used to train the weights. If the validation error is increasing, while the training performance still decreases, we stop the training procedure. This is a standard approach to reduce overfitting. Most techniques required for implementing this training procedure are available as tools in Flux.jl.

B. Day-ahead model

The day-ahead model used in this work is similar to the model introduced in [4]. We repeat the general structure and also highlight the key details of our model. Further, we sketch how the model is implemented in our software framework. Consider the preprint [12] for a more detailed mathematical description of the day-ahead model as well as code excerpts for its definition in StochasticPrograms.jl.

1) General structure: In the first stage, we model the day-ahead orders to be submitted to the market. The orders consist of both hourly orders and block orders. To avoid non-linear relations in the model, we set a fixed number of hourly price levels to bid at beforehand. We sample a large number of price scenarios and compute the hourly mean price and the hourly standard deviation of the resulting price curves. Next, in each hour we define four price levels around the mean price using multiples of the standard deviation for that hour over all the sampled curves. The block order prices are determined by calculating averages of the available price levels over the given blocks. We also include a set of constraints that enforce NordPool trading regulations.

In the second stage, we model the order commitments after price realization as well as the production schedule after inflow realization. Dispatched hourly volumes are determined through linear interpolation over the realized prices. The production is then scheduled over the 15 power stations to meet the dispatched volumes. Following standard practice, the power generation is modeled by piecewise linear functions. Time-dependent flow conversation is enforced in the production schedule. Any shortage or surplus in the produced power volumes is bought or sold at the imbalance market at penalized prices. The total revenue is then given by the revenue of the dispatched volumes at market price minus the cost of the imbalance penalty.

The second-stage objective also includes the value of the water remaining in the reservoirs in the objective function. The expected value of saving water has a large impact on the second-stage production schedule. A naive approach is to assume that all excess water can be used to produce electricity sold at some expected future price. This leads to coarse order strategies as the optimal strategy is governed by price variations around the expected future price. We adopt a slightly more involved approach. Consider a simple stochastic program, where the first-stage decision is to decide the reservoir contents of every power station before the upcoming week. Next, we realize a weekly sequence of inflows and daily price curves, using the noise-driven RNN forecasters, and optimize the weekly production of energy sold to the market. The problem is trivial since the optimal decision will be to fill the reservoirs with enough water to be able to run at maximum capacity in the worst-case scenario. However, an approximation of the water value can be extracted by solving the week-ahead problem with an L-shaped algorithm. The L-shaped method generates linear cutting planes that form supports for the concave objective function. Hence, after the algorithm has converged we have access to a polyhedral approximation of the water value in the form of a collection of cuts. This polyhedral approximation is then used in the day-ahead formulation.

2) Model definition: The day-ahead model is formulated in StochasticPrograms.jl [1] (SPjl), our general-purpose software framework for stochastic programming implemented in the Julia programming language. Optimization models in SPjl are defined using the algebraic modeling language JuMP [20]. The full model is available at Github 1.

C. Algorithm details

We use a sampled average approximation (SAA) scheme to solve (1). This is a well-established approach (See for example [21] for a theoretical introduction and [22] for an extensive computational study). In short, the algorithm operates by calculating provable confidence intervals around the optimal value (VRP), proceeding until the length of the confidence interval is within some relative tolerance. We then generate the deterministic solution and calculate a confidence interval around the expected value of the expected value solution (EEV). Afterward, we calculate a confidence interval around the VSS as the difference between the VRP and the EEV.

The SAA procedure involves solving numerous sampled instances of increasing size. This is computationally demanding, so we employ parallelization strategies. We distribute every

1https://github.com/martinbiel/HydroModels.jl
instance on a 32-core compute node, using the capabilities of SPjl. Further, we solve the instances using a distributed L-shaped algorithm. A review of our computational experience with these algorithms is given in [2] and [1]. Our results indicate that trust-region regularization is appropriate in reducing convergence times when solving day-ahead problem instances. Furthermore, we found that an aggregation scheme can significantly reduce computational times in the distributed setting, through load balancing between master and workers as well as reduced communication latency.

IV. NUMERICAL EXPERIMENTS

In this section, we present our experimental results.

A. Day-ahead forecasting

We present the price forecaster and the inflow forecaster separately. Figure 6 shows historical price curves from January between the years 2013 and 2016, together with 200 price curves sampled using the RNN forecaster. The forecaster is set to predict curves in January. The neural network has been able to learn the overall shape of a typical electricity price curve. Price spikes typically occur in the morning when people wake up, and in the afternoon when people arrive home back from work. The network does not predict the extreme outliers of the past but does predict some daily curves with significant spikes. Next, we consider varying the month considered by the RNN forecaster. The result is shown in Figure 7. Each month, the shape of the daily price curve is consistent. However, the forecaster predicts larger prices in general in the winter period. This is consistent with the historical data, as electricity price in the Nordic region is higher in winter due to the heating demand. Similar results are obtained for the flow forecast.

B. Day-ahead planning

We have considered the computational performance of the algorithms in depth before [2]. Therefore, we refrain from that here and focus on the model output.

We solve the day-ahead problem for every month of the year by supplying an arbitrary date for each month to the RNN forecaster. By first solving some small sampled models, we note that the relative VSS is typically on the order of $10^{-3}$. Therefore, we run the sequential SAA algorithm until the relative length of the confidence interval around the optimum is of order $10^{-4}$ to a significance level of 95%. Consequently, the resulting VSS confidence intervals have a significance level of 90%. We initialize the algorithm at $n = 16$ number of samples and double the amount each iteration.

Every month, the SAA algorithm terminates at $n \approx 2000$. The resulting VRP and EEV confidence intervals are presented in Figure 8. The confidence intervals around the VRP values are tight. For example, the relative length of the VRP confidence interval in March is $9.73 \times 10^{-5}$. A statistically significant VSS is ensured to the given confidence level as long as the confidence intervals around VRP and EEV do not overlap. It is no surprise that tight intervals are required here as there is an overlap in both April and November even at this low relative tolerance. In all other months, we can calculate a statistically significant VSS value. These seasonal VSS values are presented in more detail in Figure 9. Notably, the relative VSS is small, ranging between $0.1\% - 0.4\%$. However, the value function includes the water evaluation, which increases the order of magnitude significantly. With respect to only the daily market profit, the relative VSS is about $1\%$. Besides, these constitute daily marginal profits. Hence, the VSS accumulates and could be considered more significant if the stochastic programming approach is employed over a longer time period.

V. DISCUSSION AND CONCLUSION

The results presented in this work are encouraging. However, the results are only as accurate as the water evaluation. The approach presented here for valuing the water is more involved than just assuming that all excess water can be sold at some conjectured future market price. However, it is probably not an accurate indicator of the water value. After scenario realization, the week-ahead problem we formulate assumes complete knowledge about the price curves and inflows for the upcoming week. A more precise formulation would involve a multi-stage stochastic program where the uncertain prices and
inflows are learned sequentially. Another factor is the assumption that all power stations in the river are owned by the same fictitious hydropower producer. Skellefteälven is in reality operated by three separate companies and production schedules need to be coordinated. Hence, game-theoretic approaches are required for optimal planning. Finally, the RNN forecasters are trained on historical price and inflow data independently. In the Nordic region, hydropower constitutes more than half of the total electricity production. Consequently, the water value has a large impact on the electricity price. Thus, one should arguably consider training one single RNN forecaster on both datasets simultaneously, as electricity price and local inflow are most probably correlated.

In summary, a novel forecasting technique based on noise-driven recurrent neural networks has been presented. A key feature is that accurate forecasts can be generated without using lagged input sequences from historical data. We employ this forecasting technique to generate samples of day-ahead electricity prices and local reservoir inflows. We then formulate and solve a stochastic program for determining optimal day-ahead order strategies in the Nordic market, using the forecasters for scenario generation. The RNN forecasters predict accurate seasonal trends from historical data using only Gaussian signals and season indicators as input. The SAA algorithm yields tight confidence intervals around the stochastic solution. This allows us to derive statistically significant VSS of the stochastic order strategies for most months of the year.
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