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Abstract

The weighted star discrepancy of point sets appears in the weighted Koksma-Hlawka inequality and thus is a measure for the quality of point sets with respect to their performance in quasi-Monte Carlo algorithms. A special choice of point sets are lattice point sets whose generating vector can be obtained one component at a time such that the resulting lattice point set has a small weighted star discrepancy.

In this paper we consider a reduced fast component-by-component algorithm which significantly reduces the construction cost for such generating vectors provided that the weights decrease fast enough.
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1 Introduction

Given an $N$-element multiset of points $\{x_0, \ldots, x_{N-1}\} \in [0,1)$, we may approximate integrals over the $s$-dimensional unit cube by a quasi-Monte Carlo (QMC) rule, i.e.,

$$\int_{[0,1]^s} f(x) \, dx \approx \frac{1}{N} \sum_{n=0}^{N-1} f(x_n).$$

For detailed information on QMC-integration see [4, 11, 12, 14].

In 1998 Sloan and Woźniakowski [23] introduced the concept of weighted function spaces where each group of coordinates is equipped with some weight according to its importance. Denote the set $\{1, \ldots, s\}$ by $[s]$ and let $\gamma = (\gamma_u)_{u \subseteq [s]}$ be a weight sequence of non-negative real numbers, which model the importance of the projection of the integrands $f$ in the weighted function space onto the variables $x_j$ for $j \in u$. A small weight $\gamma_u$ means that the projection onto the variables in $u$ contributes little to the integration problem. In the present work we consider a special choice of weights, so-called product weights $(\gamma_j)_{j \geq 1}$, where $\gamma_u = \prod_{j \in u} \gamma_j$ and $\gamma_\emptyset := 1$, and in particular, the weight $\gamma_j$ is associated with the variable $x_j$.

In this paper we assume that $\gamma = (\gamma_j)_{j \geq 1}$ is a non-increasing sequence of positive weights with $\gamma_j \leq 1$ and $(\gamma_u)_{u \subseteq [s]}$ are the corresponding product weights. Such weights are useful when considering functions whose dependence on successive variables is decreasing.

A particularly important kind of point sets for QMC-integration are so-called lattice point sets.
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They originated independently from Hlawka [8] and Korobov [10]. A lattice point set \( P_N(z) = \{x_0, \ldots, x_{N-1}\} \) can be constructed with the aid of a generating vector \( z \). For a positive integer \( N \geq 2 \) and a vector \( z \in \{1, \ldots, N-1\}^s \) the corresponding lattice point set is of the form

\[
P_N(z) = \left\{ \left\{ \frac{k}{N} z \right\} : k = 1, \ldots, N - 1 \right\}.
\]

The brackets \( \{.\} \) around \( \frac{1}{N}z \) indicate that we take the fractional part of each point. For vectors, \( \{.\} \) is applied component-wise. See [12, 14, 22].

We want to measure the quality of lattice point sets \( P_N(z) \) with respect to their performance in a QMC rule. Therefore we define the weighted star discrepancy.

**Definition 1.** Let \( \gamma = (\gamma_u)_{u \subseteq [s]} \) be a weight sequence and let \( P_N = \{x_0, \ldots, x_{N-1}\} \subseteq [0,1]^s \) be an \( N \)-element point set. The local discrepancy of the point set \( P_N \) at \( x = (x_1, \ldots, x_s) \in [0,1]^s \) is defined as

\[
\text{discr}(x, P_N(z)) := \frac{1}{N} \sum_{p \in P_N} \chi([0,x](p)) - \prod_{j=1}^s x_j,
\]

where \( \chi([0,x)] \) denotes the characteristic function of \([0,x)\). The weighted star discrepancy of \( P_N \) is then defined as

\[
D_{N,\gamma}^s(P_N) := \sup_{x \in [0,1]^s, \Theta = \emptyset \neq u \subseteq [s]} \max_{1 \leq u \leq s} \gamma_u |\text{discr}((x_u,1), P_N)|.
\]

We denote the weighted star discrepancy of a lattice point set corresponding to some generating vector \( z \) by \( D_{N,\gamma}^s(z) \), as this \( P_N(z) \) is completely determined by \( z \). To see why the weighted star discrepancy is a measure for the quality of our point sets we study the following identity of Hlawka [7] and Zaremba [24] (see also [3, 12]), given by

\[
Q_{N,s}(f) - I_s(f) = \sum_{\emptyset \neq u \subseteq [s]} (-1)^{|u|} \gamma_u \int_{[0,1]^{|u|}} \text{discr}((x_u,1), P_N(z)) \frac{\partial^{|u|}}{\partial x_1 u} f (x_u,1) \, dx_u,
\]

where \( Q_{N,s}(f) = \frac{1}{N} \sum_{j=1}^s f(x_j) \) denotes the QMC-rule, \( I_s = \int_{[0,1]^s} f(x) \, dx \) the integral operator and \((x_u,1)\) the vector \((\hat{x}_1, \ldots, \hat{x}_s)\) with \( \hat{x}_j = x_j \) if \( j \in u \) and \( \hat{x}_j = 1 \) if \( j \notin u \).

Applying Hölder’s inequality as in [4, 23] for integrals and sums we obtain

\[
|Q_{N,s}(f) - I_s(f)| \leq D_{N,\gamma}^s(z) \|f\|_\gamma,
\]

where \( \|\cdot\|_\gamma \) is some norm dependent on \( \gamma \) but independent of the point set \( P_N(z) \). If \( f \) is sufficiently smooth \( \|f\|_\gamma \) coincides with the weighted variation of \( f \) in the sense of Hardy and Krause. The first factor in (1.1) is the weighted star discrepancy of the point set \( P_N(z) \) and depends only on \( P_N(z) \) and the weights. Thus we see that the quality of a lattice point set \( P_N(z) \) is the better the smaller its weighted star discrepancy \( D_{N,\gamma}^s(z) \). We want to find lattice point sets \( P_N(z) \) with small weighted star discrepancy.

As no explicit constructions for good lattice point sets are known for dimensions \( s > 2 \), one usually employs computer search algorithms to find good generating vectors. There exist many papers on the construction of generating vectors for lattice point sets with a small weighted star discrepancy: Joe [9] has given a component-by-component construction for generating vectors of lattice point sets with a prime number \( N \) of points, which have a weighted star discrepancy of order \( N^{-1+\delta} \) for any \( \delta > 0 \). Their generating vector has a construction cost of order \( sN \log N \), where an approach of Nuyens and Cools [19] can be used to reduce the construction cost.

In [20] Joe and Sinescu have achieved the same results for a composite number of lattice points and product weights. Finally in [21] they considered general weights and a prime number of points.
Dick et al. \cite{2} have given a reduced fast algorithm for the construction of generating vectors of lattice point sets with $N$ a prime power. They varied the size of the search space for each coordinate according to its importance and considered the worst-case error of integration in a Korobov space to measure the quality of their lattice point sets.

Let $b$ be an arbitrary prime number and $m$ a positive integer. In the present work we consider lattice point sets with $N = b^m$ elements and study their weighted star discrepancy. As mentioned before, the generating vector $z = (z_1, \ldots, z_s)$ of such lattice point sets can be obtained one component at a time. When using the standard component-by-component construction, each component is chosen from $\{1, 2, \ldots, b^m - 1\}$: $\text{gcd}(z, b^m) = 1$. As done in \cite{2} for the worst-case error, we speed up the construction of such generating vectors by reducing the search space for each component, while still achieving a small weighted star discrepancy of the corresponding lattice rule. To this end we define non-decreasing $0 \leq w_1 \leq w_2 \leq \ldots \in \mathbb{N}$ and set

$$Z_{N,w_j} := \begin{cases} \{z \in \{1, 2, \ldots, b^m-w_j - 1\} : \text{gcd}(z, b^m) = 1\} & \text{if } w_j < m, \\
\{1\} & \text{if } w_j \geq m. 
\end{cases}$$

Note that these sets have cardinality $b^m-w_j-1(b-1)$, for $w_j < m$. In what follows we denote by $Z_{N,w}$ the cartesian product $b^{w_1}Z_{N,w_1} \times \ldots \times b^{w_s}Z_{N,w_s}$, where $b^{w_j}Z_{N,w_j}$ means that every element of $Z_{N,w_j}$ is multiplied by $b^{w_j}$. We denote by $z \in Z_{N,w}$ a vector $z = (b^{w_1}z_1, \ldots, b^{w_s}z_s)$, with $z_j \in Z_{N,w_j}$ for $j \in [s]$. We study the weighted star discrepancy of lattice point sets $P_N(z)$ with generating vectors $z \in Z_{N,w}$.

Dick et al. \cite{2} have considered the worst-case error for approximating the integral of functions in suitable spaces by a QMC rule based on lattice point sets. Here, in contrast, we study the weighted star discrepancy of these lattice point sets which is another important quality measure. We will see that for sufficiently fast decreasing weights we can construct lattice point sets with small weighted star discrepancy, while significantly reducing the construction cost in comparison to the standard CBC construction.

It follows from \cite{14} Theorem 3.10 and Theorem 5.6 that

$$D^*_{N,\gamma}(z) \leq \sum_{u \leq [s]} \gamma_u \left(1 - \left(1 - \frac{1}{N}\right)^{|u|}\right) + \frac{1}{2} R^*_N(z),$$

(1.2)

where

$$R^*_N(z) = \sum_{u \leq [s]} \gamma_u R_N(z, u)$$

(1.3)

and

$$R_N(z, u) = \frac{1}{N} \sum_{k=0}^{N-1} \prod_{j \in u} \left(1 + \sum_{\frac{h - \gamma}{b} \in [s]} e^{2\pi i b^{w_j} z_j N h / |h|} \right) - 1.$$  

(1.4)

Using this estimate for the weighted star discrepancy we derive the results in Sections \cite{2} \cite{3} and \cite{4}.

Finally, we introduce the concept of tractability \cite{15, 16, 17}. To this end we define the information complexity (often refered to as inverse of the weighted star discrepancy) as

$$N^*(\varepsilon, s) = \min\{N \in \mathbb{N}_0 : D^*_{N,\gamma}(z) \leq \varepsilon\},$$

which means that $N^*(\varepsilon, s)$ is the minimal number of points required to achieve a weighted star discrepancy of at most $\varepsilon$. Of course we want the information complexity to be as small as possible. Therefore we are interested in how fast it increases when $\varepsilon^{-1}$ and $s$ grow. We define the following notions of tractability. We speak of
• polynomial tractability, if there exist constants $C, \tau_1 > 0$ and $\tau_2 \geq 0$ such that
  
  \[ N^*(\varepsilon, s) \leq C \varepsilon^{-\tau_1} s^{\tau_2} \]
  for all $\varepsilon \in (0, 1)$ and all $s \in \mathbb{N}$ and of

• strong polynomial tractability, if there exist positive constants $C, \tau$ such that
  
  \[ n(\varepsilon, s) \leq C \varepsilon^{-\tau} \]
  for all $\varepsilon \in (0, 1)$ and all $s \in \mathbb{N}$.

Roughly speaking, a problem is considered tractable if its information complexity’s dependence on $\varepsilon^{-1}$ and $s$ is not exponential. We will show that the above mentioned reduced fast component-by-component construction finds a generating vector $z$ of a lattice point set that achieves strong polynomial tractability if

\[
\sum_{j=1}^{\infty} \gamma_j b^{w_j} < \infty
\]

with a construction cost of

\[
O \left( N \log N + \min\{s, t\} N + N \sum_{d=1}^{\min\{s, t\}} (m - w_d)b^{-w_d} \right)
\]

operations, where $t = \max\{j \in \mathbb{N} : w_j < m\}$.

The structure of this paper is as follows. In the next section we derive an upper bound for the arithmetic mean of the weighted star discrepancy over all possible lattice point sets constructed by a generating vector $z \in \mathbb{Z}^s_m$. In Sections 3 and 4 we present a reduced fast CBC construction for generating vectors of lattice point sets with small weighted star discrepancy. Finally, in Section 5 we study conditions on the weights $\gamma_j$ and $w_j$ for achieving strong polynomial tractability.

2 The arithmetic mean over all $z \in \mathbb{Z}^s_m$

First of all we estimate the arithmetic mean of the weighted star discrepancy over all possible generating vectors $z = (b^{w_1}z_1, \ldots, b^{w_s}z_s) \in \mathbb{Z}^s_m$, proceeding similarly to [14] and [20]. This yields the existence of a lattice point set with small weighted star discrepancy. The upper bound which we obtain for the arithmetic mean is not the same as for the reduced CBC construction in the next section. Nonetheless, we need large parts of the calculation of the present section to obtain the estimate in Section 3.

Theorem 2.1. Let $N = b^m$, $(w_j)_{j \geq 1}$ and $z \in \mathbb{Z}^s_m$ be as above and let $m \geq 5$. Then there exists a generating vector $z = (b^{w_1}z_1, \ldots, b^{w_s}z_s) \in \mathbb{Z}^s_m$ whose corresponding lattice rule has weighted star discrepancy

\[
D^*_{N, z}(z) \leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right)^{|u|} \right) + \frac{1}{2} \left( \frac{1}{N} \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) \right.
\]

\[
+ \left. \frac{1}{N} \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) \prod_{j=1}^{s} (\beta_j - \prod_{j=1}^{s} \beta_j) \right),
\]

with $\beta_j = 1 + \gamma_j$ for all $j \in \mathbb{N}$ and

\[
S_N = \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|},\quad (2.1)
\]
Remark 1. Provided that the $\gamma_j$’s are summable the bound in Theorem [24] is of order $N^s \log N$ for arbitrary $\delta \in (0, 1)$ with an implied constant independent of $N$ and $s$. Furthermore note that if all weights $w_j = 0$ then we obtain the result in [20, Theorem 1 and Corollary 1].

Proof. As the first sum in (1.2) is independent of $\delta$ arbitrary $M$ Thus

$$M_{N,s}\gamma := \frac{1}{|Z_{N,w}|} \sum_{z \in Z_{N,w}} R_{N,s}(z)$$  \hspace{1cm} (2.2)

of the second sum.

We have from [9, p. 186, eq. 9]

$$R_{N,s}(z) = \frac{1}{N} \sum_{j=0}^{N-1} \prod_{k=0}^{s} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k} z_j / N}{|h|} \right) - \prod_{j=1}^{s} \beta_j$$  \hspace{1cm} (2.3)

Thus

$$M_{N,s} = \frac{1}{N} \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) + \frac{1}{N} \sum_{k=1}^{N} \prod_{j=1}^{s} \left( \frac{1}{|Z_{N,w}|} \sum_{z_j \in Z_{N,w}} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k} z_j / N}{|h|} \right) \right) - \prod_{j=1}^{s} \beta_j$$

To avoid lengthy formulas we use the following abbreviations:

$$T_{N,w}(k) := \sum_{z_j \in Z_{N,w}} \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k} z_j / N}{|h|}$$  \hspace{1cm} (2.4)

and

$$L_{N,s}\gamma := \frac{1}{N} \sum_{k=1}^{N} \prod_{j=1}^{s} \left( \beta_j + \frac{\gamma_j}{|Z_{N,w}|} T_{N,w}(k) \right).$$  \hspace{1cm} (2.5)

Then we have

$$M_{N,s} = \frac{1}{N} \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) + L_{N,s} - \prod_{j=1}^{s} \beta_j.$$  \hspace{1cm} (2.6)

We study $T_{N,w}(k)$ distinguishing the two cases $w_j \geq m$ and $w_j < m$.

Case 1: $w_j \geq m$. This yields $Z_{N,w_j} = \{1\}$ and thus

$$T_{N,w}(k) = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k} z_j / N}{|h|} = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k} - m}{|h|} = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|} = S_N.$$  \hspace{1cm} (2.7)


Case 2: $w_j < m$. Then $Z_{N,w_j} = \{ z \in \{1, 2, \ldots, b^{m-w_j} - 1 \} : \gcd (z, N) = 1 \}$. According to (2.8) we have to calculate $T_{N,w_j}(k)$ only for $k \in \{1, \ldots, b^{m-1} - 1 \}$. We display these $k$ as $k = qb^{m-w_j} + r$ with $q \in \{0, \ldots, b^{w_j} - 1 \}$, $r \in \{0, \ldots, b^{m-w_j} - 1 \}$ and $(q,r) \neq (0,0)$. Then

$$T_{N,w_j}(k) = \sum_{-\frac{b^{w_j}}{2} < h \leq \frac{b^{w_j}}{2}} \frac{1}{|h|} \sum_{z_j \in Z_{N,w_j}} e^{2\pi i h (qb^{m-w_j} + r)b^{w_j}z_j/N} = \sum_{-\frac{b^{w_j}}{2} < h \leq \frac{b^{w_j}}{2}} \frac{1}{|h|} \sum_{z_j \in Z_{N,w_j}} e^{2\pi i h r z_j/b^{m-w_j}}$$

for any $z \in \{0, \ldots, b^{m-w_j} - 1 \}$. Then $\sum_{z_j=1}^{b^{m-w_j}-1} \mu(d) = \sum_{d | \gcd (z_j, b^{m-w_j})} \mu(d) = \begin{cases} 1 & \text{iff } \gcd (z_j, N) = \gcd (z_j, b^{m-w_j}) = 1, \\ 0 & \text{otherwise,} \end{cases}$

where $\mu$ denotes the Möbius function.

For any $z_j \in \{1, \ldots, b^{m-w_j} - 1 \}$ this implies $z_j \in Z_{N,w_j}$ if and only if $\sum_{d | \gcd (z_j, b^{m-w_j})} \mu(d) = 1$.

Inserting this fact into (2.8) we have

$$T_{N,w_j}(k) = \sum_{-\frac{b^{w_j}}{2} < h \leq \frac{b^{w_j}}{2}} \frac{1}{|h|} \sum_{z_j=1}^{b^{m-w_j}-1} e^{2\pi i h r z_j/b^{m-w_j}} \sum_{d | \gcd (z_j, b^{m-w_j})} \mu(d).$$

Studying the two inner sums we find

$$\sum_{z_j=1}^{b^{m-w_j}-1} e^{2\pi i h r z_j/b^{m-w_j}} \sum_{d | \gcd (z_j, b^{m-w_j})} \mu(d) = \sum_{d | b^{m-w_j}} \mu(d) \sum_{z_j=1}^{b^{m-w_j}-1} e^{2\pi i h r z_j/b^{m-w_j}}$$

for any $a \in \{1, \ldots, b^{m-w_j} - 1 \}$ yields $ad \in \{d, 2d, \ldots, b^{m-w_j} \}$

$$= \{1 \leq z_j \leq b^{m-w_j} - 1 : d \mid z_j \} \cup \{b^{m-w_j} \}$$

and

$$\sum_{d | b^{m-w_j}} \mu(d) = 0,$$

since $w_j < m$.\]
Changing the order of summation we obtain with (2.11)

$$
\sum_{z_j=1}^{b^{m-w_j}-1} e^{2\pi i h r z_j / b^{m-w_j}} \sum_{d \mid \gcd (z_j, b^{m-w_j})} \mu(d) = \sum_{d \mid b^{m-w_j}} \mu\left(\frac{b^{m-w_j}}{d}\right) \sum_{z_j=1}^{d} e^{2\pi i h r a / d} = \sum_{d \mid b^{m-w_j}} d \mu\left(\frac{b^{m-w_j}}{d}\right).
$$

With (2.10) this leads to

$$
T_{N,w_j}(k) = \sum_{-\frac{N}{b^{m-w_j}} < h \leq \frac{N}{b^{m-w_j}}} \frac{1}{|h|} \sum_{d \mid b^{m-w_j}} d \mu\left(\frac{b^{m-w_j}}{d}\right) = \sum_{d \mid b^{m-w_j}} \frac{1}{|h|} \sum_{-\frac{N}{b^{m-w_j}} < h \leq \frac{N}{b^{m-w_j}}} \frac{1}{|h|}.
$$

Using that \(d|h\) is equivalent to \(\frac{d}{\gcd (d,r)}|h\) we display \(T_{N,w_j}(k)\) as

$$
T_{N,w_j}(k) = \sum_{d \mid b^{m-w_j}} d \mu\left(\frac{b^{m-w_j}}{d}\right) \sum_{-\frac{N}{b^{m-w_j}} < h \leq \frac{N}{b^{m-w_j}}} \frac{1}{|h|}.
$$

For further investigation of \(T_{N,w_j}(k)\) we first study sums of the same type as the inner sum in (2.12). For any positive integer \(a\) we have

$$
\sum_{-\frac{N}{a} < h \leq \frac{N}{a}} \frac{1}{|h|} = \sum_{-\frac{N}{a} < p \leq \frac{N}{a}} \frac{1}{|p|} = \frac{1}{a} S_{\frac{N}{a}},
$$

where \(S_{\frac{N}{a}}\) is defined analogously to (2.11). Combining (2.13) with (2.12) we obtain

$$
T_{N,w_j}(k) = \sum_{d \mid b^{m-w_j}} d \mu\left(\frac{b^{m-w_j}}{d}\right) \frac{\gcd (d,r)}{d} S_{\frac{N}{\gcd (d,r)}} = \sum_{d \mid b^{m-w_j}} \mu\left(\frac{b^{m-w_j}}{d}\right) \gcd (d,r) S_{\frac{N}{\gcd (d,r)}}
$$

$$
= \gcd (b^{m-w_j}, r) S_{b^{w_j} / \gcd (b^{m-w_j}, r)} - \gcd (b^{m-w_j-1}, r) S_{b^{w_j+1} / \gcd (b^{m-w_j-1}, r)}
$$

with \(\nu \in \{0, \ldots, m-w_j-1\}\).

Summarizing, we have for \(k \in \{1, \ldots, b^m - 1\}\)

$$
T_{N,w_j}(k) = \begin{cases} 
S_{b^{w_j} / \gcd (b^{m-w_j}, r)} & \text{if } w_j \geq m, \\
|Z_{N,w_j}| S_{b^{w_j+v} / \gcd (b^{m-w_j}, r)} & \text{if } w_j < m \text{ and } k \equiv 0 \pmod{b^{m-w_j}}, \\
\beta' (S_{b^{w_j+v} / \gcd (b^{m-w_j}, r)}) & \text{if } w_j < m \text{ and } k \equiv \pm 1 \pmod{b^{m-w_j}}.
\end{cases}
$$

Let us choose \(t \in \mathbb{N}_0\) such that \(w_j < m\) for all \(j < t\) and \(w_{t+1} \geq m\). (If \(t = 0\), then \(w_j \geq m\) for all \(j \in \mathbb{N}\). In that case we obtain the generating vector \(z = (b^{w_1}, \ldots, b^{w_t})\).) With this we are able to write \(L_{N,s,\gamma}\) from formula (2.13) as

$$
L_{N,s,\gamma} = \frac{1}{N} \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) \prod_{j=t+1}^{s} (\beta_j + \gamma_j |Z_{N,w_j}| T_{N,w_j}(k))
$$

$$
= \frac{1}{N} \prod_{j=t+1}^{s} (\beta_j + \gamma_j S_N) \sum_{k=1}^{N-1 \min\{t,s\}} \sum_{j=1}^{s} (\beta_j + \gamma_j |Z_{N,w_j}| T_{N,w_j}(k)).
$$
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Next we aim at finding bounds for \( \frac{T_{N, w_j}(k)}{|Z_{N, w_j}|} \) for \( w_j < m \).

If \( k \) is a multiple of \( b^{m-w_j} \) we see immediately from (2.15) that
\[
\frac{T_{N, w_j}(k)}{|Z_{N, w_j}|} = \frac{|Z_{N, w_j}|S_N}{|Z_{N, w_j}|} = S_N.
\]

If \( k \) is not a multiple of \( b^{m-w_j} \), we use a formula from Niederreiter [13] for \( S_n \) with arbitrary \( n \in \mathbb{N} \), given by
\[
S_n = 2 \log n + 2\gamma - \log 4 + \varepsilon(n),
\]
where \( \gamma \) denotes the Euler-Mascheroni constant \( \gamma = \lim_{l \to \infty} \left( \sum_{k=1}^{l} \frac{1}{k} - \log l \right) \approx 0.577216 \ldots \) and
\[
\begin{cases}
-\frac{1}{n} < \varepsilon(n) \leq 0, & \text{if } n \text{ is even,} \\
-\frac{3}{2n} < \varepsilon(n) < \frac{1}{2n}, & \text{if } n \text{ is odd.}
\end{cases}
\]

From (2.15) we know
\[
T_{N, w_j}(k) = b^\nu (S_{b^{w_j+\nu}} - S_{b^{w_j+\nu+1}}) < 0.
\]

With \( m \geq 5 \) we find \(-2 < -\frac{T_{N, w_j}(k)}{|Z_{N, w_j}|} < 0\) for \( w_j < m \) and \( k \) not a multiple of \( b^{m-w_j} \) as follows. The upper bound follows immediately from (2.19). It remains to show the lower bound. First we consider \( T_{N, w_j}(k) \) using (2.17). We have
\[
T_{N, w_j}(k) = b^\nu (S_{b^{w_j+\nu}} - S_{b^{w_j+\nu+1}}) = b^\nu \left( -2\log b + \varepsilon(b^{w_j+\nu}) - \varepsilon(b^{w_j+\nu+1}) \right),
\]
\[
= -2b^\nu \log b + b^\nu \left( \varepsilon(b^{w_j+\nu}) - \varepsilon(b^{w_j+\nu+1}) \right).
\]

With (2.18) we obtain
\[
\left| b^\nu \left( \varepsilon(b^{w_j+\nu}) - \varepsilon(b^{w_j+\nu+1}) \right) \right| \leq \left| b^\nu \left( \varepsilon(b^{w_j+\nu}) \right) \right| + \left| b^\nu \left( \varepsilon(b^{w_j+\nu+1}) \right) \right| \leq 4b^{-2w_j-\nu} \left( 1 + \frac{1}{b^2} \right).
\]

Thus
\[
\frac{T_{N, w_j}(k)}{|Z_{N, w_j}|} \geq -\frac{b^{w_j-m+1}}{b-1} - 2b^\nu \log b - \frac{b^{w_j-m+1}}{b-1} 4b^{-2w_j-\nu} \left( 1 + \frac{1}{b^2} \right).
\]

Recall from (2.15) that \( \nu = \log_b (\gcd(b^{m-w_j}, r)) \in \{0, 1, \ldots, m-w_j-1\} \). Thus
\[
\frac{T_{N, w_j}(k)}{|Z_{N, w_j}|} \geq -2b^{w_j-m+1+m-w_j-1} \frac{\log b}{b-1} - 4b^{-w_j-m+1-\nu} \frac{1}{b-1} \left( 1 + \frac{1}{b^2} \right)
\]
\[
\geq -2\frac{\log b}{b-1} - 4b^{-m+1} \frac{1}{b-1} \left( 1 + \frac{1}{b^2} \right).
\]

Now, with the assumption \( m \geq 5 \),
\[
\frac{T_{N, w_j}(k)}{|Z_{N, w_j}|} \geq -2\frac{\log b}{b-1} - 4b^{-m+1} \frac{1}{b-1} \left( 1 + \frac{1}{b^2} \right)
\]
\[
\geq -2 \frac{\log 2}{2-1} - 4 \cdot 2^{-5+1} \left( 1 + \frac{1}{2^2} \right) > -2,
\]
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and hence
\[ -2 < \frac{T_{N,w_j}(k)}{|Z_{N,w_j}|} < 0 \] for \( w_j < m \) and \( b^{m-w_j} \nmid k \).

For any integer \( p \in \{0, \ldots, m-1\} \) with \( b^p | k \) and \( b^{p+1} \nmid k \) the condition \( b^{m-w_j} \nmid k \) is equivalent to \( m-w_j > p \) or \( w_j < m-p \), respectively. Thus we can display (2.16) as
\[
L_{N,s,\gamma} = \frac{1}{N} \prod_{j=t+1}^{s} (\beta_j + \gamma_j S_N) \\
\times \left( \sum_{p=0}^{m-1} \sum_{k=1\atop b^p | k}^{N-1} \min\{t,s\} \left( \beta_j + \frac{\gamma_j}{|Z_{N,w_j}|} T_{N,w_j}(k) \right) \prod_{j=1\atop w_j < m-p}^{\min\{t,s\}} \left( \beta_j + \frac{\gamma_j}{|Z_{N,w_j}|} T_{N,w_j}(k) \right) \right) \\
\leq \frac{1}{N} \prod_{j=t+1}^{s} (\beta_j + \gamma_j S_N) \sum_{p=0}^{m-1} \sum_{k=1\atop b^p | k}^{N-1} \min\{t,s\} \prod_{j=1\atop w_j < m-p}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1\atop w_j < m-p}^{\min\{t,s\}} \beta_j,
\]
where the latter estimate holds since \( \beta_j > 1 \), \(-2 < \frac{T_{N,w_j}(k)}{|Z_{N,w_j}|} < 0 \) and \( \gamma_j \leq 1 \). From
\[
|\{k \in \{1, \ldots, N-1\} : b^p | k \text{ and } b^{p+1} \nmid k\}| \\
= |\{k \in \{1, \ldots, b^m-1\} : b^p | k\}| - |\{k \in \{1, \ldots, b^m-1\} : b^{p+1} | k\}| \\
= b^{m-p} - 1 - (b^{m-p-1} - 1) = b^{m-p-1}(b-1)
\]
we get
\[
L_{N,s,\gamma} \leq \frac{1}{N} \prod_{j=t+1}^{s} (\beta_j + \gamma_j S_N) \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1\atop w_j < m-p}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1\atop w_j < m-p}^{\min\{t,s\}} \beta_j.
\]
Inserting this into (2.20) we obtain for the arithmetic mean
\[
M_{N,s,\gamma} = \frac{1}{N} \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) \\
+ \frac{1}{N} \prod_{j=t+1}^{s} (\beta_j + \gamma_j S_N) \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1\atop w_j < m-p}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1\atop w_j < m-p}^{\min\{t,s\}} \beta_j - \prod_{j=1}^{s} \beta_j.
\]
This proves with (1.2) the existence of a vector \( \mathbf{z} \in \mathcal{Z}_{N,w}^* \) such that the weighted star discrepancy \( D^*_{N,\gamma}(\mathbf{z}) \) fulfills
\[
D^*_{N,\gamma}(\mathbf{z}) \leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right) \right)^{|u|} + \frac{1}{2} \left( \frac{1}{N} \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) \right) \\
+ \frac{1}{N} \prod_{j=t+1}^{s} (\beta_j + \gamma_j S_N) \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1\atop w_j < m-p}^{\min\{t,s\}} (\beta_j + \gamma_j S_N) \prod_{j=1\atop w_j < m-p}^{\min\{t,s\}} \beta_j - \prod_{j=1}^{s} \beta_j \\
\leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right) \right)^{|u|} + \frac{1}{2} \left( \frac{1}{N} \prod_{j=1}^{s} (\beta_j + \gamma_j S_N) \right)
\]
\[
+ \frac{1}{N} \sum_{p=0}^{m-1} b^{m-p-1}(b-1) \prod_{j=1, w_j \geq m-p}^{s} (\beta_j + \gamma_j S_N) \prod_{j=1, w_j < m-p}^{s} (\beta_j - \prod_{j=1}^{s} \beta_j). \tag{2.22}
\]

3 The reduced CBC construction

In this section we give a component-by-component construction for the generating vector and an upper bound for the weighted star discrepancy of the corresponding lattice rule.

Algorithm 1. Let \( N = b^m \) and \((w_j)_{j \geq 1}\) be as above and construct \( z = (b^{w_1} z_1, \ldots, b^{w_s} z_s) \in \mathbb{Z}_N^s \) as follows:

1. Set \( z_1 = 1 \).
2. For \( d \in [s-1] \) assume \( z_1, \ldots, z_d \) to be already found. Choose \( z_{d+1} \in \mathbb{Z}_N \) such that
   \[
   R_{N, \gamma}^d(b^{w_1} z_1, \ldots, b^{w_d} z_d, b^{w_{d+1}} z_{d+1})
   \]
   is minimized as a function of \( z \).
3. Increase \( d \) by 1 and repeat the second step until \( z = (b^{w_1} z_1, \ldots, b^{w_s} z_s) \) is found.

In the algorithm above the search space is reduced for each coordinate of \( z \) according to its importance. This results in a considerable reduction of the construction cost as we will see in Section 4. This is why we call this algorithm a reduced CBC-algorithm.

The following theorem gives an upper bound for the figure of merit \( R_{N, \gamma}^d \) of lattice point sets with generating vectors obtained from the algorithm above.

Theorem 3.1. Let \( z = (b^{w_1} z_1, \ldots, b^{w_s} z_s) \) be constructed according to Algorithm 1. Then for every \( d \in [s] \),

\[
R_{N, \gamma}^d(b^{w_1} z_1, \ldots, b^{w_d} z_d) \leq \frac{1}{N} \prod_{j=1}^{d} (\beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j S_N). \tag{3.1}
\]

Corollary 3.2. Let \( N = b^m \) and \((w_j)_{j \geq 1}\) be as above and let \( z = (b^{w_1} z_1, \ldots, b^{w_s} z_s) \in \mathbb{Z}_N^s \) be constructed with Algorithm 1. Then the corresponding lattice rule has a weighted star discrepancy

\[
D_{N, \gamma}^*(z) \leq \sum_{u \subseteq [s]} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right) \right)^{|u|} + \frac{1}{2N} \prod_{j=1}^{s} (\beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j S_N).
\]

Proof. Combining (1.2), (2.1) and Theorem 3.1 we immediately obtain the result. \qed

To prove Theorem 3.1, we use the following

Lemma 3.3. Let \( N = b^m \), \((w_j)_{j \geq 1}\) and \( Z_{N,w_j} \) be defined as above and recall from (2.4) the notation

\[
T_{N,w_j}(k) = \sum_{z_j \in Z_{N,w_j}} \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i hk b^{w_j} z_j / N}}{|h|}.
\]

Then

\[
\sum_{k=1}^{N-1} \left| T_{N,w_j}(k) \right| \leq 2b^{\min\{w_j, m\}} S_N. \tag{3.2}
\]
Proof. As before, we distinguish the two cases $w_j \geq m$ and $w_j < m$.

Case 1: $w_j \geq m$. Then (2.15) yields

$$\sum_{k=1}^{N-1} \frac{|T_{N,w_j}(k)|}{|Z_{N,w_j}|} = \sum_{k=1}^{N-1} S_N = (N - 1)S_N \leq 2NS_N = 2b^{\min\{w_j,m\}}S_N.$$ 

Case 2: $w_j < m$. We use (2.15) and (2.8) to find

$$\sum_{k=1}^{N-1} \frac{|T_{N,w_j}(k)|}{|Z_{N,w_j}|} = \sum_{k=1}^{N-1} \frac{|T_{N,w_j}(k)|}{b^{m-w_j}|k|} + \sum_{k=1}^{N-1} \frac{|T_{N,w_j}(k)|}{b^{m-w_j}|k|} = (b^{w_j} - 1)S_N + b^{w_j} \sum_{r=1}^{b^{m-w_j}-1} \frac{|T_{N,w_j}(r)|}{|Z_{N,w_j}|}.$$ 

For any $r \in \{1, \ldots, b^{m-w_j} - 1\}$ the condition $\gcd(r, b^{m-w_j}) = b^\nu$ is equivalent to $b^\nu \mid r$ and $b^{\nu+1} \nmid r$ simultaneously. Using this we investigate the last sum in the above equation:

$$\sum_{r=1}^{b^{m-w_j}-1} \frac{|T_{N,w_j}(r)|}{|Z_{N,w_j}|} = \frac{1}{|Z_{N,w_j}|} \sum_{\nu=0}^{m-w_j-1} b^{m-w_j-1} \sum_{r=1}^{b^\nu|r} |b^\nu (S_{b^{w_j+\nu}} - S_{b^{w_j+\nu+1}})|$$

Once more with the aid of (2.15) this yields

$$\sum_{r=1}^{b^{m-w_j}-1} \frac{|T_{N,w_j}(r)|}{|Z_{N,w_j}|} = \frac{1}{|Z_{N,w_j}|} \sum_{\nu=0}^{m-w_j-1} b^{m-w_j-1} \sum_{r=1}^{b^\nu|r} b^\nu (S_{b^{w_j+\nu+1}} - S_{b^{w_j+\nu}}).$$

Analogously to (2.20) we find

$$\left| \{ r \in \{1, \ldots, b^{m-w_j} - 1\} : b^\nu \mid r \text{ and } b^{\nu+1} \nmid r \right| = b^{m-w_j-\nu-1}(b - 1)$$

and hence

$$\sum_{r=1}^{b^{m-w_j}-1} \frac{|T_{N,w_j}(r)|}{|Z_{N,w_j}|} = \sum_{\nu=0}^{m-w_j-1} (S_{b^{w_j+\nu+1}} - S_{b^{w_j+\nu}}) = S_N - S_{b^{w_j}}.$$ 

Altogether we have

$$\sum_{k=1}^{N-1} \frac{|T_{N,w_j}(k)|}{|Z_{N,w_j}|} = (b^{w_j} - 1)S_N + b^{w_j}(S_N - S_{b^{w_j}}) \leq 2b^{w_j}S_N = 2b^{\min\{w_j,m\}}S_N$$ 

and the proof is complete. \qed

With the aid of Lemma 3.3 we are able to prove Theorem 3.1 using induction on $d$.

Proof. According to Algorithm $\mathbb{I}$ we set $z_1 = 1$ in Step 1. We have to show that

$$R_{N,\gamma}(b^{w_1}) \leq \frac{1}{N} \left( \beta_1 + \left( 1 + 2b^{\min\{w_1,m\}} \right) \gamma_1 S_N \right).$$
With (2.3) we have
\[
R^1_{N,\gamma}(b^{w_1}) = \frac{1}{N} \sum_{k=0}^{N-1} \left( \beta_1 + \gamma_1 \sum_{\frac{h}{b} \neq 0} \frac{e^{2\pi i bkh^{w_1}}}{|h|} \right) - \beta_1 = \frac{1}{N} \sum_{k=0}^{N-1} \gamma_1 \sum_{\frac{h}{b} \neq 0} \frac{e^{2\pi i bkh^{w_1}}}{|h|}.
\]

Again, we consider the two cases \( w_1 \geq m \) and \( w_1 < m \) separately.

**Case 1:** \( w_1 \geq m \). Then
\[
R^1_{N,\gamma}(b^{w_1}) = \frac{1}{N} \sum_{k=0}^{N-1} \gamma_1 \sum_{\frac{h}{b} \neq 0} \frac{e^{2\pi i bkh^{w_1}}}{|h|} = \frac{1}{N} \gamma_1 N S_N \leq \frac{1}{N} (1 + \gamma_1 + 2N\gamma_1 S_N)
\]
which is the desired result.

**Case 2:** \( w_1 < m \). After interchanging the two sums, once more, we split up the inner sum as follows:
\[
R^1_{N,\gamma}(b^{w_1}) = \frac{\gamma_1}{N} \sum_{\frac{h}{b} \neq 0, \frac{h}{b} \leq \frac{N}{2}} \frac{1}{|h|} \sum_{k=0}^{N-1} e^{2\pi i bkh^{w_1}} = \frac{\gamma_1}{N} \sum_{\frac{h}{b} \neq 0, \frac{h}{b} \leq \frac{N}{2}} \frac{1}{|h|} \sum_{k=0}^{N-1} e^{2\pi i bkh^{w_1}}.
\]

Now we are able to compute the inner sums. The first one sums to \( N \), whereas the second one equals zero which can immediately be seen by applying the formula for finite geometric series. Thus
\[
R^1_{N,\gamma}(b^{w_1}) = \frac{\gamma_1}{N} \sum_{\frac{h}{b} \neq 0, \frac{h}{b} \leq \frac{N}{2}} \frac{1}{|h|}.
\]

We use (2.13) to find
\[
R^1_{N,\gamma}(b^{w_1}) = \frac{\gamma_1}{N} \frac{1}{b^{m-w_1}} S_{b^{m-w_1}} = \frac{\gamma_1}{N} b^{w_1} S_{b^{w_1}} \leq \frac{\gamma_1}{N} b^{w_1} S_N \leq \frac{1}{N} (\beta_1 + 2b^{w_1}\gamma_1 S_N)
\]
as claimed.

Let \( d \in [s - 1] \) and assume that we have some \( z \in \mathcal{Z}_{N,\gamma}^d \), such that
\[
R^d_{N,\gamma}(b^{w_1}, \ldots, b^{w_d} z_d) \leq \frac{1}{N} \prod_{j=1}^{d} \left( \beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j S_N \right).
\]

We have to prove the existence of a \( z_{d+1} \in \mathcal{Z}_{N,\gamma}^{d+1} \) with
\[
R^{d+1}_{N,\gamma}(b^{w_1}, \ldots, b^{w_d} z_d, b^{w_{d+1}} z_{d+1}) \leq \frac{1}{N} \prod_{j=1}^{d+1} \left( \beta_j + \left( 1 + 2b^{\min\{w_j, m\}} \right) \gamma_j S_N \right).
\]
Using again (2.3) we have for any \( z_{d+1} \in \mathbb{Z}_{N,w_{d+1}} \) that

\[
R_{N,\gamma}^{d+1}(b^{w_1}z_1, \ldots, b^{w_d}z_d, b^{w_{d+1}}z_{d+1}) = \frac{1}{N} \sum_{k=0}^{N-1} \prod_{j=1}^{d} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k b^{w_j} z_j/N}}{|h|} \right) \left( \beta_{d+1} + \gamma_{d+1} \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k b^{w_{d+1}} z_{d+1}/N}}{|h|} \right) - \beta_{d+1} \prod_{j=1}^{d} \beta_j
\]

\[
= \beta_{d+1} R_{N,\gamma}^{d+1}(b^{w_1}z_1, \ldots, b^{w_d}z_d) + \frac{\gamma_{d+1}}{N} \prod_{j=1}^{d} (\beta_j + \gamma_j S_N)
\]

\[
+ \frac{\gamma_{d+1}}{N} \sum_{k=1}^{N-1} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k b^{w_{d+1}} z_{d+1}/N}}{|h|} \right) \prod_{j=1}^{d} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k b^{w_j} z_j/N}}{|h|} \right).
\]

(3.3)

Next we consider the arithmetic mean of \( R_{N,\gamma}^{d+1}(b^{w_1}z_1, \ldots, b^{w_d}z_d, b^{w_{d+1}}z) \) over all \( z \in \mathbb{Z}_{N,w_{d+1}} \). As only the third summand in (3.3) depends on the \((d+1)\)-st coordinate it suffices to investigate the mean of this summand. Clearly, if we have some upper bound for the mean over all \( z \in \mathbb{Z}_{N,w_{d+1}} \), there exists a \( z_{d+1} \in \mathbb{Z}_{N,w_{d+1}} \) which satisfies this bound. Thus we study

\[
\frac{1}{|\mathbb{Z}_{N,w_{d+1}}|} \sum_{z \in \mathbb{Z}_{N,w_{d+1}}} \gamma_{d+1} \prod_{j=1}^{d} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k b^{w_j} z_j/N}}{|h|} \right)
\]

We bound this term by its absolute value

\[
\left| \frac{1}{|\mathbb{Z}_{N,w_{d+1}}|} \sum_{z \in \mathbb{Z}_{N,w_{d+1}}} \gamma_{d+1} \prod_{j=1}^{d} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k b^{w_j} z_j/N}}{|h|} \right) \right|
\]

\[
\leq \frac{\gamma_{d+1}}{N} \sum_{k=1}^{N-1} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k b^{w_{d+1}} z_{d+1}/N}}{|h|} \right) \prod_{j=1}^{d} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k b^{w_j} z_j/N}}{|h|} \right)
\]

\[
\times \prod_{j=1}^{d} \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{|e^{2\pi i h k b^{w_j} z_j/N}|}{|h|} \right)
\]

\[
\leq \frac{\gamma_{d+1}}{N} \sum_{k=1}^{N-1} \frac{|T_{N,w_{d+1}}(k)|}{|\mathbb{Z}_{N,w_{d+1}}|} \prod_{j=1}^{d} (\beta_j + \gamma_j S_N)
\]

13
Define \( r \) which completes the proof. \( \square \)

where the last estimate stems from application of Lemma 3.3. Combining this with (3.3) we have shown the existence of a \( z_{d+1} \in \mathcal{Z}_{N, w_{d+1}} \) such that

\[
R_{N, \gamma}^{d+1}(b^{w_1} z_1, \ldots, b^{w_d} z_d, b^{w_{d+1}} z_{d+1}) = \beta_{d+1} R_{N, \gamma}^d(b^{w_1} z_1, \ldots, b^{w_d} z_d) + \frac{\gamma_{d+1} S_N}{N} \prod_{j=1}^d (\beta_j + \gamma_j S_N) + \frac{\gamma_{d+1}}{N} 2b^{w_{d+1}} S_N \prod_{j=1}^d (\beta_j + \gamma_j S_N).
\]

We use the induction hypothesis to find

\[
R_{N, \gamma}^{d+1}(b^{w_1} z_1, \ldots, b^{w_d} z_d, b^{w_{d+1}} z_{d+1}) \leq \beta_{d+1} + \left( 1 + 2b^{w_{d+1}} \right) \gamma_{d+1} S_N \prod_{j=1}^d (\beta_j + \gamma_j S_N) \left( 1 + 2b^{w_{d+1}} \right)
\]

which completes the proof.

4 The reduced fast CBC construction

By now we have seen how we can construct a generating vector of a lattice point set with low weighted star discrepancy with a reduced CBC construction as in the previous section. Now we study the construction cost of this algorithm. In fact the CBC algorithm can be made faster to construct generating vectors for relatively large \( N \) and \( s \). To show this we follow closely [2] and [12].

Let \( d \in [s-1] \) and assume that we have already found \( (b^{w_1} z_1, \ldots, b^{w_d} z_d) \). Then we have (cf. (2.3))

\[
R_{N, \gamma}^d(b^{w_1} z_1, \ldots, b^{w_d} z_d) = \frac{1}{N} \sum_{k=0}^{N-1} \prod_{j=1}^d \left( \beta_j + \gamma_j \sum_{-\frac{N}{2} < h < \frac{N}{2}} e^{2\pi i k h b^w z_j / N} \right) - \prod_{j=1}^d \beta_j.
\]

Define \( r(h) = \max \left\{ 1, |h| \right\} \). Then

\[
\beta_j + \gamma_j \sum_{-\frac{N}{2} < h < \frac{N}{2}} e^{2\pi i k h b^w z_j / N} = \beta_j + \gamma_j \left( \sum_{-\frac{N}{2} < h < \frac{N}{2}} \frac{e^{2\pi i k h b^w z_j / N}}{r(h)} - 1 \right)
\]

\[
= 1 + \gamma_j \sum_{-\frac{N}{2} < h < \frac{N}{2}} \frac{e^{2\pi i k h b^w z_j / N}}{r(h)}.
\]
Hence we have

\[
R_{N, \gamma}^d (b^{w_1} z_1, \ldots, b^{w_d} z_d) = \frac{1}{N} \sum_{k=0}^{N-1} \prod_{j=1}^{d} \left( 1 + \gamma_j \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h k b^{w_j} z_j / N}}{r(h)} \right) - \prod_{j=1}^{d} \beta_j
\]

(4.1)

where we have defined

\[
\eta_d(k) = \prod_{j=1}^{d} \left( 1 + \gamma_j \phi \left( \frac{k b^{w_j} z_j}{N} \right) \right)
\]

and

\[
\phi(x) = \sum_{-\frac{N}{2} < h \leq \frac{N}{2}} \frac{e^{2\pi i h x}}{r(h)}.
\]

However, this is exactly the situation as dealt with in [12, Section 4.2]. Thus we know that \(\phi \left( \frac{k b^{w_j} z_j}{N} \right)\) takes on at most \(N\) different values, namely

\[
\phi \left( \frac{0}{N} \right), \phi \left( \frac{1}{N} \right), \ldots, \phi \left( \frac{N-1}{N} \right),
\]

which can be computed in \(O(N \log N)\) operations and stored in a memory space of size \(O(N)\), as demonstrated in [12].

Next we investigate one actual step of the CBC construction. Assuming that we have already found \((b^{w_1} z_1, \ldots, b^{w_d} z_d) \in \mathbb{Z}_{N,w}^d\) we have to minimize \(R_{N, \gamma}^{d+1} (b^{w_1} z_1, \ldots, b^{w_d} z_d, b^{w_{d+1}} z_{d+1})\) as a function of \(z \in \mathbb{Z}_{N,w_{d+1}}\) to find \(z_{d+1} \in \mathbb{Z}_{N,w_{d+1}}\). For \(w_{d+1} \geq m\) we just set \(z_{d+1} = 1\) and are done. Therefore let \(w_{d+1} < m\). Considering (4.1) we have

\[
R_{N, \gamma}^{d+1} (b^{w_1} z_1, \ldots, b^{w_d} z_d, b^{w_{d+1}} z_{d+1}) = \frac{1}{N} \sum_{k=0}^{N-1} \eta_{d+1}(k) - \prod_{j=1}^{d+1} \beta_j
\]

\[
= \frac{1}{N} \sum_{k=0}^{N-1} \eta_d(k) \left( 1 + \gamma_{d+1} \phi \left( \frac{k b^{w_{d+1}} z_{d+1}}{N} \right) \right) - \prod_{j=1}^{d+1} \beta_j
\]

\[
= \frac{1}{N} \sum_{k=0}^{N-1} \eta_d(k) \left( 1 + \gamma_{d+1} \phi \left( \frac{k b^{w_{d+1}} z_{d+1}}{N} \right) \right) - \prod_{j=1}^{d+1} \beta_j.
\]

It is obviously enough to minimize \(\frac{1}{N} \sum_{k=0}^{N-1} \eta_d(k) \phi \left( \left\{ \frac{k b^{w_{d+1}} z_{d+1}}{N} \right\} \right)\). To do this we proceed analogously to [2]. We define the matrix

\[
A = \left( \phi \left( \left\{ \frac{k b^{w_{d+1}} z_{d+1}}{N} \right\} \right) \right)_{z_{d+1} \in \mathbb{Z}_{N,w}, k \in \{0, \ldots, N-1\}}
\]

and

\[
\eta_d = (\eta_d(0), \eta_d(1), \ldots, \eta_d(N-1))^\top
\]

and find that

\[
\frac{1}{N} \sum_{k=0}^{N-1} \eta_d(k) \left( \phi \left( \left\{ \frac{k b^{w_{d+1}} z_{d+1}}{N} \right\} \right) \right) = A \eta_d.
\]
We can display the matrix \( A \) as

\[
A = (\Omega^{(m-w_{d+1})}, \ldots, \Omega^{(m-w_{d+1})}),
\]

with

\[
\Omega^{(i)} = \left( \phi \left( \left\{ \frac{kz_{d+1}}{b^r} \right\} \right) \right)_{z_{d+1} \in \mathbb{Z}_{\mu,d}, k \in \{0, \ldots, b^r-1\}}.
\]

Again analogously to \([2]\) we obtain the following reduced fast CBC algorithm.

**Algorithm 2.**

1. Compute \( \phi \left( \frac{z_{d+1}}{N} \right) \) for all \( r = 0, \ldots, N - 1 \).
2. Set \( \eta_1(k) = 1 + \gamma_1 \phi \left( \left\{ \frac{kb^{w_{d+1}} z_{d+1}}{N} \right\} \right) \) for \( k = 0, \ldots, N - 1 \).
3. Set \( z_1 = 1 \). Set \( d = 2 \) and recall that we have defined \( t = \max \{ j : w_j < m \} \). While \( d \leq \min \{ s, t \} \),
   1. partition \( \eta_{d-1} \) into \( b^{w_{d}} \) vectors \( \eta^{(1)}_{d-1}, \ldots, \eta^{(b^{w_{d})}}_{d-1} \) of length \( b^{m-w_{d}} \) and let \( \eta' = \eta^{(1)}_{d-1} + \ldots + \eta^{(b^{w_{d})}}_{d-1} \) denote their sum,
   2. let \( T_d(z) = \Omega^{(m-w_{d})} \eta' \),
   3. let \( z_d = \arg \min \{ T_d(z) \} \),
   4. let \( \eta_d(k) = \eta_{d-1} \left( 1 + \gamma_d \phi \left( \left\{ \frac{kb^{w_{d+1}} z_{d+1}}{N} \right\} \right) \right) \) for \( k = 0, \ldots, N - 1 \),
   5. increase \( d \) by 1.

If \( s > t \), then set \( z_t = z_{t+1} = \ldots = z_s = 1 \). Then we have

\[
R_{N,\gamma}^s (b^{w_1} z_1, \ldots, b^{w_s} z_s) = \frac{1}{N} \sum_{k=0}^{N-1} \eta_s(k).
\]

Using \([2, 12, 18, 19]\) we find that Algorithm \([2]\) has a construction cost of

\[
O \left( N \log N + \min \{ s, t \} N + N \sum_{d=1}^{\min \{ s, t \}} (m - w_d) b^{-w_d} \right)
\]

operations, in comparison to \( O(sN \log N) \) operations for the standard CBC algorithm used for example in \([20]\).

### 5 Conditions for strong polynomial tractability

Let \( z = (b^{w_1} z_1, \ldots, b^{w_s} z_s) \in \mathbb{Z}_{\mu,w}^s \) be constructed with Algorithm \([1]\) or \([2]\) and consider the corresponding lattice rule. We are interested in conditions for tractability of the weighted star discrepancy of such lattice point sets. From \([1, 2]\) and \([13]\) we know

\[
D_{N,\gamma}^* (z) \leq \sum_{u \leq |z|} \gamma_u \left( 1 - \left( 1 - \frac{1}{N} \right)^{|u|} \right) + \frac{1}{2} R_{N,\gamma}^s (z).
\]

For now, let us assume that the \( \gamma_j b^{w_j} \)'s are summable, i.e. \( \sum_{j=1}^{\infty} \gamma_j b^{w_j} < \infty \). Similar to Joe and Sinescu in \([9]\) and \([20]\), we see that in this case \([1, 2]\) implies

\[
D_{N,\gamma}^* (z) \leq O \left( \frac{1}{N} \right) + \frac{1}{2} R_{N,\gamma}^s (z),
\]
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where the implied constant in the $O$-notation is independent of $s$.

Recall that we have defined the information complexity as
\[ N^*(\varepsilon, s) := \min \left\{ N \in \mathbb{N} : D^*_N(z) \leq \varepsilon \right\}. \]

If \( \sum_{j=1}^{\infty} \gamma_j b^{w_j} < \infty \), it is easy to show that it is equivalent to consider the standard notions of tractability with respect to \( N^*(\varepsilon, s) \) or with respect to \( \min \left\{ N \in \mathbb{N} : R_{N,\gamma}(z) \leq \varepsilon \right\} \).

Theorem 3.1 yields
\[ R_{N,\gamma}(z) \leq \frac{1}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j,m\}} \right) \gamma_j S_N \right). \]

We study the right-hand side of the latter inequality.
\[
\frac{1}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j,m\}} \right) \gamma_j S_N \right) \leq \frac{1}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j,m\}} \right) \gamma_j 2 \left( \log \left[ \frac{N}{2} \right] + 1 \right) \right) \\
\leq \frac{1}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j,m\}} \right) \gamma_j 4 \log N \right) \\
= \frac{1}{N} \prod_{j=1}^{s} \left( 1 + \gamma_j \left( 1 + 4 \left( 1 + 2b^{\min\{w_j,m\}} \right) \log N \right) \right),
\]

where we have used
\[
S_N = \sum_{\frac{-N}{2} < h \leq \frac{N}{2}} \frac{1}{|h|} \leq 2 \sum_{h=1}^{\frac{N}{2}} \frac{1}{h} \leq 2 \log \left[ \frac{N}{2} \right] + 2 \leq 4 \log N.
\]

The second to last inequality is a well-known estimate for partial sums of the harmonic series.

Now we have
\[
\frac{1}{N} \prod_{j=1}^{s} \left( \beta_j + \left( 1 + 2b^{\min\{w_j,m\}} \right) \gamma_j S_N \right) \leq \frac{1}{N} \prod_{j=1}^{s} \left( 1 + \gamma_j \left( 1 + 4 \left( 1 + 2b^{w_j} \right) \log N \right) \right) \\
\leq \frac{1}{N} \prod_{j=1}^{s} \left( 1 + 13\gamma_j b^{w_j} \log N \right).
\]

Define \( \sigma_d := 13 \sum_{j=d+1}^{\infty} \gamma_j b^{w_j} \) for \( d \geq 0 \). From [4, p. 222] or [6, Lemma 3] we know that
\[
\prod_{j=1}^{s} \left( 1 + 13\gamma_j b^{w_j} \log N \right) \leq \left( 1 + \sigma_d^{-1} \right)^d N^{(\sigma_0+1)\sigma_d}.
\]

For \( 0 < \delta < 1 \) choose \( d \) large enough such that \( \sigma_d \leq \frac{\delta}{\sigma_0+1} \). Then
\[
\prod_{j=1}^{s} \left( 1 + 13\gamma_j b^{w_j} \log N \right) \leq c_{\gamma,d} N^{\delta},
\]

where \( c_{\gamma,d} \) is independent of \( s \) and \( N \). Thus we have
\[ R_{N,\gamma}(z) \leq c_{\gamma,d} N^{\delta-1}. \]

We obtain \( c_{\gamma,d} N^{\delta-1} \leq \varepsilon \) and thus \( R_{N,\gamma}(z) \leq \varepsilon \) if \( N \geq \left( c_{\gamma,d} \varepsilon^{-1} \right)^{\frac{1}{1-\delta}} \). Hence, if the \( \gamma_j b^{w_j} \)’s are summable we always achieve strong polynomial tractability.
Remark 2. Whether the conditions on the $\gamma_j$’s and $w_j$’s can be mitigated while at least polynomial tractability still holds remains an unresolved problem.
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