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Summary:

The dramatic adoption of data-driven applications across different economic sectors calls for a deeper investigation into the value of data as a strategic asset\textsuperscript{1,2,3,4}. Data is fundamental to machine learning-based products and services and is considered strategic due to its externalities for businesses, governments, non-profits, and more generally for society\textsuperscript{5,6}. These externalities generate new forces within an industry that alter competitive dynamics, and consequently, call for new strategies, management practices and have significant implications for policymakers and regulators\textsuperscript{7,8,9,10,11,12,13}.

It is renowned that the value of organizations (businesses, government agencies and programs, and even industries) scales with the volume of available data. What is often less appreciated is that the data value in making useful organizational predictions will range widely. How the value of organizations scales with data volume is prominently a function of data characteristics and underlying algorithms.

One of the essential data characteristics is its time-dependency\textsuperscript{14}. Time-dependency is a frequent attribute resulting from many factors, such as changes in personal preferences, location, or changes in market, industry, or societal trends. The extent of time-dependency varies across business areas and applications. Hence, understating time-dependency’s extent and influence is salient not only to businesses and organizations that will rely on time-dependent data but also to regulators now
faced with designing policy to guard against bias, enhance user privacy, increase consumer welfare and safeguard competition.

In this research, our goal is to study how the value of data changes over time and how this change varies across contexts and business areas (e.g. next word prediction in the context of history, sports, politics). We focus on data from Reddit.com and compare the time-dependency across various Reddit topics (Subreddits). We make this comparison by measuring the rate at which user-generated text data loses its relevance to the algorithmic prediction of conversations. We show that different subreddits have different rates of relevance decline over time. The decay rate on slow-varying subreddit like “history” is very low, as data maintains its value indefinitely. In contrast, subreddits like “world news” have a significantly higher decay rate and lose their value relatively quickly.

Relating the text topics to various business areas of interest, we argue that competing in a business area in which data value decays rapidly alters strategies to acquire competitive advantage\textsuperscript{14}. When data value decays rapidly, access to a continuous flow of data will be more valuable than access to a fixed stock of data. In this kind of setting, improving user engagement and increasing user-base help creating and maintaining a competitive advantage\textsuperscript{15}.

**Main Text**

Virtually, for every industry, data-driven externalities\textsuperscript{6} create forces that shape the way businesses compete. Notably, data availability can create a growth cycle between data volume and algorithmic quality\textsuperscript{16,17}: more data leads to a better quality of products and services, which in turn increases demand\textsuperscript{18}; the increase in demand leads to an even higher volume of data and thereby completes the cycle.

The magnitude of these competitive forces is subject to change and depends on data characteristics, such as time-dependency\textsuperscript{14}. Time-dependency refers to the attribute that data’s relevance and merit in making accurate predictions decline over time. In other words, data often is a non-durable asset, and its value perishes over time. For example, the advertisement data that is valuable now in predicting a person’s purchasing preferences may be much less valuable tomorrow, next week, or
next year, as the person’s preferences will change. This kind of time-dependency can dramatically alter the balance of competitive advantage and transform data’s influence in creating “moats,” barriers to the entry of a new competitor.

Data is time-dependent for many reasons, such as changes in consumers’ taste or behavior, environmental and contextual factors, or even innovation in products and services. Innovation plays a crucial role. It creates new needs that are hard to predict from old data and makes older solutions and technologies less relevant. Since the speed of change and innovation is different between contexts, the rate at which data loses its value should vary from context to context.

This research, using natural language processing models and naturally occurring consumers’ text data from Reddit.com, shows unequal time-dependency and speed of change among different text topics representing various interest areas. We measure the change in data value for different subreddits and show they perish with different rates. For example, the value of data in the “relationship” subreddit, perishes much slowly than the value of data from “world news” and “politics” subreddits.

Reddit is a social news aggregation platform founded in 2005. As of January 2021, according to Alexa internet, Reddit is the 18th most visited website worldwide and 7th in the United States. 49% of the traffic is from the U.S. following by 10% and 5% from the United Kingdom and Canada. It has around 330 million monthly active users. On Reddit, users share their opinions on many different issues and contribute to multiple discussions.

Similar to Valavi et al. 14, we train a small variant of GPT-2, the Generative Pre-Training transformer-based model from OpenAI, for the next word prediction task. The next word prediction algorithm predicts the next word in a sentence given a sequence of words. We use cross-entropy as our loss function and choose the dataset size of 100MB that allows us to stay in the learning curve's power-law region. We measure the effectiveness curve and fit an exponential function to the measurements.

---

A https://www.alexa.com/siteinfo/reddit.com
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We train the algorithm with large dataset sizes to assure it is adequately tuned to linguistic models. Consequently, at this level of training, we believe errors in predicting the next words mostly stem from the changes in different topics. For example, in the computer operating system topic space, after the sequence, "download windows," we may expect ‘XP’ in 2002 and '10' in 2020. Similarly, in science, as time goes by, researchers propose better experimentation methods and may find altered results. For example, if they claimed in 2002 that "Coffee drinking is good for heart disease" and then change the claim in 2020 to "Coffee drinking is not good for heart disease," the next word prediction algorithm picks up this development. As a result, much like the vast literature on online word-of-mouth and its economic implications,22,23,24,25,26,27 we believe that our findings in this research are informative about the speed of change and innovation in various business areas.

**Perishability Measurement Method**

Data perishability studies change in the value of data over time. We define a metric called data effectiveness14 to capture data’s relative effectiveness in making predictions at every point in time. The perishability is then to see how the data effectiveness changes over time.

We elaborate on how to measure data effectiveness using an example shown in Figure 1. As depicted in Figure 1(i), we train a model on the dataset $(A)$ of size $|A|$ sampled from time 0. We then evaluate the model’s performance (Loss value) on a testing dataset sampled from time $T$. Let’s say the model produces the loss value $L$.

We then use a training dataset sampled at time $T$ to see what training set size from this sample (if tested on a dataset from time $T$) would result in a similar loss value. Let’s say size $|B|$ from time $T$ reaches $L$. $|B|$ is expected to be less than $|A|$ since $A$ has lost its predictive relevance over time.

We define the ratio $\frac{|B|}{|A|} \in [0,1]$ as dataset $A$’s effectiveness at time $T$. 
Perishability Curves Track Real-World Changes

To reassure that our method tracks real-world changes, we look into a few subreddits’ perishability curves. For example, in Figure 2, we measure the perishability of datasets from October 2012 and see if the measured changes correspond with real-world events. We can see periodicity in perishability of sports datasets like “hockey” (This is expected since we have seasonality in sport) or a flat perishability curve in “history” (This is expected since commentators in such forums usually discuss events far in the past). Yet, the most interesting behavior arises in the “politics”.

Figure 3 presents the perishability curves of the “politics” subreddit. We observe that the value of 2012's data declined mostly in mid 2015. The observation indicates that political discussions in 2015 and 2016 (Before 2016's presidential election) are not predictable from 2012's data, and we suspect a drastic shift in the political landscape and a change in political discussions on those years. These observation highlights our method’s functionality in tracking changes over time.
Effective dataset sizes for multiple topics. This graph visually shows the difference in data perishability between the topics. It is worth noting that for most subreddits, the dataset’s effectiveness is not constantly diminishing. We see ripples or sudden drops in value. The general trend, though, shows a decrease in the overall value of data over time.

Effective dataset sizes for politics subreddit (Blue) and entire Reddit data (Yellow). The dataset from all Reddit topics has a monotonic decrease in value. In contrast, the dataset sampled in October 2012 from the politics subreddit perishes mainly at the beginning of 2015 and reaches the lowest point in February 2016 (The months leading to the 2016 United States presidential election)
Characterizing the Perishability Trends

The perishability curves in Figure 2 don’t lend themselves to a unique functional form. We can observe a macro trend for each curve, showing an overall decline in the value of data and a micro-trend that often manifests itself with periodicity. The micro-trend is particularly visible in the “hockey” subreddit dataset in Figure 2. For the rest of this section, we focus on the macro trends and characterize the overall decline rate in the data value for the entire Reddit dataset and a few subreddits.

We find (Explained in supplementary information section) that exponential function fits the decay trend best. Table 1 shows the estimated exponential decay rates $\mu$ from the functional form $e^{-\mu t}$ for different subreddits. It is estimated using

$$\log(y) = -\mu t + u$$

where $y$ is the measured effectiveness, $t$ is time (in years), and $u$ is normally distributed fitting noise. Since decay rates might be hard to interpret, we also provided the dataset half-life-time. Half-life-time is the period that it takes for a dataset to loses half of its predictive substance, i.e., the time $t$ where $e^{-\mu t} = \frac{1}{2}$. Figure 4 provides the half-life-time for multiple subreddit datasets.

| Table 1) Perishability rate measurements for several topics. |
|-------------------------------------------------------------|
| ESTIMATE ($-\mu \frac{1}{\text{year}}$) | HALF-LIFE-TIME (YEARS) | STANDARD ERROR (ALL ESTIMATES ARE SIGNIFICANT AT 10^-3) |
|-------------------------------------------------------------|
| HISTORY | -0.004 | 100> (168.9) | 6.56E-04 |
| RELATIONSHIP | -0.010 | 66.69 | 4.71E-04 |
| MOVIES | -0.026 | 26.53 | 0.001 |
| FOOD | -0.048 | 14.39 | 0.002 |
| TECHNOLOGY | -0.054 | 12.78 | 0.003 |
| APPLE (THE COMPANY) | -0.059 | 11.76 | 0.001 |
| ENTIRE REDDIT | -0.084 | 8.22 | 0.001 |
| NFL | -0.100 | 6.92 | 0.003 |
| MUSIC | -0.108 | 6.43 | 0.004 |
| BASEBALL | -0.122 | 5.67 | 0.005 |
| POLITICS | -0.151 | 4.58 | 0.004 |
| NBA | -0.189 | 3.67 | 0.004 |
| SOCCER | -0.230 | 3.00 | 0.006 |
| WORLD NEWS | -0.233 | 2.97 | 0.005 |
| HOCKEY | -0.245 | 2.83 | 0.009 |
It is interesting to see that subreddits like “relationship” appearing to be durable. In other words, the way people talk about relationships is not changing quickly. In contrast, it takes 4-5 years for a dataset of 100MB in “politics” to lose half of its predictive substance.

Two other interesting topics arise from United States professional sports setting by comparing the National Basketball Association (NBA) and the National Football League (NFL). They have significantly different half-life-time. We believe it is due to their structural differences. To name one, the number of games each team plays each season in the NBA is 82, whereas it is 16 games in the NFL. In total, the NFL has 256 games per season, which is much smaller than the NBA. Therefore, the opportunity of new events in the NBA is naturally higher, which accounts for 3.67 years of half-life time comparing to 6.92 years in NFL. Similarly, National Hockey League schedules 82 games per team, and therefore the subreddit “hockey” has perishability rate similar to NBA's.

Other factors like players' longevity and movements are essential in the predictability of events. Basketball, football, and hockey are physically demanding sports and have roughly similar players' longevity. Hence, the number of games is a good proxy for measuring the number of new events. In contrast, the baseball subreddit, despite MLB's 162 games per season, has lower perishability. It means that the rate of new events per season is lower for MLB comparing with NFL, NBA, or NHL. A good explanation for this is players' longevity, which is higher in baseball.
Pairwise Comparison of Macro Trends

In the previous section, we measured the decay rates for a few subreddits and observed varying degrees of perishability over different topics. This section wants to certify that the decay rates (macro trends) are different between subreddits, i.e., to see if two datasets have indistinguishable macro trends if they have similar perishability rates. To answer this question, we formulate a new test that captures the difference between every subreddit pairs as follows:

$$\log(y_i) - \log(y_j) = -\beta t + \epsilon \quad (2)$$

Where $y_i$ is the measured effectiveness for topic $i \in \{relationship, history, \ldots\}$, $t$ is time, and $\epsilon$ is the normally distributed noise. The coefficient $\beta$ should be zero if two topics have identical decay rate. Therefore, in comparing different topics, the null hypothesis would be $\beta = 0$.

Table 2 shows the p-value for subreddit pair’s $\beta$ estimates. We expect a higher p-value (shown in darker blue) if two datasets have relatively indistinguishable macro trends. Statistically speaking, darker blue means that a significant difference in perishability rates is not evident from our data using the exponential decay model.

In Table 2, we see about ten dark blue clusters of subreddit pairs. Though we can’t establish a causal relationship between the subreddits in each cluster, it is still worth noting that a casual relation would lead pairs of subreddits to belong to the same cluster. For example, we expect subreddits like “gaming”, “board games,” and “games” to belong to the same cluster. We don’t want to draw a causal conclusion, but it is interesting to see that the pairs (economics, conservative) and (economics, bitcoin) have dark blue in table 2. Yet, the pair (conservative, bitcoin) has a light blue color.
Table 2) P-Values for estimated $\beta$ (The difference between perishability rates). There are four colors in this graph. Very light blue means that the subreddit pair’s estimated $\beta$ is different from zero at 10-3 significance level. Light blue and blue colors show significance at 0.01 and 0.05 levels, respectively. The darkest blue color indicates that the p-value is higher than 0.05, meaning that for the exponential decay model, a significant difference in perishability rates is not evident from our data.

Implications

Data perishability has strategic implications for businesses that provide data-driven products and services. High perishability undermines the importance of data volume or historical data in creating a competitive advantage\textsuperscript{14}. On the other hand, as proved in the supplementary information section and also suggested by Claussen et al.\textsuperscript{28}, increasing the flow of data can compensate for the volume’s value loss due to perishability.

Our findings directly influence practices benefiting from user-generated text data\textsuperscript{29,30,31,32,33}. For example, services and products like search engines, recommendation systems, and AI-enabled
personal assistants and translators can adjust the algorithms and training data repository to account for the importance of data flow in different contexts.

Although our perishability analysis has been limited to products and businesses driven by the language models, we believe the conclusion that the data perishability rate is a function of dataset can be extended to other businesses. In other words, our method indirectly illustrates how different business areas might differ with respect to the rate of decay in data value and hence, the importance of data flow in their operations. Subsequently, business areas facing higher perishability offload historical data more frequently which not only reduces the dataset size and the complexity of operation, but it increases the effectiveness of the datasets. Besides, removing unnecessary data in the offloading process answers some of the users’ privacy concerns.

To increase the data flow, businesses can, for example, increase user engagement or expand the user-base when there exist user-wide externalities. The importance of growing user-base highlights the possibility of market dominance and concentration, making our findings relevant to antitrust debates. Therefore, from the regulatory perspective, authorities should be aware of the profound difference in the value creation dynamics across business areas. They should craft policies considering economic models that include the flow dynamics for business areas facing higher perishability than models solely based on data stock.

Our method in measuring a dataset's effectiveness can be used in other research areas such as linguistic, economics, and social sciences. For example, one can study the socio-economic impact of innovation, policy introduction, or stimuli on the user's behavior by observing user-generated text data's predictability. While in our paper, we used the next word prediction task to track behavior changes, other types of prediction tasks can be used depending on the research domain and question.

The supplementary information section contains proofs, details of implementation, and a broader discussion on the choices we made in this paper.
References:

1. Abrardi, L., Cambini, C., and Rondi, L., 2019. The economics of Artificial Intelligence: A survey. Robert Schuman Centre for Advanced Studies Research Paper No. RSCAS, 58.
2. Agrawal, A., Gans, J., and Goldfarb, A., 2018. Prediction machines: the simple economics of artificial intelligence. Harvard Business Press.
3. Carriere-Swallow, M.Y. and Haksar, M.V., 2019. The economics and implications of data: an integrated perspective. International Monetary Fund.
4. Crémer, J., de Montjoye, Y.A. and Schweitzer, H., 2019. Competition policy for the digital era. Report for the European Commission.
5. Gregory, R.W., Henfridsson, O., Kaganer, E., and Kyriakou, H., 2020. The Role of Artificial Intelligence and Data Network Effects for Creating User Value. Academy of Management Review.
6. Ichihashi, S., 2020. The Economics of Data Externalities. Discussion paper, Bank of Canada.
7. De Corniere, A., and Taylor, G., 2020. Data and Competition: a General Framework with Applications to Mergers, Market Structure, and Privacy Policy. CEPR Discussion Paper No. DP14446.
8. Lambrecht, A., and Tucker, C.E., 2015. Can Big Data protect a firm from competition? Available at SSRN 2705530.
9. Newman, N., 2014. Search, antitrust, and the economics of the control of user data. Yale J. on Reg., 31, p.401.
10. Van Til, H., van Gorp, N. and Price, K., 2017. Big Data and Competition, Ecorys.
11. Varian, H., 2018. Artificial intelligence, economics, and industrial organization, (No. w24839) National Bureau of Economic Research.
12. Furman, J. and Seamans, R., 2019. AI and the Economy. Innovation Policy and the Economy, 19(1), pp.161-191.
13. Sokol, D.D. and Comerford, R., 2015. Antitrust and Regulating Big Data. Geo. Mason L. Rev., 23, p.1129.
14. Valavi, E., Hestness, J. Ardalani, N., Iansiti, M., 2020. Time and the Value of Data. Harvard Business School working paper 21-016.
15. Katz, M.L., and Shapiro, C., 1985. Network externalities, competition, and compatibility. The American economic review, 75(3), pp.424-440.
16. Hagiu, A., and Wright, J., 2020. Data-enabled learning, network effects, and competitive advantage. Working Paper.
17. Prüfer, J., and Schottmüller, C., 2017. Competing with big data. TILEC Discussion Paper No. 2017-006, Centre Discussion Paper 2017-007.
18. Hestness, J., Narang, S., Ardalani, N., Diamos, G., Jun, H., Kianinejad, H., Patwary, M., Ali, M., Yang, Y. and Zhou, Y., 2017. Deep learning scaling is predictable, empirically. arXiv preprint arXiv:1712.00409.
19. Fan, A., Jernite, Y., Perez, E., Grangier, D., Weston, J. and Auli, M., 2019. Eli5: Long form question answering. arXiv preprint arXiv:1907.09190.
20. GPT-2 Source Code, OpenAI, 2018-2020 (https://github.com/openai/gpt-2).
21. Radford, A., Wu, J., Child, R., Luan, D., Amodei, D., and Sutskever, I., 2019. Language models are unsupervised multitask learners. OpenAI Blog, 1(8), p.9.
22. Kwark, Y., Chen, J. and Raghunathan, S., 2018. User-generated content and competing firms’ product design. Management Science, 64(10), pp.4608-4628.
23. Monske, S., 2018. The Impact of Electronic Word-of-Mouth on Consumers and Firms. Readbox Unipress/Münster (Westf).
24. Chen, Y. and Xie, J., 2008. Online consumer review: Word-of-mouth as a new element of marketing communication mix. Management science, 54(3), pp.477-491.
25. Godes, D., and Mayzlin, D., 2004. Using online conversations to study word-of-mouth communication. Marketing science, 23(4), pp.545-560.
26. Gruhl, D., Guha, R., Kumar, R., Novak, J. and Tomkins, A., 2005, August. The predictive power of online chatter. In Proceedings of the eleventh ACM SIGKDD international conference on Knowledge discovery in data mining (pp. 78-87).

27. King, R.A., Racherla, P., and Bush, V.D., 2014. What we know and don't know about online word-of-mouth: A review and synthesis of the literature. Journal of interactive marketing, 28(3), pp.167-183.

28. Claussen, J., Peukert, C. and Sen, A., 2019. The Editor vs. the Algorithm: Economic Returns to Data and Externalities in Online News. Available at SSRN 3479854.

29. Babić Rosario, A., Sotgiu, F., De Valck, K. and Bijmolt, T.H., 2016. The effect of electronic word of mouth on sales: A meta-analytic review of platform, product, and metric factors. Journal of Marketing Research, 53(3), pp.297-318.

30. Dhar, V., and Chang, E.A., 2009. Does chatter matter? The impact of user-generated content on music sales. Journal of Interactive Marketing, 23(4), pp.300-307.

31. Ghani, R., Probst, K., Liu, Y., Krema, M., and Fano, A., 2006. Text mining for product attribute extraction. ACM SIGKDD Explorations Newsletter, 8(1), pp.41-48.

32. Mishne, G. and Glance, N.S., 2006, March. Predicting movie sales from blogger sentiment. In AAAI spring symposium: computational approaches to analyzing weblogs (pp. 155-158).

33. Archak, N., Ghose, A., and Ipeirotis, P.G., 2011. Deriving the pricing power of product features by mining consumer reviews. Management science, 57(8), pp.1485-1509.

34. Zhu, F., and Iansiti, M., 2012. Entry into platform-based markets. Strategic Management Journal, 33(1), pp.88-106.
Supplementary Information Section

1. Why Time-Dependency?

Data is time-dependent for many reasons, among which we can mention the change in consumers' taste or behavior and, more importantly, innovation in products and services. Innovation plays a key role in time-dependency. It is because it creates new needs that are hard to predict from old data. Besides, due to innovation, older solutions and technologies are gradually being eliminated, which means that data becomes irrelevant in some cases.

As an example, consider data on kerosene's price and consumption. Before electricity, kerosene was used on lamps to light homes and offices. With the invention of electric bulbs, kerosene lost its lighting purpose, and rare is a time to see it being used for lighting. Consequently, consumers have different price elasticity, which means using kerosene's price data to study macroeconomic questions may not be as relevant as it was many years ago. Besides, the invention of electricity created new consumer needs like refrigerators, air conditioning systems, the Internet, and social media, which changes consumers' behavior.

In kerosene’s example, it took decades to witness the change, and the speed of decline for data appeared to be slow. In contrast, in electronics and particularly the cellphone business, change happens at a faster pace. Less than two decades ago, smartphones were introduced, and with them came many innovations in communication methods and devices. Because of these changes, earlier cellphones are becoming less usable and, in some cases, not even compatible with telecom infrastructure.

Similar to our argument on kerosene, using data on old cellphones is not as relevant as using recent cellphone's data. It means the speed of change in the cellphone business is even faster than the speed of change in the energy sector. These observations are market-specific and are affecting every firm within a market. For example, if consumers' taste changes fast, all firms should follow the change quickly or lose the business. Because of it, the speed of change has market level consequences and may change modes of competition.
2. Advantages over Alternative Measurement Methods:

One way to compare different markets/industries with respect to their speed of change is to create a pool of companies from different industries and study how relevant are the old data to their current problems. For example, we can take companies like Uber in the rideshare business and New York Times from news and media to study how consumer's data lose value in time for those specific companies and generalize it to their industry, respectively.

This method has several challenges. To name a few, we can mention selection biases, algorithmic differences, and availability. About selection biases, not everyone is doing business with Uber, and similarly, New York Times readers have a particular taste. Therefore, there are biases in how data is generated, making the comparison difficult, and not generalizable to other companies in the same industry.

As of algorithmic difference, we can immediately tell that New York Times and Uber are in different businesses, and therefore, they need data for different purposes. Besides, perishability changes with the learning curve and scalability of algorithms. Since NYT and Uber use user's data for different tasks and use different algorithms with distinct scaling behavior, perishability measures, as defined in Valavi et al.\textsuperscript{14} are not directly comparable.

Finally, even if we solve selection biases and algorithmic differences issues, it is not easy, if not impossible, to get users data from companies to do the analysis.

3. Design of Experiment:

Data Collection and Processing

We choose the Reddit post dataset as it fits our needs (Data was collected for Fan et al.\textsuperscript{19}). This dataset is a collection of posts and comments from 2006 to 2018. It was scraped from Reddit between September 2006 and July 2018. We preprocessed the dataset to create flat text files with the following form:

| Title (6): What was the biggest scandal in your school? |
| Text: |
| Comment (4): Vampires. This was almost 6 years ago now at my high school, but vampires. Do a quick... |
The ‘Title’ is the title that the author specified when posting the submission, and ‘Text’ is an optional field of body text associated with the post. After the post, each line is a comment from other users designated by ‘Comment’. The comments only contain text. The values in parenthesis are submission or comment scores based on upvotes or downvotes given to each by users. We filtered posts and comments with scores less than 2.

We split the dataset into chunks based on the submissions and comments’ timestamp. We aim for 100 million words per time period, so we group data together until each split is at least that large. Specifically, we group posts and comments into monthly periods for the years 2012 to 2018 since those periods had sufficient data to investigate different topics.

Finally, we subdivide the data from each time period to form a standard machine learning training and testing setup for collecting learning curves. First, we randomly sample and split the posts (and their respective comments) into training, development/validation, and test/evaluation subsets. The development and test sets are at least 2 million words each. The development set is used to validate that the model is learning to generalize during training and to early-stop training when the model performs the best on the development set. The test set is used after training to evaluate how well the training, and we use these test sets to cross-evaluate models trained on data from other time periods. The model never trains on these subsets.

After splitting out the development and test sets, the remaining data is randomly shuffled as the full training set for the time period. We subdivide this training set into chunks of exponentially increasing size by factors of 2. Empirically, we find that datasets of size 1.25 million words are large enough to be in the power-law portion of learning curves\(^{18}\), so we break the training set into successively overlapping subsets of size 40 million, 20 million, 10 million, 5 million, 2.5 million, 1.25 million words by taking the first half of the prior subset. We train separate models on each training subset to collect how models generalize as they are allowed to train with increasing dataset size. The resulting data size-generalizability curves are learning curves for the time period.
Model Architecture and Training Process
We chose to train current state-of-the-art language models on the data to collect their generalization error and learning curves. Specifically, we train GPT-2, the Generative Pre-Training transformer-based model from OpenAI\textsuperscript{20,21}. Collecting learning curves can be costly due to the training time required to train large models on each of the training subsets. We chose to train a small variant of GPT-2 that was expected to be large enough (i.e., sufficient parameters) to overfit all of the training set splits and yet small enough to train in a reasonable amount of time---at most about 32 hours per training subset on a single GPU. We configure our GPT-2 model variant as follows: Vocabulary size 50257 sub-word tokens, maximum sequence length 512 tokens, depth 6 transformer blocks each with 8 self-attention heads, and hidden dimension 512. The model has 44.9 million parameters total—a rule of thumb in language modeling is to use a model with as many parameters as words in the largest dataset.

We train the models using the Adam optimizer with a static learning rate of 2e-4 and with batch sizes 12 and 24. The training objective is the cross-entropy loss of the model's prediction of the probability of the target next token in the input sentence. We find empirically that changing the batch size marginally changes the final loss (<0.3% change in cross-entropy), so we do not further explore optimization hyperparameters as a way to mitigate total training time. Finally, we validate the models using the development dataset every 50-200 training steps, depending on the dataset's size—smaller datasets require fewer training steps for the model to converge. We early-stop training when the development set loss stops improving for more than 15 validation runs.

Evaluation Process and Effective Dataset Size
Our objective is to evaluate how well a dataset for one time period can predict values for each other time period’s data—a measure of how much the data distribution has changed over time. We start by finding the “best” model for each time period and each dataset size. During a training run of a given time period and given training set size, each training step updates the model's weights. We periodically validate the models on the given time period's development set and designate the model weights that achieve the best development set loss as the “best” model in each training run. When we test with multiple different batch sizes, we choose the best model of the separate training
runs as the best model for the time period and training set size. This “best” model selection process mimics the way models are chosen for deployment in AI-enabled products.

Now, for a given time period, we have collected the best model for each training set size ranging from 1.25 to 40 million words, allowing us to construct learning curves across different time periods. We cross-evaluate all best models—one for each time period and training set size—by evaluating them on the test sets for all other time periods. We use these results to curve fit learning curves: Given the best models for the time period, \( t_1 \), and their evaluation scores for the time period, \( t_2 \) (\( t_2 \) can be equal to \( t_1 \)), these scores show how increasing the training set size from period \( t_1 \) might improve prediction accuracy for time period \( t_2 \). We curve fit these scores with power-laws\(^{17}\).

Finally, we invert these learning curves to estimate the equivalent dataset size from time period \( t_1 \) when predicting time period \( t_0 \). Start with the best model, \( m_{t_1,50M} \), for time period \( t_1 \) trained on 50 million words, for example. Evaluate \( m_{t_1,50M} \) to collect cross-entropy loss for time period \( t_0 \). Now use the learning curve for models trained and tested on time period \( t_0 \) to estimate how much training data from time period \( t_0 \) is required to achieve that cross-entropy loss. Suppose the inverted learning curve yields 40 million words required in time period \( t_0 \), then the equivalent dataset size from time period \( t_1 \) is 40 million words at time \( t_0 \), or it is effectively 80% of its time \( t_1 \) size.

### 4. Exponential or Power-law Decay Functions?

As shown in figure 2, there is no unique functional form describing the value loss. Sometimes, the wind of change blows strongly, and other times the entire world stops. An example of this can be seen in the politics topic in the years leading to the 2016 U.S. presidential election (Figure 3).

Therefore, we consider a functional that takes the difference between training and testing time as an input, and outputs the effective size. In other words, this functional is independent of the testing and the training times and only takes the difference as input. This is a valid assumption because of the measurements provided in Valavi et al.\(^{14}\) on the value loss over entire Reddit data. In that paper, the equivalence graphs showed that text data's value decline is independent of sampling and testing
times. In these graphs, equivalence appears as a function of the difference in testing and sampling times.

Besides, for this paper's purpose, which compares the speed of change between different topics, we need the function to have only one scalar parameter measuring the decay. This function is decreasing and bounded from below by zero, which means that a convex function could be a suitable candidate.

Consequently, we decide to test the exponential and the power-law functional forms since they both satisfy the mentioned conditions. The visual inspection, provided in Figure 5, suggests that the exponential function describes the value decay better between these functionals.

Figure 5) Power-law (Left plot) and exponential (Right plot) curve fitting. We expect to see a linear representation in either graph.

In Figure 5 left, we took the log from the time dimension and expected to see a linear functional form if the power-law decay model describes the measurements. As apparent from the graph, it is not linear. In contrast, taking the log from the effectiveness, it is easy to observe a linear relation meaning that the exponential decay model describes the measurements best.

5. Perishability and Data Flow:
As previously shown in Valavi et al., for highly time-dependent businesses, the data volume does not significantly contribute to the scalability of data-driven AI solutions. To such an extent that there is a finite upper-bound on the effective size of perishable datasets. This bound shows that the
data network effect cycle saturates and does not scale beyond the upper-bound even with a dataset of infinite sizes (That has shifted distribution).

In this paper, we show that data flow, to some extent, mitigates the scaling limitations. Expanding the user-base, in the presence of user-wide externalities, or increasing user engagement create the required data flow. Either way, the increase in data flow leads to an increase in the equivalent size.

The proof requires several theorems. First, we mention\textsuperscript{14} that net distribution, in the dataset gathered over a period of time, is solely a function of the underlying data distribution and the sampling density. Hence, multiplying the dataset size by a constant that shows the increase in the flow does not change the net distribution, yet it improves the dataset's equivalent size. Second, we show that in comparison with non-perishable data, it is likelier for the perishable data to offload\textsuperscript{14} the dataset and move the equivalent time\textsuperscript{14} closer to the prediction time. Getting the equivalent time closer to the prediction time increases the upper-bound limit and, thereby, enhances the effectiveness of data flow in improving quality.

Putting these theorems together, we conclude that data flow derives the scale in time-dependent business. In a nutshell, the following two forces make the information flow the primary driver of value creation for a perishable dataset:

- Pushing the equivalent time closer to prediction time through off-loading, which makes historical data less critical.
- Increasing the upper-bound of equivalent size for equivalent times closer to the prediction time, which makes the flow the main scalability driver.

Terminology and definitions

Definition 1-4: For a dataset \((D_{n,[0,t],\lambda_t})\) of size \(n\) that has been sampled since \(t\) periods prior to prediction time with the density function \(\lambda_t\) (Where for \(\forall s \in [0, t], \lambda_s \in [0,1]\) and \(\int_0^t \lambda_s ds = 1\)) we define following:

1) Equivalent time \(t^* \in [0, t]\) is the time that an IID dataset of size \(n\) from the time \(t^* (D_{n,t^*})\) produces the loss value equal to the loss value of \(D_{n,[0,t],\lambda_t}\).
2) Equivalent size\(^1\(^2\) \(\bar{n}_{D_{n,[0,t],\lambda_t}}\) is the size \((E)\) in figure 1. If the dataset is sampled only at time \(t\) \((D_{n,t})\) we use the notation \(\bar{n}_{D_{n,t}}\).

3) Effectiveness\(^1\(^2\) \(E_{D_{n,[0,t],\lambda_t}} = \frac{\bar{n}_{D_{n,[0,t],\lambda_t}}}{n}\) or alternatively \(E_{D_{n,t'}} = \frac{\bar{n}_{D_{n,t'}}}{n}\) is the ratio of \(\frac{\text{size}(E)}{\text{size}(A)}\) in figure 1.

4) Substitution function\(^1\(^2\) \(f_{\delta}(t_1, t_2) = \frac{\bar{n}_{D_{n,t_1}}}{\bar{n}_{D_{n,t_2}}}\) shows the gain in equivalent size when we substitute data from time \(t_2\) with a dataset from time \(t_1\).

Assumption 1:

1) The equivalent size \(\bar{n}_{D_{n,t}}\) is monotonically decreasing over time.

Definition 5) Datasets from topic/business \(H\) is more perishable comparing to datasets from topic/business \(L\) if, fixing the sampling function \(\lambda_t\) and the size for both datasets, we have

\[\bar{n}_{H_{n,t_1}} - \bar{n}_{H_{n,t_2}} > \bar{n}_{L_{n,t_1}} - \bar{n}_{L_{n,t_2}}\]

For all \(t_1, t_2 \in [0, t]\) and \(t_1 < t_2\).

Lemma 1) (Valavi et al.\(^1\(^4\)) The net distribution for the dataset \(D_{n,[0,t],\lambda_t}\) is equal to

\[P_{[0,t],\lambda_t}(x) = \int_0^t P_s(x) \lambda_s ds\]

Which is independent of the size. ■

Theorem 1) Highly time-dependent datasets have equivalent time closer to the prediction time than less perishable datasets.

Proof: We focus on the off-loading mechanism and how it is reasonable for a highly perishable dataset to off-load more often than a less perishable dataset. To prove the theorem, we first prove that highly perishable data has a sharper substitution curve meaning \(f^H_{\delta}(t_1, t_2) > f^L_{\delta}(t_1, t_2)\) where \(H, L\) means high and low perishability. Then, we use this inequality to prove that every off-loading iteration for a low perishable dataset is also an off-loading iteration for a high perishable dataset. Therefore, we conclude that high perishable data has equivalent time closer to prediction time.
Definition 5 states that $H$ is more perishable than $L$ if

$$\bar{n}_{H_n,t_1} - \bar{n}_{H_n,t_2} > \bar{n}_{L_n,t_1} - \bar{n}_{L_n,t_2} \quad (3)$$

Since $\bar{n}_{L_n,0} = \bar{n}_{H_n,0} = n$, we alternatively have $\bar{n}_{L_n,t} > \bar{n}_{H_n,t}$ or $E_{n,t} > E_{H,n,t}$. In other words, data from low perishable datasets remain effective for a longer time. Therefore, we have

$$\frac{1}{\bar{n}_{H_n,t_2}} > \frac{1}{\bar{n}_{L_n,t_2}}$$

Multiplying above inequality to inequality (3) we have

$$\frac{\bar{n}_{H_n,t_1} - \bar{n}_{H_n,t_2}}{\bar{n}_{H_n,t_2}} > \frac{\bar{n}_{L_n,t_1} - \bar{n}_{L_n,t_2}}{\bar{n}_{L_n,t_2}}$$

$$\Leftrightarrow \frac{\bar{n}_{H_n,t_1} - \bar{n}_{H_n,t_2}}{\bar{n}_{H_n,t_2}} \geq \frac{\bar{n}_{L_n,t_1} - \bar{n}_{L_n,t_2}}{\bar{n}_{L_n,t_2}} \Leftrightarrow f_n^H(t_1,t_2) > f_n^L(t_1,t_2)$$

Which proves the first step. For the second step, consider a highly perishable dataset $H_{n,[0,t],\lambda_t}$ with identical sampling density function and equal size to a less perishable dataset $L_{n,[0,t],\lambda_t}$. The condition for a successful off-loading iteration from the equivalent time $t^*$ to $t^{**}$ is

$$f_{n-n_0}(t^{**},t^*) > \frac{n}{n-n_0}$$

Since we assumed both $H_{n,[0,t],\lambda_t}$ and $L_{n,[0,t],\lambda_t}$ have identical sizes and sampling density functions, deleting identical period’s data from both datasets still makes them have equal sizes. Consequently, for $t_1 < t_2$, any off-loading iteration that changes $L_{n,[0,t_1],\lambda_t}$ to $L_{n-n_0-[0,t_1],\lambda_t}$ is also an iteration for $H_{n,[0,t_2],\lambda_t}$ to $H_{n-n_0-[0,t_1],\lambda_t}$ since:

$$f_n^H(t_1,t_2) > f_n^L(t_1,t_2) \geq \frac{n}{n-n_0}$$

And that completes the proof.■

**Theorem 2** (Valavi et al.\textsuperscript{14}) The upper-bound on the equivalent size decreases in $t$. The closer the equivalent time to the prediction time, the larger the upper-bound on equivalent size.

**Proof:** The upper-bound is equal to $\bar{n}_{D_{n,t}}$ since $\bar{n}_{D_{n,t}}$ is increasing in the number of data points. Assuming a monotonic decline in the equivalent size means that this upper bound is indeed decreasing in time.■