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Abstract

The patient with ischemic stroke can benefit most from the earliest possible definitive diagnosis. While the high quality medical resources are quite scarce across the globe, an automated diagnostic tool is expected in analyzing the magnetic resonance (MR) images to provide reference in clinical diagnosis. In this paper, we propose a deep learning method to automatically segment ischemic stroke lesions from multi-modal MR images. By using atrous convolution and global convolution network, our proposed residual-structured fully convolutional network (Res-FCN) is able to capture features from large receptive fields. The network architecture is validated on a large dataset of 212 clinically acquired multi-modal MR images, which is shown to achieve a mean dice coefficient of 0.645 with a mean number of false negative lesions of 1.515. The false negatives can reach a value that close to a common medical image doctor, making it exceptive for a real clinical application.
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1. Introduction

Ischemic stroke is the most common cerebrovascular disease and one of the most frequent causes of death and disability worldwide. A patient with ischemic stroke can benefit most
from the earliest possible definitive diagnosis, and imaging plays an essential role in the assessment of patients (Crichton et al., 2016). Due to its excellent soft tissue contrast, the magnetic resonance imaging (MRI) has become the modality of choice for clinical evaluation of ischemic stroke lesions. For a quantitative analysis of stroke lesion in MRI images, the expert manual segmentation is still a common approach and has been employed to compute the size, shape and volume of the stroke lesions. However, it is a tedious and time consuming task and is non-reproducible. Therefore, the development of fully automated and accurate stroke lesion segmentation method has become an active research field, but it is not easy task (Ashton et al., 2003).

Conventionally, the lesion segmentation is treated as an abnormality detection problem, where a healthy atlas is established, and the lesions are detected according to the differences in tissue appearance (Doyle et al., 2013; Gooya et al., 2011; Liu et al., 2014; Schmidt et al., 2012). The brain appearance, however, differs from patient to patient, and the lesion may also cause deformation in brain structure. Moreover, the MRI acquired from different machines may also introduce different levels of noise and deformation of brain tissue appearance, leading to incorrect detection and segmentation. Therefore, many machine-learning methods have been proposed, where the features are learnt from massive training data, and high segmentation accuracy can be achieved. For instance, random forest based methods were used in the literature (Ellwaa et al., 2016; Le Folgoc et al., 2016; Lefkovits et al., 2016; Song et al., 2016), which presents good performance in brain tumor segmentation by using hand-crafted features.

Note that the performance of the random-forests-based methods heavily rely on the manually annotated features. To achieve better performance, it is preferable to make the machine find the features from the data by itself. The deep learning is a machine-learning approach that uses layered hierarchical, graphical networks to extract features from data at progressively higher levels of abstraction (LeCun et al., 2015). In recent years, the deep-learning-based methods have been widely used in object classification and semantic image segmentation thanks to its recent breakthrough in convolutional neural network (CNN). The deep learning methods are originally used for image classification for daily images, such as flowers, persons, etc., and have achieved 2.3% top-5 error in the classification of 1000 objects in Imagenet Large Scale Visual Recognition Challenge (ILSVRC) 2017. When applied to biomedical image classification and segmentation, the deep learning methods suffers from the lack of data. For instance, the ILSVRC 2017 dataset contains 1,431,167 images, while the brain tumor segmentation (BraTS) challenge 2015 has only 274 patients in the training dataset and 110 patients in the testing dataset (Menze et al., 2015). In the sub-acute stroke lesion segmentation task of the ischemic stroke lesion segmentation (ISLES) 2015 challenge, the dataset is much smaller, with 28 patients in the training dataset and 36 patients in the testing dataset (Maier et al., 2017). The insufficient data limits its ability to learn features from the training data, and may also lead to over-fitting on the training data. Despite of this, many deep-learning-based methods have been proposed for brain tumor and ischemic stroke segmentation (Havaei et al., 2017; Kamnitsas et al., 2016, 2017; Pereira et al., 2016; Randhawa et al., 2016), and presents good performance. Note that the CNN is originally developed for image classification, one of the most popular methods is to convert the image

2
segmentation task to a pixel-by-pixel classification, and dedicated loss functions have been
designed to overcome the huge class imbalance between the normal tissues and the lesion
tissues (Havaei et al., 2017; Pereira et al., 2016; Randhawa et al., 2016).

Such approaches, however, are generally memory and computation consuming, as the
surrounding area of each pixel should be included to provide contextual information in
classifying each pixel. Inspired by the pioneering work of Long et al. (Long et al., 2015)
where a fully convolutional network (FCN) was proposed by replacing the fully-connected
layers as convolutional layers, Kamnitsas, et al proposed a 3D-Convolution-based FCN,
known as DeepMedic, which won the ISLES 2015 and BraTS 2015 challenges (Kamnitsas
et al., 2016, 2017). In ISLES 2015 dataset, it is able to detect sub-acute ischemic stroke
lesion of 34 out of 36 patients, and achieves a Dice coefficient of 0.59 on the test dataset
(Kamnitsas et al., 2017). In BraTS 2015 challenge, it achieves a Dice coefficient of 0.85 in
segmenting the tumor tissues (Kamnitsas et al., 2016). The promising results in ISLES and
BraTS shows the great potential of deep learning in the brain tissue segmentation tasks.
However, the MRI images provided in the challenge datasets are acquired for scientific usage
with a high resolution of $1 \times 1 \times 1$ mm per voxel. In clinical image, the image slices are usually
much thicker, typically 5 mm, and the data cannot be preprocessed with methods such as
brain extraction, cerebrospinal fluid removal, standardization. Therefore, the DeepMedic
developed for BraTS and ISLES datasets cannot be applied directly in clinical data.

Recently, clinical diffusion weighted image (DWI) data has been applied to lesion seg-
mentation of acute ischemic stroke base on deep learning technique and presents a very
promising results (Chen et al., 2017), where a network which combines two Deconvolution
Network (DeconvNet) (Noh et al., 2015) is developed and trained on a clinical dataset of 741
acute ischemic stroke patients. A multi-scale CNN is further developed to remove poten-
tial false positives. The mean dice coefficient, mean number of false positives and the mean
number of false negatives achieved in (Chen et al., 2017) are 0.67, 3.27 and 4.07, respectively.
While the former two are reasonable, the latter is relatively too large. In clinical diagnosis,
the false negatives (FNs) are more fatal compared to false positives (FPs) due to the fact
that the FPs can be possibly filtered by doctors while the FNs, which are sometimes too
subtle to be noticed, will lead to severe misdiagnosis accident when the misclassified lesion
is the only lesion in the brain. This motivates us to study how to further reduce the FNs
to develop a practical deep-learning based stroke lesion segmentation method for clinical
diagnosis usage.

In stroke diagnosis, only DWI is not sufficient for the diagnosis of ischemic stroke due
to the T2 shine-through effects and chemical shift artifact. Therefore, more acquisition
parameters, such as Apparent Diffusion Coefficient (ADC) and T2-weighted images (T2WI),
should be included in the diagnosis (Kaesemann et al., 2014). In this paper, we will show
that the lesions can be precisely detected by using DWI, ADC and T2WI in the diagnosis.
In the clinical work, we catch sight of acute and subacute strokes frequently coexist in the
brain tissues, making them difficult to be clearly separated in segmentation. Moreover,
subacute stroke lesions also have its clinical significance, and are usually required to be
evaluated in clinical diagnosis. Therefore, we propose to segment both acute and subacute
ischemic stroke lesions to provide useful reference for clinicians.
For improving the performance of a CNN, it is natural to use more convolution layers, such that more features can be extracted. However, the performance will become worse if we stack too many convolution layers, as the initial convolution layers cannot be trained due to the gradient vanishing problem. Recently, a so-called residual network (ResNet) is proposed to make the network much deeper. Instead of simply stack more convolution layers, many skip connections are added between layers of the network. Such structure allows the gradient to pass backward through the skip connections, and all the convolution layers are able to be updated to extract features since the first training epoch. In this paper, we propose a residual-structured fully convolutional network (Res-FCN) for brain ischemic lesion segmentation. Specifically, we collected the clinical data of 212 ischemic stroke patients from Nankai University affiliated Tianjin Huanhu Hospital, where 115 of them are used for training, and 97 of them for testing. By using multi-modal MRI images, i.e., DWI, ADC and T2WI, the proposed Res-FCN is able to achieve a mean number of false negatives of 1.515 per patient. The result achieved in our work sheds a light on the use of automated segmentation in clinical diagnosis.

2. Method

Fig. 1 shows the whole pipeline of our proposed residual-structured fully convolutional network (Res-FCN). The DWI, ADC and T2WI images are jointly used as input, and the output is a binary segmentation of stroke lesions. The Res-FCN is first trained by using the images with manually annotated lesions to extract features. In the testing process, the images that unknown to Res-FCN is used to generate predictions.

Before giving more detailed descriptions, here we briefly introduce the outline. Specifically, in the training process, images are normalized to zero mean and unit variation in pre-processing, and patches with the size of $N^2$ is then extracted. The patches are processed by the Res-FCN, and the results are evaluated by a loss function according to the predicted results and the ground truth of the corresponding area. The weights in the Res-FCN is
updated by using a gradient-based method to minimize the loss function that measures the
distance between the predicted segmentation and the ground truth. The detail of the loss
function will be introduced later in this section.

In the testing process, the images are cropped to patches with size of $N^2$ after normaliza-
tion, and the Res-FCN with the trained weights are used for prediction. As the output for
the $i$-th pixel $\hat{x}_i \in [0,1]$ which indicates the probability for the $i$-th pixel to be classified as
lesion tissue, a threshold $\delta$ is used to generate the final binary segmentation, where the final
binary output $\tilde{x}_i = 1$ if $\hat{x}_i \geq \delta$, and $\tilde{x}_i = 0$ otherwise. The predicted binary segmentation
label patches are finally restored to its corresponding position to generate the final output.
The details of our proposed method will be introduced in detail in the following subsections.

2.1. Patch Extraction and Data Augmentation

Note that the ischemic stroke lesions are typically small compared the normal brain
tissues, which further reduces the size of training dataset if we use the data in slice level.
Moreover, as the lesion segmentation is performed in pixel level, using the whole slice as
input will generate significant class imbalance in data. Therefore, we extract 2D image
patches of size $N^2$ as input.

In particular, we extract the patches by using a sliding window scheme with the window
size $N^2$, and a sliding step of $N/8$ for each step. To balance the number of the normal and
lesion pixels, we only include the patches with lesions into the training dataset. With a
relatively large $N$, a significant part of the normal tissue will also be included, and their
features can still be learnt by the network.

As each patient has a limited number of lesions, there is only a small number of patches
available after patch extraction. It is thus necessary to generate a large number of patches
to tune the massive network parameters. Therefore, we perform data augmentation by
horizontally flipping and randomly rotating the extracted patches. Moreover, our patch
extraction scheme can also be regarded as data augmentation by oversampling the pixels
with lesions.

2.2. Network Architecture

Fig. 2 shows the network structure of our proposed method. In this paper, we propose to
use the residual network (ResNet) (He et al., 2016) as the base network for feature extraction,
and deconvolution with stride 2 for score map reconstruction. Several shortcuts with global
convolutional network (GCN) blocks and boundary refinement (BR) blocks (Peng et al.,
2017) are used to provide higher level feature for reconstruction.

The details of the bottleneck block, GCN block, and BR block are shown in Fig. 3

2.2.1. Convolutional layers

The basic building block to construct a CNN is the convolutional layer. Several layers can
be stacked on top of each other. Each convolutional layer can be understood as extracting
features from the preceding layer, and produce the feature maps as output.
Figure 2: The architecture of the proposed network. The bottleneck block with downsampling, i.e., with convolution layers with stride 2, is highlighted in yellow. GCN: Global Convolutional Network. BR: Boundary Refinement. Conv: Convolutional layer. Deconv: Deconvolutional layer.
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Figure 3: Illustration the details of (A) bottleneck block without downsampling, (B) bottleneck block with downsampling, (C) global convolution network (GCN) block, and (D) boundary refinement (BR) block.
Each feature map $O_s$ is associated with one kernel. The feature map $O_s$ is computed as

$$O_s = \sum_r W_s \ast X_r + b_s,$$

(1)

where $W_s$ is the kernel and $b_s$ is the bias term. $\ast$ denotes convolution operator. $X_r$ is the $r$-th channel of the input. For instance, for the first convolutional layer, the input is the stack of DWI, ADC and T2WI image patches with size $N \times N \times 3$, and $X_r$ represents the $r$-th channel of the original MRI image, for $r = 1, 2, 3$. For the subsequent convolutional layers whose input is a $M \times M \times R$. In this case $X_r$ is the output of the $r$-th feature map of the preceding layer whose size is $M \times M$, for $r = 1, 2, \cdots, R$, where $R$ is the number of feature maps of the preceding convolution layer.

During the training process, each convolutional layer is able to learn the features at different levels via the gradient-based method, such as the stochastic gradient descent, on a dedicated loss function related to the misclassification error, and the gradient for each layer can be computed by using the back-propagation (BP) algorithm (LeCun et al., 2015).

One of the drawbacks of convolutional layers is that each kernel size (typically $3 \times 3$) has a limited receptive field, making it difficult to extract features from sufficiently large scale of contextual information in one layer. If we use larger kernels, the number of parameters to be tuned will grow exponentially, leading to prohibitively high computational and memory cost. More importantly, a much larger number of training data will be required if we have more parameters, which is impossible in biomedical image segmentation due to the limited number of data. Therefore, we propose to use two methods to compensate such shortcoming.

First, inspired by DeepLab method (Chen et al., 2016), we propose to use a stack of atrous convolution (also known as dilated convolution) to extract multi-scale features from the inputs. The atrous convolution is operated as

$$O[i,j] = \sum_{s=-[S/2]}^{[S/2]} \sum_{t=-[T/2]}^{[T/2]} X_r[i + d\cdot s, j + d\cdot t]W[s, t],$$

(2)

where $O[i,j]$, $X[i,j]$ and $W[i,j]$ denote the $(i, j)$-th entry in the output feature map, input image, and the $r$-th convolutional kernel, respectively. $d$ is the dilated rate. With $d = 1$, the dilated convolution converges to the conventional convolution operation in (1). Fig. 4 plots an visualized example of dilated convolution. As we can see, the atrous convolution can be interpreted as conventional convolution with a “hole” of size $d - 1$, which enlarges the receptive area of a kernel without increasing the kernel size and the number of parameters. In our work, we propose to adopt a stack of atrous convolution layers with rate 1, 2 and 4 to extract multi-scale features from the original images.

Second, we adopt the GCN and BR blocks proposed in (Peng et al., 2017) to extract more contextual information. Instead of directly using larger kernel, the GCN block employs a combination of $1 \times k + k \times 1$ and $k \times 1 + 1 \times k$ subsequently to extract the features with receptive field of $k \times k$. Compared to the $k \times k$ kernel, the GCN structure reduces the number of parameters by a factor of $\frac{2}{k}$, which enables the probability to extract more
Figure 4: Graphic illustration of convolution operation. (A) Conventional convolution. (B) Atrous convolution with dilated rate $d = 2$.

features with considerably small number of parameters. (Peng et al., 2017) justifies that the GCN structure shown in Fig. 3C is able to achieve better performance over that with a $k \times k$ kernel and that with a stack of small size kernels.

2.2.2. Pooling
It combines spatially nearby features in the feature map. Such combination makes the representation more compact and invariant to small image changes. Moreover, it also reduces the computational load for subsequent layers. In our work, we use max-pooling after the first stack of convolutional layers, and use convolution operation with stride 2 in the bottleneck blocks shown in Fig. 3B.

2.2.3. Bottleneck Block
The bottleneck block is the basic block in a ResNet with more than 34 convolutional layersootnote{In ResNet-34 or ResNet-18, a simple block is used (He et al., 2016). In our method, we propose to build the network based on ResNet-50, and therefore a bottleneck block is used in this paper.}, which are depicted in Fig. 3A and Fig. 3B. Specifically, we first use a $1 \times 1$ convolutional layer with $n$ kernels as a bottleneck layer to reduce dimensionality of the features. Then we use a $3 \times 3$ convolutional layer with $n$ kernels, and finally another $1 \times 1$ convolutional layer with $4n$ kernels to restore the depth. A skip connection with a $1 \times 1$ convolution with $4n$ kernels is used so that the input and output have the same size. Finally, the input of the block and the output of the final convolutional layer are added, and an activation is used after the summation. The number of filters are doubled every residual block, and at the same time their height and width are halved by using a convolutional layer with stride 2.
As shown in Fig. 3A, instead of learning from the whole image, the convolutional layer of each bottleneck block learns the residual part \( h(X) = f(X) - X \), where \( X \) and \( f(X) \) denote the input and output feature maps, respectively. Thanks to the skip connection, the ResNet is able to update the deepest convolutional layers, i.e., the first convolution block shown in Fig. 2, from the beginning, and solves gradient vanishing problem in a dedicated way. The bottleneck structure enables us to build deeper network and extract more features, which makes the segmentations and classifications more accurate.

2.2.4. Activation

It is used to introduce non-linearity to each artificial neuron. In our method, a rectangled linear unit (ReLu) is used as an activation function in all layers except the last convolution layer. The ReLu function is defined as

\[
f(x) = \max(0, x).
\]

The sigmoid function is used in the last convolution layer to construct a probability map of segmentation, which is defined as

\[
f(x) = \frac{1}{1 + e^{-x}}.
\]

2.2.5. Regularization

The regularization is used to reduce over-fitting. We use \( \ell_2 \) norm regularization and batch normalization, such that the learning algorithm not only fits the data but also keeps the model weights as small as possible.

2.2.6. Loss Function

The loss function is used to measure the error. It is also the function to be minimized during training. In this paper, we propose to use negative Dice coefficient as the loss function, which is defined as

\[
f(\hat{x}) = -\frac{2 \sum_{i \in \text{patch}} \hat{x}_i x_i + \epsilon}{\sum_{i \in \text{patch}} \hat{x}_i + \sum_{i \in \text{patch}} x_i + \epsilon},
\]

where \( x_i \) and \( \hat{x}_i \) denote the label of the \( i \)-th pixel in the ground truth and the predicted segmentation, respectively. \( x_i = 1 \) if the \( i \)-th pixel is labeled as lesion, and \( x_i = 0 \) otherwise. \( \hat{x}_i \in [0, 1] \) can be interpreted as the probability of the \( i \)-th pixel being labeled as lesion. \( \epsilon > 0 \) is a small positive constant to avoid singularity of (5).

The reason we use (5) instead of categorical cross-entropy as loss function is that the normal and lesion pixels are significantly imbalanced even if we only extract the patches with lesions. With imbalanced classes, the network tend to category all pixels into the major class (i.e., the normal class in our work) to minimize the loss function. The loss function (5), however, tend to maximize the overlapping area and minimizing the non-overlapping area, such that the class imbalance problem can be mitigated.
2.2.7. Overview of Architecture

The proposed architecture is presented in Fig. 2. In the feature extraction stage, we propose to use the ResNet 50 structure as the base network. The input patches are initially processed by a stack of three atrous convolutional layers with dilated rate 1, 2 and 4. Then four Res-blocks are used to extract more features, where the Res-blocks are composed of 3, 4, 6 and 3 bottleneck blocks with the filters \( n = 64, 128, 256 \) and 512, respectively, as suggested in [He et al., 2016].

At the score map reconstruction stage, we use deconvolutional layers with kernel size \((3 \times 3)\) and strides 2 to upsample the feature maps. Inspired by U-NET [Ronneberger et al., 2015], we propose to use the high resolution feature map as an assistance to reconstruct the score map. GCN and BR are used to extract feature maps from the summation of the upsampled score map and the feature maps from shortcut connections.

2.3. Evaluations

We aim to study an automated ischemic lesion segmentation method towards clinic diagnosis. The dice coefficient (DC) is a commonly used measurement in image segmentation accuracy, which is defined as

\[
DC = \frac{2|A \cap B|}{|A| + |B|},
\]

where \( A \) and \( B \) denote the ground truth and the predicted segmentation. \(|A|\) denotes the area of lesion segmentations in \( A \). Moreover, we introduce the mean number of false negatives and the mean number of false positives, denoted as \( m#FN \) and \( m#FP \), respectively, as the additional metric for evaluation. Such metrics evaluates the accuracy of detection in subject level, which is more important in assisting the doctors in clinical diagnosis.

3. Experiment Results

3.1. Dataset and preprocessing

In this study, 212 patients with ischemia lesions were collected from Nankai University affiliated Tianjin Huanhu Hospital, where 62% of them are male, and the mean age is 56.21. All clinical images were collected from a retrospective database and anonymized prior to use. MRI measurements were acquired from three MR scanners, with two 3T MR scanners (Skyra, Siemens and Trio, Siemens) and one 1.5T MR scanner (Avanto, Siemens). T2WI were acquired using a fast spin-echo sequence. DWI were acquired using a spin-echo type echo-planar (SE-EPI) sequence two b values of 0 and 1000 s/mm\(^2\). The parameters are summarized in Table 1. Following acquisition, an ADC map was calculated using the diffusion scan raw data. The T2WI, DWI and ADC images were copy referenced to ensure same slice position so as to allow optimal image evaluation and measurement. The ischemic lesions were manually annotated by experienced experts. We use 115 of them to train and validate our network, and 97 of them for testing only.

We resample all images to a pixel size of 1.77 × 1.77mm with linear interpolation, and crop the matrix to 128 × 128. Then we register the T2WI and ADC images according to the corresponding DWI images.
Table 1: Parameters used in MRI acquisition.

|                  | Skyra DWI | Skyra T2WI | Trio DWI | Trio T2WI | Avanto DWI | Avanto T2WI |
|------------------|-----------|------------|----------|-----------|------------|-------------|
| Repetition time (ms) | 5200      | 3950       | 3100     | 4000      | 3800       | 4410        |
| Echo time (ms)   | 80        | 99         | 99       | 93        | 102        | 90          |
| Flip angle (°)   | 150       | 120        | 120      | 150       | 150        | 150         |
| Number of excitations | 1         | 1          | 3        | 1         | 3          | 1           |
| Field of view (mm²) | 240 × 240 | 240 × 240  | 200 × 200 | 230 × 230 | 240 × 240  | 240 × 240   |
| Matrix size      | 130 × 130 | 320 × 320  | 132 × 132 | 320 × 320 | 192 × 192  | 320 × 320   |
| Slice thickness (mm) | 5         | 6          | 6        | 5         | 5          | 5           |
| Slice spacing (mm) | 1.5       | 1.5        | 1.8      | 1.8       | 1.5        | 1.5         |
| Number of slices | 21        | 21         | 17       | 17        | 21         | 21          |

The intensity of each image slice is normalized into that of zero mean and unit variance. The patch are extracted with a size 64 × 64, and the sliding step to sample the patches is 8 pixels per step. The extracted patches are split into training set and validation set before data augmentation, and a proportion of 0.1 lesion patches are used for validation. The patches in the training set are augmented using the method introduced in Sec. 2, and no data augmentation is performed for validate set.

3.2. Setup

The hyperparameters of the proposed network are shown in Table 2. All the parameters are initialized in the way as suggested in [He et al., 2016], and the kernel regularization factor is set to be $10^{-4}$. We use the Adam method [Kingma and Ba, 2014] with initial learning rate of 0.001, $\beta_1 = 0.9$, $\beta_2 = 0.999$ as optimizer, and the learning rate is scaled down in a factor of $\sqrt{0.1}$ if no progress is made for 5 epoches in validation data. Without specifications, in this section, the threshold $\delta$ to generate binary segmentation is set to be 0.5.

3.3. Implementation

The experiments are performed on an Alienware Aurora R6 computer with an Intel Core i7-7700K CPU, 48GB RAM and Nvidia GeForce 1080Ti GPU with 11GB memory. The network is implemented on Keras with Tensorflow backend. The MR image files are stored as Neuroimaging Informatics Technology Initiative (NIfTI) format, and processed using Simple Insight Toolkit (SimpleITK). The visualized results are presented by using ITK-SNAP [Yushkevich et al., 2006].

3.4. Results

The trained network is tested on 97 patients. Fig. 5 plots some examples of segmentations where the lesions are located at cerebellum, cerebral hemisphere and basal ganglia. The fourth row shows an example with a small lesion at the cerebellar vermis. As Fig. 5 shows,
Table 2: Network Setting

| Layer       | Filter size | Stride | Number of filters | Output shape  |
|-------------|-------------|--------|-------------------|---------------|
| Input       | -           | -      | -                 | $64 \times 64 \times 3$ |
| Conv-block  | $3 \times 3$| 1      | 32                | $64 \times 64 \times 32$ |
| Max Pooling | $2 \times 2$| 1      | -                 | $32 \times 32 \times 32$ |
| Res-block 1 | -           | -      | $n = 64$          | $16 \times 16 \times 256$ |
| Res-block 2 | -           | -      | $n = 128$         | $8 \times 8 \times 256$ |
| Res-block 3 | -           | -      | $n = 256$         | $4 \times 4 \times 256$ |
| Res-block 4 | -           | -      | $n = 512$         | $4 \times 4 \times 256$ |
| Deconv1     | $3 \times 3$| 2      | 21                | $8 \times 8 \times 21$ |
| Deconv2     | $3 \times 3$| 2      | 21                | $16 \times 16 \times 21$ |
| Deconv3     | $3 \times 3$| 2      | 21                | $32 \times 32 \times 21$ |
| Deconv4     | $3 \times 3$| 2      | 21                | $64 \times 64 \times 21$ |
| Conv        | $1 \times 1$| -      | 1                 | $64 \times 64 \times 1$ |

our proposed method is sensitive to both large and small lesions. Table 3 summarizes the results on the training and testing dataset. For comparison, we also evaluate the results of U-Net (Ronneberger et al., 2015) and EDD-Net (Chen et al., 2017) using the same data. Note that compared to the results reported in (Chen et al., 2017), the EDD-Net achieves worse results in DC and m#FP due to two reasons: 1) the multi-scale network (MUSCLE-Net) (Chen et al., 2017) is not used to further remove false positives, and 2) the threshold to generate binary segmentation is set to be 0.5. As we will show in the following subsection, higher DC can be achieved by adjusting the threshold $\delta$.

Despite that our network is much deeper than U-Net and EDD-Net, the Res-FCN achieves the best results on the testing dataset thanks to the residual structure of the bottleneck block which solves the gradient vanishing problem in very deep CNN, so that the convolutional layers are able to extract more features. As we can see from Table 3, the Res-FCN is able to achieve a mean number of FNs of 1.515, which is very close to the results of a common medical image doctor.

3.5. Discussions

3.5.1. Effect of GCN Kernel Size

In our proposed network, we use the atrous convolution layer stack instead of conventional convolution as the first convolutional layers. The proposed pyramid atrous convolution shows of paramount importance in extracting multi-scale information from the original images. To illustrate this, we compare the performance with atrous convolutions and conventional convolutions on our dataset, which are summarized in Table 4. The use of atrous convolution layer stack significantly increases the DC, and the m#FP and m#FN are greatly reduced,
Table 3: Performance of our proposed Res-FCN with different GCN kernel size $k$, U-NET [Ronneberger et al. 2015] and EDD Net [Chen et al. 2017]. The bold number indicates the most significant performance.

|          | U-NET | EDD Net | Res-FCN($k = 9$) |
|----------|-------|---------|------------------|
| Dice     | train | 0.684   | 0.812            | 0.803 |
|          | test  | 0.541   | 0.626            | 0.645 |
| m#FP     | train | 7.017   | 4.609            | 4.504 |
|          | test  | 7.433   | 5.031            | 4.237 |
| m#FN     | train | 0.279   | 0.139            | 0.130 |
|          | test  | 1.918   | 1.753            | 1.515 |

Figure 5: Examples of lesion segmentation. The first three columns show the original DWI, ADC, T2WI images, respectively. The fourth and the fifth columns show the manually annotated lesions and the segmentation results of Res-FCN, respectively. The segmentations are depicted on the DWI, and highlighted in red.
Table 4: Performance of our proposed Res-FCN with a stack of three atrous convolution layers with kernel sizes $3 \times 3$ and dilated rate 1, 2 and 4, denoted as “atrous”, and that with a stack of three conventional convolution layers with kernel size $3 \times 3$, denoted as “conv”. The size of GCN kernels are 5, 7 and 9.

|        | $k = 5$ |        | $k = 7$ |        | $k = 9$ |
|--------|---------|--------|---------|--------|---------|
|        | atrous  | conv   | atrous  | conv   | atrous  | conv   |
| Dice   |         |        |         |        |         |        |
| train  | 0.786   | 0.782  | 0.721   | 0.739  | 0.803   | 0.784  |
| test   | 0.600   | 0.589  | 0.623   | 0.568  | 0.645   | 0.613  |
| m#FP   |         |        |         |        |         |        |
| train  | 3.678   | 4.521  | 5.217   | 6.374  | 4.504   | 4.165  |
| test   | 5.928   | 8.340  | 4.515   | 7.505  | 4.237   | 4.536  |
| m#FN   |         |        |         |        |         |        |
| train  | 0.113   | 0.087  | 0.243   | 0.113  | 0.130   | 0.087  |
| test   | 1.546   | 1.629  | 1.619   | 1.690  | 1.515   | 1.660  |

Due to the fact that the atrous convolution has a larger receptive field. In particular, with atrous convolutions, the feature receptive fields are $3 \times 3$, $5 \times 5$ and $7 \times 7$, while with conventional convolutions, the receptive field of the three convolutional layers are all $3 \times 3$. With a larger receptive field, the network is able to learn with more contextual information without increasing the kernel size.

Table 4 also summarizes the results with different GCN kernel sizes, i.e., $k = 5, 7$ and 9. The DC can be significantly improved by using larger GCN kernel, which is in accordance with the observation in (Peng et al., 2017). Moreover, the mean number of FPs and FNs both decreases as the kernel size $k$ increases, indicating that more contextual information is extremely helpful in improving the performance of lesion segmentation.

3.5.2. Tradeoff between FNs and FPs

Note that the output of a CNN indicates the probability that a pixel should be labeled as lesion tissue, and a threshold $\delta$ is required to convert the probability score map to a binary segmentation. The segmentation results presented previously are obtained by setting the threshold $\delta = 0.5$. In fact, the choice of the threshold can be interpreted as a tradeoff between FNs and FPs. Intuitively, as the threshold $\delta$ increases, fewer pixels will be classified as stroke lesion tissues, leading to an increasing m#FN and decreasing m#FP.

Fig. 6 plots the dependence between m#FN and m#FP of Res-FCN with GCN kernel size $k = 9$ on the test dataset. Each dot of the curve is plotted by using different values of the threshold $\delta$, ranging from 0.5 to 1. The tradeoffs of EDD-Net and U-Net are also plotted for comparison. As the threshold $\delta$ increases, the m#FP reduces at the expense of a higher m#FN. As we can see from Fig. 6, the proposed Res-FCN presents the best FN-FP-tradeoff. In particular, for given value of m#FN, the Res-FCN has about 2 FPs less than EDD-Net, which highlights the outstanding performance of Res-FCN in clinical diagnosis.

Fig. 7 further plots the dependence between m#FN and the DC with different values of...
Table 5: Performance of Res-FCN, EDD-Net and U-Net on the testing dataset with the threshold $\delta = 1$ for U-Net and Res-FCN, and $\delta = 0.9$ for EDD-Net.

|                | U-Net | EDD-Net | Res-FCN ($k = 9$) |
|----------------|-------|---------|------------------|
| Dice           | 0.557 | 0.644   | 0.658            |
| $m#FP$         | 5.289 | 2.588   | 2.485            |
| $m#FN$         | 2.309 | 2.217   | 1.866            |

Figure 6: Mean number of false negatives versus mean number of false positives on the test dataset.

As we can see from Fig. 7, the Res-FCN presents the best DC performance over EDD-Net and U-Net. The U-Net and Res-FCN presents a monotonically increase with the threshold $\delta$. With $\delta = 1$, the Res-FCN achieves a DC of 0.658 at the expense that $m#FN$ increases to 1.866. With EDD-Net, the DC is maximized at $\delta = 0.9$ according to our experiment, where the DC is 0.644 and the $m#FN$ increases to 2.217. Compared to EDD-Net, our proposed Res-FCN is able to achieve higher segmentation accuracy with much fewer misclassifications.

Table 5 summarizes the performance on the testing dataset where the threshold $\delta$ is set to be the value that maximizes the DC. As we can see from Table 5, our proposed Res-FCN presents the highest DC and the lowest misdiagnosis. Compared to the results presented in (Chen et al., 2017), much lower number of false negatives and false positives is presented by using EDD-Net on our clinical dataset, due to the fact that we use multi-modal images, i.e.,
Figure 7: Mean number of false negatives versus mean dice coefficient on the test dataset.

DWI, ADC and T2WI, instead of single-modal images, i.e., DWI, as input. Through the mutual corroboration of the different sequence, the detection of the stroke is more accurate, and the artifact can be avoided effectively. It highlights the importance to include multi-modal MRI images in designing stroke lesion segmentation algorithms.

4. Conclusion

In this paper, we presented a fully automated ischemia lesion segmentation method based on fully convolutional neural network. The DWI, ADC and T2WI images are used as input, and a very deep CNN is built and efficiently trained thanks to the residual structure. The proposed Res-FCN network presents a high segmentation accuracy on the clinical MRI image with a dice coefficient of 0.645. More importantly, it presents very low false negatives, with a mean number of 1.515 per patient, which is of paramount importance in avoiding misdiagnosis in clinical scenario. The false negatives can reach a value that is very close to the results of a common medical image doctor, making the method exceptive for a real clinical application.

Note that there are several limitations in the present study. First, multi-modal images have been demonstrated to provide helpful information for determining stroke ages in ischemic stroke. Although our data include acute and subacute ischemic stroke lesions, we have not made a distinction between them. Second, our research did not include detection of hemorrhagic transformation, which is a complication of ischemic stroke. MRI-derived information about localization, timing and pathophysiology could improve decisions regarding acute management and secondary prevention. In the future, more MR images should be
collected, including all types of stroke. The classification of stroke should be perfected, in order to guide the clinical treatment.
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