ON CONTINUITY EQUATIONS IN SPACE-TIME DOMAINS
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ABSTRACT. In this paper we consider a class of continuity equations that are conditioned to stay in general space-time domains, which is formulated as a continuum limit of interacting particle systems. Firstly, we study the well-posedness of the solutions and provide examples illustrating that the stability of solutions is strongly related to the decay of initial data at infinity. In the second part, we consider the vanishing viscosity approximation of the system, given with the co-normal boundary data. If the domain is spatially convex, the limit coincides with the solution of our original system, giving another interpretation to the equation.

1. Introduction

Let $\Omega_T$ be a given space-time domain in $\mathbb{R}^d \times (0, T)$, denoted by

$$\Omega_T := \cup_{0 < t < T} ([\Omega(t) \times \{t\})$$.

In this domain we consider a continuity equation of the form:

$$\begin{cases}
\frac{\partial}{\partial t} \mu(x, t) + \nabla \cdot (v \mu)(x, t) = 0 & \text{in } \Omega_T, \\
\text{where } v(x, t) = -(\epsilon \nabla \mu/\mu + \nabla V + \nabla W * \mu)(x, t) & \text{with } \epsilon \geq 0, \\
\mu(x, 0) = \mu_0(x).
\end{cases}$$

in the space of probability measures, with the constraint that the support of $\mu$ lies in the closure of $\Omega_T$.

When $\epsilon > 0$, this constraint yields the co-normal boundary data on the lateral boundary of $\Omega_T$ (1.5).

The first-order system, $\epsilon = 0$, will be formulated using a projection operator (1.2): we will show that this system can be obtained as the vanishing viscosity limit as $\epsilon \to 0$.

The above system describes the density of moving particles which are confined to some region and flow with a velocity field $v$ inside of the domain. One part of the velocity field is generated from interactions between different particles represented by the interaction potential $W$, given by

$$(\nabla W * \mu)(x, t) := \int_{\Omega(t)} \nabla W(x - y)d\mu(y, t).$$

This type of problem arises in many applications with various interaction kernel $W$, such as in swarming models with $W(x) = -Ce^{-|x|}$, $W(x) = -Ce^{-|x|^2}$ and in models of chemotaxis with $W(x) = \frac{1}{x^2} \log |x|$, see [3,4] for more references. At the same time, the particles are subject to an external potential $V(x)$.

Both $V, W$ are assumed to be smooth and $\lambda$-convex. More assumptions will be presented in section 3.1 and 4.1. For the diffusion term, the model takes into account random movements of the particles.

In the first part of this paper, we consider $\epsilon = 0$. Let $c(x, t)$ be the speed of the boundary (with positive sign if the boundary is expanding) and $n(x, t)$ be the unit space outer normal for $x \in \partial \Omega(t)$. We set $c(x, t) = 0, n(x, t) = 0$ if $(x, t)$ are not on the boundary. For simplicity we may omit the dependencies and write $c, n$. For each $(x, t) \in \overline{\Omega}_T$, we define a projection operator $P_{x,t} : \mathbb{R}^d \to \mathbb{R}^d$ as follows

$$P_{x,t}(v) = \begin{cases}
v & \text{if } v \cdot n \leq c, \\
v - (v \cdot n)n + cn & \text{if } v \cdot n > c.
\end{cases}$$

Note at $x \in \Omega(t)$ in the interior, $P_{x,t}$ is an identity map on $v$. We refer readers to [4,17] where they defined a similar projection operator on stationary domains.
Set $\Omega_T := \cup_{0 < t < T} (\Omega(t) \times \{t\})$. We formulate the equation as:

$$
\begin{cases}
\frac{\partial}{\partial t} \mu(x,t) + \nabla \cdot (\mu P_{x,t}(-\nabla V - \nabla W \ast \mu))(x,t) = 0 & \text{in } \Omega_T, \\
\mu(x,0) = \mu_0(x) & \text{on } \Omega(0).
\end{cases}
$$

(1.2)

Here $\mu_0$ is a probability measure on $\Omega(0)$. First we assume it is compactly supported, and later we will also consider probability measures with exponential decay properties. In both cases $\mu_0$ has finite second moment.

Our main contributions are two-fold. The first part of the results are mainly motivated by the previous work by Carrillo, Slepcev and Wu [4], where they show the well-posedness of equation (1.2) in stationary, non-convex domains with compactly supported initial data. We generalize the well-posedness result to general space-time domains and allow non-compactly supported initial data. Second, we show that (1.2) can be obtained as the limit as $\epsilon \to 0$ of the diffusion equation (1.5) given with the co-normal boundary data, imposing the additional condition that the domain is bounded and spatially convex. This result is significant since it provides a natural justification for the first-order system (1.2).

1.1. First Main Result. As in [4], we use particle approximations. The hard part is to show the limit of particle approximating solutions is indeed a weak solution to (1.2) due to the fact that the projecting operator $P_{x,t}(v)$ is discontinuous with respect to $x,t$ on the boundary. So instead we show that the limit is a gradient flow solution by taking limit of the “curve of maximal slope” (see inequality (3.9)) which is then a weak solution.

The novelty in this paper is that, comparing with [4], for space-time domains an extra term $\tilde{E}$ below or see (3.9)) appears in the curve of maximal slope,

$$
\mathcal{E}(\mu) := \int_s^t \int_{\mathbb{R}^d} \left( (w - P_{x,r}w) \cdot P_{x,r}w + \frac{1}{2} |P_{x,r}w|^2 \right) (x,r) d\mu dr
$$

where $w(\mu)(x,r) := -(\nabla V + \nabla W \ast \mu)(x,r)$. Intuitively this extra term $\tilde{E}$ comes from the moving boundary constraints and the possible situation that particles attempt to move out of the domain with potential velocity $w$ but end up moving with the boundary with velocity $P_{x,t}w$. According to the definition of $P_{x,t}$, it is not hard to see that $\tilde{E}(\mu)$ is only nontrivial if $\mu$ is singular with mass concentrating on the boundary. Alternatively if the domain is stationary, this term vanishes, since if the boundary speed $c(x,t) = 0$, $P_{x,t}$ at boundary points are projections onto the tangential plane of $(x,t)$.

We need more careful analysis because of this term. To be specific, the key point is to show the lower semi-continuity of $\mathcal{E}(\mu)$ in $\mu$. This can be proved if $\tilde{E}(w) + \frac{1}{2} |P_{x,t}w|^2$ is convex in $w$ which is the case when we have expanding boundary. However it is not convex if the boundary speed is negative. This difficulty can be resolved by observing the two facts: the sequence $w^n$ we take limit of converges uniformly in $(x,t)$ if $W$ is $C^2$; $E(w)(x,t)$ is lower semi-continuous in $x,t$. These two also guarantee the lower semi-continuity of $\mathcal{E}$ in $\mu$ (see Lemma 3.5).

The energy associated to (1.2) contains potential energy and interaction energy:

$$
\phi(\mu) := \int_{\mathbb{R}^d} V(x)d\mu(x,t) + \frac{1}{2} \int_{\mathbb{R}^d} W(x-y)d\mu(y,t)d\mu(x,t).
$$

(1.3)
Here $\mu(\cdot, t)$ will only be supported in $\overline{\Omega(t)}$.

For non-compactly supported initial data with exponential decay property (see condition (R) in section 3.4), existence of solutions can be done by particle approximation as well as truncation method. Uniqueness of solutions satisfying exponential decay is proved by a stability estimate (1.4). We will provide examples in Theorem 3.3 showing that the requirement below that $p < 1$, as well as the exponential decay condition, are essential.

Now we summarize the main theorem in part one. We use $d_W(\cdot, \cdot)$ to denote the 2-Wasserstein distance between probability measures. The Wasserstein metric and the notion of weak solutions will be discussed in section 2.

**Theorem A.** Assume conditions (O1)(C1)-(C3) hold (see section 3.1 for details). Let $\mu_0$ be a probability measure supported in $\overline{\Omega(0)}$ and fix any $T > 0$.

(a) (Theorem 3.1) Suppose $\mu_0$ is compactly supported. Then there is a weak solution $\mu(\cdot)$ to equation (1.2) and $\mu(t)$ is compactly supported for $0 \leq t \leq T$. If $\mu^1(\cdot), \mu^2(\cdot)$ are two solutions with compact support in $[0, T]$, then there exists $C$ such that

$$d_W(\mu^1(t), \mu^2(t)) \leq Cd_W(\mu^1_0, \mu^2_0)$$

for all $0 \leq t \leq T$.

(b) (Theorem 3.2) Suppose $\mu_0$ satisfies the exponentially decay property (R). Then there exists a weak solution $\mu(\cdot)$ of equation (1.2) and $\mu(t)$ satisfies (R) for $0 \leq t \leq T$. If $\mu^1(\cdot), \mu^2(\cdot)$ are two solutions with initial data $\mu^1_0, \mu^2_0$ and $\mu^1(\cdot), \mu^2(\cdot)$ satisfy (R) in $[0, T]$, then for any $0 < p < 1$, if $t$ and $d_W(\mu^1_0, \mu^2_0)$ are small enough, we have

$$d_W(\mu^1(t), \mu^2(t)) \leq 2d_W(\mu^1_0, \mu^2_0)^p.$$  \hspace{1cm} (1.4)

(c) (Theorem 3.3) For non-convex unbounded domains, examples can be found that the “$p$” above cannot be improved to 1. Furthermore for $\mu_0$ with less decay, even the above stability property does not hold.

1.2. **Second Main Result.** In the second part, we consider the case $\epsilon > 0$:

$$
\begin{align*}
\frac{d\mu^\epsilon}{dt} - \nabla \cdot (\epsilon \nabla \mu^\epsilon + \nabla V \mu^\epsilon + (\nabla W * \mu^\epsilon)\mu^\epsilon) &= 0 \quad \text{in } \Omega_T, \\
(\epsilon \nabla \mu^\epsilon + \nabla V \mu^\epsilon + (\nabla W * \mu^\epsilon)\mu^\epsilon + c \mu^\epsilon) \cdot n &= 0 \quad \text{on } \partial \Omega_T, \\
\mu^\epsilon(x, 0) &= \mu_0(x) \quad \text{on } \Omega(0).
\end{align*}
$$

(1.5)

Here $\partial \Omega_T := \overline{\Omega_T} \setminus \Omega_T$ is the lateral boundary of $\Omega_T$; $c$ is the speed of the boundary. The co-normal boundary condition above gives the mass preservation. The associated energy $\phi^\epsilon$ is given by

$$
\phi^\epsilon(\mu) = U^\epsilon(\mu) + V(\mu) + W(\mu)
$$

$$
:= \epsilon \int_{\mathbb{R}^d} (u \log u)(x, t)dx + \int_{\mathbb{R}^d} V(x)d\mu(x, t) + \frac{1}{2} \int_{\mathbb{R}^2} W(x-y)d\mu(y, t)d\mu(x, t).
$$

(1.6)

In the first term, $u$ is the probability density of $\mu$ if $\mu$ is absolutely continuous with respect to Euclidean measure. We set $\phi^\epsilon(\mu) = \infty$ if $\mu$ is not absolutely continuous.

With the convergence of $\epsilon \to 0$ in mind, we show the existence of solutions by discrete-time gradient-flow (JKO) solutions (see [14]). For this purpose, technically we further require $V, W$ to be $C^2$ and bounded below. In time-dependent domain, the scheme is slightly different from the standard version that we minimize each movement among probability measures with support contained in $\Omega_T$ (see (4.2)). To obtain the continuity time limit of the discrete-time solutions, we show the uniform boundedness of the second moment and the boundedness of $\phi^\epsilon$ along solutions from the discrete scheme. This is one part that the analysis for problems on stationary domains that cannot be directly carried over for the time-dependent domains. The problem is solved in Proposition 4.3, the proof of which is inspired by the work of Di Marino, Maury and Santambrogio [9] who encountered the same problem. Also let us mention that solutions obtained in this way inherit the gradient flow structure which will be important later.
By a gradient flow argument, we have uniqueness of solutions in bounded and spatially convex moving domains, see Remark 4.6. For non-convex bounded stationary domain, we give a uniqueness proof based on an $L^2$ stability estimate, see Theorem 4.2.

After establishing the well-posedness of weak solutions, we send $\epsilon \to 0$. It will be proved that if the domain is bounded and spatially convex, equations (1.5) are indeed the vanishing viscosity approximation of the first order equation (1.2) in the first part. This convergence justifies the formulation of equation (1.2), in addition to the derivation via particle system.

We use a Gronwall type argument. By the gradient flow theory (mainly Sections 8,10,11 [1]), the time derivative of the 2-Wasserstein distance between $\mu$ and $\mu^\epsilon$ is related to the Fréchet subdifferentials of their energy $\phi, \phi^\epsilon$ at $\mu, \mu^\epsilon$ respectively. We want to use the convexity of the energies to finish the argument and to do so we also need to consider $\phi^\epsilon(\mu)$. A serious problem arises that the value of $U^\epsilon$ at $\mu$ can be infinity. This is because, in general even with smooth initial data, $\mu$ can concentrate mass in finite time as discussed in [2].

To overcome this problem, we develop a new modification method. We select a $\tilde{\mu} = u dx$ which is close to $\mu$, and $\tilde{u}$ is bounded point-wisely by $\epsilon^{-\alpha}$ for some $0 < \alpha < 1$. Using that the domain is bounded, we obtain $U^\epsilon(\tilde{\mu}) \to 0$ as $\epsilon \to 0$. Then by the variational inequality (4.17), it turns out that we need $\mu, \tilde{\mu}$ to be close not only in 2-Wasserstein metric but also in Pseudo-Wasserstein distance with base $\mu^\epsilon$ (the definition will be given in section 2). Finding such a modification of $\mu$ is one of the most technical part of this paper since the information we have about the base $\mu^\epsilon$ at each time is limited. Simple convolution with a bump function won’t give the expected $\tilde{\mu}$, see Appendix A. The modification is done for general absolutely continuous base measure in Lemma 4.9. We need the convexity of the domain and we will use generalized geodesics in probability measure space with Pseudo-Wasserstein metric and Brunn-Minkowski inequality.

Now let us give the main theorem of the second part of this paper.

**Theorem B.** Assume conditions (C1)-(C4)(O1)(O2) hold (see sections 3.1, 4.1 for details), $\mu_0$ is absolutely continuous (with respect to Lebesgue measure) probability measures supported in $\Omega(0)$ with finite second moments, and $\phi^\epsilon(\mu_0) < \infty$ for some $\epsilon > 0$. Then for any fixed $T > 0$

(a) (Theorem 4.1) There exists a weak solution $\mu^\epsilon(\cdot)$ to equation (1.5) and for each $t \geq 0$, $\mu^\epsilon(t)$ is absolutely continuous with respect to Lebesgue measure.

(b) (Theorem 4.3) Suppose $\Omega(t)$ is bounded and convex for all $t \in [0,T]$. Let $\mu^\epsilon(\cdot)$ be the weak solution to equation (1.5) and $\mu(\cdot)$ be the weak solution to equation (1.2) with the same initial data. Then there exist constants $c,C$ that

$$d^2_{W^\epsilon}(\mu^\epsilon(t), \mu(t)) \leq C \epsilon \frac{1}{t} e^{ct} \text{ for all } t \in (0,T].$$

Lastly let us mention that in [6], the vanishing viscosity limit problem in the whole domain was studied in the case when $V = 0$ and $-W$ is the Newtonian potential. Their proof heavily relies on the specific choice of kernel $W$, and also the fact that the domain is $\mathbb{R}^d$ which eliminates the task of determining the limiting boundary condition.
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## 2. Notations and Preliminaries

Suppose $\cup_t \partial \Omega(t)$ is smooth. For $x \in \partial \Omega(t)$, we write $n(x,t)$ (or simply $n$) as the unit spatial outer normal vector and $c(x,t)$ (or $c$) as the speed of the boundary at $(x,t)$. They are defined such that, if
Letting
\[ y_s \in \arg\min_{y_s \in \partial\Omega(t+s)} |y_s - x|, \]
then
\[ c(x, t)n(x, t) = \lim_{s \to 0} \frac{y_s - x}{s}. \]

Throughout the paper, we fix a time \( T > 0 \) which is assumed to be large. We say a constant is universal if it only depends on \( T \) and constants in conditions (O1)(O2)(C1)-(C4) \((\lambda, r, l, L \text{ and bounds about } c, V, W)\). We denote by \( C \) a constant which may depend on universal constants and \( \mu_0 \), possibly changing from one estimate to another.

A spatial ball in \( \mathbb{R}^d \) centered at \( x \) with radius \( r \) is denoted by \( B_r(x) \), and we may simply write \( B_r \) if \( x \) is the origin. Given \( S \subseteq \mathbb{R}^d \), we use the notation \( \text{vol}\{S\} \) as the Lebesgue measure of \( S \).

Given a probability measure \( \mu \), we write \( m_2(\mu) = \int_{\mathbb{R}^d} |x|^2 d\mu \) as the second moment of \( \mu \). The set of all probability measures on \( \Omega \) with finite second moment is denoted by \( \mathcal{P}_2(\Omega) \). The set of absolutely continuous (with respect to Lebesgue measure) probability measures with finite second moment is written as \( \mathcal{P}^a_2 \). For \( \mu \in \mathcal{P}^a_2 \), we usually write \( \mu = u L^2 \) where \( u \) is its density. For probability measures supported in \( \Omega \), we will think of them as measures in \( \mathbb{R}^d \), extended by 0 outside \( \overline{\Omega} \).

Now we give the definition of weak (measure) solutions to equations (1.2) and (1.5).

**Definition 2.1.** Assume \( \mu_0 \in \mathcal{P}_2(\overline{\Omega}(0)) \). A locally absolutely continuous (in Wasserstein metric) curve \( \mu(\cdot) \in \mathcal{P}_2(\mathbb{R}^d) \) is a weak solution to (1.2) for \( t \in [0, T] \) if
\[ v = P_{x,t}(-\nabla V - \nabla W \ast \mu) \in L^1_{\text{loc}}([0, T); L^2(\mu(t))) \]
and for all \( \varphi \in C^\infty_{c} (\mathbb{R}^d \times (0, T)) :
\[
\int_{\mathbb{R}^d \times (0, T)} \varphi_t d\mu dt + \int_{\mathbb{R}^d \times (0, T)} (\nabla \varphi \cdot v) d\mu dt = 0, \quad \mu(0) = \mu_0,
\]
and for all \( t \in [0, T] \), \( \text{supp}(\mu(t)) \subseteq \overline{\Omega}(t) \).

**Definition 2.2.** Assume \( \mu_0 \in \mathcal{P}^a_2(\Omega(0)) \). A locally absolutely continuous curve \( \mu(\cdot) \in \mathcal{P}^a_2(\mathbb{R}^d) \) is a weak solution to (1.5) for \( t \in [0, T] \) if the density \( u(\cdot) \) of \( \mu(\cdot) \) satisfies
\[ \nabla u \in L^1(\Omega_T) \]
and for all \( \varphi \in C^\infty_{c} (\mathbb{R}^d \times (0, T)) :
\[
\int_{\mathbb{R}^d \times (0, T)} (\varphi_t - \nabla V \cdot \nabla \varphi - (\nabla W \ast \mu) \cdot \nabla \varphi) d\mu dt - \int_{\Omega_T} \epsilon \nabla u \cdot \nabla \varphi dx dt = 0, \quad \mu(0) = \mu_0,
\]
and for all \( t \in [0, T] \), \( \text{supp}(\mu(t)) \subseteq \Omega(t) \).

Now we discuss the Wasserstein metric and we refer readers to [1] for details. Suppose \( X, Y \) are measurable subsets of \( \mathbb{R}^d \) and \( \mu_1 \in \mathcal{P}_2(X), \mu_2 \in \mathcal{P}_2(Y) \). A plan between \( \mu_1, \mu_2 \) is any Borel measure \( \gamma \) on \( X \times Y \) which has \( \mu_1 \) as its first marginal and \( \mu_2 \) as its second marginal. We write \( \gamma \in \Gamma(\mu_1, \mu_2) \). It has been shown that there exists an optimal transport plan \( \gamma \in \Gamma(\mu_1, \mu_2) \) such that
\[
\int_{X \times Y} |x - y|^2 d\gamma(x, y) = \min \left\{ \int_{X \times Y} |x - y|^2 d\gamma'(x, y), \gamma' \in \Gamma(\mu_1, \mu_2) \right\}.
\]
The above quantity is defined to be the 2-Wasserstein distance between \( \mu_1, \mu_2 \) (the Kantorovich’s formulation). Throughout this paper we use this distance for probability measures with notation \( d_W(\cdot, \cdot) \) unless otherwise stated. And later by Wasserstein distance (metric) we mean 2-Wasserstein distance (metric). We denote the set of optimal transport plans between \( \mu_1 \) and \( \mu_2 \) by \( \Gamma_0(\mu_1, \mu_2) \).

Let \( \mu_2 \in \mathcal{P}_2(Y) \), a measurable function \( t : Y \to X \) transports \( \mu_2 \) onto \( \mu_1 \in \mathcal{P}_2(X) \) if \( \mu_1(B) = \mu_2(t^{-1}(B)) \) for all measurable \( B \subseteq X \), and we write \( \mu_1 = t_\# \mu_2 \). If \( \mu_2 \in \mathcal{P}^a_2(Y) \), then for any \( \mu_1 \in \mathcal{P}_2(X) \)
there is an optimal transport map $\mathbf{t}_{\mu_1}^{\mu_2} : Y \to X$ such that $\mathbf{t}_{\mu_2}^{\mu_1} \# \mu_2 = \mu_1$ (With reference to [15]). And we have, in Monge’s formulation,

$$d^2_W(\mu_1, \mu_2) = \int_Y |\mathbf{t}_{\mu_1}^{\mu_2}(x) - x|^2 \, d\mu_2(x).$$

Given $\mu_1, \mu_2 \in \mathcal{P}_2(X), \mu \in \mathcal{P}_2(X)$. Let $\mathbf{t}_{\mu_1}^{\mu_2}, \mathbf{t}_{\mu}^{\mu_2}$ be an optimal transport maps from $\mu$ to $\mu_1$ and $\mu_2$ respectively. Then the Pseudo-Wasserstein distance with base $\mu$ is defined as

$$d^2_{\mu}(\mu_1, \mu_2) = \int_X |\mathbf{t}_{\mu_1}^{\mu} - \mathbf{t}_{\mu_2}^{\mu}|^2 \, d\mu.$$

By Proposition 1.15 [7], $d_{\mu}$ is a metric on

$$\mathcal{P}_{\mu}(X) := \{ \mu' \in \text{probability measures on } X, d_W(\mu, \mu') < +\infty \}.$$ 

And we have for any $\mu$, $d_W(\cdot, \cdot) \leq d_{\mu}(\cdot, \cdot)$.

Finally let us recall the Brunn-Minkowski theorem.

**Lemma 2.1.** Let $d \geq 1$ and let $A$ and $B$ be two nonempty compact subsets of $\mathbb{R}^d$. Then the following inequality holds:

$$\text{vol}\{A + B\}^{1/d} \geq \text{vol}\{A\}^{1/d} + \text{vol}\{B\}^{1/d},$$

where $A + B$ denotes the Minkowski sum:

$$A + B := \{ a + b \in \mathbb{R}^d \mid a \in A, b \in B \}.$$ 

### 3. Part One. Nonlocal First Order Equations

#### 3.1. Settings and Assumptions

We study equation (1.2) in the first part of this paper.

Suppose $S \subset \mathbb{R}^d$ is open and the boundary is $C^1$. Then we say $S$ is $r$-prox-regular if for any point $x \in \partial S, y \in S$ we have

$$\langle n(x), y - x \rangle \geq \frac{|y - x|^2}{r},$$

where $n(x)$ is the unit normal at $x$ (see [5] for more results). This is the same as: for any boundary point $x$, there is a ball of radius $r$ that intersects $\overline{S}$ at exactly $x$.

Recall a $C^1$ function $f(x)$ is called $\lambda$-convex in $S \subset \mathbb{R}^d$ if

$$\langle \nabla f(x) - \nabla f(y), x - y \rangle \geq \lambda |x - y|^2$$

for all $x, y \in S$.

Now we list the assumptions below.

**(O1)** For each $t$, $\Omega(t)$ is a non-empty open subset of $\mathbb{R}^d$ which is always $r_p$-prox-regular for some $r_p > 0$. The lateral boundary $\cup_t (\partial \Omega(t) \times \{t\})$ is $C^1$ in both time and space direction, particularly the boundary speed $c(x, t)$ is continuous if restricted to the boundary. In addition, we require

$$|c(x, t)| \leq C(1 + |x|).$$

**(C1)** $V \in C^1(\mathbb{R}^d)$ and $|\nabla V(x)| \leq C(1 + |x|)$ for all $x \in \mathbb{R}^d$.

**(C2)** $W \in C^1(\mathbb{R}^d)$ with $|\nabla W(x)| \leq C(1 + |x|)$ for all $x \in \mathbb{R}^d$, and $W(x) = W(-x)$. If

$$\{(x, t), c(x, t) < 0\} \neq \emptyset,$$

we require $W \in C^2(\mathbb{R}^d)$.

**(C3)** There exists some $\lambda \in \mathbb{R}$ such that $V, W$ are $\lambda$-convex in $\mathbb{R}^d$. 

3.2. Particle Approximations. As stated in the introduction, we use particle approximations. Consider: $\mu_0 = \sum_{i=1}^N m_i \delta_{x_i,0}$ where $N$ is a large integer and $\sum_{i=1}^N m_i = 1$. We look for a solution of the form $\mu(t) = \sum_{i=1}^N m_i \delta_{x_i(t)}$. By the weak formulation, equation (1.2) becomes

$$\left\{ \begin{array}{l} \dot{x}_i(t) = P_{x,t}(w(\mu)(x_i(t), t)) \text{ a.e. for } t > 0 \\ x_i(0) = x_i,0 \in \Omega(0) \end{array} \right. \quad (3.1)$$

where

$$w(\mu)(y, t) := -\nabla V(y) - \sum_j m_j \nabla W(y - x_j(t)). \quad (3.2)$$

The ODE can be solved by a differential inclusions argument; the proof is in the appendix.

**Proposition 3.1.** Assume conditions (O1)(C1)(C2) hold. Let $\mu_0 = \sum_{i=1}^N m_i \delta_{x_i,0}$ be the finite sum of delta masses. Then the ODE system (3.1) has a locally absolutely continuous solution (for each $i$, $x_i(\cdot)$ is absolutely continuous).

3.2.1. Some Estimates for Discrete Systems. Since $\frac{d}{dt} x_j(t) = P_{x,t}(w(\mu)(x_j(t), t))$ a.e. for $t > 0$, we have

$$|\dot{x}_j(t)| \leq |w(x_j(t), t)| + |c(x_j(t), t)|.$$  

By direct computations, (C1),(C2) and the fact that $\sum_j m_j = 1$

$$|w(x_i(t), t)| \leq C \left(1 + |x_i(t)| + \sum_j (m_j |x_i(t) - x_j(t)|) \right) \leq C(1 + |x_i(t)| + m_2(\mu(t))^2).$$

We know that $m_2(\mu_0) = \sum_i m_i x_{i,0}^2$ is bounded. Then

$$\frac{d}{dt} (m_2(\mu(t))) \leq 2 \sum_i m_i |x_i(t)||\dot{x}_i(t)| \leq 2 \sum_i m_i |x_i(t)|(|w(x_j(t), t)| + |c(x_i(t), t)|)$$

$$\leq C \sum_i \left( m_i (|x_i(t)| + |x_i(t)|^2) + \sum_j m_i |x_i(t)| m_2(\mu(t))^2 \right) \leq C(1 + m_2(\mu(t))). \quad (3.3)$$

This provides us a uniform bound for $m_2(\mu(t))$ which only depends on $T, m_2(\mu_0)$. And then

$$|w(x_i(t), t)| \leq C(1 + |x_i(t)| + m_2(\mu(t))^2) \leq C(1 + |x_i(t)|). \quad (3.4)$$

Also we have

$$\frac{d}{dt} |x_i(t)|^2 \leq C |x_i(t)||w(x_i(t), t)| + |c(x_i(t), t)| \leq C(1 + |x_i(t)|^2).$$

This shows the linear growth of $x_i$ in time that

$$|x_i(t)|^2 \leq C(1 + |x_{i,0}|^2) \quad \text{for } t \leq T. \quad (3.5)$$

And this illustrates that the solutions $\mu(t)$ are always compactly supported in finite time. Also for particles starting outside $B_{CR}$, they will be outside $B_R$ for $t \in [0, T]$. This will be used in Theorem 3.2.

Let $k(x, t)n = w(x, t) - P_{x,t}w(x, t)$ and so $k$ actually depends on $\mu$. Then

$$|k(x_i(t), t)| \leq |w(x_i(t), t)| + |c(x(t), t)| \leq C(1 + |x_i(t)|). \quad (3.6)$$

From the above

$$\frac{d}{dt} W(\mu(t), \mu(s)) \leq \sum_i m_i |x_i(t) - x_i(s)|^2 \leq C \sum_i m_i \int_s^t (1 + |x_i(r)|)^2 dr \leq C|t - s| \quad (3.7)$$

which gives the $\frac{1}{2}$-Hölder continuity of $\mu(\cdot)$ in Wasserstein distance.

Now let us recall the **metric derivative** of an absolutely continuous curve in $P_2(\mathbb{R}^d)$,

$$|\mu'(t)| := \lim_{h \to 0} \frac{W(\mu(t + h), \mu(t))}{h}.$$
Then we can show the following proposition regarding the well-posedness of solutions for the projected discrete systems.

**Proposition 3.2.** Assume (O1)(C1)(C2) and \( \mu_0 = \sum_{i=1}^N m_i \delta_{x_i,0} \in \mathcal{P}(\overline{\Omega(0)}) \), then equation (1.2) has a weak solution \( \mu(t) \in \mathcal{P}_2(\overline{\Omega(t)}) \) with \( \mu(0) = \mu_0 \). And \( v(x,t) := P_{x,t}(-\nabla V(x) - \nabla W \ast \mu(x)) \) satisfies that

\[
|\mu'|^2(t) \leq \int_{\mathbb{R}^d} |v|^2 d\mu(x,t) \text{ for a.e. } t > 0.
\]

**Proof.** Let \( \zeta(x,t) \in C_c^\infty(\mathbb{R}^d \times (0,T)) \) be a test function. By Proposition 3.1,

\[
0 = \frac{d}{dt} \int_{\mathbb{R}^d} \zeta(x,t)d\mu(t) = \sum_{i=1}^N m_i \frac{\partial \zeta}{\partial t}(x_i(t),t) + m_i \nabla \zeta(x_i(t),t) \cdot P_{x,t}(w(x_i(t),t))
\]

\[
= \int_{\mathbb{R}^d} \frac{\partial \zeta}{\partial t}(x,t)d\mu(t) + \int_{\mathbb{R}^d} \nabla \zeta(x,t) \cdot P_{x,t}(-\nabla V(x) - \nabla W \ast \mu(x)) d\mu.
\]

By (3.7), \( \mu(t) \) is an absolutely continuous curve with respect to Wasserstein metric. By the previous estimates we have \( v(x,t) \in L^1([0,T]; L^2(\mu)) \). By Theorem 8.3.1 [1],

\[
|\mu'|^2(t) \leq \int_{\mathbb{R}^d} |P_{x,t}(-\nabla V(x) - \nabla W \ast \mu(x))|^2 d\mu(x,t) \text{ for a.e. } t > 0.
\]

\( \square \)

### 3.2.2. Stability of Discrete Solutions

The following proposition gives the stability result of solutions in the discrete case. The proof is similar to the one in Proposition 3.1 [4]. The only difference is the movement of the boundary which can be controlled by condition (O1).

**Proposition 3.3.** Assume (O1)(C1)-(C3) hold. Suppose \( \mu^1, \mu^2 \) are solutions with discrete type initial measures \( \mu_0^1, \mu_0^2 \) as in Proposition 3.2. Then there exists a constant \( C \) depending on the support of the initial data, the conditions and \( T \), such that

\[
d_W \left( \mu^1(t), \mu^2(t) \right) \leq C d_W \left( \mu_0^1, \mu_0^2 \right) \quad \text{for all } 0 < t \leq T.
\]

**Proof.** For \( i = 1,2 \), let \( \mu^i(t), v^i(x,t), w^i(\mu)(x,t)(= w(x_i,t)) \) be defined as in Proposition 3.1 and let \( k^i(x,t) \) be such that \( v^i(x,t) = w^i(x,t) - k^i(x,t)n(x,t) \). By \( r_p \)-prox regularity for each \( y \in \overline{\Omega(t)} \)

\[
\langle k^i(x,t)n(x,t), y-x \rangle \leq \frac{|k^i(x,t)|}{r_p}[y-x]^2.
\]

Estimate (3.5) shows that for \( t \in [0,T) \), \( \mu^i(t) \) are compactly supported. By (3.6), \( \frac{|k^i(x,t)|}{r_p} \leq C \) in the support of \( \mu^i(t) \). Let \( \gamma_t \) be an optimal transport plan between \( \mu^1(t) \) and \( \mu^2(t) \), then

\[
- \int_{\mathbb{R}^{2d}} \langle k^1(x,t)n(x,t) - k^2(y,t)n(y,t), x-y \rangle d\gamma_t(x,y) \leq C d_W^2 \left( \mu^1(t), \mu^2(t) \right).
\]

By Theorem 8.4.7 from [1]:

\[
\frac{1}{2} \frac{d}{dt} d_W^2 \left( \mu^1(t), \mu^2(t) \right) = \int_{\mathbb{R}^{2d}} (v^1(x,t) - v^2(y,t), x-y) d\gamma_t(x,y)
\]

\[
\leq \int_{\mathbb{R}^{2d}} \langle w^1(x,t) - w^2(y,t), x-y \rangle d\gamma_t(x,y) + C d_W^2 \left( \mu^1(t), \mu^2(t) \right).
\]

Since \( w^i(x,t) = -(\nabla V + \nabla W \ast \mu^i)(x,t) \), by condition (C3),

\[
- \int_{\mathbb{R}^d} \langle \nabla V(x) - \nabla V(y), x-y \rangle d\gamma_t(x,y) \leq -\lambda d_W^2 \left( \mu^1(t), \mu^2(t) \right).
\]
Since $W$ is $\lambda$-convex and even, we get
\[
- \int_{\mathbb{R}^d} (\nabla W * \mu^1(x) - \nabla W * \mu^2(y), x - y) d\gamma(t,x,y)
\]
\[
= -\frac{1}{2} \int_{\mathbb{R}^d} (\nabla W(x - x') - \nabla W(y - y'), x - x' - y + y') d\gamma(t,x,y)
\]
\[
\leq -\frac{\lambda}{2} \int_{\mathbb{R}^d} |x - x' - y + y'|^2 d\gamma(t,x,y) \leq C(\lambda) d_W^2 (\mu^1(t), \mu^2(t)).
\]
Here $C(\lambda) = \min\{0, 2\lambda\}$. So in all $\frac{d}{dt} d_W (\mu^1(t), \mu^2(t)) \leq C d_W^2 (\mu^1(t), \mu^2(t))$ which gives
\[
d_W (\mu^1(t), \mu^2(t)) \leq C d_W^2 (\mu^1(0), \mu^2(0)) \quad \text{for all } 0 \leq t \leq T.
\]

\[\square\]

Remark 3.4. If we were more careful on the dependence of the constant on $T$ and the support of the initial data (suppose $\text{supp}(\mu_0^n) \subset B_R$), we would find out that the constant in the above proposition can be bounded by $C \exp(CRT \exp(C'T))$ where $C$ is a universal constant.

3.3. Compactly Supported Initial Data. Suppose $\mu_0 \in \mathcal{P}_2(\overline{\Omega})$ and consider a sequence of delta masses $\mu_0^n = \sum_{i=1}^k m_i \delta_{x_i}$ converging to $\mu_0$ in Wasserstein metric. Without loss of generality, we assume that $\mu_0^n$ are supported in a compact set for all $n$. Suppose $\mu^n(t)$ is a solution to (1.2) given by Proposition 3.2 with initial value $\mu_0^n$. Proposition 3.3 shows that for each $t$, $\mu^n(t)$ is a Cauchy sequence once $\mu_0^n$ is Cauchy. So we can write the limit as $\mu(t)$ which again is compactly supported.

Now we need to show that the limit $\mu(t)$ is indeed a solution to (1.2). We do not expect showing that
\[
v(x, t) := P_{x,t}(-\nabla V - \nabla W * \mu)(x, t)
\]
is the tangent velocity field of $\mu(t)$ by simply letting $n$ goes to infinity due to the discontinuity of $P_{x,t}$ in $(x, t)$, which is also explained in Remark 3.2 [4]. To overcome this problem, we use gradient flow method.

Let us start with the following definition.

Definition 3.1. Let $\mu(\cdot)$ be an absolutely continuous curve in $\mathcal{P}_2(\mathbb{R}^d)$ with compact support in $\overline{\Omega}$. We say that $\mu(\cdot)$ is a curve of maximal slope with respect to $\phi$ in a time-dependent domain, if for all $0 \leq s < t < T$:
\[
\phi(\mu(s)) \geq \phi(\mu(t)) + \frac{1}{2} \int_s^t |\mu'|^2(r) dr + \frac{1}{2} \int_s^t \int_{\mathbb{R}^d} |P_{x,r} w(x,r)|^2 d\mu(x,r) dr
\]
\[
+ \int_s^t \int_{\mathbb{R}^d} (w(x,r) - P_{x,r} w(x,r)) \cdot P_{x,r} w(x,r) d\mu(x,r) dr.
\]

Here as before, $w(x,r) = w(x,r) = (-\nabla V - W * \mu)(x,r)$. As mentioned in the introduction, the last term of (3.9) appears because of the time-dependence of the domain. For $0 \leq s < t \leq T$ we denote
\[
\mathcal{E}(\mu) := \int_s^t \int_{\mathbb{R}^d} w(x,r) \cdot P_{x,r} w(x,r) - \frac{1}{2} |P_{x,r} w(x,r)|^2 d\mu(x,r) dr.
\]

We need the following lemma which shows the lower semi-continuity of $\mathcal{E}(\cdot)$ as $\mu^n \to \mu$. We require that $W \in C^2$ if the domain is compressing locally.

Lemma 3.5. Notations are as above and suppose $\mu^n(t)$ converges to $\mu(t)$ in Wasserstein distance uniformly for all $t \in [0, T]$. If (C1)(C2) hold, then for all $0 \leq s \leq t \leq T$ we have
\[
\liminf_{n \to \infty} \mathcal{E}(\mu^n) \geq \mathcal{E}(\mu).
\]
Proof. We consider the integrals on the boundary of $c(x,t) \geq 0$ and $c(x,t) < 0$ separately. Let us still write $t$ for time dependence and $w$ (or $w_i$) are continuous vector fields in $\Omega_T$. For each $(x,t) \in \Omega_T$, we define

$$E(w) := w \cdot P_{x,t}w - \frac{1}{2} |P_{x,t}w|^2$$

and we claim that the function $E(w)$ is convex in $w$ if $c(x,t) \geq 0$ which is equivalent to

$$E(w_s) \leq (1 - s)E(w_0) + sE(w_1) \quad \text{(3.11)}$$

where $w_s = (1-s)w_0 + sw_1$. We denote $w^N := w \cdot n$. If $w^N_0 \leq c, w^N_1 \leq c$ or $w^N_0 \geq c, w^N_1 \geq c$, the proof is clear by definition. If $w^N_0 \geq c, w^N_1 \leq c$ and $w^N_s \leq c$, then

$$(1-s)E(w_0) + sE(w_1) - E(w_s) \geq (1-s) \left( w^N_0 c - \frac{c^2}{2} \right) + s \left( \frac{|w^N_1|^2}{2} - \frac{|w^N_s|^2}{2} \right) - \frac{1}{2} (1-s) (w^N_0 - c)^2.$$ 

Note $w^N_0 - w^N_s = s (w^N_0 - w^N_1)$. The above

$$\geq \frac{1}{2s} (w^N_0 - w^N_s)^2 - \frac{1}{2} (w^N_0 - c)^2 \geq 0.$$ 

Similarly if $w^N_0 \geq c, w^N_1 \leq c$ and $w^N_s \geq c$, then

$$(1-s)E(w_0) + sE(w_1) - E(w_s) \geq (1-s) \left( cw^N_0 - \frac{c^2}{2} \right) + s \left( \frac{|w^N_1|^2}{2} - \left( cw^N_s - \frac{c^2}{2} \right) \right)$$ 

$$\geq \frac{s}{2} (w^N_0 - c)^2 \geq 0.$$ 

So $E(w)$ is convex in $w$ if $c \geq 0$. For $(x,t)$ not on the boundary, $E(w) = \frac{w^2}{2}$. Notice

$$E(w) - \frac{w^2}{2} \leq 0$$

and so $E(w)$ is lower semi-continuous in $x,t$ if $c \geq 0$. Then as did in Lemma 3.7 [4], by Proposition 6.42 [12] that for each $t$, there are two families of countable many bounded and continuous functions $a_{i,t}(x), b_{i,t}(x)$ such that

$$E(w)(x,t) = \sup_{i \in \mathbb{N}} \{ a_{i,t}(x) + b_{i,t}(x)w \}.$$ 

Let $w(x,t) = (-\nabla V(x) - \nabla W \ast \mu)(x,t)$ and similarly for $\nabla V(x,t)$. Then for each $N \in \mathbb{N}$ and $t$,

$$\liminf_n \int_{\mathbb{R}^d \cap \{t \geq 0\}} E(w^n) d\mu^n \geq \liminf_n \int_{\mathbb{R}^d \cap \{t \geq 0\}} \max\{(a_{i,t} + b_{i,t}w^n), 0 \leq i \leq N\} d\mu^n$$

$$= \int_{\mathbb{R}^d \cap \{t \geq 0\}} \max\{(a_{i,t} + b_{i,t}w), 0 \leq i \leq N\} d\mu.$$ 

Then take sup over $i \in \mathbb{N}$ and use Lebesgue’s monotone convergence theorem. We see

$$\liminf_n \int_t^s \int_{\mathbb{R}^d \cap \{t \geq 0\}} E(w^n) d\mu^n dr \geq \int_t^s \int_{\mathbb{R}^d \cap \{t \geq 0\}} E(w) d\mu dr. \quad \text{(3.12)}$$

If $W$ is $C^2$, we can show the lower semi-continuity of $E$ without non-negative assumptions on $c$. We want to show that $E(w)(x,t)$ is lower semi-continuous on $w, x, t$. Continuity on $w$ is clear by definition and we have uniform continuity for all $(x,t) \in \text{supp}(\mu(t)) \subseteq \Omega_T$ since the support is compact and $c$ is
continuous. Let $\gamma(y, y')$ be the optimal transport plan between $\mu^n$ and $\mu$. By (C2), $|D^2W|$ is bounded in compact sets. By definition

$$|w^n(x, t) - w(x, t)| = \left| \int_{\mathbb{R}^d} \nabla W(x - y)d(\mu^n(y, t) - \mu(y, t)) \right|$$

$$\leq \int_{\mathbb{R}^{2d}} |\nabla W(x - y) - \nabla W(x - y')|d\gamma(y, y')$$

$$\leq C||D^2W||_{L^\infty(supp(\mu))} \int_{\mathbb{R}^{2d}} |y - y'|d\gamma(y, y')$$

$$\leq C_dW(\mu^n, \mu).$$

So for all $\epsilon > 0$, if $n$ is large enough, we have for $t \in [0, T]$

$$\int_{\mathbb{R}^d} E(w^n)d\mu^n \geq \int_{\mathbb{R}^d} (E(w) - \epsilon)d\mu^n \geq \int_{\mathbb{R}^d} E(w)d\mu^n - \epsilon.$$  \hspace{1cm} (3.13)

Now we prove lower semi-continuity of $E(\cdot)$ in $(x, t)$. For $(x, t)$ inside the domain $E(w(x, t)) = \frac{1}{2}w^2 \geq 0$. But for $(x, t)$ on the boundary

$$E(w)(x, t) = \begin{cases} \frac{1}{2} |w|^2 & \text{if } w^N = w, n \leq c, \\ cw^N - \frac{1}{2}c^2 & \text{if } w^N > c. \end{cases}$$

And there is $cw^N - \frac{1}{2}c^2 \leq \frac{1}{2} (w^N)^2 \leq \frac{1}{2} |w|^2$. From this, $E(w)(x, t)$ is lower semi-continuous in $(x, t)$. Combining that $\mu^n$ converges narrowly to $\mu$, we have

$$\lim_{n \to \infty} \inf_n \int_{\mathbb{R}^d} E(w)d\mu^n \geq \lim_{n \to \infty} \inf_n \int_{\mathbb{R}^d} E(w)d\mu.$$

Take $\epsilon \to 0$ in (3.13) and integrate in time, we proved

$$\lim_{n \to \infty} \inf_n \int_s^t \int_{\mathbb{R}^d} E(w^n)d\mu^n dr \geq \lim_{n \to \infty} \inf_n \int_s^t \int_{\mathbb{R}^d} E(w)d\mu dr.$$

Now we give the main theorem:

**Theorem 3.1.** Assume conditions (O1)(C1)-(C3) hold. Suppose $\mu_0$ is a probability measure compactly supported in $\Omega(0)$ and $\{\mu^n(\cdot)\}$ are the discrete solutions as stated above. Then $\mu^n(\cdot)$ converges to $\mu(\cdot)$ which is an absolutely continuous curve in $\mathcal{P}_2(\mathbb{R}^d)$ of maximal slope with respect to $\phi$ (see definition 3.9). And $\mu(\cdot)$ satisfies the equation (1.2) in the weak sense.

Suppose we have two such solutions $\mu^i(\cdot), i = 1, 2$ with initial data $\mu^i_0 \in \mathcal{P}_2(\mathbb{R}^d)$, and $\mu^i(\cdot)$ are compactly supported for $t \in [0, T]$. Then there exists a constant $C$ that

$$d_W(\mu^1(t), \mu^2(t)) \leq C d_W(\mu^1_0, \mu^2_0) \text{ for all } 0 \leq t \leq T.$$

Here $C$ depends on universal constants and the support of $\mu^1_0$.

**Proof.** First we show $t \to \phi(\mu^n(t))$ is absolutely continuous:

$$|\phi(\mu^n(t)) - \phi(\mu^n(s))| \leq \sum_j m_j |V(x_j(t)) - V(x_j(s))| +$$

$$\sum_{i<j} m_im_j |W(x_i(t) - x_j(t)) - W(x_i(s) - x_j(s))|$$

$$\leq \sum_j m_j |\nabla V(\theta)||x_j(t) - x_j(s)| + \sum_{i<j} m_im_j |\nabla W(\theta)'||(x_j(t) - x_j(s)) + |x_i(t) - x_i(s)||$$
where \( \theta = h x_j(t) + (1 - h) x_j(s) \) and \( \theta' = h'(x_i(t) - x_j(t)) + (1 - h') (x_i(s) - x_j(s)) \) for some \( 0 \leq h, h' \leq 1 \). By (C1)(C2), \( |\nabla V(\theta)|, |\nabla W(\theta')| \) is bounded by \( C(1 + |x_j(t)| + |x_j(s)|), C(1 + |x_j(t)| + |x_j(s)| + |x_i(t)| + |x_i(s)|) \) respectively. So
\[
|\phi(\mu^n(t)) - \phi(\mu^n(s))| \leq C (1 + m_2(\mu^n(t)) + m_2(\mu^n(s))) d_W(\mu^n(t), \mu^n(s)).
\]
Thus \( \phi(\mu^n(t)) \) is absolutely continuous in \( t \) since \( \mu^n(\cdot) \) is absolutely continuous curves and \( \{m_2(\mu^n)\} \) are uniformly bounded. We do not need \( \mu^n \) to be compactly supported here.

Then we show that the discrete solutions \( \mu^n \) are curves of maximal slope. By direct computation
\[
\frac{d}{dt}\phi(\mu^n(t)) = \sum_j m_j \nabla V(x_j(t)) \cdot \dot{x}_j(t) + \frac{1}{2} \sum_i \sum_j m_i m_j \nabla W(x_i(t) - x_j(t)) \cdot (\dot{x}_i(t) - \dot{x}_j(t))
\]
\[
\leq \sum_i m_i \nabla V(x_i(t)) \cdot \dot{x}_i(t) + \frac{1}{2} \sum_i \sum_j m_i m_j \nabla W(x_i(t) - x_j(t)) \cdot (\dot{x}_i(t) - \dot{x}_j(t)) \quad \text{(by symmetry of} \ W)\]
\[
= - \int_{\mathbb{R}^d} |v^n|^2 d\mu^n(t) + \int_{\mathbb{R}^d} (v^n - w^n) \cdot v^n d\mu^n(t).
\]
In the above we used the notation (3.8). By Proposition 3.2
\[
|\langle \mu^n \rangle|^2(t) \leq \int_{\Omega(t)} |v^n|^2 d\mu^n \text{ a.e. in time},
\]
we deduce that \( \mu^n(\cdot) \) is a curve of maximal slope according to the definition (3.9):
\[
\phi(\mu^n(s)) \geq \phi(\mu^n(t)) + \frac{1}{2} \int_s^t |\langle \mu^n \rangle|^2(r) dr + \mathcal{E}(\mu^n).
\]  \((3.14)\)

Now we want to show that \( \mu(t) \) is also a curve of maximal slope. By Theorem 3.6 [4],
\[
\liminf_n \int_s^t |\langle \mu^n \rangle|^2(r) dr \geq \int_s^t |\langle \mu \rangle|^2(r) dr. \quad \text{(3.15)}
\]
Because \( \mu^n(t), \mu(t) \) are compactly supported locally uniformly in time, \( W, V \in C^1(\mathbb{R}^d) \) and \( \mu^n(t) \to \mu(t) \) in \( d_W \), we have for each \( t \)
\[
\lim_{n \to \infty} \phi(\mu^n(t)) = \phi(\mu(t)). \quad \text{(3.16)}
\]
Recall the notation
\[
k(x,t)n(x,t) = w(x,t) - P_{x,t}w(x,t). \quad \text{(3.17)}
\]
Then by (3.14) (3.15) and Lemma 3.5, sending \( n \) to infinity shows
\[
\phi(\mu(s)) \geq \phi(\mu(t)) + \frac{1}{2} \int_s^t |\langle \mu \rangle|^2(r) dr + \frac{1}{2} \int_s^t \int_{\mathbb{R}^d} |v|^2(x,r) d\mu dt
\]
\[
+ \int_s^t \int_{\mathbb{R}^d} k(x,t)n(x,r) \cdot v(x,r) d\mu dt.
\]
Notice \( k \geq 0 \) and if \( k(x,t) > 0 \)
\[
n(x,t) \cdot v(x,t) = n(x,t) \cdot P_{x,t}w(x,t) = c(x,t).
\]
This gives
\[
\phi(\mu(s)) \geq \phi(\mu(t)) + \frac{1}{2} \int_s^t |\langle \mu \rangle|^2(r) dr + \frac{1}{2} \int_s^t \int_{\mathbb{R}^d} |v|^2 d\mu dr
\]
\[
+ \int_s^t \int_{\mathbb{R}^d} k(x,r)c(x,r) d\mu dr. \quad \text{(3.18)}
\]
Next because \( \mu(\cdot) \) is an absolutely continuous curve in \( \mathcal{P}_2(\mathbb{R}^d) \), by Theorem 8.3.1 [1], there exists a unique tangent vector field \( \dot{\nu}(x,t) \in L^2(\mu(t), \mathbb{R}^d) \) such that the continuity equation holds
\[
\frac{\partial}{\partial t} \mu + \nabla \cdot (\dot{\nu} \mu) = 0
\]
Integration of \( \gamma \)

By Proposition 8.4.6 [1], \( \tau > 0 \), a similar result is proved in Theorem 1.5 [4]. For the convenience of readers, we give a sketch of proof below. For \( \tau > 0 \), select \( \gamma_i^\tau \in \Gamma_0 (\mu(t), \mu(t + \tau)) \). Then

\[
\phi(\mu(t + \tau)) - \phi(\mu(t)) = \int_{\Omega} (\nabla V(x), y - x) - C|y - x|^2 d\gamma_i^\tau(x, y) + \int_{\Omega} ((\nabla W)(x_2 - x_1), y_2 - x_2) d\gamma_i^\tau(x_1, y_1) - C|y_2 - x_2|^2 d\gamma_i^\tau(x_2, y_2)
\]

We used (C2)(C3) \((\lambda\text{-convexity of } V, W \text{ and symmetry of } W)\) in the above inequality and the constants \( C, C' \) only depend on \( \lambda \). Then applying that \( \mu(t) \) is absolutely continuous, for a.e. \( t > 0 \)

\[
\lim_{\tau \to 0^+} \frac{\phi(\mu(t + \tau)) - \phi(\mu(t))}{\tau} \geq \limsup_{\tau \to 0^+} \left( \int_{\Omega} (\nabla V(x) + \nabla W * \mu(x), \frac{y - x}{\tau}) d\gamma_i^\tau(x, y) - \frac{C'}{\tau} d\gamma_i^\tau(x_2, y_2) \right).
\]

By Proposition 8.4.6 [1], \( \int_{\Omega(t)} \frac{y - x}{\tau} d\gamma_i^\tau(y) \) converges to \( \dot{\nu}(\cdot, t) \) weakly in \( L^2(\mu(t)) \) where \( r^\tau(y) \) is the disintegration of \( \gamma_i^\tau \) with respect to \( \mu(t) \). Note \( \mu(t) \) is absolutely continuous, therefore for a.e. \( t > 0 \)

\[
\lim_{\tau \to 0^+} \frac{\phi(\mu(t) + \tau) - \phi(\mu(t))}{\tau} \geq \int_{\Omega} (\nabla V(x) + \nabla W * \mu(x), \dot{\nu}(x, t)) d\mu(t).
\]

Similarly, we have

\[
\lim_{\tau \to 0^+} \frac{\phi(\mu(t) - \tau) - \phi(\mu(t - \tau))}{\tau} \leq \int_{\Omega} (\nabla V(x) + \nabla W * \mu(x), \dot{\nu}(x, t)) d\mu(t).
\]

Again since \( \mu(t) \) is absolutely continuous, as done in the discrete case (see Theorem 3.1) we have \( t \to \phi(\mu(t)) \) is absolutely continuous. Thus, we can conclude with the chain rule.

Then using the notation (3.17)

\[
\phi(\mu(s)) - \phi(\mu(t)) = \int_s^t \int_{\Omega} \dot{v}(x, r) \cdot \dot{w}(x, r) d\mu(r) dr + \int_s^t \int_{\Omega} k(x, r) n(x, r) \cdot \dot{v}(x, r) d\mu(r) dr
\]

Recall \( r^\tau \) as defined above. We have

\[
\int_s^t \int_{\Omega} k(x, r) n(x, r) \cdot \dot{v}(x, r) d\mu(r) dr = \int_s^t \int_{\Omega(t)} k(x, r) \lim_{\tau \to 0} \int_{\Omega(r + \tau)} n(x, r) \cdot \frac{y - x}{\tau} d\gamma_i^\tau(y) d\mu(x, r).
\]
Note in the above equation, \( y \in \Omega(r + \tau), x \in \partial \Omega(r) \). Take \( x'(x, r, \tau) \) to be one of the closest point to \( x \) on \( \partial \Omega(r + \tau) \). So for \( \tau \) small enough, \( \frac{(x' - x)}{\tau} = c(x, r)n + O(\tau) \). Also since \( c(x, r) \) is continuous and \( \mu(r) \) is compactly supported, we get

\[
\int_s^t \int_{\mathbb{R}^d} k(x, r)n(x, r) \cdot \dot{v}(x, r) d\mu(r) dr \leq \int_s^t \int_{\mathbb{R}^d} k(x, r)c(x, r) d\mu(r) dr + \limsup_{\tau \to 0} \int_s^t \int_{\Omega(r)} \int_{\Omega(r + \tau)} k(x, r)n(x, r) \cdot \frac{y - x'}{\tau} dr \tau(y) d\mu(r) dr. \tag{3.21}
\]

Now by \( r_p \)-prox regularity of \( \Omega(r) \), within the support of \( \mu \),

\[
k(x, r)n(x, r) \cdot \frac{y - x'}{\tau} \leq \frac{C_k}{r_p^T}|y - x'|^2 \\
\leq \frac{C_k}{r_p^T}|y - x|^2 + \frac{C_k}{r_p^T}|x - x'|2|y - x - x'| \\
\leq \frac{C_k}{r_p^T}|y - x|^2 + 2C_k|c(x)||y - x| + o(\tau).
\]

\( C_k \) here is the bound of \( k(x, r) \) for \( (x, r) \in \overline{\Omega_T} \) and it depends on the support of \( \mu_0 \). By the dominated convergence theorem the last term of (3.21)

\[
\leq \limsup_{\tau \to 0} \int_s^t \int_{\Omega(r) \times \Omega(r + \tau)} \frac{C}{\tau} |y - x|^2 d\gamma_T dr + \limsup_{\tau \to 0} \int_s^t \int_{\Omega(r) \times \Omega(r + \tau)} C |y - x|^2 d\gamma_T dr + \limsup_{\tau \to 0} \int_s^t \int_{\Omega(r) \times \Omega(r + \tau)} C_2 |x - x'|^2 d\gamma_T dr + \limsup_{\tau \to 0} \int_s^t \int_{\Omega(r) \times \Omega(r + \tau)} C_2 d\gamma_T dr \\
\leq \limsup_{\tau \to 0} \int_s^t \int_{\Omega(r) \times \Omega(r + \tau)} C_2 \mu(r + \tau) dr + \limsup_{\tau \to 0} \int_s^t \int_{\Omega(r) \times \Omega(r + \tau)} C_2 d\gamma_T dr
\]

In view of the fact that \( \mu(\cdot) \) is an absolutely continuous curve with respect to the Wasserstein metric, we have the above expressions vanish. So

\[
\int_s^t \int_{\mathbb{R}^d} k(x, r)n(x, r) \cdot \dot{v}(x, r) d\mu(r) dr \leq \int_s^t \int_{\mathbb{R}^d} k(x, r)c(x, r) d\mu(r) dr. \tag{3.22}
\]

Apply this to (3.20), we get

\[
\phi(\mu(s)) \leq \phi(\mu(t)) + \int_s^t \int_{\mathbb{R}^d} v(x, r) \cdot \dot{v}(x, r) d\mu(r) dr + \int_s^t \int_{\mathbb{R}^d} k(x, r)c(x, r) d\mu(r) dr. \tag{3.23}
\]

Finally compare (3.18) with (3.23) and make use of (3.19), we find in \( \overline{\Omega_T} \) a.e. \( dy dt \)

\[
\dot{v}(x, t) = v(x, t) = P_{x,t}w(\mu)(x, t). \tag{3.24}
\]

For the stability result, considering that \( \mu_1, \mu_2 \) are compactly supported, the proof is essentially the same as the one in Proposition 3.3.

\[\square\]

Remark 3.6. As can be seen in the proof, for Theorem 3.1 we only need \( \lambda \)-convexity of \( V, W \) locally. Also we can weaken the condition (O1) to be local prox-regularity: for every ball \( B_R, \partial \Omega(t) \cap B_R \) is \( r_p \)-prox-regular for some \( r_p(R) > 0 \).

Remark 3.7. From the theorem we have the uniqueness of solutions to (1.2) with compact support for any finite time. But it is not clear to us whether solutions can spread out to infinity far of the domain within a finite time, even with compactly supported initial data. It is unknown to us about the general uniqueness result.
Remark 3.8. If the domain is non-compressing which is equivalent to \( c \geq 0 \), we don’t require \( W \in C^2 \). Lemma 3.5 is the only place in part one of the paper where we need the assumption.

3.4. Non-Compactly Supported Data. In this section we consider the equation (1.2) with non-compactly supported initial data. Let \( \mu \in \mathcal{P}^2(\mathbb{R}^d) \), define

\[
\delta(R, \mu) := \int_{B_R^C} |x|^2 d\mu
\]

where \( B_R^C \) denotes the complement of \( B_R \). We say \( \mu \) satisfies condition (R) if

(R) There exists some constant \( c_r > 0 \) such that \( \delta(R, \mu) \exp(c_r R) \to 0 \) as \( R \to +\infty \).

This condition requires some exponentially decay of measures which is slightly more general than compact supported ones. We say a curve of measures \( \{\mu(t), t \geq 0\} \) satisfy condition (R) locally uniformly if for each \( t \in [0, T] \), \( \mu(t) \) satisfies the condition for some \( c_r(T) \).

Theorem 3.2. Suppose conditions (O1)(C1)-(C3) hold and \( \mu_0 \) satisfies (R). Then there exists a weak solution \( \mu(\cdot) \) to equation (1.2). And it is an absolutely continuous curve in \( \mathcal{P}^2(\mathbb{R}^d) \) which satisfies condition (R) locally uniformly.

Suppose \( \mu^i(\cdot), i = 1, 2 \) are two solutions with initial data \( \mu_0^i \) satisfying (R) locally uniformly with constant \( c_r \). Then for any \( 0 < p < 1 \), there is \( t_p, \varepsilon > 0 \) that for all \( 0 \leq t \leq t_p \), \( d_W(\mu^1(t), \mu^2(t)) \leq \varepsilon \) we have

\[
d_W(\mu^1(t), \mu^2(t)) \leq 2d_W(\mu_0^1, \mu_0^2)^p.
\]

Here \( t_p, \varepsilon \) only depend on \( p, c_r \) and universal constants.

Proof. For existence, we use the particle approximation method as before: let \( \mu^n(\cdot) = \sum_{i=1}^{k(n)} m_i \delta x^n_i(\cdot) \) be solutions to equation (1.2) with discrete initial data \( \mu_0^n \to \mu_0 \). First let us assume the convergence of \( \mu^n(\cdot) \) and show the limit is a solution. Expressions or estimates (3.12) (3.14) (3.15) still hold. But we need to be careful on (3.16) (3.22) and Lemma 3.5 since the solutions are no longer supported in a compact set. If (3.16), (3.10) and (3.22) are valid, we deduce (3.18) (3.24) and from which we draw the conclusion.

To show (3.10), we use truncation method. Recall estimate (3.5), within time \( T \), we get

\[
\delta(R, \mu^n(t)) \leq \delta(\frac{R}{C_T}, \mu_0^n)
\]

which converges to 0 exponentially fast as \( R \to \infty \).

By (3.4)(3.5) and definition of \( P_{x,t} \)

\[
|k^n(x, t)| \leq C(1 + |x|), \quad |P_{x,t}w^n(x, t)| \leq |w^n(x, t)| + |c(x, t)| \leq C(1 + |x|).
\]

And similar linear bounds also hold for \( k(x, t), P_{x,t}w(x, t) \). So for any small \( \epsilon > 0 \), we can choose \( R \) large enough such that

\[
\int_s^t \int_{B_R^C} E(w^n) d\mu^n dr \leq C \int_{B_R^C} |x|^2 d\mu^n dr < \epsilon
\]

for all \( n \). Then we only need to consider \( \tilde{\mu}^n(t) = \sum_j m_j \delta_{x_j(t), \{x_j(0)\leq R\}} \). The contribution for particles starting outside \( B_R \) will be under control by (3.5) again. Now since the integration is inside a compact set, the proof will then follows from Lemma 3.5. The proof of (3.22) is similar.
For (3.16), let us only write down the proof of \(\lim_{n \to \infty} W(\mu^n(t)) = W(\mu(t))\). Recall that \(\gamma\) denotes the optimal transport plan between \(\mu^n(t)\) and \(\mu(t)\). For any \(\epsilon > 0\)

\[
|W(\mu^n(t)) - W(\mu(t))| \leq \frac{1}{2} \int_{\mathbb{R}^d} |W(x - x') - W(y - y')|d\gamma(x, y)d\gamma(x', y')
\]

\[
\leq C \int_{\mathbb{R}^d} (1 + |x| + |x'| + |y| + |y'|)(|x - x' - y + y'|)d\gamma(x, y)d\gamma(x', y')
\]

\[
\leq \epsilon \int_{\mathbb{R}^d} (1 + |x|^2 + |x'|^2 + |y|^2 + |y'|^2)d\gamma(x, y)d\gamma(x', y')
+ C\epsilon \int_{\mathbb{R}^d} (|x - y|^2 + |x' - y'|^2)d\gamma(x, y)d\gamma(x', y')
\leq \epsilon(1 + 2m_2(\mu^n(t)) + 2m_2(\mu(t))) + 2C\epsilon d_W^2(\mu^n(t), \mu(t)).
\]

In the above we used condition (C2). By (3.25), we know that the second moment of \(\mu^n, \mu\) are bounded locally uniformly in time. Then if \(\mu^n(t)\) converges \(\mu(t)\) in \(d_W\), we deduce \(\lim_{n \to \infty} W(\mu^n(t)) = W(\mu(t))\). Similarly \(\lim_{n \to \infty} V(\mu^n(t)) = V(\mu(t))\) and (3.16) follows.

Now we show the convergence of \(\mu^n(\cdot)\). We use the notation \(\gamma^n_A\) as the restriction of \(\gamma \in \mathcal{P}(\mathbb{R}^{2d})\) in \(A \times B \subset \mathbb{R}^d \times \mathbb{R}^d\). Also we denote \(A^C\) as the complement of \(A\) in \(\mathbb{R}^d\) while \(\gamma^n_A^C\) as the restriction of \(\gamma\) on \((A \times B)^C\). Without loss of generality, assume that \(\delta(R, \mu^n)\) are comparable to \(\delta(R, \mu_0)\) for all \(n\) and \(R > 1\). For simplicity of notation, we write \(\gamma_t\) as the optimal transport plan between \(\mu^n(t)\) and \(\mu^m(t)\). Similarly as before, we have

\[
\frac{1}{2} \frac{d}{dt} d_W^2(\mu^n(t), \mu^m(t)) = \int_{\mathbb{R}^{2d}} (v^n(x, t) - v^m(y, t), x - y)d\gamma_t(x, y)
\leq C d_W^2(\mu^n, \mu^m) - \int_{\mathbb{R}^{2d}} \langle k^n(x, t)n(x, t) - k^m(y, t)n(y, t), x - y \rangle d\gamma_t(x, y). \tag{3.26}
\]

By prox-regularity, the last of (3.26)

\[
\leq \int_{\mathbb{R}^{2d}} \min \left\{ \frac{|k^n| + |k^m|}{r_p} |x - y|^2, (|k^n| + |k^m|)|x - y| \right\} d\gamma_t(x, y).
\]

For any \(L \gg 1\), let \(C'\) be the constant as given in (3.5) and \(L' := C'L\). Then the above

\[
\leq \int_{\mathbb{R}^{2d}} \frac{|k^n| + |k^m|}{r_p} |x - y|^2 d\gamma_{B_{L'}} + \int_{\mathbb{R}^{2d}} (|k^n| + |k^m|)|x - y|d(\gamma_{B_{L'}}) \tag{C'}
\]

\[
\leq C \left( \int_{|x| \geq L'} |x|^2 d\mu^n + \int_{|y| \geq L'} |y|^2 d\mu^m + m_2(\mu^n) \int_{|x| \geq L'} 1 d\mu^n + m_2(\mu^m) \int_{|y| \geq L'} 1 d\mu^m \right) \tag{3.27}
\]

By (3.5), for all \(0 \leq t \leq T\), if \(x_t(t) \in B_{L'}\), then \(x_t(0) \in B_{L'}\) and \(|x_t(t)| \leq C'(|x_t(0)| + 1)\). This, combining with (3.3), gives

\[
(3.27) \leq CC'^2 \left( \int_{|x| \geq L} |x|^2 d\mu^n(0) + \int_{|y| \geq L} |y|^2 d\mu^m(0) \right) \leq CC'^2 \delta(L, \mu_0).
\]

Note \(C'\) is a universal constant. In all, finally we have

\[
\frac{d}{dt} d_W^2(\mu^n, \mu^m) \leq C L d_W^2(\mu^n, \mu^m) + C \delta(L, \mu_0).
\]
Consider the following stationary domain in large. Recall that \( \{ t \} \) and the equation

\[
\begin{align*}
(ii) & \quad \text{For any } t \\
& \quad \text{Select } d \text{ in Theorem 3.2 cannot be improved to } \text{Examples and Stability of Solutions.}
\end{align*}
\]

\( \nabla (x,t) \) is convex for all \( t \) and \( \mu (t) \) solves the equation (1.2), then \( (R) \) follows from the above argument for the discrete type solutions. This shows that solutions satisfying condition (R) are unique.

\( \tag{1.2} \) is strongly related to the decay of initial data at infinity. Since we do not need any assumptions on the decay of solutions, we can conclude the same as in (i).

Remark 3.9. We comment on several situations where the condition (R) can (or possibly) be dropped.

(i) As in Theorem 1.9 [4], if \( \Omega (t) \) is convex for all \( t \) and \( \mu (t) (t = 1, 2) \) are solutions with general initial data \( \mu_0 \in P_2 (\Omega (t)) \), then there exists a universal constant \( C \) such that

\[
\begin{align*}
&d_W (\mu_1 (t), \mu_2 (t)) \leq Cd_W (\mu_0, \mu_0). \\
&\text{Here we do not need any assumptions on the decay of solutions. The proof follows from the observation that in (3.26) } (k, x, y) \geq 0 \text{ by the convexity. And as a corollary we have the uniqueness result.}
\end{align*}
\]

(ii) If \( \nabla V, \nabla W \) are uniformly bounded, we can conclude the same as in (i).

(iii) We guess that for the non-local term if \( W \) is compactly supported, there is a better stability result.

3.5. Examples and Stability of Solutions. In this section, we will show that the stability result in Theorem 3.2 cannot be improved to \( d_W (\mu_1 (t), \mu_2 (t)) \leq Cd_W (\mu_0, \mu_0) \) as long as the domain is unbounded and non-convex. Moreover we give examples showing that without condition (R), the stability of solutions is even weaker than that in Theorem 3.2. All these suggest that the stability of solutions to (1.2) is strongly related to the decay of initial data at infinity.

**Theorem 3.3.** There exists \( V, W, \Omega \) satisfy conditions (C1)-(C3)(O1) such that the following holds for any \( t_0 > 0 \).

(i) There is \( \mu_0 \in P_2 (\Omega) \) and \( \mu_0 \to \mu_0 \) (write \( \mu^n (t) \) as a solution to equation (1.2) with initial data \( \mu_0^n \)) that \( \mu (\cdot), \mu^n (\cdot) \) satisfy (R) locally uniformly and

\[
\lim_{n} d_W (\mu (t_0), \mu^n (t_0)) = +\infty.
\]

(ii) For any \( p > \frac{1}{2} \), there is \( \mu_0 \in P_2 (\Omega) \) and \( \mu_0 \to \mu_0 \) that

\[
\lim_{n} d_W (\mu (t_0), \mu^n (t_0)) = +\infty.
\]

**Proof.** Consider the following stationary domain in \( \mathbb{R}^2 \)

\[
\Omega := \{(x, y) \mid y \geq \cos(2\pi x)\}
\]

and the equation

\[
\frac{\partial}{\partial t} \mu + \nabla \cdot (\mu P(-\nabla V)) = 0 \quad \text{with } V = xy.
\]

Here \( P \) is the projection operator defined in (1.1) with zero boundary speed.
Let us start by solving the equation with initial data \( \mu_0 = \delta_{(x_0, \cos(2\pi x_0))} \) where \( x_0 \) is close to some large integer. Suppose \( \delta_{(x_t, y_t)} \) is a solution, then by simple calculations

\[
(x'_t, y'_t) = P(-\nabla V(x_t, y_t)) = P(-y_t, -x_t).
\]

It is not hard to see that if \( x_t \) is large enough, the delta mass moves along the boundary. So \( P(-y_t, -x_t) = P(\cos(2\pi x_t), -x_t) \) and

\[
v_t := (x'_t, y'_t) = (\dot{\vartheta}_t, -2\pi \sin(2\pi x_t) \dot{\vartheta}_t) \text{ where } \dot{\vartheta}_t = \frac{-\cos(2\pi x_t) - 2\pi x_t \sin(2\pi x_t)}{1 + 4\pi^2 \sin^2(2\pi x_t)}.
\]

Notice the equation \( x'_t = \vartheta_t \) is an autonomous system. For each large integer \( N \), there are two equilibrium points in \([N - \frac{1}{2}, N + \frac{1}{2}]\) namely the solutions of \( 2\pi x = \cot(2\pi x) \). One equilibrium point is close to \( N - \frac{1}{2} \) which is stable and the other is close to \( N \) which is unstable. We denote the stable one as \((N)^1_1\) and the other as \((N)^2_2\). We can show \((N)^1_1 - (N - \frac{1}{2}) \approx (N)^2_2 - N \approx \frac{1}{2} \).

Now consider

\[
\mu_0 = \sum_{j=1}^{\infty} m_j \delta_{(j, \cos(2\pi j))}.
\]

Also we construct a family of \( \mu^n_0 \to \mu_0 \). Denote \( j_\alpha := j + (j)^{-\alpha} \) with \( 0 < \alpha < 1 \) and let

\[
\mu^n_0 = \sum_{j=1}^{n-1} m_j \delta_{(j, \cos(2\pi j))} + \sum_{j=n}^{\infty} m_j \delta_{(j_\alpha, \cos(2\pi j_\alpha))}.
\]

As usual, we have the solutions \( \mu^n(t) = \sum_j \delta_{(x^n_j(t), y^n_j(t))} \) and \( \mu(t) = \sum_j \delta_{(x_j(t), y_j(t))} \) with \( \mu^n(t) = \mu^n_0, \mu(t) = \mu_0 \). So for any fix \( t_0 > 0 \):

\[
d_{W}^{n}(\mu(t_0), \mu^n(t_0)) / d_{W}^{n}(\mu_0, \mu^n_0) \gtrsim \sum_{j \geq n} m_j \left( |x_j(t_0) - x^n_j(t_0)|^2 + |y_j(t_0) - y^n_j(t_0)|^2 \right) / \left( \sum_{j \geq n} m_j (3j)^{-2\alpha} \right).
\]

Because \( \alpha < 1 \) and \( j_\alpha > (j)^{1}_1 \), for \( j \) large enough we have \((x^n_j(t), y^n_j(t))\) starts at \((j_\alpha, \cos(2\pi j_\alpha))\) and moves towards \((j+1)^{1}_1, \cos(2\pi (j+1)_1))\). However the mass starting from \((j, \cos(2\pi j))\) will move towards \((j)^{1}_1, \cos(2\pi (j)^{1}_1))\). Note by \((3.29)\) if \( x^n_j(t) - j \leq \frac{1}{4} \), we get \( \frac{d}{dt} x^n_j(t) \geq Cj^{1-\alpha} \). Hence for any fix \( t_0 \) if \( n \) is large enough, \( x^n_j(t_0) - 3j \geq \frac{1}{4} \). While \((x_j(t), y_j(t))\) goes to the opposite direction, so the distance between them is larger than some constant say \( \frac{1}{4} \). And it cannot be too large since their limits are \((j+1)^{1}_1, \cos(j+1))\), \((j)^{1}_1, \cos(j))\).

At last we choose \( m_j = Cm e^{-j} \) where \( Cm \) is a constant satisfying \( Cm \sum_j e^{-j} = 1 \). Then it is straight forward to check that \( \mu, \mu^n \) satisfy \((R)\). By direct computation we have

\[
\liminf_{n} d_{W}^{n}(\mu(t_0), \mu^n(t_0)) / d_{W}^{n}(\mu_0, \mu^n_0) \gtrsim \liminf_{n} (\sum_j Cm_j) / (\sum_j m_j j^{-2\alpha}) \geq \limsup_{n} Cn^{2\alpha} = +\infty.
\]

We claim that this is the example promised which shows that \( d_{W}(\mu(t), \mu^n(t)) \) cannot be bounded by \( C_{d_{W}}(\mu_0, \mu^n_0) \) for \( C \) independent of \( t \) and \( d_{W}(\mu_0, \mu^n_0) \).

Next we select \( m_j = C' m_j^{-\beta} \) with \( \beta > 3 \) where \( C' \) is some constant such that the total mass of \( \mu_0 \) is 1. In this case \( \delta(R, \mu_0) \approx \sum_{j \geq 1} j^{-\beta} j^{2} \approx R^{-\beta+1} \) which fails condition \((R)\). On the other hand

\[
d_{W}^{p}(\mu_0, \mu^n_0) \approx (\sum_{j \geq n} j^{-\beta} j^{-2\alpha} p) \approx n^{(-\beta - 2\alpha + 1)p} \quad \text{and} \quad d_{W}^{p}(\mu(t_0), \mu^n(t_0)) \gtrsim (\sum_{j \geq n} j^{-\beta}) \approx n^{-\beta+1}.
\]

Thus for any \( p > \frac{\beta - 1}{\beta + 2\alpha - 1} \), we deduce

\[
\liminf_{n} d_{W}^{n}(\mu(t_0), \mu^n(t_0)) / d_{W}^{n}(\mu_0, \mu^n_0) = +\infty \quad \text{for all } t_0 > 0.
\]
If selecting $\alpha = 1 - \epsilon, \beta = 3 - \epsilon$, then $p$ can be any close to $\frac{1}{2}$. This shows that in Theorem 3.2 if without (R), $p$ cannot be greater than $\frac{1}{2}$. So at least we can claim that the stability is weaker. □

4. Part Two. Second Order Equations

In the second part of this paper we show the well-posedness of the second order continuity equation (1.5) and then we send the diffusion term to 0. If $\Omega(t)$ is bounded and convex for each $t$, we will prove that (1.5) is indeed the vanishing viscosity approximation of (1.2).

4.1. Assumptions and JKO Scheme. We make the following assumptions. We will make a remark about several generalizations later.

(O2) The lateral boundary of $\Omega_T$ is uniformly $C^1$ in space. There exists $L > 0$ that

$$d_H(\Omega(t), \Omega(s)) \leq L|t - s|$$

for $0 \leq s, t \leq T$.

Here $d_H$ is the Hausdorff distance. From this we know that there exists $r_p > 0$ such that both $\partial \Omega(t), \partial \Omega(t)^C$ are $r_p$-prox regular for all $t \in [0, T]$. For $V, W$, we assume (C1)-(C3) hold and furthermore we assume:

(C4) $V(\cdot), W(\cdot) \in C^2(\mathbb{R}^d)$ are bounded below.

Recall that the associated energy $\phi^\epsilon$ is defined in (1.6). We define the proper domain of functional $\phi^\epsilon$ is

$$\text{Dom}(\phi^\epsilon, t) := \left\{ \mu \in P_2(\Omega(t)), \phi^\epsilon(\mu) < +\infty \right\}.$$  

Notice there is no difference between $\mu \in \text{Dom}(\phi^1, t)$ and $\mu \in \text{Dom}(\phi^\epsilon, t)$ for some $\epsilon > 0$. Next as a convention,

$$\frac{\nabla u}{u} := \begin{cases} \frac{\nabla u}{u} & \text{if } u \neq 0, \\ 0 & \text{if } \nabla u = 0, \\ +\infty & \text{if } \nabla u \neq 0, u = 0. \end{cases}$$

Without loss of generality, we only prove well-posedness for $\epsilon = 1$. We have the following equation:

$$\begin{cases} \frac{\partial}{\partial t} \mu - \nabla \cdot (\nabla \mu + \nabla V \mu + (\nabla W \ast \mu) \mu) = 0 & \text{in } \Omega_T, \\ (\nabla \mu + \nabla V \mu + (\nabla W \ast \mu) \mu + c \mu) \cdot n = 0 & \text{on } \partial \Omega_T, \\ \mu = \mu_0 & \text{on } \Omega(0). \end{cases} \quad (4.1)$$

Suppose $\mu_0 \in \text{Dom}(\phi^1, 0)$ and conditions (C1)-(C4)(O1)(O2) hold. We use the following variant of the celebrated JKO scheme. Fix a small time step $\tau > 0$, define $J_{\tau,t} : P_2(\Omega(t)) \to P_2(\Omega(t + \tau))$ by

$$J_{\tau,t}(\mu) \in \text{argmin}_{v \in \text{Dom}(\phi^1, t + \tau)} \left\{ \frac{1}{2\tau} d_W^2(\mu, v) + \phi^1(v) \right\}. \quad (4.2)$$

First we show the existence of such minimizers. With the assumptions (C1)-(C4) on $V, W$, we have $\phi^1$ is lower semi-continuous, coercive, compact. Then

$$\inf_{v \in \text{Dom}(\phi^1, t + \tau)} \left\{ \frac{1}{2\tau} d_W^2(\mu, v) + \phi^1(v) \right\}$$

is bounded below. And we can find a sequence of measures whose energy converges to the infimum and they all belong to $P_2$ due to the internal energy. Then lower semi-continuity of $\phi^1$ and compactness guarantee the existence of the limit. Details can be found in section 2.1 in [1] or Lemma 4.2 of [17]. Actually if $\{\Omega(t)\}$ is convex for all $t$, we have the uniqueness of the minimizer. However, here we only need the existence result.
4.2. Some Estimates. First we prove a technical lemma which is enlightened by Corollary 2.6 in [9]. It will be used to compare $\mu(t)$ with $J_{r,\varepsilon}(\mu(t))$ whose support is different.

Proposition 4.1. Suppose the domain satisfies condition $(O2)$. Then for $t \in [0, T - \tau]$ and $\mu \in \mathcal{P}_2^d(\Omega(t))$, there exists a Lipschitz continuous map $t : \Omega(t) \to \Omega(t + \tau)$ such that

$$
\|t - \mathrm{id}\|_{L^2(\Omega(t), \mu)} \leq C L \tau, \quad \det(Dt) \geq 1 - C L \tau \text{ for a.e. } x \in \Omega(t).
$$

Here $C$ is some constant independent of $t, \tau$ which only depends on the geometry of $\Omega_T$.

Proof. By $(O2)$, $\partial\Omega(t)$ is uniformly $C^1$ for all $t$. So there exists $r_p > 0$ such that for each $t \in [0, T]$, there is a unique Lipschitz map $q_t : \partial\Omega(t) \to \Omega(t)$ such that

$$
q_t(y) = z \text{ with } d(z, y) = d(z, \partial\Omega(t)) = \frac{r_p}{2}.
$$

Without loss of generality, we can assume $\partial\Omega(t)^C$ is $r_p$-prox regular. So for any $x$ near the boundary with distance $\leq \frac{r_p}{2}$ to the boundary, there exists a unique $y \in \partial\Omega(t)$ such that $d(x, y) = d(x, \partial\Omega(t))$. We denote such $y = p_t(x)$. So

$$
p_t : \Omega_t^C := \{ x \in \overline{\Omega(t)} , d(x, \partial\Omega) \leq \frac{r_p}{2} \} \to \partial\Omega(t)
$$

and $q_t \circ p_t = \mathrm{id}$ on $\partial\Omega_t^C / \partial\Omega(t)$. Now define a continuous map $Q^t : \overline{\Omega(t)} \to \Omega(t)$,

$$
Q^t(x) := \begin{cases} 
q_t(p_t(x)) & \text{if } d(x, \partial\Omega(t)) \leq \frac{r_p}{2}, \\
x & \text{otherwise}.
\end{cases}
$$

Note by the assumption made on the boundary of the domain

$$
|p_t(x) - p_t(y)| \lesssim |x - y|, \quad |q_t(x) - q_t(y)| \lesssim |x - y|.
$$

It is not hard to see that $DQ^t$ exists almost everywhere and $|DQ^t|$ is uniformly bounded. Define

$$
t(x) = (1 - \frac{3L \tau}{r_p}) x + \frac{3L \tau}{r_p} Q^t(x).
$$

Then estimate (4.4) is satisfied.

We want to show that $t : \Omega(t) \to \Omega(t + \tau)$. Otherwise if there exists $x \in \Omega(t)$ such that $t(x) \neq \Omega(t + \tau)$, by $(O2)$ and from the geometry for any $z \in \partial B(0, \frac{r_p}{2})$, the line segment connecting $x$ and $Q^t(x) + z$ lies in $\Omega(t)$. Then

$$
t(x) + \frac{3L \tau}{r_p} z = (1 - \frac{3L \tau}{r_p}) x + \frac{3L \tau}{r_p} (Q^t(x) + z) \in \Omega(t).
$$

In view of the fact that $z$ is arbitrary with length $\leq \frac{r_p}{3}$, we end up with a contradiction to the Lipschitz variation of $\Omega(t)$.

Finally for (4.3),

$$
\int_{\Omega(t)} |t(x) - x|^2 d\mu = \left( \frac{L \tau}{r_p} \right)^2 \int_{\Omega(t)} |x + Q^t(x)|^2 d\mu \leq CL^2 \tau^2.
$$

□

As a corollary, we have the Lemma 4.2 below. Notice that the hypotheses (4.5) is weaker than (4.3) which is made to allow possible weaker assumptions (than $(O2)$) on the domain (see Remark 4.5).

Lemma 4.2. Assume conditions $(C1)(C2)$ hold and fix $t \geq 0$. Suppose for all $\tau > 0$ small enough, $J_{r,\varepsilon}$ is well-defined, and there is a map $t : \Omega(t) \to \Omega(t + \tau)$ and universal constants $C, q < \frac{1}{2}$ such that estimate (4.4) holds and

$$
\|t - \mathrm{id}\|_{L^2(\Omega(t), \mu)} \leq C L \tau (1 + m_2(\mu)^q).
$$

(4.5)
Then for some universal constants $q' < 1, C'$ and any $\mu \in P^a_2(\Omega(t))$, we have
\[
\frac{1}{2\tau} d_W^2(\mu, J_{\tau,t}(\mu)) + \phi^1(J_{\tau,t}(\mu)) \leq \phi^1(\mu) + C'\tau(1 + m_2(\mu)^{q'}).
\]

**Proof.** Write $v = t \# \mu$ and by the assumption
\[
d_W^2(\mu, v) \leq \int_{\Omega(t)} |t(x) - x|^2 d\mu \leq C\tau^2(1 + m_2(\mu)^q)^2.
\]
Then we estimate $\phi^1(v) - \phi^1(\mu)$. By simple calculation,
\[
t \# \mu = \frac{\mu}{\det(Dt)}.
\]
Write $U(\mu) = u \log u$ and then
\[
\int_{\Omega(t)} U(v) dx - \int_{\Omega(t)} U(\mu) dx = \int_{\Omega(t)} \left(U\left(\frac{U(\mu)}{u}\right) - U(\mu)\right) dx = \int_{\Omega(t)} \left(U\left(\frac{\mu}{\det(Dt)}\right) - U(\mu)\right) dx
\]
\[
\leq \int_{\Omega(t) \cap \{\det(Dt) \leq 1\}} -u \log \det Dtdx \leq C\tau.
\]
Next we compare $V(v)$ with $V(\mu)$. From (C1), $|\nabla V(x)|^2 \leq C(1 + |x|^2)$. Then
\[
\int_{\Omega(t)} V d\mu = \int_{\Omega(t)} V(\mu(x)) - V(x)d\mu
\]
\[
= \int_{\Omega(t)} \nabla V(\theta) \cdot (t(x) - x) d\mu \leq C \left(\int_{\Omega(t)} (1 + |x|^2 + |t(x)|^2) d\mu\right) \left(\int_{\Omega(t)} |t(x) - x|^2 d\mu\right)^{\frac{1}{2}}
\]
\[
\leq C\tau(1 + m_2(\mu)^{\frac{3}{2}} + \tau m_2(\mu)\eta)(1 + m_2(\mu)^{\eta}) \leq C\tau(1 + m_2(\mu)^{q}).
\]
Here the $\theta$ lies in the segment connecting $x, t(x)$ by mean-value theorem. And $q' = \frac{1}{2} + q < 1$. The last but two inequality holds because: $|t(x)|2 \leq 2|x|^2 + 2|t(x) - x|^2$ and $|t - i|_{L^2(\Omega(t),\mu)}$ can be bounded by $C\tau(1 + m_2(\mu)^{q})$ by the assumption. The last one by Hölder inequality and boundedness of $m_2(\mu).

Similar computation yields
\[
\int_{\Omega(t) \times \Omega(t)} W(x-y)d\nu(y)d\mu(x) - \int_{\Omega(t) \times \Omega(t)} W(x-y)d\mu(y)d\mu(x)
\]
\[
\leq C \left(\int_{\Omega(t)} (1 + |x|^2 + |t(x)|^2 + |t(y)|^2) d\mu^2\right) \left(\int_{\Omega(t)} |t(x) - x|^2 + |t(y) - y|^2 d\mu^2\right)^{\frac{1}{2}}
\]
\[
\leq C\tau(1 + m_2(\mu)^{q}).
\]
In all we proved
\[
\phi^1(v) \leq \phi^1(\mu) + C\tau(1 + m_2(\mu)^{q'}).
\]
Then the optimality of $J_{\tau,t}(\mu)$ gives:
\[
\frac{1}{2\tau} d_W^2(\mu, J_{\tau,t}(\mu)) + \phi^1(J_{\tau,t}(\mu)) \leq \frac{1}{2\tau} d_W^2(\mu, v) + \phi^1(v)
\]
\[
\leq \phi^1(\mu) + C\tau(1 + m_2(\mu)^{q'}) + C\tau(1 + m_2(\mu)^{\eta})^2.
\]
Note $2q < q'$, we finished the proof. \[\square\]

Define
\[
\mu^k_\tau := J_{\tau,(k-1)\tau} \circ \cdots \circ J_{\tau,0}(\mu_0) \in P(\Omega(k\tau)).
\]
We want to apply Lemma 4.2 on every $\mu^k_\tau$. 


Proposition 4.3. Assume (C4) and under the assumption of Lemma 4.2. For fixed $\mu_0 \in \text{Dom}(\phi^1, 0), T$, if $\tau$ is small enough and $n\tau < T$, then there exists $C > 0$ independent of $\tau, k,n$ such that
\[
\sum_{k=0}^{n-1} d_W^2(\mu^k, \mu^{k+1}) \leq C\tau, \quad \phi^1(\mu^n) \leq C.
\]

Proof. By Lemma 4.2,
\[
\frac{1}{2\tau} d_W^2(\mu^k, \mu^{k+1}) + \phi^1(\mu^{k+1}) \leq \phi^1(\mu^k) + \phi^1(\mu^n) \leq C\tau(1 + m_2(\mu^n)^q').
\]
By iteration
\[
\frac{1}{2\tau} \sum_{k=0}^{n-1} d_W^2(\mu^k, \mu^{k+1}) + \phi^1(\mu^n) \leq \phi^1(\mu_0) + C\tau n + C\tau m_2(u^n_0)^q' + \ldots + C\tau m_2(\mu^{n-1})^q'. \tag{4.6}
\]
Note $d_W(\mu^0, \mu^n) \leq \sum_{k=0}^{n-1} d_W(\mu^k, \mu^{k+1})$, we obtain
\[
\frac{1}{2\tau} \sum_{k=0}^{n-1} d_W^2(\mu^k, \mu^{k+1}) \leq \frac{1}{2\tau} \sum_{k=0}^{n-1} d_W^2(\mu^0, \mu^{n+1}) \leq \phi^1(\mu_0) - \phi^1(\mu^n) + C\tau \sum_{k=0}^{n-1} m_2(\mu^k)^q' + C. \tag{4.7}
\]
To give a bound to $m_2(\mu)$, we use the trick as in proposition 4.1 [14]. Since
\[
m_2(\mu^n) \leq 2m_2(\mu^n_0) + 2d_W^2(\mu^n_0, \mu^n_0),
\]
and by (4.7) and the lower bound of $V, W$, we see
\[
m_2(\mu^n) \leq C + C\tau \sum_{k=0}^{n-1} m_2(\mu^k)^q'.
\]
Here $q' < 1$. Considering that $C$ is independent of $\tau, n$ (which only depends on $T, \mu_0, \Omega_T$) and $n$ can be any positive integer such that $n\tau < T$, the above shows $m_2(\mu^n)$ is uniformly bounded.

According to (4.7)
\[
\sum_{k=0}^{n-1} d_W^2(\mu^k, \mu^{k+1}) \leq C\tau.
\]
And in view of (4.6), $\{\phi^1(\mu^k)\}$ are uniformly bounded. \hfill \Box

4.3. Convergence of Discrete Solutions. We define a discrete type solution with time step $\tau$ as
\[
\mu_\tau(t) := J_{\tau,(k-1)\tau} \circ \ldots \circ J_{\tau,0}(\mu_0) = \mu^k \quad \text{if } t \in ((k-1)\tau, k\tau]. \tag{4.8}
\]
As proved in [14],
\[
\{\mu \in \mathcal{P}_2(\mathbb{R}^d): \phi^1(\mu) \leq C, m_2(\mu) \leq C \text{ for some } t \leq T\}
\]
is compact in $\mathcal{P}_2(\mathbb{R}^d)$.

Then according to Proposition 4.3, $\{\mu_\tau(t), t \leq T, \tau > 0\}$ is a compact subset in $\mathcal{P}_2(\mathbb{R}^d)$. We connect every pair of consecutive discrete values $(\mu_{\tau-1}^k, \mu^k_\tau)$ with a constant speed geodesic parametrized in each interval $[(k-1)\tau, k\tau]$ by
\[
\hat{\mu}_\tau((k-1)\tau + s) := ((1-s)1 + st)_\# \mu_{\tau-1}^{k-1}, s \in [0,1].
\]
Here $t$ is an optimal transport map from $\mu_{\tau-1}^{k-1}$ to $\mu^k_\tau$. Again by Proposition 4.3, $\{\hat{\mu}_\tau, \tau > 0\}$ are Hölder continuous curves. Ascoli-Arzelà Theorem yields the relative compactness of $\hat{\mu}_\tau$ in $C^0([0, T]; \mathcal{P}_2(\mathbb{R}^d))$. Then there is a subsequence of $\hat{\mu}_\tau(\cdot)$ that converge to some $\mu(\cdot)$ in Wasserstein metric uniformly pointwise. Obviously $\mu(t)$ is supported in $\Omega(t)$ and $\mu_\tau(\cdot) \to \mu(\cdot)$ along the subsequence $\tau \to 0$. We write $u(t)$ as $\mu(t)$’s density function.
From a by-now standard computation presented in [14, 16], the Euler-Lagrange equation associated with (4.2) is as follows: for any $\psi$, a smooth vector field compactly supported in $\Omega(k\tau)$,

$$
\int_{\Omega((k-1)\tau) \times \Omega(\tau)} (y - x) \cdot \psi(y) d\gamma^k_{\tau} + \tau \int_{\Omega(\tau)} (-\nabla \cdot \psi + \nabla V \cdot \psi + \nabla W \ast \mu^k_\tau \cdot \psi)(y) d\mu^k_\tau(y) = 0.
$$

(4.9)

Here $\gamma^k_{\tau} = \gamma^k_{\tau}(x, y)$ is an optimal transport plan between $\mu^{k-1}_\tau(x)$ and $\mu^k_\tau(y)$.

Suppose $\psi$ is a smooth compactly supported vector field. We mainly apply Hölder’s inequality and conditions (C1)(C2) to get the following estimates.

$$
\left| \int_{\Omega((k-1)\tau) \times \Omega(\tau)} (y - x) \cdot \psi(y) d\gamma^k_{\tau} \right| \leq \left( \int_{\Omega((k-1)\tau) \times \Omega(\tau)} |y - x|^2 d\gamma^k_{\tau} \right)^{\frac{1}{2}} \left( \int_{\Omega(\tau)} |\psi|^2 d\mu^k_\tau \right)^{\frac{1}{2}}
$$

$$
\leq \|\psi\|_{L^2(\mathbb{R}^d, d\mu^k_\tau)} dW(\mu^{k-1}_\tau, \mu^k_\tau),
$$

$$
\left| \int_{\Omega(\tau)} \nabla V \cdot \psi u^k_{\tau} dy \right| \leq \|\psi\|_{L^2(\mathbb{R}^d, d\mu^k_\tau)} \left( \int_{\Omega(\tau) \cap \mathcal{B}^{\tau}_{\delta}} |\nabla V|^2 d\mu^k_\tau \right)^{\frac{1}{2}} \leq C \|\psi\|_{L^2(\mathbb{R}^d, d\mu^k_\tau)} \left( \int_{\Omega(\tau) \cap \{|y| \geq R\}} 1 + |y - z|^2 d\mu^k_{\tau}(z) d\mu^k_\tau(y) \right)^{\frac{1}{2}}
$$

$$
\leq C \|\psi\|_{L^2(\mathbb{R}^d, d\mu^k_\tau)} (m^2_2 (\mu^k_\tau) + 1).
$$

By the uniform bound of $m_2(\mu^k_\tau)$, we find

$$
\left| \int_{\Omega(\tau)} u^k_{\tau} \nabla \cdot \psi dx \right| \leq \frac{1}{\tau} dW(\mu^k_\tau, \mu^{k-1}_\tau) \|\psi\|_{L^2(\mathbb{R}^d, d\mu^k_\tau)} + C \|\psi\|_{L^2(\mathbb{R}^d, d\mu^k_\tau)}.
$$

(4.10)

Now we assume that $\psi$ is 0 outside of $B_R$, which is an empty set if $R = 0$. Denote

$$
\delta^k_{\tau, R} := \int_{B^R_\tau} d\mu^k_\tau.
$$

By the uniform boundedness of the second moment, $\delta^k_{\tau, R} \to 0$ as $R \to \infty$ uniformly in $\tau, k$ with $k\tau \leq T$.

Then

$$
\left| \int_{\Omega((k-1)\tau) \times \Omega(\tau)} (y - x) \cdot \psi(y) d\gamma^k_{\tau} \right| \leq \|\psi\|_{L^\infty} dW(\mu^{k-1}_\tau, \mu^k_\tau) \left| \delta^k_{\tau, R} \right|^{\frac{1}{2}},
$$

$$
\left| \int_{\Omega(\tau)} \nabla V \cdot \psi u^k_{\tau} dy \right| \leq \|\psi\|_{L^\infty} \int_{\Omega(\tau) \cap \mathcal{B}^{\tau}_{\delta}} |\nabla V| d\mu^k_\tau \leq C \|\psi\|_{L^\infty} (m^2_2 (\mu^k_\tau) + 1) \left| \delta^k_{\tau, R} \right|^{\frac{1}{2}},
$$

$$
\left| \int_{\Omega(\tau)} \nabla W \ast \mu^k_\tau \cdot \psi u^k_{\tau} dy \right| \leq C \|\psi\|_{L^\infty} \int_{\Omega(\tau) \cap \{|y| \geq R\}} 1 + |y - z| d\mu^k_{\tau}(z) d\mu^k_\tau(y)
$$

$$
\leq C \|\psi\|_{L^\infty} \left( \int_{\{|y| \geq R\}} 1 + |y|^2 + |z|^2 d\mu^k_{\tau}(z) d\mu^k_\tau(y) \right)^{\frac{1}{2}} \left( \int_{\{|y| \geq R\}} d\mu^k_{\tau}(z) d\mu^k_\tau(y) \right)^{\frac{1}{2}}
$$

$$
\leq C \|\psi\|_{L^\infty} (m^2_2 (\mu^k_\tau) + 1) \left| \delta^k_{\tau, R} \right|^{\frac{1}{2}}.
$$

We find

$$
\left| \int_{\Omega(\tau)} u^k_{\tau} \nabla \cdot \psi dx \right| \leq \frac{1}{\tau} dW(\mu^k_\tau, \mu^{k-1}_\tau) \|\psi\|_{L^\infty} \left| \delta^k_{\tau, R} \right|^{\frac{1}{2}} + C \|\psi\|_{L^\infty} \left| \delta^k_{\tau, R} \right|^{\frac{1}{2}}.
$$

(4.11)
Then we have
\[ \| \nabla u^k_t \|_{L^{\infty, \tau}((\Omega(k\tau), dz)} \leq \frac{C}{\tau} d_{W}(\mu^{k-1}_t, \mu^{k}_t) + C \]
which shows that \( \nabla u_t \) exists in the dual space of \( L^{\infty}(\mathbb{R}^d) \) denoted as \( L^{\infty,*}(\mathbb{R}^d) \). Actually applying Proposition 4.3 gives, \( \nabla u_t \chi_{[u, \infty)} \) is uniformly bounded in \( L^{\infty,*}(\mathbb{R}^d \times [0, T]) \) for all \( \tau > 0 \). Also tightness is guaranteed by (4.11). So as \( \tau \to 0 \) along a subsequence \( \nabla u_t \to \nabla u \) weakly in \( L^{\infty,*}(\Omega_T) \).

Now we take \( \tau \to 0 \) in (4.10) to find that
\[ \nabla u / u \in L^2(\mathbb{R}^d \times [0, T], u \, dx \, dt). \]
Thus \( \nabla u \chi_{[u, \infty)} \in L^1(\mathbb{R}^d \times [0, T]) \) and
\[ \nabla u_t \to \nabla u \quad \text{in} \quad L^1(\Omega_T) \quad (4.12) \]

By (4.9) and approximations, for \( \psi \in C^\infty_c(\mathbb{R}^d; \mathbb{R}) \)
\[ \int_{\Omega((k-1)\tau) \times \Omega(\kappa \tau)} (y - x) \cdot \psi(y) \, d\gamma_r^k + \tau \int_{\Omega(\kappa \tau)} (\nabla V \cdot \psi + \nabla W \ast \mu^k_r \cdot \psi) \, d\mu^k_r + \tau \int_{\Omega(\kappa \tau)} \psi \cdot \nabla u^k_r \, dy = 0. \quad (4.13) \]
Write \( t^k_r \) as an optimal transport map from \( \mu^k_r \) to \( \mu^{k-1}_r \). Then
\[ \int_{\Omega((k-1)\tau) \times \Omega(\kappa \tau)} (y - x) \cdot \psi(y) \, d\gamma_r^k = \int_{\Omega(\kappa \tau)} (t^k_r - i) \psi(t^k_r(x)) \, d\mu^k_r. \quad (4.14) \]

For every test function \( \varphi \in C^\infty_c((\mathbb{R}^d \times (0, T)) \)
\[ \left| \int_{\Omega(\kappa \tau)} \varphi(t^k_r(x)) - \varphi(x) - \langle \nabla \varphi(t^k_r(x)), t^k_r - i \rangle \, d\mu^k_r \right| \leq \frac{1}{2} \| \nabla^2 \varphi \|_{L^2} d_{W}(\mu^{k-1}_t, \mu^k_t). \quad (4.15) \]
Take \( \psi = \nabla \varphi \). By (4.12) (4.13) (4.14) (4.15) and Proposition 4.3, we get
\[ \int_{\Omega_T} \partial_t \varphi \, d\mu = \lim_{\tau \to 0} \int_{\Omega_T} \partial_t \varphi \, d\mu_t = \lim_{\tau \to 0} \frac{1}{\tau} \sum_k \int_{\Omega(\kappa \tau)} \varphi(x) - \varphi(t^k_r(x)) \, d\mu^k_r \
= \lim_{\tau \to 0} \sum_k \int_{\Omega(\kappa \tau)} (\nabla V \cdot \nabla \varphi + \nabla W \ast \mu^k_r \cdot \nabla \varphi) \, d\mu^k_r + \int_{\Omega(\kappa \tau)} \nabla \varphi \cdot \nabla u^k_r \, dx \, dt \]
\[ = \int_{\Omega_T} (\nabla V \cdot \nabla \varphi + \nabla W \ast \mu \cdot \nabla \varphi) \, d\mu + \int_{\Omega_T} \nabla \varphi \cdot \nabla u \, dx \, dt. \]

Till now we proved that \( \mu \) is a weak solution to equation (4.1). We conclude with the following theorem.

**Theorem 4.1.** Suppose (C1)-(C4)(O2) hold. Then for \( \mu_0 \in \text{Dom}(\phi^1, 0) \), there exists an absolutely continuous curve \( \mu(\cdot) \) in \( P^2_a(\mathbb{R}^d) \) which solves equation (4.1) weakly in \( \Omega_T \).

**Proof.** From the above discussion, along a subsequence of \( \tau \to 0 \), \( \mu^\tau(\cdot) \) converges narrowly to \( \mu(\cdot) \) uniformly for all \( t \in [0, T] \). The limit \( \mu(\cdot) \) is an absolutely continuous curve in \( P^2_a(\mathbb{R}^d) \) and it is a weak solution to equation (4.1). \( \Box \)

**Remark 4.4.** In stationary domain, the rate at which solutions to the discrete gradient flow converge to solutions of the gradient flow was studied in [1, 7]. But we cannot prove the exponential formula in the case that the domain is time-dependent. This can be an interesting direction for future research.

**Remark 4.5.** Here we required (O2) on the domain. However uniform C^1 regularity is only used in Proposition 4.1 and so that we can apply Lemma 4.2. But according to the assumptions made in the lemma, (O2) is more than what is needed. For example, bound (4.5) can still be achieved if there is a wedge on the boundary. It is technical to construct the map \( t \) which depends on the geometry of the time-dependent domain.
4.4. Uniqueness Result. We state two uniqueness results of equation (4.1). In the first one, we study
the $L^2$ stability of solutions in a stationary domain. The proof is postponed to the appendix. The second
one is stated in the remark below where we require the space-time domain to be convex.

**Theorem 4.2.** Suppose the domain $\Omega \subset \mathbb{R}^d$ is stationary and bounded with (C1)-(C3)(O2) hold.
Suppose $\mu_0 \in \mathcal{P}^2_\#(\Omega)$ and its density $u_0 \in L^2(\Omega)$. Then there exists a unique weak solution $\mu(\cdot)$ to
equation (4.1) with density $u(t) \in L^2(\Omega)$ for each $t$.

If $\mu^i(t)(i = 1, 2)$ are two solutions with initial data $\mu_0^i \in \mathcal{P}^2_\#(\Omega)$ with their densities $u_0^i \in L^2(\Omega)$, then
there is $C$ depending on the domain and universal constants such that for a.e. $t \in [0, T]$
\[ \|u^{1}(t) - u^{2}(t)\|_{L^2(\Omega)} \leq C\|u_0^{1} - u_0^{2}\|_{L^2(\Omega)}. \]

**Remark 4.6.** Assuming $\Omega(t)$ is uniformly bounded and convex for all $t \leq T$, then if $\mu(t)(i = 1, 2)$ are
two solutions with initial data $\mu_0^i \in \mathcal{P}^2(\Omega(0))$, there is a universal $C(T)$ such that
\[ \text{dist}(u^1(t), u^2(t)) \leq C\text{dist}(u_0^1, u_0^2) \quad \text{for } t \in [0, T]. \]

This claim can be proved in a similar way as done in Theorem 11.1.4 [1] or section 2 of [10], as long as
the domain is convex at any fixed time.

4.5. Convergence to the First Order Equation. We consider equations (1.2) and (1.5) in bounded,
convex domain in this section. Let $\mu^1$ be the weak solution to (1.5) and $\mu$ be the weak solution to (1.2).
We want to show that $\mu^\epsilon$ converges to $\mu$ in Wasserstein metric as $\epsilon \to 0$.

Recall (1.6) and write $\phi(\mu), \phi^\epsilon(\mu^\epsilon)$ as the energies. The internal energy is denoted as
\[ \mathcal{U}(\mu) = \epsilon \int_{\mathbb{R}^d} u \log u \, dx \quad \text{where } \mu = u\mathcal{L}^d. \]

The metric slope of functional $\phi^\epsilon$ for $\mu \in \text{Dom}(\phi^\epsilon)$ at time $t$ is
\[ |\phi^\epsilon(t)|(\mu) := \limsup_{w \to \mu, w \in \mathcal{P}^2(\Omega(t))} \frac{(\phi^\epsilon(\mu) - \phi^\epsilon(w))^+}{d_W(w, \mu)}. \]

Now we give two lemmas. The proof of the first lemma is standard (see Proposition 10.4.13 [1]), but
we still need to be careful since the domain is time-dependent. We postpone the proof in the appendix.

**Lemma 4.7.** Suppose (C1)-(C4) hold, the domain is bounded and satisfies conditions (O2), and $\mu_0 \in
\text{Dom}(\phi^1, 0)$. Let $\nu^\epsilon(x, t) = (\epsilon \nabla u^\epsilon + \nabla V + \nabla W * \mu^\epsilon)(x, t)$. Then for any $0 < \epsilon < 1$,
\[ \int_{\Omega'} |\nu^\epsilon(x, t)|^2 u^\epsilon(x, t) \, dx \, dt \leq C. \]

**Corollary 4.8.** Settings are as above. For any $0 < T' \leq T$, $\int_{0 \leq t \leq T'} \mathcal{U}(\mu^\epsilon(t)) \, dt \to 0$ as $\epsilon \to 0$.

**Proof.** By the Euclidean Logarithmic Sobolev inequality (see [13] [8]) and the fact that $u^\epsilon(t)$ is supported
in $\Omega(t)$,
\[ \int_{\Omega(t)} u^\epsilon \log u^\epsilon \, dx \leq \frac{d}{2} \log\left(\frac{1}{2\pi e} \int_{\Omega(t)} |\nabla u^\epsilon|^2 \, dx \right). \]

Write $\mathcal{U}(t) := \mathcal{U}(u^\epsilon(t))$. Then
\[ \int_{0}^{T} \exp(\epsilon^{-1}\mathcal{U}(t)) \, dt \leq C \int_{\Omega} |\nabla u^\epsilon|^2 \, dx \, dt \leq C\epsilon^{-2}. \]

We used Lemma 4.7 and the regularity of $V, W$ in the last inequality. Now for $\epsilon$ small enough, assume $\epsilon^2 e^{\epsilon N} \geq N$ holds for all $N \geq \epsilon^{-\frac{1}{2}}$. Thus
\[ \int_{0}^{T} \epsilon^{-1}\mathcal{U}(t) \, dt \leq \int_{0}^{T} \epsilon^{-\frac{1}{2}} \, dt + \int_{\mathcal{U}(t) \geq \epsilon^2} \epsilon^{-1}\mathcal{U}(t) \, dt \]
\[ \leq C\epsilon^{-\frac{1}{2}} + \int_{0}^{T} \epsilon^2 \exp(\epsilon^{-1}\mathcal{U}(t)) \, dt \leq C\epsilon^{-\frac{1}{2}}. \]
which finishes the proof. \qed 

The following lemma is one important ingredient to the proof of the convergence. Note it is possible that $\mu \notin$ the proper domain of $\phi^1$ (or equivalently of $\phi^c$), the plan is to regularize it and replace it by a $\tilde{\mu} \in \mathcal{P}_a^\infty$. As explained in the introduction, we look for a $\tilde{\mu}$ with density function uniformly bounded by $\epsilon^{-\alpha}$ for some $0 < \alpha < 1$. Additionally we need $d_{\mu^c}(\mu, \tilde{\mu})$ to be small where $d_{\mu^c}(\cdot, \cdot)$ is the Pseudo-Wasserstein metric with base $\mu^c$. As a remark, this is stronger than requiring $d_W(\mu, \tilde{\mu})$ to be small.

**Lemma 4.9.** Given any $\mu \in \mathcal{P}_2(\Omega), v \in \mathcal{P}_2^a(\Omega)$ where $\Omega$ is a bounded, convex subset of $\mathbb{R}^d$. For any $s > 0$ small enough, there exists $\mu_s \in \mathcal{P}_2^a(\Omega)$ such that 

$$d_v(\mu, \mu_s) \leq Cs \quad \text{and} \quad \max \{\mu_s(x), x \in \Omega\} \leq s^{-d}.$$ 

The constant $C$ only depends on the diameter and the volume of $\Omega$.

**Proof.** Without loss of generality, suppose $\Omega$ has volume 1 in Euclidean measure. Let $e$ be the Euclidean measure restricted in $\Omega$ and then $e \in \mathcal{P}_2^a(\Omega)$. Since $v$ is absolutely continuous, $t_v^e$ and $t_v^\mu$ exist and $t_v^e$ is one to one on $\Omega$ outside a $v$ zero measure subset. Let 

$$\mu_s := \left( ((1-s)t_v^c + st_v^e) \cdot v \right)$$

be the generalized geodesic joining $\mu, e$ with base $v$, which is defined as in Definition 9.2.2 [1]. Due to the convexity of the domain, we have $\mu_s \in \mathcal{P}_2(\Omega)$. By Proposition 2.6.4 [7], the generalized geodesic is of constant speed in the sense that 

$$d_v(\mu, \mu_s) = sd_v(\mu, e).$$

Since the domain is bounded, $d_v(\mu, e)$ is uniformly bounded for all probability measures $v, \mu, e$. We deduce that $d_v(\mu, \mu_s) \leq Cs$.

Now we show the pointwise boundedness of $\mu_s$. Let $\varphi = \chi_{B_r}(x)$ which equals 1 in $B_r$ and 0 outside. Thus 

$$\int_{\Omega} \varphi d\mu_s = \int_{\Omega} \varphi ((1-s)t_v^c + st_v^e) dv = v \left\{ ((1-s)t_v^c + st_v^e)^{-1} B_r(x) \right\}$$

Write $S := ((1-s)t_v^c + st_v^e)^{-1} B_r(x)$. By definition 

$$\text{vol} \{ B_r(x) \} = \text{vol} \left\{ ((1-s)t_v^c + st_v^e) S \right\}.$$ 

Now we apply Brunn-Minkowski inequality (Lemma 2.1) to find the above 

$$\geq \text{vol} \{ st_v^c S \} = s^d v(S).$$

So 

$$v(S) \leq s^{-d} \text{vol} \{ B_r(x) \} = \text{vol} \{ B_0(1) \} \left( \frac{r}{s} \right)^d.$$ 

By (4.16), for any $\varphi = \chi_{B_r}(x)$ we find out 

$$\frac{1}{\text{vol} \{ B_r(x) \}} \int_{\Omega} \varphi d\mu_s \leq s^{-d}.$$ 

This shows that $u_s$ is an $L^\infty$ function in $\Omega$ with bound $s^{-d}$. \qed 

Now we give our main theorem in the second part of this paper.

**Theorem 4.3.** Assume (C1)-(C4)(O1)(O2) hold and $\mu_0 \in \text{Dom}(\phi^1, 0)$. Suppose $\Omega_t$ is bounded and $\Omega(t)$ is convex for all $t$. Let $\mu^c$ be the unique weak solutions to equations (1.5) and $\mu$ be the unique weak solution to equation (1.2). Then there exist some constants $c,C$ depending on the universal constants and the domain such that 

$$d_W^2(\mu, \mu^c)(t) \leq C e^{\pi \frac{r}{s}} t e^{ct} \text{ for all } t \in [0, T].$$
Proof. For any \( \omega_1 \in \mathcal{P}_2^d (\Omega(t)) \), let \( \mu_s := (st^{\omega_1} + (1-s)\bar{\mu}) \mu^\epsilon \) with \( \mu^\epsilon = \mu^\epsilon(t) \). The convexity of the domain implies \( \mu_s \in \mathcal{P}_2^d (\Omega(t)) \). For any Fréchet subdifferential of \( \phi^\epsilon \) at \( \mu^\epsilon \) (see section 10 [1]) \( \xi^\epsilon \in L^2 (\mu^\epsilon; \mathbb{R}^d) \), we have

\[
\liminf_{s \to 0} \frac{\phi^\epsilon (\mu_s) - \phi^\epsilon (\mu^\epsilon)}{s} \geq \int_{\Omega(t)} (\xi^\epsilon, t^\omega_{\mu^\epsilon} - i) d\mu^\epsilon.
\]

By (C3), \( \phi^\epsilon \) is \( \lambda \)-convex for \( \lambda = \min \{ \lambda, 3\lambda \} \). So by the Characterization by Variational inequalities and monotonicity in 10.1.1 [1],

\[
\frac{\phi^\epsilon (\mu_s) - \phi^\epsilon (\mu^\epsilon)}{s} \leq \phi^\epsilon (\omega_1) - \phi^\epsilon (\mu^\epsilon) - \frac{\lambda}{2} (1-s) d_W^2 (\omega_1, \mu^\epsilon).
\]

Then we take \( s \to 0 \) and find

\[
\phi^\epsilon (\omega_1) - \phi^\epsilon (\mu^\epsilon) \geq \int_{\Omega(t)} (\xi^\epsilon, t^\omega_{\mu^\epsilon} - i) d\mu^\epsilon + \frac{\lambda}{2} d_W^2 (\omega_1, \mu^\epsilon).
\]

By the JKO scheme, \( \mu^\epsilon \) is a gradient flow solution and we can choose \( \xi^\epsilon = -v^\epsilon \), the tangent velocity field of \( \mu^\epsilon \).

Similarly since \( \mu \) is a gradient flow solution, \( \xi := P_{x,t} ((-\nabla V - \nabla W) \mu) = -v \) is one Fréchet subdifferential of \( \phi \) at \( \mu \) and then for any \( \omega_2 \in \mathcal{P}_2 (\Omega(t)) \)

\[
\phi (\omega_2) - \phi (\mu) \geq \int_{\Omega(t)} (\xi, t^\omega_{\mu^\epsilon} - i) d\mu^\epsilon + \frac{\lambda}{2} d_W^2 (\omega_2, \mu).
\]

For each \( t \) we use Lemma 4.9 to modify \( \mu \). Take \( v = \mu^\epsilon, s = \epsilon \frac{1}{\alpha_\epsilon^2} \) and let \( \bar{\mu} = \mu_s \in \mathcal{P}_2^d (\Omega(t)) \) with \( \bar{\mu} = \bar{u} \mathcal{L}^d \). Then for all \( 0 \leq t \leq T \)

\[
\max \{ \bar{u}(x, t) \} \leq \epsilon \frac{1}{\alpha_\epsilon^2}, \quad d_{\mu^\epsilon} (\bar{\mu}, \mu) \leq C \epsilon \frac{1}{\alpha_\epsilon^2}.
\]

Plug in \( \omega_1 = \bar{\mu} \) in (4.17),

\[
\phi^\epsilon (\bar{\mu}(t)) - \phi^\epsilon (\mu^\epsilon(t)) \geq \int_{\Omega(t)} (\xi^\epsilon, t^\omega_{\mu^\epsilon} - i) d\mu^\epsilon + \frac{\lambda}{2} d_W^2 (\bar{\mu}, \mu^\epsilon)
\]

\[
\geq \int_{\Omega(t)} (\xi^\epsilon, t^\omega_{\mu^\epsilon} - i) d\mu^\epsilon + \int_{\Omega(t)} (\xi^\epsilon, t^\rho_{\mu^\epsilon} - t^\mu_{\mu^\epsilon}) d\mu^\epsilon + \frac{\lambda}{2} (d_W (\mu, \mu^\epsilon) + C \epsilon \frac{1}{\alpha_\epsilon^2})^2.
\]

Let \( \gamma^\epsilon \) be an optimal transport plan between \( \mu, \mu^\epsilon \). The above

\[
\geq \int_{\Omega(t)^2} (\xi^\epsilon (y), x - y) d\gamma^\epsilon + \int_{\Omega(t)} (\xi^\epsilon, t^\rho_{\mu^\epsilon} - t^\mu_{\mu^\epsilon}) d\mu^\epsilon - C d_W^2 (\mu, \mu^\epsilon) - C \epsilon \frac{1}{\alpha_\epsilon^2}.
\]

Take \( w_2 = \mu^\epsilon \) in (4.18),

\[
\phi (\mu^\epsilon(t)) - \phi (\mu(t)) \geq \int_{\Omega(t)} (\xi(x), y - x) d\gamma^\epsilon + \frac{\lambda}{2} d_W^2 (\mu, \mu^\epsilon).
\]

Next by Hölder’s inequality

\[
\left| \int_{\Omega(t)} (\xi^\epsilon, t^\rho_{\mu^\epsilon} - t^\mu_{\mu^\epsilon}) d\mu^\epsilon dt \right| \leq \left( \int_{\Omega(t)} |\xi^\epsilon|^2 d\mu^\epsilon dt \right)^{\frac{1}{2}} \left( \int_{\Omega(t)} |t^\rho_{\mu^\epsilon} - t^\mu_{\mu^\epsilon}|^2 d\mu^\epsilon dt \right)^{\frac{1}{2}}.
\]

By Lemma 4.7, \( \int_{\Omega(t)} |\xi^\epsilon|^2 d\mu^\epsilon dt \) is uniformly bounded and

\[
\left( \int_{\Omega(t)} |t^\rho_{\mu^\epsilon} - t^\mu_{\mu^\epsilon}|^2 d\mu^\epsilon \right)^{\frac{1}{2}} = d_{\mu^\epsilon} (\mu, \bar{\mu}).
\]
So then the optimal transport maps from $\nu_t$ is the Pseudo-Wasserstein distance induced by $\mu^t \in \mathcal{P}_2^\alpha$. So

$$\left| \int_{\Omega_T^r} \langle \xi^t, \mathbf{t}^\mu_{\mu^t} - \mathbf{t}^\nu_{\nu_t} \rangle \, d\mu^t \right| \leq C \int_0^T d_{\mu^t}(\mu, \tilde{\mu}) \, dt \leq C e^{\frac{\alpha}{2} T}.$$  

This inequality as well as (4.19) (4.20) gives for any $T' \in [0, T]$

$$\int_{\Omega_{T'}^r} (\mathcal{U}^\epsilon(\tilde{\mu}(t)) - \mathcal{U}^\epsilon(\mu^t(t))) \, dt + C \int_0^{T'} d_{W}^2(\mu, \mu^t) \, dt + C e^{\frac{\alpha}{2} T'}.$$  

Because $\tilde{u}(x, t) \leq e^{-\frac{\alpha}{2} t}$ pointwise and the domain is bounded, we have

$$\int_0^{T'} \mathcal{U}^\epsilon(\tilde{\mu}) \, dt = \epsilon \int_{\Omega_{T'}^r} (\tilde{u} \log \tilde{u})(x, t) \, dx \, dt \leq C e^{\frac{\alpha}{2} T'}.$$  

Also note $(u^t \log u^t)$ is bounded below, we have $-\mathcal{U}^\epsilon(\mu^t(t)) \leq C \epsilon$. Then

$$\int_{\Omega_{T'}^r} (\xi^t(x) + \xi^\epsilon(y), x - y) \, d\gamma^t \leq C \int_0^{T'} d_{W}^2(\mu, \mu^t) \, dt + C e^{\frac{\alpha}{2} T'}.$$  

By Theorem 8.4.7 and Lemma 4.3.4 from [1], we find

$$\frac{d}{dt} d_{W}^2(\mu, \mu^t) \leq 2 \int_{\Omega(t)^2} (v(x) - v^t(y), x - y) \, d\gamma^t = 2 \int_{\Omega(t)^2} \langle \xi^\epsilon(y) - \xi(x), x - y \rangle \, d\gamma^t.$$  

By (4.21) and $d_{W}^2(\mu, \mu^t)(0) = 0$, we deduce that

$$d_{W}^2(\mu, \mu^t)(T') \leq C \int_0^{T'} d_{W}^2(\mu, \mu^t) \, dt + \delta(\epsilon) T'$$

for all $T' \in [0, T]$ and $\delta(\epsilon) = C e^{\frac{\alpha}{2} T}$ for some constant $C$ depends only on the domain and universal constants. Then Gronwall’s inequality finishes the proof that we have

$$d_{W}^2(\mu, \mu^t)(t) \leq \delta(\epsilon) e^{\alpha t}.$$  

Actually if we keep track of the constants, $\delta(\epsilon) \leq C \epsilon^\beta$ for all $\beta \in \left(0, \frac{1}{d+1}\right)$ where $C$ depends on $\beta, \lambda, \alpha$, the volumes and diameters of $\Omega(t), t \in [0, T]$.  

\[\therefore\]

**Appendix A. Remark on the Modification Lemma**

We make a remark that the modification of $\mu$ done in Lemma 4.9 can not be replaced by simply convoluting $\mu$ with a smooth, positive, compactly supported function. We want to show that, the difference between one measure and a “small perturbation” (including convolutions) of it can be large in the Pseudo-Wasserstein metric for some base measure. To illustrate the main idea, let us consider the following base measure $\nu$ which is a sum of delta masses. And instead of convolution, we first consider small shifts.

Suppose in $\mathbb{R}^2, \epsilon > 0$,

$$\nu = \frac{1}{2} \delta_{(-1,0)} + \frac{1}{2} \delta_{(1,0)}; \quad \mu_1 = \frac{1}{2} \delta_{(-\epsilon,1)} + \frac{1}{2} \delta_{(\epsilon,-1)}; \quad \mu_2 = \frac{1}{2} \delta_{(\epsilon,1)} + \frac{1}{2} \delta_{(-\epsilon,-1)}.$$  

Then the optimal transport maps from $\nu$ to $\mu_i$ are

$$\mathbf{t}^\mu_{\nu_i}(x) = \begin{cases} \left(\epsilon, -1\right) \quad \text{when } x = (1, 0), \\ (-\epsilon, 1) \quad \text{when } x = (-1, 0); \end{cases} \quad \mathbf{t}^\mu_{\nu_2}(x) = \begin{cases} \left(\epsilon, 1\right) \quad \text{when } x = (1, 0), \\ (-\epsilon, -1) \quad \text{when } x = (-1, 0). \end{cases}$$  

So

$$d_{W}^2(\mu_1, \mu_2) = \int_{\mathbb{R}^2} \left| \mathbf{t}^\mu_{\nu_1} - \mathbf{t}^\mu_{\nu_2} \right|^2 \, d\nu = 4.$$
For small $\epsilon$, geometrically $\mu_2$ is just a small perturbation of $\mu_1$. This shows that a little shift may cause a large difference in Pseudo-Wasserstein metric. And so it is possible that the convolution of $\mu$ with $\frac{1}{\epsilon^2} \phi(\frac{X}{\epsilon})$ ($\phi$ is a bump function and $\epsilon$ is a small positive value) is far away from $\mu$ in view of the Pseudo-Wasserstein metric.

APPENDIX B. PROOF OF PROPOSITION 3.1

To solve this ODE, we cite the following result from [11] about the existence of differential inclusions.

**Theorem B.1.** (Theorem 5.1 [11]) Assume $S(t) = \Omega(t)^N \subset \mathbb{R}^{dN}$ satisfies the following:

- for each $t \in [0, T]$, $S(t)$ is nonempty and $r$-prox-regular;
- the set $S(t)$ varies absolutely continuously (see (H3) [11]).

Also assume that $F : \mathbb{R}^{dN} \times [0, T] \rightarrow \{\text{nonempty convex compact subsets of } \mathbb{R}^{dN}\}$ satisfies:

- $F(x, t)$ is upper semicontinuous in $(x, t)$;
- there exists $\beta(t) \in L^1([0, T], \mathbb{R})$ non-negative, such that $|F(x, t)| \leq \beta(t)(1 + |x|)$.

Then for any $x_0 \in \Omega(0)^N$, the following sweeping process with perturbation

$$\begin{cases}
- \dot{x}(t) \in N \left( \Omega(t)^N, x(t) \right) + F(x(t), t) \quad \text{a.e. } t \in I, \\
x(0) = x_0
\end{cases}$$

has at least one absolutely continuous (in supremum norm) solution $x(t)$. Here $N \left( \Omega(t)^N, x(t) \right)$ denotes the normal cone at $x(t)$ if $x(t)$ is on the boundary, otherwise it is an empty set.

In our case of $C^1$ boundary, the normal cone simply means the collection of all outer normal vectors. Then we prove the following proposition.

**Proof.** (of Proposition 3.1) To apply Theorem B.1, we need to verify all the conditions. Proposition 2.5 in [4] showed that if $\Omega(t)$ is $r$-prox-regular then so is $\Omega(t)^N$. The absolute continuity of $\Omega(t)^N$ follows from condition (O1). Also the upper semi-continuity of $w(\mu)(x, t)$ follows from the definition (3.2). We may write $w(x, t)$ for abbreviation. For each $N$ and all $t$, the linear growth of $|w(\cdot, t)|$ can be proved by definition as well as estimate (3.3).

In all, the assumptions in Theorem B.1 are satisfied, and thus there exists $x(t) = (x_1, ..., x_N)(t)$ absolutely continuous such that

$$\begin{cases}
- \dot{x}(t) \in N \left( \Omega(t)^N, x(t) \right) - (w(x_1, t), ..., w(x_N, t)) , \quad \text{a.e. } t \geq 0, \\
x(t) \in \Omega(t)^N , \quad x(0) = (x_{1,0}, x_{2,0}, ..., x_{N,0}).
\end{cases}$$

Then we show the solutions above are the solutions for the projected systems similarly as did in Lemma 2.4 [4]. Write $-\dot{x}_i(t) = h_i(x, t) - w(x_i, t)$. Note for $x \in \Omega(t)^N$,

$$h(x, t) = (h_1, ..., h_N)(x, t) \in N(\Omega(t)^N, x(t)) \iff h_i(x, t) \in N(\Omega(t), x_i(t)).$$

So we can write $k_i(x, t)n(x_i, t) = h_i(x, t)$ such that

$$\dot{x}_i(t) = w(x_i, t) - k_i(x, t)n(x_i, t).$$

Set $k_i(x, t) = 0$ if $x_i(t) \notin \partial \Omega(t)$ and we have $k_i \geq 0$. Claim

$$w(x_i, t) - k_i(x, t)n(x_i, t) = P_{x,t}(w(x_i, t)) \text{ a.e. in time.}$$

Since $x_i(\cdot)$ is absolutely continuous in $\mathbb{R}$, we only need to consider all the $t \in [0, T]$ where $x_i(t)$ are differentiable. Also we only need to consider the case when $x_i(t) \in \partial \Omega(t)$. Because $x_i(t)$ is supported in
In the above, we used the boundedness of $P$. By multiplying $u$ on both sides and integrating over $\Omega$, we deduce for a.e. $t$

Then for a.e. $t$

In the above, we used the boundedness of $\nabla V, \nabla W$ and mean inequality. Also notice that $\mu(\cdot)$ is an absolutely continuous curve in $P^2(\Omega)$, so $u(t)dx \to u_0dx$ in Wasserstein distance as $t \to 0$. By Gronwall inequality, we find out that for $t \leq T$, $u'$ is uniformly bounded in $L^2(\mathbb{R}^d; dx)$. Then there’s a subsequence of $u'()$ that converges to $w(\cdot)$ in $L^2(\Omega \times [0, T]; dxdt)$ for some $w(\cdot)$. But since $u' \to u$ in $L^1(\Omega \times [0, T])$, $u(\cdot) = w(\cdot)$ in $L^2(\Omega \times [0, T])$. By uniform boundedness of $u'$ in $L^2(\Omega)$, $u(t)$ is uniformly bounded in $L^2(\Omega)$ for almost all $t \in [0, T]$.

Now suppose there are two solutions $\mu_i = u_i \mathcal{L}^d(i = 1, 2)$ to equation (4.1) with initial data $\mu_0$. Let $\rho = u_1 - u_2$ and $\rho' = \rho * \eta$. We know

\[\rho'(t) = (\nabla \rho + \nabla V \rho + (\nabla W * \mu_1) u_1 - (\nabla W * \mu_2) u_2) * \nabla \eta.\]
Then
\[ \frac{1}{2} \frac{d}{dt} \| \rho' \|_{L^2(\Omega)}^2 = - \int_\Omega (|\nabla \rho|^2 + \rho' \nabla \cdot \nabla \rho') \, dx - \int_\Omega (\nabla W(x-y) \cdot \nabla \rho'(x) \rho(y) u_1'(x) + \nabla W(x-y) \cdot \nabla \rho'(x) u_2(y) \rho'(x)) \, dy \, dx + O(t) \int_\Omega \rho' |\nabla \rho'| + u_1' |\nabla \rho'| \, dx. \]

(C.1)

Notice
\[ \left| \int_\Omega (\nabla W * \rho) \cdot \nabla \rho' u_1' \, dx \right| \leq C \int_\Omega |\rho| \, dx \int_\Omega |u_1'| \, dx \| \nabla \rho' \|_{L^2(\Omega)} \]
\[ \leq C \| \rho \|_{L^2(\Omega)} \| u_1' \|_{L^2(\Omega)} \| \nabla \rho' \|_{L^2(\Omega)}, \]

and
\[ \left| \int_\Omega (\nabla W * \mu_2) \cdot \nabla \rho' \rho' \, dx \right| \leq C \| \rho' \|_{L^2(\Omega)} \| \nabla \rho' \|_{L^2(\Omega)}. \]

By (C.1) and mean inequality, we deduce
\[ \frac{1}{2} \frac{d}{dt} \| \rho' \|_{L^2(\Omega)}^2 \leq C \| \rho' \|_{L^2(\Omega)}^2 + C \| \rho \|_{L^2(\Omega)}^2. \]

Since \( \rho'(\cdot, t) \to \rho(\cdot, t) \) in \( L^2(\Omega) \) a.e. \( dt \), by Gronwall we have the stability result which also shows the uniqueness of solutions in \( L^2 \) norm.

**Appendix D. Proof of Lemma 4.7**

**Proof.** Recall the JKO scheme (4.8), let \( \mu_\tau^i \) be defined as the discrete solution with time step \( \tau \). From the above we know that for \( t \leq T, \mu_\tau^i \) converges to \( \mu^i \) uniformly in Wasserstein metric. For abbreviation, write \( \mu_\tau^{i,k} = \mu_\tau^i (k \tau) \). We want to show that \( \mu_\tau^{i,k} \) has a finite metric slope at time \( k \tau \). As did in Lemma 3.1.3 (Slope estimate) [1], let \( v \in Dom(\phi', k \tau) \). Then
\[ \phi'(\mu_\tau^{i,k}) - \phi'(v) \leq \frac{1}{2\tau} \left( d_W^2(v, \mu_\tau^{i,k}) - d_W^2(\mu_\tau^{i,k-1}, \mu_\tau^{i,k}) \right) \]
\[ \leq \frac{1}{2\tau} d_W(v, \mu_\tau^{i,k}) d_W(v, \mu_\tau^{i,k-1}) + d_W(\mu_\tau^{i,k-1}, \mu_\tau^{i,k}). \]

Then
\[ |\partial \phi'(k \tau)|(\mu_\tau^{i,k}) \leq \limsup_{v \to \mu_\tau^{i,k}} \frac{\phi'(\mu_\tau^{i,k}) - \phi'(v)}{d_W(v, \mu_\tau^{i,k})} \]
\[ \leq \limsup_{v \to \mu_\tau^{i,k}} \frac{1}{2\tau} \left( d_W(v, \mu_\tau^{i,k-1}) + d_W(\mu_\tau^{i,k-1}, \mu_\tau^{i,k}) \right) \]
\[ = \frac{d_W(\mu_\tau^{i,k-1}, \mu_\tau^{i,k})}{\tau}. \]

Next by Proposition 4.3,
\[ \tau \sum_{1 \leq k \leq T/\tau} |\partial \phi'(k \tau)|(\mu_\tau^{i,k}) \leq \left( \sum_{1 \leq k \leq T/\tau} \frac{d_W^2(\mu_\tau^{i,k}, \mu_\tau^{i,k-1})}{\tau} \right)^{\frac{1}{2}} \leq C. \]

(D.1)

The constant \( C \) above is independent of \( \tau, \epsilon \).

Let \( t \in L^2(d\mu_\tau^{i,k}, \mathbb{R}^d) \) be a transport map which is \( \mu_\tau^{i,k} \) a.e. differentiable and compactly supported in \( \Omega(k \tau) \). Write \( t_\tau = (1-s)i + st \). For \( s \) small,
\[ \phi'(\mu_\tau^{i,k}) - \phi'(t_\tau \mu_\tau^{i,k}) = \int_{\Omega(k \tau)} -u_1' \log(\det D t_s) \, dx + \int_{\Omega(k \tau)} \langle \nabla V + \nabla W * \mu_\tau^{i,k}, t_s - i \rangle d\mu_\tau^{i,k} \]
\[ + C \left( \| D^2 V \|_{L^\infty} + \| D^2 W \|_{L^\infty} \right) \left( \int_{\Omega(k \tau)} |t_s - i|^2 d\mu_\tau^{i,k} \right). \]
Due to the expansion \( \det D t_s = 1 + \text{str} \nabla (t - i) + o(s) \) as well as the compact support of \( t - i \) in \( \Omega (k \tau) \), we find the above
\[
\int_{\Omega (k \tau)} \langle \nu^\epsilon_{\tau}, t_s - i \rangle d\mu^\epsilon_{\tau} + o(d_W(\mu^\epsilon_{\tau}, t_s \# \mu^\epsilon_{\tau})).
\]
Here \( \nu^\epsilon_{\tau} := \epsilon u^{\epsilon}_{\tau} + \nabla V + \nabla W \ast \mu^\epsilon_{\tau}. \) Note \( d_W(\mu^\epsilon_{\tau}, t_s \# \mu^\epsilon_{\tau}) = s d_W(\mu^\epsilon_{\tau}, t_s \# \mu^\epsilon_{\tau}). \) We divide the above by \( s \) and let \( s \to 0 \) to obtain
\[
\int_{\Omega (k \tau)} \langle \nu^\epsilon_{\tau}, t \rangle d\mu^\epsilon_{\tau} \leq |\partial \phi^\epsilon (k \tau)| (\nu^\epsilon_{\tau}) \| t \|_{L^2 (d\mu^\epsilon_{\tau})}
\]
Since \( t \) can be any compactly supported vector field, we have
\[
\left( \int_{\Omega (k \tau)} |\nu^\epsilon_{\tau}|^2 d\mu^\epsilon_{\tau} \right) \leq C |\partial \phi^\epsilon (k \tau)| (\nu^\epsilon_{\tau}).
\]
Let us define
\[
\nu^\epsilon(t) := \nu^\epsilon_{\tau} \quad \text{if } t \in ((k-1) \tau, k \tau].
\]
Then by (4.8), (D.1), \( \nu^\epsilon \in L^2(u^\epsilon_{\tau} \, dx \, dt, \mathbb{R}^d) \) with a bound independent of both \( \tau \) and \( \epsilon. \) Recall \( \mu^\epsilon \to \mu^\epsilon \) in Wasserstein metric uniformly for all \( t \in [0, T], \) then by Theorem 5.4.4 \cite{1} \( \nu^\epsilon \) converges weakly to some \( w \in L^2(u^\epsilon_{\tau} \, dx \, dt, \mathbb{R}^d). \) From the previous discussion and the equation, we know that \( \nu^\epsilon \) converges weakly to \( \nu^\epsilon = \epsilon \nabla u^\epsilon + \nabla V + \nabla W \ast \mu^\epsilon. \) It is not hard to see that such limit is unique, so we have \( \nu^\epsilon = w \) a.e. \( d\mu^\epsilon \, dt. \) This finishes the proof with \( C \) independent of \( \epsilon. \) \( \square \)
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