Deep Learning based Approach for Bone Diagnosis Classification in Ultrasonic Computed Tomographic Images
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Abstract—Artificial intelligence (AI) in the area of medical imaging has shown a developed technology to have automatically the true diagnosis especially in ultrasonic imaging area. At this light, two types of neural networks algorithms have been developed to automatically classify the Ultrasonic Computed Tomographic (USCT) images into three categories, such as healthy, fractured and osteoporosis bone USCT images. In this work, at first step, a Convolutional Neural Network including two types of CNN models such (Inception-V3 and MobileNet) are proposed as a classifier system. At second step, an evolutionary neural network is proposed with the AmeobaNet model for USCT image classification. Results achieve 100% for train accuracy and 96%, 91.7% and 87.5% using Amoebanet, Inception-V3 and MobileNet respectively for the test accuracy. Results outperforms the state of the art and prove the robustness of the proposed classifier system with a short time process by its implementation on GPU.
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I. INTRODUCTION

Nowadays, medical image classification presents the key technique for Computer Aide Diagnosis using deep learning approaches such as CNN, ANN and Evolutionary Neural networks. In previous times, several types of research had been done to automatically classify medical images to have the true class diagnosis with the same way as a specialist would, especially in the area of ultrasound images classification [1]. Recently, artificial intelligence algorithms based computer Aided Diagnosis (CAD) have known a big revolution. Many researches have tried to create the similarity between human brain and computer machine by employing neural network algorithms as well as deep learning techniques. Nowadays, neural networks present an important tool for extracting information from medical images by classifying them automatically with a short time process. Moreover, Deep Learning has made a very huge development in medical image analysis and then in ultrasonic medical image classification to identify automatically a complete piece of information [2].

II. STATE OF THE ART

Given the difficulty to classify medical images automatically researchers have carried on the process of image classification based on deep learning programs as well as transfer deep learning [3]. In Fact, Transfer learning is the concept of training a pre-trained neural network model on our small dataset. Related works have used machine learning in the beginning, then transfer deep learning for medical image classification, segmentation and object detection moving from a pre-trained model, trained on big data to a small data. In recent works [4], a classifier based on fractional Fourier transform combined with SVM has been proposed to classify IRM brain images into pathological and healthy brain images. However, performance results are good, It was shown that the proposed architecture was adapted only for a small number of dataset [4, 5]. However, CNN is used in the classification of numbers and recognition of numbers with Leucin [6]. The approach of transfer deep learning was based on employing a pre-trained network, which was trained on a large number of samples for a similar task, for a new task with little annotated image data. In 2012, in [7], Krizhevsky has published the first deep learning model with an error rate of 15.3 however Google Net has achieved 6.7% error rate in 2014. Indeed various CNN optimized algorithms have been used such as LeNet, AlexNet, ZF Net, Google Net, VGGNet and ResNet in medical image analysis, proving their efficiency. Therefore deep learning algorithms especially the convolutional neural network are rapidly emerging as an efficient method for medical image classification and then the fast diagnosis detection [8]. MobileNet has been used in [9] for skin lesion classification giving promising results with high accuracy, specificity and F-1 score, thus these results were improved by the big data augmentation and up-sampling process. Moreover, in [10] authors have used collected X-rays images, to be classified for covid-19 detection, using deep learning algorithms, thus they achieved the best accuracy, sensitivity, and specificity obtained is 96.78%, 98.66%, and 96.46% respectively. Also, MobileNet has been used in [9] for skin lesion classification giving promising results with high accuracy, specificity and F-1 score, thus these results were improved by the big data augmentation and up-sampling process. In [11], authors have employed a deep model and statistic feature fusion for feature extraction with a multilayer perceptron for medical image classification giving high classification results. However, in [12], a transfer learning has been implemented on two convolutional neural network models such as VGG16 and InceptionV3, for Pneumonia Detection. Accordingly, deep neural network-based methods [13] provides high performance in classifying the images according to the extracted features solving the issue of handcraf ted feature extraction. In other hand, in previous works methods based on artificial neural networks (ANNs) have attracted more attention especially, in the area of ultrasonic images classification [14]. The Artificial Neural Networks shows its
huge role in medical image diagnosis class detection. Accordingly, it has been implemented in [15] for breast cancer class detection, showing a high accuracy results which proves the interest of the ANN use. To summarize and taking in consideration the achieved results in the state of the art, CNN models have proved to get good results in terms of classification accuracies and can be implemented on embedded systems like MobileNet, in contrast to the Evolutionary neural networks, which gives excellent results higher than the results achieved by a CNN, but it cannot be as a real time application given its huge size and the complexity of its architecture.

Our approach in this paper consists of a data augmentation of the number of USCT images to achieve a big data augmentation by pre-processing algorithms. Thus we solve the issue of USCT data unavailability [16]. Then, a transfer deep learning models have been done such as Convolutional Neural Networks models (Inception V3, MobileNet-v2 and Evolutionary Neural Network model such as AmoebaNet are applied on our dataset. Thus, the aim of this work is automatically classify USCT images with the same way a clinician would, and enables them to get the true diagnosis in short time process.

III. METHOD

The proposed system classifier for USCT images class diagnosis detection is depicted and detailed in Fig. 1.

A. USCT Pre-Processing

USCT image pre-processing is with huge interest given the ambiguity of the obtained USCT images, similarly to computed tomography (CT) images, where noise removal shows to be a primordial step to begin with [17,18] using Fuzzy approaches. This process leads to get a computed tomography image augmentation.

Big data augmentation is an approach to overcome the challenges posed by a limited amount of annotated training data. Augmentation is performed artificially generating more annotated training data, typically by mirroring and rotating the original images given that the difficulty to have a big number of ultrasonic computed tomographic images, image pre-processing to augment the number of images was a crucial step that should be done. For this fact, we have augmented the image number from 30 images to 250 images with a size of 256*256 by morphologic algorithms such as dilatation and erosion, then by simple rotation and finally by image processing algorithms such as Haar Wavelet transform, which is in more details in [19], K-Means and Ostu method.

1) **K-Means algorithm**: It is based on grouping similar data points into clusters. There is no prediction involved. Its algorithm is illustrated by these steps [20].

- Fix the k number of cluster values.
- Identify the k cluster centers.
- Determine the cluster center.
- Determine the pixel distance for each cluster center.

- If the distance is close to the center value, budge to that cluster.
- Otherwise, move to the next cluster and Re-identify the center.

The pre-processing step has an interesting effect on USCT dataset augmentation as depicted in Fig. 2.

2) **Haar wavelet**: A low-pass filter application remains to get an L image which is compressed and the application of a high-pass filter leads to obtain an H image which introduces image details. This process is as depicted in Fig. 3. It is done by equations (1) and (2) as follows:

\[
YH[k] = \sum_n x[n] G[2k - n] \tag{1}
\]

\[
YL[k] = \sum_n x[n] H[2k - n] \tag{2}
\]

![Fig 1. Synoptic Flow of the Proposed Method.](image1)

![Fig 2. Augmented USCT Dataset by k-Means Algorithm.](image2)

![Fig 3. Principle of Haar Wavelet Application.](image3)
3) **Ostu-method**: The Otsu method of the threshold is the most powerful and global threshold method. It performs image binarization based on the histogram image shape. It assumes that the image for binarization contains only foreground and background pixels. Using the simple formula in the Ostu algorithm, we get:

\[
\sigma^2 = \Psi A (u A - u)^2 + \Psi B (u B - u)^2
\]  

(3)

A.4. USCT augmented data

The proposed pre-processing, applied on USCT images, shows a big data augmentation and offer a free USCT database for USCT researchers given the challenge of USCT dataset as shown in Fig. 4.

B. **Deep Learning Classifier System**

1) **Convolutional Neural Network**

a) **Data Training**

- **Frameworks**: We have used 250 images divided into three classes, a Linux operating system, NVIDIA Graphic Interface named Titan. With GPU computing deep learning is 10 to 30 times faster than on CPU.

- **Librairies**: For the data training we have needed many librariries that should be installed such as TensorFlow, keras, Numpy, Matplotlib and OpenCv.

- **Training Parameters**: We use the TensorFlow library and train the networks with stochastic gradient descent, with learning rate 10\(^{-3}\), momentum 0.9, no weight decay and batch size of 10 images per step. There is no need for jittering as instead of data augmentation we can simply generate more synthetic training data. Input images are resized to 256 × 256. Deep Learning Neural Networks Models have been applied with a modification in the last layer by introducing our fully connected neural network layer. We have three classes USCT images with a size of 256*256, the first was healthy images, the second osteoporosis images and the last one was the fractured images.

b) **Transfer Learning**: The transfer learning is essentially based on the use of pre-trained NetWork Model to try to work around the perceived requirement of a large dataset. The training parameters are in details in Table I.

The training process of our implemented deep learning algorithm is as depicted in the Fig. 5.

2) **Classical Convolutional Neural Network**

a) **Convolutional Layer**: It is a based step in Deep learning, by the application of a filter kernel with its weights value to the input image. It has two principal functions. At first step, a kernel multiplication has been done to each pixel value covered by this kernel then all image pixel values have been summed to have the feature maps then the output of the first map will be the input of the next map, repeating the same process but with a big numbers of interconnected neurons.

b) **Max Pooling Layer**: It is an operation based on downsampling the output convolutional images. It outputs the max value in a local neighbourhood of each feature as it is illustrated by Fig. 6 [6].

![Augmented USCT Dataset](image)

**TABLE I. TRAINING DATA PARAMETERS**

| Training Parameters       | Number   |
|---------------------------|----------|
| Iterations                | 4000     |
| Hidden Layers             | 10       |
| Train-images              | 190      |
| Validation-images         | 30       |
| Test -images              | 30       |
| Error-rate                | 0.001    |
| Batch                     | 10 Images/Step |

![Train Data Accuracy](image)
c) Classifier Layer: The classifier layer is based on the fully connected layers. It plays a crucial role to classify images based on the detected features. A fully connected layer is a layer whose neurons have full connections to all activation in the previous layer.

The classical CNN, consisting of a convolutional layer, a max pooling layer and a classifier layer is depicted in Fig. 7.

3) Proposed architecture: Our proposed architecture was based on a transfer deep learning models such as AmoebaNet [21, 22], Inception-V3[1], Mobile net [23] and NasNet to classify USCT images automatically into three classes. Our approach is to modify the last fully connected layer by our FCNN layer which is composed by three categories: healthy images, osteoporosis images and fractured image. Then with our proposed architecture we have implemented it into Graphic interface processor GPU. All models have roughly the same proposed architecture by a modification of the last layer with our FCNN layer. In the example below in figure Inception –V3 architecture is detailed.

4) Transfer deep learning Inception-V3 model architecture: In this part of the work, we try to transfer knowledge in order to develop a new USCT image classification system using the third generation of the inception family: “inception v3” [1].

This architecture provides 42 layers, it demonstrates more computational efficiency compared to the previous inception family architectures. Inception v3 architecture presents a promising network composition with different parameters optimization as depicted in Fig. 8.

In order to ensure more robustness of the neural network, a 5 x 5 convolution is replaced by two 3 x 3 convolutions. By using this technique, the parameters number is decreased from 25 to 18 parameter. This technique reduces considerably the network complexity. Also, this technique contributes for the inception v3 powerful block named “inception module-A”.

The inception module-A architecture is provided in Fig. 9.

One convolution of 3 x 3 is replaced by two convolutions of 1 x 3. This modification participates in the “inception module B”. In the following figure the inception module B is presented.

Another module named “inception module C is proposed in inception v3 model as presented in Fig. 11. All these modules come on reducing the number of parameters of the whole network and minimize the risk of overfitting.

5) USCT image classification using MobileNet v2: Deep convolutional neural networks (DCNN) have revolutionized computer vision area in the last few years. In this section, we aim to develop a new powerful USCT image classification and recognition system based on the lightweight neural network mobileNet v2 architecture.
Another powerful fact present in the mobileNet v2 architecture is the use of the pointwise convolution before the use of depthwise separable convolution. This operation is named “bottleneck”. MobileNet v2 [24] architecture presents the updated version of MobileNet v1 version [23]. This updated version is promising as it provides three main new components which are the following:

- Linear bottleneck layer
- Shortcut connection
- Inverted residual block

The inverted residual layer enables the feature map to be encoded in low-dimensional sub-space. The bottleneck layer appears very similar as the residual block where each block contains the input representation followed by the explanation layer. As bottleneck layers contain the necessary information and acts as an implementation of non-linear transformation, for this fact it introduces the shortcut connection directly between bottleneck layers.

To summarize, the MobileNet v2 architecture is composed of a regular convolution followed by 11 bottleneck layers and a pointwise convolution and an average pooling layer, another pointwise convolution layer then it ends with a fully connected layer and a softmax layer used to classify the objects categories.

C. USCT Image Classification: Approach Adopted based on Evolutionary Algorithms

In order to improve deep learning models, an effort was devoted to apply new techniques named “evolutionary algorithms” to neural network topologies. State-of-the-art results obtained by this type of algorithms have demonstrated their higher performances compared to human-crafted ones. In this part of the proposed work, we propose to develop new USCT image classification systems using aging evolutionary algorithm Amoebanet-A [21, 22].

The AmoebaNet architecture make two additional variables to the standard evolutionary algorithms: firstly, it proposes a new tourmenant selection [25] process for evolutionary algorithms. In the standard tourmenant selection,
the best neural network architecture or genotype are kept while on the AmoebaNet architecture each generated architecture or genotype is associated with a specific age parameter and bias. In this stage, the tournament selection is charged to keep the younger genotypes. This is the evolutionary algorithm with aging architecture technique. Secondly, AmoebaNet perform a set of mutations in a simpler way in the NasNet Search Space (NAS) [26]. NAS search space presents a space of image classifiers. It uses reinforcement learning technique to search for the best neural topologies. Applying the neural architecture search NAS to a huge dataset require a huge computational resource. To address this problem, it processes on smaller datasets and transfer the learned model on largest datasets. All architectures obtained using the NAS search space are independent and various in terms of input image size as well as the network depth.

Every neural network present in the NAS search space as shown in Fig. 12 is composed of convolution layer or (calculation cell). We note that the NAS search space search for the best calculation cell structure. By searching for the best calculation layer, the NAS search space presents a much faster way of neural architectures search as well as the obtained calculation cells are able to be generalized for other tasks types. The following figure provides the NAS architecture used in ImageNet [7] dataset.

Architectures obtained by the NAS search space are in a feed-forward stocks. Each layer of the proposed neural network receives two inputs one direct input and a skip input from its previous layer. Layers provided are from two different categories: normal and reduction cells. The two types of cells are safe but the only difference between the two cells is that the reduction cell is followed by a stride of 2 in order to minimize the feature map dimensions while the normal cell keep the same input size.

Once the neural network architecture is specified, we have to specify two free parameters that are used during training N, and F while N is the number of normal cells and F is the number of convolution layers and output filters. In the proposed work, we set N=18 and F=448.

In order to develop our USCT image classification system, we used the aging evolutionary algorithm AmoebaNet-A. Models population will be initialized randomly by architectures from the NAS search space. The model that present the best calculation cells will be taken as a parent. A new architecture will be obtained using the mutation operation to obtain the child architecture. The child architecture is kept to be used to train and test the classification system. Child architectures are obtained by using three types of mutations:

- Hidden state mutation
- Identity mutation
- Op mutation

We note that when training the neural network architecture, one of these three mutations is applied randomly.

IV. RESULTS

A. Train-test Accuracy Results

Due to transfer deep learning on our dataset, we have achieved 100% of accuracy in train process and 96% in test process classification accuracy as shown in Table III. More we are going deeper more the classification test accuracy is improved. We have achieved the top accuracy USCT image classification with Amoebanet Model by 96% of test-accuracy where Inception-V3 comes with the second top accuracy with 91.7%.

B. Histogram of Classification Results

Regarding obtained results as illustrated in the Figure.13 by the histogram, AmoebaNet with 32 layers has the top test accuracy against results accuracy given by Inception-V3 with its 42 layers, MobileNet with its 28 layers and NasNet with Deep learning Models. We conclude that when we are going deeper, more results accuracy is enhanced.

C. Time Process Results

Our framework is based on the python language of the Keras package and on an Nvidia Titan GPU using a Linux operating system. Graphics cards (GPU) are characterized by the large number of cores that the processors allow as well as very large memory integrated with these processors. They are very useful for several computer tasks, precisely for software implementations like deep learning algorithms.

| Algorithm  | Image Resolution | Train Accuracy | Test Accuracy |
|------------|------------------|----------------|---------------|
| Mobile Net | 256*256          | 100%           | 87.5%         |
| NasNet     | 256*256          | 100%           | 75%           |
| Ameobanet  | 256*256          | 100%           | 95.8%         |
| SOM [4]    | 256*256          | 100%           | 94%           |
| Inception-V3 | 256*256     | 100%           | 91.7%         |
Due to our implementation of our proposed neural networks models on GPU as shown by Annexes 1, 2, 3 and 4 in Annexes section, we have gained time process speed with 47.8 mn to each model trained on our USCT images against 149 mn with CPU models implementations as detailed by the following table.

| Algorithm       | CPU-Time-Process | GPU-Time-Process |
|-----------------|------------------|-----------------|
| MobileNet       | 146.9 mn         | 48mn            |
| Inception-V3    | 145.52mn         | 47.6mn          |
| AmeobaNet       | 148mn            | 49mn            |

V. DISCUSSIONS

A comparative study was done with previously works, given results were shown in the Table. 5 below. AmeobaNet as an evolutionary deep neural network has achieved the best accuracy in our work and outperforms recent works [18, 19] with 22% of accuracy. Indeed, it is explained by the mind of the evolutionary algorithms which aims to search for the best architecture that can be used for a desired task. The architecture search is done in the network architecture search space (NAS). However, The Inception-V3 comes by a promising results accuracy with a value of 91.7% surpassing the state of the art with a test accuracy value equal to 11%. The inception v3 module computes multiple different transformations over the same input map in parallel, connecting the results into a single output. For each layer, it does a 5x5 convolution, 3x3 convolution, and max pooling, each carries different information, which of course is computationally costly. Therefore the authors of Inception decided to overcome this problem by introducing the dimension reductions. What is meant by dimension reduction is by using 1x1 convolution before going to the bottlenecks 3x3 and 5x5 convolutions. Therefore it has the compressed version of the spatial information. We have outperforming previously works. In Fact, we overcome [27] with inception –v3 with 13% and with SOM by 14% .With AmeobaNet we have overcome the major related works with neural networks classification models against Alex Net, NasNet, Inception V3 and MobileNet models accuracy classification [4, 5, 7, 24, 27].

VI. ANNEXES

Annex1. Inception V3 Transfer Deep Learning

Annex2. AmeobaNet Transfer Learning

Annex3. Mobile Net Transfer Learning
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Thus we will get a medical real-time application. Then using CNN models. Furthermore, a hardware for future work, we have to think about automatic USCT 96% of test classification accuracy for a short time process. In the area of medical image classification with a top value of overcoming previously works and has achieved excellent results using inception-V3, Mobile Net, and Ameoba Net, we have performed for USCT image classifications into three classes such as healthy, fractured and osteoporosis USCT images. For medical images. Soft Computing, 1-11. In this paper, a transfer Deep Learning method has been performed for USCT image classifications into three classes such as healthy, fractured and osteoporosis USCT images. Using inception-V3, MobileNet, and AmeobaNet, we have overcome previously works and has achieved excellent results in the area of medical image classification with a top value of 96% of test classification accuracy for a short time process. For future work, we have to think about automatic USCT image segmentation to detect different structure automatically using a variable model structure of neural network in first step. Then using CNN models. Furthermore, a hardware implementation of our code will be done on Pynq-FPGA. Thus we will get a medical real-time application.
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