Abstract—Topology inference is a crucial problem for cooperative control in multi-agent systems. Different from most prior works, this paper is dedicated to inferring the directed network topology from the observations that consist of a single, noisy and finite time-series system trajectory, where the cooperation dynamics is stimulated with the initial network state and the unmeasurable latent input. The unmeasurable latent input refers to intrinsic system signal and extrinsic environment interference. Considering the time-invariant/varying nature of the input, we propose two-layer optimization-based and iterative estimation-based topology inference algorithms (TO-TIA and IE-TIA), respectively. TO-TIA allows us to capture the separability of global agent state and eliminates the unknown influence of time-invariant input on system dynamics. IE-TIA further exploits the identifiability and estimability of more general time-varying input and provides an asymptotic solution with desired convergence properties, with higher computation cost compared with TO-TIA. Our novel algorithms relax the dependence of observation scale and leverage the empirical risk reformulation to improve the inference accuracy in terms of the topology structure and edge weight. Comprehensive theoretical analysis and simulations for various topologies are provided to illustrate the inference feasibility and the performance of the proposed algorithms.

I. INTRODUCTION

Cooperative control has received considerable attention in the last decades, related to a broad range of applications, such as formation control, flocking, and distributed sensor networks [2]–[4]. Among these applications, rich dynamical behavior is emerged from the interactions among the connected agents, as they can share information to achieve agreement on the specific quantities of interest to adapt environment changes. Therefore, the interaction topology, which encodes the key information about network structure and agent communication, plays a crucial role in multi-agent cooperation.

However, the real interaction topology is always unavailable [5] and has to be inferred from the dynamic process in many real-world networks, e.g., gene regulatory networks [6], social networks [7], transportation networks, and computer networks [8]. To learn the real interaction topology, which commonly refers to topology inference, is a crucial cornerstone and fundamental step for a deeper understanding of multi-agent cooperative control.

A. Motivations

There are plenty of works that infer the network topology from the observations of various dynamical models in recent years. Despite the prominent contributions of all these pioneering works, there remain three notable unresolved issues. First, many existing works about topology inference only consider undirected networks, which implies that the weight interaction matrix is symmetrical. This property brings simplicity and tractability for mathematical analysis, but is difficult to generalize to directed cases. Second, most network models are proposed with specific signals (e.g., initial agent state [7], external input [9], [10], and intrinsic noise [11]), with the assumption that some prior statistical characteristics of these signals are known. Nevertheless, such model assumptions have less real physical meanings or are unavailable in many practical cases. For example, when the initial network state is uncontrollable, or the system stimulus is unmeasurable, the correlations between agents could be submerged [12]. Third, to meet the accuracy requirement, some additional constraints are needed, e.g., the number of sample process [13], network size [14], or the length of a single sample [15] which should be large enough. Despite the favorable analytic properties brought by these constraints, they limit or even prevent the use of existing methods from inferring more realistic and complex networks, e.g., partially observable networks, or networks whose sizes change dynamically. To resolve these issues simultaneously, more efficient methodologies should be developed to accommodate asymmetric topology and relax the dependence on the prior knowledge of the system dynamics.

Three aspects of the cooperation process inspired our methods. First, the dataset associated with a dynamic process is typically an abstract descriptor of interaction topology. There have been a variety of studies that learn the network topology from underlying data, in which some common features of the network are contained, e.g., graph sparsity [16] and signal smoothness [17]. Second, inference accuracy is closely related to the observation scale. Although using more observations brings more benefits to the estimation result, it also incurs higher computation cost. Thus, it is meaningful to improve the inference accuracy while using as few observations as possible. Third, the latent input, which represents the unknown intrinsic stimulus and the unpredictable extrinsic interference, is commonly injected into the network in the practical dynamic process. Such additional signals are necessary for multi-agent in the distributed inference [18], which inspires us to model the cooperation dynamics under the latent input. In general, latent inputs are classified by the time-property, i.e., time-invariant inputs and time-varying inputs. Time-invariant inputs refer to the physical static variables, e.g., the vector of bus voltage...
magnitudes and the branch current in the smart grid [19]. Time-varying inputs refer to dynamic variables with wider applications, e.g., linear false injection [20], malicious jamming attack [21], and micro-incremental transmission losses [22]. This kind of classification helps simplify the theoretical analysis and reduce the complexity of solving optimization-based topology inference problems.

All the above observations motivate us to investigate the topology inference for more general weighted directed networks, while without prior information of the network dynamics, latent input and constraints on the dynamic process. Our work is of theoretical and practical significance, and it will be achieved by an improved reformulation of the optimization problem and an iterative estimation strategy.

B. Contributions

In this paper, we propose a two-layer optimization-based topology inference algorithm (TO-TIA) towards the time-invariant input and an iterative estimation-based topology inference algorithm (IE-TIA) towards the time-varying input. The major challenges of topology inference lie in three aspects. First, the time-invariant/varying property of latent input is unknowable to external observation, making it difficult to formulate the inference model exactly. Second, the observed states of agents are a coupled reflection of the initial system state and latent input, bringing a harsh obstruction to separate the two distinct influences. Third, the performance of topology inference relies heavily on the amount of observations, further requiring more advanced algorithm to improve the inference accuracy, especially when only the partial period of a single dynamic process is observable.

The differences between this paper and its conference version [1] include i) the time-varying input is considered to model more general application scenarios, ii) the two-layer optimization is designed to reduce the computation burden, and iii) the latent input is identified to further improve the inference accuracy. The main contributions of this work are summarized as follows:

- We contribute to the multi-agent cooperation research by revealing the feasibility to infer the directed interaction topology under the unmeasurable latent input, without the prior knowledge about system dynamics and additional conditions about the observation process.
- TO-TIA is proposed to eliminate the unknown influence of time-invariant input on the agent state, and improve the inference accuracy by a two-layer optimization strategy. IE-TIA is proposed to extract the time-varying input directly from the agent state, and improve the inference accuracy by an iterative estimation strategy. Both the algorithms relax the dependence of inference accuracy on observation scale with different computation cost.
- We analyze the feasibility of using the proposed algorithms for topology inference, and evaluate algorithm performance in terms of the accuracy of topology structure and network edge weight. Extensive simulations demonstrate the effectiveness of the proposed algorithms.

The theoretical results in this paper provide a significant step towards more practical applications. TO-TIA and IE-TIA are useful to i) learn the interactions between the interesting agents and predict the agent state update, ii) capture the actual geometry of the physical structure in the nature, and iii) detect the structural error and potential attack during the practical dynamic process.

C. Organization and Notations

The remainder of this paper is organized as follows. Related work is reviewed in Section II. Section III introduces the necessary preliminaries and describes the problem of interest. Section IV develops the first algorithm TO-TIA. Section V develops the second algorithm IE-TIA. Simulation results are shown in Section VI. Section VII concludes this paper. All the proofs of the main results are provided in the Appendix.

Notation: The script ~ and ∧ right above a variable represent its corresponding observation and estimation value, respectively, and the parenthesized superscript (i) denotes the i-th iteration. All sets are expressed in calligraphy letters, all matrices are expressed in capital letters, and all vectors are expressed in bold lowercase letters. The row of the matrix X, the entry of the matrix X, and the entry of the vector x are denoted by X[i], X_{ij}, and x_i, respectively. 0, 1, and I refer to all-zero column vector, all-one column vector, and identity matrix, respectively. Z^{k_1:k_2} represents the matrix whose columns consist of the vector z(k) in the time interval [k_1, k_2]. The important notations are given in TABLE I.

| Symbol | Definition |
|--------|------------|
| K      | the number of observations |
| P      | the interaction matrix |
| u      | the latent input |
| ε      | the sampling period |
| z      | the agent state |
| z_0    | the part of z generated by initial state |
| z_u    | the part of z generated by latent input |
| z_c    | the data in which latent input is filtered |
| ψ_s    | the structure error |
| ψ_m    | the magnitude error |
| ψ_p    | the parameter error |
| ψ_m    | the magnitude difference |
| k_{ui} | the injection time for agent i |
| l      | the maximum Lipschitz constant |
| {α_k}  | the weight setting for objective function |

II. RELATED WORKS

Topology inference is an inverse problem from a pure mathematical view. A brief overview of some representative works is as follows.

There has been extensive research on topology inference for various dynamical models. On the one hand, graph signal processing (GSP) approaches have been proposed, which offer a new perspective on the problem of topology inference from the observed signals [33]. The approaches leveraging GSP
tools usually model observations as graph signals and model dynamic process as the description of a physical system. This kind of models are mainly based on three aspects [34]: signal smoothness [35], causal dependency [36], [37], and network diffusion [38], [39]. Among these GSP-based methods, assumptions on the structure of network and the properties of signals play an important role in determining the performance of the inference results, e.g., the sparsity of networks [40] and the smooth of signals [41]. On the other hand, data-driven approaches [42], [43] have been proposed to determine the underlying structure and the parameters of dynamical systems. In the model constructed by data-driven approaches, each node represents a random variables and the network structure between them reflects conditional dependencies. A classic approach to learn the topology from data is to use a sequential system identification and compute the desired topology using the estimated model. Data-driven methods require some prior knowledge of dynamical systems, e.g., the eigenvalue-eigenvector pair of the adjacent matrix is known [9], and the interaction kernel is Lipschitz [13]. With no prior knowledge of the system, Yuan et al. [24] revealed the feasibility of identifying the system from data.

Among different kinds of dynamical systems, the consensus is a fundamental tool to support efficient information exchange, e.g., the convergence speed and stability. This is due to its analytic tractability and simplicity in approximating the fundamental behaviors [10]. Focusing on the consensus dynamics, many methods have been developed across different fields, including node knockout [44], synchronization-based technique [45], spectral density measurement [46], interaction geometry learning [47], and correlation methods [14], [48]. When it comes to improving the inference precision from the consensus-like dynamics, the optimization-based strategies [49], [50] have been proposed, which provide an effective way to solve the easier inference problems with lower communication complexity. Furthermore, in more practical applications, the communication between agents changes dynamically (e.g., interaction links between agents are unreliable [51]), which leads to switching network topology. If the shared information keeps exchanged during the cooperation process, the local neighbors of each agent will also change over time. [52] investigated consensus problem in the directed network with switching topology, and many optimization models [53], [54] have been built to reconstruct the sparsely connected dynamical network based on the eigenvalue decomposition.

Our work is closely related to the extensive literature on GSP-based methods, and provides a new perspective to address the considered issues. Instead of relying on the specific assumptions on the system dynamics or the prior knowledge of the network, we investigate a more general weighted directed network, thus extending the topology inference to more practical consensus-based cooperative control. Besides, the proposed algorithms enable us to obtain sufficiently precise estimation under limited observations.

### III. Preliminaries and Problem Description

#### A. Preliminaries

**Graph and Matrix Theory:** Let \( G(V, E) \) be a directed connected graph which models the communication topology among \( N \) agents, where \( V = \{1, \ldots, N\} \) is the set of agents and \( E \subseteq V \times V \) is the set of edges. The edge \((i, j) \in E\) is associated with the weight \( a_{ij} \), and \( a_{ij} \neq 0 \) indicates that agent \( i \) receives information from agent \( j \). The agent set \( \mathcal{N}_i = \{j | a_{ij} \neq 0, j \in V\} \) consists of all the neighbors of agent \( i \), the adjacency matrix \( A = [a_{ij}]_{1 \leq i,j \leq N} \) is an asymmetric matrix consisting of all the edge weights, and the diagonal matrix is defined as \( L = \text{diag}(A) \). The Laplacian matrix is defined as \( L = D - A \). Let \( L = VJV^{-1} \) be the Jordan decomposition of \( L \), where \( V \) and \( V^{-1} \) are the matrices whose columns are the left and right eigenvectors of \( L \), respectively, and \( J = \text{diag}(J_i) \) with \( J \) being the Jordan block of eigenvalue \( \lambda_i \). Define \( v_i \) and \( w_i \) as the column vector of \( V \) and \( V^{-1} \), respectively, and in combination with the eigenvalue decomposition, we have

\[
(\lambda_i I - L)v_i = 0, \quad w_i^T(\lambda_i I - L) = 0,
\]

and \( w_i^Tv_j = 0 \ (i \neq j) \). For ease of exposition, we order the eigenvalues as \( 0 = |\lambda_1| < |\lambda_2| \leq \cdots \leq |\lambda_N| \), let \( v_1 = 1 \), and normalize \( w_i^Tv_i = 1 \) for \( i = 1, \ldots, N \).

**Continuous-time Dynamical Model.** A general consensus-based cooperation protocol [23] with latent input is

\[
z_i(t) = \sum_{j \in \mathcal{N}_i} a_{ij}(z_j(t) - z_i(t)) + u_i(t),
\]

where \( z_i(t) \) is the state of agent \( i \), and \( u_i(t) \) is the latent input injected into the network via agent \( i \). Based on \( L \), the local matrix form of (2) is

\[
z(t) = -Lz(t) + u(t),
\]

which implies that the agent state depends on the global input and the interaction between agents.

**Discrete-time Observation Model:** While the real dynamical model is continuous, the observed dynamics is discrete, and the observations are inevitably accompanied by noise. For sufficiently fast sampling, the agent state is piecewise stationary over time segments. One of the simplest method [24] to approximate (3) is

\[
\tilde{z}(k) = Pz(k-1) + \varepsilon u(k-1) + e_0(k),
\]

where \( k \) indicates the discrete observation time, \( \varepsilon > 0 \) is the sampling period, which represents the weight of state discrepancy between time-adjacent observations, and \( e_0(k) \) is the observation noise, which satisfies independent and identical Gaussian distribution, i.e., \( e_0(k) \sim N(0, \sigma^2 I) \). The matrix \( P = (I - \varepsilon L) \) is known as the interaction matrix, and it is readily seen that \( P1 = 1 \). To ensure that \( \tilde{z}(k) \) converges to the steady state asymptotically, we set \( \varepsilon < 1/d_{\text{max}} \), to have all the eigenvalues of \( P \) be within a unit circle [25], where \( d_{\text{max}} \) is the maximum entry of \( D \). Besides, define the vector set \( \mathcal{Z} = \{z(k)|k = 1, \ldots, K\} \) as \( K \) time-series observations of a consensus process. Appropriate non-trivial information about \( P \) contained in \( \mathcal{Z} \) is a necessary condition to infer the exact
network topology [26]. Then, we have
\[
\hat{z}(k+1) = P(\hat{z}(k) - e_0(k)) + \varepsilon u(k) + e_0(k+1)
\]
\[
= P\hat{z}(k) + \varepsilon u(k) + e(k+1),
\]
where \( e(k+1) = e_0(k+1) - P e_0(k) \). Note that since [5] only illustrates the quantitative relationship between two consecutive observations, the observation noise will not affect the actual dynamics in the next moment.

**B. Problem Description**

Considering a network \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \) where the agents satisfy the cooperation dynamics [3], the aim of this paper is to infer the underlying topology from observations. Note that [5] reflects the immediate interaction among connected agents by time-adjacent observations. Here, we adopt the empirical risk minimization model to characterize the interaction errors. Since real-world networks often exhibit specific characteristics, we introduce regularizers to fit the practical network property. Furthermore, the row stochastic property of interaction matrix is used as a constraint to guarantee the effectiveness of topology inference. Mathematically, we need to solve the following optimization problem,
\[
\Phi_0: \min_P \sum_{k=1}^{K-1} \|\hat{z}(k+1) - P\hat{z}(k) - \varepsilon u(k)\|_2^2 + \rho \sum_{i=1}^{N} \|P_i[1]\|_{\ell_1}
\]
\[
\text{s.t. } P1 = 1,
\]
where the sum of \( \| \cdot \|_2 \) terms denotes the empirical risk, the \( \ell_1 \)-norm regularization term is characterized by the specified network property, and \( \rho \) is the non-negative regularization parameter. The constraint (6b) ensures the row stochasticity of the obtained \( P \).

However, since the latent input is unmeasurable and no prior knowledge of it is available, \( \Phi_0 \) is difficult to be solved directly. To tackle this issue, we propose TO-TIA and IE-TIA for different system dynamics, and the detailed conditions of them are formally stated as follows.

**IV. TO-TIA: DESIGN AND ANALYSIS**

This section focuses on the time-invariant case. First, we analyze the separability of the coupled influence of initial system state and latent input, and provide an effective way to eliminate the influence of the input. Then, we propose a two-layer optimization strategy to improve the topology inference accuracy. Lastly, we provide detailed performance analysis for the proposed TO-TIA.

**A. State Separation and Input Filtering**

In this part, we perform state separation and filter out the influence of latent input from the global state. The analysis in this subsection also provides theoretical support for IE-TIA in Section IV. For ease of exposition, denote \( u(t) \) by \( u \). Lemma 1 describes the separability of the global state.

**Lemma 1.** The global state \( z(t) \) is separable, and satisfies
\[
z(t) = z_0(t) + z_u(t),
\]
where
\[
z_0(t) = v_1 w_1^T z(0) + \sum_{i=2}^{N} e^{-\lambda_i t}v_i w_i^T z(0),
\]
\[
z_u(t) = v_1 w_1^T u \cdot t + m - \sum_{i=2}^{N} \frac{e^{-\lambda_i t}}{\lambda_i}v_i w_i^T u,
\]
and \( m = \sum_{i=2}^{N} \frac{1}{\lambda_i}v_i w_i^T u \).

Lemma 1 illustrates that \( z(t) \) is separated into two parts: i) \( z_0(t) \) is generated by \( z(0) \), and converges asymptotically based on consensus protocol; ii) \( z_u(t) \) is generated by \( u \), and keeps updating for \( t \geq 0 \).

Clearly, \( z_0(t) \) is equivalent to the global state of a consensus process which is not influenced by external input, and satisfies \( \dot{z}_0(t) = -L z_0(t) \). Thus, it applies well to solving \( \Phi_0 \) by setting \( u = 0 \). However, with unknown \( z(0) \) and \( u \), it is impossible to directly extract \( z_0(t) \) from \( z(t) \). To solve this problem, we first analyze the convergence of \( z(t) \). Unless otherwise noted, the continuous and discrete convergence time are referred as \( t_e \) and \( k_e \) throughout this paper, respectively. The time \( t_e \) is given by
\[
t_e = \inf \left\{ t_0 > 0 : \|z(t) - z_j(t)\| < \epsilon, \forall i, j \in \mathcal{V}, \forall t > t_0 \right\}.
\]
Let \( p(k) = \hat{z}(k) - \hat{z}(k) \), then \( k_e \) is obtained by
\[
k_e = \inf \left\{ k_0 : \|p(k_0) - p(K)\| < \epsilon \epsilon, \forall k_0 > 1, \forall i \in \mathcal{V} \right\}.
\]
If \( t \geq t_e \), the damping terms of \( z(t) \) decrease to zero, thus the state discrepancy in \( z_0(t) \) is negligible. It follows that
\[
z(t) = v_1 w_1^T u \cdot t + v_1 w_1^T z(0) + m, \forall t \geq t_e.
\]
which describes the steady period of the dynamic process. Denote \( \hat{z}_0(t) = z(t) - c1 \cdot t - r \), and its discrete expression as \( \tilde{z}_0(k) \). Then, we have the following theorem to further analyze the steady period.

**Theorem 1.** Given arbitrary time-invariant \( u \), if \( t \geq t_o \), then the global state satisfies

\[
z(t) = c1 \cdot t + (I - v_1w_1^T) r + v_1w_1^T z(0),
\]

where \( c = \sum_{j=1}^N w_1 u_j \) and \( r = m - m_N 1 \). If \( K \geq N + 1 \), the estimation of \( \hat{P} \) in the least square sense is optimal, given by

\[
\hat{P} = \hat{Z}_0^{2K}(\hat{Z}_0^{1K-1})^T(\hat{Z}_0^{1K-1}(\hat{Z}_0^{1K-1})^T)^{-1}.
\]

**Remark 1.** Theorem 1 provides an effective way to eliminate the estimation of \( \hat{z}_0(t) \), as the discrete expression of \( z_0(t) \) and \( z_0(k) \) as the estimation error of \( \hat{z}_0(t) \) and \( z_0(k) \) as the discrete expression of \( z_0(t) \). Theorem 2 analyzes the estimation error.

**Theorem 2.** The estimation error of \( z_0(t) \) satisfies

\[
\psi_0(t) = e^{-\lambda_2 t} \| m \|_2,
\]

and decreases to zero exponentially, i.e.,

\[
\lim_{t \to \infty} \psi_0(t) = 0.
\]

Since \( \lambda_2 \) is the eigenvalue of Laplacian matrix, the estimation error is related to the network structure, which is unknown before we perform the topology inference. Nevertheless, Theorem 2 shows that \( \psi_0(t) \) is bounded in a small range and only has a subtle impact on the initial converging period (See Appendix C for more details).

**B. Two-Layer Optimization Strategy**

To improve the inference accuracy using as few observations as possible, we reformulate \( \Phi_0 \) from two aspects: empirical risk reformulation and the weight setting for the objective function. Then, a two-layer optimization strategy is designed to reduce the computation burden.

First, the higher-power property, \( P^s = (P)^s \), is transformed into an additional empirical risk to the objective function (6a). Regardless of estimation error and observation noise, for \( k + s \leq K \), we have

\[
\dot{z}_0(k + s) = P\dot{z}_0(k + s - 1) = \ldots = P^s\dot{z}_0(k),
\]

which reflects the constraint that \( P^s \) satisfies.

Second, different weight setting on the multiple terms of \( \Phi_0 \) indicates a trade-off among different observations and yields different inference results. This inspires us to design an efficient weight setting to improve the inference accuracy further. To elaborate this effect, we consider three commonly used weight settings as follows. Given permutation \( \{\alpha_1, \ldots, \alpha_K\} \) satisfying \( \sum_{i=1}^K \alpha_k = 1 \), the decreasing (i.e., \( \alpha_1 > \ldots > \alpha_K \)), increasing, and uniform weight setting are denoted by WS1, WS2, and WS3, respectively. On the one hand, the state discrepancy derived from the initial state decreases with \( k \), indicating that smaller weight should be attached to \( z_0(k) \) as \( k \) increases, i.e., using WS1. On the other hand, the estimation error of \( \dot{z}_0(k) \) decreases with \( k \), indicating that larger weight should be attached to \( \dot{z}_0(k) \) as \( k \) increases, i.e., using WS2. WS3 is adopted if there is no specific emphasis on different terms in \( \Phi_0 \) and is an intermediate setting for the comparison. Based on Theorem 2, we demonstrate that the topology inference result of \( \Phi_0 \) is explicitly determined by the observations before the steady period, which plays a dominant role in the cooperation dynamics. Therefore, we adopt WS1 to achieve the most accurate inference among the three settings, which will be verified by the simulation in Section V.

Combining the above two aspects, the initial optimization problem \( \Phi_0 \) is reformulated as

\[
\Phi_1 : \min_P \sum_{k=1}^{K-1} \alpha_k \| \dot{z}_0(k + 1) - P\dot{z}_0(k) \|^2_2 + \rho \sum_{i=1}^N \| P[i] \|_{\ell_1},
\]

s.t. (6b) and WS1 for \( \alpha_k \) hold,

(17a)

where \( \ell_1 \)-norm is adopted to promote the sparsity of network [27], [28], \( \rho \) is a non-negative regularization parameter, and \( \beta \in (0, 1] \) is the parameter to balance the terms of the objective function. To reduce the computation burden, we further decouple \( \Phi_1 \) into a two-layer optimization problem to avoid directly solving the \( s \)-power equations about the entries in \( P \). First, we turn to directly obtain all \( P^s \) by solving the first layer sub-problem

\[
\Phi_{1s} : \min_P \sum_{k=1}^{K-s} \| \dot{z}_0(k + s) - P^s\dot{z}_0(k) \|^2_2
\]

s.t. (6b) holds.

(18a)

By solving \( \Phi_{1s} \) for \( s = 1, \ldots, K - N \), the set \( P^s = \{ \hat{P}^s \} \) is obtained. Then, we have the second layer sub-problem

\[
\Phi_{1s} : \min_P \sum_{k=1}^{K-1} \alpha_k \| \dot{z}_0(k + 1) - P\dot{z}(k) \|^2_2 + \rho \sum_{i=1}^N \| P[i] \|_{\ell_1} + \beta \sum_{s=1}^{K-N} \| (\hat{P}^s - P\hat{P}^s) \|^2_F
\]

s.t. (6b) and WS1 for \( \alpha_k \) hold.

(19a)

where \( \| \cdot \|_F \) denotes the Frobenius norm of a matrix. Note that optimization problem \( \Phi_{1s} \) and \( \Phi_{1s} \) are convex, and many efficient methods are suitable to solve them, e.g., ADMM [20], [29] and truncated Newton interior-point method [30]. By solving \( \Phi_{1s} \), the final estimation \( P \) is obtained.

**C. Description of TO-TIA and Performance Evaluation**

Based on the previous discussion, the topology inference algorithm for the time-invariant input is summarized as TO-TIA. It first eliminates the influence of \( u \) to estimate \( z_0(k) \), then performs the two-layer optimization strategy to obtain the estimated \( P \). The details are shown in Algorithm 1.
Algorithm 1: TO-TIA

Input: Observation set $\tilde{Z}$, sampling period $\varepsilon$
Output: Estimated interaction matrix $\hat{P}$
1: $K = |\tilde{Z}|$
2: Calculate $k_e$ by \[10\]
3: $c1 = \frac{1}{K-k_e} \sum_{k=k_e}^{K} z(k+1) - \hat{z}(k)$;
4: $r = \frac{1}{K-k_e+1} \sum_{k=k_e}^{K} (\hat{z}(k) - \tilde{z}_N(k)1)$;
5: $\hat{z}_0(k) = \hat{z}(k) - c1 \cdot k - r$;
6: for $s \leftarrow 1$ to $K - N$ do
7: Determine $P_s$ by solving $\Phi_{1_s}$ using $\{\hat{z}_0(k)\}$;
8: end for
9: Obtain $\hat{P}$ by solving $\Phi_{1_s}$ using $\{\hat{P}_s\}$.

### TABLE II

| Algorithm | Parameter setting | Estimation error |
|-----------|-----------------|------------------|
| A1        | $\beta = 0$     | $\psi_1^m$       |
| A2        | WS$_2$ for $\alpha_k$ holds | $\psi_2^s, \psi_2^m$ |
| A3        | WS$_3$ for $\alpha_k$ holds | $\psi_3^s, \psi_3^m$ |

Two evaluation criteria are designed to describe the inference result sufficiently. First, define $\psi_s$ as the structure error to reflect the network structure, given by

$$\psi_s = \frac{\sum_{i=1,j=1}^{N,N} \text{sign}(\hat{P}_{ij} - P_{ij})}{N^2},$$

(20)

where $\text{sign}(\cdot)$ is an indicative function, which is set to 1 if $\cdot$ is non-zero, and 0 otherwise. Second, define $\psi_m$ as the magnitude error to reflect the network edge weight, given by

$$\psi_m = \frac{||\hat{P} - P||_F}{||P||_F}.$$

(21)

By the above definition, let $\psi_s^*$ and $\psi_m^*$ be the structure error and magnitude error of the estimated $\hat{P}$ obtained by TO-TIA, respectively. We compare TO-TIA with three conventional algorithms, and the difference between them and TO-TIA are shown in TABLE II. Comparing with IF-TIA, A1 lacks the empirical risk reformulation, A2 adopts the increasing weight setting, and A3 adopts the uniform weight setting for the objective function. Theorem 3 summarizes the comparative results of these algorithms.

**Theorem 3. (Performance of TO-TIA)** Given noisy observation set $\tilde{Z}$, the followings are true:

i) Comparing with A1, the empirical risk reformulation in TO-TIA decreases the magnitude error, i.e., $\psi_m^* < \psi_m^1$.

ii) Comparing with A2 and A3, the decreasing weight setting in TO-TIA decreases both the structure and magnitude errors, i.e., $\psi_s^* < \psi_s^2 < \psi_s^3$, $\psi_m^* < \psi_m^2 < \psi_m^3$.

Then, Proposition 1 states how to identify $q$ and $k_{ua}$.

**Proposition 1.** If the latent input satisfies $\text{(24)}$, then $k_u$ and $q$ are respectively identified by

$$k_{uq} = \inf\{k_0 : h_1(i,k_0) < 0, h_1(i,k_0 + 1) \geq 0, \forall i \in \mathcal{V}, \forall k_0 > 1\},$$

(27)

$$q = \inf\{i : h_1(i,k_{ua}) < 0, h_1(i,k_{ua} + 1) \geq 0, \forall i \in \mathcal{V}\}.$$

(28)

Note that if more than one agent is injected at time $k_{ua}$, the agent with the minimum agent number is selected as the initially injected agent.

V. IE-TIA: DESIGN AND ANALYSIS

In this section, we first analyze the identifiability of the time-varying input. Then, an iterative estimation strategy is proposed to improve the accuracy of the estimated network topology and time-varying input. Lastly, we summarize the proposed algorithm as IE-TIA and provide detailed theoretical analysis to show its performance.

### A. Input Identification

In this part, we analyze the identifiability of time-varying input. By Lemma 4, we observe that the first term of $z_0(t)$ in (8) is a vector in which all entries are the same constant, and the entry of the second term of $z_0(t)$ is essentially a linear superposition of $e^{-\lambda t}$. Hence, the entry of $z_0(t)$ is Lipschitz continuous on $t$, and satisfies

$$|z_{0_j}(t) - z_{0_j}(t_1)| \leq l_j |t_2 - t_1|, \forall t_1, t_2 > 0,$$

(22)

where $l_j$ is called the Lipschitz constant of agent $j$. Let $l$ be the maximum Lipschitz constant, given by

$$l = \max \{l_j, j \in \mathcal{V}\}.$$

(23)

Note that if the latent input is sufficiently small, it has no ability to alter the information transmitted by the injected agent. To avoid this meaningless situation, Definition 1 describes the condition of the identifiable case we will focus on.

**Definition 1.** The latent input is said to be identifiable if

$$\left| \frac{z_j(t + \Delta t) - z_j(t)}{u_j(t)\Delta t} \right| < l,$$

(24)

where $\Delta t > 0$ is arbitrarily small.

In the discrete-time observation model, define $k_{u_j}$ as the injection time when latent input begins to affect the network via agent $j$, i.e., $u_j(k) = 0$ for $k < k_{u_j}$, and remodel (5) as

$$\tilde{z}_j(k+1) = \begin{cases} P_{ij}\tilde{z}(k) + \varepsilon_{uj}(k+1), & \text{if } k < k_{u_j}, \\ P_{ij}\tilde{z}(k) + \varepsilon_{uj}(k) + \varepsilon_{uj}(k+1), & \text{if } k \geq k_{u_j}. \end{cases}$$

(25)

Suppose that the latent input is injected into the network via agent $q$ initially. As a result of the network diffusion, once agent $q$ is injected by latent input, the global dynamics will be influenced. Define the function $h_1(j, k)$, given by

$$h_1(j, k) = \left| \frac{\tilde{z}_j(k) - \tilde{z}_j(k+1)}{\tilde{z}_j(k+1) - \tilde{z}_j(k+2)} \right| - \frac{1}{l} - 1.$$

(26)

Then, Proposition 1 states how to identify $q$ and $k_{ua}$.

**Proposition 1.** If the latent input satisfies $\text{(24)}$, then $k_u$ and $q$ are respectively identified by

$$k_{uq} = \inf\{k_0 : h_1(i,k_0) < 0, h_1(i,k_0 + 1) \geq 0, \forall i \in \mathcal{V}, \forall k_0 > 1\},$$

(27)

$$q = \inf\{i : h_1(i,k_{ua}) < 0, h_1(i,k_{ua} + 1) \geq 0, \forall i \in \mathcal{V}\}.$$

(28)
Remark 2. By Proposition 7 the time-invariant/varying property of latent input is identified, thereby the corresponding inference algorithm is determined. If (27) has no solution, then the latent input is time-invariant, and the inference problem should be solved by TO-TIA proposed in Section III.

Define \( z_{\varphi}(k) \) as the data in which the latent input at time \( k-1 \) is filtered, given by \( z_{\varphi}(k) = \tilde{z}(k) - \varepsilon u(k-1) \). Then, the observation model (3) is rewritten as

\[
\tilde{z}(k) = \begin{cases} z_{\varphi}(k), & \text{if } k \leq k_{u_j} \\ z_{\varphi}(k) + \varepsilon u(k-1), & \text{if } k > k_{u_j} \end{cases},
\]

(29)

and \( \tilde{Z} \) is divided into two subsets, given by

\[
\tilde{Z} = \{\tilde{z}(1), \ldots, \tilde{z}(k_{u_j})\} \cup \{\tilde{z}(k_{u_j} + 1), \ldots, \tilde{z}(K)\},
\]

(30)

where \( \tilde{Z}_1 \) consists of the observations that are not affected by latent input, and \( \tilde{Z}_2 \) consists of the remaining observations that are affected by latent input. Since \( \tilde{Z}_1 \) reflects the interactions between agents directly, it applies to obtain an initially estimated \( \hat{P}^{(0)} \). However, if \( k_{u_j} < N + 1 \), then \( \Phi_1 \) becomes infeasible and \( P^* = \emptyset \). In this case, we reformulate \( \Phi_1 \) as \( \Phi_2 \), in which only the decreasing weight setting is adopted to improve the inference accuracy, given by

\[
\Phi_2 : \min_p \sum_{k=1}^{k_{u_j}-1} \alpha_k \|\tilde{z}(k+1) - P_\theta \tilde{z}(k)\|^2_F + \rho \sum_{i=1}^{N} \|P_{ij}\|_{\mathcal{F}}
\]

(31a)

\[
s.t. (6b) \text{ and WS}_1 \text{ for } \alpha_k \text{ hold.}
\]

(31b)

Define \( \mathcal{V}_u \) as the agent set, which consists of all the injected agents, and similar to \( h_1(j, k) \), define \( h_2(j, k) \) as the function to identify all the remaining injected agents, given by

\[
h_2(j, k) = \begin{cases} \frac{\hat{P}_{ij}^{(0)} \tilde{z}(k) - \tilde{z}(k-1)}{\tilde{z}(k) - \hat{P}_{ij}^{(0)} \tilde{z}(k-1)} - l, & \text{if } k \leq k_{u_j}, \\ \frac{\hat{P}_{ij}^{(i)} \tilde{z}(k) - \tilde{z}(k-1)}{\tilde{z}(k) - \hat{P}_{ij}^{(i-1)} \tilde{z}(k-1)} - l, & \text{if } k > k_{u_j}. \end{cases}
\]

(32)

Then, Proposition 2 states how to obtain \( \mathcal{V}_u \).

Proposition 2. If \( j \notin \mathcal{V}_u \setminus \{q\} \), then

\[
k_{u_j} = \inf \{ k_0 : h_2(j, k) > 0, h_2(j, k + 1) \leq 0, \forall k_0 \geq k_{u_j} \}.
\]

(33)

Proposition 1 and 2 show the identifiability of all the injected agents and injection time, and provide theoretical support to estimate the latent input in the following subsection. Furthermore, they provide an alternative, efficient, and computationally reliable way of monitoring, detecting, and pinpointing the real-time faults of cooperation dynamics, thereby avoiding the catastrophic failures in practical scenarios.

B. Iterative Estimation Strategy

By the previous subsection, the set \( \tilde{Z}_1 \) is utilized to estimate \( P \). However, since \( \tilde{Z}_1 \) cannot cover the information of the whole dynamic process, it is not sufficient to obtain an accurate inference result. To make full use of the valuable information of all the observations in \( \tilde{Z} \), an iterative estimation strategy is proposed. Define \( \hat{u}_j^{(i)}(k) \) and \( \hat{P}^{(i)} \) as the estimation of \( u_j(k) \) and \( P \) at the \( i \)-th iteration, respectively, and the iteration is separated into the following four steps.

The first step is to estimate \( u(k) \). Considering a one-step prediction of \( \tilde{z}(k - 1) \), we have

\[
\tilde{z}_j(k) = P_{ij} \tilde{z}(k - 1) + \varepsilon u_j(k - 1).
\]

(34)

Accordingly, at the \( i \)-th iteration, the estimation of \( u_j(k) \) is

\[
\hat{u}_j^{(i)}(k) = \begin{cases} 0, & \text{if } k < k_{u_j}, \\ \frac{1}{\varepsilon} (\tilde{z}_j(k) - \hat{P}_{ij}^{(i-1)} \tilde{z}(k-1)), & \text{if } k \geq k_{u_j}. \end{cases}
\]

(35)

The second step is to approximate the expression of \( u(k) \). Define \( u_j^{(i)}(k; \theta_j) \) as the functional form of \( \hat{u}_j^{(i)}(k) \), where \( \theta_j \) represents the coefficient vector (e.g., if \( u_j^{(i)}(k; \theta_j) = ak^2 + bk + c \), then \( \theta_j = [a, b, c]^T \)). Many estimation algorithms (e.g., the least square estimate \( [31] \)) are computationally efficient to calculate \( \theta_j \) by solving

\[
\hat{\theta}_j = \arg \min_{\theta_j} \sum_{k=1}^{K} (u_j^{(i)}(k; \theta_j) - \hat{u}_j^{(i)}(k))^2.
\]

(36)

The third step is to reconstruct \( P \). Different from obtaining \( \hat{P}^{(0)} \) using \( \tilde{Z}_1 \), \( \tilde{Z}_2 \) is also used to estimate \( P \) during the iteration. At the \( i \)-th iteration, \( z_{\varphi}(k) \) is estimated by

\[
\tilde{z}_j^{(i)}(k) = \begin{cases} \tilde{z}_j(k), & \text{if } k \leq k_{u_j}, \\ \tilde{z}_j(k) - \varepsilon \hat{u}_j^{(i)}(k; \hat{\theta}_j), & \text{if } k = k_{u_j} + 1, \\ \hat{P}_{ij}^{(i-1)} \tilde{z}_j^{(i)}(k - 1), & \text{if } k > k_{u_j} + 1. \end{cases}
\]

(37)

Then, by solving \( \Phi_2 \) using \( \{\tilde{z}_j^{(i)}(k)\} \), \( \hat{P}^{(i)} \) is obtained.

The fourth step is to determine whether to terminate the iteration. Define \( \psi_d^{(i)} \) as the magnitude difference between \( \hat{P}^{(i)} \) and \( \hat{P}^{(i-1)} \), given by

\[
\psi_d^{(i)} = \frac{\|\hat{P}^{(i)} - \hat{P}^{(i-1)}\|_F}{\|\hat{P}^{(i-1)}\|_F}.
\]

(38)

The iteration is terminated if

\[
\psi_d^{(i)} < \delta_d,
\]

(39)

where \( \delta_d > 0 \) is a positive termination tolerance. Suppose the algorithm terminates at the \( i_t \)-th iteration, the final estimation is \( \hat{P}^{(i_t)} \).

Remark 3. The key insight of the whole iteration process is to alternately optimize the network topology and the coefficients of the latent input, which ensures that the iteration returns the most suitable topology for the noisy observations.

C. Description of IE-TIA and Performance Evaluation

Based on the previous discussion, the topology inference algorithm for the time-varying input is summarized as IE-TIA, which consists of three stages: i) identify the agent that is initially injected by latent input, ii) identify the remaining agents that are injected by latent input subsequently, and iii) perform the iteration to estimate the latent input and network topology. The details are shown in Algorithm 2.

IE-TIA is feasible for many practical applications, e.g., monitor cascading failures in power grids, capture the interaction relationship in social networks, and predict the movement
Given by \( z \), define
\[
\psi = \frac{\sum_{n=1}^{N} q_n}{\sum_{n=1}^{N} (\psi_n)^2}.
\]

Besides, define \( \hat{\psi} \) as the optimal estimation of \( \psi \). The following are true:

\( (\text{Performance of IE-TIA}) \) Given noisy observation \( \tilde{z} \), the followings are true:

1. Calculate \( \hat{k}_{u_j} \) by (27);
2. Calculate \( q \) by (38);
3. \( \text{if} \ k_{u_j} \geq N \ \text{then} \)
4. \( \text{end if} \)
5. Obtain \( \hat{P}^{(n)} \) by solving \( \Phi_2 \);
6. \( \text{else} \)
7. Obtain \( \hat{P}^{(n)} \) by solving \( \Phi_1 \);
8. \( \text{for} \ k = 1 : K \ \text{do} \)
9. \( \text{if} \ j \in \mathcal{V}_u \ \text{then} \)
10. \( \text{Calculate} \ \hat{u}_j^{(i)}(k), \hat{\theta}_j^{(i)}, \hat{z}_j^{(i)}(k) \) by (35), (36), (37);
11. \( \text{else} \)
12. \( \text{Set} \ \hat{u}_j^{(i)}(k) = 0, \hat{\theta}_j^{(i)} = 0, \text{and} \ \hat{z}_j^{(i)}(k) \)
13. \( \text{end if} \)
14. \( \text{end for} \)
15. Obtain \( \hat{P}^{(i)} \) by solving \( \Phi_1 \) using \( \{\hat{z}_j^{(i)}\} \);
16. \( i = i + 1, \)
17. \( \text{end while} \)
18. \( \text{end for} \)
19. \( \text{end for} \)
20. Obtain \( \hat{P}^{(i)} \) by solving \( \Phi_1 \);
21. \( \text{Calculate} \ \psi^{(i)} \) by (38);
22. \( \text{end while} \)
23. \( i = i + 1, \)
24. \( \text{end for} \)
25. \( \text{end for} \)
26. Obtain the final estimation \( \hat{P}^{(i)} \).

Algorithm 2: IE-TIA

Input: Observation set \( \tilde{z} \), iteration threshold \( \delta \)
Output: Estimated interaction matrix \( \hat{P}^{(i)} \)

Theorem 4 provides a compelling result that the iterative estimation strategy asymptotically approaches the optimal estimation in the least square sense, and the convergence of IE-TIA is guaranteed.

Remark 4. While the latent input is unknown in practice, the iterative estimation strategy gives guarantees on its estimation accuracy, which in turn implies guarantees on the accuracy of the inferred network topology.

We consider a special dynamic process by defining a new variable \( u(y(t), n) = [0, \ldots, y(t), \ldots, 0]^T \), where \( y(t) \) is the \( n \)-th entry of \( u(y(t), n) \). \( N \) independent inference results are obtained by using \( N \) different dynamic processes, which are generated by setting \( u(t) = u(y(t), n) \) for \( n \in N \).

Define \( \psi_m(n) \) as the magnitude error of the estimated \( P \), which is obtained by using the observations of the \( n \)-th dynamic process, and define \( \Psi = \{\psi_m(n), n \in N\} \) as the set of magnitude error. The following corollary provides a permutation of \( \psi_m(n) \).

Corollary 1. Given \( G(V, E) \), stimulating different agents with the same input yields different inference accuracy, i.e.,
\[
\sigma_1(\Psi) \geq \sigma_2(\Psi) \geq \ldots \geq \sigma_N(\Psi),
\]
where \( \sigma_1(\Psi) = \max\{\Psi\} \) and \( \sigma_N(\Psi) = \min\{\Psi\} \).

The key point to get Corollary 1 is that stimulating different agents yields different interaction among agents. Specifically, (45) takes the equal sign when the network is composed of a complete graph. Corollary 1 shows the feasibility of improving the inference accuracy by stimulating particular agents if the input is controllable.

VI. SIMULATION

In this section, we conduct extensive simulations to demonstrate the performance of TO-TIA and IE-TIA in terms of the estimation error for different directed networks, and illustrate the corresponding theoretical results. Without loss of generality, all networks and initial system states are randomly generated with the connectivity guaranteed, and each simulation is conducted by the observations of a single dynamic process.

A. Performance of TO-TIA

In this part, the simulations are divided into two parts to illustrate the effectiveness of the two-layer optimization strategy in TO-TIA, and validate the conclusions of Theorem 3. The simulation results are shown in Fig. 1 and Fig. 2.

First, to validate the empirical risk reformulation, we compare the magnitude error of the estimated \( P \) obtained by TO-TIA and \( A_1 \). The line with diamond (square) markers corresponds to the error of TO-TIA (\( A_1 \)). Fig. 1(a) shows the relationship between the magnitude error and the variance of the observation noise \( \sigma^2 \), where the network consists of 10 nodes and \( \sigma^2 \in [0.1, 0.2, \ldots, 1.0] \). Fig. 1(b) shows the relationship between the magnitude error and network size \( N \), where \( N \in \{5, 10, \ldots, 30\} \) and \( \sigma^2 = 0.3 \).

Fig. 2 shows that as \( \sigma^2 \) or \( N \) increases, the error of TO-TIA keeps being the
Fig. 3. The comparison of estimation error for TO-TIA and A₁. (a) Magnitude error with different noise variance. (b) Magnitude error with different network size. (c) Structure error with different network size. (d) Magnitude error with different network size.

smallest, i.e., \( \psi_m^* < \psi_1^i \). Therefore, the reformulated empirical risk improves the inference accuracy.

Second, to validate the decreasing weight setting, we compare the magnitude errors and structure errors of the estimated \( P \) obtained by TO-TIA, A₂, and A₃. The line with diamond/triangle or circle markers corresponds to the error of TO-TIA (A₂ or A₃). Fig. 5(a) and Fig. 5(b) illustrate the relationships between the estimation error and the variance of the observation noise \( \sigma^2 \), where the network consists of 12 nodes and \( \sigma^2 \in \{0.1, 0.2, 0.3, 0.4, 0.5\} \). Fig. 5(c) and Fig. 5(d) illustrate the relationships between the estimation error and network size \( N \), where \( N \in \{5, 10, 15, 20, 25, 30, 35, 40\} \) and \( \sigma^2 = 0.2 \). Fig. 5 shows that as \( \sigma^2 \) or \( N \) increases, the error of TO-TIA keeps being the smallest, and the error of A₃ keeps being the largest, i.e., \( \psi_n^* < \psi_2^i < \psi_3^i \) and \( \psi_m^* < \psi_m^2 < \psi_m^3 \). Therefore, both structure error and magnitude error are decreased by the decreasing weight setting.

B. Performance of IE-TIA

In this part, the simulations are divided into two parts to illustrate the effectiveness of IE-TIA. Analogous to \( \psi_\theta^{(i)} \), define \( \psi_f^{(i)} \) as the fitting error to evaluate whether \( \hat{u}_j^{(i)}(k) \) is well fitted by \( \hat{u}_j^{(i)}(k; \hat{\theta}_j) \), given by

\[
\psi_f^{(i)} = \frac{1}{KN} \sum_{j=1}^{K} \sum_{k=1}^{N} \| \hat{u}_j^{(i)}(k) - \hat{u}_j^{(i)}(k; \hat{\theta}_j) \|^2_2. \tag{46}
\]

The functional form of the input is \( u_i(k; \theta_i) = ae^{-bk} + c \), where \( \theta_i \) is generated under the constraint \( 12 \), and all injected nodes and injection time are selected randomly. The simulation results are shown in Fig. 4 and TABLE III.

First, to illustrate the performance of the iterative estimation strategy in IE-TIA, we numerically simulate the randomly generated network with \( N = 10 \) nodes. The detailed description of the network is demonstrated by Fig. 4(a). In Fig. 4(b) we display the off-diagonal entries of the true interaction matrix \( P \) and the estimated \( P \) with discrete dots and the dots connected by a line, respectively, and all entries are sorted by value. Fig. 4(c) shows the estimation error of \( u(k) \) in the iteration process. The line with diamond markers corresponds to the estimation error at each iteration, the line with cross markers corresponds the magnitude difference between two adjacent iterations, and the dashed line represents the termination tolerance. As shown in Fig. 4(c), both the estimation error \( \psi_m^{(i)} \) and the iteration difference \( \psi_d^{(i)} \) keep decreasing. The stopping condition will be satisfied gradually, and is met at the 6-th iteration \( \psi_d^{(6)} < \delta_d \). Fig. 4(d) shows the estimation and fitting error of \( u(k) \) in the iteration process. The line with square (triangle) markers corresponds to the estimation (fitting) error of \( u(k) \). It shows that \( \psi_\theta^{(i)} \) keeps decreasing and \( \psi_f^{(i)} \) keeps small. By Fig. 4(c) and 4(d), we have \( \psi_\theta^{(6)} < \cdots < \psi_\theta^{(1)} \) and \( \psi_f^{(6)} < \cdots < \psi_f^{(1)} \), which validates the first conclusion of Theorem 4.

Second, we illustrate the effectiveness and algorithm complexity of IE-TIA. The probability of each node being in-
TABLE III
THE SIMULATION RESULTS OF IE-TIA

| Size N | 10  | 20  | 30  | 40  | 50  | 60  |
|--------|-----|-----|-----|-----|-----|-----|
| Iteration $i_t$ | 5   | 6   | 5   | 6   | 7   | 5   |
| Error $\psi_{in}^{(t)}$ | 0.189 | 0.236 | 0.360 | 0.341 | 0.525 | 0.533 |

jected by input is 0.5, and we set the termination tolerance $\delta = 0.015$ for all simulations. TABLE III lists the iteration number and estimation error with different network size. It shows that as the network size increases, IE-TIA terminates with stable algorithm complexity.

VII. CONCLUSION

In this paper, we proposed TO-TIA and IE-TIA to learn the directed network topology from the observations of cooperation dynamics, where the latent input injected into the network is unmeasurable. We first proposed TO-TIA towards the time-invariant input: i) an input filtering method was designed to eliminate the influence of latent input on the dynamic process, and ii) a two-layer optimization strategy was proposed to improve the topology inference accuracy. We then proposed IE-TIA towards the time-varying input: i) an identification method was designed to identify all the injected agents, and ii) an iterative estimation strategy was proposed to improve the accuracy of the estimation of the network topology and latent input. Furthermore, we provided strict theoretical analysis and comprehensive simulations to illustrate the effectiveness and the accuracy of TO-TIA and IE-TIA.

One of the promising future directions of this work is to utilize the latent input to steer the network to a target state. The potential challenges mainly lie in how to select the injected agents and guarantee the controllability of the dynamical system. We believe that by paying off efforts, new favorable alternatives will be provided for multi-agent cooperative control.

APPENDIX

A. Proof of Lemma

Proof. We first write the agent state in the model decomposition form. The integral form of (3) is given by

$$z(t) = e^{-Lt}z(0) + \int_0^t e^{-L(t-\tau)}u d\tau. \quad (47)$$

By combining $L = MJM^{-1}$, we have

$$e^{-Lt} = e^{-MJM^{-1}t} = M \begin{bmatrix} e^{0} & 0 & \cdots & 0 \\ 0 & e^{-\lambda_{2}Jt} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & e^{-\lambda_{N}Jt} \end{bmatrix} M^{-1} = \sum_{i=1}^{N} e^{-\lambda_{i}t}v_{i}w_{i}^{T}. \quad (48)$$

It follows that the first term of (47) is rewritten as

$$z_{0}(t) = e^{-Lt}z(0) = \sum_{i=1}^{N} e^{-\lambda_{i}t}v_{i}w_{i}^{T}z(0) = v_{1}w_{1}^{T}z(0) + \sum_{i=2}^{N} e^{-\lambda_{i}t}v_{i}w_{i}^{T}z(0), \quad (49)$$

and is generated by $z(0)$. The second term of (47) satisfies

$$z_{u}(t) = \int_0^t e^{-L(t-\tau)}u d\tau = \int_0^t \sum_{i=1}^{N} e^{-\lambda_{i}(t-\tau)}d\tau \cdot v_{i}w_{i}^{T}u = v_{1}w_{1}^{T}u \cdot t + \sum_{i=2}^{N} \frac{1}{\lambda_{i}}v_{i}w_{i}^{T}u - \sum_{i=2}^{N} \frac{1}{\lambda_{i}}v_{i}w_{i}^{T}u, \quad (50)$$

and is generated by $u$. This concludes the proof.

B. Proof of Theorem

Proof. We first proof (12) by inducing two facts, i.e.,

$$v_{1} = 1, \quad w_{j}^{T}v_{j} = 0 \ (i \neq j). \quad (51)$$

It follows that the first term of (11) satisfies

$$v_{1}w_{1}^{T}u \cdot t = \sum_{j=1}^{N} w_{1}u_{j}1 \cdot t = c1 \cdot t, \quad (52)$$

where $c = \sum_{j=1}^{N} w_{1}u_{j}$. Setting $u_{1} = c1$ and taking it into the third term of (11), we have

$$\sum_{i=2}^{N} \frac{1}{\lambda_{i}}v_{i}w_{i}^{T}u_{1} = c \sum_{i=2}^{N} \frac{1}{\lambda_{i}}v_{i}w_{i}^{T}v_{1} = 0. \quad (53)$$

Setting $u_{2} = Lr$, where $r$ is a non-zero vector, and taking it into the first term of (11), we have

$$v_{1}w_{1}^{T}u_{2} \cdot t = v_{1}w_{1}^{T}Lr \cdot t = (\sum_{i=2}^{N} v_{1}w_{1}^{T}v_{i}w_{i}^{T}\lambda_{i})r \cdot t = 0. \quad (54)$$

Similarly, taking $u_{2}$ into the third term of (11), we have

$$\sum_{i=2}^{N} \frac{1}{\lambda_{i}}v_{i}w_{i}^{T}u_{2} = \sum_{i=2}^{N} \frac{1}{\lambda_{i}}v_{i}w_{i}^{T}Lr = \sum_{i=2}^{N} \frac{1}{\lambda_{i}}v_{i}w_{i}^{T}(\sum_{i=1}^{N} v_{i}w_{i}^{T}\lambda_{i})r = \sum_{i=2}^{N} v_{i}w_{i}^{T}r = (I - v_{1}w_{1}^{T})r. \quad (55)$$
The square matrix \((I - v_1w_1^T)\) satisfies
\[
\det(I - v_1w_1^T) = \begin{vmatrix}
1 - w_{11} & -w_{12} & \cdots & -w_{1N} \\
-w_{11} & 1 - w_{12} & \cdots & -w_{1N} \\
\vdots & \vdots & \ddots & \vdots \\
-w_{11} & -w_{12} & \cdots & 1 - w_{1N}
\end{vmatrix} = (1 - \sum_{i=1}^N w_{1i})
\]
Since \(\sum_{i=1}^N w_{1i} = w_1^Tv_1 = 1\), we have \(\det(I - v_1w_1^T) = 0\), which implies that the solution of \((55)\) is not unique, i.e., \(r\) is not unique. Note that \(r\) contains the information of the relative state discrepancy with a predefined reference, and the discrepancy remains the same among different references. Since the term \(v_1w_1^Tz(0)\) is determined by the initial system condition, if \(t \geq t_e\), the state discrepancy of \(z(t)\) is generated by \(m\). It follows that one of the solutions of \((55)\) is given by
\[
r = m - m_N 1,
\]
(57)
where the \(N\)-th agent is taken as the predefined reference. Finally, setting \(u = u_1 + u_2\), and taking it into \((11)\), we have
\[
z(t) = c_1 \cdot t + (I - v_1w_1^T)r + v_1w_1^Tz(0).
\]
(58)
We then proof \((13)\) by considering two enlightening cases. For \(t \geq t_e\), if \(c = 0\), then
\[
z(t) = (I - v_1w_1^T)r + v_1w_1^Tz(0),
\]
(59)
where \(z(t)\) reaches a stationary state, and the state discrepancy depends on \(r\) with a predefined reference; if \(r = 0\), then
\[
z(t) = c_1 \cdot t + v_1w_1^Tz(0),
\]
(60)
where \(z(t)\) updates at the constant rate \(c_1\), and there is no state discrepancy. Inspired by the above analysis, we estimate \(z_0(t)\) by removing \(z_u(t)\) from \(z(t)\). Specifically, by differentiating \((12)\), we have
\[
\frac{dz(t)}{dt} = c_1,
\]
(61)
which is equivalent to the coefficient of the first term of \(z_u(t)\) in \((5)\). If \(t \geq t_e\), the global state discrepancy is reflected in \(r\) and is equivalent to the entry discrepancy of the second term of \(z_u(t)\) in \((5)\). Hence, the influence of \(z_u\) is eliminable, and the estimated \(z_0(t)\) is given by
\[
z_0(t) = z(t) - c_1 \cdot t - r.
\]
(62)
Since \(z_0(k)\), the discrete expression of \(z_0(t)\), represents the estimation of the data generated by the initial state, the solution to \(\Phi_0\) by using \(\{z_0(k)\}\) is equivalent to the solution to the least square problem
\[
\hat{P} = \arg\min_P \|\hat{Z}_{2:K+1} - P\hat{Z}_{1:K}\|_2^2.
\]
(63)
To yield a unique solution of \((63)\), it is necessary to guarantee that the rank of \(\hat{Z}_{1:K}\) and \(\hat{Z}_{2:K+1}\) is \(N\). Hence, the minimum number of independent observations to obtain the optimal estimation is \(N + 1\), and the solution of \((63)\) is \(\hat{P} = \hat{Z}_{2:K+1} \hat{Z}_{2:K+1}^T (\hat{Z}_{1:K} \hat{Z}_{1:K}^T)^{-1}\). This concludes the proof. □

C. Proof of Theorem 2

Proof. By Lemma \([1]\) the estimation error is equivalent to the damping term of \(z_u(t)\), i.e.,
\[
\psi_0(t) = \|\sum_{i=2}^N \frac{e^{-\lambda_i t}}{\lambda_i} v_iw_i^T u\|_2.
\]
(64)
Since \(\lambda_2\) is the minimum non-zero eigenvalue, we have
\[
\sum_{i=2}^N \frac{e^{-\lambda_i t}}{\lambda_i} v_iw_i^T u \leq e^{-\lambda_2 t} \sum_{i=2}^N \frac{1}{\lambda_i} v_iw_i^T u = e^{-\lambda_2 t} m.
\]
(65)
It follows that
\[
\psi_0(t) \leq e^{-\lambda_2 t} \|m\|_2.
\]
(66)
When \(\lambda_2 = \cdots = \lambda_N\), \((66)\) takes the equal sign. Note that \(e^{-\lambda_2 t}\) satisfies exponential decay, and \(\|m\|_2\) is a constant. Hence, the estimation error is bounded in a small range, and only impacts the initial converging period subtly. By Lemma \([1]\) the damping terms of \(z(t)\) decrease to zero when \(t > t_e\). It follows that \(\lim_{t \to \infty} \psi_0(t) = 0\).

D. Proof of Theorem 3

Proof. We first prove the performance of empirical risk reformulation. By introducing \(\hat{P} = \hat{P}^{s-1}\) as an effective constraint on \(P\), both \(\hat{Z}_0\) and \(\hat{P}^s\) are solved to use the optimization problem. Define \(f(\cdot)\) as the empirical risk value of an algorithm, given by the number of independent empirical functions. Larger \(f(\cdot)\) means that the formulation of empirical risk contains more statistical information, enabling solving the corresponding optimization problem more accurately. For algorithm \(A_1\), the sum expression of its independent empirical functions is
\[
\sum_{k=1}^{K-1} \alpha_k \|\hat{z}_0(k + 1) - P\hat{z}_0(k)\|_2^2.
\]
(67)
Hence, we have \(f(A_1) = K - 1\). Considering the time horizon \(s\), we have
\[
\hat{z}_0(k + s) = P^s\hat{z}_0(k) + e_0 s(k + s),
\]
(68)
where \(e_0 s(k + s)\) is the estimation error vector. Note that the observation noise is independent zero-mean Gaussian random variable, thus, the entry of \(e_0(k + 0)\) and \(e(k + s)\) are jointly independent. It follows that the additional empirical function of TO-TIA is independent to the empirical function of \(A_1\), and the sum expression of TO-TIA's empirical functions is
\[
\sum_{k=1}^{K-1} \alpha_k \|\hat{z}_0(k + 1) - P\hat{z}_0(k)\|_2^2 + \sum_{s=1}^{K-N} \|((\hat{P} - \hat{P}^{s-1})]\|_F^2.
\]
(69)
Then we have \(f(\text{TO-TIA}) = 2K - N - 1\). Consequently, the empirical risk value of TO-TIA is larger than \(A_1\), i.e.,
\[
f(A_1) < f(\text{TO-TIA}).
\]
(70)
It follows that $\psi_m^* < \psi_m^1$, which concludes the proof of empirical risk reformation.

We then prove the performance of weight design. The difference between TO-TIA, $A_2$, and $A_3$ is the objective function of $\Phi_{1, \psi}$, where the weighted cumulative information contained in the objective function determines the performance of the algorithm. To evaluate this error, we rewrite $\hat{z}_0(k)$ as

$$\hat{z}_0(k + 1) = P\hat{z}_0(k) + e_0(k + 1).$$  \hfill (71)

Define $g(k + 1)$ as the information value at time $k + 1$, given by

$$g(k + 1) = ||\hat{z}_0(k + 1) - \hat{e}_0(k)||_2$$

$$= ||P(\hat{z}_0(k) - \hat{e}_0(k - 1)) + e_0(k + 1) - e_0(k)||_2.$$  \hfill (72)

On the one hand, by the consensus protocol, the state discrepancy of $\hat{z}_0(k)$ converges to zero asymptotically. On the other hand, the estimation error of $\hat{z}_0(k)$ is independent and decreases with $k$. Hence, we have

$$g(2) > \cdots > g(K).$$  \hfill (73)

Then, define $g_a$ as the weighted cumulative value, given by

$$g_a = \sum_{k=2}^{K} \alpha_k g(k).$$  \hfill (74)

The weighted cumulative error of TO-TIA, $A_2$, and $A_3$ is denoted as $g_a^2$, $g_a^3$, and $g_a^3$, respectively. It is easy to show that decreasing $\alpha_k$ generates the larger cumulative value than other weight design, i.e., $g_a^* > g_a^2 > g_a^3$. Note that more valuable information leads to more accurate estimation, thus the relationship of estimation errors is contrary to the relationship of $g_a^*, g_a^2$, and $g_a^3$. This concludes the proof.  \hfill $\square$

E. **Proof of Proposition 2**

Proof. First, we prove (27) by analyzing the function $h_2(j,k)$. Let $\Delta z_0(k) = z_0(k) - z_0(k - 1)$. By taking into the first term of $h_1(j,k)$ and ignore the observation noise, we have

$$\frac{\hat{z}_j(k) - \hat{z}_j(k - 1)}{\hat{z}_j(k - 1) - \hat{z}_j(k - 2)} = \frac{\Delta z_0(k) + \varepsilon u_j(k - 1)}{\Delta z_0(k - 1)},$$  \hfill (75)

By Definition 1 in the discrete-time dynamics, the latent input is identifiable if

$$\frac{\hat{z}_j(k) - \hat{z}_j(k - 1)}{\varepsilon u_j(k)} < l.$$  \hfill (76)

If $u(k) = 0$, the latent input is unidentifiable. Thus, for $k < k_u$, ineqation (76) does not hold, and we have

$$\frac{\varepsilon u_j(k - 1)}{\Delta z_0(k)} < \frac{1}{l}.$$  \hfill (77)

Since the state discrepancy under the consensus protocol decreases with time, we have

$$\Delta z_0(k - 1) \geq \Delta z_0(k).$$  \hfill (78)

Applying (77) and (78) to (75), we have

$$\left| \frac{\hat{z}_j(k) - \hat{z}_j(k - 1)}{\hat{z}_j(k - 1) - \hat{z}_j(k - 2)} \right| \leq \left| \frac{\Delta z_0(k) + \varepsilon u_j(k - 1)}{\Delta z_0(k - 1)} \right|$$

$$= 1 + \frac{\varepsilon u_j(k - 1)}{\Delta z_0(k)} < 1 + \frac{1}{l},$$  \hfill (79)

it follows that $h_1(j,k) < 0$. Once an agent is injected by input (i.e., $k = k_u$), (79) will not hold. Consequently, (79) will not hold and $h_1(j,k) \geq 0$. Therefore, for agent $q$, we have $h_1(q,k_u) < 0$ and $h_1(q,k_u + 1) \geq 0$.  \hfill $\square$

F. **Proof of Proposition 2**

Proof. We prove this result by analyzing the function $h_2(j,k)$. Similar to (77), and by combining $P(0)$, a new discrete-time expression of (24) is

$$\frac{\hat{P}(0)\hat{z}(k - 1) - \hat{z}_j(k - 1)}{\hat{z}_j(k) - \hat{P}(0)\hat{z}(k - 1)} < l.$$  \hfill (80)

For $j \in V_u\setminus\{q\}$, if $k < k_u$, then (80) does not hold and $h_2(j,k) > 0$; if $k = k_u$, then agent $j$ is injected by latent input. By Definition 1, $u_j(k_u)$ is identifiable and (80) holds. Therefore, for $j \in V_u\setminus\{q\}$, we have $h_2(j,k_u) > 0$ and $h_2(j,k_u + 1) \leq 0$.  \hfill $\square$

G. **Proof of Theorem 2**

Proof. First, we prove (43). Define the set $\hat{Z}_0^{(i)} = \{\hat{z}_0^{(i)}(k)\}$, $\hat{U}^{(i)} = \{\hat{u}^{(i)}(k)\}$, and $e(\hat{X}, \bar{X})$ as the estimation error of $\hat{X}$, given by

$$e(\hat{X}, \bar{X}) = \frac{1}{|\hat{X}|} \sum_{\hat{X} \in \hat{X}, \bar{X} \in \bar{X}} ||\hat{X} - \bar{X}||_2.$$  \hfill (81)

Before the iteration, $\hat{P}(0)$ is obtained without the estimation of $u$, which is used to calculate $\hat{U}^{(1)}$, and then $\hat{U}^{(1)}$ is used to calculate $\hat{Z}_0^{(1)}$. Based on the above analysis, and by $|\hat{Z}_0| < |\hat{Z}_0^{(i)}|$, we have

$$e(\hat{Z}_0^{(1)}, \mathcal{Z}) < e(\hat{Z}_1, \mathcal{Z}).$$  \hfill (82)

It follows that $\psi_m^{(0)} < \psi_m^{(1)}$. When $k > k_u$, (35) shows that $\hat{u}_j^{(i)}(k)$ is obtained by using $\hat{P}_{ij}^{(i-1)}$, then we have

$$\hat{u}_j^{(i)}(k_u) = \frac{1}{\varepsilon}(\hat{z}_j(k_u) - \hat{P}_{ij}^{(i-1)}\hat{z}_j(k_u - 1))$$

$$= \frac{1}{\varepsilon}(\hat{z}_j(k_u) - \hat{P}_{ij}^{(i-1)}\hat{z}_j(k_u - 1) - \varepsilon u_j^{(i)}(k_u))$$

$$= u_j(k_u) - \frac{1}{\varepsilon} u_s^{(i)}(k_u),$$  \hfill (83)

where $u_s^{(i)}(k_u)$ is the error generated by $\hat{P}^{(i-1)}$. Note that (37) implies that the error of $\hat{z}_0^{(i)}(k_u)$ is generated by the error of $\hat{u}_j^{(i)}(k)$. Hence, we have

$$\hat{z}_0^{(i)}(k_u) = \hat{z}_0(k_u) - \varepsilon u_j^{(i)}(k_u)$$

$$= \hat{z}_0(k_u) - u_j(k_u) + \hat{u}_j^{(i)}(k_u),$$  \hfill (84)
Therefore, \( k_u \) is the key time to predict \( \hat{z}_0(i) \), and \( \psi_0^{(i)}(k_u) \) determines the accuracy of the next iteration. Then we have
\[
e(\hat{u}^{(i)}(2), U) < e(\hat{u}^{(i)}(1), U),
\]
which is equivalent to \( \psi_0^{(2)} < \psi_0^{(1)} \), and implies that \( \psi_m^{(2)} < \psi_m^{(1)} \). Consequently, for the whole iteration, we have
\[
\begin{align*}
\psi_m^{(i+1)} &< \psi_m^{(i)}, \\
\psi_0^{(i+1)} &< \psi_0^{(i)}.
\end{align*}
\]
(86)

Second, we prove the algorithm complexity of IE-TIA. Before the iterative estimation, since the topology inference is performed once to obtain an original estimated \( P \), the initialization complexity is \( O(1) \). In the iteration stage, the stopping criterion \( \delta_t \) does not hold, i.e., \( \psi_0^{(i)} \geq \delta_t \) in the \( i \)-th iteration. Hence, the number of iterations required is \( O(\psi_m^{(0)}) \). As a result of the structure of IE-TIA, the algorithm complexity amounts to the iteration complexity.

Finally, we prove the third conclusion by analyzing the reason that caused the topology inference error. Define \( ER(\cdot) \) as the error induced by \( (\cdot) \). By (85), the error of \( \hat{u}^{(i)}(k) \) is induced by the error of \( \hat{P}^{(i-1)} \). Hence, we have
\[
\hat{u}^{(i)}(k) = u(k) + ER(\hat{P}^{(i-1)}).
\]
(87)

Based on (37), if \( k = k_u \), the error of \( \hat{z}_0^{(j)}(k) \) is induced by the error of \( \hat{u}^{(i)}(k) \); if \( k > k_u \), the error of \( \hat{z}_0^{(j)}(k) \) is induced by the error of \( \hat{P}^{(i-1)} \). Thus, (37) is rewritten as
\[
\hat{z}_0^{(j)}(k) = \begin{cases} 
\hat{z}_0^j(k), & \text{if } k < k_u \, , \\
\hat{z}_0^j(k) + ER(\hat{u}^{(i)}(k)), & \text{if } k = k_u, \\
\hat{z}_0^j(k) + ER(\hat{P}^{(i-1)}), & \text{if } k > k_u.
\end{cases}
\]
(88)

By (87), we have
\[
ER(\hat{u}^{(i)}(k)) = ER(u(k)) + ER(\hat{P}^{(i-1)}) = ER(\hat{P}^{(i-1)}),
\]
(89)

and by taking it into (88), the global form of \( \hat{z}_0^{(j)}(k) \) is
\[
\hat{z}_0^{(j)}(k) = z_0(k) + ER(\hat{P}^{(i-1)}).
\]
(90)

Since \( \hat{P}^{(i)} \) is obtained by using \( \{\hat{z}_0^{(j)}(k)\} \), the error of \( \hat{P}^{(i)} \) is induced by the error of \( \hat{z}_0^{(j)}(k) \). Hence, we have
\[
ER(\hat{P}^{(i)}) = ER(\hat{z}_0^{(j)}(k)) = ER(z_0(k)) + ER(P^{(i-1)}) = ER(P^{(i-1)}).
\]
(91)

Consequently, the final solution satisfies
\[
ER(\hat{P}^{(i)}) = ER(\hat{P}^{(i-1)}) = \cdots = ER(\hat{P}^{(0)}).
\]
(92)

Recalling that \( \hat{P}^{(0)} \) is obtained by using \( \hat{Z}_1 \), which consists of the observations before time \( k_u \). By Theorem 1 if \( k_u \geq N + 1 \), then the initial estimation of \( P \) in the least square sense is optimal. According to (92), the final estimation error is ultimately generated by the initially estimated \( P \). It follows that the final estimation of \( P \) in the least square sense is optimal, given by
\[
\hat{P}^{(i)} = \hat{Z}_0^{(j)}(2)K(\hat{Z}_0^{(j)}(1)K^{-1})^T(\hat{Z}_0^{(j)}(1)K^{-1} \hat{Z}_0^{(j)}(1)K^{-1})^{-1}.
\]
(93)

Since IE-TIA decreases the estimation error with iteration continuously, we have
\[
\lim_{i \to \infty} \psi_0^{(i)} = \psi_0^{(0)} = 0.
\]
(94)

It follows that
\[
\lim_{i \to \infty} \hat{z}_0^{(j)}(k) = z_0(k).
\]
(95)

Consequently, if \( i \to \infty \), (93) is equivalent to (42), i.e.,
\[
\hat{P}^{(i)} = P^*.
\]
(96)

This concludes the proof. □
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