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Abstract

In this work we investigate numerically the reconstruction approach proposed in Goncharov, Novikov, 2016, for weighted ray transforms (weighted Radon transforms along oriented straight lines) in 3D. In particular, the approach is based on a geometric reduction of the data modeled by weighted ray transforms to new data modeled by weighted Radon transforms along two-dimensional planes in 3D. Such reduction could be seen as a preprocessing procedure which could be further completed by any preferred reconstruction algorithm. In a series of numerical tests on modelized and real SPECT (single photon emission computed tomography) data we demonstrate that such procedure can significantly reduce the impact of noise on reconstructions.
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1. Introduction

We consider weighted Radon transforms $P_W$ along oriented straight lines and $R_W$ along oriented planes in $\mathbb{R}^3$ which are defined by the formulas:

$$P_W f(x, \theta) = \int_{\gamma(x, \theta)} W(y, \theta)f(y) dy, \ (x, \theta) \in TS^2,$$

$$R_W f(s, \theta) = \int_{y \theta = s} W(y, \theta)f(y) dy, \ (s, \theta) \in \mathbb{R} \times S^2,$$

where $f = f(x)$ is a test-function on $\mathbb{R}^3$, $W = W(x, \theta)$ is the weight. The manifold of oriented straight lines in $\mathbb{R}^3$ is identified with $TS^2$ (tangent bundle of $S^2$) via formulas:

$$TS^2 = \{(x, \theta) \in \mathbb{R}^3 \times S^2 : x \theta = 0\},$$

where $\theta$ gives the orientation on $\gamma(x, \theta)$. 
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Oriented planes in $\mathbb{R}^3$ also constitute a manifold which can be identified with $\mathbb{R} \times S^2$ as follows:

\[(s, \theta) \in \mathbb{R} \times S^2 \text{ corresponds to plane } \Sigma(s, \theta) = \{ y \in \mathbb{R}^3 : y\theta = s \}, \]

where $\theta$ gives the orientation on $\Sigma(s, \theta)$. 

Weighted Radon transforms defined in (1), (2) and some of their generalizations are well-known in many domains of pure mathematics: in theory of groups ([10], [12], [20], [21], [25], [26]), harmonic analysis ([16], [17]), PDEs ([3], [28]), integral geometry ([12]), microlocal analysis ([3], [51], [52]) and can be also of self-interest ([35], [8], [4], [27], [41]). At the same time, transformations $P_W$ (and a lot less $R_W$) are used as an important tool in many computerized tomographies ([49], [35], [34], [32], [38], [50], [6], [37], [1], [33]).

In this article we consider the two following problems:

\textbf{Problem 1.} Reconstruct $f$ from $P_W f$ on rays parallel to some fixed 2-plane $\Sigma$.

\textbf{Problem 2.} Reconstruct $f$ from $R_W f$ on $\mathbb{R} \times S^2$.

In Problems 1, 2 we assume that weight $W$ is known apriori.

Problem 1 naturally arises in different tomographies such as X-ray transmission tomography, PET, SPECT, fluorescence tomography and even in ultrasound-modulated optical tomography (UMOT); see, for example, [35], [32], [33], [2]. On the other hand, Problem 2 is less-known in tomographic applications, probably because the measured data often correspond to signals propagating along straight lines rather than planes. The only known to the author an example of using Problem 2 directly in applications are migration-type algorithms in geophysics [34].

On the other hand, recently, in [13], [14] the authors had addressed the fact that Problem 1 can be directly reduced to Problem 2 using a simple geometrical formula (see formulas of (6) in Section 2). Such reduction makes Problem 2 relevant for all types of tomographies, where the measured data are described by transformations $P_W$ from formula (1). In particular, in [13] it was noted that the aforementioned reduction can be used in SPECT to decrease the impact of strong Poisson noise on reconstructions. In this work we bring in for the first time a numerical evidence for this suggestion.

More precisely, by our experiments we show that reconstructions from reduced SPECT data $R_W f$ are more stable in presence of noise than slice-by-slice reconstructions from $P_W f$ as in Problem 1. For reconstructions from $P_W f, R_W f$ we consider two types of methods: (1) Chang-type methods [5], [39], [13] and (2) iterative Kunyansky-type methods [30], [17], [14]. For each type we compare reconstructions from $P_W f$ and $R_W f$ ($R_W f$ being the reduction of $P_W f$) for different levels of noise, attenuation strengths and activity phantoms. It appears, that in all of the above cases with non-zero noise level the reconstructions from reduced data $R_W f$ have significantly better quality than their respective reconstructions from $P_W f$. For the proof of concept we also apply the new reconstruction approach on real SPECT data provided by Service Hospitalier Frédéric Joliot, CEA (Orsay). Though in the latter case any comparison is impossible because the real isotope distribution is unknown, by this experiment we show that the new reconstruction approach can be applied in a realistic SPECT framework.

The organization of this article is as follows. In Section 2 we recall formulas from [13] which give the reduction of Problem 1 to Problem 2. In Section 3 we explain the organization of numerical experiment on modelized SPECT data and present corresponding reconstruction examples. In Section 4 we test our new method on real SPECT data. Discussion of our results is given in Section 5.

The method we consider can serve as a preprocessing procedure for tomographical data modeled by weighted ray transforms along straight lines. The point is that more
complicated than Chang-type or Kunyansky-type methods could be further applied to perform reconstructions from such preprocessed data. For example, algorithms capable of correcting strong non-uniform attenuation and noise effects (for example \cite{18}, \cite{45}, \cite{44}, \cite{7}) could be tested on new data, which makes it an interesting topic for future research.

2. Preprocessing formulas

In many tomographies data modeled by $P_W f$ is often restricted to the subset of rays which are parallel to some fixed plane (see Figure 1). This situation occurs, for example, in X-ray tomography and in emission tomographies (e.g., in PET, SPECT), where a gantry of detectors moves along some fixed direction (along $\eta$ on Figure 1), and in each two-dimensional slice $Y$ spectral data $P_W f(\gamma), \gamma \in T S^1(Y)$ are collected.

![Figure 1: Reconstructions slice-by-slice](image)

The standard way to reconstruct $f$ is to invert $P_W f(\gamma), \gamma \in T S^1(Y)$ on each slice $Y$ and then stack all slices together. In literature this is also called slice-by-slice reconstruction approach which in this article we associate with solving Problem 1.

In \cite{13} authors proposed another approach which is based on a reduction of Problem 1 to another inverse problem for weighted Radon transforms along oriented two-dimensional planes in $\mathbb{R}^3$. The reduction is performed via the following formulas:

$$R_w f(s, \theta) = \int_{-\infty}^{+\infty} P_W f(s\theta + \tau[\theta, \alpha_\eta(\theta)], \alpha_\eta(\theta)) d\tau, \ (s, \theta) \in \mathbb{R} \times S^2$$

$$w(x, \theta) = W(x, \alpha_\eta(\theta)), \ \alpha_\eta(\theta) = \frac{[\eta, \theta]}{||\eta, \theta||}, \ [\eta, \theta] \neq 0, \ x \in \mathbb{R}^3, \ (6)$$

where $R_w$ is the weighted Radon transform defined in \cite{2}, $[\cdot, \cdot]$ denotes the standard vector product in $\mathbb{R}^3$.

Using formulas from (6) one can reduce initial data $P_W f(\gamma), \gamma \ | \ | \Sigma_\eta$, to new one given by $R_w f(s, \theta), (s, \theta) \in \mathbb{R} \times S^2$, which gives the desired reduction of Problem 1 to Problem 2. One can note that $w$ and $R_w f$ are not defined for direction $\theta$ which is parallel to $\eta$ (see formulas of (6)). For directions $\theta = \pm \eta$, weight $w$ could be set identically to zero, which automatically sets $R_w f(\cdot, \pm \eta) = 0$. From a numerical point of view such setting is not crucial because it is performed on a set of measure zero, so in practice one can always choose sampling grids which do not contain directions $\theta = \pm \eta$. 
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2.1. Discretization of preprocessing formulas

The preprocessing procedure consists of implementing formulas of (6), therefore, a set of coordinate systems and discretizations must be introduced.

We assume that \( \eta = (0, 0, 1)^T \in \mathbb{R}^3 \), hence, plane \( \Sigma_\eta \) (see Figure 1) corresponds to \( XY \)-plane in \( xyz \)-coordinate system in \( \mathbb{R}^3 \). Data \( P_W f \) are sampled uniformly in \( z \)-variable (i.e., for rays which belong to slices \( z = \text{const} \)) and also uniformly in \( (s, \varphi) \)-variables \( (s \in [-1, 1], \varphi \in [0, 2\pi]) \) which stand for ray coordinates in slices \( z = \text{const} \). To sum up, spectral data \( P_W f \) was given on grid \( \Gamma \) defined as follows:

\[
\Gamma = \{ \gamma = \gamma(z_i, s_j, \varphi_k) : z_i = -R + (i - 1) \Delta z, s_j = -R + (j - 1) \Delta s, \varphi_k = (k - 1) \Delta \varphi \},
\]

\[
i = 1, \ldots, n_z, j = 1, \ldots, n_s, k = 1, \ldots, n_\varphi, \\
\Delta z = 2R/(n_z - 1), \Delta s = 2R/(n_s - 1), \Delta \varphi = 2\pi/n_\varphi,
\]

where \( R \) is the radius of image support, ray parametrization \( \gamma(z, s, \varphi) \) is given by the formula:

\[
\gamma(3, s, \varphi) = \{(x, y, z) : x = s \cos(\varphi) - t \sin(\varphi), y = s \sin(\varphi) + t \cos(\varphi), z = 3, t \in \mathbb{R} \}. \tag{8}
\]

The sampling grid on the set of oriented 2-planes in \( \mathbb{R}^3 \) was defined as follows:

\[
\Pi = \{(s_i, \theta(\varphi_j, \psi_k)) : s_i - \text{grid on } [-R, R], \theta(\varphi_j, \psi_k) - \text{grid on } S^2 \}, \tag{9}
\]

where

\[
s_i = -R + (i - 1) \Delta s, i = 1, \ldots, n_s, \Delta s = 2R/(n_s - 1), \\
\varphi_j = (j - 1) \Delta \varphi, j = 1, \ldots, n_\varphi, \Delta \varphi = 2\pi/n_\varphi, \\
\psi_k = \arccos(t_k), k = 1, \ldots, n_\psi,
\]

\[
\{t_k\}_{k=1}^{n_\psi} \text{ - points for Gauss-Legendre quadrature on } [-R, R]
\]

and \( \theta(\varphi, \psi) = (\sin(\psi) \cos(\varphi), \sin(\psi) \sin(\varphi), \cos(\psi)) \), \( \varphi \in [0, 2\pi], \psi \in [0, \pi] \) is the parametrization on the sphere \( S^2 \).

Note that in formulas (7), (10) we use the same notations for variables \( s_i, \varphi_j, n_\varphi, n_s, R \). This is because for our numerical tests we set these values the same for both grids \( \Gamma \) and \( \Pi \).

In principle, one can choose parameters for \( \Gamma \) and \( \Pi \) independently, so the only restriction to satisfy is the Shannon-Nyquist type condition for weighted Radon transforms; see, e.g., (35) (Chapter 3), (31).

For grids \( \Gamma, \Pi \) formulas of (6) can be rewritten as follows:

\[
R_w f(s_i, \theta(\varphi_j, \psi_k)) = \int_{-\sqrt{R^2 - s^2}}^{\sqrt{R^2 - s^2}} P_W f(\gamma(z(s_i, \varphi_j, \psi_k, \tau), \sigma(s_i, \varphi_j, \psi_k, \tau), \varphi_j)) d\tau,
\]

\[
\gamma = \gamma(z, \sigma, \varphi) \text{ is defined in (8), } z \in [-R, R], \sigma \in [-R, R], \varphi \in [0, 2\pi), \\
z(s, \varphi, \psi, \tau) = s \cos(\psi) + \tau \sin(\psi), \\
\sigma(s, \varphi, \psi, \tau) = s \sin(\psi) - \tau \cos(\psi), \\
w(x, \theta(\varphi, \psi)) = W \left( x, \theta \left( \varphi + \frac{\pi}{2}, \frac{\pi}{2} \right) \right). \tag{11}
\]

Parameter \( \tau \) in (11) plays the role of parametrization of rays \( \gamma(z, \sigma, \varphi) \) which are parallel to \( XY \)-plane and “fiber” oriented plane \( (s, \theta(\varphi, \psi)) \). The limits of integration in formula (11) (i.e., \( \pm \sqrt{R^2 - s^2} \)) correspond to the assumption that \( f \) is supported in a ball of radius \( R \).
To evaluate integrals \( R_w(s_i, \theta(\phi_j, \psi_k)) \) from (11) we apply trapezoidal rule in \( \tau \) with step \( \Delta \tau = \Delta s = 2R/(ns - 1) \). Note that for given \( \tau \) term \( P_W f(\gamma(z(\ldots, \tau), \sigma(\ldots, \tau), \varphi_j)) \) from (11), generally, is not contained in grid \( \Gamma \), so some interpolations of \( P_W f(\gamma) \), \( \gamma \in \Gamma \) must be used. For example, in our experiments on modeled and real SPECT data we used, first, spline interpolation in variable \( \sigma \) for three different nodes of \( z \) (which surround \( z(\ldots, \tau) \) from formula (11)) and then we used them for quadratic interpolation in \( z \)-variable. Finally, interpolation in variable \( \varphi \) was not needed since we used same nodes \( \{\varphi_j\}^{n_{\varphi}}_{j=1} \) in both grids \( \Gamma, \Pi \).

We would like to note here that the aforementioned interpolations, strictly speaking, are not fully correct, because they do not respect the structure of image of \( P_W \). For our tests on SPECT data, the impact of using the values slightly of outside of \( \text{Im}(P_W) \) is not so crucial compared to the impact of strong Poisson noise in emission data.

In addition, such high orders of interpolations (quadratic, splines) were used because of artifacts in reconstructions when using piecewise linear interpolations. This could be explained by the property that \( P_W \), in general, is a smoothing operator (see, for example, [35] for the case of \( W \equiv 1 \)). Therefore, the image of operator \( P_W \) contains smoother functions and higher orders of interpolations than linear must be used.

3. Experiment on modeled SPECT data

The goal of the test on modeled SPECT data is to see if reconstructions from \( R_w f \) given in (11), (12), become more stable in presence of noise than slice-by-slice reconstructions from \( P_W f \). For this, we begin by recalling the model for data in SPECT.

3.1. Model for emission data in SPECT

In SPECT the measured data are described by photon counts \( N(\gamma) \), where \( \gamma \) are the rays from the grid \( \Gamma \) defined in (7). On a mathematical level, photon counts \( N(\gamma) \) are related to transforms \( P_W \) by the following formula:

\[
N(\gamma) \sim \text{Po}(C t P_{W_a} f(\gamma)), \quad \gamma \in \Gamma, \tag{13}
\]

where

- \( \text{Po}(\cdot) \) denotes the Poisson distribution,
- \( C \) is a positive constant which depends on parameters of the scanner setup,
- \( t \) is the acquisition time per ray,
- \( P_{W_a} \) is the transform from formula (1) for weight \( W_a \),
- \( f = f(x), x \in \mathbb{R}^3 \) is the density distribution of the isotope

and weight \( W_a \) is given by the formulas:

\[
W_a(x, \theta) = \exp(-D a(x, \theta)), \tag{15}
\]

\[
D a(x, \theta) = \int_0^{+\infty} a(x + t\theta) \, dt, \quad x \in \mathbb{R}^3, \theta \in \mathbb{S}^2, \tag{16}
\]

\[
a = a(x), x \in \mathbb{R}^3 \text{ is the attenuation map}. \tag{17}
\]

**Remark 3.1.** In case when one has access to \( P_{W_a} f \) directly, isotope distribution \( f \) can be reconstructed via efficient backprojection-type methods based on Novikov’s analytic
inversion formula [38], [31], [36]. However, this corresponds to the case of weak noise in data which in practice is never fulfilled. Low signal-to-noise ratio for data described by $N(\gamma), \gamma \in \Gamma$, is one of the main problems in applying backprojection-type algorithms in SPECT [16], [31], [15]. In particular, the preprocessing procedure proposed here can be seen as a method to increase signal-to-noise ratio in the measured data.

We use formulas (13)-(17) to modelize ray data $P_{W_a}f(\gamma), \gamma \in \Gamma$, for different isotope distributions, attenuation maps and noise-levels. Modelization of isotope distributions and attenuation maps is straightforward via the choice of different functions $f, a$, noise levels in data can be controlled using parameter $t$ in (13), (14). The details of our modelizations are given in Subsections 3.3-3.5.

3.2. Organization of the experiment on modeled data

Numerical experiment on modeled SPECT data consists of the following steps:

1. Modelization of SPECT data $W_a, P_{W_a}f(\gamma), \gamma \in \Gamma$ via formulas from Subsection 3.1 for two different distributions $f_1, f_2$, two attenuation maps $a_1, a_2$ (weak and strong attenuation levels, respectively) and for three different noise-levels – no noise, weak and strong levels, respectively.

2. Reduction of $P_{W_a}f(\gamma), \gamma \in \Gamma$ to $R_wf(s, \theta), (s, \theta) \in \Pi$ via formulas from Subsection 2.1.

3. Reconstructions of $f$ from $P_{W_a}f(\gamma), \gamma \in \Gamma$ and from $R_wf(s, \theta), (s, \theta) \in \Pi$, using 2D and 3D versions of Chang-type methods [5], [39], [13] and Kunyansky-type methods [30], [17], [14].

4. Computation of reconstruction errors due to noise impact for 2D and 3D methods, respectively.

The details of our modelizations are presented in Subsections 3.3-3.6. The reconstruction results for Chang-type and Kunyansky-type methods with analysis of errors are given in Subsections 3.8, 3.9.

For our experiments we used parameters $n_z = n_s = 129, R = 1.0, n_\psi = 128$ (see Subsection 2.1). The number of directions $n_\varphi$ was chosen equals to 128. Note, that this number is less than in [31] ($n_\varphi = 400$), where the value for $n_\varphi$ was chosen according to Shannon-Nyquist type sampling condition for ray transforms. Our choice for $n_\varphi = 128$ was motivated by the experiment on real data for which we had only this number of directions in each slicing plane.

3.3. Attenuation phantoms

For the attenuation model we used the extension of the famous of Shepp-Logan phantom to 3D ([9], [43]; see Figure 2). This phantom imitates the human head and is standard for testing reconstruction algorithms for tomographies.
The model consists of a large ellipsoid which represents the brain and of several smaller ellipsoids which represent its features. The outer ellipsoidal layer with axes of length 13.8cm, 18cm, and 18.4cm corresponds to bone of the cranium; the standard attenuation of the bone material is equal to 0.17cm\(^{-1}\). The attenuation within smaller inner ellipsoid representing the brain material and is equal to 0.15cm\(^{-1}\). Smaller spheres (dark gray spheres on Figure 2) represent inclusions in the brain and have attenuation of 0.10cm\(^{-1}\). The model also includes cavities which are given by two ellipsoidal regions near the center of the phantom (see the ellipsoids in black color, Figure 2 (B), (C)). In these regions the attenuation was set to zero.

Quantitative feature which describes the general strength of the attenuation is the optical length of attenuation along central axes \(X, Y, Z\) (the optical length along a path is an integral of the attenuation coefficient along this path). In the given model the optical lengths along \(X, Y, Z\) axes are equal to 2.44, 3.89 and 4.81, respectively. This corresponds to the case of strong attenuation.

To investigate the efficiency of our reconstructions methods for different attenuation regimes we used two models. The first one, which is referred by \(a_1\) or “strong attenuation”, is the Shepp-Logan phantom with parameters described above. The second model, which is referred by \(a_2\) or “weak attenuation”, corresponds to the same phantom as the first one but the attenuation values are multiplied by a factor of \(1/10\) (i.e., \(a_2 = a_1 \cdot 10^{-1}\)). Hence, the optical lengths along \(X, Y, Z\) axis for the second attenuation model \(a_2\) are equal to 0.244, 0.389 and 0.481, respectively. From the practical point of view, this corresponds to the case of very weak attenuation.

Before to proceed, we note that all our images in this subsection will be presented in a linear grayscale, where darker colors correspond to smaller values (black color corresponds to zero).

3.4. Phantoms for isotope distributions

We used two models for isotope distributions. The first one, further denoted by \(f_1\) or Phantom 1, is given by the characteristic function of the inner ellipsoid of the Shepp-Logan phantom from the previous paragraph; see Figure 3 (A).
The purpose of Phantom 1 is to test the ability to reconstruct spatially uniform and slowly varying distributions of the nucleotide.

At the same time it is important to test the algorithms when activity distribution has highly non-uniform distribution in space. For these reasons we use phantom \( f_2 \) or Phantom 2, which is described by a spherical layer placed almost in the center of the attenuation phantom; see Figure 3 (B) (the background gray model is displayed only for visualization of position of \( f_2 \) with respect to the attenuation model). The outer radius of the spherical layer is 4cm and the radius of the inner one is equal to 2cm. In particular, Phantom 2 is used to simulate the classical SPECT setting: reconstruct the distribution of an isotope which tends to concentrate in the brain of a patient.

Finally, note that on Figure 3 only slices of Phantoms 1, 2 are presented, whereas the latter are complete three-dimensional objects.

3.5. Simulation of noiseless data \( P_{W_a}f \)

Activity phantoms \( f_1, f_2 \) and attenuation maps \( a_1, a_2 \) are given by their values on a Cartesian grid of the unit cube \([-1, 1]^3\) and it is assumed that these functions are supported in the centered ball of radius \( R = 1.0 \).

In particular, Cartesian grid \( \Omega_N \) on \([-1, 1]^3\) was defined as follows:

\[
\Omega_N = \{(x_i, y_j, z_k) : x_i = -R + (i - 1)\Delta x, y_j = -R + (j - 1)\Delta y, z_k = -R + (k - 1)\Delta z\},
\]

\[
\Delta x = \Delta y = \Delta z = 2R/(N - 1), \quad i, j, k \in \{1, \ldots, N\},
\]

where \( N \) is the number points in the grid in one direction. In all our simulations we used \( N = 129 \). For evaluations of \( W_a, P_{W_a}f \) from Subsection 3.1 we assumed that functions \( f_1, f_2 \) and \( a_1, a_2 \) are continuous piecewise linear between the grid points. For computation of integrals along rays we used the trapezoidal integration rule.

In Figure 4 we give examples for values of weighted ray transforms \( P_{W_a}f(z, s, \varphi) \) for section \( z = 0 \) (such images are also called sinograms).
In the next paragraph, we explain how we modelized different noise levels for ray data $P_{W_a} f(\gamma), \gamma \in \Gamma$.

### 3.6. Modelling of the noise in emission data

In view of considerations from Subsection 3.1, we modelize noise in emission data as follows.

First, for given attenuation $f \in \{f_1, f_2\}$ and activity phantom $a \in \{a_1, a_2\}$ we compute noiseless data $P_{W_a} f(\gamma), \gamma \in \Gamma$. Then we choose a normalization constant $C = C_n$ such that

$$C_n \max_{\gamma \in \Gamma} P_{W_a} f(\gamma) = n,$$

where $n$ corresponds to the maximal number of photons registered along rays in $\Gamma$ if the time of exposures was $t = 1$ for all rays. In our experiments we used two different values for $n$: $n_{\text{strong}} = 50$ and $n_{\text{weak}} = 500$ which correspond to strong and weak noise levels, respectively (see also Remarks 3.2, 3.3 below).

Next, according to formula (13), we define intensities $\lambda(\gamma), \gamma \in \Gamma$, for Poisson process by the formula

$$\lambda_n(\gamma) = C_n P_{W_a} f(\gamma),$$

Figure 4: data $P_{W_a} f$ for section $z = 0$; horizontal and vertical axes correspond to variables $(s, \varphi) \in [-1, 1] \times [0, 2\pi)$, respectively.
where $C_n$ is a constant of (19). Finally, we generate independent Poisson random variables $N(\gamma)$ with intensities $\lambda_n(\gamma)$ for each $\gamma \in \Gamma$.

**Remark 3.2.** In realistic SPECT procedures setup-dependent constant $C$ and exposure time $t$ from (14), are known. Therefore, for the experiment on modeled data it is fine to assume that $C_n$ is also known and it can be used to approximate unknown emission data. More precisely, using $C_n$ and $N(\gamma)$, $\gamma \in \Gamma$, one can approximate $P_{Wa}f(\gamma)$ as follows:

$$P_{Wa}f(\gamma) \approx \frac{N(\gamma)}{C_n}, \gamma \in \Gamma.$$ (21)

In particular, approximation (21) is based on the following property:

$$N(\gamma) \sim \text{Po} (C_nP_{Wa}f(\gamma)), \text{ then } \mathbb{E}\left(\frac{N(\gamma)}{C_n}\right) = P_{Wa}f(\gamma), \gamma \in \Gamma,$$ (22)

where $\text{Po}(\cdot)$ denotes the Poisson distribution, $\mathbb{E}$ - denotes the mathematical expectation. To obtain formula (22) we used that for $\xi \sim \text{Po}(\lambda)$ its expectation $\mathbb{E}\xi$ is $\lambda$. We recall that, after having modelized noise for the emission data, one cannot longer assume that values for $P_{Wa}f$ are known.

**Remark 3.3.** The choice of constant $n$ in (19) allows to control the noise level in generated emission data. More precisely, by choosing intensities $\lambda(\gamma)$ as in (20) we have that

$$\text{Var}\left(\frac{N(\gamma)}{C_n}\right) = \frac{P_{Wa}f(\gamma)\max_{\gamma \in \Gamma} P_{Wa}f(\gamma)}{n}, \gamma \in \Gamma,$$ (23)

where $\text{Var}(\cdot)$ denotes the variance. Identity (23) is based on the following properties of Poisson distribution: $\xi \sim \text{Po}(\lambda)$, $\text{Var}(\xi) = \lambda$. From (20)-(23) is follows that that higher values for $n$ correspond to better approximations in (21). In particular, our choice for $n_{\text{strong}} = 50$ corresponds to the case of strong noise and it is actually close to the setting of our experiment on real data where the maximal number of photons per measurement was 60; see also [16]. Finally, the choice for large $n$ in gives better approximations in (21) because this corresponds to gaussian approximation of Poisson’s law (which is valid, for example, in X-ray transmission tomography).

In Figures 5, 6 the modeling of noisy data $P_{Wa}f$ is given for rays in section $z = 0$. 


Figure 5: Modelling of strong noise $n = n_{\text{strong}} = 50$

Figure 6: Modelisation of weak noise $n = n_{\text{weak}} = 500$
Note also that for the case of weak noise the images almost do not differ from the
denoised originals in Figure 4. This was explained in Remark 3.3 that noise level decreases
fast with increase of number of registered photons.

3.7. Reconstruction methods

The details for Chang-type and Kunyansky-type methods we used can be found in [13]
and in [30], [17], [14], respectively. Here we briefly discuss these methods in order to
show that both admit similar variants in 2D and 3D for inversions of weighted Radon
transforms.

Chang-type methods

The original method of L. Chang [5] was proposed in order to correct non-uniform at-
tenuation for reconstructions in SPECT. At the same time, the method admits direct
extensions for the case of weighted Radon transforms

\[ R_W \] for arbitrary weights and for
all dimensions.

Given weight \( W \) and \( R_W f \) in \( \mathbb{R}^d \), where \( R_W \) is defined analogously to formula (2), the
method returns an approximation \( f_{\text{appr}} \approx f \) defined by the formulas:

\[
\begin{align*}
    f_{\text{appr}}(x) &= \frac{R^{-1}R_W f(x)}{w_0(x)}, \quad x \in \mathbb{R}^d, \\
    w_0(x) &= \frac{1}{\text{Vol}(\mathbb{S}^{d-1})} \int_{\mathbb{S}^{d-1}} W(x, \theta) \, d\theta, \quad w_0(x) \neq 0,
\end{align*}
\]

where \( R^{-1} \) is inverse of the classical Radon transform in \( \mathbb{R}^d \).

For \( d = 2 \) the method is usually used in the framework of slice-by-slice reconstruction
approach. For example, in our experiments we apply it on data given by \( P_W f \) for rays
which belong to plane slices \( z = \text{const} \) (see formula (7)). For \( d = 3 \) we apply it on
preprocessed data given by \( R_W f(s, \theta) \), \( (s, \theta) \in \Pi \) (see also formulas (11), (12)).

Kunyansky-type methods

Kunyansky-type methods can be seen as an extension of Chang-type methods when ap-
proximation \( W \approx w_0 \) (see formula (25)) is not sufficient. In this case the reconstructions
from \( W, R_W f \) are given by functions \( f_m, m \in \mathbb{N} \cup \{0\} \), which are defined as solutions of
the following integral equation:

\[
(I + Q_{W,D,m})(w_0 f_m) = R^{-1}R_W f,
\]

where

\[
w_0 \text{ is defined in (25), } I \text{ is the identity operator in } L^2(\mathbb{R}^d),
\]

\[
Q_{W,D,m} \text{ is a linear bounded integral operator in } L^2(\mathbb{R}^d) \text{ which depends}
\]
on weight \( W \), domain \( D \) surrounding the support of \( f \) (i.e., \( \text{supp} f \subset D \) ) and on parameter \( m \in \mathbb{N} \cup \{0\} \).

Formulas with explicit expressions for \( Q_{W,D,m} \) and theoretical analysis of Kunyansky’s
type methods can be found in [30], [17] for dimension \( d = 2 \) and in [14] for \( d \geq 3 \). The main
idea of the method is to solve equation (26) by the method of successive approximations,
which converge, for example, when

\[
\|Q_{W,D,m}\|_{L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)} < 1.
\]
Parameter $m \in \mathbb{N} \cup \{0\}$ from (27) controls the error between $f$ and approximation $f_m$ and should be chosen as large as possible provided condition (28) being satisfied. Larger values for $m$ correspond to better approximations $f_m \approx f$ and, in particular, for $m = +\infty$ function $f_m$ coincides with $f$. At the same time, the operator norm of $Q_{W,D,m}$ grows with $m$, so for $m$ too large condition (28) may not be satisfied. To choose parameter $m$ efficiently one uses the following properties of $Q_{W,D,m}$:

\[ Q_{W,D,m} = 0 \text{ for } m = 0, \]
\[ \|Q_{W,D,m}\|_{L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)} \leq \sigma_{W,D,m}, \]

where $\sigma_{W,D,m}$ is an explicit and efficiently computable function of $W$, $D$, $m$ (see [30], [17], [14]). Therefore, the main point is to choose $m$ as large as possible so that

\[ \sigma_{W,D,m} < 1. \]

Having condition (31) satisfied, estimate (30) implies that equation (26) can be solved by the method of successive approximations. Moreover, formulas (30), (31) guarantee that the algorithm will converge with geometric speed, so only a few iterations of successive approximations are needed in practice. Finally, from (24)-(29) one can see that Kunyansky’s method is a direct extension of Chang’s method, where the latter one corresponds to the case $m = 0$.

Similar to Chang-type methods, for $d = 2$ we apply Kunyansky-type method in the framework of slice-by-slice reconstructions on $P_{W,m}f$ reduced to rays in slices $z = \text{const}$. For $d = 3$ the method is applied on preprocessed data $R_w f(s,\theta)$, $(s,\theta) \in \Pi$ (see also formulas (11), (12)).

Before going to numerical results we want to highlight again that in our experiments we do not use any regularization or noise-filtering schemes. We apply the aforementioned reconstruction methods directly to noisy data. Only such design of the experiment allows to see the effect of the preprocessing on reconstructions in presence of noise.
3.8. Reconstructions via Chang-type methods

Noiseless case

Figure 7: weak attenuation, no noise; reconstructions of $f_1, f_2$ using Chang-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (B) – sections along $X$-axis

Figure 8: strong attenuation, no noise; reconstructions of $f_1, f_2$ using Chang-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H) – sections along $X$-axis
Figure 9: weak attenuation, weak noise \( (n_{\text{weak}} = 500) \); reconstructions of \( f_1 \), \( f_2 \) using Chang-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H) – sections along \( X \)-axis
Figure 10: weak attenuation, strong noise \( (n_{\text{strong}} = 50) \); reconstructions of \( f_1, f_2 \) using Chang-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H)-sections along \( X \)-axis

Figure 11: strong attenuation, weak noise \( (n_{\text{weak}} = 500) \); reconstructions of \( f_1, f_2 \) using Chang-type formulas in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H) – sections along \( X \)-axis
Figure 12: strong attenuation, strong noise ($n_{\text{strong}} = 50$); reconstructions of $f_1$, $f_2$ using Chang-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H) – sections along $X$-axis

Note that in Figures 8 (A), (C) for the noiseless case there is almost no difference between reconstructions using two-dimensional or three-dimensional Chang-type methods.

At the same time, in Figures 9-12 one can see that reconstructions obtained using Chang-type methods in 3D look already less noisy than their analogs in 2D. To measure the impact of noise, we computed the relative squared distance between reconstructions from noisy and noise-free data.

Let

$$F_{i}^{a_{j}, i = 1, 2, j = 1, 2,}$$

be the reconstructions of $f_1$, $f_2$ for strong and weak attenuation levels $a_1, a_2$ without noise and reduced to plane $z = 0$ (see Figures 7-8).

Reconstructions from the data with noise will be denoted as follows:

$$f_{i}^{a_{j}, n_{k}}, i = 1, 2, j = 1, 2, n_1 = n_{\text{strong}}, n_2 = n_{\text{weak}},$$

and reduced to plane $z = 0$ (see Figures 9-12).

Reconstruction errors $\varepsilon_{f_{i}, a_{j}, n_{k}}$ are defined by the formula

$$\varepsilon_{f_{i}, a_{j}, n_{k}} = \frac{\| f_{i}^{a_{j}, n_{k}} - F_{i}^{a_{j}}, i = 1, 2, j = 1, 2, k = 1, 2,}$$

where $\| \cdot \|_2$ denotes the Frobenius norm of two-dimensional images seen as matrices of size $N \times N$, where $N$ is the number of pixels per dimension. The reason to define errors $\varepsilon_{f_{i}, a_{j}, n_{k}}$ as in (34) is that Chang-type formulas provide only approximate reconstructions.
To measure the effect of noise one must compare approximate reconstructions from noisy data only with approximate reconstructions from the noise-free data.

| Method / Error | $\varepsilon_{f_1,a_1,n_1}$ | $\varepsilon_{f_1,a_2,n_1}$ | $\varepsilon_{f_1,a_1,n_2}$ | $\varepsilon_{f_1,a_2,n_2}$ | $\varepsilon_{f_2,a_1,n_1}$ | $\varepsilon_{f_2,a_2,n_1}$ | $\varepsilon_{f_2,a_1,n_2}$ | $\varepsilon_{f_2,a_2,n_2}$ |
|---------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 2D-method     | 1.193           | 1.340           | 0.377           | 0.434           | 0.644           | 0.625           | 0.211           | 0.202           |
| 3D-method     | 0.779           | 0.942           | 0.251           | 0.299           | 0.438           | 0.432           | 0.137           | 0.135           |

Table 1: relative errors for Chang-type method in 2D and 3D

From Table 1 one can see that three-dimensional Chang-type method with preprocessing outperforms its two-dimensional analog for all cases of activity phantoms, attenuations and noise levels. Moreover, the gain of stability in reconstructions is already visible from Figures 9-12.

3.9. Reconstructions via Kunyansky-type methods

For Kunyansky-type methods in two and three dimensions (see also Subsection 3.7) we use parameter value $m = 1$. Our choice for $m = 1$ is motivated by condition (31). More precisely, for strong attenuation $a_1$, condition (31) is barely satisfied ($\sigma_{W,D,1} = 0.89$ for $d = 3$ and 0.52 for $d = 2$) therefore, to be able to compare two-dimensional and three-dimensional reconstructions, we keep $m = 1$. Finally, for weak attenuation $a_2$, condition (31) is efficiently satisfied ($\sigma_{W,D,1} = 0.17$ for $d = 3$ and 0.11 for $d = 2$), however, in this case Chang-type methods ($m = 0$) give already almost-perfect reconstructions of $f_1, f_2$ (modulo the noise) (see Figures 7 (A), (C), (E), (G)).
Noiseless case

Figure 13: weak attenuation $a_2$, no noise; reconstructions of $f_1, f_2$ using iterative Kunyansky-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H) – sections along $X$-axis

Figure 14: strong attenuation $a_1$, no noise; reconstructions of $f_1, f_2$ using iterative Kunyansky-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H) – sections along $X$-axis
Case with noise

Figure 15: weak attenuation $\alpha_2$, weak noise ($n_{\text{weak}} = 500$); reconstructions using Kunyansky-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H) – sections along X-axis
Figure 16: weak attenuation $a_2$, strong noise ($n_{\text{strong}} = 50$); reconstructions using Kunyansky-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H) – sections along $X$-axis

Figure 17: strong attenuation $a_1$, weak noise ($n_{\text{weak}} = 500$); reconstructions using Kunyansky-type methods in 3D (A), (E) and in 2D (C), (G); (B), (D), (F), (H) – sections along $X$-axis
Analogously to the experiment with Chang-type methods, we also compute the relative errors for two-dimensional and three-dimensional reconstructions. Let

\[ F_{i}^{a_j}, i = 1, 2, j = 1, 2, \] be the reconstructions of \( f_1, f_2 \) for strong and weak attenuation levels \( a_1, a_2 \) without noise and reduced to plane \( z = 0 \) (see Figures [13][14]).

Reconstructions in from noisy data are defined as follows:

\[ f_{i}^{a_j, n_k}, i = 1, 2, j = 1, 2, k = 1, 2, \] denote the reconstructions of \( f_1, f_2 \) for strong and weak attenuation levels \( a_1, a_2, \) for noise levels \( n_1 = n_{\text{strong}}, n_2 = n_{\text{weak}}, \) respectivley and reduced to plane \( z = 0 \) (see Figures [15][18]).

The reconstruction errors \( \varepsilon_{f_i, a_j, n_k} \) are defined by the formula

\[ \varepsilon_{f_i, a_j, n_k} = \frac{\|f_{i}^{a_j, n_k} - F_{i}^{a_j}\|_2}{\|F_{i}^{a_j}\|_2}, i = 1, 2, j = 1, 2, k = 1, 2, \] (37)

where \( \| \cdot \|_2 \) denotes the Frobenius norm of two-dimensional images seen as matrices of size \( N \times N \), where \( N \) is the number of pixels per dimension.
Table 2: relative reconstruction errors for Kunyansky-type iterative methods

| Method / Error | \(\epsilon_{f_{1,a_{1,n_{1}}}}\) | \(\epsilon_{f_{1,a_{2,n_{1}}}}\) | \(\epsilon_{f_{1,a_{1,n_{2}}}}\) | \(\epsilon_{f_{1,a_{2,n_{2}}}}\) | \(\epsilon_{f_{2,a_{1,n_{1}}}}\) | \(\epsilon_{f_{2,a_{2,n_{1}}}}\) | \(\epsilon_{f_{2,a_{1,n_{2}}}}\) | \(\epsilon_{f_{2,a_{2,n_{2}}}}\) |
|----------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| 2D-method      | 1.279            | 1.415            | 0.437            | 0.438            | 0.714            | 0.634            | 0.254            | 0.205            |
| 3D-method      | 0.847            | 0.952            | 0.316            | 0.303            | 0.494            | 0.439            | 0.187            | 0.138            |

From Table 2 one could see that the three-dimensional Kunyansky-type method with preprocessing outperforms its two-dimensional analogue for all cases of activity phantoms, attenuations and noise levels. Moreover, the gain of stability is already visible in Figures 15-18.

4. Experiment on real data

In this experiment we show that, in principle, our approach of reduction of Problem 1 to Problem 2 can be used in a realistic SPECT setting.

A conventional SPECT procedure was performed on a monkey. The data for this experiment was provided by Service Hospitalier Frédéric Joliot, CEA (Orsay). The provided data consisted of two files: first one contained the three-dimensional attenuation map of monkey’s head and the second contained emission data in terms of photon counts \(N(\gamma)\) along rays \(\gamma, \gamma \in \Gamma\), where \(\Gamma\) was given by (7) for \(n_z = n_s = n_{\phi} = 128\). The provided attenuation map \(a = a(x), x \in \mathbb{R}^3\), was given in a form of a volumetric image of \(128 \times 128 \times 128\) pixels.

![Figure 19: attenuation map of monkey’s head; images (A), (B), (C), (D) represent the attenuation map reduced to sequence of planes \(z = const\) (smaller values for \(i_z\) correspond to the upper part of the monkey’s head). Green region in the center of image (A) corresponds to brain material, vertical and horizontal lines on images (B), (D) correspond to plates which were used to fix the head of the monkey.](image)

Unfortunately, in the given data the units for the attenuation map were not provided, which is crucial due to non-linear dependence of transform \(P_{W_a}\) on the attenuation. To overcome this lack of information we normalized the attenuation map so that the brain material in Figure 19 (A) corresponded to attenuation of water \(0.15\text{cm}^{-1}\). Also, constant \(C\) from (14) was not provided, which made it possible to reconstruct the isotope distribution only up to a multiplicative constant. The acquisition per projection was 14 seconds.
and the radius of rotation of detectors was 261mm. The total number of registered photons was approximately $4.6 \cdot 10^6$ and the maximal number of registered photons per one detector was 60.

Figure 20: emission data in the experiment on a monkey; images (A)-(D) represent the photon counts $N(\gamma)$, where rays $\gamma$ belong to different slicing planes $z = const$. In each plane $z = const$ rays are parametrized by $(s, \varphi)$, $s \in [-1, 1]$, $\varphi \in [0, 2\pi]$ (see also formula (8)); horizontal axis on (a)-(d) corresponds to variable $\varphi$, vertical axis corresponds to variable $s$.

Applying the preprocessing procedure and Chang-type method for dimension $d = 3$ (see Subsection 3.7), we obtained approximate reconstructions of the isotope distribution in the brain of the monkey.

Figure 21: reconstruction for the isotope distribution in different slicing planes $z = const$; note that slicing plane $i_z = 50$ in Figure 19 (A) corresponds to the area of the frontal lobes.

In the center of Figure 21 (A) one can notice high concentration of the isotope. This area geometrically corresponds to the area with frontal lobes (see also Figure 19 (a)), where the concentration of the isotope is expected. This supports the idea that such preprocessing can be applied in a real SPECT procedure.

5. Discussion

Presented results, especially those in Tables 1, 2 demonstrate that proposed preprocessing procedure can significantly decrease the effect of noise on reconstructions in SPECT. Specifically, we demonstrate this by using reconstruction methods of similar types in two
and three dimensions and what is indeed important is that they produce the same reconstructions from raw and preprocessed data (i.e., from $P_W f$ and $R_w f$, respectively) in the noiseless case. Here, the use of approximate reconstruction methods (i.e., Chang-type, Kunyansky-type methods) can be seen as a first step in analyzing the proposed procedure. Further numerical tests using reconstruction procedures better adapted for correcting strong noise in $P_W f$ and in $R_w f$ (e.g., maximum likelihood or Bayesian methods) are of definite interest and will be given elsewhere.

One could notice that we do not give any theoretical analysis why the proposed procedure brings some noise regularization. This is also a topic for future research, however, we believe that there are at least two reasons for this effect.

The first one is due to higher signal-to-noise ratio in data given by $R_w f$ than in one given by $P_W f$. Indeed, from reduction formulas of 6 and formulas 13, 14 one can see that data modeled $R_w f$ has also Poisson distribution but it has higher intensities than in data modeled by $P_W f$. We recall that for Poisson distribution signal-to-noise ratio is proportional to $\sqrt{\lambda}$, where $\lambda$ is the intensity. So one can argue that higher signal-to-noise ratio reflects the improvement in reconstructions in presence of noise. At the same time the reduction of Problem 1 to Problem 2 brings more numerical instability in reconstructions. Indeed, on each slice Problem 1 is less ill-posed (ill-posedeness degree is at least $1/2$) than Problem 2 in the whole space (ill-posedeness degree is at least 1). So there are two opposite effects of the reduction which require further investigation.

The second possible reason is due to filtering of the reconstructions in $z$-direction. Indeed, in slice-by-slice reconstructions only the data given by $P_W f$ for rays reduced to planes $z = \text{const}$ are used. At the same time, in formulas of 6 one can see that for each plane $(s, \theta) \in \Pi$ value for $R_w f(s, \theta)$ is composed from values of $P_W f$ for rays varying in $z$-direction. This can be seen as an application of some non-linear filter on reconstructions in $z$-direction. However, in this case our preprocessing procedure has an advantage over standard filtering schemes because it is based on a geometric identity and has no free parameters to optimize.

Finally, from a statistical point of view the reduction by formulas of 6 introduces correlations between variables $R_w f(s, \theta)$ for pairs of intersecting planes $(s, \theta) \in \Pi$. Therefore, prior to apply some advanced reconstruction algorithms (for example, EM or Bayesian algorithms) to data given by $R_w f$ one has to decide how to consider these new correlations. This also raises new questions for future research which will be given elsewhere.

6. Appendix: a few remarks on implementations

There were only two crucial steps for our numerical implementations: 1

1. Numerical implementation of formulas [11, 12] for reduction of $P_W f$ to $R_w f$. This issue was already commented in Subsection 2.1. We used quadratic and spline interpolations in variables $z, s$, respectively, to sample $P_W f$ for missing rays. By doing so we were obtaining the data which did not belong to the image of operator $P_W$.

To our knowledge, efficient interpolation of data even for $P f$, where $P$ is the classical ray transform, is still an open question.

2. Inversion of classical Radon transform $R$ for $d = 3$. The reconstruction methods from Subsection 3.7 are based on inversion of the classical Radon transform in dimension $d = 3$. There exist many open-access libraries for efficient computations of $R^{-1}$ for $d = 2$ (for example, in MATLAB/Octave, C/C++ or Python), but for $d = 3$ we did not find such libraries.

\[\text{Some details of our implementations can be found at GitHub repository: } \text{github.com/fedor-goncharov/wrt-project} \]

25
not find any. Because of that we have implemented our own numerical version of $R^{-1}$ for $d = 3$, based on the well-known Projection Theorem (see [35], Chapter 2, Theorem 1.1) and using a very nice NUFFT library (i.e., Non-uniform Fast Fourier Transform) for MATLAB/Octave developed in TU Chemnitz [29].
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