Time-lapse reconstruction of the fracture front from diffracted waves arrivals in laboratory hydraulic fracture experiments*
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SUMMARY
4D acoustic imaging via an array of 32 sources / 32 receivers is used to monitor hydraulic fracture propagating in a 250 mm cubic specimen under a true-triaxial state of stress. We present a method based on the arrivals of diffracted waves to reconstruct the fracture geometry (and fluid front when distinct from the fracture front). Using Bayesian model selection, we rank different possible fracture geometries (radial, elliptical, tilted or not) and estimate model error. The imaging is repeated every 4 seconds and provide a quantitative measurement of the growth of these low velocity fractures. We test the proposed method on two experiments performed in two different rocks (marble and gabbro) under experimental conditions characteristic respectively of the fluid lag-viscosity (marble) and toughness (gabbro) dominated hydraulic fracture propagation regimes. In both experiments, about 150 to 200 source-receiver combinations exhibit clear diffracted wave arrivals. The results of the inversion indicate a radial geometry evolving slightly into an ellipse towards the end of the experiment when the fractures feel the specimen boundaries. The estimated modelling error with all models is of the order of the wave arrival
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picking error. Posterior estimates indicate an uncertainty of the order of a millimeter on the fracture front location for a given acquisition sequence. The reconstructed fracture evolution from diffracted waves is shown to be consistent with the analysis of 90° incidence transmitted waves across the growing fracture.
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### 1 INTRODUCTION

Hydraulic fractures (HF) are a class of tensile fractures that propagate in a material as a result of fluid pressurization (Detournay 2016). They are encountered in a number of industrial applications such as oil and gas production, geothermal energy and block caving mining. HFs also propagate naturally in the form of magmatic dikes (Rivalta et al. 2015), or at glaciers bed due to the sudden release of surface melt water lakes (Tsai & Rice 2010). Investigation of the growth of such fluid-driven fractures under controlled conditions at the laboratory scale plays an important role in order to validate theoretical predictions.

Since the early work of Hubbert & Willis (1957), the measurement of the hydraulic fracture geometry has evolved from simple postmortem observations after the experiment to the use of continuous monitoring techniques during fracture growth. These developments have been slow and in most cases only post mortem observations are reported although sometimes via high resolution X-ray CT (Liu et al. 2016). A photometry method based on the intensity drop of a back-light source as it passes through a dyed fracturing fluid has been successfully used to monitor hydraulic fractures in transparent materials (Bunger 2006). Such an optical technique has allowed to measure the evolution of both the fracture extent and the full field of fracture opening. Combined with particle image velocimetry, it also allows to measure the fluid velocity field in the growing fracture (O’Keeffe et al. 2018). These experimental techniques have provided invaluable data sets and insights into hydraulic fracture growth in transparent materials, such as PMMA, glass and hydrogel. They have notably helped in validating important theoretical predictions of hydraulic fracture mechanics (Bunger & Detournay 2008; Wu et al. 2008; Bunger et al. 2013; Xing et al. 2017). However, by definition, these optical methods can not be used in non-transparent materials. In rocks, acoustic emission (AE) monitoring is the main technique used to track the evolution of rupture (Lockner & Byerlee (1977); Zoback et al. (1977); Ishida (2001); Stanchits et al. (2014, 2015); Goodfellow et al. (2015); Stoeckhert et al. (2015) to cite a few). AE events, however, do not provide a direct measurement of fracture geometry as they are mostly
associated with micro-slips around the growing fracture (Rodriguez et al. 2016). The observations of self-potential (Moore & Glaser 2007; Haas et al. 2013) during HF experiments correlate with pressure evolution and appear to highlight fluid flow patterns but do not provide an accurate measurement of the growing fracture. Advanced imaging techniques such as Neutron imaging have been recently attempted (Roshankhah et al. 2018) as well as 2D digital image correlation (DIC) (Jeffrey et al. 2015; Zhao et al. 2020). Neutron imaging necessitates the use of relatively small specimen (to achieve sufficient resolution) while the application of 2D DIC imposes the use of intricate specimen geometry and boundary conditions not suited to hydraulic fracturing.

We focus here on active acoustic imaging, a method akin to a 4D seismic survey at the laboratory scale in the ultrasonic range. Earlier studies (Medlin & Masse 1984; De Pater et al. 1996; Glaser & Hand 1998; van Dam 1999; Groenenboom & van Dam 2000) have shown its capability to obtain quantitative information during laboratory hydraulic fracture experiments. The wave-field interacts in different ways with the growing fracture. It can be diffracted by the fracture tip (as well as the fluid front if a lag is present near the fracture tip) but also reflected by and transmitted through the fluid-filled fracture. The evolution of transmitted waves has notably allowed to identify a dry region near the fracture tip (fluid lag) (Medlin & Masse 1984; De Pater et al. 1996). Records of the arrival times of waves diffracted by the fracture have enabled to estimate the evolving fracture tip position under the hypothesis of a horizontal radial fracture centered on the injection point (Groenenboom & van Dam 2000; Groenenboom & Falk 2000). Opening of the fracture results in attenuation and delay of transmitted waves. It thus allows to evaluate the fluid layer thickness by matching the spectrum of the transmitted signals with the transmission coefficient of a three layers model (Groenenboom & Fokkema 1998). These two techniques (diffraction and transmission) have been shown to provide results in agreement with optical methods (Kovalyshen et al. 2014).

In this paper, we improve the imaging of a growing hydraulic fracture by using an unprecedented amount of piezoelectric source/receiver pairs and relaxing the assumption of a centered horizontal radial fracture. We test the method on two experiments performed in quasi-brittle rocks (marble and gabbro) which may exhibit different fracture growth behavior compared to PMMA, plaster or cement-based materials used in the previous studies cited above. We first present our experimental set-up, the rocks and experimental conditions used. After illustrating the type of diffracted waves measured in these experiments, we develop an inverse problem for the fracture / fluid front reconstruction. This inversion is then performed repeatedly in time for each acquisition sequence. We use different shapes (ellipse, circle with or without tilt) to parameterize the fracture front geometry and use Bayesian model selection to rank these different models. We finally compare the results obtained from the inversion of diffracted waves with transmitted waves data.
2 EXPERIMENTAL METHODS

2.1 Experimental set-up and specimen preparation

Hydraulic fracture growth experiments are carried out in 250 mm cubic rock samples under a true triaxial compressive state of stress as illustrated in Fig. 1. The confinement is applied by symmetric pairs of flat jacks in the three axis of a poly-axial reacting frame. Compressive stresses up to 20 MPa can be applied prior to injection. The fracturing fluid is injected in a central wellbore by a syringe pump (ISCO D160) at a constant flow rate (in the range 0.001 mL/min to 107 mL/min) with a maximum injection pressure of 51 MPa. An interface vessel in the injection line allows to inject a wide range of fluid type with viscosity ranging from 1 mPa.s to 1000 Pa.s. Due to the compliance of the injection system (i.e. volume of fluid in the injection line), upon fracture initiation the flow rate entering the fracture does not equal the pump injection rate $Q_o$ during a transient phase (Lhomme et al. 2005; Lecampion et al. 2017). A needle valve is thus placed in the injection line close to the well-head in order to control the release of fluid compressed during the pressurization phase. Using volume conservation within the injection system (pump to fracture inlet), it is possible to estimate the flow rate $Q_{in}(t)$ entering the fracture by taking the derivatives of the fluid pressure measurements (see appendix A for details).

The rock sample is first rectified as a cube of $250 \text{ mm} \times 250 \text{ mm} \times 250 \text{ mm}$ dimensions. We polish the specimen surfaces to minimize friction and to ensure a good contact between the piezoelectric transducers and the rock. A wellbore of 16 mm diameter is drilled through the block and a horizontal axisymmetric notch (with a diameter of $21 \text{ mm} \pm 1 \text{ mm}$) is created in the middle of the sample via a specifically designed rotating cutting tool. The resulting notch is axisymmetric and its plane perpendicular to the well axis. A completion tool connected to a injection tubing is epoxied in the wellbore and allows to inject fluid only at the notch level.

Active acoustic monitoring is integrated within the poly-axial cell. 64 piezoelectric transducers are included in the loading platens: 32 transducers act as sources and 32 as receivers. This array of transducers consists of 10 shear-wave transducers and 54 longitudinal-wave ones. We use a source function generator connected to a high-power amplifier to send a Ricker excitation signal with a given central frequency that can be set between 300 and 750 kHz depending on the material type. The source signal is routed to one of the 32 source transducers via a multiplexer. The 32 receiver transducers are connected to a high-speed acquisition board in order to record the signal simultaneously on all receivers with a sampling frequency of 50 MHz. As the switch between sources is limited by the multiplexer, the excitation of a given source is repeated 50 times and the data stacked to improve signal to noise. Spanning of the 32 sources defines an acquisition sequence and takes about 2.5 seconds.
Figure 1. Schematic illustration of the rock sample showing the transducers disposition for the GABB-001 experiment. Additional holes are available in the platens allowing the use of various transducer dispositions. Two facing platens share the same transducers disposition and source / receivers transducers are alternately located on opposite platens for robustness.

In total. In addition to acoustic data, we record fluid injection pressure (upstream and downstream the needle valve), volume and pressure of each flat-jack pairs at 1 Hz. All the measurements are synchronized via a dedicated LabView application.

Table 1. Material properties ($V_p$ and $V_s$ are measured directly on the cubic rocks during the pressurization stage prior to any fracture growth).

| Rock               | $V_p$ (m/s)  | $V_s$ (m/s)  | $\rho \times 10^4$ kg/m$^3$ | Grain size (mm) |
|--------------------|--------------|--------------|----------------------------|-----------------|
| Carrara marble     | 6249.8 ± 54.0| 3229.9 ± 176.2| 2.69                      | 0.1-0.2         |
| Zimbabwe gabbro    | 6679.0 ± 113.2| 3668.5 ± 41.3| 3.00                      | 1-3             |
Table 2. Sample configuration and experimental parameters for Zimbabwe gabbro and Carrara marble.

| Sample  | Block size (mm) | $\sigma_3$ (MPa) | $\sigma_1 = \sigma_2$ (MPa) | Location of the notch from the sample bottom $x_3$ (mm) |
|---------|-----------------|-----------------|-----------------|---------------------------------|
| GABB-001 | $250 \times 250 \times 251$ | 0.5 | 10.5 | 128.5 |
| MARB-005 | $257 \times 256 \times 256$ | 10 | 20 | 131 |

2.2 Laboratory hydraulic fracturing experiments

We discuss in this paper two experiments performed respectively in Zimbabwe gabbro and Carrara marble. Zimbabwe gabbro (plagioclase, mica, biotite and amphibole, quartz) has a larger grain size than Carrara marble (calcite, mica) as illustrated in Fig. 2, which usually implies a larger fracture process zone (Ouchterlony 1982). Both rocks have isotropic acoustic properties (see in Table. 1).

We impose a bi-axial state of stress on the block setting $\sigma_1 = \sigma_2$, while the minimum stress $\sigma_3 < \sigma_1 = \sigma_2$ is set parallel to the wellbore in order to favour a planar fracture initiating from the axisymmetric notch, in other words, promoting a transverse fracture to the wellbore (as shown in Fig. 2). Glycerol (gabbro) or silicone oil (marble) is used as fracturing fluids. The fluid is injected at a constant rate. All experimental parameters are listed in Table 2. The active acoustic monitoring is conducted with a central frequency of 750 kHz for the source excitation. This results in a wavelength of around 9 mm for compressional waves in both rocks whose grain size is at most 3 mm in gabbro.

Table 3. Characteristic time-scales for a radial hydraulic fracture: viscosity-toughness transition $t_{mk}$, fluid lag disappearance time scale $t_{om}$. We estimate these time-scales using the averaged entering flow rate into the fracture $< Q_o >$ during the fracture duration $t_{prop}$ and the following material properties: a) for Zimbabwe gabbro, $E = 68.4$ GPa (Tru-Stone-Technologies 2005), $\nu = 0.3$ (assumed), $K_{ic} = 3.03$ MPa.m$^{1/2}$ (Meredith & Atkinson 1985); b) for Carrara marble, $E = 65$ GPa, $\nu = 0.25$ (Gulli et al. 2015), $K_{ic} = 1.38$ MPa.m$^{1/2}$ (Ouchterlony 1990).

| Sample  | $< Q_o >$ (mL/min) | Propagation duration $t_{prop}$ (s) | $t_{mk}$ (s) | $t_{om}$ (s) |
|---------|-------------------|-------------------------------|----------|----------|
| GABB-001 | 0.074 | $\approx 410$ | $4.0 \times 10^{-4}$ | $3.3 \times 10^5$ |
| MARB-005 | 0.046 | $\approx 582$ | $5.0 \times 10^4$ | $5.8 \times 10^3$ |
and 0.2 mm in marble. In both experiments, acoustic acquisition is performed with a larger period during the pressurization phase and then switched to every 4 seconds during fracture propagation as shown in Fig. 3 and Fig. 4.

2.2.1 Injection Design

The propagation of a fluid-driven fracture is a multiscale physical process. For a radial hydraulic fracture propagating in a tight material, it is now well established that initially at early time due to the injection of a viscous fluid, a fluid-less cavity (fluid lag) forms at the fracture tip (see Detournay (2016) and references therein). The fluid front then catches up with the fracture front over a characteristic time-scale

\[ t_{om} = \frac{E'' \mu'}{\sigma_3^3} \]  

where \( E'' = \frac{E}{1 - \nu^2} \) is the plane-strain elastic modulus related to the Young’s modulus and Poisson’s ratio, \( \mu' = 12\mu \) with \( \mu \) the fluid viscosity and \( \sigma_3 \) is the minimum applied stress (normal to the fracture plane). In addition, as the perimeter of the radial fracture grows, the energy spent in creating new fracture surfaces increases. The propagation switches from a regime dominated by fluid viscosity to a regime dominated by fracture toughness. This evolution is captured by a dimensionless toughness \( \mathcal{K} = \left( \frac{t}{t_{mk}} \right)^{1/9} \), where \( t_{mk} \) is the transition time-scale from the viscosity to toughness dominated regimes of growth:

\[ t_{mk} = \frac{E''^{13/2} Q_0^{3/2} \mu'^{5/2}}{K_{Ic}^9}, \quad K' = \sqrt{\frac{32}{\pi} K_{Ic}}. \]  

where \( K_{Ic} \) is the mode I fracture toughness. More precisely, the fracture grows in the viscosity dominated regime as long as \( \mathcal{K} \lesssim 1 \) and strictly in the toughness dominated regime for \( \mathcal{K} \gtrsim 3.5 \) (Savitski & Detournay 2002). Moreover, the fluid lag vanishes at all time in the toughness dominated regime (Lecampion & Detournay 2007). In other words, if \( t_{mk} \ll t_{om} \), no fluid lag is observed.

Experimentally, for a given rock, one can adjust the injection rate \( Q_o \), fluid type (viscosity \( \mu \)) and the minimum stress perpendicular to the fracture plane \( \sigma_3 \) to explore a given propagation regime. We refer to Bunger et al. (2005) for the proper scaling and experimental design of laboratory hydraulic fracture experiments. The two experiments reported herein are characteristic examples of two very different hydraulic fracture propagation regimes (toughness and lag-viscosity dominated). Table 3 lists the corresponding time-scales estimated using values of the rock properties from the literature and the averaged injection rate. In both experiments, the compliance of the injection system is rather important. As a result, the flow rate entering the fracture \( Q_{in} \) is not constant and equal to the pump rate. It can however be estimated from the injection pressure and injection system compliance (see appendix A for details). The GABB-001 experiment is toughness dominated as the propagation time
Figure 2. Thin section of Zimbabwe gabbro and Carrara marble and the postmortem photos of the cut blocks after GABB-001 and MARB-005 experiments. The wet region around the fracture in the gabbro block does not necessarily indicate a large leak-off during the injection. The visible inhibition occurred mostly after the experiment as the block was cut and photographed 25 days after the experiment.

is much larger than the viscosity - toughness transition time-scale and no fluid lag is expected during the fracture propagation ($t_{mk} < t_{om}$). On the other hand, the MARB-005 experiment is such that the propagation occurs in the so-called lag / viscosity dominated regimes (Lecampion et al. 2017): the propagation duration is smaller than both $t_{om}$ and $t_{mk} > t_{om}$.

2.2.2 Toughness-dominated experiment GABB-001

The gabbro experiment (GABB-001) is a so-called toughness dominated experiment. For such type of experiments, the fluid pressure downstream of the valve responds almost instantly to fracture growth and the fracture propagation might be over in a few seconds due to the sudden release of the compressed fluid following the fracture initiation (see Lecampion et al. (2017) for discussion). It is therefore necessary to constrain the fluid flow with the needle valve to obtain a steady and sufficiently long fracture growth. In this experiment, the needle valve is open at the start of the pressurization. We then partly close the needle valve after we observe a linear increase of the pressure with a rate of $Q_o/U$ (pending the fix of an initial leak in the injection line) as can be seen in Fig. 3. To do so, we first completely close the needle valve for several minutes during which the upstream pressure continues to increase. We then slightly reopen the valve position to ensure that it sufficiently damp the entering flux. We then keep it in that position for the remainder of the experiment. As shown in Fig. 3, in that experiment, the fracture initiates shortly after the adjustment. The needle valve does prevent a complete sudden release of the fluid pressurized in the line. More fluid enters into the upstream injection line from the pump rather than flows downstream of the needle valve; the upstream pressure keeps rising whereas the downstream one drops due to the fluid flow into the newly created fracture. The fracture initiation time is confirmed by the response of the flat-jacks volume parallel to the fracture
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Figure 3. GABB-001 experiment: evolution of the upstream and downstream pressure, and the mapping relation between the number of acquisition sequence and experimental time (left); and evolution of the entering flow rate of the fluid into the fracture, and the volume change of the top-bottom flat-jacks (right). The yellow coloured time interval indicates the propagation of the fracture through the block (from the notch to the end of the block).

plane - as well as the acoustic data as later presented. When the fracture front reaches the edges of the block, there are no more constraints on its deformation and a sudden response of the flat-jacks is observed as well as a kink in the downstream injection pressure (see Fig. 3).

2.2.3 Lag-viscosity experiment MARB-005

The marble experiment (MARB-005) is characterised by a large fluid lag and strong viscous drop. A restriction tube with a diameter of 1 mm was placed in the injection line instead of the needle valve. Silicone oil was used as a fracturing fluid. Due to the large viscous effect, it takes time for the fluid to enter the fracture. The fracture initiation can be estimated from the response of the top-bottom flat-jacks and the appearance of acoustic diffraction. It is however indistinguishable from the pressure record – inline with previous observations (Zhao et al. 1996; Lecampion et al. 2017). As can be seen from Fig. 4, the entering flow rate remains limited after fracture initiation. A large fluid lag develops behind the fracture front (as can be seen from the acoustic data on Fig. 5). The pressure in the injection line keeps increasing until the fracture front almost reaches the edges of the block. The fluid front continues to grow afterwards but the elastic deformation (and thus the hydro-mechanical coupling) is now different. This results in an increase of the entering flow rate which correlates with a small kink in the downstream pressure. We thus use this point to approximate the time at which the fracture reaches the end of the block. It is worth noting that the maximum pressure (often misleadingly denoted as the breakdown pressure) occurs just before that time.
Figure 4. MARB-005: evolution of the upstream and downstream pressure, and the mapping relation between the number of acquisition sequence and experimental time (left); and evolution of the entering flow rate of the fluid into the fracture, and the volume change of the top-bottom flat-jacks (right). The volume change of the top-bottom flat-jacks in MARB-005 is much smaller than for the GABB-001 experiment. This is most likely due to the presence of air bubbles inside the flat-jacks. The yellow coloured time interval indicates the propagation of the fracture through the block (from the notch to the end of the block).

Figure 5. Illustration of different diffracted waves pattern in GABB-001 and MARB-005 experiments. For MARB-005, a gray-scaled image of the data is shown combined with a wiggle plot. The yellow coloured time interval represents approximately the propagation of the fracture (from the notch to the end of the block).
3 EXAMPLES OF ACOUSTIC DIFFRACTION DATA

As observed in previous laboratory experiments (Groenenboom & Falk 2000; De Pater et al. 2001), the initial notch, fracture front, and fluid front (Groenenboom & van Dam 2000) may all serve as a source of diffraction. Each receiver may record its corresponding compressional or shear component of both the compressional wave (P-wave) and shear wave (S-wave) depending on the arriving incident angle. Following Groenenboom & Falk (2000), we categorise different acoustic events. We denote the diffraction along the fracture or fluid front with a ‘d’ and the interactions (reflection or diffraction) at the notch with an ‘n’. We recall here some travel paths of diffracted waves observed in the two experiments presented here:

- direct diffraction of the body wave at the fracture or fluid front with or without mode conversion: for example compressional waves diffracted by the fracture front without mode conversion (PdP), or shear waves diffracted by the fracture front with mode conversion (SdP).
- diffraction of the head wave (P wave guided by the fracture interface, denoted as H (Savic 1995)) at the fracture tip with or without mode conversion. For example, PnHdP represents a P wave that is guided along the fracture interface after interacting with the notch. It is then diffracted at the fracture tip without mode conversion (see Fig. 5).

Previous studies (Groenenboom & Falk 2000; De Pater et al. 2001) have observed more events related to reflections of the wavefield at the borehole tube and generalized Rayleigh waves propagating along the fracture. Such diffraction events arrive much later than the direct diffraction of body waves. Their signal to noise is often not sufficient to allow a proper picking of these later arrivals. We thus focus mainly on the diffracted body waves (PdP, PdS and SdP here). As shown in Fig. 5, we are only able to observe PdP and PdS arrivals in GABB-001 for the chosen transducer pair, while for most transducer pairs only PdP arrivals can be clearly identified. In MARB-005, we are able to recognize more diffracted waves, notably by both the fracture and the fluid fronts but also by the notch (PnHdP). In particular, the fluid front acts as a strong diffractor.

There are multiple techniques to visualize the evolution of the diffracted waves, as shown in Fig. 5. Groenenboom (1998) and Savic (1995) have proposed to remove the direct incident wavefield by subtracting the signal recorded at a given time with the one recorded in the absence of the fracture at the beginning of the experiment. This is sufficient to properly see the first diffracted wave arrival PdP. However, we have found that for our experiments, subtracting the signal recorded at a given acquisition sequence with the one of the previous sequence provide a clearer image of the diffracted waves (notably the later ones). This is akin as a high pass filter along the experimental time axis (dimension of the sequence number) on the diffraction plots as in Fig. 5.
The reason why making the difference with the first sequence provides more blurry image is likely due to the evolution of the scattering background associated with the fracture roughness. The diffracted coda wave is much more noisy in the gabbro compared to the marble experiment, in line with the difference of rock grain size and posterior fracture roughness observed.

4 RECONSTRUCTION OF THE FRACTURE AND FLUID FRONTS USING BAYESIAN INVERSION

From the picking of the diffracted wave arrivals (for different source-receiver pairs), we invert for the geometry of the fracture or fluid front. We do so using different geometries for the diffraction front. We use a Bayesian framework to rank these different geometrical models. The inverse problem is performed for each acquisition sequence independently in order to finally obtain the time evolution of the fracture geometry.

4.1 Forward models

In the case of the direct diffraction of a body wave by the fracture front, the theoretical arrival $t_{sr}^d$ of the diffracted wave for a chosen source-receiver pair is simply given by

$$t_{sr}^d = \frac{\|x_s - x_d\|}{V_{sd}} + \frac{\|x_d - x_r\|}{V_{dr}}$$

(3)

where $V_{sd}$ and $V_{dr}$ are respectively velocities of the incident wave and diffracted wave (P-wave or S-wave). $x_s$, $x_r$ represent the coordinates of the source and receiver transducers and $x_d$ the coordinates of the diffractor, as illustrated in Fig. 6. For a given fracture front geometry, $x_d$ is obtained as the point which gives the minimal diffracted wave arrival $t_{sr}$ for a given source-receiver pair. We assume here that the diffraction front is planar. We parametrize it using a simple shape. We consider a possible offset of the fracture geometric center $C$ with the injection point and denote $x_c = (x_1, x_2, x_3)$ its coordinates. We also allow a possible tilt of the fracture plane captured by the three Euler angles: the dip $\theta$, azimuth $\phi$, and precession $\psi$ (see Fig. 6).

We use an ellipse or a circle to describe the geometry of the diffraction front. In order to account for a possible tilt of the fracture, we invert the data with four different forward models having different number of parameters $m$ as listed in Table 4. In the case of an elliptical diffraction front, 8 parameters describe its geometry: the semi-lengths of the ellipse $a$ and $b$, $x_c = (x_1, x_2, x_3)$ the position of the geometric center and three Euler angles $\phi, \theta, \psi$ characterising the fracture plane orientation (see Fig. 6).

For a given geometrical model of the fracture front, we relate the measured diffracted arrivals for
the different source-receiver pairs with the forward predictions as

$$d = G(m) + \epsilon$$  \hspace{1cm} (4)

where $d$ denotes the picked arrival time for the different source-receiver pairs, $G(m)$ the arrival time predicted by the forward model, and $\epsilon$ combines both measurement and modelling errors. For simplicity (Tarantola 2005), we will assume that $\epsilon$ follows a Gaussian distribution with zero mean and variance of $\sigma^2$. We will notably invert for $\sigma$ here thus providing a measure of the modelling error.

For a chosen source-receiver pair, we manually pick the arrival time of the diffracted waves for different sequences using plots similar as Fig. 5. A spline is first drawn along the diffracted arrival. The coordinates of the spline passing through the corresponding sequence numbers are then collected as picked arrival time. It is worth noting that the number of picked source-receiver pairs may vary with time, as notably the diffracted arrivals are less visible for some pairs at early (close to initiation for small fractures) and late time (due to proximity of the fracture front with the edges of the block). The number of picked arrivals and their types of diffraction events for the different acquisition sequence is reported in Fig. 7.
4.2 Inverse problem

We seek to estimate both the model parameters $\mathbf{m}$ as well as the measurement/model error $\sigma$ (Lecampion & Gunning 2007). The likelihood of the data being correctly predicted by the model assumes a multivariate normal probability density function (PDF) for Eq. (5) with a standard deviation $\sigma$:

$$p(\mathbf{d}|\mathbf{m},\sigma) = \frac{1}{(2\pi\sigma^2)^{N_d/2}} \exp \left( -\frac{1}{2\sigma^2} (\mathbf{d} - G(\mathbf{m}))^T (\mathbf{d} - G(\mathbf{m})) \right)$$

(5)

where $N_d$ is the number of measurements. The standard deviation $\sigma$ encapsulates both measurement and modelling errors and is determined here during the inversion. We refer to it later as the estimated 'noise' level. It has to be ultimately compared with the typical accuracy of the picking of the diffracted waves arrival (denoted as $\sigma_d$) to quantify the modelling error. We assume independent the prior PDFs

| Model | Model description | $N_p$ | Model parameters $\mathbf{m}$ |
|-------|-------------------|------|--------------------------------|
| $\mathcal{M}_1$ | Elliptical shape | 8 | $[A, B, x_1, x_2, x_3, \psi, \theta, \phi]$ |
| $\mathcal{M}_2$ | Circular shape ($a = b = r$, $\psi = 0$) | 6 | $[R, x_1, x_2, x_3, \theta, \phi]$ |
| $\mathcal{M}_3$ | Horizontal elliptical shape ($\theta = \phi = 0$) | 6 | $[A, B, x_1, x_2, x_3, \psi]$ |
| $\mathcal{M}_4$ | Horizontal circular shape ($\psi = \theta = \phi = 0$) | 4 | $[R, x_1, x_2, x_3]$ |
on the model parameters $\mathbf{m}$ and noise variance $\sigma$: $p(\mathbf{m}, \sigma) = p(\mathbf{m})p(\sigma)$. The noise level can only be positive (Jeffrey’s parameter). We thus invert of $\beta = \ln \sigma$, $\beta \in (-\infty, \infty)$ and assume a uniform prior PDF for $\beta$, $p(\beta) = 1/\beta$ - Jeffrey’s prior (Tarantola 2005)). We model the prior knowledge on the model parameters as a multivariate Gaussian PDF:

$$p(\mathbf{m}) = \frac{1}{(2\pi)^{N_p/2}|\mathbf{C}_p|^{1/2}} \exp \left( -\frac{1}{2} (\mathbf{m} - \mathbf{m}_p)^T \mathbf{C}_p^{-1} (\mathbf{m} - \mathbf{m}_p) \right)$$

(6)

$m_p$ are prior means for the $N_p$ model parameters (see Table. 4) where we use $A = \ln a$, $B = \ln b$, $R = \ln r$ as the fracture dimensions ($a, b, r$) must be strictly positive. We assume that the different model parameters are a-priori un-correlated ($\mathbf{C}_p$ is diagonal). As shown in Table. 5, the same priors standard deviations are taken for all the models and are chosen to be rather uninformative. The vertical position of the fracture center $x_3$ and the tilting angle of the fracture plane $\theta$ are however more constrained than the other parameters according to post mortem analysis of the fracture plane location inside the block.

Using Bayes theorem and considering the probability of the data being observed as a normalizing constant, introducing $\mathbf{z} = (\mathbf{m}, \beta)$ we write the normalized posterior PDF as $\Pi(\mathbf{z}|\mathbf{d}) = p(\mathbf{d}|\mathbf{z})p(\mathbf{m})p(\beta)$. Several techniques can be used to quantify such a posterior PDF - e.g. from global Markov-Chain Monte Carlo (MCMC) sampling, to local quasi-Newton searches. Our aim here is to seek the most probable solution (PDF mode) and estimate the posterior uncertainties around this solution. This is equivalent to finding the minimum of $-\ln \Pi(\mathbf{z}|\mathbf{d})$. The posterior uncertainties can be grasped either via direct Monte Carlo sampling or in a cheaper way by approximating the posterior PDF as a multivariate Gaussian near its mode:

$$\Pi(\mathbf{m}, \sigma_m | \mathbf{d}) = \Pi(\mathbf{z}|\mathbf{d}) \approx \Pi(\mathbf{z}|\mathbf{d}) \exp \left( -\frac{1}{2} (\mathbf{z} - \mathbf{z})^T \tilde{\mathbf{C}}^{-1} (\mathbf{z} - \mathbf{z}) \right)$$

(7)

where $\mathbf{z}$ represents the most probable model parameters and modelling noise and $\tilde{\mathbf{C}}$ the posterior covariance matrix at $\mathbf{z}$.

We have applied different algorithms to estimate $\mathbf{z}$ here. For robustness, although a simple local quasi-Newton scheme is sufficient for most cases, we present results obtained using a global minimization algorithm (direct differential evolution (Storn & Price 1997)). The posterior covariance matrix is estimated from the Hessian of $-\ln \Pi(\mathbf{z}|\mathbf{d})$ at $\mathbf{z}$. We have notably compared the posterior mode and
uncertainties with the results obtained from MCMC sampling of the posterior PDF $\Pi(m,\sigma|d)$. The results obtained are similar (see supporting information for a detailed comparison).

4.3 Bayes factor

The data are inverted with the different geometrical models listed in Table 4. The selection of the most suitable model is drawn not only from the quality of fit, but must also account for model complexity. We use Bayes factor to rank between two possible models assuming equi-probable models a-priori. The Bayes factor between model $i$ and $j$ is defined as the ratio of the marginal probability of the data for the given model (Raftery 1995):

$$B_{ij} = \frac{p(d|M_i)}{p(d|M_j)} \quad (8)$$

where the marginal probability of the data $p(d|M)$ is obtained by integrating the posterior PDF for the given model over the complete model parameters space:

$$p(d|M) = \int_{m_k} \int_{\sigma_k} \Pi(d|m_k,\sigma_k) dm_k d\sigma_k \quad (9)$$

To obtain such a probability by cheaper means than Monte Carlo sampling, we approximate the posterior PDF around the most probable value as a multivariate Gaussian (see Eq.(7)). We thus estimate the marginal probability of the model (9) as

$$p(d|M) \approx \Pi(\tilde{z}|d)(2\pi)^{(N_p+1)/2}|\tilde{C}|^{1/2} \quad (10)$$

As noted in Raftery (1995), for a Bayes factor $B_{ij} > 10$, the data clearly favours the model $M_i$ over the model $M_j$ (respectively $M_j$ over $M_i$ for $B_{ij} < 0.1$). For a Bayes factor between 0.2 and 5, the models are equivalent.

5 RESULTS AND DISCUSSIONS

The number of source-receiver pairs with picked diffracted arrivals vary between acquisition sequences, type of diffracted waves (fracture tip PdP, fluid front PdP and PdS) and experiments. Except for early sequences, the data pair is always larger than 100 (see Fig. 7). For one chosen model and a given sequence, we perform the inversion using all the picked diffracted arrivals. Fig. 8 displays an example of the model predictions and data (left panel) as well as the corresponding fracture front and diffracted waves ray path for that sequence (right panel). We repeat the inversion procedure for each sequence and obtain the evolution of the fracture, fluid front together with their posterior covariances.

We do this for all four forward geometric models in Table 4 and rank them using the estimated Bayes factors. We also compare the noise level $\sigma$ estimated with the picking accuracy of the diffracted wave
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Figure 8. Comparison of the measured arrival and predicted arrival time for model $\mathcal{M}_2$ - sequence 50 in GABB-001 experiment and illustration of diffractors (in green) along the fracture front with its corresponding travel path (in gray) for acoustic diffraction. The red and blue points represent respectively the sources and receivers.

arrivals $\sigma_d$. A large difference between $\sigma$ and $\sigma_d$ (about one order of magnitude) indicates that the chosen model is clearly not capable of properly reproducing the data.

5.1 Toughness dominated experiment GABB-001

The GABB-001 experiment presents a steady fracture growth throughout the block as illustrated in Fig. 9. This is in line with the steady increasing entering flux shown in Fig. 3 as previously discussed. No fluid lag was observed from the acoustic diffraction data during the fracture growth. Larger posterior uncertainties and estimated model noises (Fig. 10) are found for early sequences due to the limited number of picked arrivals pairs (see Fig. 7).

All four geometrical models provide a good fit to the data with an estimated noise level of the same order of magnitude as the estimated manual picking accuracy $\sigma_d = 0.5 \mu s$ as shown in Fig. 10. From the Bayes factor, the fracture shape appears to be better described by a radial geometry than an elliptical one, particularly during the first half stage of the propagation as $B_{21}, B_{23} > 10$ (see Fig. 10). The strong posterior correlation between the two semi-lengths for the elliptical model $\mathcal{M}_1$ (Fig. 11) and an aspect ratio around 1 (Fig. 14) confirms the preference for the circular geometry. The latter stage of the fracture propagation presents a slightly larger estimated noise level (Fig. 10) even though the number of picked arrival remains large (see Fig. 7). This hints that the chosen models start to become inadequate at later times. This is most likely due to the non-uniformity of the stress field near the block edges which results in a deviation of the fracture geometry from a circular / elliptical shape. Over that period, a drop of $B_{21}, B_{23}$ in Fig. 10 can be observed. The inversion then slightly favours the elliptical fracture models although their estimated noise level increase similarly than the radial models (Fig. 10).

The fracture plane remains approximately horizontal during the whole fracture growth with a dip
fluctuating around zero. This horizontal geometry is further confirmed by the Bayesian analysis. Given that $B_{24}$ remains in the range $0.1 - 10$ most of the time, the model ($M_2$) allowing for a possible tilt of the fracture plane is nearly equivalent to the strictly horizontal one ($M_4$) for the same radial fracture geometry. The fracture center deviates little in the vertical direction through the entire propagation (Fig. 9). As a result, strong posterior correlations among the different Euler angles as well as with the fracture center coordinates are observed for the elliptical model (Fig. 11).

5.2 Lag-viscosity dominated experiment MARB-005

Fig. 12 shows a fast growth of the fracture front followed by a gradual evolution of the fluid front. Due to the strong viscous effect, we observe a continuous increase of the fluid pressure even after fracture initiation. The entering flow rate remains very small up to around 8 minutes after initiation (Fig. 4). It then increases significantly when the fracture reaches the edge of the block.
Figure 10. GABB-001 experiment: evolution of estimated noise level (left, the estimated picking error $\sigma_d = 0.5 \mu s$ in GABB-001) and Bayes factor (right). The gray region characterises $0.1 < B_{ij} < 10$, where $M_i$ and $M_j$ can not be decisively ranked.

During most of fracture growth, the fracture front geometry is better described by the circular model $M_2$ as $B_{21}, B_{23}, B_{24} > 10$ (see Fig. 13). The radial geometry is favoured for the fluid front shortly after fracture initiation. The tilted models and particularly the elliptical tilted model (for the fluid front) become more probable after 44 to 45 minutes of injection which corresponds to the time when the fracture front reaches the end of the block (see Fig. 13).

The fracture plane does not remain horizontal during the fracture growth as illustrated in Fig. 12. This is in line with the evolution of the Bayes factors with $B_{23}, B_{24} > 10$ for most sequences (Fig. 13). The tilt of the fracture plane has been confirmed by postmortem observations with an averaged tilt of around $\pi/50$ (3.6°). The fluid front however evolves differently from the fracture front, characterised by a different size and center (Fig. 12). At early time, no decisive discrimination can be made between the tilted plane models and horizontal ones. After 44 to 45 minutes of injection when the fracture front

Figure 11. GABB-001 experiment: posterior correlation (absolute value) between $M_1$ (ellipse) model parameters corresponding respectively to the early time and the mid-to-late stage of fracture growth.
reaches the edge, the fluid flows much more freely between the fractured surfaces and the fluid front geometry tends to favour the tilted models given the increase of $B_{23}$ and $B_{24}$.

The quality of the fit to data is acceptable. The estimated modelling noise is of the same order of magnitude as the picking error $\sigma_d = 1 \mu s$ in Fig. 14. The fluid front presents a lower noise level even though less picked arrivals were used in the inversion (Fig. 7). This explains a better fit of the predicted arrivals to the picked ones for the fluid front. In the latter half of the fluid front propagation, we observe an important difference between models and their noise level $M_1 < M_2 < M_3 < M_4$. This is consistent with the estimation of Bayes factors which indicates also a preference for $M_1$ over $M_2, M_3, M_4$ (Fig. 13) during the same period.
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5.3 Comparison with acoustic transmission data

We now compare our estimation of the fracture (and fluid for MARB-005) front position using transmitted waves. Transmitted waves exhibit an increase in arrival time and attenuation when passing through a fracture. The attenuation of transmitted waves appears when the fracture front crosses the line between facing source receiver transducers located on opposite platens. It can thus be compared with the estimation from diffracted waves.

We evaluate a transmitted "energy" by computing the signal strength $E_i^{1/2}$ of a given wave arrival

Figure 13. MARB-005 experiment: evolution of Bayes factor for the fracture front (left) and the fluid front (right). The yellow coloured time interval represents approximately the propagation of the fracture from initiation to the edges of the block. The gray region characterises $0.1 < B_{ij} < 10$, where $\mathcal{M}_i$ and $\mathcal{M}_j$ are considered equivalent in fracture geometry description.

Figure 14. Evolution of the modelling noise in MARB-005 (left, the estimated picking error $\sigma_d = 1 \mu s$ in MARB-005). The yellow coloured time interval represents approximately the propagation of the fracture from initiation to the edges of the block. Evolution of aspect ratio (right) in GABB-001 and MARB-005 experiments by assuming an elliptical fracture geometry ($\mathcal{M}_1$).
(P or S) for the acquisition sequence $i$ as

$$E_{i}^{1/2} = \sqrt{\sum_{j=j_{\text{min}}}^{j_{\text{max}}} u_{i}^{2}(t_{j})}$$  \hspace{1cm} (11)$$

where $u_{i}(t)$ is a low-pass filtered (at 2MHz) waveform which is cropped by a tapered Hamming window centered on the interest arrival with a size of $(t_{j_{\text{max}}} - t_{j_{\text{min}}}) = 14\mu s$. We then choose a reference signal obtained before fracture initiation and define the attenuation ratio $(E_{i}/E_{\text{ref}})^{1/2}$.

An alternative is to follow the procedure presented in Groenenboom & Fokkema (1998) to estimate the fracture width from transmitted waves. In the frequency domain, the transmitted compressional signal $\hat{u}_{\text{fracture}}$ can be compared to the prediction obtained by the product of the transmission coefficient $T(\zeta, w)$ for a three layers model (rock-fluid-rock) and a reference signal $\hat{u}_{\text{base}}$ recorded before fracture initiation. The fluid layer thickness (fracture width) $w$ is estimated by minimizing the misfit for frequencies around the central frequency of the source signal ($\zeta_{\text{min}} < \zeta < \zeta_{\text{max}}$). In addition to frequency, the transmission coefficient $T(\zeta, w)$ depends on both solid and fluid acoustic impedances and the thickness of the fluid layer (the fracture width). The expression of $T(\zeta, w)$ is recalled in the supporting information. This method has been shown to compare well with optical measurements for the case of waves arriving at a 90 degree incident angle to the fracture (Kovalyshen et al. 2014). We apply it to the toughness-dominated GABB-001 experiment for which the fracture is flat (thus ensuring a 90 degree incident angle for some source receiver-pairs) and do not exhibit any fluid lag (we take $\rho_{f} = 1260\text{kg/m}^{3}$ and $V_{p,f} = 1960\text{m/s}$ for the properties of glycerol). We set the lower and upper frequency bounds to $\zeta_{\text{min}} = 500\text{kHz}$ and $\zeta_{\text{max}} = 1100\text{kHz}$ given the central frequency of 750 kHz of the source signal. We do not use such a method for the marble experiment (MARB-005) which exhibits a very large fluid lag.

### 5.3.1 Lag-viscosity dominated experiment MARB-005

As illustrated in Fig. 15, both compressional and shear waves significantly lose their amplitude in between the time when the fracture and fluid front passes through the corresponding ray path. Following the arrival of the fluid front, the compressional wave regains its amplitude but not the shear wave. Such a characteristic shear wave shadowing due to the lack of shear stiffness of the fluid is consistent with previous observations (Groenenboom & van Dam 2000).

We use the time evolution of the transmitted energy ratio defined in Eq. (11) for all the pairs of compressional waves transducers in the opposite top and bottom platens (sub-parallel to the created fractures) and compare it with the fracture and fluid front previously reconstructed from diffracted
Figure 15. Evolution of the recorded signal for opposite source-receiver pair during the MARB-005 experiment: attenuation of the compressional (left) and shear wave (right).

waves (see Fig. 16). We use a threshold of 0.8 for $(E/E_{ref})^{1/2}$ to binarize the loss (for value below the threshold) of the transmitted wave.

As shown in Fig. 16, we first clearly see that the transmitted signal is lost when the reconstructed fracture front reaches the transducers location (black curve in the snapshot of Fig. 16). The signal is then regained upon the arrival of the fluid front (blue curve in the snapshot of Fig. 16), but eventually lost again due to the increase of the fracture width as the viscous fluid front penetrates more into the fracture. Overall, we observe in Fig. 16 a good agreement between the evolution of the signal strength ratio of the transmitted P waves and the evolution of the fracture and fluid fronts reconstructed from diffraction data.

5.3.2 Toughness-dominated experiment GABB-001

In the GABB-001 experiment, the fracture front coincides with the fluid front (no fluid lag). The transmitted shear waves present a gradual attenuation after the arrival of the fracture front as shown in Fig 17. Such a weak shear shadowing effect is probably due to the smaller width of the fracture as well as the possible existence of solid bridges between fractured surfaces. In order to separate apart the created fracture surfaces, we had to hammer a sub-sampled part of the specimen in gabbro. On
Figure 16. MARB-005 experiment: top view of the extent of the hydraulic fracture from transmitted waves (from top-bottom platens). The P-wave transducers turn yellow if the attenuation ratio of the signal strength \((E/E_{\text{ref}})^{1/2}\) goes below 0.8. We take sequence 16 (before fracture initiation) as the reference sequence for the calculation of the attenuation ratio. The corresponding footprint of the fracture and fluid fronts obtained from the inversion of diffracted waves are displayed for comparisons.

On the other hand, it is worth noting that the marble block was already completely separated after the experiment and exhibited smoother surfaces.

The compressional waves do not attenuate significantly during the fracture growth (Fig. 17) but sufficiently to allow the reconstruction of the fracture width using the three layers model described

Figure 17. GABB-001 experiment: gradual attenuation of the compressional wave (left) and shear wave (right).
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previously. The evolution of fracture extent grasped via the evolution of the fracture widths inverted for all the top bottom platens P transducers pairs is shown in Fig. 18. It agrees relatively well with the fracture front reconstructed from the diffracted waves although a damage zone ahead of the reconstructed fracture tip may indeed exist. In addition, the order of magnitude of the fracture widths is in line with the predictions of the toughness dominated solution for a radial hydraulic fracture (Savitski & Detournay 2002). By using the averaged entering flow rate \( <Q_o> \) for estimation and the properties listed in Table 3, the toughness dominated radial solution predicts respectively a maximum width (at the fracture center) of respectively 12 \( \mu \)m, 19 \( \mu \)m and 24 \( \mu \)m for the presented sequences.

The existence of a "tapered" width profile near the tip associated with the existence of the process zone is not extremely clear (due to the resolution of the fracture width estimation). Another line of evidence for the presence of a process zone relates to attenuation of transmitted waves propagating parallel to the fracture plane (above and below it). We choose side transmitted pairs with a good signal to noise ratio and evaluate their attenuation ratio using Eq. (11). Transducers on the north-southern sides of the block which are located approximately 5 cm away from the fracture plane present a difference of signal strength of around 5% after fracturing. The transducer pairs on the west-eastern sides which are 2 cm from the fracture plane, present a larger attenuation as shown in Fig. 19. It looks like a band of \( \pm 2 \) cm above and below the fracture plane is influenced. Such an attenuation has two possible explanations. First, the waves interact with the presence of the fracture thus decreasing the received amplitude. Another possibility lies in the presence of micro-cracks surrounding the growing fracture which are known to strongly attenuate transmitted waves (Zhang & Gross 1993; Zang et al. 2000). Further analysis is required in order to decipher between these two explanations.

6 CONCLUSIONS

We have improved the resolution of the monitoring of growing hydraulic fracture using diffraction data recorded by a large amount of piezoelectric source/receiver pairs. Using Bayesian inversion, we have developed a workflow to select the most probable fracture geometry from a finite number of simple models (circle, ellipse, horizontal or not). This model ranking allows to gain confidence in the important possible deviation of the fracture from the simplest radial shape. Moreover, the inversion of the modelling error \( \sigma \) (which combines model and measurement error) allows to quantify the ability of any chosen model to reproduce the data. The method has been successfully tested on two experiments representative of two very different HF propagating regimes (toughness and lag-viscous dominated). In both cases, the fractures were mostly radial although a deviation towards a more elliptical shape is visible when the fracture feels the edge of the specimen (where the applied stress field is likely less uniform). Although it is difficult to precisely gauge the accuracy of the reconstruction, the resulting
Figure 18. GABB-001 experiment: top view of the extent of the hydraulic fracture. The P-wave transducers turn yellow if the fracture opening goes above 6 µm with an error of around 3 µm. This error on the fracture width estimation was obtained from the maximum width obtained when no fracture was present in the block (using acquisition sequences prior to fracture initiation).

posterior uncertainties of the fracture extent are around 1-2 mm for the gabbro experiment (GABB-001) and 2-4 mm for the marble experiment (MARB-005). The fronts reconstructed from diffracted waves agree well with the analysis of the attenuation of compressional waves traversing the propagating fractures. It is also important to recall that in our analysis, the data for one acquisition sequence is assumed to be acquired at the same time while an acquisition lasts about 2.5 seconds (spanning of all the sources). As a result, this imaging technique is appropriate only for low velocity fractures:

Figure 19. GABB-001 experiment: attenuation of the compressional waves propagating parallel to the fracture surface with a location of around 2 cm away from the fracture.
The method presented here can be improved in a number of ways. First, instead of using parametrized fracture shapes, a direct extension is to use a 3D spline curve to describe the fracture front (at the expense of more model parameters). Secondly, in order to better quantify the possible damage around the growing fracture, the hypothesis of a constant wave velocity in the sample during fracture growth should be at least partly relaxed (to account for the effect of possible micro-cracking around the fracture). It would be interesting to combine the analysis of diffracted waves with recent acoustic tomography inversion that reconstructs such velocity changes in the bulk using only direct wave arrivals but combining passive and active acoustic data (Brantut 2018; Aben et al. 2019). Full waveform inversion (likely in the frequency domain) would ultimately allow to combine the information of diffracted, transmitted (and reflected) waves, but this requires proper sensor calibration and the use of computationally expensive models able to resolve the sharp discontinuities induced by the fluid-filled fracture. A more immediate/simpler improvement will likely come from the combination of the active 4D acoustic method presented here with passive listening for AE events (with localization and moment tensor estimation, see for example Stanchits et al. (2015)). This will surely enhance our understanding of hydraulic fracture growth, in particular with respect to a better quantification of the fracture process zone in rocks. In particular, the interplay between the evolution of the fluid lag and the process zone appears to be strongly influencing the overall HF propagation according to recent theoretical predictions (Garagash 2019).
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APPENDIX A: EVOLUTION OF THE ENTERING FLOW RATE INTO THE FRACTURE

The interface vessel introduces a non-negligible system compliance. As a result, the flow rate entering into the fracture $Q_{in}$ does not equal the pump injection rate $Q_o$ upon fracture initiation. One can estimate $Q_{in}$ based on the fluid pressure measurement and the estimation of the system compliance, using the global mass balance of fluid in the injection line from the pump to the fracture inlet. We thus obtain

$$Q_{in}(t) = Q_o - c_f V_d \frac{dp_{downstream}(t)}{dt} - (U - c_f V_d) \frac{dp_{upstream}(t)}{dt}$$

(A.1)

where $p_{upstream}$ and $p_{downstream}$ represent respectively the fluid pressure upstream and downstream as shown in Fig. 1, and $c_f$ the fluid compressibility and $V_d$ the fluid volume downstream (from needle valve to fracture notch). The system compliance $U$ can be estimated from the averaged pressurization rate before fracture initiation.

$$U = Q_o / \left( \frac{dp_{upstream}}{dt} \right)$$

(A.2)
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Estimation of the fracture opening using compressional transmission

We estimate the fracture opening based on the previous investigation on the compressional transmission through a thin fluid layer following previous studies (Groenenboom & Fokkema 1998; Kovalyshen et al. 2014). The fluid layer thickness (fracture width) \( w \) is obtained by minimising an objective function \( f(\hat{u}) \) around the central frequency of the transmitted compressional signal \( (\zeta_{\text{min}}, \zeta_{\text{max}}) \) in the frequency domain.

\[
f(w) = \sum_{\zeta_{\text{min}} < \zeta < \zeta_{\text{max}}} |\hat{u}_{\text{fracture}} - T(\zeta, w)\hat{u}_{\text{base}}|
\]

where \( \hat{u}_{\text{base}} \) and \( \hat{u}_{\text{fracture}} \) are the Fourier transforms of the signals which pass through the medium before \( (u_{\text{base}}) \) and after the fracture crosses the line of sight between the source-receiver pairs. \( (u_{\text{fracture}}) \).

In the simplest case of normal incidence, the transmission coefficient \( T(\zeta, w) \) describing the change in the spectrum can be written as (see e.g. Brekhovskikh & Godin (1990) for details):

\[
T(\zeta, w) = \frac{(1 - r_{ff}^2)\exp(i\alpha)}{1 - r_{ff}^2\exp(2i\alpha)}, \quad r_{ff} = \frac{z_r - 1}{z_r + 1}, \quad z_r = \frac{\rho_f V_{p,f}}{\rho V_p}, \quad \alpha = \frac{2\pi \zeta w}{V_{p,f}}
\]

where \( \rho \) and \( \rho_f \) are densities of the solid and the fracturing fluid respectively, \( V_p \) and \( V_{p,f} \) are compressional wave velocities propagating in the solid and in the fluid.
Figure 1. MARB-005 experiment: footprint of the fluid front and its geometric center from the top view (from sequence 23 to sequence 43, shown every 4 sequences). The yellow dots indicate the diffraction points at the fluid front for the different source receiver pairs picked.

**Footprint of the fluid front in MARB-005**

The footprint of the fluid front in the MARB-005 experiment is displayed in Fig. 1 - in complement of Fig. 12b of the main text.
Table 1. GABB-001 experiment - acquisition sequence 50: comparison of posterior model parameters for the circular model allowing for a tilt ($M_2$) and their uncertainties (standard deviation in parentheses). Comparisons between the results obtained via differential evolution maximising the posterior and a quadratic approximation at the most probable mode and the one from a Gaussian fit of a Markov-Chain Monte Carlo (MCMC) sampling (ran for a maximum step of 350000 after the burn-in period).

|                              | Quadratic approximation at the most probable mode | MCMC Gaussian fit |
|------------------------------|--------------------------------------------------|-------------------|
| $\ln r$ (ln m)              | -2.869 (0.0055)                                  | -2.869 (0.0062)   |
| $x_1$ (m)                   | 0.1222 (4.27 $10^{-4}$)                          | 0.1222 (4.42 $10^{-4}$) |
| $x_2$ (m)                   | 0.1189 (4.49 $10^{-4}$)                          | 0.1189 (4.67 $10^{-4}$) |
| $x_3$ (m)                   | 0.1228 (3.01 $10^{-4}$)                          | 0.1228 (3.15 $10^{-4}$) |
| $\theta$ (rad.)            | 0.0143 (0.008)                                   | 0.0146 (0.007)     |
| $\phi$ (rad.)              | 0.0041 (0.892)                                   | -0.0450 (0.792)    |

Posterior PDF via MCMC - GABB-001 - acquisition sequence 50 - model $M_2$

We provide here a representative example for a given acquisition sequence of inversion results obtained via an optimisation method (minimisation of $-\ln \Pi(z|d)$ via differential evolution) and a Markov-Chain Monte Carlo sampling. Fig. 2 displays minus log of the posterior - confirming the normal shape of the PDF. Table 1 displays the obtained model parameters and estimate variance by the two methods. Fig. 3 and Fig. 4 displays respectively the posterior PDF of the different model parameters and their cross-correlation obtained by the two methods. The results obtained are similar - and confirm that the posterior PDF can be well approximated by a normal PDF.
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Figure 2. GABB-001 experiment - acquisition sequence 50: normalized histogram of the posterior PDF (CDF integrates to unity), more precisely we display minus log-posterior (− ln Π(z|d)) for the circular model allowing for a tilt (M_2). The samples have been obtained from a Markov-Chain Monte Carlo (MCMC) algorithm with 350000 steps after the burn-in period. The grey curve indicates the log-Gaussian fit of the log-posterior. This demonstrates that the posterior is well approximated by a normal PDF.

Figure 3. GABB-001 experiment - acquisition sequence 50: normalized histogram of the posterior PDF of the model parameters for the circular model allowing for a tilt (M_2) obtained from a Markov Chain Monte Carlo (MCMC) ran for 350000 steps after the burn-in period. The grey curve indicates the Gaussian fit of the MCMC sampling of the model parameter distribution. The blue curve represents the quadratic Gaussian approximation near the PDF mode obtained from the differential evolution algorithm. We refer to Table 1 for units of the different parameters.
Figure 4. GABB-001 experiment - acquisition sequence 50: posterior correlation between model parameters for the circular model allowing for a tilt ($M_2$) obtained from the MCMC chain ran for 350000 steps after the burn-in period. The grey ellipses indicate the confidence region obtained from the MCMC chain and the blue ellipses the ones obtained from the quadratic approximation of the most probably mode reached by a differential evolution algorithm. We refer to Table 1 for units of the different parameters.