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ABSTRACT

Machine fault diagnosis recovers all the studies that aim to detect automatically faults or damages on machines. Generally, it is very difficult to diagnose a machine fault by conventional methods based on mathematical models because of the complexity of the real world systems and the obvious existence of nonlinear factors. This study develops an automatic machine fault diagnosis system that uses pattern recognition techniques such as principal component analysis (PCA) and artificial neural networks (ANN). The sounds emitted by the operating machine, a drill in this case, are obtained and analyzed for the different operating conditions. The specific machine conditions considered in this research are the undamaged drill and the defective drill with wear. Principal component analysis is first used to reduce the dimensionality of the original sound data. The first principal components are then used as the inputs of a neural network based classifier to separate normal and defective drill sound data. The results show that the proposed PCA ANN method can be used for the sounds based automated diagnosis system.
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1. INTRODUCTION

Among the many problems in industries, the most important factor is for each machine systems to work in a normal state. In order to maintain a normal condition of a machine system, fault prediction and diagnosis systems are necessary. When failures occur, the failures should be detected as soon as possible, because if these machines run continuously under abnormal conditions, it may result in great damage and even loss of human lives. In the past, many studies have been based on the traditional methods of establishing a mathematical model, analyzing a variety of parameters and then judging the operating conditions of the machine [1]. However, the complexity of the real world machine system and the obvious existence of nonlinear factors such as unwanted noises that can corrupt the used signal make the mathematical models based approaches very difficult to handle and not efficient in terms of accuracy. Since three decades now, machine learning techniques have been widely used in machine fault diagnosis [2]. Sounds and vibrations data have shown effectiveness in damage detection systems, especially because of their capability of carrying machine operating conditions characteristics. Many studies have demonstrated that fault diagnosis can be effectively made by an-
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alyzing the sounds or/and the vibrations emitted by the machines. Vibrations and sounds data are in most of studies processed with the same methods for detecting faults.

Tandon and Nakra [3] reported a detailed review of the different vibration and acoustic methods, such as sound measurements, vibration measurements, the shock pulse method and the acoustic emission technique, for fault diagnosis in rolling bearings. By just hearing the sound of a machine during its running, an experienced operator can even identify and locate some defined faults in the machine. This shows that the sound signals are strong indicators of the condition of the machine. Compared with vibrations, sounds can be collected easily by any operator who wants to build a diagnosis system, while the sensors that can capture vibrations of the machines are, in practice, difficult to find. That makes the sound-based analysis cheaper and simpler to set up while the vibration-based analysis can be expensive and a more complicated task. Processing the sounds can help to reliably identify the machine faults [4].

Principal component analysis (PCA) [5] is widely used for its capacity of de-correlating data in signal processing. It is also used as a feature extractor or for the process of dimensionality reduction which is very practical for pattern recognition problems [6]. Artificial Neural Networks (ANN) have shown an impressive learning and memory capability. They have been widely used for automatic detection of faults in different ways [7] and in other pattern recognition problems [8]. ANN have the ability to reproduce arbitrary nonlinear functions and are very suitable for complex pattern recognition tasks [9]. Which means that it is proven that ANN can separate even extremely complex data. That is the main reason why we have chosen to apply them as a classifier for our fault diagnosis system. In this research, sound data are collected from undamaged and defected drills. We use PCA to time series data as our dimensionality reduction method, then the first five principal components are fed to the neural network in order to perform the classification task. The PCA-ANN proposed method in this paper is summarized in Fig. 1.

2. PATTERN RECOGNITION

Machine learning based approaches mainly consist of two steps: the feature extraction process or and the classification task (Fig. 2). Collected data from real world always contain unwanted elements that can corrupt or disturb the analysis. Furthermore, collected data are usually large vector that contain many sample points. Fig. 3 shows an example of sound data in time domain collected during the experiments. Even with a short time signal (0.05s), the number of sample is big. The larger is the size of the data to be processed, the more complicated can be the processing analysis. These two difficulties, combined together, increase the complexity of the classification task for any kind of machine learning algorithms. That is why it is usually admitted to avoid using the raw collected data as the inputs of the classifier. Instead, we can choose a set of features that strongly char...
acterize the data and use them as the inputs of the classifier. Selecting a defined number of features has the advantage of maximizing the classification task by reducing the complexity and the size of the original data. Next, we will discuss about some of the widely used feature extraction methods.

2.1 Feature Extraction

Many methods exist for selecting good features according to a specific problem. Choi, for example, presented a feature extraction method based on discriminant analysis for face recognition [10]. We will list some that have been widely used in machine fault diagnosis literature. Many studies use statistical features for the dimensionality reduction purpose. For each data sound or vibration, some statistical numbers are computed. And then those numbers will be used as the inputs of the machine learning classifier, neural network or support vector machines. In the reference [11], the authors compute 11 statistical features: the mean, the standard error, the median, the mode, the standard deviation, the sample variance, the kurtosis, the skewness, the range, the minimum and the maximum. They have used support vector machine (SVM) as the classifier. Which means, for each data sound and vibrations, instead of processing all the time series data, the authors just select 11 numbers that will represent the data. They have gone even further in dimensionality reduction because they reduced the eleven statistical features to seven values by applying independent component analysis (ICA).

There are several kinds of statistical features. M. Subrahmanym and C. Sujatha [7] for example, used different kinds of statistical features of acoustic emission signals for feeding the neural network.

In our case, we have chosen principal component analysis (PCA) [5] as the feature extraction process. PCA is a statistical procedure that uses an orthogonal transformation in order to convert a set of correlated data into a set of values that are linearly uncorrelated. Those values are called principal components. The number of principal components is less than or equal to the number of the original variables of the observations. PCA is defined such a way that the first principal component has the largest possible variance, which makes it to be sensitive to the variability of the data. Each succeeding component in turn must also have the highest variance possible under the constraint that it must be orthogonal to the preceding components. Figure 4 shows an example of PCA of a given 2-dimensional dataset. The obtained vectors (see Fig. 4 for illustration) will be used as a new basis on which we will project the original data to obtain the new data on the PCA space (see Fig. 5). For example, in figure 4, all the data points from the original space must be projected onto the
new orthogonal basis set. That is the part of dimensionality reduction capability of the PCA.

Principal Component Analysis is mostly used as a tool in explanatory data analysis. The very first principal components contain almost all the significant characteristics of the original dataset. Let's say we have a dataset containing vectors of size \( m \). As said before, the total number of the found principal components is less than or equal to the vector's size \( m \). Before projecting the data onto the new basis set, we may choose, say, the \( n \) first principal components. The number \( n \) will always be less than \( m \). And because the very first principal components contain almost all the characteristics of the original data, we may just have to choose a few number of them in order to perform the projection. After the projection, all the original vector data that we have will be of size \( n \). Which means that we have just reduced the dimension of our original data vector from \( m \) to \( n \).

Principal component analysis de-correlate the data. That means, it forces the uncorrelated data in the dataset to be separated. Because of that, after the projection, the set of data that are highly correlated between them will be put together in one cluster. Data that are not correlated at all between them will be separated. In Fig. 5, after the projection of all the original data onto the component space, the data points represented by an “x-sign” are clustered together because they are highly correlated between them, and in the same manner, the circle data and the square data points are separated because they are not correlated. That is, the PCA is a very good tool to not only separate data between them, but also to investigate if the data that we have (in our case the normal and abnormal sounds) are different between them. We have performed PCA on our data and chosen the first 5 principal components for the projection. The results are discussed in section 4.
the multi-layer perceptron. Using supervised learning, the sample \( \{ X_i \} \) is fed to the network and produces an output \( y \).

The input pattern \( \{ X_i \} \) is then propagated through the network in the following way:

\[
y_i = f \left( \sum_{j=1}^{M} w_{ij}^{(2)} \times f \left( \sum_{l=1}^{n} w_{il}^{(1)} x_l \right) \right)
\]

where \( y_i \) denotes the output of a given neuron \( i \), and \( N \) the number of input neurons, while \( M \) denotes the number of hidden neurons. \( w_{ij}^{(n)} \) is the weighted sum in this form: \( j \) represents the input neuron that comes to feed the neuron \( i \), and \( n \) denotes the layer where we are (\( n = 1 \) represents the first layer). To implement this procedure, one needs to calculate the error derivative with respect to weight in order to change the weight by an amount that is proportional to the rate at which the error changes as the weight is changed. The backpropagation algorithm [13] is used in this research paper. The activation function \( f \) is a sigmoid function (see Fig. 7) and is defined as:

\[
f(x) = \tanh(x)
\]

3. EXPERIMENTAL SETUP AND DATA ACQUISITION

We want to detect defected drill by analyzing the sounds emitted by it during its operating time. We have collected data sounds from an undamaged and a damaged drill using a microphone. Fig. 8 shows the tools used for the experiment. We put
the undamaged drill in the cutting machine then we’ve recorded the sounds for one minute and half. The, we take out the undamaged drill, replace it by the damaged one. We’ve recorded the sounds from both the undamaged drill and the damaged one. Sound being a nonstationary data, we’ve segmented the recorded sound into many parts to construct our dataset for the pattern recognition. The sampling frequency used was 44100 Hz. The signal length 50 ms (0.05 s). We’ve created a dataset of 1038 data sounds, 496 from the “good” drill and 542 data from the damaged drill. Some samples are shown in Fig. 9.

4. RESULTS AND DISCUSSION

Applying pattern recognition method on data whose size exceeds 2000 without dimensionality reduction is a bad idea. We’ve started by applying PCA on our dataset. Analyzing the results, we found out that the data from the good drill are highly correlated between them. That is why the PCA outputs all of the normal data extremely close between them. In Fig. 10, we just see the abnormal data (data from the damaged drill). This is because there are strong variations between them. And those variations come from the fact that the sounds emitted by the damaged drill are very noisy and unstable over time. Because the variance of the abnormal dataset is very significant compared to the one of the normal dataset, the normal data are confined around the origin of the component space. The reason of this confinement around the origin is that the variance between the sounds emitted by an undamaged drill is close to zero. These sounds are not very disturbed by noises and they are found to be stable over time, which makes them highly correlated between them.

If we zoom around the origin, we obtain this Figure below (see Fig. 11). We can clearly distinguish the normal data around the origin.

We have selected the first five principal components for feeding our neural network (see Fig. 12). Which means that our network will have 5 inputs neurons. The network has 3 layers. The input layer has 5 neurons, the hidden layer has 10 neurons and the last layer has 2 neurons for our 2 instances (normal and abnormal).

The results are really convincing. The perform-

![Fig. 9](image-url) Two randomly selected samples from our dataset, (a) Sound data from undamaged drill, (b) Sound data from damaged drill.
Fig. 10, Projection of the original data onto the principal component space. We can see that only the abnormal data are visible.

Fig. 11, By zooming Figure 10 around the origin, we see the normal data right in the middle.

Fig. 12, The architecture of the fully connected neural network used in this paper.

Variance, computed by using the mean square error is really low. In Fig. 13, we show the performance scores over the different dataset. The best performance of the validation dataset is about and was reached at the 42th iteration. The convergence has been completed after 48 iterations.

As said before, we have collected 1038 data during the data acquisition process. 496 normal and 542 abnormal data. 70% of each dataset was used for training and the remaining 30% was used for testing.

Normal dataset: 496 data, 348 were used for training and 148 for testing. All the 148 data were classified as normal, as it is shown in Fig. 14. That is a 100% accuracy. As discussed before, the normal data are highly correlated between them. The total variance of the normal dataset is close to zero, as it has been demonstrated by the PCA analysis in Fig. 10 and 11. Because of a really small variance, all the normal data are confined like a point around the origin of the component space. That is the reason why the classifier does not have any problem to classify any data from this dataset.

Abnormal dataset: 542 data, 378 were used for training and 164 for testing. 160 data were classified as abnormal and 4 were classified as normal, as shown in Figure 14. That means that we have 4 cases of misclassification and an accuracy of
97.5% as it is shown in Fig. 14. As discussed before, the abnormal data are noisy, unstable over time and have strong variations between them. The total variance of the abnormal dataset is really high, as it has been demonstrated in Fig. 10. Though, by analyzing Figure 11, we see that there are some abnormal data points that are significantly close to the normal dataset. Those data can be misclassified. That is the reason why we don’t have a 100% accuracy for this dataset.

The total accuracy of the classifier is 98.75% (see Fig. 14).

We have conducted a comparative study with another method developed in here [14]. As we said before, pattern recognition problems solving has two steps: feature extraction and classification. In this paper, we demonstrate the feasibility of a PCA–ANN method, having the principal component analysis as feature extractor and artificial neural network as classifier. In [14] instead, they have used statistical features (for feature extraction) and neural network (for classification). Using the vibration signals of ball bearing components, they have computed for each signal 6 statistical features that have been fed as inputs of the neural network. These statistical features are:

a) **Range**: refers to the difference between maximum and minimum value of a signal.

b) **Mean value**: Average value of a signal.

c) **Standard deviation**: the measure of energy content of the signal.

\[
Std = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} |x_i - \mu|^2}
\]

with \(x\) being the signal, \(N\) the total number of observations in \(x\) and \(\mu\) the mean of \(x\)

d) **Skewness**: the measure of symmetry of the signal.

\[
Skewness = \frac{E[(x-\mu)^3]}{\sigma^3}
\]

where \(\mu\) is the mean of \(x\), \(\sigma\) the standard deviation of \(x\) and \(E[\theta]\) represents the expected value of the quantity \(\theta\).

e) **Kurtosis**: the measure of whether the data are peaked or flat relative to a normal distribution.

\[
Kurtosis = \frac{E[(x-\mu)^4]}{\sigma^4}
\]

using the mean and the standard deviation as in the previous equation.

f) **Crest factor**: equals to the peak amplitude of a waveform divided by the root mean square.

\[
Crest \text{ factor} = \frac{\max(x)}{\sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2}}
\]

where \(\max(x)\) represents the maximum value of \(x\).

For each data sound in the dataset, we have computed these six statistical features and used them as the inputs of a three layers neural network. The inputs layer has 6 neurons, the hidden layer 10 and the output layer 2. The results are shown.
in Fig. 15 and we can see that using the statistical features [14], the normal dataset completes also a 100% accuracy. Though, the accuracy decreases at 90% for the abnormal dataset because of their instability and strong variations, making the total accuracy to be about 95%. In Table 1, we made a summary of the results of the 2 methods.

6. CONCLUSION

The PCA-ANN method proposed in this study proves that it can reach outstanding performance in pattern recognition. We have used PCA on raw sound data, then we have selected the first five principal components as the inputs of our neural network based classifier. And the method shows that it can have a very good performance. However, our processed data were highly separable. We should now improve our method and try to apply it to non-separable dataset.

The PCA-ANN method can be used in any other fault diagnosis system. If it can separate normal and abnormal sounds of the drill, it can be also used for vibrations and other acoustic emission data.
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