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Abstract—Modeling and control of continuum soft robots remains a challenging task due to their inherent nonlinearities and high degrees of freedom. These complexities hinder the construction of high-fidelity models appropriate for real-time control. While various model and learning-based approaches have been proposed to address these challenges, they lack generalizability and rarely preserve the structure of the dynamics. In this work, we propose a new, data-driven approach for extracting control-oriented models on invariant manifolds from data. We overcome the issues outlined above and demonstrate our superior performance of Spectral Submanifold Reduction (SSMR) vis-à-vis the state of the art.

I. INTRODUCTION

Soft continuum robots promise to revolutionize the field of robotics due to their versatility over their rigid-body counterparts. Their compliance and elasticity make them well-suited to operate in delicate, geometrically constrained environments, which enable them to play crucial roles in settings where safe human-robot interaction is paramount. These advantages, however, also pose significant practical challenges for the modeling and control of these robots.

Statement of Contributions: Motivated by recent developments in Spectral Submanifold (SSM) theory [1] and its successful application to data-driven predictions of nonlinearizable phenomena [2], we propose a new, data-driven Spectral Submanifold Reduction (SSMR) approach for the modeling and control of soft robots. Specifically, we achieve real-time control of a cable-actuated soft robot for trajectory following tasks using low-dimensional, control-oriented models learned on an SSM in a nonlinear, model predictive control (MPC) framework.

Our contributions are threefold:
(i) We present, for the first time, a data-driven approach for learning soft robot dynamics on invariant manifolds. By fitting control-oriented models to structurally-invariant sets in the phase space, we overcome common drawbacks associated with data-driven approaches such as lack of generalizability, high-data requirement, and sensitivity to noise.
(ii) While fully data-driven, our approach nevertheless automatically enforces self-consistent nonlinear dynamics for the robot without relying on the governing equations. This structure results in low-dimensional models that are amenable to real-time control schemes.
(iii) We validate SSMR on simulations of a high-dimensional soft robot and show that it outperforms the state-of-the-art methods in both trajectory tracking performance and computational efficiency.

Related Work: A popular approach in the modeling of soft robots is to use simplified assumptions that approximate the robot’s behavior. Examples of this approach include a Cosserot rod model [3], piecewise-constant curvature models [4], and lumped-mass models [5]. Unfortunately, these methods are only accurate for specific types of geometries and their low fidelity precludes their use in more challenging control tasks.

Another approach, the projection-based reduction of Finite Element Models (FEM), has seen some success in various settings. For example, [6], [7], and [8] showed successful application of this type of model reduction for control on linearized FEM models. The authors in [9] apply proper orthogonal decomposition (POD) in a piecewise-affine fashion by reducing linear approximations of a high-fidelity model. They then evaluate the nonlinearities through interpolation of the linear approximations and apply an MPC framework to control a soft robot. The work in [10] considers a more sophisticated model reduction approach using hyper-reduction.
to approximate the nonlinear terms, but applies it only in a simple inverse-kinematic control scheme.

A common limitation of these projection-based techniques is that the accuracy of the low-dimensional surrogate depends on the choice and size of the subspace. Additionally, the process of extracting control-oriented models from FEM code is an encumbering and code-intrusive process. These drawbacks make it challenging for control practitioners to test and implement these approaches in the growing field of soft robot control.

To overcome these challenges, there has been increasing interest in using machine learning techniques to construct data-driven models of soft robots. While much of the literature has been focused on using neural networks (NN) to learn approximations of the dynamics of these systems for control [11], finite-dimensional, data-driven approximations of Koopman operators were shown to outperform standard NN models for predicting soft robot dynamics in [12]. Since observed dynamics under the Koopman Operator are linear, the approach lends itself to established control techniques such as MPC, as shown in [13]. Although this approach is conceptually appealing, finding physically realizable observables that span a Koopman eigenspace (e.g., which include the original state variables) has technically zero probability [14]. Additionally, achieving good control performance in closed-loop requires a significant tuning of various hyperparameters.

Organization: We begin in Section II by considering the soft robot dynamics as a high-dimensional mechanical system and pose the associated nonlinear optimal control problem. In Section III, we summarize relevant results from SSM theory and outline the data-driven procedure for learning control dynamics on SSMs. We then discuss our proposed control procedure in Section IV and present simulation results in Section V.

II. PROBLEM FORMULATION

A. Soft Robot Mechanical System

We consider control-affine soft robots modeled as mechanical systems with \( N \in \mathbb{Z}_+ \) degrees of freedom (DOF). Such systems are of the form

\[
\dot{\mathbf{q}}(t) + \mathbf{C}(t) + \mathbf{M}(t) \mathbf{K} \dot{\mathbf{q}}(t) + \mathbf{F}_{\text{int}}(\mathbf{q}(t), \mathbf{q}(t)) = \mathbf{H}(t),
\]

where \( \mathbf{q}(t) \in \mathbb{R}^N \) is the vector of generalized coordinates, \( \mathbf{M} \in \mathbb{R}^{N \times N} \) is the mass matrix, \( \mathbf{C} \in \mathbb{R}^{N \times N} \) represents the damping matrix, \( \mathbf{K} \in \mathbb{R}^{N \times N} \) is the stiffness matrix, and \( \mathbf{F}_{\text{int}}(\mathbf{q}, \dot{\mathbf{q}}) \in \mathbb{R}^N \) represents the internal nonlinear forces. Also \( \mathbf{u}(t) \in \mathbb{R}^m \) is the vector of inputs and \( \mathbf{H} \in \mathbb{R}^{N \times m} \) represents the linear mapping of actuation forces from their point of application to the configuration space. In the continuum limit (i.e., \( N \to \infty \)), Equation [1] converges to the exact model [15].

The second-order formulation in Equation [1] can be rewritten in first-order form with the state vector \( \mathbf{x}^f(t) = [\dot{\mathbf{q}}(t), \mathbf{q}(t)]^T \in \mathbb{R}^{2n} \) as

\[
\dot{\mathbf{x}}^f(t) = \mathbf{A}(t) \mathbf{x}^f(t) + \mathbf{f}_\text{int}(\mathbf{x}^f(t)) + \mathbf{eBu}(t), \tag{2}
\]

where \( n_f = 2N \), \( \mathbf{A} \in \mathbb{R}^{2n \times 2n} \) is assumed to be negative-definite (i.e., the origin is an asymptotically stable fixed point) and \( \mathbf{B} \in \mathbb{R}^{2n \times m} \) represents the linear control matrix. The nonlinear term \( \mathbf{f}_\text{int} : \mathbb{R}^{2n} \to \mathbb{R}^n \) belongs to the class of analytic functions, \( \mathbf{x}^f(t) : \mathbb{R}^{2n} \) represents the full state vector, and the parameter \( 0 < \varepsilon \ll 1 \) makes explicit our assumption that the control inputs are moderate.

B. Constrained Optimal Control Problem

We now pose the problem of controlling soft robots to follow arbitrary and dynamic trajectories in the vicinity of the origin. Consider the following continuous-time, optimal control problem (OCP) with quadratic cost and polytopic constraints in states and control:

\[
\min_{\mathbf{u}(\cdot)} \| \mathbf{z}(t_f) \|_Q + \int_{t_0}^{t_f} \left( \| \mathbf{z}(t) \|_Q + \| \mathbf{u}(t) \|_R \right) dt,
\]

subject to \( \mathbf{x}^f(t) = \mathbf{g}(\mathbf{z}(t)), \)

\[
\mathbf{x}^f(t) = \mathbf{A}(t) \mathbf{x}^f(t) + \mathbf{f}_\text{int}(\mathbf{x}^f(t)) + \mathbf{eBu}(t), \tag{3}
\]

\( y(t) = \mathbf{h}(\mathbf{x}^f(t)), \)

\( \mathbf{z}(t) = \mathbf{C}(t)y(t), \)

\( \mathbf{u}(t) \in \mathcal{U}, \quad \mathbf{z} \in \mathcal{Z}. \)

Here, \( \mathbf{z}(t) = \mathbf{z}(t) - \bar{\mathbf{z}}(t) \) is the tracking difference between the performance variable, \( \mathbf{z}(t) \in \mathbb{R}^n \) and the desired trajectory \( \bar{\mathbf{z}}(t) \in \mathbb{R}^n \). The observed state is denoted as \( \mathbf{y}(t) \in \mathbb{R}^p \) and \( [t_0, t_f] \) represents the time horizon. \( Q, Q_r \in \mathbb{R}^{n \times n} \) are positive semi-definite matrices which represent the stage and terminal costs, respectively, over the performance variables, while \( R \) is a positive-definite matrix representing the cost on controls. The functions \( \mathbf{g} : \mathbb{R}^n \to \mathbb{R}^n \) and \( \mathbf{h} : \mathbb{R}^n \to \mathbb{R}^p \) map the performance variable to the full state and the full state to the observed state, respectively, while \( \mathbf{C} \in \mathbb{R}^{n \times n} \) is a selection matrix of states that we observe. Lastly, the constraint sets are defined as \( \mathcal{U} := \{ \mathbf{u}(t) \in \mathbb{R}^m : \mathbf{M}_u \mathbf{u}(t) \leq \mathbf{b}_u \} \) and \( \mathcal{Z} := \{ \mathbf{z} \in \mathbb{R}^n : \mathbf{M}_z \mathbf{z}(t) \leq \mathbf{b}_z \} \) with \( \mathbf{M}_u \in \mathbb{R}^{m \times m} \) and \( \mathbf{M}_z \in \mathbb{R}^{n \times n} \), where \( n_u \) and \( n_z \) represent the number of constraints in the inputs and the observed states, respectively.

Accurate approximations of the exact model typically generate high-dimensional dynamical systems (i.e., \( n_f \gg 1 \)). Thus, dimensionality becomes a bottleneck and it is intractable to solve the OCP [3] in an online fashion.

III. DATA-DRIVEN MODELING OF SOFT ROBOT DYNAMICS

In this section, we describe our data-driven SSMR procedure to construct controlled, predictive models of soft robots from data. Our approach entails learning low-dimensional models directly as the reduced dynamics on attracting, low-dimensional invariant manifolds that generically exist in dissipative physical systems.

A. Reduced Order Models on SSMs

Recent results in nonlinear dynamics establish the existence of unique, smoothest invariant structures in the phase space of Equation [2] [1]. These SSMs are nonlinear continuations of the spectral subspaces of the linearization of
Equation (2). Formally, let us define $E$ as the direct sum of an arbitrary collections of eigenspaces of $A$ i.e.,

$$E := E_{j_1} \oplus E_{j_2} \oplus \ldots \oplus E_{j_n},$$

where $E_{j_k}$ denotes the real eigenspace corresponding to an eigenvalue $\lambda_{j_k}$ of $A$. The SSM corresponding to $E$ in the autonomous part of Equation (2) is then defined as follows.

**Definition 1:** An autonomous SSM, $W(E)$, corresponding to a spectral subspace $E$ of the operator $A$ is an invariant manifold of the autonomous part of the nonlinear system (2) such that

1) $W(E)$ is tangent to $E$ at the origin and has the same dimension as $E$.

2) $W(E)$ is strictly smoother than any other invariant manifold satisfying condition 1 above.

A slow SSM is associated with a non-resonant spectral subspace containing the slowest decaying eigenvectors of the linearized system. Technical details on existence of SSMs are given in [1], [2]. Slow SSMs are ideal candidates for model reduction as nearby full system trajectories become exponentially attracted towards these manifolds and synchronize with the slow dynamics on the SSM.

In general, since we seldom have access to the full state $x^f$, we must construct the SSM and the reduced dynamics of our system in the space of observed states such that $p \geq 2n+1$ by the Takens embedding theorem [2]. In case $y$ does not satisfy this condition, we use time-delay embeddings of $y$ to embed $W(E)$ in a space with appropriate dimension, $p$.

To describe the geometry of $W(E)$, we seek a pair $w(x)$, $v(y)$ of smooth, invertible functions where $y = w(x)$ uniquely maps the reduced state on the SSM to the observed state and $x = v(y)$ maps the observed state to the reduced coordinates, where $x \in \mathbb{R}^n$ is the reduced state. By definition of the invariance and tangency properties of the SSM, the two maps that parameterize $W(E)$ must satisfy the invertibility relations, $y = (w \circ v)(y)$ and $x = (v \circ w)(x)$ such that

$$x = v(y) := V^T y,$$

$$y = w(x) := W_0 x + W x^{2n_w},$$

where $x^{2n_w}$ is the family of all monomials from order 2 to $n_w$, and $n_w$ is the desired order of the polynomial expansion for the SSM. Also, the columns of $V \in \mathbb{R}^{n_Y \times n}$ span the spectral subspace of $E$ and $W_0, W$ represent coefficient matrices of the SSM parameterization. In addition, the reduced dynamics on $V(E)$ is represented by

$$\dot{x}_{\text{aut}} = r_{\text{aut}}(x) := R_0 x + R x^{2n_r},$$

where $r_{\text{aut}} : \mathbb{R}^n \to \mathbb{R}^n$ is the autonomous reduced dynamics on the SSM; $R_0$ and $R$ represent the corresponding coefficient matrices. Since $W(E)$ is locally a graph over the spectral subspace $E$ [2], we can identify the full state trajectory of System (2) on $W(E)$ described by Equation (5). Figure 1 gives an intuitive depiction of this concept.

We seek to learn the SSM-reduced for control and construct mappings that describe the trajectory of our observed states on SSMs. Our three-step SSMR procedure involves: (1) collecting trajectories at or near the SSM. (2) learning the SSM geometry and the reduced dynamics in Equation (5), followed by 3) learning a linear control matrix that describes the effect of the controls in the reduced coordinates. Figure 2 summarizes the complete data-driven SSMR approach.

**B. Learning Autonomous Dynamics on SSMs**

To learn the geometry and reduced dynamics on the SSM, the training data should involve only trajectories that are near the SSM. Thus, we obtain training data snapshots by displacing the robot along various directions in its workspace then collect the observed state trajectory as it decays to its equilibrium position. In other words, we form an augmented matrix of $M$, (possibly time-delayed) decay datasets $Y = [Y_1, \ldots, Y_M]$, as shown in Figure 2. We remove initial transients converging to the SSM in our datasets $Y$ by truncating the first few states in the decay trajectories [16].
To start, we first compute $V$ by finding the $n$ dominant modes of Equation (2). To do this we carry out principle component analysis (PCA) on the trajectory dataset $\mathcal{Y}$ and pick the $n$ leading directions that capture a majority of the variance in the data. Indeed, for systems that do not feature strong nonlinearities, PCA is able to obtain a close estimate for the spectral subspace $E$ to which the SSM is tangent [17].

Now, we can learn the parameterization of $W(E)$ (i.e., learn the map $w$) by finding $W_0$ and $W$ via polynomial regression

$$\begin{align*}
(W_0^*, W^*) &= \arg\min_{W_0, W} \| \mathcal{Y} - W_0 V^T \mathcal{Y} - W(V^T \mathcal{Y})^2 \|^2_F.
\end{align*}$$

In a similar fashion, we can compute the polynomial form of the reduced dynamics in Equation (9) by finding the coefficients $R_0$ and $R$ via the regression

$$\begin{align*}
(R_0^*, R^*) &= \arg\min_{R_0, R} \| \mathcal{X} - R_0 \mathcal{X} - R \mathcal{X}^2 \|^2_F,
\end{align*}$$

where $\mathcal{X} = V^T \mathcal{Y}$. The time derivative in Equation (7) can be computed using standard finite difference schemes if the sampling time of $\mathcal{X}$ is much smaller than the Nyquist sampling time of the fastest mode in the SSM dynamics. Otherwise, we can also compute a discrete-time alternative to Equation (7) using a similar procedure through simple shifting operations on the dataset as in [18].

This approach is suitable for both from numerical and experimental data. For the former, we can choose $y(t) = x^f(t)$ and let the dataset $\mathcal{Y}$ consist of full state information during decay. We implement this procedure using a reduced version of SSMLearn [2].

C. Learning the Control Matrix

Once the reduced autonomous dynamics on $W(E)$ is known, we seek to learn the contribution of control in the reduced coordinates. Our goal is to find the best linear control matrix $B_c \in \mathbb{R}^{n \times m}$ which best explains the difference between the controlled dynamics and our model of the autonomous dynamics. We explore the actuation space of the robot by randomly sampling a sequence of inputs, $U$, and recording the corresponding (possibly time-delayed) observed state trajectory $\mathcal{Y}_u$, as depicted in Figure 2.

We then project the observed states down to the reduced coordinates and form the reduced state matrix $\mathcal{X}_u = V^T \mathcal{Y}_u$. Additionally, we evaluate our model of the autonomous dynamics and form the matrix $\mathcal{X}_{aut} = r_{aut}(\mathcal{X}_u)$. Learning the (continuous-time) control matrix from data amounts to solving the minimization problem

$$\begin{align*}
B_c' &= \arg\min_{B_c} \| \mathcal{X}_u - \mathcal{X}_{aut} - B_c U \|^2_F,
\end{align*}$$

where $\mathcal{X}_u$ is computed by finite differencing $\mathcal{X}_u$. Our learned, low-dimensional control dynamics is thus,

$$\dot{x} = r(x, u) := R_0 x + R x^{2 \gamma_r} + \epsilon B_c u.$$

From a theoretical point of view, results on the existence of non-autonomous SSMs subject to quasi-periodic forcing were established in [1]. Since quasi-periodic signals over a finite time interval are dense in the space of continuous signals over the same interval, we can interpret the trajectory of the system under control input as lying approximately on a time-varying, invariant manifold that is $c$-perturbed from $W(E)$.

In general, the introduction of control causes $W(E)$ to lose its invariance. Intuitively, though, we expect that the trajectories will remain within a small neighborhood of $W(E)$ since the effect of our control input is moderate compared to the system dynamics. Thus, we interpret this step as regressing a linear matrix that optimally translates the autonomous SSM under control inputs to be as close as possible to off-SSM trajectories.

IV. SSM-BASED NONLINEAR MPC

A. Reduced Order Optimal Control Problem

Learning the parameterization of $W(E)$ enables us to learn the intrinsic physics of our system, leading to low-dimensional and accurate reduced models with $n \ll n_f$. This allows us to approximate the OCP in (3) by posing an optimization problem with respect to the dynamics on the SSM as follows

$$\begin{align*}
\text{minimize} &\quad \| \delta z(t_f) \|^2_Q + \sum_{k=1}^{N-1} \left( \| \delta z(t(t)) \|^2_Q + \| u(t) \|^2_R \right),
\end{align*}$$

subject to $x(0) = V^T(y(0) - y_{eq})$, $x(t) = r(x(t)) + \epsilon B_c u(t)$, $z(t) = Cw(x(t)) + z_{eq}$, $z(t) \in Z$, $u(t) \in U$,

where $z_{eq} \in \mathbb{R}^o$ and $y_{eq} \in \mathbb{R}^p$ are the performance and observed states at equilibrium. To solve the approximate OCP numerically, we discretize the continuous-time system and employ standard numerical optimization to obtain the solution.

The resulting problem is, however, a nonconvex optimization problem, due to the nonlinearities in the reduced dynamics and the mapping to the performance variables. Nonconvex optimization typically has high computational complexity and no guarantee for for the existence of a certifiable solution. These limitations preclude the use of generic nonlinear programs for solving the approximate OCP for real-time and safety-critical applications.

B. Convex Formulation for Real-Time Control

Convex optimization allows us to leverage fast, iterative algorithms with polynomial-time complexity [19] to efficiently and reliably approximate a solution to the OCP. We use sequential convex programming (SCP) to transform the nonlinear equality constraints into a sequence of linear equality constraints. The key idea is then to iteratively re-linearize the dynamics around a nominal trajectory and solve a convex approximation near this trajectory until convergence to a local optimum of the continuous-time OCP is observed.

To be precise, suppose we have some nominal trajectory of states and controls $(x^l, u^l) = (\{x^l_k \}_{k=1}^N, \{u^l_k \}_{k=1}^{N-1})$ at the $j$-th
iteration about which we linearize the nonlinear constraints. We can then define the resulting linearized OCP, \((\text{LOCP})_{j+1}\), as follows

\[
\begin{align*}
\text{minimize} & \quad \|\delta z_N\|_Q^2 + \sum_{k=1}^{N-1} \left( \|\delta z_k\|_Q^2 + \|u_k\|_R^2 \right) \\
\text{subject to} & \quad x_1 = V^T(y_1 - y_{eq}) \\
& \quad x_{k+1} = A_k^j x_k + c_k^j + d_k^j, \quad \forall k \in \{1, \ldots, N\}, \\
& \quad z_k = H_k^j x_k + c_k^j, \quad \forall k \in \{1, \ldots, N\},
\end{align*}
\]

where \(u_k \in \mathcal{U}\) and \(z_k \in \mathcal{Z}\) are the control and performance constraints, respectively. The terms \(A_k^j \in \mathbb{R}^{n \times n}\) and \(H_k^j \in \mathbb{R}^{n \times n}\) represent Jacobians of the dynamics and the observation map, respectively, while \(d_k^j \in \mathbb{R}^n\) and \(c_k^j \in \mathbb{R}^n\) are the accompanying residuals defined as

\[
A_k^j := \frac{\partial \mathbf{r}_d}{\partial \mathbf{x}} \bigg|_{x_k=x_k^j, u_k=u_k^j}, \quad d_k := \mathbf{r}_d(x_k^j, u_k^j) - A_k^j x_k^j - B_k^j u_k^j, \\
H_k^j := \frac{\partial \mathbf{c}}{\partial \mathbf{x}} \bigg|_{x_k=x_k^j, u_k=u_k^j}, \quad c_k := \mathbf{c}(x_k^j, u_k^j) - \mathbf{C} x_k^j - \mathbf{D}_k x_k^j.
\]

Solving \((\text{12})\) requires each \((\text{LOCP})_j\) to be feasible, which is always possible with the introduction of virtual dynamics, as detailed in [20]. Additionally, since linearization provides a good approximation to the nonlinear dynamics only in a small neighborhood around the nominal trajectory, we use trust regions to ensure smooth convergence. We implement a modified version of [21] to solve the formulated SCP and treat the constraints on the performance variables as soft constraints.

We solve the finite-horizon problem in a receding horizon fashion, where each receding horizon subproblem involves solving the \((\text{LOCP})\). This gives an optimal reduced-order model trajectory \((\mathbf{x}^*, \mathbf{u}^*) = ((\mathbf{x}_k^*)_{k=1}^N, (\mathbf{u}_k^*)_{k=1}^{N-1})\) approximating the solution to OCP [3] over an arbitrarily long, finite horizon.

V. Results

We now compare our proposed SSMR method against the Trajectory Piecewise-Linear (TPWL) approach [22] and Koopman operator-based control approach [13] in simulations of the elastomer “Diamond” robot (shown in Figure 2), as detailed in [22] and [23]. We show that our approach outperforms these baselines while mitigating their drawbacks, namely lack of generalization, lack of robustness to noise, and computational intractability.

We carry out simulations using the finite-element based SOFA framework [23]; the Diamond robot mesh we used for simulation can be found in the SoftRobots plugin [26].
The parameters of our Diamond robot mirror those reported in [23], where \( E = 175 \text{ MPa} \) is the Young’s modulus, \( \nu = 0.45 \) is the Poisson ratio, and \( \alpha = 2.5, \beta = 0.01 \) represent the usual parameters for Rayleigh damping i.e., \( C = \alpha M + \beta K \). These parameters were chosen to model the dynamic response of our hardware platform.

In this work, we consider control tasks in which the end effector of the robot is made to follow various trajectories. Thus, the performance variable \( z = [x_{ee}, y_{ee}, z_{ee}]^T \) denotes the position of the top of the robot in its workspace. We also introduce additive Gaussian measurement noise to simulate real-world conditions. We consider three control tasks which include following (1) a figure eight in the \( x-y \) plane subject to constraints, (2) a circle in the \( y-z \) plane, and (3) the same circle but near resonance with the dominant mode of the system.

### A. Simulation

Since we are in a simulation environment, we collect full state information as training data i.e., the \( i \)-th dataset is \( \mathcal{D}_i = \{x_i, x_{i+1}^1, \ldots, x_{i+M}^N\}^T \). We obtain this data by displacing the robot along 44 different directions and amplitudes in its workspace. We observe state transitions sampled at \( T_s = 1 \text{ ms} \), which is consistent since the highest frequency mode in the SSM has a period of roughly 330 ms. After conducting PCA on our training data, we found that the 3 leading configuration modes (6 modes in phase space) captured more than 95% of the variance in our dataset. Hence, we learn a cubic order, 6-D autonomous SSM parametrization described in (6) and its reduced dynamics (9) using the procedure in Section [III]. Lastly, we learn the control matrix by randomly sampling controls and then collect the resulting state transitions sampled at 10 ms.

Table [I] reports the mean-squared error tracking performance and average cumulative time to solve the QP for all trajectories at various controller parameters and time discretization of Equation (9). To enable real-time control, we seek control parameters such that the controller sampling time is at least an order of magnitude less than the solve time. Figures [3] and [4] depict simulation results for trajectories (1), (2), and (3) for controller parameters chosen to maximize performance while enabling real-time control.

These results show that our SSM-based MPC scheme outperforms the TPWL and the Koopman approach in tracking performance across all trajectories considered, for small enough time discretization. Thus, our approach exhibits superior generalizability to control tasks as shown in the above figures and tables. Due to the low dimensionality of our learned model, we can solve the SCP iterations quickly and the computational burden grows modestly as the MPC horizon increases. As shown in Table [I], the solve times for our approach are magnitudes lower than for the TPWL and Koopman-based methods, giving us more freedom to choose the controller parameters to enable real-time control.

Additionally, the SSMR approach offers several practical advantages over the alternatives. First, our SSM-based model exhibits good closed-loop performance at longer horizons and does not suffer from numerical conditioning issues that plague the Koopman approach. We found that at horizons \( N \geq 10 \), the Koopman QPs were no longer solvable, which is likely due to ill-condition of the Koopman matrices.

Second, our approach involves only two parameters: the order approximation and dimension of the manifold. Of these two, the dimension of the SSM is a property of the system dynamics, which can be inferred via a frequency analysis of the available data. The polynomial order of the SSM approximation controls the accuracy and the trade-off between generalization and overfitting. The size of the Koopman model grows rapidly with the number of observed states while the dimension of the projection basis for TPWL needs to be fairly large for acceptable closed-loop performance. In contrast, since off-manifold dynamics are sufficiently approximated by those on the SSM for closed-loop control, we can learn models of minimal size and tune the SSM order iteratively to increase model fidelity, as needed. This has considerable practical advantage over learning-based approaches where it is well-known that closed-loop performance is highly sensitive to choice of dictionary features, size, and regularization.

### VI. Conclusion and Future Work

In this work, we proposed a new data-driven approach for constructing control-oriented, reduced models of soft robots on spectral submanifolds. Using our approach, we can construct faithful, predictive, low-dimensional models which can be effectively used for real-time optimal control.
demonstrated that our SSM-based MPC scheme outperforms the state of the art significantly in both tracking error and computation time.

Hardware experiments are ongoing and their results will be reported in an updated manuscript. We also plan to extend our work to handle configuration-dependent actuation constraints which lead to dynamics with state-affine control. Lastly, we plan to estimate errors arising from SSM approximation a priori and derive error bounds for constraint-tightening control schemes in an MPC framework.
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