Detecting violations of macrorealism when the original Leggett-Garg inequalities are satisfied
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Macrocscopic realism (MR) is the notion that a time-evolving system possesses definite properties, irrespective of past or future measurements. Quantum mechanical theories can, however, produce violations of MR. Most research to date has focused on a single set of conditions for MR, the Leggett-Garg inequalities (LGIs), and on a single data set, the “standard data set”, which consists of single-time averages and second-order correlators of a dichotomic variable $Q$ for three times. However, if such conditions are all satisfied, then where is the quantum behavior? In this paper, we provide an answer to this question by considering expanded data sets obtained from finer-grained measurements and MR conditions on those sets. We consider three different situations in which there are violations of MR that go undetected by the standard LGIs. First, we explore higher-order LGIs on a data set involving third- and fourth-order correlators, using a spin-1/2 and spin-1 system. Second, we explore the pentagon inequalities (P5s) and a data set consisting of all possible averages and second-order correlators for measurements of $Q$ at five times. Third, we explore the LGIs for a trichotomic variable and measurements made with a trichotomic operator to, again, identify violations for a spin-1 system beyond those seen with a single dichotomic variable. We also explore the regimes in which combinations of two and three-time LGIs can be satisfied and violated in a spin-1 system, extending recent work. We discuss the possible experimental implementation of all the above results.

I. INTRODUCTION

Detecting quantum behavior is necessary for studying the persistence of quantum coherence to the macroscopic domain [1], and for identifying quantum effects for the development of new technologies [2, 3]. The first tests for detecting such behavior [4] required an entangled bipartite system that is sufficiently separated to rule out communication before measurement [5, 6]. These tests have practical limitations, due to the distance needed, and theoretical limitations, since not all quantum systems are entangled. Leggett and Garg addressed these limitations by proposing a test that does not require an entangled system [7, 8]. In doing so, they defined macroscopic realism (MR) - the notion stating that a time-evolving system possesses definite properties irrespective of past or future measurements (see Ref. [9] for a discussion on different types of MR). They derived a set of conditions, the original Leggett-Garg inequalities (LGIs) [10], which if violated would imply a violation of MR, and thus, non-classical behavior.

Leggett and Garg’s conditions are defined for a particular data set, which we will refer to as the standard data set. The standard data set consists of measurements made with a dichotomic observable, $Q = \pm 1$, at three times, $t_i$, in which the expectation value at different times, $\langle Q(t_i) \rangle$, and the second-order correlators, $C_{ij} = \langle Q_i Q_j \rangle$, for each pair of times are measured. The three-time LGIs (LG3s) [7]:

$$1 + s_1 s_2 C_{12} + s_2 s_3 C_{23} + s_1 s_3 C_{13} \geq 0, \quad (1.1)$$

where $s_i = \{\pm 1\}$ are the measured outcome at $t_i$, provide necessary conditions to satisfy for MR for the standard data set. These conditions are made sufficient for the standard data set if one includes the two-time LGIs (LG2s) [17–20]:

$$1 + s_i \langle Q_i \rangle + s_j \langle Q_j \rangle + s_i s_j C_{ij} \geq 0, \quad (1.2)$$

for each pair of times $ij = 12, 23, 13$. We will refer to the LG2s and LG3s together as the LGIs.

In this paper we address a limitation in the LGIs by asking the question - Do systems exist which satisfy the
LGIs, Eq. (1.1) and (1.2), but violate MR? If so, what are they? The standard data set provides a very coarse-grained description of a physical system. When the LGIs are satisfied, no quantum behavior is detected. However, if the system does in-fact demonstrate quantum behavior, what else do we need to measure to find it? A natural avenue to explore then are measurements of expanded data sets that provide a finer-grained description of the system. It is both timely and important to address these questions given the LGIs growing use as indicators of quantum behavior in a number of fields [21–24].

We, therefore, investigate a number of different previously proposed conditions for MR which go beyond the standard data set in three ways: they include third and fourth-order correlators [25], four or five measurements times [26, 27], and many-valued variables [28]. These conditions will be considered in conjunction with the LG2s and LG3s for the standard data set. Our aim is to explore these sets of conditions for wide parameter ranges for experimentally measurable systems that will be relevant to future experimental tests. The regimes that we are interested in finding are those in which the various conditions for the expanded data sets are violated but the LG2s and the LG3s for the standard data set are satisfied. These regimes will demonstrate the aforementioned quantum behavior not detected by the LG conditions involving the standard data set.

From a quantum-mechanical perspective, violations of any MR condition signal the presence of sufficiently large interference terms. This perspective has been analyzed in some detail in Ref. [28] (See also [29–32]). For the LG2s, the interference terms are proportional to the difference between \(\langle Q_i \rangle\) and \(\langle Q_i^M \rangle\), where the latter denotes the average of \(Q_i\) in the presence of an earlier measurement that has been summed out. Similarly for the LG3s, the interference terms are proportional to the difference between \(C_{ij}\) and \(C_{ij}^M\), where \(M\) denotes the presence of an earlier or intermediate measurement. The LGIs are the conditions that these interference terms are sufficiently small. There is also a link here to no-signaling in time (NSIT) conditions – the requirement that the probabilities for certain sets of sequential measurements are unaffected by the presence of earlier or intermediate measurements [18, 19, 33, 34]. We will discuss this in more detail in what follows.

The MR conditions for extended data that we explore can be violated in two ways. First, the violations arise from the presence of new types of interference terms that are not seen with dichotomic measurements at two and three times. Second, they arise from the MR condition for the extended data sets depending on the same interferences terms as the LGIs, but in a different manner.

In Sec. II, we consider data sets that include the third- and fourth-order correlators, \(D_{123} = \langle Q_1 Q_2 Q_3 \rangle\) and \(E_{1234} = \langle Q_1 Q_2 Q_3 Q_4 \rangle\) [25]. We give the MR conditions for the data sets including these higher order correlators and determine the largest possible violation quantum theory can produce. We identify regimes in which the higher order conditions are violated but the LGIs are satisfied, for both a spin-\(\frac{1}{2}\) and spin-1 system.

In Sec. III, we consider a data set consisting of the averages and second-order correlators for five times. The usual LGIs will involve different cycles of five correlators. However, there exist conditions, called the pentagon inequalities (PIs) [26, 27], which contain the full set of ten correlators (Mathematically these conditions are related to polytope constructions, see for example Ref. [35, 36]). We find that the PIs can be violated when the LG3s are satisfied for a spin-\(\frac{3}{2}\) system and when the LGIs are satisfied for a four- or five-level system.

In Sec. IV, we consider data sets involving measurements of a trichotomic operator on a three-level system. The MR conditions explored here are the two and three-time LG conditions for many-valued variables derived in Ref. [28]. Using a spin-1 system, we find that these conditions for a trichotomic variable detect violations of MR that go undetected by the standard LGIs for a single dichotomic variable. We also take advantage of the spin-1 formalism we have set up to explore the relationship between two, three, and four-time LGIs, building on the exploration for the spin-\(\frac{1}{2}\) case carried out in Ref. [17]. This falls outside the main theme of this paper so this material is described in the supplementary materials section. Finally, we summarize our results in Sec. V. Table I provides a brief overview of the data sets that are explored. These data sets and MR conditions may be unfamiliar to readers who are familiar with the usual LGIs. So, for perspective, in Table II, in Appendix A, we give a comprehensive list of a wide range of data sets and their MR conditions. Furthermore, in Appendix B we sketch the connection with the NSIT conditions alluded to above, which give an alternative way of identifying the interference terms responsible for MR violations.

To maintain the focus on the main theme of the paper, many technical details have been relegated to a further series of appendices (Appendix C to F). Furthermore, the details of the numerical searches used to find the regimes of interest in the paper are provided in the Supplemental Material [37]. Each section instead presents examples found via these searches.

Although the LG approach [7, 8] was originally motivated by a desire to investigate quantum coherence at the
macroscopic scale (and there have been some interesting recent developments in this [11]), many theoretical and experimental works on the LG inequalities do not venture very far beyond the microscopic and the present work is no exception in this. However, the types of MR tests discussed here are readily extended to systems which could be potentially macroscopic, e.g. the systems described by continuous variables discussed in two recent papers [38, 39], and this is an interesting avenue for future work. Furthermore, since many microscopic systems can have wide parameters ranges in which certain LG inequalities are satisfied, LG tests have often been usefully employed in such systems to determine where the truly quantum behavior lies (and this is indeed what we do here).

A second key aspect of LG tests not emphasized so far is the importance of non-invasive measurements in the measurements of the correlators (at two times or more), in order to rule out the possibility that MR violations can be explained purely using the invasive effects of measurements [40, 41]. Non-invasiveness is typically accomplished in LG tests using ideal negative measurements [7, 8]. Refinements of the ideal negative measurement procedure, applicable to more complicated situations like higher order correlators, have been proposed [25]. Different types of non-invasive measurement procedures have also been proposed [42] and experimentally implemented [17]. In what follows, we are assuming that any experimental tests of the MR conditions discussed here will employ some of these non-invasive measurement techniques.

II. DATA SETS WITH HIGHER-ORDER CORRELATORS

A. Conditions for MR - higher-order LGIs

The first expanded data set that we consider includes higher-order correlators. Conditions for MR involving all possible correlators for \( n \)-measurement times were proposed in Ref. [25] (see also Ref. [43, 44]). The candidate joint probability for performing a measurement of operators \( Q_1, Q_2, \ldots, Q_n \) and returning the outcome \( s_1, s_2, \ldots, s_n \) must exist for a macrorealistic theory [25] and has the form

\[
p(s_1, s_2, \ldots, s_n) = \frac{1}{2^n} \langle 1 + s_i Q_i \rangle \geq 0. \tag{2.1}
\]

Eq. (2.1), for all outcomes, forms a set of necessary and sufficient conditions for MR for the data set in which all possible correlators are fixed. We will refer to these conditions as the higher order LGIs.

We consider the \( n = 3 \) and 4 cases of the higher order LGIs. For \( n = 3 \), measurements are done in seven separate experiments to determine all possible correlators for up to three times. These values are then used to test the 3rd-order LGIs which, from Eq. (2.1), take the form,

\[
p(s_1, s_2, s_3) = \frac{1}{8} \langle 1 + s_1 Q_1 + s_2 Q_2 + s_3 Q_3 \rangle + s_1 s_2 C_{12} + s_2 s_3 C_{23} + s_3 s_1 C_{13} + s_1 s_2 s_3 D_{123} \geq 0. \tag{2.2}
\]

A similar process for the 4th-order LGIs gives,

\[
p(s_1, s_2, s_3, s_4) = \frac{1}{16} \langle 1 + \sum_i s_i Q_i \rangle + \sum_{i<j} s_i s_j C_{ij} + \sum_{i<j<k} s_i s_j s_k D_{ijk} + s_1 s_2 s_3 s_4 E_{1234} \geq 0. \tag{2.3}
\]

Note that the correlators take a different form in a MR model and a quantum mechanical model. The same symbol however, e.g. \( C_{12} \), is used for both models. To detect a violation of MR, the calculations must be done using the form according to quantum mechanics. However, what an experimentalist will measure in a lab is independent of this choice.

For measurements of a dichotomic operators, the LGIs, in quantum theory, have a lower bound of \(-\frac{1}{2}\), the so-called Lüders bound [43, 45–48]. Similarly, the 3rd-order LGIs have lower bound of \(-1\) and the 4th-order LGIs have lower bound of \(-2\). A proof of the Lüders bound for the 3rd and 4th-order LGIs is given in Appendix C.

When performing projective measurements, the quantum analog of the two-time correlator is [40]

\[
C_{ij} = \frac{1}{2} \langle \{ \hat{Q}_i, \hat{Q}_j \} \rangle. \tag{2.4}
\]

The same procedure used to determine Eq.(2.4) can, as shown in in Appendix D, be used to find the forms of the next two higher-order correlators. These are

\[
D_{ijk} = \frac{1}{4} \langle \{ \{ \hat{Q}_i, \{ \hat{Q}_j, \hat{Q}_k \} \} \rangle \tag{2.5}
\]

\[
E_{ijkl} = \frac{1}{8} \langle \{ \{ \{ \hat{Q}_i, \{ \hat{Q}_j, \{ \hat{Q}_k, \hat{Q}_l \} \} \} \} \rangle, \tag{2.6}
\]

and they highlight a pattern in the correlators form.

It is useful to clarify here the difference between, for example, the 3rd-order LGIs and the LGIs for the standard data set. The LGIs are necessary and sufficient conditions that there exist some joint probability distribution \( p(s_1, s_2, s_3) \) that matches the data set consisting of the \( \langle Q_i \rangle \) and \( C_{ij} \) [18–20]. That is, there exists some value for the unmeasured third order correlator for which \( p(s_1, s_2, s_3) \) is non-negative. By contrast, the 3rd-order LGIs includes a measurement of the third-order correlators and then tests whether \( p(s_1, s_2, s_3) \) is non-negative.

The third order LGIs detect for both the presence of interference terms already present in the LG2s and LG3s (but here in a new combination), and also for the presence
of a new interference term not seen in the lower order tests. This is described in Appendix B.

Although the LG2s and LG3s may be satisfied or violated independently, their relationship with the 3rd-order LGIs is more restricted. If the 3rd-order LGIs hold then both the LG2s and LG3s must hold since the 3rd-order LGIs explicitly provide an underlying joint three-time probability. However, the LG2s and LG3s may hold even if the 3rd-order LGIs are violated. The same is true for the LG2s and LG3s relationship with the 4th-order LGIs.

In this section, we perform three different searches to find the regimes in which

1. The LG2s and LG3s are satisfied but the 3rd-order LGIs are violated.
2. The LG2s and LG3s are satisfied but the 4th-order LGIs are violated.
3. All the 3rd-order conditions are satisfied and the 4th-order LGIs are violated.

In Sec. II B we present an analytical solution for finding the first regime for a spin-1/2 system. In Sec. II C we use a numerical search to find all three regimes for a spin-1/2 system. The spin-1/2 system is very simple and the form of the correlators is not representative of more general examples. We therefore, repeat the first two searches for the more complicated case of a spin-1 system.

### B. Analytic examples

Consider a spin-1/2 system that is measured with a dichotomic operator $\hat{Q} = \vec{c} \cdot \vec{\sigma}$, where $\vec{c}$ is a unit vector and $\vec{\sigma}$ is the Pauli vector, that is in the initial state

$$\rho = \frac{1}{2}(I + \vec{v} \cdot \vec{\sigma}),$$

where $\vec{v} \cdot \vec{v} \leq 1$ and the equality holds for pure states. We define $\vec{c}_i$ such that $\hat{Q}_i = e^{iHt}\hat{Q}e^{-iHt} \equiv \vec{c}_i \cdot \vec{\sigma}$, so $\vec{c}_i$ is a unit vector and a function of $\vec{c}, H$ and $t$. We find then,

$$\langle \hat{Q}_i \rangle = \vec{c}_i \cdot \vec{v}$$
$$C_{ij} = \vec{c}_i \cdot \vec{c}_j$$
$$D_{ijk} = (\vec{c}_i \cdot \vec{c}_k)(\vec{c}_j \cdot \vec{v})$$
$$E_{ijkl} = (\vec{c}_i \cdot \vec{c}_l)(\vec{c}_k \cdot \vec{c}_j)$$

We find then that, in the spin-1/2 model, the higher-order correlators are products of the lower ones, $D_{ijk} = \langle Q_i \rangle C_{jk}$ and $E_{ijkl} = C_{ij} C_{kl}$ (This simple form does not persist to the spin-1 case, as we will show).

The MR conditions for three times can thus be written in simpler forms. The LG2s can then be written as

$$1 + s_i \vec{c}_i \cdot \vec{v} + s_j \vec{c}_j \cdot \vec{v} + s_i s_j \vec{c}_i \cdot \vec{c}_j \geq 0$$

$$\langle \vec{v} \rangle + s_i \vec{c}_i + s_j \vec{c}_j \rangle^2 \geq 1,$$

for each pair of times and the LG3s can be written as

$$1 + s_i s_2 c_1 \cdot \vec{c}_2 + s_2 s_3 c_2 \cdot \vec{c}_3 + s_1 s_3 c_1 \cdot \vec{c}_3 \geq 0$$

$$s_i c_1 + s_2 c_2 + s_3 c_3 \rangle^2 \geq 1.$$

Note that Eqs. (2.12) and (2.12) are the same equation written in two different ways and likewise for Eqs. (2.14) and (2.15). The second form in both cases being a more convenient way for spotting regimes in which the inequalities are satisfied. Furthermore, the 3rd-order LGIs can be written as,

$$1 + s_i \vec{c}_i \cdot \vec{v} + s_2 \vec{c}_2 \cdot \vec{v} + s_3 \vec{c}_3 \cdot \vec{v}$$

$$s_1 s_2 \vec{c}_1 \cdot \vec{c}_2 + s_2 s_3 \vec{c}_2 \cdot \vec{c}_3 + s_1 s_3 \vec{c}_1 \cdot \vec{c}_3$$

$$s_1 s_2 s_3 \langle \vec{c}_1 \cdot \vec{v} \rangle \langle \vec{c}_2 \cdot \vec{c}_3 \rangle \geq 0.$$
ment, not freely chosen, we find the value $D_{123} = (c_1 v)^2$ in this case, which can take values other than 1, and the third order condition is then violated even though the LG2s and LG3s are satisfied.

C. Higher-order LGI violations in spin-$\frac{1}{2}$ and spin-1 models

We now find all three regimes of interest outlined in Sec. II A via a numerical search. We consider here a more specific spin-$\frac{1}{2}$ model, one in which the Hamiltonian is $\omega \sigma_x/2$ and the dichotomic operator is $\hat{\sigma}_z$. We thus find,

$$\langle \hat{Q}_i \rangle = v_z \cos(\omega t_i) + v_y \sin(\omega t_i)$$ (2.20)

$$C_{ij} = \cos(\omega (t_j - t_i)).$$ (2.21)

$$D_{ijk} = \cos(\omega(t_k - t_j))(v_z \cos(\omega t_i) + v_y \sin(\omega t_i))$$ (2.22)

$$E_{ijkl} = \cos(\omega(t_j - t_i)) \cos(\omega(t_l - t_k)).$$ (2.23)

Fig. 2 presents examples of the three regimes explored in this section. The examples chosen highlight how easily and trivially the LG2s and LG3s are satisfied but the higher-order conditions are violated. For example, for the parameters in Fig. 2a we have that $\langle \hat{Q}_1 \rangle = \langle \hat{Q}_2 \rangle = 0, \langle \hat{Q}_3 \rangle = \frac{1}{\sqrt{2}} \sin(\omega t_3), C_{12} = -1, C_{13} = C_{23} = \cos(\omega t_3)$, and $D_{123} = 0$. The LG2 for $t_1, t_2$ reduces to $1 - s_1 s_2 \geq 0$ and is always satisfied. The remaining two LG2s become

$$1 + \frac{s_3}{\sqrt{2}} \sin(\omega t_3) + s_1 s_3 \cos(\omega t_3) \geq 0,$$ (2.24)

$$1 + \frac{s_3}{\sqrt{2}} \sin(\omega t_3) - s_2 s_3 \cos(\omega t_3) \geq 0,$$ (2.25)

which are always satisfied for $2\pi - 2 \arctan(\sqrt{2}) \leq \omega t_3 \leq 2\pi - 2 \arctan\left(\frac{1}{\sqrt{2}}\right)$, which is a region centred at $\frac{5\pi}{2}$. The LG3s for these correlators become

$$1 - s_1 s_2 + s_3 \cos(\omega t_3)(s_1 - s_2) \geq 0,$$ (2.26)

which equals either 0, $1 + \cos(\omega t_3)$, or $1 - \cos(\omega t_3)$, all of which are always satisfied. The 3rd-order LGIs become

$$1 - s_1 s_2 + \frac{s_3}{\sqrt{2}} \sin(\omega t_3) + s_3 \cos(\omega t_3)(s_1 - s_2) \geq 0.$$ (2.27)

Which for all $s_i = \pm 1$ has a local minimum which is negative at $\omega t_3 = 3\pi/2$. We thus find a regime in which the 3rd-order LGIs are violated and the LG2s and LG3s are satisfied. This regime was found for a system which can easily detected with a nuclear magnetic resonance (NMR) spectrometer. LGIs tests have been done with NMR for different two-level [50, 51] and three-level systems [52].

III. DATA SETS WITH ADDITIONAL MEASUREMENT TIMES

A. Conditions for MR - the pentagon inequalities

The second expanded data set that we consider involves measurements of the averages and second-order correlators at more than three times. These conditions were first proposed in Ref. [26] for the $n = 5$ case and then generalized for $n$ measurements in Ref. [27] to the following conditions,

$$n + 2 \sum_{i>j}^n s_i s_j C_{ij} \geq \begin{cases} 1 & \text{if } n \text{ odd}, \\ 0 & \text{if } n \text{ even}. \end{cases}$$ (3.1)
For \( n = 3 \), Eq. (3.1) takes the form of the LG3s. For \( n = 4 \), Eq. (3.1) takes the form of
\[
2 + \sum_{i>j}^n s_i s_j C_{ij} \geq 0. \tag{3.2}
\]
However, Eq. (3.2) can be written as an average of four sets of LG3s in this case. (Note that these conditions for the \( n = 4 \) case involve all six of the possible correlators, so are different to the usual four-time LG inequalities, which involve a cycle of four correlators chosen from the six). For the \( n = 5 \) case, Eq. (3.1) again takes the form of Eq. (3.2). However, as shown in Ref. [26], these conditions cannot be written as averages of LG3s in this case. Thus, it is only for \( n \geq 5 \) that conditions of this form could be stronger than the LG3s.

For the \( n = 5 \) case, Eq. (3.2) is known as the pentagon inequalities (PIs) [26]. For the data set that consists of the five averages and a cycle of five \( C_{ij} \), the necessary and sufficient conditions for MR are the LG2s and five-time LGIs (LG5s) for the given cycle. If the data set expands to all ten \( C_{ij} \), the necessary and sufficient conditions are the set of all possible LG2s, LG3s, and PIs [27].

Regimes in which the LG3s and PIs were violated/satisfied was first explored in Ref. [26]. It was found to be impossible to violate the PIs and satisfy the LG3s for a spin-\( \frac{1}{2} \) system with equal time spacing between measurements. A modified situation was then investigated in which a dephasing gate was applied as an intermediate measurement between certain pairs of times in some, but not all, experiments. This modifies the correlators in some experiments and yields a PI violation with the LG3s satisfied. This is a natural avenue to investigate on the grounds that such a procedure makes no difference from the macrorealistic point of view. However, the decoherence procedure was applied differently across experiments - for example, it was applied in the measurement of \( C_{13} \) but not \( C_{14} \). It would clearly be more desirable to avoid this feature.

A natural question then is - what is it that PI violations are detecting from a quantum-mechanical perspective? The PI can be violated when the LGIs are satisfied either from the presence of five-time interference terms, not detected by the LGIs, or by the combination of interferences at two and three times that are not large enough to produce LG2 and LG3 violations (This is discussed in Appendix B).

In the remainder of this section, we give two examples of PI violations. The first is found via a numerical search for spin models of spin-\( \frac{1}{2}, 1 \) and \( \frac{3}{2} \). For the spin-\( \frac{1}{2} \) model, we find a significant regime in which the PIs are violated and all LG3s are satisfied. However, the LG2s were not satisfied in this case. This is not a significant shortcoming since the LG2s detect interferences which are, in general, independent of the interferences causing PI violations. None-the-less, we then give a second example, using an analytic model for a five-level system with a specially constructed Hamiltonian, where the PIs are maximally violated and all possible LG2s and LG3s are satisfied. We then find that a similar construction can be done for a four-level system.

B. Form of the Correlators and PI violations in a spin-\( \frac{1}{2} \) models

Consider a dichotomic variable defined for a system with \( N \)-levels (note that \( N \) should not be confused with \( n \), which denotes the number of measurements). A convenient set of such dichotomic variables to work with are those of the form,
\[
\hat{Q}_i = 1 - 2 |v_i| \langle A | \psi \rangle \tag{3.3}
\]
for some state \( |A \rangle \), for which there are \( N \) choices. (For \( N \geq 4 \), this is not the only possible form). The time evolution of \( \hat{Q} \) then boils down to the time-evolution of \( |A \rangle \). Thus, for \( |v_i \rangle \equiv e^{-i\mathcal{H} t} |A \rangle \), we have
\[
\hat{Q}_i = 1 - 2 |v_i| \langle v_i | v_i \rangle \langle v_i | v_i \rangle \quad \text{(3.4)}
\]

The averages and second order correlators are then,
\[
\langle \hat{Q}_i \rangle = 1 - 2 |\langle \psi | v_i \rangle|^2 \tag{3.5}
\]
\[
C_{ij} = 1 - 2 |\langle \psi | v_i \rangle|^2 - 2 |\langle \psi | v_j \rangle|^2 + 4 \text{Re}(\langle \psi | v_i \rangle \langle v_i | v_j \rangle \langle v_j | \psi \rangle), \tag{3.6}
\]
where \( |\psi \rangle \) is the initial state. Eq. (3.6) is found using \( C_{ij} = \text{Re}(\langle \psi | \hat{Q}_i \hat{Q}_j | \psi \rangle) \) (which follows from Eq. (2.4)).

For experimental feasibility, an analysis with a fixed Hamiltonian is useful. We write our Hamiltonian generally as \( \mathcal{H} = \sum_n \mathcal{E}_n |\mathcal{E}_n \rangle \langle \mathcal{E}_n| \), where \( \mathcal{E}_n \) and \( |\mathcal{E}_n \rangle \) are the eigenvalues and orthonormal eigenvectors. Thus the unit vectors \( |v_i \rangle \) which can arise in a physical model are
\[
|v_i \rangle = \sum_n e^{-i\mathcal{E}_n t_i} |\mathcal{E}_n \rangle \langle \mathcal{E}_n| A \rangle. \tag{3.7}
\]

The Hamiltonian that we will initially be considering is that of a \( N \)-level spin system, \( \mathcal{H} = \omega \sigma_{x}^{(N)} / 2 \) [53], where \( \sigma_{x}^{(N)} \) is the \( N \)-level Pauli-\( x \) matrix. We find that a regime in which the LG3s are satisfied and the PIs are violated does exist for a spin-\( \frac{3}{2} \) system, as shown in Fig. 3.

C. Analytic examples in four and five-level systems

Our second set of examples consists of analytically tractable models in four and five Hilbert space dimensions. In these models, the state and Hamiltonian are chosen such that all the correlators \( C_{ij} \) are equal and all the averages \( \langle \hat{Q}_i \rangle \) are equal. In this case, if the correlators all lie in the range \(-\frac{1}{3} \leq C_{ij} < -\frac{1}{7} \), then the PIs are violated and all LG3s are satisfied. The LG2s are then also satisfied if \( \langle \hat{Q}_i \rangle \geq -\frac{1}{3} \).
We achieve the desired ranges of $-1/3 \leq C_{ij} < -1/5$ and $\langle \hat{Q}_i \rangle \geq -\frac{1}{6}$ by choosing alpha to be in the range $[\frac{1}{12}, \frac{9}{4}]$. Here we choose $\alpha = 3/8$, which is achievable according to Eq. (3.10). For this choice, the PI with all plus signs is violated and reaches the maximum violation of $-\frac{1}{2}$.

This regime is also physically realizable. Consider the unitary evolution,

$$\hat{U} = |e_1\rangle\langle e_2| + |e_2\rangle\langle e_3| + |e_3\rangle\langle e_4| + |e_4\rangle\langle e_5| + |e_5\rangle\langle e_1|,$$

which cycles between $|v_i\rangle$. We can then write $\hat{U} = e^{-i\hat{H}t}$ and solve for $\hat{H}$. Since the eigenstates of $\hat{U}$ are,

$$|\xi_k\rangle = \frac{1}{\sqrt{5}} \sum_i e^{i2\pi kn/5} |e_i\rangle,$$

we can construct the following time-independent Hamiltonian which implements the desired transformation,

$$\hat{H} = \sum_k \frac{2\pi k}{5} |\xi_k\rangle\langle\xi_k|.$$ (3.16)

A system with such a Hamiltonian can be experimentally implemented and measured using a programmable quantum device [3]. Trapped-ion [54] or superconducting qubit systems [55] could be used for such a test.

A similar construction also works for $N = 4$. Consider the four vectors

$$|v_i\rangle = e^{i\phi} \cos \theta |e_i\rangle + \frac{1}{\sqrt{3}} e^{-i\phi} \sin \theta \sum_{j \neq i}^5 |e_j\rangle,$$ (3.17)

for $i = 2, 3, 4, 5$. We find then that the overlap between each of these four vectors is

$$\alpha = \langle v_i | v_j \rangle = \frac{2}{3} \sin^2 \theta + \frac{1}{\sqrt{3}} \sin(2\theta) \cos(2\phi).$$ (3.18)

By choosing our initial state and $|v_1\rangle$ to be,

$$|\psi\rangle = |v_1\rangle = \frac{1}{2\sqrt{1 + 3\alpha}} \sum_{i=2}^5 |v_i\rangle,$$ (3.19)

we find that

$$\langle v_1 | v_j \rangle = \frac{1}{2} \sqrt{1 + 3\alpha}. \quad (3.20)$$

We find, from Eq. (3.6), that the correlators for $i, j = 2, 3, 4, 5$ are

$$C_{ij} = -2\alpha + 3\alpha^2,$$ (3.21)

and for $j = 2, 3, 4, 5$ are

$$C_{1j} = -\frac{1}{2} + \frac{3}{2} \alpha. \quad (3.22)$$

Both types of correlator take the value $-1/4$ at $\alpha =
1/6, hence all the LG3s are robustly satisfied and the PIs achieve their maximum violation. From Eq. (3.5), we find the single time averages are

$$\langle Q_i \rangle = \frac{1}{2} - \frac{3}{2}\alpha = -C_{1i} \quad (3.23)$$

for \( i = 2, 3, 4, 5 \) and \( \langle Q_1 \rangle = -1 \). This means that all the LG2s are also satisfied for \( \alpha = 1/6 \). However, in the case of the LG2s involving \( \langle Q_1 \rangle \), they are right on the boundary (i.e., some of them are zero). This means the LG2s are not satisfied as robustly as in the \( N = 5 \) model (although this can often be fixed by including a small amount of decoherence). Nevertheless we have again found the desired regime for a model with \( N = 4 \).

A similar approach as in the \( N = 5 \) case can be used to experimentally test this regime with a programmable quantum device.

IV. DATA SETS WITH MANY-VALUED VARIABLES

The final extended data set we consider is the extension from measurements of a single dichotomic variable at two and three times to that of a trichotomic variable in a three-level system. We therefore consider a system with orthogonal states \(|A\rangle, |B\rangle, |C\rangle\). In the standard data set, we would consider measurements, at each time, of just one of the three possible dichotomic variables, \( Q = 1 - 2|A\rangle\langle A|; R = 1 - 2|B\rangle\langle B|; S = 1 - 2|C\rangle\langle C|\). Each of these variables alone determines whether the system is, or is not, in a given state, but since there are three states, it gives an incomplete account of the full set of possibilities.

A more complete account is obtained using a trichotomic variable which gives full information as to which state the system is in. An example of such a trichotomic variable is \(|A\rangle\langle A| - |C\rangle\langle C|\), which has eigenvalues \(+1, 0, -1\). However, it turns out to be more convenient to describe the system using the set of three dichotomic variables given above. They clearly satisfy \( Q + R + S = -1 \), so are not independent which means that any two suffice, but the use of all three permits the relevant LG inequalities to be written down in a form similar to the dichotomic case.

The extended data set for this system consists of the nine averages \( \langle X_i \rangle \) at three times, \( i = 1, 2, 3 \), and the twenty-seven correlators of the form \( \langle X_i X_j \rangle \), where each \( X_i \) may be taken to be \( Q_i, R_i \) or \( S_i \). The number of averages and correlators that need to be measured is of course reduced, as a result of the relation above between \( Q, R, S \). The necessary and sufficient conditions for this data set for measurements at two and three times were given in Ref. [28]. They consist of the nine LG2s,

$$1 + \langle X_1 \rangle + \langle X_2 \rangle + \langle X_1 X_2 \rangle \geq 0 \quad (4.1)$$

plus two more sets of nine each at times \( t_2, t_3 \) and \( t_1, t_3 \), and the twenty-seven LG3s:

$$1 + \langle X_1 X_2 \rangle + \langle X_2 X_3 \rangle + \langle X_1 X_3 \rangle \geq 0 \quad (4.2)$$

By searching over the states of a simple spin-1 model (described in Appendix E.2) we find a regime in which the LG2s and LG3s for the standard data set with a single dichotomic variable in a three-level system are satisfied, but the above LG2s and LG3s for the extended data set of the trichotomic case can be violated. The dichotomic variable chosen here is \( \hat{Q} \). An example of such a regime is presented in Fig. 4. Similar to the discussion in Sec. II, such a regime can be tested using an NMR system.

We also take advantage of the spin-1 formalism we have set up to carry out an exploration of the relationship between two, three and four time LGIs, building on the exploration for the spin-1/2 case carried out in Ref. [17]. This however is not in-line with the main theme of the paper and is instead included in the Supplemental Material [37].

Like the MR conditions discussed in the previous two sections, there is a story for MR conditions on many-valued variables about interferences and NSIT conditions similar to that discussed in Appendix B. However, this is largely covered in an earlier work [28] so will not be repeated here.

V. CONCLUSION

In this paper, we investigated a limitation in the LGIs by asking the question of whether systems exist that satisfy the LGIs but violate MR. We answered this question affirmatively and provided physical examples.

First, we considered data sets that included the third- and fourth-order correlators, \( D_{123} = \langle Q_1 Q_2 Q_3 \rangle \) and

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig4.png}
\caption{An example of a spin-1 system which violate the LG3s for a trichotomic variable but not the dichotomic variables LG2s or LG3s. The minimum values of the LG2s, LG3s, and LG4s for a trichotomic variable are plotted as a function of \( \omega t_3 \) for the initial pure state \( \rho \) defined by \( \vec{a} = (0, 0, 1, 2, 1, 0, 0, -1)/3\sqrt{3} \) (see Eq. (E2)), with \( \omega t_1 = 0 \) and \( \omega t_2 = 3\pi/4 \). Similar to Fig. 3, the unpleasant looking changes in the LG3 and LG2 function are the result of them being the minimum of many different functions.}
\end{figure}
\[ E_{1234} = \langle Q_1 Q_2 Q_3 Q_4 \rangle \]. We derived the largest possible violations of the MR conditions for these data sets, i.e. the Lüders bounds. We then identified regimes in which the higher-order conditions were violated but the LGIs were satisfied, for both a spin-\( \frac{1}{2} \) and spin-1 system.

Second, we considered data sets consisting of the five averages, \( \langle Q_i \rangle \), and ten second-order correlators, \( C_{ij} \), for five times. In this case, the usual LGIs involve different cycles of five correlators. However, the pentagon inequalities (PIs) \[26, 27\] contain the full set of ten correlators and can detect interference terms that the LGIs cannot. We found that the PIs can be violated when the LG3s are satisfied for a three-level spin system and when the LGIs are satisfied for a five-level system.

Third, we considered data sets involving measurements of a trichotomic operator on a three-level system. The MR conditions explored here were the LG2s and LG3s for a trichotomic variable and LG3s \[28\]. Using a spin-1 system, we found that the LG2s and LG3s for a trichotomic variable detect violations of MR that the dichotomic LGIs cannot.

There exist a few natural extensions of this work. An immediate one, is the experimental tests of the systems identified that violate MR but satisfy the LGIs. A broader extension, is the refinement of the different protocols for detecting quantum behavior, such as protocols for certifying quantum components uniquely and device-independently \[56–58\], to be robust against case where the LGIs are satisfied but MR is still violate. A third extension of this work is identifying the relationship between the different MR conditions which have been discovered over the past decade (those explored in this paper \[18–20, 25–28\] as well as others \[33, 34\]). Such an investigation entails answering the questions of – Which conditions can be violated independently of others, which conditions are are strictly stronger than other, and what types of interference terms is each measuring?

Aside from this extension, this work also introduces broader questions that are of interest. For one, in this work we demonstrated that with more measurements times and with higher-level systems, it is possible to tease out finer interference terms and detect violations of MR. However, experimentally, both of these extensions will introduce more noise and thus hinder the detection of violations of MR. This then raises the question of whether there exist a noise threshold for MR, in which regardless of the number of measurement times or the levels of the system, a violation of MR is no longer possible. Conversely, we can also ask – With infinite measurement precision and zero noise, does there always exist a set of measurements which can detect a violation of MR? Both these questions are of clear theoretical interest.

Given the LGIs growing use as indicators of quantum behavior in different fields \[21–24\], it has become more important than ever to understand their limitations. Our results highlight where these limitations occur and provide practical solutions for when such limitations are met.
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Appendix A: Organizing the conditions for MR

The number of different data sets and MR conditions explored in Sec. II and III may be unfamiliar to many readers so here, to put them in context, we describe the variety of possibilities for measurements made at up to five times. This is at the expense of some repetition of the main text but for clarity it is useful to have all the explanation of the conditions in the same place. We consider first conditions for a single dichotomic variable. What follows is depicted in Table II which should be read in conjunction with the text.

At two times there is only one interesting possibility which is to measure the two averages \( \langle Q_1 \rangle \), \( \langle Q_2 \rangle \), and the correlator \( C_{12} \). The MR conditions are the LG2s, Eq. (1.2). In this case, the data set determines the underlying probability uniquely (it is proportional to the LG2s).

At three times, the standard approach is to determine the three averages \( \langle Q_i \rangle \) and three correlators \( C_{ij} \). The necessary and sufficient conditions for MR are the twelve LG2s and the four LG3s. These conditions ensure that that is some underlying three-time probability matching the data but does not determine it uniquely. This then leads to the second possibility which is to measure the third order correlator in addition to the standard data set. This determines the underlying probability uniquely, when it exists, and the third order condition Eq. (2.2) is precisely the condition that this probability is non-negative \[25\]. In this case, the LG2s and LG3s do not need to be imposed separately since they are implied by the third order condition.

At four times, there are six possible two-time correlators. The standard data set consists of any cycle of four correlators \( C_{ij} \), for example \( C_{12}, C_{23}, C_{34}, C_{41} \), plus the four averages \( \langle Q_i \rangle \) and the MR conditions consist of the eight LG4s for that cycle, together with the cycle of LG2s that contain these correlators. One could also consider a data set in which all six correlators are fixed. The MR conditions in this case turn out to be the set of all possible LG3s and LG2s \[27\] (Yet another option of course would be to fix five of the six correlators but the conditions in this case have not been worked out).

At four times, one also has the option of including third and fourth order correlators in the data set. Clearly there is quite a number of different choices of data sets here if only some of all the possible correlators are included. However, we focus only on the case in which all
TABLE II. An overview of the different necessary and sufficient conditions for MR which are discussed in this work for the different data sets, where \( n \) is the number of measurement times (See accompanying text in Appendix A). The different components of the data set are the expectation values of the operator \( Q \) at times \( t_i \), \( \langle Q \rangle \), and the second, third, and fourth-order correlators, which are denoted as \( C_{ij} \), \( D_{ijk} \), and \( E_{ijkl} \), respectively. In this work, the conditions explored are for a dichotomic variable in Sec. II and Sec. III, and for a trichotomic variable in Sec. IV. FTC denotes “for the cycle”.

possible third and fourth order correlators are included and the MR conditions are then the fourth order LGIs, which fix the underlying four-time probability uniquely, where it exists [25]. Again only the fourth order condition, Eq. (2.3), is needed here since it implies all lower order conditions. This general story concerning higher-order correlators is readily generalized to \( n \) times, but we do not consider higher-order correlators beyond \( n = 4 \).

At five times, there are ten two-time correlators. The standard data set sets of any cycle of five plus the five averages, and the MR conditions are the LG5s together with the LG2s for the chosen pairs of times. However, one could also consider fixing six, seven, eight, nine or ten two-time correlators. We focus in this paper on the case in which all ten are fixed. (The other cases have not been considered). The MR conditions are then the pentagon inequalities, together with all possible LG2s and LG3s [27].

For the trichotomic case considered in Sec. IV, the MR conditions considered are the more familiar LG2s, LG3s and LG4s, but extended to the case of many-valued variables, which as discussed, involves employing more than one dichotomic variable at each time obeying familiar-looking LG inequalities.

### Appendix B: Interference terms and no signaling in time conditions

As indicated in the Introduction, from a quantum-mechanical perspective LG violations arise due to the presence of interference terms and we now describe this in more detail for the specific MR conditions discussed in this paper, following Refs. [20, 28]. There is also a close relation between these interference terms and the no-signaling in time (NSIT) conditions [33, 34].

The NSIT condition at two times is the requirement that the quantity

\[
I(s_2) = p_2(s_2) - \sum_{s_1} p_{12}(s_1, s_2),
\]

is zero, where

\[
p_{12}(s_1, s_2) = \text{Tr}(P_{s_2}(t_2)P_{s_1}(t_1)\rho P_{s_1}(t_1))
\]

denotes the probability for a pair of sequential measurements of \( Q \) at times \( t_1, t_2 \) and \( p_2(s_2) \) denotes the probability of a single time measurement at \( t_2 \) with no earlier measurement. The NSIT condition is not satisfied when interferences are present so \( I(s_2) \) is a measure of interference. It has the explicit form

\[
I(s_2) = \frac{1}{4} \left( \langle \hat{Q}_2 \rangle - \langle \hat{Q}_2^{(1)} \rangle \right),
\]

where \( \langle \hat{Q}_2^{(1)} \rangle \) denotes the average of \( \hat{Q}_2 \) in the presence of an earlier measurement at \( t_1 \) which has been summed out. As show in Refs. [20, 28], the LG2 inequalities are violated when the interference term \( I(s_2) \) is sufficiently large.

NSIT conditions have been used [33, 34] to define a notion of macrorealism that is stronger than that considered here, in terms of LG inequalities. These different notions are compared in Refs. [18, 19]. Here we use the NSIT conditions as more refined detectors of interferences compared to the LG inequalities which can be used to home in on particular interference terms. Note also that they involve different types of measurements of the same systems – the NSIT conditions entail measurements in which everything is determined by a single experiment with sequential measurements but in the LG inequalities the results of a number of different experiments are combined.

At three times, a similar story arises. The interference terms that may cause violations of the LG3s are a linear...
combination of the terms \((C_{23} - C_{23}^{(1)})\) and \((C_{13} - C_{13}^{(2)})\), where here and in what follows \(C_{ij}^{(M)}\) denotes the correlator \(C_{ij}\) in the presence of an intermediate or earlier measurement at time or times numbered by \(M\). These interference terms may also be identified using three-time NSIT conditions, for example

\[
I(s_1, s_3) = p_{13}(s_1, s_3) - \sum_{s_2} p_{123}(s_1, s_2, s_3),
\]

since it is easily seen that

\[
C_{13} - C_{13}^{(2)} = \sum_{s_1s_3} s_1s_3 I(s_1, s_3).
\]

Consider now the third order LGI, Eq. (2.2) in Sec. II A. From the analysis in Ref. [28] it is readily seen that violations arise from a linear combination of the interference terms \((\langle \hat{Q}_3 - \langle \hat{Q}_3^{(12)} \rangle), (C_{23} - C_{23}^{(1)}), (C_{13} - C_{13}^{(2)})\) and \((\langle \hat{Q}_3 - \langle \hat{Q}_3^{(12)} \rangle)\). The first three are familiar already from the LG2s and LG3s, but the final term is a new one in comparison, which may also be expressed in terms of a NSIT condition:

\[
\langle \hat{Q}_3 \rangle - \langle \hat{Q}_3^{(12)} \rangle = \sum_{s_1s_2s_3} s_3 \left(p_3(s_3) - \sum_{s_1s_2} p_{123}(s_1, s_2, s_3)\right).
\]

Hence the violation comes from two different types of interference term – familiar ones arising in lower order LG inequalities plus a new one not seen at lower orders.

Turning now to the five-time models in Sec. III, for the conditions involving the pentagon inequalities, there are ten correlators and nine interference terms. The first two are the same as those for the LG3s, above. There are three of the form \((C_{14} - C_{14}^{(23)}\)) (plus two similar ones for \(C_{24}\) and \(C_{34}\)) and four of the form \((C_{15} - C_{15}^{(234)}\)) (plus three similar ones for \(C_{25}, C_{35}, C_{45}\)). The last four are clearly the most interesting since they cannot arise in any conditions at less than five times, so represent genuinely new features at five times. Again all these interference terms can be identified separately through NSIT conditions, as above.

For the models in Sec. IV involving many-valued variables, the analysis of interferences and NSIT conditions is similar to the LG3 case briefly summarized above, since the inequalities are phrased in terms of sets of dichotomic variables. However, there are also new possibilities arising from the fact that a dichotomic variable for a system of three or more levels can be measured in a number of different but macrorealistically equivalent ways which produces new types of interference terms \([43, 45–48]\). This is all reviewed in Ref. [28].

### Appendix C: Lüders bound for higher-order LGIs

Although LG inequalities of all the above types have algebraic lower bounds if the correlators could be chosen freely, quantum theory typically imposes restrictions on how big the violations can be, which are usually greater than the algebraic bound. The two and three-time LG inequalities given above have a lower bound of \(-1/2\) in quantum theory. This is the so-called Lüders bound \([43, 45–48]\) and is readily derived as follows. Suppose for example we consider the LG2 for times \(t_2, t_3\), we have

\[
1 + \langle \hat{Q}_2 \rangle + \langle \hat{Q}_3 \rangle + C_{23} = \frac{1}{2}((1 + \hat{Q}_2 + \hat{Q}_3)^2) - \frac{1}{2}
\]

from which the lower bound is established, with equality if and only if,

\[
(1 + \hat{Q}_2 + \hat{Q}_3)|\psi\rangle = 0.
\]

We now derive similar conditions for the third and fourth order LG inequalities given above.

The third order condition, Eq. (2.2), may be written as \((\bar{K})\), where the operator \(\bar{K}\) is given by

\[
\bar{K} = \hat{P}_1 \hat{B} + \hat{B} \hat{P}_1
\]

where \(\hat{P}_1\) is the projector \(\hat{P}_1 = (1 + \hat{Q}_1)/2\) and

\[
\hat{B} = \frac{1}{2}(\hat{Q}_2 + \hat{Q}_3 + 1)^2 - \frac{1}{2}.
\]

Intuitively one might expect that \((\bar{K})\) is most negative for a state \(|\phi\rangle\) which satisfies

\[
\hat{P}_1 |\phi\rangle = |\phi\rangle,
\]

\[
\hat{B} |\phi\rangle = \lambda |\phi\rangle,
\]

where \(\lambda\) is taken to be the most negative eigenvalue of \(\hat{B}\), which can clearly be no smaller than \(-\frac{1}{2}\). It follows then that

\[
\langle \bar{K} \rangle \geq -1.
\]

To prove this note that

\[
\langle \bar{K} \rangle = \langle \psi | \hat{P}_1 \hat{B} | \psi \rangle + \langle \psi | \hat{B} \hat{P}_1 | \psi \rangle,
\]

i.e. it is twice the real part of the overlap between the vectors \(\hat{B} |\psi\rangle\) and \(\hat{P}_1 |\psi\rangle\). This will achieve its most negative
value when the vectors satisfy
\[ \hat{B}|\psi\rangle = -\alpha \hat{P}_1|\psi\rangle, \quad (C10) \]
for some \( \alpha > 0 \). (This is reasonably obvious but can be shown more decisively in a few lines using normalized vectors). It then follows that
\[ \langle \hat{K} \rangle = -2\alpha \langle \psi|\hat{P}_1|\psi\rangle = 2\langle \psi|\hat{B}|\psi\rangle. \quad (C11) \]
This is bounded from below by \(-1\), with equality when Eq. (C7) holds and \( \lambda = -\frac{1}{2} \), its smallest possible value. This in turn implies that Eq. (C6) holds. This proves the result.

The extension to the fourth order case is readily accomplished from the observation that in the third order case we have
\[ \hat{K} = 2 \{\hat{P}_1, \{\hat{P}_2, \{\hat{P}_3, \hat{P}_1\}\}\}, \quad (C12) \]
where \( \hat{P}_i = (1 + \hat{Q}_i)/2 \), and we have therefore shown that this operator has lowest eigenvalue \(-1\). The fourth order condition Eq. (2.3) may be written in a similar form:
\[ \langle \hat{K}_{1234} \rangle \geq 0, \] where
\[ \hat{K}_{1234} = 2 \{\hat{P}_1, \{\hat{P}_2, \{\hat{P}_3, \hat{P}_4\}\}\}, \quad (C13) \]
and note that this may be rewritten as
\[ \hat{K}_{1234} = \hat{P}_1 \hat{K}_{234} + \hat{K}_{234} \hat{P}_1, \quad (C14) \]
where \( \hat{K}_{234} \) is the operator Eq.(C12) for the third order conditions at times \( t_2, t_3, t_4 \). We see that \( \langle \hat{K}_{1234} \rangle \) then has exactly the same mathematical form as Eq.(C9), with \( B \), whose lowest eigenvalue is \(-\frac{1}{2}\), replaced by \( \hat{K}_{234} \), whose lowest eigenvalue is \(-1\). It follows from an identical argument that
\[ \langle \hat{K}_{1234} \rangle \geq -2 \quad (C15) \]
with equality when \( \hat{P}_1|\psi\rangle = |\psi\rangle \) and when \( \hat{K}_{234}|\psi\rangle = -|\psi\rangle \) (which in turn holds when the conditions analogous to Eqs.(C7), (C6) hold). This established the Lüders bound for the fourth order case. The method of proof clearly generalizes to higher order cases.

**Appendix D: Correlators for projective measurements**

The second-order correlator, is defined classically as
\[ C_{ij} = \langle Q_i Q_j \rangle. \quad (D1) \]
In the quantum case, \( C_{ij} \) is determined from the two-time measurement probability \( p_{ij}(s_i, s_j) \), Eq. (B2), by [49, 51]
\[ C_{ij} = \sum_{s_i, s_j} s_i s_j p_{ij}(s_i, s_j), \quad (D2) \]
which is readily shown to yield
\[ C_{ij} = \frac{1}{2} \langle \hat{Q}_j \hat{Q}_i + \hat{Q}_i \hat{Q}_j \rangle. \quad (D3) \]
We now follow the same derivation used in Ref. [49] to find the form \( D_{ijk} \) to determine the form of \( D_{ijkl} \) and \( E_{ijkl} \) for a quantum system measured via projective measurements.

We first define \( P_{s_i}(t_i) \equiv (1 + \hat{Q}_i(t_i))/2 \) as the projector onto the \( s_i \) eigenstate of \( \hat{Q}_i \). In this derivation, and the following ones, we will make repeated use of the following two results,
\[ \sum_{s_i} s_i P_{s_i}(t_i) P_{s_i}(t_i) = \frac{1}{2} \langle \hat{Q}_i \rho + \rho \hat{Q}_i \rangle \quad (D4) \]
\[ \sum_{s_i} s_i P_{s_i}(t_i) \rho = \hat{Q}_i \rho. \quad (D5) \]
We find then that,
\[ D_{ijk} = \sum_{s_i, s_j, s_k} s_i s_j s_k \text{tr}[P_{s_k}(t_k) P_{s_j}(t_j) P_{s_i}(t_i) \rho P_{s_i}(t_i) P_{s_j}(t_j)] \quad (D6) \]
\[ = \sum_{s_i, s_j, s_k} s_i s_j s_k \text{tr}[P_{s_k}(t_k) P_{s_j}(t_j) P_{s_i}(t_i) \rho P_{s_i}(t_i) P_{s_j}(t_j)] \]
\[ = \frac{1}{4} \{ \{ \hat{Q}_i, \{ \hat{Q}_j, \hat{Q}_k \} \} \}. \quad (D7) \]
Note that this form for \( D_{ijk} \) was found earlier in Ref. [59], using a different approach. Similar to how the form of \( D_{ijk} \) follows from \( C_{ij} \), by applying an additional projection, the form of \( E_{ijkl} \) can readily be found to be,
\[ E_{ijkl} = \frac{1}{8} \{ \{ \hat{Q}_i, \{ \hat{Q}_j, \{ \hat{Q}_k, \hat{Q}_l \} \} \}. \quad (D8) \]

**Appendix E: Models for studying spin-1 systems**

In this Appendix we discuss two models for studying a spin-1 system. The first model, which is used in Sec. II, considers a dichotomic operator. The other model, which is used in Sec. IV, considers a trichotomic operator. In both cases the systems Hamiltonian is \( H = \omega \hat{S}_z \), where
\(\hat{\sigma}_x\) is the three-level Pauli-x matrix,

\[
\hat{H} = \frac{\omega}{2\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}.
\] (E1)

As well, the general initial state for the three-level system is parameterized as [60],

\[
\rho = \begin{pmatrix}
\frac{1}{3} + a_3 + \frac{a_6}{\sqrt{3}} & a_1 - ia_2 & a_4 + ia_5 \\
a_1 + ia_2 & \frac{1}{3} - a_3 + \frac{a_6}{\sqrt{3}} & a_6 - ia_7 \\
a_4 + ia_5 & a_6 + ia_7 & \frac{1}{3} - \frac{2a_6}{\sqrt{3}}
\end{pmatrix},
\] (E2)

where \(a_i\) are real parameters, whose values are bounded by the conditions \(a \cdot a \leq \frac{1}{3}\) and \(0 \leq \det(\rho)\), where \(a \equiv (a_1, a_2, \ldots, a_8)\).

### 1. Model for a dichotomic operator

In this model we choose our dichotomic operator to be,

\[
\hat{Q} = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}.
\] (E3)

It is easy to check that \(\hat{Q}\) anti-commutes with \(\hat{H}\) and satisfies the desired properties for a dichotomic measurement operator (that it is a Hermitian operator with \(\pm 1\) eigenvalues). For the spin-1 Hamiltonian we have that the time evolution is,

\[
e^{-i\omega t_1 \hat{\sigma}_x/2} = 1 - i\hat{\sigma}_x \sin\left(\frac{\omega t_1}{2}\right) + \frac{\omega t_1^2}{2}\sin^2\left(\frac{\omega t_1}{2}\right) - 1.\] (E4)

Using the anti-commutation relationship between \(\hat{Q}\) and \(\hat{\sigma}_x\) we find that \(\hat{Q}_i\) and its products can be written as,

\[
\begin{align*}
\hat{Q}_i & = \hat{Q} + i\sin(\omega t_i)\hat{\sigma}_x\hat{Q} \\
& \quad + \left(\cos(\omega t_i) - 1\right)\hat{\sigma}_x^2\hat{Q} \\
\hat{Q}_i\hat{Q}_j & = I + i\sin(\omega t_i - \omega t_j)\hat{\sigma}_x \\
& \quad + \left(\cos(\omega t_i - \omega t_j) - 1\right)\hat{\sigma}_x^2 \\
\hat{Q}_i\hat{Q}_j\hat{Q}_k & = \hat{Q} + i\sin(\omega t_i - \omega t_j + \omega t_k)\hat{\sigma}_x\hat{Q} \\
& \quad + \left(\cos(\omega t_i - \omega t_j + \omega t_k) - 1\right)\hat{\sigma}_x^2\hat{Q} \\
\hat{Q}_i\hat{Q}_j\hat{Q}_k\hat{Q}_l & = \hat{1} + i\sin(\omega t_i - \omega t_j + \omega t_k - \omega t_l)\hat{\sigma}_x \\
& \quad + \left(\cos(\omega t_i - \omega t_j + \omega t_k - \omega t_l) - 1\right)\hat{\sigma}_x^2.
\end{align*}
\] (E5 - E8)

Using these results we find that

\[
C_{ij} = \frac{1}{2}\{\{Q_i, Q_j\}\} = 1 + \left(\cos(\omega t_i - \omega t_j) - 1\right)\langle \hat{\sigma}_x^2 \rangle
\] (E9)

\[
D_{ijk} = \frac{1}{4}\{\{Q_i, \{Q_j, Q_k\}\}\} = 1 + \left(\cos(\omega t_i - \omega t_j) - 1\right)\langle \hat{\sigma}_x^2 \rangle
\] (E10)

\[
\langle \hat{Q} \rangle + i\sin(\omega t_i)\cos(\omega t_j - t_k)\langle \hat{\sigma}_x \hat{Q} \rangle \\
+ \left(\cos(\omega t_i)\cos(\omega t_j - \omega t_k) - 1\right)\langle \hat{\sigma}_x^2 \hat{Q} \rangle
\] (E11)

\[
E_{ijkl} = \frac{1}{8}\{\{Q_i, \{Q_j, \{Q_k, Q_l\}\}\}\} = 1 + \left(\cos(\omega t_i - \omega t_j)\cos(\omega t_k - \omega t_l) - 1\right)\langle \hat{\sigma}_x^2 \hat{Q} \rangle
\] (E12)

Thus we have all of the correlators necessary for our investigation in Sec. II.

### 2. Model for a trichotomic operator

In Sec. IV, we consider a simple spin-1 model measured with the operators \(\hat{Q}, \hat{R}, \text{ and } \hat{S}\), constructed from the states \(|A\rangle, |B\rangle,\text{ and } |C\rangle\). We have found that a simple and convenient choice for these states is

\[
|A\rangle = \frac{1}{\sqrt{2}}(|E_+\rangle - |E_-\rangle)\] (E14)

\[
|B\rangle = \frac{1}{\sqrt{2}}(|E_+\rangle + |E_-\rangle)\] (E15)

\[
|C\rangle = |E_0\rangle, \] (E16)

for which the operators are:

\[
\hat{Q} = -|E_0\rangle\langle E_0| - |E_+\rangle\langle E_-| - |E_-\rangle\langle E_+| \] (E17)

\[
\hat{R} = -|E_0\rangle\langle E_0| + |E_+\rangle\langle E_-| + |E_-\rangle\langle E_+| \] (E18)

\[
\hat{S} = |E_0\rangle\langle E_0| - |E_+\rangle\langle E_+| - |E_-\rangle\langle E_-|. \] (E19)

Here a factor of \(-1\) is applied to each operator, so that each has two \(-1\) eigenvalues.

These operators have the convenient properties that \(\hat{Q}\) and \(\hat{R}\) anti-commute with \(\hat{H}\) and \(\hat{S}\) commutes with \(\hat{H}\). The resulting model has some resemblance to the simple spin-1/2 model, in that the dynamics primarily concerns transitions between just two states.

Due to the fact that \(\hat{Q} + \hat{R} + \hat{S} = -1\), all averages and correlators can be computed from the following:

\[
\langle \hat{Q}_i \rangle = \langle Q \rangle + i\sin(\omega t_i) \langle \hat{\sigma}_x Q \rangle \\
+ \left(\cos(\omega t_i) - 1\right)\langle \hat{\sigma}_x^2 Q \rangle \] (E20)

\[
\langle \hat{R}_i \rangle = \langle R \rangle - i\sin(\omega t_i) \langle \hat{\sigma}_x Q \rangle \\
- \left(\cos(\omega t_i) - 1\right)\langle \hat{\sigma}_x^2 Q \rangle \] (E21)

\[
\langle \hat{Q}_i \hat{Q}_j \rangle = \langle \hat{R}_i \hat{R}_j \rangle = 1 + \left(\cos(\omega_i - \omega_j) - 1\right)\langle \hat{\sigma}_x^2 \rangle \] (E22)

\[
\langle \hat{Q}_i \hat{R}_j \rangle = \langle \hat{R}_i \hat{Q}_j \rangle = \langle S \rangle - \left(\cos(\omega_i - \omega_j) - 1\right)\langle \hat{\sigma}_x^2 \rangle. \] (E23)

Note that \(\langle \hat{S} \rangle = 1 - 2\langle \hat{\sigma}_x^2 \rangle\). The relevant LG inequalities for this trichotomic system are given by Eq. (4.1) and (4.2) and are also written out in full in the appendix of Ref. [28].
The fifteen cases necessary to investigate all form of $\hat{Q}$ for a two- to four-level system. Here $|A\rangle$ and $|B\rangle$ are the general labels introduced in the text and $|1\rangle$, $|2\rangle$, $|3\rangle$, and $|4\rangle$ are the labels for four basis states in the $N$ dimensional $\hat{\sigma}_z$ basis. The list of cases is derived in Sec. III.

| Case | Level | $\hat{Q}$ | $|A\rangle$ | $|B\rangle$ |
|------|-------|-----------|----------|----------|
| 1    | 2     | $1 - 2 |A\rangle\langle A|$ | $|1\rangle$ | $-$       |
| 3    | 4     | $1 - 2 |A\rangle\langle A|$ | $|1\rangle$ | $-$       |
| 4    | 3     | $1 - 2 |A\rangle\langle A|$ | $|2\rangle$ | $-$       |
| 5    | 3     | $1 - 2 |A\rangle\langle A|$ | $|3\rangle$ | $-$       |
| 6    | 4     | $1 - 2 |A\rangle\langle A|$ | $|1\rangle$ | $-$       |
| 7    | 4     | $1 - 2 |A\rangle\langle A|$ | $|2\rangle$ | $-$       |
| 8    | 4     | $1 - 2 |A\rangle\langle A|$ | $|3\rangle$ | $-$       |
| 9    | 4     | $1 - 2 |A\rangle\langle A|$ | $|4\rangle$ | $-$       |
| 10   | 2     | $1 - 2 |A\rangle\langle A| - 2 |B\rangle\langle B|$ | $|1\rangle$ | $|2\rangle$ |
| 11   | 2     | $1 - 2 |A\rangle\langle A| - 2 |B\rangle\langle B|$ | $|1\rangle$ | $|3\rangle$ |
| 12   | 4     | $1 - 2 |A\rangle\langle A| - 2 |B\rangle\langle B|$ | $|1\rangle$ | $|4\rangle$ |
| 13   | 4     | $1 - 2 |A\rangle\langle A| - 2 |B\rangle\langle B|$ | $|2\rangle$ | $|3\rangle$ |
| 14   | 4     | $1 - 2 |A\rangle\langle A| - 2 |B\rangle\langle B|$ | $|2\rangle$ | $|4\rangle$ |
| 15   | 4     | $1 - 2 |A\rangle\langle A| - 2 |B\rangle\langle B|$ | $|3\rangle$ | $|4\rangle$ |

TABLE III. The fifteen cases necessary to investigate all form of $\hat{Q}$ for a two- to four-level system. Here $|A\rangle$ and $|B\rangle$ are the general labels introduced in the text and $|1\rangle$, $|2\rangle$, $|3\rangle$, and $|4\rangle$ are the labels for four basis states in the $N$ dimensional $\hat{\sigma}_z$ basis. The list of cases is derived in Sec. III.

Appendix F: Parameterization for Sec. III

We outline here the derivation of $|v_i\rangle$ and $|v_j|v_i\rangle$, and the parameterization of $|\psi\rangle$ for each of the different cases in which a numerical search was done for in Sec. III. There are fifteen cases in total for an $N = 2$ to 4 level system and are given in Table III.

For each case, our procedure is as follows. We identify the Hamiltonian $\hat{H}$ and find its eigenstates $|E_n\rangle$. Depending on the cases, the projection of the eigenstate onto $|A\rangle$ will be different. Here we choose the choices of $|A\rangle$ to be the basis states in the $\hat{\sigma}_z$ basis. We then find $\langle E_n|A\rangle$, which we use with Eq.(3.7) to find $|v_i\rangle^{(N)}$, where the superscript in parentheses is used to distinguish between the different cases. Using this vector the form of $\hat{\sigma}_z$ readily follows. What remains then is to parameterize $\langle \psi|E_n\rangle$ such that the initial state is normalized.

$|v_i\rangle$ and $|v_j|v_i\rangle$, and the parameterization for $|\psi\rangle$ for the first 9 of the 15 cases are outlined in Table IV. The Hamiltonians in each case is the $N$ dimensional spin Hamiltonian [53]. The eigenstates references in the table are - For the 2 level system:

$$|E_\pm\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ \pm 1 \end{pmatrix}, \quad (F1)$$

with eigenvalues $E_\pm = \pm \frac{1}{2}$, for the three-level system:

$$|E_\pm\rangle = \frac{1}{2} \begin{pmatrix} 1 \\ \pm \sqrt{2} \end{pmatrix}, \quad |E_0\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (F2)$$

with eigenvalues $E_\pm = \pm 1$ and $E_\pm = \pm 0$, and for the four-level system:

$$|E_{\pm 3}\rangle = \frac{1}{2\sqrt{3}} \begin{pmatrix} \pm 1 \\ \pm \sqrt{3} \end{pmatrix}, \quad |E_{\pm 1}\rangle = \frac{1}{2\sqrt{3}} \begin{pmatrix} \pm 1 \\ \pm \sqrt{3} \end{pmatrix}, \quad (F3)$$

with eigenvalues $E_{\pm 3} = \pm \frac{3}{2}$ and $E_{\pm 1} = \pm \frac{1}{2}$.

Cases 10 to 15 are formulated with a different operator,

$$\hat{Q}_i^{(ab)} = 1 - 2 |v_i\rangle\langle v_i| - 2 |u_i\rangle\langle u_i|, \quad (F4)$$

For this operator the correlators take the form,

$$\langle \hat{Q}_i \rangle = 1 - 2 |\langle \psi|v_i\rangle|^2 - 2 |\langle \psi|u_i\rangle|^2, \quad (F5)$$

$$\langle \hat{Q}_i \rangle = C_{ij} = 1 - 2 |\langle \psi|v_i\rangle|^2 - 2 |\langle \psi|v_j\rangle|^2 - 2 |\langle \psi|u_i\rangle|^2$$

$$- 2 |\langle \psi|u_j\rangle|^2 + 4 \text{Re}(\langle \psi|v_i\rangle \langle v_i|v_j\rangle \langle v_j|\psi\rangle)$$

$$+ 4 \text{Re}(\langle \psi|v_i\rangle \langle v_i|u_j\rangle \langle u_j|\psi\rangle)$$

$$+ 4 \text{Re}(\langle \psi|u_i\rangle \langle u_i|v_j\rangle \langle v_j|\psi\rangle)$$

$$+ 4 \text{Re}(\langle \psi|u_i\rangle \langle u_i|u_j\rangle \langle u_j|\psi\rangle). \quad (F6)$$

The six cases correspond to the vectors $|v_i\rangle$ and $|u_i\rangle$ taking any combination of two of the four listed for $N = 4$ in Table IV. Each search will require two sets of the parameterizations given in Table IV. We also need to consider the inner products of different $|v_i\rangle^n$, which we denote as $\langle v_j|u_i\rangle^{(n/m)}$, and are,

$$\langle v_j|u_i\rangle^{(6/8)} = \langle v_j|u_i\rangle^{(7/9)} = \frac{3\omega}{4} \left( \cos \left( \frac{3\omega}{2} (t_j - t_i) \right) - \cos \left( \frac{\omega}{2} (t_j - t_i) \right) \right) \quad (F5)$$

$$\langle v_j|u_i\rangle^{(6/7)} = \langle v_j|u_i\rangle^{(8/9)} = -\frac{i\sqrt{3}}{2} \left( \sin \left( \frac{\omega}{2} (t_j - t_i) \right) - \sin \left( \frac{3\omega}{2} (t_j - t_i) \right) + \sin \left( \frac{3\omega}{2} (t_j - t_i) \right) \right) \quad (F6)$$

$$\langle v_j|u_i\rangle^{(6/9)} = \frac{i}{4} \left( 3 \sin \left( \frac{\omega}{2} (t_j - t_i) \right) - \sin \left( \frac{3\omega}{2} (t_j - t_i) \right) \right) \quad (F7)$$

$$\langle v_j|u_i\rangle^{(7/8)} = \frac{i}{4} \left( 3 \sin \left( \frac{\omega}{2} (t_j - t_i) \right) - 3 \sin \left( \frac{3\omega}{2} (t_j - t_i) \right) \right) \quad (F8)$$
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