Impact of truncation error and numerical scheme on the simulation of the early time growth of viscous fingering
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Summary
The truncation error associated with different numerical schemes (first order finite volume, second order finite difference, control volume finite element) and meshes (fixed Cartesian, fixed structured triangular, fixed unstructured triangular and dynamically adapting unstructured triangular) is quantified in terms of apparent longitudinal and transverse diffusivity in tracer displacements and in terms of the early time growth rate of immiscible viscous fingers. The change in apparent numerical longitudinal diffusivity with element size agrees well with the predictions of Taylor series analysis of truncation error but the apparent, numerical transverse diffusivity is much lower than the longitudinal diffusivity in all cases. Truncation error reduces the growth rate of immiscible viscous fingers for wavenumbers greater than 1 in all cases but does not affect the growth rate of higher wavenumber fingers as much as would be seen if capillary pressure were present. The dynamically adapting mesh in the control volume finite element model gave similar levels of truncation error to much more computationally intensive fine resolution fixed meshes, confirming that these approaches have the potential to significantly reduce the computational effort required to model viscous fingering.
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1 | INTRODUCTION

It has become commonplace to use numerical methods to solve the convection-diffusion equations for the many practical fluid flow problems that cannot be solved analytically. Porous media applications include the modelling of fluid flow in the subsurface for estimating the effectiveness of proposed carbon dioxide sequestration methods (Kopp et al.\(^1\)), predicting the movement of ground water (Diersch and Kolditz\(^2\)) and determining the performance of oil recovery schemes (Gerritsen and Durlofsky\(^3\)). The most widely used methods are finite difference, finite volume, finite element and combinations thereof, in which the spatial domain of interest is discretised using a mesh of elements or grid-blocks and the partial derivative in time is expressed as the change in the property or properties of interest over a finite time interval. This reduces the partial differential equations into a set of algebraic equations that are amenable to solution on a computer.
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Of course, these numerical methods only give an approximate solution to the system of partial differential equations of interest as the discretisation results in a truncation error (Lantz, Fanchi). In first order methods this truncation error appears as a numerical diffusion (eg Lantz) or dispersion whose magnitude depends upon the resolution of the mesh and the size of the time step. It can therefore be reduced by refining the grid or mesh and/or reducing the time step but this significantly increases the computational expense in terms of both storage of data and operations performed to solve the equations. This has driven the development of higher order methods that aim to reduce the truncation error associated with a given discretisation (Bell and Shubin).

The size of the truncation error can be estimated analytically for uniform meshes and miscible flows in finite difference methods but for more complex problems, with non-uniform meshes, varying time steps and higher order schemes, scientists and engineers will usually assess the impact of the truncation error on their solutions by performing a grid refinement study for the specific case they are studying. Papers describing new algorithms for various higher order methods will compare the accuracy of their proposed method with a standard first order scheme (eg Blunt and Rubin) but, to date, there have been very few studies that compare the truncation error resulting from different numerical schemes and discretisations.

Viscous fingering or the Saffman-Taylor instability is a feature of porous media flows in which a less viscous fluid displaces a more viscous fluid (Homsy), such as occurs in enhanced oil recovery processes and carbon dioxide sequestration. The number of fingers that form initially and their growth depends upon the mobility contrast between the fluids and the amount of physical diffusion or, in the case of immiscible displacements, capillary pressure. Higher levels of diffusion (capillary pressure) reduce the number of fingers that form and the growth rate of those fingers (eg Yortsos and Huang, Christie and Bond, Riaz and Tchelepi).

The dependence of viscous fingering on diffusion means that particular care has to be taken to ensure levels of numerical diffusion are much less than the physical diffusion in numerical simulations of these instabilities. This means that such studies need to use very fine meshes and/or higher order schemes. Some numerical studies have resorted to using spectral methods to minimise the impact of numerical errors (Tan and Homsy, De Wit and Homsy, Zimmerman and Homsy) whilst others have applied dynamic adaptive gridding to allow computational effort to be focused on resolving the fingering pattern (Edwards and Christie, Mulder and Gmelig Myeling, Adam et al). Despite these restrictions, various authors (eg Christie and Jones, Christie et al, Davies et al) have shown that finite difference schemes can predict the fingering patterns seen in physical experiments. Conversely this means that simulations of viscous fingering provide a convenient vehicle for investigating the impact of truncation error in different numerical schemes. Mostaghimi et al have already shown that different numerical schemes and meshes can result in different viscous fingering patterns even when using the same fluid properties, but there appear to be few attempts to quantify and compare the truncation error between different schemes and approaches to meshing.

In this study, we perform various numerical experiments to quantify the level of numerical dispersion in different numerical schemes and meshes and its impact on the growth of viscous fingering. The numerical schemes considered are

1. First order finite volume (FOFV)
2. Higher order finite difference (HOFD)
3. Control volume finite element (CVFE)

The first two methods use structured meshes with rectangular grid blocks and we examine the impact of aligning flow with the grid as well as using a grid that is diagonal to flow. The CVFE approach can be applied using either a structured or an unstructured mesh, but in both cases the meshes are formed of triangular elements.

2 | THEORY

This section presents the underlying flow equations solved by the numerical schemes as well as the results from a perturbation analysis using those equations that can be used to estimate the impact of diffusion (numerical or physical) on the initial growth rate of viscous fingers.

2.1 | Flow equations

We consider two fluids flowing through a two-dimensional porous medium with the geometry illustrated in Figure 1. We assume flow is incompressible so the conservation of mass is given by

$$\nabla \cdot \mathbf{v} = 0$$  (1)
where \( \mathbf{v} = \mathbf{v}_1 + \mathbf{v}_2 \) is the total interstitial velocity of the two fluids (subscript 1 denotes the displacing fluid and subscript 2 the displaced fluid).

The conservation equation for the displacing fluid is given by

\[
\frac{1}{\phi} \frac{\partial S_1}{\partial t} + \nabla \cdot \mathbf{v} = 0 \tag{2}
\]

where \( S_1 \) is the saturation of the displacing fluid, \( \phi \) is the porosity and the interstitial velocities of the two fluids are given by the multi-fluid extension to Darcy’s Law

\[
\mathbf{v}_1 = -K \frac{k_{r1}}{\mu_1} (\nabla p_2 - \nabla P_c) \quad \mathbf{v}_2 = -K \frac{k_{r2}}{\mu_2} \nabla p_2 \tag{3}
\]

where we have ignored the effects of gravity. Here \( K \) is the absolute permeability, \( k_{r1} \) is the relative permeability of fluid 1, \( \mu_1 \) is the viscosity of fluid 1, \( p_2 \) is the pressure (measured in fluid 2, the original fluid saturating the porous medium) and \( P_c = p_2 - p_1 \) is the capillary pressure. If the two fluids are first contact miscible then Equations (2) and (3) become

\[
\frac{1}{\phi} \frac{\partial c}{\partial t} + \mathbf{v} \cdot \nabla c = D \nabla^2 c \tag{4}
\]

and

\[
\mathbf{v} = -\frac{k}{\mu} \nabla p \tag{5}
\]

where \( c \) is the concentration (mass fraction) of the displacing fluid, \( \mu \) is the viscosity, which depends upon concentration and \( D \) is the dispersion tensor, given by

\[
D = \begin{pmatrix}
D_0 + \alpha_L |\mathbf{v}| & 0 \\
0 & D_0 + \alpha_T |\mathbf{v}|
\end{pmatrix}. \tag{6}
\]

Here \( D_0 \) is the molecular diffusivity in the porous medium, \( \alpha_L \) is the longitudinal dispersion coefficient and \( \alpha_T \) is the transverse dispersion coefficient. To simplify our analyses, we shall present our results in terms of dimensionless distance

\[
x_d = \frac{x}{L}, \quad y_d = \frac{y}{L} \tag{7}
\]

where \( L \) is the total length in \( x \) direction, and dimensionless time (pore volume injected, PVI), given by

\[
t_d = \frac{Qt}{\phi AL} \tag{8}
\]

where \( Q \) is the constant injection rate, \( t \) is the time elapsed since injection started and \( A \) is the cross-sectional area of the model, perpendicular to flow.

### 2.2 Linear stability analysis

Miscible viscous fingering is a function of the viscosity ratio \( M = \mu_2/\mu_1 \) between the fluids and the diffusion and dispersion whereas immiscible fingering is a function of the shock front mobility ratio \( M_{sf} = \lambda_{sf}/\lambda_{s0} \) and capillary
pressure. $\lambda_{t,f}$ is the total mobility at shock front saturation and $\lambda_{t,0}$ is the total mobility at the displacing fluid saturation ahead of the shock front where

$$\lambda_t = \frac{k_{r1}/\mu_1}{k_{r1}/\mu_1 + k_{r2}/\mu_2}$$

and the shock front saturation can be determined using the Welge construction\textsuperscript{21} and Buckley-Leverett analysis.\textsuperscript{22}

The initial behaviour of fingers in terms of the number that form and their growth rates can be estimated using linear stability analysis (Chuoke et al.,\textsuperscript{23} Taylor and Saffman,\textsuperscript{24} Gardner and Ypma,\textsuperscript{25} Yortsos and Huang\textsuperscript{9}). This involves writing all the parameters ($S_w$ or $c$, $v$, $p$) in the form

$$a = a_0 + a'$$

(9)

where $a_0(x)$ is the mean value of the quantity (averaged transverse to the flow. Here we assume the flow is in the $x$ direction so transverse to flow is in the $y$ direction) and $a'(x, y)$ is a fluctuation to the mean such that

$$\int_0^H a'dy = 0$$

(10)

and is also so small that all non-linear terms can be neglected. Most authors then assume that all these perturbations take the form of a periodic fluctuation of a wavenumber $k$ and search for solutions to the system of Equations (1)-(3) (immiscible flow) or (4)-(6) (miscible flow) of the form

$$a' = \Phi(x, t)e^{ky}$$

(11)

where $\Phi(x, t) = \phi(x, 0)e^{\omega t}$ the amplitude of the fluctuation that grows at a rate of $\omega$.

In the absence of diffusion (miscible) or capillary pressure (immiscible) the growth rate of a finger $\omega$ increases with wavenumber $k$ for miscible displacements according to (Christie and Bond\textsuperscript{10})

$$\omega = kv_0\frac{M - 1}{M + 1}$$

(12)

and for immiscible displacements according to (Riaz and Tchelepi,\textsuperscript{26} Yortsos and Huang\textsuperscript{9})

$$\omega = kv_0\frac{f_{1,f}M_{sf} - 1}{S_{1,f} - S_{1,c}M_{sf} + 1}$$

(13)

where $v_0$ is the mean interstitial velocity, $S_{1,f}$ is the displacing fluid saturation at the shock front that forms between displacing and displaced fluids in an immiscible displacement (Buckley and Leverett\textsuperscript{22}), $S_{1,c}$ is the displacing fluid saturation ahead of the shock front, $f_{1,f}$ is the fractional flow at shock front saturation given by

$$f_{1,f} = \frac{k_{r3}(S_{1,f})/\mu_1}{k_{r1}(S_{1,f})/\mu_1 + k_{r2}(S_{1,f})/\mu_2}.$$  

The effect of physical diffusion (or capillary pressure) is to reduce the growth rate of higher wavenumber fingers to below the values given by Equations (12) or (13). This leads to the phenomenon of the ‘most dangerous’ wavenumber (the wavenumber with the highest growth rate) and the critical wavenumber (the wavenumber above which growth rate is negative) as shown schematically in Figure 2. In real physical systems no fingers can form with a wavenumber higher

![FIGURE 2](image-url)  

**FIGURE 2** Schematic plot of initial growth rate of viscous fingers as a function of wavenumber, showing the growth rate in the absence of diffusion (or capillary pressure) and how diffusion (or capillary pressure) reduces the growth rate of higher wavenumber fingers.
Numerical diffusion may mean that the growth rate of higher wavenumber fingers in numerical simulations is lower than expected physically or, in the worst case, may prevent any fingers growing at all.

3 | NUMERICAL SCHEMES

We aim to compare the truncation errors associated with three different numerical schemes by first quantifying the amount of transverse and longitudinal numerical diffusion found in those simulations and then comparing the early time growth rate of immiscible viscous fingers with the predictions of linear stability analysis (Equation 13).

The three numerical schemes are a first order finite volume scheme, a second order finite difference scheme and a first order control volume finite element scheme. We shall also compare the impact of using a 5 point and a 9 point stencil (Yanosik and McCracken\textsuperscript{27}) in the first order finite volume simulator. We will use a structured mesh with rectangular grid blocks in both the finite difference and finite volume schemes and compare the outcomes when the grid is aligned with the principal flow direction and when it is diagonal (ie at 45\degree) to the principal flow direction. The control volume finite element simulation uses a mesh with triangular elements and we shall compare the outcomes when using a fixed structured mesh, a fixed unstructured mesh and dynamically adapting unstructured mesh (that is more refined where saturation changes most quickly, Adam et al\textsuperscript{17}).

The commercial black-oil simulator ECLIPSE 100 (Schlumberger\textsuperscript{28}) was used for our first order finite volume (FOFV) simulations. It employs a standard black-oil formulation using either a 5 point or 9 point stencil for calculating the pressure gradient with an option to use either an IMPES (implicit pressure, explicit saturation) or a fully implicit solver. In this study we used the fully implicit solver option. The 9 point scheme is based on that first described by Yanosik and McCracken\textsuperscript{27} and reduces the grid orientation error in regular, orthogonal, Cartesian grids such as used in this work. The numerical approximation to the Laplacian operator in two dimensions is written as

\[
\nabla^2 u_{i,j} = \frac{4((u_{i+1,j} + u_{i-1,j} + u_{j+1} + u_{j-1}) + (u_{i+1,j-1} + u_{i-1,j-1} + u_{i-1,j+1} + u_{i+1,j+1}) - 20u_{i,j}}{6\Delta x^2}
\]

The diagonal transmissibilities are chosen, using the method described by Shiralkar and Stephenson,\textsuperscript{29} to ensure that a) a pressure gradient in one direction does not produce flow perpendicular to that direction and b) the total \(x\) and \(y\) direction transmissibilities are preserved.

The second simulator we used was the second order, finite difference (HOFD), IMPES simulator developed by Christie and Bond\textsuperscript{10} and Christie.\textsuperscript{30} This uses two-point, upstream weighting to give it second order accuracy in combination with flux corrected transport (Zalesak\textsuperscript{31}) to prevent unphysical oscillations around the shock front. Its ability to predict viscous fingering in miscible displacements has previously been validated by comparison with experimental results by Christie and Bond,\textsuperscript{10} Christie et al,\textsuperscript{18} and Davies et al,\textsuperscript{19} amongst others. Only the 5 point stencil is available for this simulator.

The third simulator used in this study is the control volume finite element (CVFE) simulator described by Jackson et al\textsuperscript{32} and Gomes et al.\textsuperscript{33} In this formulation, pressure, permeability, porosity and viscosity are described on control volumes. The use of control volumes for saturation helps ensure mass conservation. We used the \(P_0(DG) - P_2\) (linear discontinuous velocity, quadratic pressure) element in this study. All equations were solved implicitly. We compared the results from this simulator when using a fixed, structured mesh, a fixed, unstructured mesh and a dynamic, adaptive, unstructured mesh. The adaptive mesh was optimised using the \(L_2\) norm of the local interpolation error in saturation, estimated from the Hessian matrix. The mesh adaptivity at each time step proceeds by minimising a functional \(I\), that measures the mesh quality using this interpolation error

\[
I = \sum_{i} (v_i^T M_{ij} - 1)^2
\]

where

\[
M_{ij} = (\det H)^{\frac{1}{\gamma + 1}} \frac{|H_{ij}|}{\varepsilon}
\]

\(H\) is the Hessian, \(v_i\) are vectors describing the element edge lengths on the finite element mesh, \(\varepsilon\) is a normalisation constant that specifies the desired tolerance, \(\gamma\) is the polynomial degree of interpolation and \(\delta\) is the number of dimensions in the problem. This minimisation is achieved by sequentially splitting, joining and/or shifting element nodes using the method described by Pain et al\textsuperscript{34} and Mostaghimi et al\textsuperscript{35} until the interpolation error is a minimum. The higher order and conservative, finite element and control-volume Galerkin projection method described by Adam et al\textsuperscript{17} was used to interpolate data from the old and the new meshes.
4 | METHOD

We evaluated the effect of truncation error in the different simulators first by performing a series of unit mobility ratio, first contact miscible numerical experiments (without modelling physical diffusion) and then calculating the level of longitudinal and transverse diffusion in each case for different mesh resolutions. We then illustrate how these levels of numerical error influence the pattern of viscous fingering that occurs for an adverse mobility ratio, first contact miscible displacement. Finally, we consider an unstable immiscible displacement (the fluid properties are given in Table 1) and compare the early time growth rate predicted as a function of grid resolution, mesh type and numerical scheme.

4.1 | Test cases

All simulations were performed in the square, 2D model system illustrated in Figure 1. The system was initially filled with fluid 2. Fluid 1 was then injected at constant rate $Q$ along the left-hand face of the model. Fluid was produced at the same constant rate along the right-hand face. The top and bottom edges of the model were no-flow boundaries. Gravity was eliminated by giving the injected fluid and the displaced fluid equal densities. The permeability was constant and homogeneous in all cases. No physical diffusion (or capillary pressure in immiscible displacements) was input into any simulation so all apparent diffusion was due to truncation errors.

Numerical diffusion (longitudinal and transverse) was evaluated as a function of grid resolution by performing a series of runs using different mesh resolutions, mesh types and orientations. The finite volume and finite difference mesh simulations used Cartesian meshes with square grid block and the grid resolutions listed in Table 2. We considered both diagonal and parallel meshes as well as comparing the impact of using a 5 point versus a 9 point stencil to calculate the pressure differences in the FOFV simulations. The simulations using the CVFE simulator used triangular mesh elements. We compared the outcomes from using a fixed structured mesh, a fixed unstructured mesh and a dynamic adaptive mesh that used the method described by Adam et al. Figure 3 shows examples of these meshes. The total number of elements used are also listed in Table 2.

We used a CFL number of 1.0 for the first order finite volume simulations and a CFL number of 0.4 for the second order finite difference simulations. The CVFE simulations used a CFL number of 0.05. The CFL or Courant number is defined as

$$\text{CFL} = \frac{\Delta t_d}{\Delta x_d}$$  \hspace{1cm} (17)

Truncation error is a function of time step size as well as mesh resolution: in a fully implicit scheme the larger the time step the larger the numerical diffusion (Lantz4) whereas numerical diffusion increases the further the time step is from the CFL limit in a scheme that is explicit in saturation.

The FOFV and CVFE simulators used here were originally developed for immiscible applications. To enable these to simulate miscible displacements, we modified the input relative permeabilities as described by Lantz. In this case the
relative permeability curves become

\[ k_{r1} = \frac{\mu_1 S_1}{\mu(S_1)} \]  \hspace{1cm} (18)

\[ k_{r2} = \frac{\mu_2 S_2}{\mu(S_2)} \]  \hspace{1cm} (19)

where

\[ \mu(S_1) = \left( \frac{S_1}{\mu^1} + \frac{1 - S_1}{\mu^2} \right)^{-4} \]  \hspace{1cm} (20)

\( k_{r1} \) and \( k_{r2} \) are straight lines if \( \mu_1 = \mu_2 \). For the immiscible displacement simulations, we used the relative permeability curves shown in Figure 4. These represent a water-wet system, and are described using the Corey correlation [37]

\[ k_{r1} = 0.06 \left( \frac{S_1 - S_{or}}{1 - S_{wc} - S_{or}} \right)^2 \]

\[ k_{r2} = 0.74 \left( \frac{1 - S_1 - S_{or}}{1 - S_{wc} - S_{or}} \right) \]

\( S_{wc} \) was set to be 0.3 and \( S_{or} \) was 0.4. Capillary pressure was not input as we were not modelling physical diffusion and dispersion.
4.2 | Calculation of numerical diffusivity

We first performed a series of numerical experiments to quantify the amount of longitudinal and transverse numerical diffusion as a function of numerical scheme, mesh resolution and mesh orientation quantify the longitudinal and transverse dispersion values. These experiments are identical to laboratory and numerical experiments performed by many researchers including Taylor,24 Ogata and Banks,38 and Perkins and Johnston39 for longitudinal dispersion; and Hiby40 and Blackwell41 for transverse dispersion.

4.2.1 | Longitudinal dispersion

The model was initially fully saturated with oil, and at \( t_d > 0 \), we injected miscible solvent of equal viscosity into the left-hand boundary. This results in a stable but dispersed front as shown in Figure 5(b).

The analytical solution to Equation (4) for a 1D displacement in the presence of diffusion is given by

\[
c = 0.5 \left( \text{erfc} \left( \frac{x_d - t_d}{2\sqrt{D_{L,\text{num}}x_d}} \right) \right)
\]

(21)

where we have replaced \( D \) with \( D_{L,\text{num}} \) to emphasise that the diffusivity in our simulations is solely due to the longitudinal numerical dispersion.

Inspection of Equation (21) indicates that length of the dispersed front grows proportionally to \( \sqrt{t_d} \), which is the main characteristic of dispersive-dominant flow. The numerical dispersivity \( D_{L,\text{num}} \) can be found by fitting the solvent concentration \( c \) from simulation with (21) or alternatively, as demonstrated by Taylor,24 by calculating the dispersivity directly from the displacement concentration contours

\[
D_{L,\text{num}} = \frac{1}{t_d} \left( \frac{x_{c=0.9} - x_{c=0.1}}{3.625} \right)^2
\]

(22)

where \( x_{c=0.1} \) and \( x_{c=0.9} \) are the locations where the concentration values are \( c = 0.1 \) and \( c = 0.9 \) respectively. In this study we fitted the simulated concentration profile with (21) to find \( D_{L,\text{num}} \) such that the sum of squared error was minimised.

FIGURE 5 | Numerical experiments used to calculate the values of longitudinal and transverse numerical dispersions. A, An example of concentration map used to determine longitudinal numerical dispersion; B, Transversely averaged concentration obtained from A; C, An example of concentration map used to determine transverse numerical dispersion; D, Concentration \( c \) at \( x_d = 0.5 \), as a function of vertical distance \( y_d \) obtained from C [Colour figure can be viewed at wileyonlinelibrary.com]
4.2.2 Transverse dispersion

To calculate the numerical transverse diffusivity, we continuously injected oil across the upper half of the left-hand face of the model whilst injecting solvent of equal viscosity at the same rate across the bottom half of the left-hand face, as shown in Figure 5(c). The solvent and oil were injected until all the initial reservoir fluid was displaced and a steady state distribution of oil and solvent was reached. Numerical transverse diffusion, $D_{T,\text{num}}$, mixes oil and solvent across the midline of the model and the width of this mixing zone increases from left to right.

The vertical concentration profile taken at distance $x_d = 0.5$ from the inlet is plotted in Figure 5(d) which shows a smooth transition from $c = 1$ to $c = 0$ rather than a step change because of the transverse mixing between the two fluids. This curve can be used to find $D_{T,\text{num}}$ by fitting it to the following analytical solution (Hiby, 40)

$$c = 0.5 \left( \text{erf} \left( \frac{y_d + 0.5}{2\sqrt{D_{T,\text{num}} x_d}} \right) + \text{erf} \left( \frac{y_d - 0.5}{2\sqrt{D_{T,\text{num}} x_d}} \right) \right)$$

(23)

4.3 Calculation of growth rates

To calculate the initial growth rates of immiscible viscous fingers the initial saturation field was perturbed as follows. The first 10% of the model to the right of the inlet was fully saturated with water, i.e.

$$S_1 = 1 - S_{or}; \quad x_d < 0.1$$

(24)

The water saturation in the rest of the model was initialised according to the chosen wavenumber $k$ using

$$S_1 = S_{wc} + \frac{A_k}{2} (1 - S_{wc} - S_{or}) (1 + \cos(2\pi k y_d)); \quad x_d \geq 0.1$$

(25)

where $A_k$ is a scaling factor that changes the amplitude of the cosine wave (chosen to be 0.1 in this study). The saturation curve for a wavenumber $k$ of 2 is shown in Figure 6(a) as an example, while Figure 6(b) illustrates the corresponding water saturation map. We chose to initiate the fingering part way into the model so that the early time growth of the fingers was not influenced by the inlet boundary.

We were only interested in the early time growth rate, so the simulations were only run for 0.05 PVI. To calculate the growth rate, we extracted the contour line of what would be the shock front saturation ($S_{1,f} = 0.36$) if there were no fingers. We then found the finger amplitude $L_{\text{mix}}$ by determining the amplitude of the contour line as illustrated in Figure 7(b) at different times. The growth rate $\sigma$ was then calculated using

$$\sigma = \frac{L_{\text{mix}}}{dt_d} ((1 - S_{or}) - S_{w,p})$$

(26)

where $L_{\text{mix}}/dt_d$ is the gradient of the $L_{\text{mix}}$ plotted against $t_d$, and $S_{w,p}$ is the average value of the perturbation which is 0.315 (see Figure 6(a)).
RESULTS AND DISCUSSION

5.1 Numerical diffusion

Figure 8 compares the concentration profiles obtained from the FOFV and the HOFD simulations with their best fit profiles obtained from Equation (21). There is a good match between the profile obtained from the fine grid FOFV simulation and the analytical curve, (Figure 8(a), 200 x 200 mesh with \( \Delta x_d = 1/200 = 0.005 \)), because the truncation error is dominated by the second order terms, as expected from the analysis of Lantz. We notice, however, that the agreement between simulation and fitted analytical is less good for the FOFV simulation with a coarse mesh (Figure 8(b), \( \Delta x_d = \Delta t_d = 0.025 \)) and the HOFD simulation with \( \Delta x_d = 0.01 \). This is because the contribution from the higher order truncation errors are more significant in these cases.

Figure 9 shows the longitudinal and transverse dispersivities calculated from FOFV, HOFD and CVFE simulators as a function of grid block width and height, \( \Delta x_d \) and \( \Delta y_d \). For the CVFE simulator, \( \Delta x_d \) and \( \Delta y_d \) are the minimum element edge lengths in the horizontal and vertical direction respectively.

Both the FOFV and CVFE methods give longitudinal numerical dispersivities that vary linearly with mesh element size, regardless of the grid orientation and stencil (5 or 9). The gradient is 1 for the FOFV method and 0.525 for the CVFE method. These values are consistent with the analysis based on a Taylor series expansion given by Lantz that predicts that in a first-order, implicit scheme

\[
D_{L, \text{num}} = \frac{\Delta x_d + \Delta t_d}{2} = \frac{\Delta x_d}{2} (1 + CFL). \tag{27}
\]

This is true for all mesh orientations and discretisation schemes except for simulations using both the diagonal grid with a 9 point scheme, which seem to be slightly more dispersive than expected. The numerical longitudinal dispersivities are lower in the HOFD simulations, as would be expected for a second order scheme. A best fit to the data gives a relationship \( D_{L, \text{num}} = 1.16 \Delta x_d^2 \).
FIGURE 9  Longitudinal and transverse numerical dispersion values, $D_{L,\text{num}}$ and $D_{T,\text{num}}$, as a function of spatial resolution measured from various numerical schemes. A, $D_{L,\text{num}}$ for FOFV are in agreement with the analytical solution, although the dispersion in the diagonal grid simulations with a 9 point stencil are slightly higher. The results for the CVFE simulations with different mesh configurations are almost identical at $D_{L,\text{num}} = 0.525\Delta y_d$; B, For FOFV, $D_{T,\text{num}}$ also varies linearly with element length and is around 1/6 to 1/3 of the corresponding $D_{L,\text{num}}$ values. The CVFE simulations produce a non-linear relationship between $D_{T,\text{num}}$ and $\Delta y_d$ [Colour figure can be viewed at wileyonlinelibrary.com]

The numerical transverse dispersivities, $D_{T,\text{num}}$, are systematically smaller than the longitudinal dispersivities in all cases. In the HOFD and FOFV simulations with a parallel grid and a 5 point stencil $D_{T,\text{num}} = 0$ for all grid sizes as the vertical velocity component is zero everywhere. In the CVFE simulations and the other FOFV simulations the numerical transverse diffusivity varies linearly with mesh size and are between 1/6 and 1/3 of the corresponding $D_{L,\text{num}}$ values. As for the numerical longitudinal dispersivity, the numerical transverse dispersivity is highest in the FOFV scheme when a diagonal grid with a 5 point stencil is used. The CVFE simulations using the dynamic adaptive unstructured mesh gave transverse dispersivities that were only slightly higher than those obtained from the fixed mesh although these simulations were significantly less expensive to run because the dynamic adaptivity reduced the total number of cells used.

These results suggest that miscible viscous fingering in a line drive may be best modelled using a finite volume or finite difference method using a grid parallel to flow as this minimises the level of numerical transverse diffusivity. Tan and Homsy have shown that lower levels of physical transverse diffusivity (compared to longitudinal diffusivity) results in more fingers being formed initially and higher growth rates. Scientists and engineers simulating viscous fingering will typically aim to choose a mesh resolution such that the input physical diffusion dominates over the numerical diffusion. They should also choose the smallest possible CFL number if their simulator is fully implicit. Reducing the amount of numerical transverse diffusivity in a simulation by choosing a parallel grid may mean that a coarser mesh resolution may be needed with a consequent saving in computational effort. We note, however, that in simulations of non-linear viscous
fingered the flow field will not always be parallel to the mesh and thus there will be non-zero transverse numerical diffusion even when using a parallel grid. It may thus be sensible to assume that the level of transverse numerical diffusion is more similar to that seen when using a diagonal grid.

Figure 10 shows how the different levels of numerical dispersivity associated with different mesh orientations and stencil in the FOFV scheme affects the non-linear fingering pattern that is predicted. These simulations used a mesh resolution such that $\Delta x_d \approx \Delta y_d \approx 0.005$. The fluids had a mobility ratio of $M = 10$. Fingers were triggered using random permeability field at the inlet. The mixing lengths $L_{\text{mix}} (x_c = 0.1 - x_c = 0.9)$ can be viewed at wileyonlinelibrary.com]

5.2 Immiscible viscous fingering

Having shown how transverse numerical dispersion influences the miscible fingering pattern predicted by numerical simulations we now investigate its influence on the initial growth rate of immiscible viscous fingers.
Figure 11 shows the growth rate observed in FOFV, HOFD and CVFE simulations as a function of finger wavenumber initiated in the simulations. We compare the growth rates against the analytical solution for the case without capillarity (Equation (13)). In our simulations $M_{df} = 1.8$, $v_0 = 1$ and $f_{1,f}/(S_{1,f} - S_{1,c}) = 9.2$. As expected there is good agreement between the analytical growth rates and those predicted by all the simulations for low wavenumbers, however the early time growth rate seen in the simulations is lower than that predicted for wavenumbers greater than 1. The wavenumber at which the simulated growth rates diverge from the analytical solution is similar for all numerical methods, meshes and stencils. It is interesting to see that the initial growth rate is then approximately constant for wavenumbers greater than 4. Based on linear stability analysis we would expect the growth rate to reduce at higher wavenumbers if numerical dispersivity behaves in the same way as capillary pressure. This apparent stabilisation may be because we did not consider wavenumbers higher than 10 in our simulations as these could not be properly resolved by the meshes we used for this study or alternatively this may be because, unlike capillary pressure, the truncation error does not vary with saturation. The FOFV simulations, using a $200 \times 200$ mesh, predict the lowest growth rate at larger wavenumbers, as we would expect as these have the highest levels of transverse numerical dispersivity. Doubling the mesh resolution results in higher predicted growth rates similar to those predicted by the HOFD simulations using a $200 \times 200$ mesh. This is consistent with the second order accuracy of this simulator.

These results confirm that very fine mesh resolutions are needed to avoid results being adversely affected by truncation error. Alternatively the use of dynamic adaptive meshing produce similar results at a fraction of the computational cost. These results further suggest that numerical diffusion cannot be used to approximate the effects of capillary pressure on viscous fingering. The initial growth rate predicted by all the numerical schemes tested deviated from the analytical solution at wavenumber of $\sim 1$, despite the different levels of truncation error quantified in the previous subsection. Even the growth rate predicted by the coarser grid, first order, finite volume method was only $\sim 20\%$ lower than the best performing higher order finite difference solution on a fine grid. In addition, the growth rate of higher wavenumber fingers seemed constant for wavenumbers greater than 4 whereas the growth rate would decrease with increasing wavenumber if there was capillary pressure.

6 | CONCLUSIONS

We have compared the numerical error associated with three different numerical schemes (first-order finite volume, second-order finite difference, and CVFE) and different meshes (structured Cartesian, structured triangular, unstructured triangular, and dynamically adapting, unstructured triangular). This has been quantified as a function of mesh resolution in terms of the apparent longitudinal and transverse diffusivity seen in unit mobility ratio miscible displacements as well as in terms of the early time growth rate of immiscible viscous fingers.
Overall these results indicate that, for the numerical schemes and meshes tested, truncation error can, to first order, be characterised as a numerical diffusivity. Furthermore, these suggest that these schemes can be used to predict viscous fingering behavior provided that the input physical diffusivity or capillary pressure is larger than the underlying numerical diffusivity. For miscible displacements, a Taylor series analysis of truncation error can provide a good estimate of the longitudinal numerical diffusivity in finite difference and finite volume schemes. It seems that the transverse numerical diffusivity is typically much smaller than the longitudinal numerical diffusivity. It is also interesting to see that the level of numerical error associated with dynamic adaptive meshing is very similar to that seen in a fixed unstructured mesh with the same average element size but involving significantly more computational effort.

ACKNOWLEDGEMENTS

S.A. Abdul Hamid wishes to thank the Malaysian Government for sponsoring his PhD. A. Adam would like to thank and acknowledge TOTAL for funding his work.

ORCID

S.A. Abdul Hamid http://orcid.org/0000-0003-0578-0993

REFERENCES

1. Kopp A, Class H, Helmig R. Investigations on CO2 storage capacity in saline aquifers: part 1. Dimensional analysis of flow processes and reservoir characteristics. *Int J Greenh Gas Control*. 2009;3(3):263-276.
2. Diersch HJG, Kolditz O. Variable-density flow and transport in porous media: approaches and challenges. *Adv Water Resour*. 2002;25(8-12):899-944.
3. Gerritsen MG, Durlufsky LJ. Modeling fluid flow in oil reservoirs. *Annu Rev Fluid Mech*. 2005;37:211-238.
4. Lantz RB. Quantitative evaluation of numerical diffusion (truncation error). *Soc Petroleum Eng J*. 1971;11(3):315-320.
5. Fanchi JR. Multidimensional numerical dispersion. *Soc Petroleum Eng J*. 1983;23(1):143-151.
6. Bell JB, Shubin GR. Higher-order Godunov methods for reducing numerical dispersion in reservoir simulation. Paper presented at: SPE Reservoir Simulation Symposium; 1985; Dallas, TX.
7. Blunt M, Rubin B. Implicit flux limiting schemes for petroleum reservoir simulation. *J Comput Phys*. 1992;102(1):194-210.
8. Homisy GM. Viscous fingering in porous media. *Annu Rev Fluid Mech*. 1987;19:279-311.
9. Yortsos YC, Huang AB. Linear-stability analysis of immiscible displacement: part 1-simple basic flow profiles. *SPE Reserv Eng*. 1986;1(4):378-390.
10. Christie MA, Bond DJ. Detailed simulation of unstable processes in miscible flooding. *SPE Reserv Eng*. 1987;2(4):514-522.
11. Riaza A, Tchelepi HA. Influence of relative permeability on the stability characteristics of immiscible flow in porous media. *Trans Porous Media*. 2006;64(3):315-338.
12. Tan CT, Homisy GM. Simulation of nonlinear viscous fingering in miscible displacement. *Phys Fluids*. 1998;31(6):1330-1338.
13. De Wit A, Homisy GM. Viscous fingering in periodically heterogeneous porous media. I. Formulation and linear instability. *J Chem Phys*. 1997;107(22):9609-9618.
14. Zimmerman WB, Homisy GM. Nonlinear viscous fingering in miscible displacement with anisotropic dispersion. *Phys Fluids A Fluid Dyn*. 1991;3(8):1859-1872.
15. Edwards M, Christie MA. Dynamically adaptive Godunov schemes with renormalization in reservoir simulation. Paper presented at: SPE Symposium on Reservoir Simulation; 1993; New Orleans, LA.
16. Mulder WA, Meyling RHJ. Numerical simulation of two-phase flow using locally refined grids in three space dimensions. *SPE Adv Technol Ser*. 1993;1(1):36-41.
17. Adam A, Pavlidis D, Percival JR, et al. Higher-order conservative interpolation between control-volume meshes: application to advection and multiphase flow problems with dynamic mesh adaptivity. *J Comput Phys*. 2013;321:512-531.
18. Christie MA, Jones ADW, Muggeridge AH. Comparison between Laboratory Experiments and Detailed Simulations of Unstable Miscible Displacement Influenced by Gravity. *North Sea Oil and Gas Reservoirs II*. Dordrecht, Netherlands: Springer; 1990.
19. Davies GW, Muggeridge AH, Jones ADW. Miscible displacements in a heterogeneous rock: detailed measurements and accurate predictive simulation. Paper presented at: SPE Annual Technical Conference and Exhibition; 1991; Dallas, TX.
20. Mostaghimi P, Kamali F, Jackson MD, Muggeridge AH, Pain CC. Adaptive mesh optimization for simulation of immiscible viscous fingering. *SPE Journal*. 2016;21(6):2250-2259.
21. Welge HJ. A simplified method for computing oil recovery by gas or water drive. *J Petroleum Technol*. 1952;4(4):91-98.
22. Buckley SE, Leverett MC. Mechanism of fluid displacement in sands. *Trans AIME*. 1942;146(1):107-116.
23. Chuoke RL, Van Meurs P, van der Poel C. The instability of slow, immiscible, viscous liquid-liquid displacements in permeable media. *Petroleum Transactions, AIME*. 1959;216:188-194.
24. Taylor G. Dispersion of soluble matter in solvent flowing slowly through a tube. *Proc Royal Soc A Math Phys Eng Sci*. 1953;219(1137):186-203.
25. Gardner JW, Ypma JGJ. An investigation of phase behavior-macroscopic bypassing interaction in CO2 flooding. *Soc Petroleum Eng J*. 1984;24(5):508-520.
26. Riaz A, Tchelepi HA. Linear stability analysis of immiscible two-phase flow in porous media with capillary dispersion and density variation. *Phys Fluids*. 2004;16(12):4727-4737.
27. Yanosik JL, McCracken TA. A nine-point, finite-difference reservoir simulator for realistic prediction of adverse mobility ratio displacements. *Soc Petroleum Eng J*. 1979;19(4):253-262.
28. *ECLIPSE Technical Description Version 2015.2*. Houston, TX: Schlumberger; 2015.
29. Shiralkar GS, Stephenson R. A general formulation for simulating physical dispersion and a new nine-point scheme. *SPE Reserv Eng*. 1991;6(1):115-120.
30. Christie MA. High-resolution simulation of unstable flows in porous media. *SPE Reserv Eng*. 1989;4(3):297-303.
31. Zalesak ST. Fully multidimensional flux-corrected transport algorithms for fluids. *J Comput Phys*. 1979;31(3):335-362.
32. Jackson MD, Percival JR, Mostaghimi P, et al. Reservoir modeling for flow simulation by use of surfaces, adaptive unstructured meshes, and an overlapping-control-volume finite-element method. *SPE Reserv Eval Eng*. 2015;18(2):115-132.
33. Gomes JMLA, Pavlidis D, Salinas P, et al. A force-balanced control volume finite element method for multi-phase porous media flow modelling. *Int J Numer Methods Fluids*. 2017;83(5):431-445.
34. Pain CC, Umpleby AP, De Oliveira CRE, Goddard AHJ. Tetrahedral mesh optimisation and adaptivity for steady-state and transient finite element calculations. *Comput Methods Appl Mech Eng*. 2001;190(29-30):3771-3796.
35. Mostaghimi P, Percival JR, Pavlidis D, et al. Anisotropic mesh adaptivity and control volume finite element methods for numerical simulation of multiphase flow in porous media. *Mathematical Geosciences*. 2015;47(4):417-440.
36. Lantz RB. Rigorous calculation of miscible displacement using immiscible reservoir simulators. *Soc Petroleum Eng J*. 1970;10(2):192-202.
37. Corey AT. The interrelation between gas and oil relative permeabilities. *Producers Monthly*. 1954;19(1):38-41.
38. Ogata A, Banks RB. *A Solution of the Differential Equation of Longitudinal Dispersion in Porous Media*. Washington, DC: US Government Printing Office. 1961. Geological Survey Professional Paper 411-A.
39. Perkins TK, Johnston OC. A review of diffusion and dispersion in porous media. *Soc Petroleum Eng J*. 1963;3(1):70-84.
40. Hiby JW. Longitudinal and transverse mixing during single-phase flow through granular beds. Paper presented at: Symposium on the Interaction between Fluids and Particles; 1962; London, UK.
41. Blackwell RJ. Laboratory studies of microscopic dispersion phenomena. *Soc Petroleum Eng J*. 1962;2(1):1-8.
42. Yang Z, Yortsos YC. Effect of no-flow boundaries on viscous fingering in porous media of large aspect ratio. *Soc Petroleum Eng J*. 1998;3(3):285-292.

**How to cite this article:** Abdul Hamid SA, Adam A, Jackson MD, Muggeridge AH. Impact of truncation error and numerical scheme on the simulation of the early time growth of viscous fingering. *Int J Numer Meth Fluids*. 2019;89:1–15. [https://doi.org/10.1002/fld.4680](https://doi.org/10.1002/fld.4680)