Abstract

We introduce WikiLingua, a large-scale, multilingual dataset for the evaluation of cross-lingual abstractive summarization systems. We extract article and summary pairs in 18 languages from WikiHow\textsuperscript{12}, a high quality, collaborative resource of how-to guides on a diverse set of topics written by human authors. We create gold-standard article-summary alignments across languages by aligning the images that are used to describe each how-to step in an article. As a set of baselines for further studies, we evaluate the performance of existing cross-lingual abstractive summarization methods on our dataset. We further propose a method for direct cross-lingual summarization (i.e., without requiring translation at inference time) by leveraging synthetic data and Neural Machine Translation as a pre-training step. Our method significantly outperforms the baseline approaches, while being more cost efficient during inference.

1 Introduction

Although there has been a tremendous amount of progress in abstractive summarization in recent years, most research has focused on monolingual summarization because of the lack of high quality multilingual resources (Lewis et al., 2019a; Song et al., 2020). While there have been a few studies to address the lack of resources for cross-lingual summarization (Giannakopoulos, 2013; Li et al., 2013; Elhadad et al., 2013; Nguyen and Daumé III, 2019), the datasets employed are very limited in size. Scarcity in the availability of data for cross-lingual abstractive summarization can largely be attributed to the difficulty of collecting high-quality, large-scale datasets via crowd-sourcing. It is a costly endeavor, since it requires humans to read, comprehend, condense, and paraphrase entire articles. Moreover, subjectivity in content selection, i.e. identifying the salient points of a given article, only adds to the difficulty of crowd sourcing this task (Nguyen and Daumé III, 2019).

To overcome the lack of a large-scale, high quality resource for cross-lingual summarization, we present a new benchmark dataset, WikiLingua\textsuperscript{3}, which consists of collaboratively written how-to guides with gold-standard summaries across 18 languages. Each article and summary is written and edited by 23 people, and further reviewed by 16 people, on average, which ensures that the content is of a high-quality. The articles describe multiple methods with steps to complete a procedural task from a diverse set of topics, such as “How to Make a Creamy Coffee”, “How to Exercise to Ease Back Pain”. Each step contains a one sentence summary followed by a paragraph detailing the instruction, along with an image to illustrate the given instruction, as shown in Figure 1. Since the ordering of steps may differ for the same article across languages, we align each step using the corresponding illustrative image, as shown in Figure 2, given that each image is specific to a particular step and shared across languages.\textsuperscript{4}

Our final dataset consists of 141,457 unique English articles. Each of the other 17 languages has, on average, 42,783 articles that align with an article in English. To the best of our knowledge, WikiLingua is the largest dataset with parallel articles and summaries for cross-lingual abstractive summarization to date. This further opens up avenues

\textsuperscript{1}Equal contribution.

\textsuperscript{2}We provide the full dataset, along with the partitions we used in our experiments for this work at: https://github.com/esdurmus/Wikilingua.

\textsuperscript{3}Some newer, “in progress” articles do not have images, and in some rare cases an article in one of the languages may use different images. We filter these out.
to explore new approaches for cross-lingual and multilingual summarization, which are currently understudied.

With the dataset in hand, we evaluate existing approaches for cross-lingual summarization as baselines. We then propose a method for direct cross-lingual abstractive summarization, leveraging synthetic data and machine translation as a pre-training step. We show that our method outperforms existing baselines, without relying on translation at inference time.

2 Data Collection and Statistics

WikiHow is an online resource of how-to guides on a diverse set of topics, written and reviewed by human authors. To ensure high quality content, experts are involved in the writing and reviewing process of these guides. Each page includes multiple methods for completing a multi-step procedural task along with a one-sentence summary of each step. Figure 1 shows an example method from the guide for “How to Care for Orchids”. For this guide, the method “Watering, Feeding and Pruning Orchids” includes three steps. Each step consists of a unique illustrative image, a one sentence summary and a paragraph providing more details. We combine the paragraphs and summaries from all the steps in each method to create article-summary pairs.

Figure 1: An example method “Watering, Feeding and Pruning Orchids” from the guide for “How to Care for Orchids”. This method consists of three steps where each step has an illustrative image, a one sentence summary (in blue), and a paragraph providing more details about this step (in red). We combine the paragraphs and summaries from all the steps in each method to create article-summary pairs.

article. This builds on prior work that collected data from WikiHow for monolingual summarization in English (Koupaee and Wang, 2018). We note that, by design, the summaries do not incorporate any potential lead bias, which stands in contrast to single document news summarization, where position is an influential signal (Brandow et al., 1995).

A majority of the non-English guides on this platform are translated from the corresponding English versions by human writers, who are fluent in both English and the target language. Once translated, they are further reviewed by WikiHow’s international translation team, before they can be published. Each of the guides also links to parallel guides in other languages, if available. We collected the guides for all 18 languages available on WikiHow, and aligned the steps for each method in each guide using the illustrative images. Figure 2 shows an example step from the guide “How to Care for Orchids” and its aligned step in five selected languages (English, Spanish, Turkish, Russian, and Vietnamese). This approach ensures that the alignments of the steps are high-quality since the images are unique to each step and shared across all the languages. We merged the step summaries and paragraphs for each WikiHow method as described above to obtain article-summary pairs for all the languages. Table 2 provides statistics for the number of article-summary pairs in each language that are aligned with articles in English. We note that Turkish, which is the language with the fewest parallel article-summary pairs with English, is still an order of magnitude larger than any language in existing cross-lingual datasets.

---

5https://www.wikihow.com/Experts
3 Existing Multilingual Abstractive Summarization Datasets

There have been a few datasets created for multilingual abstractive summarization tasks in recent years, which we describe in this section.

MultiLing’13 and ’15. Multiple versions of the MultiLing dataset have been collected by the organizers of MultiLing Workshops (Giannakopoulos, 2013; Elhadad et al., 2013; Kubina et al., 2013). The MultiLing’13 dataset includes summaries of 30 Wikipedia articles per language, describing a given topic. For MultiLing’15, an additional 30 documents were collected for evaluation purposes (Giannakopoulos et al., 2015). We note that while this dataset contains article and summaries in several languages there are no parallel articles or summaries, which makes it difficult to use this dataset for cross-lingual evaluation.

Global Voices. Nguyen and Daumé III (2019) collected social network descriptions of news articles provided by Global Voices. These descriptions, however, are not written with the purpose of summarizing the article content but rather to draw user clicks on social media; therefore, they have a lower coverage of the original article than a good summary would. To address this problem, the authors crowd-source a small set of summaries, in English, for 15 languages. We report statistics only on the crowd-sourced summaries, given the click-bait nature of the social media descriptions. Note that unlike our dataset, this one contains summaries only in English, which makes it difficult to evaluate cross-lingual summarization into other languages.

Statistics for the datasets are provided in Table 1. WikiLingua is similar to Global Voices in terms of article and summary length while MultiLing articles and summaries are longer. All three existing datasets are limited in size in comparison to WikiLingua. Furthermore, our dataset includes articles on a wide-range of topics and the average number of articles per language is two orders of magnitude larger.

Table 1: Comparison of WikiLingua with the existing multilingual summarization datasets. Num. languages indicates number of languages covered in each dataset. Num. summaries indicates average number of articles per language. Summary length and Article length corresponds to average number of tokens in summaries and articles respectively.

| Dataset       | Num. Languages | Num. Summaries (average) | Summary length (average) | Article length (average) |
|---------------|----------------|--------------------------|--------------------------|--------------------------|
| MultiLing’13  | 40             | 30                       | 185                      | 4,111                    |
| MultiLing’15  | 38             | 30                       | 233                      | 4,946                    |
| Global Voices | 15             | 229                      | 51                       | 359                      |
| WikiLingua    | 18             | 42,783                   | 39                       | 391                      |

Figure 2: An example step from the guide for “How to Care for Orchids”, across five selected languages (top to bottom: English, Spanish, Turkish, Russian and Vietnamese). This shows the summary for the step (bold text), along with the first sentence of the paragraph. Note that the images are the same across the different languages. To get final article-summary pairs, we combine the paragraphs and summaries from all steps in a method.

 agua que utilizan y no en función de cierto número de días ...
 Polivayte orhiden toda, kogda sobstrat poti poonosno воощенет. Очень важно поливать орхидей в определенные дни, а на основании того, сколько воды они потребляют ...
 Tuői lan ngay trước khi cây khô. Quan trọng là bạn cần tưới cho lan dưa vào lượng nước mà cây cần sử dụng thay vì sau một số ngày nhất định ...

Water the orchids just before they go dry. It’s important to water an orchid based on how much water it uses, rather than after a certain number of days ...
 Riega las orquídeas justo antes que se sequen. Es importante regarlas según la cantidad de agua que utilizan y no en función de cierto número de días ...
 Orkideyi kurumadan hemen önce sula. Orkideyi belir bir gün sayısından sonra sulamaktansa orkidenin ne kadar su kullanıldığı göre sulamak, daha önemlidir ...

Table 2: Statistics for WikiLingua. Num. parallel corresponds to the number of articles with a parallel article in English. There are in total 141,457 English article-summary pairs in our dataset.

| Language   | ISO 639-1 | Num. parallel |
|------------|-----------|---------------|
| English    | en        | 141,457       |
| Spanish    | es        | 113,215       |
| Portuguese | pt        | 81,695        |
| French     | fr        | 63,692        |
| German     | de        | 58,375        |
| Russian    | ru        | 52,928        |
| Italian    | it        | 50,968        |
| Indonesian | id        | 47,511        |
| Dutch      | nl        | 31,270        |
| Arabic     | ar        | 29,229        |
| Chinese    | zh        | 18,887        |
| Vietnamese | vi        | 19,600        |
| Thai       | th        | 14,770        |
| Japanese   | ja        | 12,669        |
| Korean     | ko        | 12,189        |
| Hindi      | hi        | 9,929         |
| Czech      | cs        | 7,200         |
| Turkish    | tr        | 4,503         |

Table 3: Number of examples in Train/Validation/Test splits per language.

|        | Train | Validation | Test |
|--------|-------|------------|------|
| Spanish| 81,514| 9,057      | 22,643|
| Russian| 38,107| 4,234      | 10,586|
| Vietnamese| 9,473 | 1,052      | 2,632 |
| Turkish | 3,241 | 360        | 901   |

Table 4: Statistics for WikiLingua. Num. parallel corresponds to the number of articles with a parallel article in English. There are in total 141,457 English article-summary pairs in our dataset.

| Language   | ISO 639-1 | Num. parallel |
|------------|-----------|---------------|
| English    | en        | 141,457       |
| Spanish    | es        | 113,215       |
| Portuguese | pt        | 81,695        |
| French     | fr        | 63,692        |
| German     | de        | 58,375        |
| Russian    | ru        | 52,928        |
| Italian    | it        | 50,968        |
| Indonesian | id        | 47,511        |
| Dutch      | nl        | 31,270        |
| Arabic     | ar        | 29,229        |
| Chinese    | zh        | 18,887        |
| Vietnamese | vi        | 19,600        |
| Thai       | th        | 14,770        |
| Japanese   | ja        | 12,669        |
| Korean     | ko        | 12,189        |
| Hindi      | hi        | 9,929         |
| Czech      | cs        | 7,200         |
| Turkish    | tr        | 4,503         |

4 Cross-lingual Experiments

Following the prior work in cross-lingual abstractive summarization (Nguyen and Daumé III, 2019; Ouyang et al., 2019), we aim to generate English summaries from non-English articles, as an initial study. We experiment with five languages (i.e. English, Spanish, Russian, Turkish, and Vietnamese) covering three language families (i.e. Indo-European, Ural-Altaic and Austroasiatic). We split the data for each of the four non-English languages into train/dev/test splits. When splitting the English data, we ensure that all articles from the same topic as test articles in any of the four non-English languages, are included in the test set. This leaves us with ~69K English articles that we randomly split into train and dev set (90/10 split). See Appendix A.2 for more information.

We use large, pre-trained language models as a starting point for our experiments, given their success on a variety of downstream Natural Language Processing tasks (Devlin et al., 2019), including state of the art results for text summarization (Lewis et al., 2019b; Liu and Lapata, 2019). In particular, we use mBART (Liu et al., 2020), which is a multi-lingual language model that has been trained on large, monolingual corpora in 25 languages. The model uses a shared sub-word vocabulary, encoder, and decoder across all 25 languages, and is trained as a denoising auto-encoder during the pre-training step. Liu et al. (2020) showed that this pre-training method provides a good initialization for downstream machine translation tasks, particularly in lower resources settings, making this an ideal starting point for our cross-lingual summarization experiments. We also ran initial experiments with non-pretrained transformer models, but the results were significantly worse than those with the pre-trained models.

We fine-tune mBART for both monolingual and cross-lingual summarization as a standard sequence-to-sequence model, where the input document is represented as a sequence of tokens (sub-word units), with a special separator token between each sentence, and a language indicator token at the end of the document. The output summary is represented in a similar manner, with a language indicator token at the beginning of the sequence, to prime the decoder for generation in the target language, as shown in Figure 3. We use Fairseq (Ott et al., 2019) for all our experiments, and we follow the hyper-parameter settings that were used by Lewis et al. (2019b) to fine-tune BART for monolingual summarization in English. See Appendix A.1 for more details.

4.1 Baselines

We evaluate the following baseline approaches for cross-lingual summarization on our data:

**lead**: copies first \( n \) sentences from the corresponding parallel English source articles. We report results for \( n = 3 \) since it performs the best.

**Summarize-then-translate** (*Sum-Trans*): We
fine-tune mBART for monolingual summarization in the source language, and then at inference time, we summarize the article and then translate the summary into the target language. This approach is useful when the source language is higher resource for the summarization task, since it requires translating summaries, which tend to be much shorter than the actual articles, which means fewer opportunities for translation errors.

**Translate-then-Summarize (Trans-Sum):** We fine-tune mBART for monolingual summarization in the target language and at inference time, we translate the source language articles into the target language, and then summarize the translation. This approach is useful when the target language is higher resource for the summarization task, though translating entire articles provides more opportunities for translation errors.

**Trans-Sum-R:** This method, a variation of the translate then summarize method above, first performs a round-trip translation of articles from, and back to, the target language, through the source language, to get noisy articles in the target language. The noisy articles are then paired with the original, clean summary, to train a summarization system in the target language (Ouyang et al., 2019). The summarization system, in this case, can account for potential noise in the translated source article, by learning to generate clean summaries from noisy articles. For all baselines that require translation, we used the Amazon Web Services (AWS) Translate service, which is among the state of the art Neural Machine Translation systems.\(^7\)

**Trans-Sum-G:** This model is the same as the Trans-Sum model except that at inference time, we use the gold translation of the source language article instead of the machine translated one. This is an oracle system that represents the performance we could expect if we had no translation errors. Thus the drop in performance from Trans-Sum-G to Trans-Sum or Trans-Sum-R can be attributed to translation errors.

---

\(^7\) [https://aws.amazon.com/translate/](https://aws.amazon.com/translate/)

---

4.2 Direct Cross-lingual Summarization

Most work in cross-lingual summarization has relied on different variations of a two-step approach to cross-lingual summarization, i.e. translation and summarization. Besides the issue of error propagation, another major drawback of such approaches is that they rely on translation at inference time, which makes inference costly as it requires running both a translation system and a summarization system, in sequence. In a real-world scenario, such systems would have a recurring latency and monetary cost for each inference request. Therefore, it is preferable to have cross-lingual summarization methods that do not rely on running an additional translation system at inference time.

The popularity of existing two-step approaches for cross-lingual summarization can largely be attributed to the data that is available – there are plenty of resources for both machine translation and monolingual English summarization as separate tasks. However, resources that contain parallel articles in multiple languages, with corresponding parallel summaries are scarce. Since our dataset has gold standard translations between English and the other languages, it allows us to explore methods for direct cross-lingual summarization, and measure how they stack up against existing baselines. Furthermore, since we have gold translations, we can directly measure the drop in performance due to translation errors for translate-then-summarize, for each language pair, and see how much of that can be recovered by proposed methods.

For direct cross-lingual summarization, we fine-tune mBART with input articles from the source language, and summaries from the target language (DC). This setting requires that the model learn both translation and summarization, which requires a large amount of cross-lingual training data. To overcome this, we first propose to generate additional synthetic data by translating the English training articles into the target language (DC+Synth), using AWS Translate, and pairing them with the original summary in English. Translating training
Table 4: Cross-lingual summarization results. The numbers correspond to ROUGE-1/ROUGE-2/ROUGE-L F1 scores respectively. † indicates where ROUGE-L F1 is significantly better than all baselines, and ‡ indicates where ROUGE-L F1 is significantly better than all baselines except Trans-Sum-R. We use Welch’s t-test, and use \( p < 0.01 \) to assess significance.

|       | Es-En | Tr-En | Ru-En | Vi-En |
|-------|-------|-------|-------|-------|
| Trans-Sum-G | 41.66/18.64/35.07 | 45.82/22.42/39.05 | 40.98/18.27/34.74 | 41.37/18.56/35.22 |
| lead3  | 24.35/06.03/16.39 | 24.55/05.98/16.49 | 23.43/05.56/15.81 | 22.92/05.41/15.47 |
| Sum-Trans | 36.03/13.02/29.86 | 31.57/10.45/24.76 | 29.75/08.83/24.36 | 26.95/07.04/21.62 |
| Trans-Sum | 37.16/14.25/31.04 | 41.06/17.72/34.53 | 33.59/11.60/28.15 | 34.77/12.37/29.27 |
| Trans-Sum-R | 38.13/14.95/31.96 | 42.33/18.79/35.81 | 34.64/12.58/29.18 | 36.29/13.21/30.57 |
| DC     | 38.30/15.37/32.40† | 33.68/12.74/27.62 | 32.91/11.83/27.69 | 31.89/11.07/26.36 |
| DC+Synth | 40.00/16.38/33.45† | 41.76/18.84/35.78 | 36.82/14.41/31.18† | 36.48/14.29/30.96‡ |
| DC+Synth+MT | **40.60/16.89/34.06** | **42.76/20.47/37.09** | **37.09/14.81/31.67** | **37.86/15.26/32.33** |

When comparing the performance of Trans-Sum vs. Sum-Trans, we find that performance depends on the amount of summarization data available in the source language. Similar to previous work \( \text{(Ouyang et al., 2019)} \), we find that Tran-Sum works significantly better when the amount of data in the source language is limited. However, as source language training data size increases, we see that the gap in performance decreases, as in the case of Spanish, which is similar in size to English, vs. Turkish, which is the lowest resource language for summarization in our dataset. This suggests that when the source language data is comparable in size or larger than the target language data, Sum-Trans approach may be worthwhile to consider, as suggested by \( \text{Wan et al. (2010)} \), since it is more cost effective (translating summaries instead of whole articles) and may avoid error propagation from translation systems.

Amongst the baseline methods, Trans-Sum-R works the best. It consistently does better than Trans-Sum baseline, suggesting that round-trip translation to create noisy data can be an effective way to make the model more robust to translation errors at inference time. Since we have gold translations (Trans-Sum G) for each of the articles, we can measure the translation error in the Trans-Sum system. We see that on average, the round-trip translation method is able to recover about 22% of the performance loss due to translation errors.

For direct cross-lingual summarization, we find that the performance of the base model (DC) is worse than the translate-then-summarize baselines for all languages except Spanish, where it is better.

---

\( ^8 \)While back-translation typically uses an intermediate training checkpoint to create synthetic data, we instead use AWS translate.
Topic: How to critique a speech: Assessing the Delivery.

Article: Does the speaker talk in a way that makes you want to keep listening, or is it easy to tune out? ... The way the speaker holds him or herself should project confidence and charisma, making the audience feel engaged and included ... Too many “ums”, “likes” and “uhs” take away from a speaker’s credibility ... A great speaker should have memorized the speech long in advance ... Look for signs that the speaker is nervous so you can offer a critique that will help him or her improve next time ...

Reference: Listen to the speaker’s voice inflections. Watch the speaker’s body language. Listen for filler words. See if the speech was memorized. Assess how the speaker manages anxiety.

Trans-Sum: Keep the listener’s attention. Maintain good posture. Memorize speech beforehand. Identify signs of nervousness.

Trans-Sum-R: Recognize the listener’s needs. Pay attention to the posture of the speaker. Memorize the speech. Recognize the signs of nervousness.

DC+Synth+MT (Ours): Pay attention to the way the speaker is speaking. Notice the way the speaker uses body language. Keep track of the words they say. Remember what they have to say. Watch for signs of nervousness.

Table 5: An example output summary for Trans-Sum, Trans-Sum-R and DC+Synth+MT. Human annotators preferred the output from DC+Synth+MT.

This suggests that direct cross-lingual summarization is a difficult task and requires a larger amount of data, even with a pre-trained mBART model as a starting point. Once we add some synthetic data (DC+Synth), we see the performance improves significantly, especially for the lower resource languages (Tr and Vi), which are on par with the best baseline model. Note that the DC+Synth models would still be preferable, even over the best baseline, as they give similar performance while being much more cost effective for inference.

Finally, we see that fine-tuning the mBART model for document-level machine translation, before fine-tuning it for cross-lingual summarization, further improves the performance for all languages. This variant (DC+Synth+MT) performs significantly better than all baseline systems for Spanish, Russian and Vietnamese. For Turkish, the performance of DC+Synth+MT is statistically the same as Trans-Sum-R; we note, however, that our model is significantly better than the Trans-Sum baseline, while the Trans-Sum-R model is not.

5.1 Human Evaluation

We ask human annotators on Mechanical Turk to evaluate the generated summaries for fluency and content overlap with the gold reference summary. We randomly sample 100 articles per language and generate summaries using Trans-Sum, Trans-Sum-R and DC+Synth+MT. Each annotator is shown all three summaries for the same article, along with the reference, and asked to score the summaries for fluency and content on a scale from 1 to 3. Each of the examples was evaluated by three annotators. To ensure for quality, we filter out annotators with a low agreement score with other annotators who performed the same tasks. The average pairwise agreement between annotators is 56.5%.

Table 6 shows that human annotators find all three systems relatively fluent overall. This can be attributed to the use of mBART, which has been pre-trained on large amounts of monolingual data. While there is no significant difference between Trans-Sum-R and DC+Synth+MT, we note that DC+Synth+MT scored significantly higher than Trans-Sum, while Trans-Sum-R is statistically the same as Trans-sum. In terms of content overlap with the reference, we find that DC+Synth+MT model scored significantly better than both the baseline systems (p ≤ 0.05), which validates the ROUGE score improvements we show in Table 4. Note that the baselines systems are statistically the same in terms of content. Table 5 shows an example of an article and corresponding output summaries for each of the three systems evaluated. We can see that all the system generated summaries are fluent, however DC+Synth+MT has better overlap with the content in the reference summary.

9The reference was only shown when evaluating for content overlap, and not for fluency evaluation.

10More examples are provided in Appendix A.4.
| Model                  | Fluency | Content |
|------------------------|---------|---------|
| Trans-Sum              | 2.61    | 2.07    |
| Trans-Sum-R            | 2.62    | 2.09    |
| DC+Synth+MT            | 2.67    | 2.19    |

Table 6: Human evaluation scores on a scale of 1-3.

6 Related Work

**Abstractive Summarization.** The majority of research in abstractive summarization has focused on monolingual summarization in English (Gehrmann et al., 2018; Song et al., 2020; Narayan et al., 2018). Rush et al. (2015) proposes the first neural abstractive summarization model using an attention-based convolutional neural network encoder and a feed-forward decoder. Chopra et al. (2016) shows improvements over this model using a recurrent neural network for the decoder. Nallapati et al. (2016) shows further improvements by incorporating embeddings for linguistic features such as part-of-speech tags and named-entity tags into their model, as well as a pointer network (Vinyals et al., 2015) to enable copying words from the source article. See et al. (2017) extends this model by further incorporating a coverage penalty to address the problem of repetitions in the generated summary.

Chen and Bansal (2018) takes a two stage approach to abstractive summarization by learning an extractor to select salient sentences from the articles, and an abstractor to rewrite the sentences selected by the extractor. They further train the extractor and abstractor end-to-end with a policy-gradient method, using ROUGE-L F1 as the reward function. Recently, pre-trained language models have achieved the state of the art results in abstractive summarization (Lewis et al., 2019b; Liu and Lapata, 2019; Song et al., 2020). Therefore, we use mBART (Liu et al., 2020) for all the baselines and our direct cross-lingual models.

**Cross-lingual Abstractive Summarization.** Wan et al. (2010) proposes summarize-then-translate and translate-then-summarize as approaches for doing cross-lingual summarization. They suggest that summarize-then-translate is preferable because it is computationally less expensive since it translates the summary rather than article, and therefore is less prone to error propagation from translation systems. As we show in our work, however, this approach requires a large amount of training data in the source language to build an effective summarization system. On the other hand, translate-then-summarize approach relies on having an accurate translation system and a large amount of summarization training data in the target language. Although translate-then-summarize (Leuski et al., 2003) and summarize-then-translate (Lim et al., 2004; Orăscan and Chiorean, 2008; Wan et al., 2010) are widely used approaches in prior studies, they are prone to error propagation. Ouyang et al. (2019) propose a variant of the translate-then-summarize approach to cross-lingual summarization, by doing a round-trip translation of English articles through the source language to get noisy English articles. They then train on noisy article and clean summary pairs, which allows them to account for potential translation noise.

There is limited prior work in direct cross-lingual summarization. Shen et al. (2018) propose zero-shot cross-lingual headline generation to generate Chinese headlines for English articles, via a teacher-student framework, using two teacher models. Duan et al. (2019) propose a similar approach for cross-lingual abstractive sentence summarization. We note that our approach is much simpler and also focuses on a different kind of summarization task.

Zhu et al. (2019) use round-trip translation of large scale monolingual datasets (Hermann et al., 2015; Zhu et al., 2018; Hu et al., 2015) to generate synthetic training data for their models, and train a multi-task model to to learn both translation and cross-lingual summarization. We tried their approach on our data, using the code provided, but the results were worse than all baselines except lead. We suspect that this may be due to the amount of training data, as their synthetic dataset was much larger than ours (1.69M pairs for Zh-En). An extension of their approach would be to incorporate multi-task training for pre-trained mBART, which we leave for future work. Scarcity of cross-lingual summarization data has limited prior work to a few languages, and mostly in the news domain (Wan et al., 2010; Wan, 2011; Yao et al., 2015; Zhang et al., 2016; Wan et al., 2019). While there is some existing work trying to address this (Nguyen and Daumé III, 2019), the proposed dataset is still limited in size, and contains summaries only in English. We address this limitation by proposing a

---

11 https://github.com/ZNLP/NCLS-Corpora

12 This model gets ROUGE-L F1 scores of 22.49, 23.38, 20.79, 19.45 for Spanish, Turkish, Russian and Vietnamese respectively.
new benchmark dataset.

7 Conclusion

We present a benchmark dataset for cross-lingual and multilingual abstractive summarization. We then evaluate existing methods in cross-lingual abstractive summarization. We further propose an end-to-end method for direct cross-lingual summarization and show that it achieves significantly better performance than the baselines while being more cost effective for inference.

Our new benchmark dataset opens up interesting new directions for research in summarization. We would like to further explore multi-source cross-lingual summarization architectures, i.e. models that can summarize from multiple source languages in to a target language. Another interesting avenue would be to explore the feasibility of multilingual summarization, i.e. building models that summarize articles from any language to any other language for a given set of languages.
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A Appendix

A.1 Reproducibility

We use Fairseq (Ott et al., 2019) for all our experiments. We follow the hyperparameter settings used by Lewis et al. (2019b) for all summarization and translation models we train. We note that we had to make some modifications to existing mBART code, to support monolingual summarization. We will make this code, along with our data pre-processing scripts, available upon acceptance. We train all our models on a single machine with four Nvidia Tesla V100 GPUs, 96 CPU cores, and 693 GB of RAM. We train all models until the validation loss no longer improves for two epochs, and use the checkpoint with the best validation loss for inference. The average runtime for each of our training runs was between three to six hours, depending on the dataset size (it was quickest for Turkish and slowest for Spanish).

All models that we report in Table 4 were trained using the exact same pre-trained mBART architecture (~680M parameters), with the same hyperparameters. For inference, we used a beam-size of five for all models. The ROUGE (Lin, 2004) scores were computed using the official ROUGE script.

A.2 Splitting English Data

To get a fair assessment of cross-lingual performance, we need to ensure, at a minimum, that any English article that is parallel to any test article in any of the four languages, gets mapped to the English test set. We note, however, that this is not sufficient, since there are multiple methods (articles) for each topic, and there may be some content overlap between them. Therefore, in addition to parallel articles, we also include all English articles that overlap in topic with any test article in any of the four non-English languages in the test set for English. While this way of splitting the data means we have fewer English articles for training, we opted for this as it ensures purity of the tests sets. Furthermore, it also ensures that models that learn topic-specific information will not be able to generalize to the test set, since there is minimal topical overlap. This method of splitting filtered out ~72K examples to the test set, and left us with ~69K examples for training and development sets.

A.3 Data Statements

All of the data was collected according with the terms and conditions listed on the website. We followed WikiHow’s rate limit (four second delay between each request) while scraping the website. We follow the guidelines suggested by Bender and Friedman (2018) and prepare a data statement, to the best of our ability, for the data we collect.

A.3.1 Curation Rationale

This dataset was collected in order to enable further research into cross-lingual and multilingual summarization. We first collected English articles from WikiHow. Each English article links to any corresponding articles that may be available in the other 17 languages that are supported on WikiHow. We use this information to collect parallel articles between English and each of the other 17 languages. We then align these articles using the illustrative images for each of the steps detailed in the article, since these images are unique to a given step.

A.3.2 Language Variety

The dataset includes articles in 18 languages (i.e. English, Spanish, Portuguese, French, German, Russian, Italian, Indonesian, Dutch, Arabic, Chinese, Vietnamese, Thai, Japanese, Korean, Hindi, Czech, Turkish). The information about the varieties for the languages is not available.

A.3.3 Speaker Demographic

We do not have access to the demographics of the writers and editors of the articles.

A.3.4 Annotator Demographic

We do not collect any additional annotations for this dataset.

A.3.5 Speech Situation

The articles written on the website are a collaborative effort from people all over the world. Each article and summary is written and edited by 23 people, and further re-viewed by 16 people, on average, which ensures that the content is of high-quality. A majority of the non-English articles are written by people who are fluent in both English and the target language, and are further reviewed by WikiHow’s international translation team, before they are published. The articles are written as how-to guides over a wide variety of topics, and the intended audience is anyone that is interested in instructions to complete a certain task.
**Topic:** How to Reduce the Redness of Sunburn: Healing and Concealing Sunburns.

**Article:** Try to drink at least 10 full glasses of water each day for a week after your sunburn ... This is the traditional go-to remedy when dealing with a burn. The gel of the aloe vera plant has natural anti-inflammatory properties and can speed up the healing process if applied correctly ... Get out a small bowl and mix equal parts baking soda and cornstarch ... You can use the leaves and bark of the witch hazel plant for medicinal purposes ... You can fill up a bottle and spray the vinegar directly on your skin for relief ... Many natural healers swear that potatoes can reduce pain and inflammation. Get a few potatoes and use a knife to cut them into thin slices ... This one is a bit of a long-shot but, if nothing else, the cool temperature of the yogurt may soothe your skin ... Light, cotton garments that fall away from the skin are your best options during your recovery period ... Apply a green-tinted primer to the burned areas to counterbalance the appearance of redness ...

**Reference:** Drink a lot of water. Apply aloe vera. Create a baking soda paste. Use witch hazel. Apply apple cider vinegar to the area. Apply potato slices to the area. Apply live cultured yogurt. Wear loose and dark clothing. Use make-up to cover the redness.

**Trans-Sum:** Drink plenty of water. Apply aloe vera gel to the skin. Make a baking soda and corn flour mask. Use hazelnut extract. Apply apple cider vinegar. Use potatoes. Apply yogurt to the skin. Apply blush.

**Trans-Sum-R:** Drink plenty of water. Apply aloe vera gel. Use baking salt and cornmeal. Use hazelnuts and bark. Apply apple cider vinegar. Apply potatoes. Apply yogurt to the skin. Avoid wearing makeup.

**DC+Synth+MT (Ours):** Drink plenty of water. Apply aloe vera gel to the burn. Mix baking soda and cornstarch. Use witch hazel. Apply apple cider vinegar to the burn. Use potato slices. Apply yogurt to the burn. Wear dark clothing.

Table 7: An example output summary for Trans-Sum, Trans-Sum-R and DC+Synth+MT. Human annotators preferred the output from DC+Synth+MT.

A.3.6 Text Characteristics

The articles cover 19 broad categories including health, arts and entertainment, personal care and style, travel, education and communications, etc. The categories covered a broad set of genres and topics.

A.4 Examples

We present four additional example outputs for each of the three systems that were evaluated by human annotators. We show two examples where our system (DC+Synth+MT) was preferred, in Tables 7 and 8, and two examples where the baselines were preferred over our system, in Tables 9 and 10. We will make the model outputs available for all systems.
**Topic:** How to Speak Portuguese: Studying Basic Portuguese Vocabulary.

**Article:** Practice saying ordinary phrases so you can carry on a casual conversation in any situation... Practice polite phrases like “please” and “thank you”. Learn a few ways to communicate your understanding or confusion... If you will be traveling in Portugal, learn some of the basic questions and statements you will need to get around... Learn how to ask for rooms, order off a menu, and talk to shopkeepers... Portuguese numbers sometimes reflect the gender of the word they are applied to. For instance, if you are talking about a woman, you would say “uma mulher”, but for a man you would say “um homem.”.

**Reference:** Learn a few greetings. Master some basic conversational phrases. Learn key travel phrases. Practice your shopping and restaurant vocabulary. Learn how to count in Portuguese.

**Trans-Sum:** Learn some basic phrases to communicate basic conversation. Practice basic phrases to communicate understanding or confusion. Learn some basic questions and statements when traveling. Learn how to order a room or talk to merchants. Learn how to talk about gender.

**Trans-Sum-R:** Learn basic conversational phrases. Use simple phrases to communicate understanding or confusion. Learn basic questions and statements when traveling to Portugal. Learn how to order a room, menu, or speak to merchants. Learn how to say “um” or “um homem” if you’re talking about a woman.

**DC+Synth+MT (Ours):** Learn some basic conversational phrases. Learn some polite phrases. Learn some basic phrases when communicating in public. Learn some basic phrases when communicating in public. Learn how to communicate with people. Learn how to communicate with numbers.

---

**Topic:** How to Teach English As a Second Language to Beginners: Embracing Best Practices.

**Article:** One great way to facilitate learning is to encourage students to avoid speaking languages other than English in the classroom... When explaining an activity or giving directions about homework, classwork, or a project, you should always give both verbal and written instructions... This will aid in word association and in pronunciation... No matter what type of lesson you are teaching or what activity your students are doing, you should monitor them constantly... Teaching English as a second language to beginners is a lot more effective when you use a variety of types of learning... When teaching beginners or very young students, break the lesson into several pieces of about 10 minutes.

**Reference:** Encourage students to speak only English in the classroom. Provide verbal and written instructions. Monitor students’ progress constantly. Promote a diversity of modes of learning. Break lessons into small pieces.

**Trans-Sum:** Encourage students to speak English. Give both oral and written instructions. Control your students. Encourage different types of learning. Divide lessons into small pieces. Change your lesson types often.

**Trans-Sum-R:** Encourage students to speak English. Provide both oral and written instructions. Monitor your students. Diversify your teaching methods. Divide the lesson into short pieces. Switch up your teaching style.

**DC+Synth+MT (Ours):** Encourage students to speak English. Give both verbal and written instructions. Check on students regularly. Encourage a variety of learning methods. Break your lessons down into small chunks. Vary your lesson types.

---

Table 8: An example output summary for Trans-Sum, Trans-Sum-R and DC+Synth+MT. Human annotators preferred the output from DC+Synth+MT.

Table 9: An example output summary for Trans-Sum, Trans-Sum-R and DC+Synth+MT. Human annotators preferred the output from Trans-Sum-R and Trans-Sum over DC+Synth+MT.
**Topic:** How to Live an Active Life with COPD: Participating in Exercise and Activities with COPD.

**Article:** With a serious lung disease like COPD, you have to be exceptionally careful when you start physical activity. Although exercise can help improve your COPD, you still need to ease into activities slowly. Increasing your lifestyle activity is a great way to stay active without overdoing it. These are not cardio activities, but they also help keep your body moving and your lungs working. When you're ready to progress to more structured exercise, you need to plan to include a warm-up. This is an essential component of safe exercise for those with COPD. Unless cleared by your physician, you should only participate in aerobic activities that are low in intensity. This level is the most safe for patients with COPD. Aerobic exercises are great to help improve the condition of your lungs and improve your cardiovascular system; however, strength training is an essential form of exercise as well.

**Reference:** Ease into activities. Increase your lifestyle activity. Always do a warm-up. Add in low-intensity cardio exercises. Do light strength training. Try pilates and yoga for breathing exercises.

**Trans-Sum:** Start slowly. Include daily activities. Include a warm-up. Perform low-intensity aerobic exercises. Perform strength training. Do yoga or pilates.

**Trans-Sum-R:** Start slowly. Increase the frequency and duration of daily activities. Warm up. Perform low-intensity aerobic exercises. Perform strength training. Do yoga or pilates.

**DC+Synth+MT (Ours):** Start slowly. Include daily activities. Warm up. Do low-intensity aerobic exercise. Strength train. Do yoga or pilates.

Table 10: An example output summary for Trans-Sum, Trans-Sum-R and DC+Synth+MT. Human annotators preferred the output from Trans-Sum-R and Trans-Sum over DC+Synth+MT.