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Abstract

Symbolic knowledge graphs (KGs) have been constructed either by expensive human crowdsourcing or with complex text mining pipelines. The emerging large pretrained language models (LMs), such as BERT, have shown to implicitly encode massive knowledge which can be queried with properly designed prompts. However, compared to the explicit KGs, the implicit knowledge in the black-box LMs is often difficult to access or edit and lacks explainability. In this work, we aim at harvesting symbolic KGs from the LMs, and propose a new framework for automatic KG construction empowered by the neural LMs’ flexibility and scalability. Compared to prior works that often rely on large human annotated data or existing massive KGs, our approach requires only the minimal definition of relations as inputs, and hence is suitable for extracting knowledge of rich new relations that are instantly assigned and not available before. The framework automatically generates diverse prompts, and performs efficient knowledge search within a given LM for consistent outputs. The knowledge harvested with our approach shows competitive quality, diversity, and novelty. As a result, we derive from diverse LMs a family of new KGs (e.g., BERTNET and RoBERTANET) that contain a richer set of relations, including some complex ones (e.g., "A is capable of but not good at B") that cannot be extracted with previous methods. Besides, the resulting KGs also serve as a vehicle to interpret the respective source LMs, leading to new insights into the varying knowledge capability of different LMs.

1 Introduction

Symbolic knowledge graphs (KGs) encode rich knowledge about entities and their relationships, and have been one of the major means for organizing commonsense or domain-specific information to empower various applications, including search engines [50, 17], recommendation systems [46, 45, 48], chatbots [29, 27], healthcare [23, 28, 25], etc. The common practice for constructing a KG is crowdsourcing (such as ConceptNet [59], WordNet [15], and ATOMIC [55]), which is accurate but often has limited coverage due to the extreme cost of manual annotation (e.g., ConceptNet covers only 34 types of commonsense relations). Prior work has also built text mining pipelines to automatically extract knowledge from unstructured text, including domain-specific knowledge [47] and commonsense knowledge [51, 45, 31]. Those systems, however, often involve a complex set of components (e.g., entity recognition, coreference resolution, relation extraction, etc.), and applicable only to a subset of all the knowledge, which is explicitly stated in the text.

On the other hand, the emerging large language models (LMs) pretrained on massive text corpora, such as BERT [10], RoBERTA [26], and GPT-3 [6], have been shown to encode a large amount of knowledge implicitly in their parameters. This has inspired the interest in using the LMs as knowledge...
Table 1: Categorization of works on automated knowledge graph construction. Compared with others, our framework is more flexible as it relies on LMs as knowledge source, generates a full KG, applies to arbitrary relations. The details are presented in Section 2.

| Method       | Knowledge source                  | Outcome | Arbitrary relation |
|--------------|-----------------------------------|---------|-------------------|
| Text mining  | text corpus                        | KG      | ✗                 |
| Factual probing | LMs                              | tail entity | ✓                |
| COMET       | LMs + Existing Knowledge           | tail entity | ✗                |
| Symbolic KD | GPT-3 (+ existing KGs)            | KG      | ✓*               |
| BertNet (Ours) | LMs                            | KG      | ✓                 |

bases. For example, recent work has focused on manually or automatically crafted prompts (e.g., "Obama was born in __") to query the LMs for answers (e.g., "Hawaii") \[32\] \[20\] \[38\] \[52\].

Such probing also serves as a way to interpret the black-box LMs \[41\], and inspires further fine-tuning to improve knowledge quality \[50\] \[16\]. However, the black-box LMs, where knowledge is only implicitly encoded, fall short of the many nice properties of explicit KGs \[2\], such as the easiness of browsing the knowledge or even making updates \[53\] \[7\] and the explainability for trustworthy use by domain experts. Can we automatically harvest KGs from the LMs, and hence combine the best of both worlds, namely the flexibility and scalability from the neural LMs, and the access, editability, and explainability in the symbolic form?

This paper makes a step towards this end—given a pretrained LM (e.g., BERT, RoBERTA), our automatic framework extracts a KG from it in an efficient and scalable way—this results in a family of new KGs (referred to as, e.g., BERTNET, RoBERTANET) that permit a new extendable set of knowledge beyond the existing hand-annotated KGs such as ConceptNet. As Table 1 suggests, our framework is more flexible compared with previous works to construct knowledge graphs automatically.

The new goal of extracting KGs purely from any LMs poses unique challenges. First, it is difficult to extract knowledge reliably from LMs, as the LMs have shown to generate inconsistent outputs given prompts of slightly different wording (e.g., "originally aired in ___") vs "premiered on ___") \[11\] \[30\]. Automatically learning the optimal prompts \[21\] \[52\] typically requires many existing entity pairs as training data, which is often not available especially for new relations that are instantly assigned. While \[49\] extracted commonsense knowledge of high quality from GPT-3, this method doesn’t apply to other LMs, since it relies on the extreme few-shot learning ability and the large capacity of GPT-3 model. To this end, we apply an unsupervised method that automatically paraprases an initial prompt and creates a diverse set of alternative prompts with varying confidence weights. We then search for entity pairs that consistently satisfy the diverse prompts. The second challenge lies in the search phase due to the large space of entity (one or multiple tokens) tuples. We devise an efficient search algorithm with an approximate objective and re-score the tuples afterwards. Finally we balance between knowledge accuracy and coverage by choosing a threshold.

The minimal dependence on other sources besides the powerful LM itself allows maximal flexibility of our framework to extract knowledge of any relations, even those like “A is capable of, but not good at, B” that express sophisticated meaning and “A can do B at C” that involve more than two entities. Besides, the resulting KGs can readily serve as a symbolic interpretation of the respective black-box LMs, for users to browse and understand their knowledge storage and capability.

We apply the framework to harvest KGs from a wide range of popular LMs, including RoBERTA, BERT, and DISTILBERT, of varying model sizes, respectively. The experiments show our approach can harvest large-scale KGs of diverse concepts, and performs well on user-defined complex relations.

Compared with other KGs trained with existing knowledge bases or human annotations, the outcome KGs of our framework, with solely a LM as the knowledge source, shows competitive quality, diversity and novelty. The further analysis illustrates the better balance of knowledge accuracy and coverage than baselines. Comparison between the resulting KGs from different LMs offers new insights into their knowledge capacities due to different factors, such as model sizes, pretraining strategies, and distillation.
2 Related Work

Knowledge graph construction Popular knowledge bases or KGs are usually constructed with heavy human labor. For example, WordNet [15] is a lexical database that links words into semantic relations; ConceptNet [39] is a large commonsense knowledge graph in the conventional KG format that consists of (head entity, relation, tail entity) triples; ATOMIC [36] is a social commonsense KG by crowdsourcing consisting of if-then statements. Automatic Knowledge Graph Construction has been focused by academics. We summarize different categories of works in Table 1. Text mining based works aim to extract knowledge from text. A typical information extraction system [5] decomposes the task to a set of sub-tasks, such as co-reference resolution, named entity recognition, and relationship extraction. There are also works on commonsense knowledge extraction, like WebChild [42], TransOMCS [51], DISCOS [13], Quasimodo [35], ASCENT [31]. These extraction pipelines are based on linguistic pattern, and involve complex engineering such as corpus selection, term aggregation, filtering and so on. COMET [4] is a finetuned generative LM trained to generate tail entities given head entities and relations. Symbolic knowledge distillation (KD) [49] distils the knowledge in GPT-3 to a generative LM. As a intermediate product, they got ATOMIC by prompting GPT-3 with examples. However, this method only applies to GPT-3 for the need of strong few-shot learning ability. Factual probing [32, 2, 34] measures the amount of knowledge in LMs by the accuracy when filling a blank in a prompt, which is human-written, or learned with a large amount of existing knowledge. It’s worth noting that in Factual Probing, the language models only response when a user inputs a prompt, so there are no knowledge graphs constructed automatically. The COMET works in the same way. To the best of our knowledge, our framework is the first to extract a knowledge graph from language models which is extensible to any queried relations.

LMs as knowledge bases It is easy to query knowledge in knowledge bases, while the implicit knowledge in LMs are difficult to access. The retrieval of knowledge in LMs often requires finetuning [8, 44] or prompt tuning [33, 20, 19, 32] with existing knowledge, limiting their methods to query new relations without existing tuples. Together with the success of pretrained LMs, recent work has developed various ways to understand their internal mechanisms, such as analyzing the internal states of LMs, and extracting structured linguistic patterns [43, 19]. Factual probing aims to quantify the factual knowledge in pretrained language models, which is usually implemented by prompting methods and leveraging the masked language model pretraining task. Specifically, the amount of factual knowledge is estimated by a set of human-written cloze-style prompts, e.g., "Dante was born in ____ ". The accuracy of the model prediction on the blank represents a lower bound of the amount of knowledge in the model. LAMA [32] collects a set of human-written prompts to detect the amount of factual information that a masked language model encodes. LPAQA [20] proposes to use text mining and paraphrasing to find and select prompts to optimize the prediction of a single or a few correct tail entities, instead of extensively predicting all the valid entity pairs like in our framework. AutoPrompt [38] and OPTIPrompt [52] search prompts automatically. Though making prompts unreadable, they achieve higher accuracy on the knowledge probing tasks. Instead of measuring knowledge inside an LM as an accuracy number, our framework explicitly harvests a KG from the LM. Consistency is a significant challenge in knowledge probing and extraction, which refers to a model that should not have predictions contradicting each other. Basically, models should behave invariantly under inputs with different surface forms but the same meaning, e.g., paraphrased sentences or prompts. Several benchmarks are proposed to study consistency in LMs [11, 18]. [11] analyzes the consistency of pretrained language models with respect to the factual knowledge. They show that the consistency of all LMs is poor in their experiment. In our framework, the extracted entity pairs for each relation would consistently satisfy a diverse set of prompts. Unlike traditional KGs, it is also non-trivial to edit knowledge in LMs, though there is some preliminary research on editing facts in LMs [53, 7], via forcing the model to change predictions on some data points while keeping the same for other data points. There is also another line of works that utilize LMs to score entity pairs [14, 9, 13, 12]. However, these works only use LMs to filter candidate knowledge tuples that are collected either from the Internet or existing KGs, but they don’t directly extract knowledge inside the LMs as our framework.

1A crucial component of their framework is a critic teacher, which is trained with an existing knowledge base. This is for filtering generated knowledge, and is not available for relations not covered by the existing knowledge base. Removing this component will reduce the framework to the simple setting of few-shot learning of GPT-3.
3 Harvesting KGs from LMs

This section presents the proposed framework for extracting a relational KG from a given pretrained LM, where the LM can be arbitrary fill-in-the-blank models such as BERT [10], RoBERTA [26], BART [22], or GPT-3 (with appropriate instructions) [6]. The KG consists of a set of knowledge tuples in the form \(<head entity (h), relation (r), tail entity (t)>\). Specifically, we automatically harvest from the LM all appropriate entity pairs \((h, t)\) for any given relation \(r\). This presents a substantially more challenging problem than the popular LM probing tasks [32, 20, 38, 52] which predict a particular tail entity given both the head entity and relation. In contrast, given only the relation, we need to search for hundreds or thousands of head/tail entity pairs both accurately and extensively in an efficient manner.

To extract knowledge tuples of a particular relation (e.g., "potential_risk" as illustrated in Figure 1), our approach requires only minimal input information that defines the relation of interest, namely an initial prompt (e.g., The potential risk of A is B) together with a few shot of seed entity pairs (e.g., <eating candy, tooth decay>). The prompt offers the overall semantics of the relation, while the seed entity pairs serve to eliminate any possible ambiguities. For new relations not included in existing KGs, it is impractical to require a large set (e.g., hundreds) of seed entity pairs as in previous knowledge probing or prompt optimization methods [32, 20, 38, 52]. Instead, our approach needs only a very small set, such as 5 example pairs in our experiments, which can easily be collected or written by users.

A key challenge of directly feeding the initial prompt and asking the LM to generate head/tail entities is that the outputs are often inconsistent: for example, slightly changing the wording of the prompt (while keeping the same semantic) can easily lead to different irrelevant LM outputs [11, 18]. The inconsistency renders the extracted knowledge unreliable and often inaccurate (as also shown in our experiments). Inspired by and generalizing the prior knowledge probing work [32, 20, 38, 52], we overcome the challenge by automatically creating diverse weighted prompts describing the same relation of interest, and searching for those entity pairs that are consistently favored by the multiple prompts under the LM. Interestingly, we found that those automatically created prompts, though stemming from the initial prompt (often written by a human), are often better alternatives than the initial prompt itself for drawing more accurate knowledge from the LMs, as studied in our experiments.
In the following sections, we describe the core components of our approach, namely the automatic creation of diverse prompts with confidence weights (§3.1) and the efficient search to discover consistent entity pairs (§3.2) that compose the desired KGs. Figure 1 illustrate the overall framework.

3.1 Automatic Creation of Diverse Weighted Prompts

Given the input information of a relation, namely the initial prompt and a few shots of seed entity pairs, we automatically paraphrase the initial prompt to a large set of prompts that are linguistically diverse but semantically describe the same relation. Each of the prompts is further associated with a confidence weight for an accurate measure of knowledge consistency in the next section.

Specifically, starting with the initial prompt, we randomly sample an entity pair from the seed set and insert it into the prompt to form a complete sentence. We then use an off-the-shelf text paraphrase model (see §4.1 for more details) to produce multiple paraphrased sentences of the same meaning. By removing the entity names, each paraphrased sentence results in a new prompt that describes the desired relation. To ensure diverse expressions of the relation, we keep those prompts that are sufficiently different from each other in terms of edit distance. We repeat this process by continuing the paraphrasing of the newly created prompts, until we collect at least 10 prompts for the relation.

The automatic creation of prompts is inevitably noisy. Some of the resulting prompts are less precise in expressing the exact meaning of the desired relation. we define a reweighting score for each prompt to calibrate its effect in the next knowledge search step. Specifically, we measure the compatibility of the new prompts with the seed entity pairs, and derive the prompt weights with the compatibility scores. Intuitively, given an entity pair \((h, t)\), a compatible prompt \(p\) should induce a high likelihood under the LM for each single entity plugged into the prompt. That is, the minimum likelihood of \(h\) and \(t\) should be high. Besides, we also expect a high joint likelihood of \(h\) and \(t\). Formally, the compatibility score is written as:

\[
f_{LM}(\langle h, t, p \rangle) = \alpha \log P_{LM}(h, t|p) + (1 - \alpha) \min \{ \log P_{LM}(h|p), \log P_{LM}(t|p, h) \}
\]

where the first term is the joint log-likelihood under the LM distribution \(P_{LM}\), the second term is the minimum individual log-likelihood given the prompt (and the other entity), and \(\alpha\) is a balancing factor for which we set \(\alpha = 2/3\) in our experiments.

We compute the average compatibility score of each created prompt over all seed entity pairs. The weight of the prompt is then defined as the softmax-normalized score across all prompts.

3.2 Efficient Search for Consistent Knowledge Tuples

Given the above set of prompts with confidence weights, we next harvest entity pairs that consistently satisfy all the prompts. Each entity consists of one or more tokens. We reuse the above prompt/entity-pair compatibility function (Eq.1) and intuitively define the consistency of a new entity pair \(\langle h^{new}, t^{new}\rangle\) as the weighted average of its compatibility with the different prompts:

\[
\text{consistency}(\langle h^{new}, t^{new} \rangle) = \sum_p w_p \cdot f_{LM}(\langle h^{new}, t^{new}, p \rangle)
\]

where \(w_p\) is the prompt weight and the sum is over all automatically created prompts as above. Therefore, an entity pair that is compatible with all prompts are considered to be consistent.

Based on the consistency criterion, we devise an efficient search strategy for consistent entity pairs. A straightforward approach is to simply enumerate all possible pairs of entities, measure the respective consistency scores as above, and pick the top-K entity pairs with highest scores as the resulting knowledge for the KG. The approach can be prohibitively slow given the large vocabulary size \(V\) and the high time complexity of the enumeration (e.g., \(O(V^2)\) assuming each entity consists of only one token).

To this end, we an appropriate approximation that leads to a more efficient search and re-scoring method. More concretely, we first use the minimum individual log-likelihoods (namely, the second term in the compatibility score Eq.1), weighted averaged across different prompts (similar as in Eq.2), to propose a large set of candidate entity pairs. The use of the minimum individual log-likelihoods allows us to apply a pruning strategy, as described more in the appendix. Once we collect a large number of proposals, we re-rank them with the full consistency score in Eq.2 and pick the top-K instances as the output knowledge.
We describe more nuanced handling in the search procedure (e.g., the processing of multi-token entities) in the appendix.

**Generalization to complex relations** Most existing KGs or knowledge bases include relations that are predicates connecting two entities, e.g., "A is capable of B". Yet, many relations in the real life can be more complex. Our approach is flexible and easily extensible to extract knowledge about those complex relations. We demonstrate in our experiments with two cases: (1) **highly customized relations** that have specific and sophisticated meaning, such as "A is capable of, but not good at, B". Such sophisticated knowledge is often hard for human to manually write down massively. Our automatic approach naturally supports harvesting such knowledge given only an initial prompt and few seed entities; (2) **n-ary relations** involving more than 2 entities, such as "A can do B at C". Our approach can straightforwardly be extended to deal with n-ary relations by generalizing the above compatibility score and search strategy accordingly to accommodate more than two entities.

**Symbolic interpretation of neural LMs** The harvested knowledge tuples, as consistently recognized by the LM cross varying prompts, can be seen as the underlying “beliefs” [40, 18] of the LM about the world. The interpretable symbolic tuples allow us to easily browse those beliefs, analyze the knowledge capability of the black-box LM, and make intrinsic comparisons between different LMs to understand the effect of diverse configurations, such as model sizes and pretraining strategies, as we showcased in the experiments.

### 4 Experiments

We validate the effectiveness of the proposed knowledge harvesting framework with extensive experiments. We conduct human evaluation of our outcome KGs, and illustrate the effectiveness of the automatically created prompts in our framework. Besides, using our framework as a tool to interpret the LM knowledge storage, we make interesting observations about several knowledge-related questions on the black-box LMs.

We will release the whole family of extracted KGs, as well as the code implementation of our framework (included in the supplementary materials), upon acceptance.

#### 4.1 Setup

**Relations** We extract knowledge about a large diverse set of relations. We collect relations from two existing knowledge repositories, and also test on a set of new relations not included in existing KGs. Specifically, our relations include (1) **ConceptNet** [39] is one of the most popular commonsense KGs and is widely used for evaluating knowledge extraction. Following [24], we filter the KG and subsample a set of 20 common relations (e.g. has_subevent, motivated_by_goal). The initial prompts for the relations are from the ConceptNet repository, and we randomly sample seed entity pairs from the ConceptNet KG for each relation. (2) **LAMA** [32] is a popular benchmark for factual probing, containing knowledge tuples from multiple sources. Following the recent work [20, 38, 52], we use the T-REx split 41 Wikipedia relations, such as capital_of, member_of). For each relation, the human-written prompt provided in [32] is used as the initial prompt and we randomly sample seed entity pairs for each relation. (3) **New Relations**: To test the flexibility of our framework for harvesting novel knowledge, we write 12 new relations of interests that can hardly be found in any existing KGs, and manually write initial prompts and seed entity pairs for them. The resulting relations include complex relations as described in §3.2. More details, e.g., initial prompts, and seed entities of relations, can be found in the appendix.

**Hyperparameters** We use 5 seed entity pairs for each relation. To automatically collect prompts (§3.1), we use GPT-3 with the instruction "paraphrase:{sentence}" as the off-the-shelf paraphraser. In the entity pair searching (§3.2), we restrict every entity to appear no more than 10 times to improve the diversity of generated knowledge and search out at most 50,000 entity tuples for each relation. We finally use various scoring thresholds to get the outcome KGs in different scales, including (1) **50%**: taking a half of all searched-out entities with higher consistency (Eq. 2). (2) **base-k**: Naturally there are different numbers of valid tuples for different relations (e.g. tuples of CAPITALOF should not exceed 200 as that is the number of all the countries in the world). We design
a relation-specific thresholding method, that is to set 10% of the $k$-nd consistency as the threshold (i.e., $0.1 \cdot \text{consistency}_k$), and retain all tuples with consistency above the threshold. We name the settings base-10 and base-100 when $k$ is 10 and 100, respectively.

### 4.2 Evaluation

#### 4.2.1 Evaluating outcome KGs

We apply our framework to extract knowledge graph of ConceptNet (CN) relations and New relations from language models, and then conduct human evaluation on the accuracy of the extracted knowledge with Amazon MTurk. The correctness of each extracted knowledge tuple is labeled by 3 annotators with True/False/Unjudgeable. A tuple would be "accepted" (acc) if at least 2 annotators think it is true knowledge, and "rejected" (rej) if at least 2 annotators rate it as false. We provide more details of human evaluation in the appendix.

The statistics of the generated KGs from our framework (ROBERTA\textsc{net}) and other knowledge extraction methods are mentioned in Table 2, and the samples of the extracted KG from DISTILL\textsc{bert} can be found in Figure 2. The acceptance rate, indicating the precision of KGs, in Table 2 are not comparable to each other, and only serves for a rough sense. From those statistics, we can see that with solely the LM as the knowledge source, and without any training data, our framework extracts KGs with competitive accuracy. Compared to COMET, our precision is a little lower, which is expected due to the big compromise we make in the setting, and our searching constraints ensure better diversity and novelty of ROBERTA\textsc{net} over COMET.

| Method                  | Tuple     | Diversity | Novelty % | Acc% |
|-------------------------|-----------|-----------|-----------|------|
| WebChild                | 4,649,471 | -         | -         | 82.0*|
| ASCENT                  | 8,600,000 | -         | -         | 79.2*|
| TransOMCS               | 18,481,607| 100,659   | 98.3      | 56.0*|
| COMET\textsc{CN}base-10| 6,741     | 4,342     | 35.5      | 92.0 |
| COMET\textsc{CN}base-100| 230,028   | 55,350    | 72.4      | 66.6 |
| ROBERTA\textsc{net}\textsc{CN}base-10| 6,741 | 6,107 | 64.4 | 88.0 |
| ROBERTA\textsc{net}\textsc{CN}base-100| 24,375 | 12,762 | 68.8 | 81.6 |
| ROBERTA\textsc{net}\textsc{CN}50%| 230,028 | 80,525 | 87.0 | 55.0 |
| ROBERTA\textsc{net}\textsc{New}\textsc{CN}base-10| 2,180 | 3,137 | - | 81.8 |
| ROBERTA\textsc{net}\textsc{New}\textsc{CN}base-100| 7,329 | 6,559 | - | 68.6 |
| ROBERTA\textsc{net}\textsc{New}\textsc{CN}50%| 23,666 | 16,089 | - | 58.6 |

Table 2: Statistics of KGs constructed with different methods. Diversity refers to the number of unique entities in a KG, and Novelty refers to the proportion of entities that don’t appear in ConceptNet. The acceptance rate with * are from the original papers and subject to different evaluation protocol. Given COMET can only predict the tail entity given a source entity and a relation, we generate KGs with COMET by feeding it the head entity and relation of our ROBERTA\textsc{net}. The first two blocks of this table corresponds to the first two blocks in Table 1 which includes three popular text mining methods: WebChild [42], ASCENT [31], and TransOMCS [51].

Figure 2: Examples of knowledge tuples harvested from DISTILL\textsc{bert} (Randomly sampled).
4.2.2 Evaluating automatic prompt creation

To evaluate the effect of our automatic creation of prompts, we compare the generated KGs under these settings of prompts on the human-written new relations: (1) **Multi-Prompts** refers to the full framework described in §3 which use the automatically created diverse prompts in knowledge search. (2) **Top-1 Prompt**: To ablate the effect of ensembling multiple prompts, we evaluate the variant that uses only the prompt with largest weight (§3.1) for knowledge extraction. (3) **Human Prompt**: To further understand the effectiveness of the automatically created prompts, we assess the variant that uses the initial prompt (typically written by human) of each relation. (4) **AutoPrompt** [38], which was proposed to learn prompts by optimizing the likelihood of tail entity prediction on the training set. To fit in our setting, we adapt it to optimize the compatibility score (Eq.1) on the seed entity pairs. We omit other prompt tuning work [e.g., 52, 33] because they either are difficult to fit in our problem or require more training data and fail with only the few shot of seed entity pairs in our setting.

The human-annotated accuracy is shown in Table 3. Our **TOP-1 Prompt** significantly improves the accuracy up to 9% over the **HUMAN Prompt**, indicating our prompt searching algorithm can produce high quality prompts. **MULTI-PROMPTS** further improves the accuracy by around 4%, which means the combination of diverse prompts better capture the semantics of a relation. The method using the optimized prompt by **AUTO-PROMPT** gives a lower accuracy than the one with the human or searched prompt, because the small set of seed knowledge tuples are insufficient for learning effective prompts for the desired relations.

Based on the results above, we move a step forward to see how the created prompts influence the subsequent module in the framework. Specifically, we evaluate if the automatically created prompts (§3.1) bring the consistency scoring (§3.2) better balance of knowledge accuracy (precision) and coverage (recall), by comparing various scoring methods on existing terms in ConceptNet and LAMA dataset. To be more detailed, we use the knowledge tuples from ConceptNet and LAMA as positive samples (§4.1), and synthesize the same amount of negative samples with the same strategy in [24] by random replacing entities or relations in the true knowledge. Each evaluated method estimates a score of each sample being positive (i.e., true knowledge), and ranks the samples based on the scores. We can then compute both the precision and recall of positive samples at different cut-off points along the ranking, and plot the precision-recall curves for each method.

The automatic evaluation setting on given knowledge terms also enables us to adapt existing prevalent works, e.g., KG completion and factual probing (Table 1), for comparison with our approach:
COMET is a transformer-based KG completion model trained to predict the tail entity $t$ conditioning on the head entity and relation $(h, r)$ on ATOMIC. The model has encoded rich commonsense knowledge. We thus test it on the ConceptNet commonsense data, and use its log-likelihood $\log P(t|h, r)$ as the score for each given knowledge tuple. LPAQA collects a set of prompts on LAMA with text mining and paraphrasing, and ensembles them to optimize the factual probing task (and thus cannot extract new knowledge like ours). We report the best performance of its three variants.

The resulting precision-recall curves on ConceptNet and LAMA knowledge are shown in Figure 3 and Figure 4, respectively. The variant of our TOP-1 PROMPT from our automatically-collected prompt set is significantly better than the HUMAN PROMPT. This is because the human-written prompts often fail to effectively account for possible ambiguities in the expression, which are eliminated in our approach by leveraging the seed entity pairs with compatibility measure. Increasing the number of prompts (MULTI-PROMPTS) provides further improvements, showing the multiple automatically created prompts can represent the desired relations more accurately and better guide the LMs for consistency. Our approach also substantially outperforms other baselines, like COMET on ConceptNet and LPAQA on LAMA, indicating better knowledge correctness (precision) and coverage (recall) of our framework in the context. On both datasets, AUTOPROMPT, with only 5 seed entity pairs as its training data, gives inferior performance than other approaches, indicating that the current prompt optimization is not feasible for discovering knowledge of new relations without large training data.

### 4.3 Analysis of Knowledge in Different LMs

As discussed in §3, the outcome knowledge graphs can be treated as a fully symbolic interpretation of pretrained language models. We use MULTI-PROMPTS to harvest KGs from 5 different LMs and evaluate them with human annotation. The results are shown in Table 4 which sheds some new light on several knowledge-related questions regarding the LMs’ knowledge capacity.

**Does a larger LM encode better knowledge?** For BERT (and RoBERTa), the large version and the base version share the same pretraining corpus and tasks, respectively, while the large version has a larger model architecture than the base version in terms of layers (24 v.s. 12), attention heads (16 v.s. 12), and the number of parameters (340M v.s. 110M). We can see that BertNet-large and RoBERTaNet-large are around 7% and 3% higher than their base version, separately, so the large models indeed encoded better knowledge than the base models.

**Does better pretraining bring better knowledge?** RoBERTa uses the same architecture as BERT but with better pretraining strategies, like dynamic masking, larger batch size, etc. In their extracted knowledge graphs from our framework, RoBERTaNet-large performs better than BertNet-large (0.73 v.s. 0.70), and RoBERTaNet-base is also better than BertNet-base (0.70 v.s. 0.63), which indicates the better pretraining indeed bring the better knowledge learning and storage.

**Is knowledge really kept in the knowledge distillation process?** DistilBERT is trained by distilling BERT-base, and reduces 40% parameters from it. Interestingly, the knowledge distillation process instead improves around 4% of accuracy in the result knowledge graph. This might be because the knowledge distillation is able to remove some noisy information from the teacher model.

### 5 Conclusion

We have developed an automatic framework that extracts a KG from a pretrained LM (e.g., BERT, RoBERTa), in an efficient and scalable way, resulting in a family of new KGs, which we refer to as BERTNET, RoBERTA.NET, etc. Our framework is capable of extracting knowledge of arbitrary new relation types and entities, without being restricted by pre-existing knowledge or corpora. The resulting KGs also serve as interpretation to the source LMs, bringing new insights of the knowledge capability in various LMs. Our current design and experimental studies are limited on LMs in the generic domain, and are not yet been studied in specific domains such as extracting healthcare knowledge from relevant neural models. We leave the exciting work of harvesting knowledge from various kinds of neural networks across applications and domains in the future work.
Ethical considerations  In this work, the harvested knowledge is automatically generated by LMs. We would like to note that the language models could possibly generate unethical knowledge tuples, same with the risks of other applications using language models for generation. We hope that the knowledge extraction study could offer techniques to better interpret and understand the language models, and in turn foster the future research of language model ethics. Since the knowledge graph only consists simple phrases, we think filtering sensitive words would be effective. No foreseeable negative societal impacts are caused by the method itself.
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A Appendix

A.1 Compute resource

All of our experiments are running on a single Nvidia GTX1080Ti GPU. Harvesting a knowledge graph of one relation with Roberta-large takes about one hour.

A.2 The license of the assets

All the data we used in this paper, including datasets, relation definitions, and seed entity pairs, etc., are officially public resources.

A.3 Preprocessing of ConceptNet

We filter out some linguistic relations (e.g. etymologically derived from) and some trivial relations (e.g. related to). We only consider the tuples with confidence higher than 1, and filter out relations comprising less than 1000 eligible tuples. We don’t directly take the test set from [24] because they reserve a lot of tuples for training, resulting in a small and unbalanced test set.
Figure 5: We demonstrate the calculation with an example where $p = "A IS THE PLACE FOR B"$. The left two figures shows how we calculate $P_{LM}(h|p)$ and $P_{LM}(t|p, h)$. In this example, $h = "library"$ when we set both head and tail entities to have one single token. The right block shows how we calculate the conditional probability of multiple-token entities by decomposing it into two steps. In this example, the first token of the head entity $h_1 = "study"$.

A.4 Relation definitions

The initial prompts of ConceptNet are from its repository\(^\text{2}\). For LAMA relations, we use the human written "template" for every relation as the initial prompt, which are all included in the LAMA dataset.

A.5 Processing of multi-token entities

Each entity may take more than one BPE tokens when conducting the mask-filling task. In our entity searching step, before searching the tokens to fill the mask, we enumerate the number of masks for every entity and in our setting, each entity has one or two BPE tokens. We showcase the likelihood calculation of multiple tokens in Figure 5.

A.6 Efficient search with pruning

In the candidate entity pairs proposal step, we use the minimum individual log-likelihoods (shorted as MLL) instead of the full Equation\(^\text{2}\) which allows us to apply a pruning strategies. For example, when we are searching for 100 entity tuples, we maintain a minimum heap to keep track of the MLL of the existing entity pair set. The maximum size of this heap is 100, and the heap top can be used as a threshold for future search because it’s the 100-th largest MLL: When we are searching for a new entity tuple, once we find the log likelihood at any time step is lower than the threshold, we can prune the continuous searching immediately, because this means the MLL of the this tuple will never surpass any existing tuples in the heap. If a new entity tuple is searched out without being pruned, we will pop the heap and push the MLL of the new tuple. Intuitively, the pruning process makes sure that the generated part of the tuple in searching is reasonable for the given prompt.

\(^\text{2}\)https://github.com/commonsense/conceptnet5/wiki_Relations (the "Description" column.)