CENTRAL AND LOGARITHMIC CENTRAL IMAGE CHORD TRANSFORMATIONS FOR INVARIANT OBJECT RECOGNITION
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Abstract. Pattern descriptors invariant to rotation, scaling, and translation represents an important direction in the elaboration of the real time object recognition systems. In this article, the new kinds of object descriptors based on chord transformation are presented. There are described new methods of image presentation - Central and Logarithmic Central Image Chord Transformations (CICT and LCICT). It is shown that the CICT operation makes it possible to achieve invariance to object rotation. In the case of implementation of the LCICT transformation, invariance to changes in the rotation and scale of the object is achieved. The possibilities of implementing the CICT and LCICT operations are discussed. The algorithms of these operations for contour images are presented. The possibilities of integrated implementation of CICT and LCICT operations are considered. A generalized CICT operation for a full (halftone) image is defined. The structures of the coherent optical processors that implement operations of basic and integral image chord transformations are presented.
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Introduction

Invariant Object Recognition (IOR) is of great importance for many civil and military applications and supposes the identification and classification of the object in real-time, regardless of spatial position, angular orientation, etc.

Different directions and approaches exist in IOR, such as using the support vector machines [1], deep learning techniques [2], neural networks [3], image moments and feathers [4, 5], correlation techniques [6, 7], etc.

A pattern descriptors invariant to rotation, scaling, translation (RST) represent an important direction in IOR. In article [8] the RST invariance is obtained by applying the Fourier–Mellin transform on the radial and angular coordinates of the pattern's Radon image. In article [9] a novel descriptor is proposed based on the ring-projection and dual-tree complex wavelets which permit the transformation of the pattern from a 2-D image to
a 1-D signal. In article [10] the Hough transform realization is proposed in an incoherent optical processor.

The described above approaches in IOR need substantial computational expenditures which in many cases do not permit the realization of real-time. Also, numerical accuracy does not correspond to the standards.

One of the perspective directions in object recognition is based on the chord functions using due to their properties of invariance to the object position, rotation, or scaling changes. In the article [11] a hybrid optical-digital system for chord functions calculation is described. In article [12] an optical processor that realizes a generalized chord transformation is presented. The wedge-ring detector samples of autocorrelation are shown to be the histograms of the chord distributions. In article [13] a logarithmic chord transformation of the images (LHTI) is proposed. Structures of an optical-electronic processor for LHTI realization and of a system for object recognition are described.

In this article, the results of the development of the invariant object recognition based on the new kinds of the chord transformation are presented. Section 2 describes new methods of image transformations - Central and Logarithmic Central Image Chord Transformation (CICT and LCICT).

It is shown that the CICT operation makes it possible to achieve invariance to object rotation. In the case of implementation of the LCICT transformation, invariance to changes in the rotation and scale of the object is achieved. In section 3 the possibilities of implementing the CICT and LCICT operations are discussed. The algorithms of these operations for contour images are presented.

The possibilities of integrated implementation of CICT and LCICT operations are considered. A generalized CICT operation for a full (halftone) image is defined. The structure of an optical-electronic processor that implements operations of integral image chord transformation is presented.

1. Central and logarithmic central image chord transformations

Let \( P(x,y) \) is an initial object (Figure 1.a) and \( P_b(x,y) \) is the function of the object’s image, which is described by the binary external contour, \( P_b(x,y) = \{0,1\} \), and \((x_c, y_c)\) – coordinates of the center (Figure 1.b). For every pair of points \((x_i, y_i)\) and \((x_k, y_k)\) is constructed a chord \( A_iB_k \) passing through the point \((x_c, y_c)\), is determined the angle \( \psi_{ik} \) between chord and \( X \)-axis, and chord’s length \( R_{ik} \) as:

\[
\psi_{ik} = \arctg\left(\frac{y_k - y_i}{x_k - x_i}\right) \tag{1}
\]

\[
R_{ik} = \sqrt{(x_k - x_i)^2 + (y_k - y_i)^2} \tag{2}
\]

In this case, the object’s image can be characterized by the function \( H(\psi_{ik}, R_{ik}) \), which describes all possible chords drawn through the point \((x_c, y_c)\). Transformation, through which was obtained the function \( H(\psi_{ik}, R_{ik}) \) will be named the Central Image Chord Transformation (CIHT):

\[
P_b(x,y) \rightarrow T\{P_b(x,y)\} = H(\psi_{ik}, R_{ik}) = H(x_1, y_1) = P_a(x_1, y_1), \tag{3}
\]

where \( T\{\ldots\} \) – the operation of CIHT,

\[
x_1 = \psi_{ik}, \ y_1 = R_{ik}. \tag{4}
\]
Let's introduce the definition of Logarithmic Central Image Chord Transformation (LCICT). This transformation is realizing by taking the logarithm of the parameter $R_{ik}$ of the function $H(\psi_{ik},R_{ik})$:

$$LT[H(\psi_{ik},R_{ik})]=LH(\psi_{ik},\ln R_{ik})=LH(\psi_{ik},w_{ik})=P_b(x_2,y_2)$$

(5)

where $LT[...]$ – the operation of LCICT,

$$x_2=\psi_{ik}, \quad y_2=w_{ik}=\ln R_{ik}$$

(6)

In Figure 2 are presented the transformations CICT(a) and LCICT(b). It is evident, that the rotation of the initial image will shift the function $R(\psi)$ along the axis $\psi$, i.e. the CICT operation allows to achieve invariance to the rotation of the object. In the case of the LCICT transformation, the object scale change will shift the function $\ln R(\psi)$ along the axis $\ln R$, i.e. this transformation allows to achieve the invariance to the scale change.

3. Possibilities of the image chord transformation’s realization

Let’s consider the possibilities of the CICT and LCICT operations realization. Let the input image contain an object $P(x’,y’)$ located in the area of interest’s center with coordinates $(x_c,y_c)$. The function $P(x’,y’)$ is converted to a binary image or represented by its external binary contour:

$$P(x’,y’) \rightarrow P_b(x,y),$$

(7)

where $P_b(x,y)=[0,1]$.

Then, for an angle $\psi$ varying within $0-180^\circ$, the chords are constructed, passing through the point $(x_c,y_c)$, their lengths $R_{ik}$ are determined, and the functions $H(\psi_{ik},R_{ik})=P_b(x_1,y_1)$, $LH(\psi_{ik},w_{ik})=P_b(x_2,y_2)$ are formed. The described operations of CICT and LCICT can be realized in the software or in digital signal processors, as well as in the specialized optical processors.

3.1. Optical processor for image chord transformation

The processor contains (Figure 3) a coherent radiation source 1, an image input module 2, a matrix of threshold optrons 3, a photodetector 4, and a controller 5. The image input module 2 is an electro-optical spatial light modulator (SLM) that operates in the light transmission mode. The matrix of threshold optrons 3 performs the image binarization operation. Photodetector 4 realizing radial (output A) and logarithmic radial (output B) image scanning. Controller 5 synchronizes the operation of processor units, data storage, and communication with external devices.
The processor functions as follows: centered image of the object $P(x',y')$ is recorded on a SLM 2. Then switch on the radiation source 1, the light beam from the output of which passes through the SLM 2, is modulated by the intensity function $P(x',y')$ and flows through the matrix of optrons 3. As a result, the function $P(x',y')$ is binarized: $P(x',y') \rightarrow P_b(x,y)$ and
then goes to the photodetector matrix 4, at the outputs A and B of which the transformations CICT and LCICT are formed respectively. The corresponding signal values are entered into controller 5.

### 3.2. Integral realization of CICT and LCICT operations

The integral realization of chord transformations CICT and LCICT assumes the following. Because the values of the function $P_b(x,y)$ in boundary points of the object are defined as $P_b(x,y)=1$, the chord will exist between the two image points if they are a boundary, i.e.

$$G(x_i, y_i, \psi_{ik}, R_{ik}) = P_b(x_i, y_i)P_b[x_i + R_{ik} \cos \psi_{ik}, y_i + R_{ik} \sin \psi_{ik}] = 1$$ (8)

At various values of the points' combinations on the external contour of the object, the operation CICT will be determined as follows:

$$H(\psi_{ik}, R_{ik}) = \int \int G(x_i, y_i, \psi_{ik}, R_{ik}) \, dx \, dy =$$

$$\int \int P_b(x_i, y_i)P_b[x_i + R_{ik} \cos \psi_{ik}, y_i + R_{ik} \sin \psi_{ik}] \, dx \, dy$$

$$= \int \int P_b(x_i, y_i)P_b[x_i + \xi_{ik}, y_i + \eta_{ik}] \, dx \, dy = H(\xi_{ik}, \eta_{ik}) = P_b(x, y) \ast P_b(x, y)$$ (9)

where $\xi_{ik} = R_{ik} \cos \psi_{ik}, \eta_{ik} = R_{ik} \sin \psi_{ik}$

Thus, the CICT operation can be implemented by calculating the autocorrelation function of the contour image $P_b(x,y)$. For a full (halftone) image $P(x,y)$, the generalized CICT operation will be defined as:

$$H(\psi, R) = H(\xi, \eta) = \int \int P(x, y)P[x + \xi, y + \eta] \, dx \, dy = P(x, y) \ast P(x, y)$$ (10)

Let's define the generalized LCICT operation as:

$$LH(\psi, W) = CT \{H(\xi, \eta)\} = H[\xi', \eta']$$ (11)

where CT{...} is the coordinate transformation operation,

$$\xi' = \arctan(\eta/\xi), \eta' = [\ln(\xi^2 + \eta^2)]/2$$ (12)

Let's show that the generalized LCICT operation is invariant to shift, change in the angular orientation and scale of the image. Let the input image be described by the function:

$$P(x', y') = P(x + e_3, y + e_4, e_1, e_2),$$

where $e_1, e_2$ - change of scale, the angular orientation of the object, respectively; $e_3, e_4$ - parameters of the object's displacement. The calculation of the autocorrelation functions leads to the elimination of the influence of parameters $e_3, e_4$. Really,

$$H(\xi, \eta) = \int \int P(x', y')P(x + \xi', y' + \eta') \, dx' \, dy' =$$

$$= FT^{-1}\{FT[P(x', y')]FT^{-1}[FTP(x', y')]\} =$$

$$= FT^{-1}\{\exp[j(ue_3 + ve_4)]P(u', v') \exp[-j(ue_3 + ve_4)]P^*(u', v')\} =$$

$$= FT^{-1}\{P(u', v')P^*(u', v')\} = H(\xi', \eta'),$$ (13)
where $F$, $F^{-1}$, $F^*$ are the direct, inverse, and complex conjugate Fourier transform, respectively. Values $\xi', \eta'$ are functions of parameters $e_1, e_2$: $\xi' = F_1(e_1, e_2), \eta' = F_2(e_1, e_2)$.

Image transformation, made by (13) allows separating the influence of the scale $e_1$ and rotation $e_2$ parameters of the object and reducing them to equivalent shifts:

$$H'(\nu, W) = CT\{H'((\xi')^*, (\eta')^*)\} = H_s\{(\xi + \xi_0(e_2), \eta + \eta_0(e_1))\},$$

(14)

where $\xi_0(e_2), \eta_0(e_1)$ are constant.

Thus, as a result of the LCICT operation, invariance to shifts, changes in the scale, and angular orientation of the object are achieved. This will allow reducing significantly the volume of computing costs in the subsequent stages of digital processing.

In Figure 4 is shown the structure of a coherent optical processor that implements operations of integral image chord transformation. The processor contains a coherent radiation source 1, an optical image input module 2, electro-optical SLMs 3 and 4, a Fourier lens 5, a photodetector 6, and a controller 7. The SLM 3 is used for recording the input image.

The SLM 4 is used for displaying the functions $\Phi(\xi, \eta)$ at the stage of optical realization of image transformation to logarithmic polar (15) or polar (16) coordinate system:

$$\Phi_p(\xi, \eta) = \begin{cases} \Phi_+(\xi, \eta) = (\xi/2)\ln(\xi^2 + \eta^2) + \xi & \text{at } \xi < 0 \\ \Phi_-(\xi, \eta) = \Phi_+(\xi, \eta) - (2\pi^2/\lambda f_L)\eta & \text{at } \xi > 0 \end{cases}$$

(15)

$$\Phi_p(\xi, \eta) = \begin{cases} \Phi_+(\xi, \eta) = \xi(\xi^2 + \eta^2) + \xi & \text{at } \xi < 0 \\ \Phi_-(\xi, \eta) = \Phi_+(\xi, \eta) - (2\pi^2/\lambda f_L)\eta & \text{at } \xi > 0 \end{cases}$$

(16)

Figure 4. Optical processor for integral image chord transformation.

In expressions (15), (16) $\lambda$ – the wavelength of the radiation source 1; $f_L$ – the focal length of the Fourier lens 5. For the function $\Phi(\xi, \eta)$, recorded on SLM 4 and described by the expression (15) or (16), the processor will implement the LCICT or CICT operation, respectively. Module 2 has two optical inputs and one optical output. The photodetector 6 is designed to scan the optical Fourier transform formed by lens 5 and subsequent data input into the controller 7.

The processor function in the next mode. In the initial state, the input image $P(x', y')$ is recorded on the SLM 3, and the SLM 4 is transparent. Then the source of radiation 1 is switched on, the collimated light beam from the output of which goes through module 2,
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SLM 3, is modulated by the image function \( P(x',y') \) and then passing through the SLM 4. Lens 5 performs a two-dimensional Fourier transform of the image \( P(x',y') \):

\[
FT\{P(x',y')\} = \exp[j(u'e_3 + v'e_4)]P(u',v'),
\]

where \( u' = F_3(e_1, e_2), v' = F_3(e_1, e_2) \).

The optical distribution (17) is reflected in the photodetector 6 as a Fourier spectrum:

\[
P_s(u',v') = \left| FT\{P(x',y')\} \right|^2 = FT\{P(x',y')\} FT^*\{P(x',y')\} = \\
\exp[j(u'e_3 + v'e_4)]P(u',v') \exp[-j(u'e_3 + v'e_4)] P(u',v') = \\
P(u',v') P^*(u',v').
\]

Next, the distribution (18) is scanned by the photodetector 6 and recorded on the SLM 3 through the controller 7. Using the lens 5, the Fourier transform of the function (18) is performed, as a result of which will be obtained an optical distribution in the plane of the photodetector 6, described as follows:

\[
FT\{P(u',v') P^*(u',v')\} = FT\{FT\{P(x_1',y_1')\}\} FT\{FT\{P(x_1',y_1')\}\} = \\
= FT\{FT\{P(x_1',y_1')\}\} \ast FT\{FT\{P(-x_1',-y_1')\}\} = P(x_1',y_1') \ast P(x_1',y_1')
\]

where \( \ast \) is the correlation operation, \( x_1' = F_3(e_1, e_2), y_1' = F_3(e_1, e_2) \).

The distribution (19) represents an autocorrelation function of the input image:

\[
\left| P(\xi',\eta') \right|^2 = \left| P(x_1',y_1') \ast P(x_1',y_1') \right|^2.
\]

As a result, the influence of parameters \( e_3, e_4 \) was eliminated. The optical distribution described by the function (20) is scanned by the photodetector 6 and written to the SLM 3 via the controller 7. By this time, on the SLM 4, the function is written by the expression (15) or (16), which allows multiplying this function with the function from the SLM 3. As a result, at the output of SLM 4, the optical distribution will be characterized by the function:

\[
P(\xi,\eta) = \left| P(\xi,\eta) \right| \exp[j\Phi(\xi,\eta)].
\]

After the Fourier transform realized using lens 5, an optical distribution will be formed in the plane of the photodetector 6:

\[
FT\{P(\xi,\eta) \exp[j\Phi(\xi,\eta)]\} = H(\psi, G),
\]

where \( G = w = [\ln((\xi')^2 + (\eta')^2)] / 2, \psi = \arctg(\xi / \eta) \) in the case of \( \Phi(\xi,\eta) = \Phi_{\psi}(\xi,\eta) \), and \( G = R = [(\xi')^2 + (\eta')^2]^{1/2}, \psi = \arctg(\xi / \eta) \) in the case of \( \Phi(\xi,\eta) = \Phi_{\rho}(\xi,\eta) \).

After the function \( H(\psi, G) \) scanning by the photodetector 6 in columns and rows, the functions \( H(\psi), H(G) \) will be formed, carrying information about the features of the input image:

\[
H_i(\psi) = \int_0^{L_i} H(\psi, G) d\psi ,
\]

\[
H_i(\psi) = \int_0^{L_i} H(\psi, G) d\psi ,
\]
\[ H_j(G) = \int_{0}^{L} H(\psi, G) l_{h} dl_{h} \] (23)

where \( L_{h}, L_{v} \) are the lengths of the horizontal and vertical electrodes.

From expressions (22) and (23) it follows that the function \( H(\psi) \) does not depend on \( G \), i.e. is invariant to change the input image scale; the function \( H(G) \) is invariant to change the angular orientation of the image. At the output of the photodetector 6, \( 2n \) signals are generated, which is equivalent to representing the image by a vector \( \mathbf{v} \) of length \( DP = 2n \). Thus, the processor output generates a set of electrical signals that characterize the features of the input image.

4. Conclusions

Two new types of image transformations are proposed - the Central and Logarithmic Central Image Chord Transformations- CICT and LCICT.

Algorithms for implementing CICT and LCICT operations based on calculating the center of the object, selecting its external binary contour, and constructing chords through the center of this object are presented.

The possibilities of CICT and LCICT operations implementation using software and hardware are considered. The structure of a coherent optical processor for image chord transformation is developed. The possibility of realizing integral operations of CICT and LCICT is presented for contoured and complete images based on the calculation of the autocorrelation function of the object image, which is very promising using parallel optical processors.

It is shown that the CICT operation allows achieving invariance to the displacement and rotation of the object, and the LCICT operation to the displacement, rotation, and scale of the object, which will allow applying high-speed algorithms and techniques at the stage of object classification, significantly reducing the volume of computational operations and to implement a real-time mode in image analysis.

In the future, there will be elaborated the multiprocessor systems for invariant object recognition using proposed operations of image chord transformations CICT and LCICT.
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