Uncertainty relation for the position of an electron in a uniform magnetic field from quantum estimation theory
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We investigate the uncertainty relation for the position of one electron in a uniform magnetic field in the framework of the quantum estimation theory. Two kinds of momenta, canonical one and mechanical one, are used to generate a shift in the position of the electron. We first consider pure state models whose wave function is in the ground state with zero angular momentum. The model generated by the two-commuting canonical momenta becomes the quasi-classical model, in which the symmetric logarithmic derivative quantum Cramér-Rao bound is achievable. The model generated by the two non-commuting mechanical momenta, on the other hand, turns out to be a coherent model, where the generalized right logarithmic derivative quantum Cramér-Rao bound is achievable. We next consider mixed-state models by taking into account the effects of thermal noise. The model with the canonical momenta now becomes genuine quantum mechanical, although its generators commute with each other. The derived uncertainty relationship is in general described by two quantum Cramér-Rao bounds in a non-trivial manner. The model with the mechanical momenta is identified with the well-known gaussian shift model, and the uncertainty relation is governed by the right logarithmic derivative quantum Cramér-Rao bound.

I. INTRODUCTION

The uncertainty relation based on the quantum estimation theory was investigated by many authors, see for example [1–6]. It is known that one-parameter unitary model with a pure reference state, the Heisenberg-Robertson type uncertainty relation and the uncertainty relation by the parameter estimation theory have the same form. Further, this type of approach is more general than the traditional one, since one can derive the uncertainty relation for non-observables. The celebrated energy-time uncertainty relation is a well-defined relation for the time and energy [2]. In literature, many authors discussed similarity between two-different types of uncertainty relations. In Ref. [4], they showed that the uncertainty relation for a generic full parameter qudit model can be different when derived from the quantum parameter estimation theory. Usually, when the uncertainty relation is discussed, the uncertainty relation of two non-commuting observables is discussed, see for example [8,9].

The aim of this paper is to investigate the uncertainty relation between two commuting observables. At first sight, one might expect that there cannot be such a tradeoff relation. However, as demonstrated in this paper, the quantum estimation theory enables us to derive a non-trivial tradeoff relation between estimating the expectation values of two commuting observables. In the present work, we set up a specific physical model, a model of one electron in a uniform magnetic field and investigate the uncertainty relation regarding the position of the electron by the parameter estimation problem of two-parameter unitary model. In this model, the Heisenberg-Robertson type uncertainty relation [10] of the position operators of an electron (x, y) only yields to the following trivial inequality.

\[(\Delta x)(\Delta y) \geq \frac{1}{2}|\{x, y\}_\rho| = 0. \]

(1)

This is because two position operators x and y commute, i.e., \([x, y] = 0\). In the relation above, \(\Delta x\) denotes the (quantum) standard deviation about x with respect to a state \(\rho\), which is defined by

\[ (\Delta x)^2 = \text{tr} [\rho (x - \langle x \rangle_\rho)^2] = \langle x^2 \rangle_\rho - \langle x \rangle_\rho^2, \]

(2)

with \(\langle x \rangle_\rho = \text{tr}[\rho x]\) the expectation value of x. \(\Delta y\) is defined similarly.

In order to derive the uncertainty relation between x and y, we need to introduce a parametric model describing the position measurement of the electron. We use the unitary transformation generated by the canonical momenta \(p_x\) and \(p_y\) with the parameter \(\theta = (\theta_1, \theta_2)\). The state \(\rho_\theta^0\) generated by this transformation from the reference state \(\rho_0\), which is known in advance, is defined as

\[ \rho_\theta^0 = e^{-i\theta_1 p_x} e^{-i\theta_2 p_y} \rho_0 e^{i\theta_1 p_x} e^{i\theta_2 p_y}. \]

(3)

Then, the expectation values of the position operators are

\[ \langle x \rangle_\theta = \langle x \rangle_0 + \theta_1, \]

(4)

\[ \langle y \rangle_\theta = \langle y \rangle_0 + \theta_2. \]

(5)

where \(\langle x \rangle_0 = \text{tr}[\rho_0^0 x]\) and \(\langle y \rangle_0 = \text{tr}[\rho_0^0 y]\). We define \(\langle y \rangle_\theta\) and \(\langle y \rangle_0\) similarly. From Eqs. (4, 5), we see that estimating the parameters \(\theta_1 \) and \(\theta_2 \) amounts to the measurement of the position \(x\) and \(y\).

Although we can regard the unitary transformation of Model 1 as a “natural” unitary transformation to make a shift in the position \((x, y)\), we can generate another shift model of the position \((x, y)\) that gives the same relation as Eqs. (4, 5).

That is

\[ \rho_\theta^\pi = e^{-i\theta_1 \pi_x} e^{-i\theta_2 \pi_y} \rho_0 e^{i\theta_1 \pi_x} e^{i\theta_2 \pi_y}, \]

(6)

where \(\pi = \vec{p} + e\vec{A}\). The vector potential for the uniform field \(\vec{B}\) is denoted by \(\vec{A}\). The charge of an electron is \(-e\) \((e > 0)\). Both Model 1 and Model 2, therefore, make a shift in the position of the position probability density which is defined by the product of the wave function and its complex conjugate.
As the main contribution, we derive the uncertainty relation by the tradeoff relation between the components of mean square error (MSE) matrix by using the quantum Cramér-Rao (C-R) inequality. We compare the results of Model 1 and Model 2.

The outline and the summary of this paper is as follows. In Sec. [II A] the Hamiltonian of the system is given in terms of the creation and annihilation operators. In Sec. [II B] we explain how the position measurement of the electron can be set up as a two-parameter estimation problem. In Sec. [II C] we derive the uncertainty relation for the MSE matrix for arbitrary two-parameter estimation problem from the quantum C-R inequality.

In Sec. [III] we use the lowest energy state with the zero angular momentum, or the lowest Landau level (LLL) as the reference state [12]. The position probability density of the LLL is known to be a Gaussian function \( \exp[-(x^2+y^2)/\lambda^2] \) where \( \lambda = 2(eB)^{-1} \) has the dimension of length. We obtain the uncertainty relation from the symmetric logarithmic derivative (SLD) C-R inequality for the MSE matrix, which cannot be less than \( \lambda^2/2 \) for Model 1. The measurement accuracy is limited by the spread of the position probability density of LLL. For Model 2, in the meantime, the generalized right logarithmic derivative (RLD) C-R bound [13] sets the achievable bound for the MSE matrix. Thereby, we show that the C-R bound of Model 2 is lower than that of Model 1, indicating that Model 2 potentially gives more accurate way of estimating the position of the electron.

In Sec. [IV] as the other choice of the reference state, we use a thermal state to see the effect of noise. In this system, the infinite number of the angular momentum eigenstates exist at the energy eigenstate. The energy eigenstate of this system is degenerated. (See section Sec. [II A 2].) To avoid the possible problem caused by the degeneracy, we impose a condition that the expectation value of the angular momentum \( \langle L \rangle_0 \) is fixed. Under this circumstance, for Model 1, we find that the uncertainty relation is determined by the RLD and the SLD C-R bounds. The resultant bound has a complicated structure. In particular, we observe a transition occurs in the shape of the uncertainty relation depending on the fixed expectation value of the angular momentum, \( \langle L \rangle_0 \). In contrast, Model 2 is turned out to be a simple Gaussian shift model [2, 14]. Therefore, the RLD C-R bound is an achievable bound. As one of the main claim of this paper, we show that, in either case of the pure or the mixed state, Model 2 gives a more precise position measurement by estimating the parameters shift generated by the mechanical momentum.

The supplement and the calculations are given in Appendix [A] and Appendix [B] respectively.

Throughout the paper, we use the natural units, where we set \( c = 1 \) (the speed of light), \( \hbar = 1 \) (the Plank constant), and \( k_B = 1 \) (the Boltzmann constant) unless otherwise stated.

II. PRELIMINARIES

A. Physical model

1. Hamiltonian

The Hamiltonian \( H \) for an electron motion in a uniform magnetic field is

\[
H = \frac{1}{2m}(\hat{p} + e\vec{A})^2.
\]

where \(-e\) and \(m\) are the charge of an electron, \((e > 0)\) and the mass of the electron, respectively. \( \vec{A} \) is a vector potential. The canonical observables describing this systems are \( p_x, x, p_y, \) and \( y \). We will investigate the uncertainty relation of an electron motion in a uniform magnetic field \( \vec{B} = (0, 0, B), B > 0 \). We use the symmetric gauge. Then, the vector potential is written as \( \vec{A} = B(-y/2, x/2, 0) \). We can show that the choice of the gauge gives no change in the quantum Fisher information when the magnetic field is uniform.

We will consider the motion in \( x - y \) plane only, because \( z \) component solution is a plane wave. With a new vector operator, \( \hat{p} = \hat{p} + e\vec{A} \), our Hamiltonian becomes [13]

\[
H = \frac{1}{2m}(\pi_x^2 + \pi_y^2).
\]

Here, we remark that these mechanical momenta satisfy the “canonical” commutation relation up to a constant factor: \([\pi_x, \pi_y] = -ieB\). They together with the guiding center operators are the fundamental observables in the study of electrons in strong magnetic fields, see for example [16].

It is known that the operators \( x, y \) and \( p_x, p_y \) are equally described by the two sets of the creation and annihilation operators, acting on the different Fock spaces, \( a, a^\dagger \) and \( b, b^\dagger \) such that \([a, a^\dagger] = [b, b^\dagger] = 1\) with all other commutation relations vanishing [17].

\[
\pi_x = i\lambda(a^\dagger - a), \quad \pi_y = \frac{1}{\lambda}(a^\dagger + a),
\]

\[
p_x = \frac{i}{2\lambda}(a^\dagger + b^\dagger + b), \quad p_y = \frac{1}{2\lambda}(a^\dagger - b^\dagger + b),
\]

\[
x = \frac{1}{\lambda}(a^\dagger + a), \quad y = -\frac{i\lambda}{2}(a^\dagger - a - b^\dagger + b),
\]

where \( \lambda = \sqrt{2(eB)^{-1}} \) has the dimension of length. As shown in Eq. ([16]) below, \( \lambda \) corresponds to the spread of the probability density of the electron in the LLL.

The Hamiltonian \( H \) and \( z \) component of the angular momentum \( L \) are expressed in terms of the two harmonic oscillators as

\[
H = \omega(a^\dagger a + \frac{1}{2}),
\]

\[
L = xp_y - y p_x = a^\dagger a - b^\dagger b,
\]

where \( \omega = eB/m \) is the cyclotron frequency.
2. States

As the states on which the operators $a$, $a^\dagger$ and $b$, $b^\dagger$ act, the number states $|n\rangle_a$ and $|n\rangle_b$, that satisfy

$$a^\dagger a |n\rangle_a = n |n\rangle_a, \quad b^\dagger b |n\rangle_b = n |n\rangle_b,$$  \hspace{1cm} (14)

are often used. The number states $|0\rangle_a$ and $|0\rangle_b$ are the vacuum states of the harmonic oscillators.

Since the Hamiltonian $H$ does not include $b$, $b^\dagger$, its energy eigenstate consists of infinite number of the angular momentum eigenstates Eq. (13), i.e., the energy eigenstate is degenerated. We choose the state with the energy $\omega/2$ and with zero angular momentum as the reference state. This state is written as $|0, 0\rangle := |0\rangle_a |0\rangle_b$ from Eqs. (12), (13). The wave function of this state is known as the LLL, $\psi_{00}(x, y)$, which is expressed as

$$\psi_{00}(x, y) = \langle x, y | 0, 0 \rangle = Ce^{-\frac{x^2 + y^2}{2\lambda}}.$$ \hspace{1cm} (15)

This is a Gaussian distribution with its spread $\lambda$ and with its peak at $(x, y) = (0, 0)$.

B. Parameter estimation of position

The unitary transformations of Model 1 and Model 2 make a shift in the position probability density of the electron by $\theta = (\theta_1, \theta_2)$. From Eqs. (4), (5), we have $\theta_1 = \langle x \rangle_0 - \langle x \rangle_0$ and $\theta_2 = \langle y \rangle_0 - \langle y \rangle_0$. Then, the shifted state from the reference state has a sharp peak at $(x, y) = (\theta_1, \theta_2)$. Therefore, estimating $\langle x \rangle_0$ and $\langle y \rangle_0$ is equivalent to infer the shift parameters $\theta = (\theta_1, \theta_2)$. (Under the assumption that we know in advance the expectation value of the position operators with respect to the reference state $\rho_0$.) We estimate the unknown parameters $\theta_1$ and $\theta_2$ by making arbitrary measurement, which is unbiased. We then infer the two parameters from the measurement result. We shall use the MSE matrix to measure the estimation accuracy of the position of the electron.

C. Uncertainty relation by quantum C-R inequality

In order to derive the uncertainty relation from the MSE matrix for inferring the position of the electron based on the quantum estimation theory, the following two ingredients are essential to formulate the problem: i) Choice of the reference state and ii) generators for the shift in the position of the electron. In this paper, we first consider a pure reference state, which is the vacuum state of the two harmonic oscillator. Physically, this state is the energy ground state with zero angular momentum. We then consider a mixed reference state affected by the thermal noise. For the generators of unitary transformations, the most natural choice is the canonical momenta $p_x$, $p_y$. We call parametric family of the states generated by them as Model 1 [Eq. (3)]. The other choice of the generator is the mechanical momenta $\pi_x$, $\pi_y$, and we call this family as Model 2 [Eq. (6)].

We next derive the uncertainty relation from the quantum C-R inequality. Consider a general two-parameter model of which quantum Fisher information matrix is $G_\theta$. The quantum C-R inequality then bounds the MSE matrix $V_\theta = [V_{ij}]$ as $V_{00} \geq (G_\theta)^{-1}$. In Appendix A we derive the following inequalities:

$$V_{11} - g_{\theta_{11}} \geq 0, \quad V_{22} - g_{\theta_{22}} \geq 0,$$ \hspace{1cm} (17)

$$(V_{11} - g_{\theta_{11}})(V_{22} - g_{\theta_{22}}) \geq |\text{Im} g_{\theta_{12}}|^2.$$ \hspace{1cm} (18)

where $(G_\theta)^{-1} = [g_{ij}^{ij}]$. We regard these inequalities as the uncertainty relation for estimating the two parameters $\theta = (\theta_1, \theta_2)$. In contrast to the Heisenberg-Robertson type uncertainty relation, the commutation relationship between two observables do not appear explicitly in the above expression. This is why we can derive a non-trivial uncertainty relation for estimating the position of the electron in our model.

Note that when the imaginary part of the quantum Fisher information matrix vanishes, i.e., $\text{Im} g_{\theta_{12}} = 0$, the uncertainty relation is given by Eq. (17) only. In this case, we do not have any tradeoff relation between $V_{11}$ and $V_{22}$.

In the remaining of the paper, we consider the SLD and the RLD quantum Fisher information matrices. But our formulation can be extended to any quantum Fisher information matrices.

III. PURE STATE MODEL

A. Reference state and unitary transformation

1. Reference state

Since the energy eigenstate of Hamiltonian (5) is infinitely degenerated, we choose the tensor product of the vacuum states as the reference state $\rho_0$ which is denoted by

$$\rho_0 = |0\rangle_a |0\rangle_b \otimes |0\rangle_a |0\rangle_b = |0, 0\rangle \langle 0, 0 |.$$ \hspace{1cm} (19)

2. Unitary transformations

We introduce two kinds of unitary transformations, $e^{-i\theta_1 p_x} e^{-i\theta_2 p_y}$ and $e^{-i\theta_1 \pi_x} e^{-i\theta_2 \pi_y}$. We consider that we have them act on the LLL, $\psi_{00}(x, y)$. Since we have

$$e^{-i\theta_1 p_x} e^{-i\theta_2 p_y} \psi_{00}(x, y) = \psi_{00}(x - \theta_1, y - \theta_2),$$ \hspace{1cm} (20)

this unitary transformation $e^{-i\theta_1 p_x} e^{-i\theta_2 p_y}$ makes the shift in $x-y$ coordinate of $\psi_{00}(x, y)$ from $(x, y)$ to $(x - \theta_1, y - \theta_2)$. We also have

$$e^{-i\theta_1 \pi_x} e^{-i\theta_2 \pi_y} \psi_{00}(x, y) = e^{i\theta_1 y} e^{-i\theta_2 x} \psi_{00}(x - \theta_1, y - \theta_2),$$ \hspace{1cm} (21)
where we use the standard Baker-Campbell-Hausdorff formula \[13\]. Because the difference between Eqs. (20, 21) is only in the phase shift of the wave function, the unitary transformations \( e^{-i\theta \pi} e^{-i\theta \pi} \) and \( e^{-i\theta \pi} e^{-i\theta \pi} \) give the same effect to the probability density, \(|\psi_{00}(x,y)|^2\), i.e., both of them make the shift as follows:
\[
|e^{-i\theta \pi} e^{-i\theta \pi} \psi_{00}(x,y)|^2 = |\psi_{00}(x-\theta_1, y-\theta_2)|^2,
\]
\[
|e^{-i\theta \pi} e^{-i\theta \pi} \psi_{00}(x,y)|^2 = |\psi_{00}(x-\theta_1, y-\theta_2)|^2. \tag{22}
\]
and, thus, we have in both cases,
\[
|\psi_{00}(x-\theta_1, y-\theta_2)|^2 \propto \exp \left[ -\frac{(x-\theta_1)^2 + (y-\theta_2)^2}{\lambda^2} \right]. \tag{23}
\]
That is, the position probability density is now centered at \((\theta_1, \theta_2)\) with its spread \(\lambda\).

### B. Uncertainty relation

It is known that the RLD does not exist in general when the reference state is a pure state. In Ref. \[19\], they showed that the SLD can be defined by taking equivalent classes of the inner product, thereby the SLD Fisher information matrix exists uniquely. In later work \[13\], they also showed that the generalized RLD Fisher information matrix exists for a special class of pure-state models, called a coherent model. In our case, Model 1 turns out to be a quasi-classical model meaning that the SLD Fisher information matrix plays the same role as the classical Fisher information matrix. Whereas Model 2 is shown to be a coherent model, and hence we can derive the quantum C-R inequality based on the generalized RLD Fisher information matrix.

1. Model 1: unitary model generated by \(p_x\) and \(p_y\)

In Model 1, the generators, \(p_x\) and \(p_y\), commute. We can show that the SLD’s commute on the support of the states and that the SLD C-R bound is achievable \[20\].

The SLD and the generalized RLD Fisher information matrices are calculated by the way given in \[19\]. Since the Fisher information matrices of the unitary models do not depend on \(\theta\), we omit \(\theta\) for simplicity. The SLD Fisher information matrix with respect to the reference state \(\rho_0\) is denoted by \(G^p_S\). Then, its inverse is calculated in Appendix \[B 2\] as
\[
(G^p_S)^{-1} = \frac{\lambda^2}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]
From Eq. (17), we obtain
\[
V_{11} \geq \frac{\lambda^2}{2}, \quad V_{22} \geq \frac{\lambda^2}{2}.
\]
We next calculate the the generalized RLD Fisher information matrix \(G^p_R\) and find \(G^p_R = G^p_S\). Figure 1 shows the SLD C-R bound (dotted lines). \(\lambda^2/2\) is a half of the square of the spread of the LLL wave function Eq. (16). This result shows that the measurement accuracy is limited by the spread of the probability density of the electron in the LLL. This results from the quasi-classical nature of Model 1.

2. Model 2: unitary model generated by \(\pi_x\) and \(\pi_y\)

Let \(G^p_S\) denote the SLD Fisher information matrix of Model 2 with respect to the reference state \(\rho_0\). Then, the inverse of SLD Fisher information matrix \((G^p_S)^{-1}\) is calculated in Appendix \[B 2\] as
\[
(G^p_S)^{-1} = \frac{\lambda^2}{4} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]
Notably, the relation \((G^p_S)^{-1} = 2(G^p_R)^{-1}\) holds. This difference, a factor of two results from the difference in the coefficients in Eqs. (9,10).

Let \(G^p_R\) denote the generalized RLD Fisher information matrix. The generalized RLD C-R bound \[13\] is given by \(V_{11} \geq (G^p_R)^{-1}\), where
\[
(V_{11} - \frac{\lambda^2}{4})(V_{22} - \frac{\lambda^2}{4}) \geq \frac{\lambda^4}{16}. \tag{25}
\]

Figure 1 shows the SLD C-R bound (dashed line) and the generalized RLD C-R bound (solid line). Since the generators, \(\pi_x\) and \(\pi_y\), consist of \(a\) and \(a^\dagger\) only [Eq. (9)], this is a coherent model and the generalized RLD bound is achievable \[13\]. Unlike the result of Model 1, the uncertainty relation for Model 2 exhibits a tradeoff relation between \(V_{11}\) and \(V_{22}\). This comes from the nature of Model 2 which is purely quantum mechanical.

### C. Discussion

There are two significant differences between the C-R bounds given by Model 1 and Model 2 even though the unitary transformations of Model 1 and Model 2 make the same shift in the position of the probability density as shown in Eq. (22).

First, the SLD and the generalized RLD C-R bounds of Model 2 are lower than the SLD C-R bound of Model 1. The SLD C-R bound of Model 2 is a half of that of Model 1. This results from the difference between the coefficients in Eqs. (9,10). Therefore, the optimal measurement for Model 2 gives more accurate way of measuring the position of the electron.

Second, Eq. (25) gives the achievable bound of Model 2 \[13\]. The relation between \(V_{11}\) and \(V_{22}\) in the right hand side of Eq. (25) is not just a product of \(V_{11}\) and \(V_{22}\) unlike the
Heisenberg-Robertson type uncertainty relation. The difference in the bound between Model 1 and Model 2 is caused by the phase shift of Model 2 in Eq. (21). Although this phase shift in Eq. (21) makes no change in the position probability density, it does make a change in the quantum Fisher information matrices.

IV. MIXED STATE MODEL
EFFECT OF THERMAL NOISE

Next, we use a mixed state as the reference state to see how the noise affects the measurement accuracy of the electron position. For the purpose, as the mixed state, we choose the thermal state. However, in the current system we are considering, there is no unique thermal state, because the energy eigenstate is degenerated. Then, the thermal state of this system is not uniquely specified by the temperature only. To resolve this degeneracy problem, we impose a condition that the expectation value of the angular momentum \( \langle L \rangle_0 \) is fixed. This is done by introducing a chemical potential.

A. Reference state

Given \( \langle L \rangle_0 \) is fixed at a constant, the reference state \( \rho_{\beta, \mu} \) is denoted by

\[
\rho_{\beta, \mu} = Z_{\beta, \mu}^{-1} e^{-\beta H + \mu L} ,
\]

where \( \beta = T^{-1} \) is the inverse temperature and \( Z_{\beta, \mu} = \text{tr} [e^{-\beta H + \mu L}] \) is the partition function. The parameter \( \mu \) is the chemical potential, which will be determined later.

From Eqs. (22) (23),

\[
\rho_{\beta, \mu} = Z_{\beta, \mu}^{-1} e^{-\beta \omega - \mu \omega} e^{-\mu b^\dagger a - \mu b a} .
\]

By using the coherent states which are defined by

\[
a | z \rangle_a = z | z \rangle_a , \quad b | z \rangle_b = z | z \rangle_b ,
\]

the reference state \( \rho_{\beta, \mu} \) is expressed as

\[
\rho_{\beta, \mu} = \rho_{0, a} \otimes \rho_{0, b} ,
\]

where \( \rho_{0, a} \) and \( \rho_{0, b} \) are the thermal states with different temperatures. Explicitly, they are

\[
\rho_{0, a} = \frac{1}{2\pi \kappa_a^2} \int e^{\frac{-2\kappa_a^2}{\beta} |a\rangle \langle a|} d^2 z ,
\]

\[
\rho_{0, b} = \frac{1}{2\pi \kappa_b^2} \int e^{\frac{-2\kappa_b^2}{\beta} |b\rangle \langle b|} d^2 z ,
\]

with

\[
2 \kappa_a^2 = (e^{\beta \omega} - 1)^{-1} , \quad 2 \kappa_b^2 = (e^{\mu} - 1)^{-1} .
\]

The derivation of Eqs. (29, 30) is given in Appendix A2. It is straightforward to calculate the expectation value \( \langle L \rangle_0 \) as

\[
\langle L \rangle_0 = \text{tr}[L \rho_{\beta, \mu}] = 2 \kappa_a^2 - 2 \kappa_b^2 .
\]

From Eqs. (30, 31), we obtain

\[
(\langle L \rangle + 1) e^{\mu} - \langle L \rangle (e^{\beta \omega} + 1) e^{\mu} - \langle L \rangle_0 e^{\beta \omega} = 0 .
\]

When \( \beta \omega \) and \( \langle L \rangle_0 \) are given, \( \mu \) is the variable of Eq. (32). If \( \langle L \rangle_0 = -1 \) holds, there exists a unique solution. Whereas there are two solutions for \( \langle L \rangle_0 \neq -1 \). However, one of them is shown to be unphysical giving a negative temperature state in the later case. Then, the chemical potential \( \mu \) as a function of \( \langle L \rangle_0 \) and \( \beta \omega \) is calculated as

\[
e^{\mu} = \begin{cases} \frac{2 e^{\beta \omega}}{e^{\beta \omega} + 1} & \text{if } \langle L \rangle_0 = -1 \\ \frac{1}{2(\langle L \rangle_0 + 1)} \sqrt{\langle L \rangle_0^2 (e^{\beta \omega} - 1)^2 - 4 e^{\beta \omega}} & \text{if } \langle L \rangle_0 \neq -1 \end{cases}
\]

Although the solution of Eq. (32) has a singular point at \( \langle L \rangle_0 = -1 \) at first glance, we can show that the solution the solution for \( \langle L \rangle_0 \neq -1 \) is continuously connected to the solution for \( \langle L \rangle_0 = -1 \). We can also show that the first derivative is continuous at \( \langle L \rangle_0 = -1 \).

Figure 2 shows \( \mu \) as a function of \( \langle L \rangle_0 \) at \( \beta \omega = 0.1, 1, \) and 5 from top to bottom. The chemical potential \( \mu \) as a function of \( \langle L \rangle_0 \) diverges for \( \langle L \rangle_0 \geq 0 \) as \( \beta \omega \) goes to infinity, i.e., the zero temperature limit. At a special case, \( \langle L \rangle_0 = 0 \), we see \( \mu = \beta \omega / 2 \) from Eq. (33). Explicitly, the zero temperature limit is

\[
\lim_{\beta \to \infty} \mu = \begin{cases} \infty & \text{if } \langle L \rangle_0 \geq 0 \\ \log \left( \frac{\langle L \rangle_0 + 1}{\langle L \rangle_0} \right) & \text{if } \langle L \rangle_0 < 0 \end{cases}
\]
from Eqs. (6) [29]. Since \( \pi_1 \) and \( \pi_2 \) consist of \( a \) and \( a^\dagger \) only, \( \rho^\pi \) is described as
\[
\rho^\pi_0 = e^{-i\theta_1^0} \pi_1 e^{-i\theta_1^0} \rho_{0,a} e^{i\theta_1^0} \pi_1 e^{i\theta_1^0} \otimes \rho_{0,b}. \tag{36}
\]
Therefore, \( \rho_{0,b} \) gives no effect to the quantum Fisher information matrices. The reference state \( \rho_{\beta,\mu} \) for Model 2, we only need to use \( \rho_{0,a} \). By construction, the family of the states:
\[
\rho_{0,a} = e^{\xi_0} e^{-i\theta_1} \rho_{0,a} e^{i\theta_1} e^{\xi_0},
\]
with \( \xi = (2,\lambda)^{-1}(\theta_1 - i\theta_2) \), is a Gaussian shift model [2][14]. It is then known that the RLD C-R bound provides the achievable bound [2][14].

B. Uncertainty relation

For the mixed-state model, we can calculate the SLD and the RLD C-R bounds. They then provide the uncertainty relation for the MSE matrix. The calculations of SLDS and RLD for their quantum Fisher information matrices are given in Appendix B [1].

1. Model 1: unitary model generated by \( p_i \) and \( p_0 \)

Let \( G^{\pi}_{\text{thermal}} \) and \( G^{\rho}_{\text{thermal}} \) be the RLD and the SLD Fisher information matrices with respect to \( \rho_{\beta,\mu} \), respectively. We introduce \( g^{ij}_R \) and \( g^{ij}_S \) such that
\[
(G^{\pi}_{\text{thermal}})^{-1} = [g^{ij}_R],
\tag{37}
(G^{\rho}_{\text{thermal}})^{-1} = [g^{ij}_S].
\tag{38}
\]
The inverse of \( G^{\pi}_{\text{thermal}} \) is calculated as
\[
(G^{\pi}_{\text{thermal}})^{-1} = \frac{\lambda^2}{1 + 2\kappa_a^2 + 2\kappa_b^2} \cdot \frac{1}{2} \begin{pmatrix}
2\kappa_a^2 + 2\kappa_b^2 + 8\kappa_a^2\kappa_b^2 & i(2\kappa_a^2 - 2\kappa_b^2) \\
-i(2\kappa_b^2 - 2\kappa_a^2) & 2\kappa_a^2 + 2\kappa_b^2 + 8\kappa_a^2\kappa_b^2
\end{pmatrix}.
\]
From Eq. (18), we have the following inequality,
\[
(V_{11} - g^{11}_R)(V_{22} - g^{11}_R) \geq \lambda^2 \left( \frac{2\kappa_a^2 - 2\kappa_b^2}{1 + 2\kappa_a^2 + 2\kappa_b^2} \right)^2. \tag{39}
\]
Next, the calculation of the inverse of \( G^{\rho}_{\text{thermal}} \) reveals that \( (G^{\rho}_{\text{thermal}})^{-1} \) is a diagonal matrix and that \( g^{11}_S \) is equal to \( g^{22}_S \). \( (G^{\rho}_{\text{thermal}})^{-1} \) is written as
\[
(G^{\rho}_{\text{thermal}})^{-1} = \begin{pmatrix}
g^{11}_S & 0 \\
0 & g^{22}_S
\end{pmatrix}.
\tag{40}
\]
where
\[
g^{11}_S = g^{22}_S = \lambda^2 \left( \frac{2\kappa_a^2 + 2\kappa_b^2 + 8\kappa_a^2\kappa_b^2}{1 + 2\kappa_a^2 + 2\kappa_b^2} \right).
\]
From Eq. (17), we have
\[
V_{11} \geq g^{11}_S, \quad V_{22} \geq g^{22}_S. \tag{41}
\]
There are two cases regarding the ordering between the inverse of RLD and SLD Fisher matrices in terms of the matrix inequality.

Case i). When \( |\langle L_0 \rangle| \leq 1/2 \), the SLD C-R bound defines a tighter lower bound. This is because the matrix inequality
\[
(G^{\rho}_{\text{thermal}})^{-1} - (G^{\pi}_{\text{thermal}})^{-1} = \Delta g \left( \frac{1}{2(\langle L_0 \rangle)} \begin{pmatrix}
1 & -2i \langle L_0 \rangle \\
-2i \langle L_0 \rangle & 1
\end{pmatrix} \right) \geq 0,
\]
holds if and only if \( |\langle L_0 \rangle| \leq 1/2 \) is satisfied. Here, \( \Delta g \) is defined by
\[
\Delta g := g^{11}_S - g^{11}_R = \lambda^2 \left( \frac{2\kappa_a^2 + 2\kappa_b^2 + 8\kappa_a^2\kappa_b^2}{1 + 2\kappa_a^2 + 2\kappa_b^2} \right). \tag{42}
\]
Case ii). In the other case, \( |\langle L_0 \rangle| > 1/2 \), however, there is no matrix ordering between the RLD and the SLD Fisher information matrices. This means that both inequalities [39] and [41] contribute to the uncertainty relation. Figure 3 shows an example of the bound given by the current analysis with \( |\langle L_0 \rangle| > 1/2 \). The parameters used are \( \kappa_a^2 = 1, \kappa_b^2 = 1/2 \), and thus \( |\langle L_0 \rangle| > 1 > 1/2 \) holds. The blue region defined by two quantum C-R bounds, the SLD and the RLD C-R bounds are the allowed region of \( (V_{11}, V_{22}) \). The RLD and the SLD C-R bounds have two intersection points in this case. Let the position of one of the intersection points be \( (V^{R-S}_{11}, g^{11}_S) \) which is marked as the dot in Fig. 3. The RLD C-R bound defines the bound in the region where \( g^{11}_S < V_{11} < V^{R-S}_{11} \). The SLD C-R bound defines in the region where \( V_{11} > V^{R-S}_{11} \) and \( V_{22} > V^{R-S}_{11} \). We define \( \Delta V^{R-S} \) by \( \Delta V^{R-S} = V^{R-S}_{11} - g^{11}_S \). Then, \( \Delta V^{R-S} \) is
\[
\Delta V^{R-S} = \Delta g (4|\langle L_0 \rangle|^2 - 1). \tag{43}
\]
Figure 4 shows \( \Delta V^{R-S} \) as a function of \( |\langle L_0 \rangle| \) at three different \( \beta \omega \)'s which are the same as Fig. 2.

When \( |\langle L_0 \rangle| \leq 1/2 \), \( \Delta V^{R-S} \) is negative as shown in Eq. (43), the RLD C-R bound stays always below the SLD C-R bound.
This is consistent with \((G_{S}^{-1}) \geq (G_{R}^{-1})\) when \(|\langle L \rangle_{0}\| \leq 1/2\). At larger \(\beta \omega\) (lower temperature), the possible ranges of \(\Delta V^{R-S}\) and \(V^{R-S}\) given by the RLD C-R bound becomes larger at the same \(|\langle L \rangle_{0}\|.

Finally, we briefly discuss achievability of the uncertainty relation above. As given in Appendix B, we can calculated \(Z\) matrix \(Z^{\text{thermal}}\) as

\[
Z^{\text{thermal}} = (G_{R}^{\text{thermal}})^{-1} + \Delta Z \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \neq (G_{R}^{\text{thermal}})^{-1}.
\]

From \(Z^{\text{thermal}} \neq (G_{R}^{\text{thermal}})^{-1}\), Model 1 is not D-invariant [21]. Then, the RLD C-R bound is not achievable. It is known that the SLD C-R bound is (asymptotically) achievable if and only if \(\text{Im} Z = 0\) [22, 23]. In our model, this is equivalent to \(|\langle L \rangle_{0} = 0\) which is also equivalent to \(\kappa_{a} = \kappa_{b}\) [Eq. (31)].

When \(|\langle L \rangle_{0} \neq 0\), neither the RLD C-R bound nor SLD C-R bound is even asymptotically achievable. Therefore, the uncertainty relation is not tight, except for the special choice of the parameter, \(|\langle L \rangle_{0} = 0\).

### 2. Model 2: unitary model generated by \(\pi_{a}\) and \(\pi_{b}\)

The SLD and the RLD Fisher information matrices of Model 2 are denoted by \(G_{S}^{\text{thermal}}\) and \(G_{R}^{\text{thermal}}\), respectively. Their inverse matrices \((G_{S}^{\text{thermal}})^{-1}\) and \((G_{R}^{\text{thermal}})^{-1}\) are

\[
(G_{S}^{\text{thermal}})^{-1} = \frac{1}{4} \begin{pmatrix} 1 + 4 \kappa_{a}^2 & 0 \\ 0 & 1 + 4 \kappa_{b}^2 \end{pmatrix},
\]

\[
(G_{R}^{\text{thermal}})^{-1} = \frac{1}{4} \begin{pmatrix} 1 + 4 \kappa_{a}^2 & i \\ -i & 1 + 4 \kappa_{b}^2 \end{pmatrix}.
\]

Since this model is a Gaussian shift model [2, 14], the RLD C-R bound is achievable. By using Eq. (18), the RLD C-R inequality gives the following inequality

\[
|V_{11} - \frac{1}{4} (1 + 4 \kappa_{a}^2)| |V_{22} - \frac{1}{4} (1 + 4 \kappa_{b}^2)| \geq \frac{\lambda^4}{16}.
\]

From Eq. (17), we obtain the SLD C-R bound as follows.

\[
V_{11} \geq \frac{1}{4} (1 + 4 \kappa_{a}^2), \quad V_{22} \geq \frac{1}{4} (1 + 4 \kappa_{b}^2).
\]

Figure 3 shows the RLD C-R bound and the SLD C-R bound above for the temperature parameter \(\kappa_{a}^2 = 1\) as well. The gray region is the uncertainty relation given by the RLD C-R bound. The SLD and RLD C-R bounds move away from the origin \((0, 0)\) as \(\kappa_{a}^2\) increases. This makes sense, because the increase in \(\kappa_{a}^2\) means the decrease in \(\beta\) because \(2 \kappa_{a}^2 = (e^{\beta \omega - \lambda} - 1)^{-1}\). The C-R bounds of Model 2 stays lower than that of Model 1.

### C. Discussion

#### 1. Mixed state model

It turns out that in the case of the thermal state as the reference state, Model 2 is a simple Gaussian shift model which is known to be the RLD C-R inequality giving an achievable bound [2, 14].

For Model 1, however, the bound has a complicated structure as shown in Fig. 3, although the bound for the pure state is simple. As given in Appendix A, the two-parameter unitary transformation for Model 1, \(e^{-i \theta_{1} p_{a}} e^{-i \theta_{1} p_{b}}\) can be written as

\[
e^{-i \theta_{1} p_{a}} e^{-i \theta_{1} p_{b}} = e^{\xi a^{\dagger} - \xi a} e^{b^{\dagger} - \xi b},\]

where \(\xi = (2 \lambda)^{-1} (\theta_{1} - i \theta_{2})\). According to Eq. (47), the transformation generated by \(a, a^{\dagger}\) and by \(b, b^{\dagger}\) are not independent, but rather classically correlated. We attribute this dependency...
to the complicated bound though it is not clear why the change in the bound occurs at \((L)_0 = 1/2\).

By adding noise with using the mixed state, the thermal state as the reference state changes the feature of the uncertainty relation drastically from the case of the pure state as the reference state. In both cases, Model 2 potentially gives more precise way of estimating the position of the electron than Model 1 does.

2. Effects of thermal noise

We next compare the results between the pure state and the thermal state as the reference state as follows. First, Model 1 with the pure state as the reference state, the C-R bound has a quasi-classical feature. The SLD C-R bound is determined by the constant which is the spread of the position probability density of LLL. With the thermal state as the reference state, Model 1 is not D-invariant and the uncertainty relation of Model 1 is complicated. The shape of the C-R bound depends on the expectation value of angular momentum \(\langle L_0 \rangle\). The SLD C-R bound becomes achievable only at \(\langle L_0 \rangle = 0\). Unless this special condition is satisfied, the mixed state model with the thermal noise has discontinuity from zero temperature to finite temperature in the quantum C-R bounds. And hence, we cannot simply take the zero temperature limit from the thermal state in our model.

Next, Model 2 with the pure state as the reference state, the generalized RLD exists. The C-R bound given by the generalized RLD is achievable. The MSE matrix components \(V_{11}\) and \(V_{22}\) has a correlation as shown in Eq. (25). With the thermal state as the reference state, Model 2 is a simple Gaussian shift model. Unlike the case of Model 1, Model 2 with the pure state as the reference state is genuine quantum. For Model 2, there exists a limit when the temperature goes to zero, or equivalently, \(\beta \to \infty\) [13]. This limit yields the result for the pure-state case studied in Sec. III B 2.

3. Optical implementation

The models studied in this paper can naturally realized in the two-dimensional electron gas at low temperature. However, the optimal measurement to attain the quantum C-R bound may not be feasible in such a system. Alternatively, one can realize our models in the linear optical system with two modes by tuning parameters properly. In this connection, we should not forget to mention related works on parameter estimation problems in two mode coherent states Refs. [24][29]. In Ref. [29], authors discussed an optimal encoding and measurement scheme for estimating two parameters in the pure-state reference state. The optimal state found there also comprises of classical correlation of the phase conjugation as in Eq. (47). We expect that our result in the thermal state as a reference state should also relevant to finding the optimal scheme in the presence of noise.

V. CONCLUSION

We have investigated the uncertainty relation between \(x\) and \(y\) components of the position of one electron in a uniform magnetic field by the parameter estimation of \(\theta = (\theta_1, \theta_2)\) in the two-parameter unitary models. In the present study, the uncertainty relation between the two commuting observables, \((x, y)\) was investigated by the quantum estimation theory. As the generators of the unitary transformation, two different sets of generators are used. One is a set of canonical momenta, \(p_x\) and \(p_y\) (Model 1) and the other is a set of mechanical momenta, \(\pi_x\) and \(\pi_y\) (Model 2). Based on the analysis by the quantum estimation theory, in both cases, we got non-trivial bounds that give the tradeoffs relations between the two commuting observables, \(x\) and \(y\), unlike the result of Heisenberg-Robertson type uncertainty relation.

Although both Model 1 and Model 2 give the same effect to the position probability density defined by the product of the wave function and its complex conjugate, the C-R bounds of Model 1 and Model 2 are different for pure state (LLL) and mixed state (thermal state) as the reference state.

With the pure state (LLL) as the reference state, the C-R bound is quasi-classical for Model 1 and it is quantum mechanical for Model 2. With the thermal state as the reference state, the uncertainty relation given by the C-R bounds is complicated and the shape of the bounds changes when the expectation value of the angular momentum \(\langle L_0 \rangle\) is equal to 1/2 for Model 1. Model 2 becomes a simple Gaussian shift model. In either case of the pure or thermal state, Model 2 gives more precise measurement.

Before closing this paper, we make some comments about two open questions. First, Model 1 with the thermal state as the reference state is not D-invariant. The C-R bound we derived is not achievable except for \(\langle L_0 \rangle = 0\). We can make improvements by calculating the Holevo bound. Second, for the thermal state with the \(\langle L_0 \rangle\) constraint, we see the change in the bound shape depending on \(\langle L_0 \rangle\). We have no clue as to why the bound shape changes at \(\langle L_0 \rangle = 1/2\) so far. It should be worthwhile seeing why the bound shape changes there.
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Appendix A: Supplement

1. Uncertainty relation by quantum C-R inequality

The quantum C-R inequality for the MSE matrix \(V_\theta\) is

\[
V_\theta \geq (G_0)^{-1},
\]  
(A1)
where $G_\theta$ is an arbitrary quantum Fisher information matrix. Let $(G_\theta)^{-1}$ be
\[(G_\theta)^{-1} = [g_{\theta}^{ij}], \quad (A2)
\]
We can show that $g_{\theta}^{21} = (g_{\theta}^{12})^*$. The positivity condition $G_\theta > 0$ gives $g_{\theta}^{11}, g_{\theta}^{22} > 0$ and $g_{\theta}^{11}g_{\theta}^{22} - |g_{\theta}^{12}|^2 > 0$. The RLD C-R inequality $(A1)$ holds iff $\text{tr} [V_\theta - (G_\theta)^{-1}] \geq 0$ and $\det [V_\theta - (G_\theta)^{-1}] \geq 0$. Thus, we have
\[V_{11} - g_{\theta}^{11} \geq 0, \quad V_{22} - g_{\theta}^{22} \geq 0,
\]
and
\[
\text{det} \left( \begin{array}{cc}
V_{11} - g_{\theta}^{11} & V_{12} - g_{\theta}^{12} \\
V_{21} - (g_{\theta}^{12})^* & V_{22} - g_{\theta}^{22}
\end{array} \right) \geq 0.
\]
The inequality above gives the following inequality.
\[(V_{11} - g_{\theta}^{11})(V_{22} - g_{\theta}^{22}) \geq |V_{12} - g_{\theta}^{12}|^2.
\]
The right hand side of the inequality above is written as follows.
\[|V_{12} - g_{\theta}^{12}|^2 = |V_{12} - \text{Re} g_{\theta}^{12} - i \text{Im} g_{\theta}^{12}|^2
\]
\[= |V_{12} - \text{Re} g_{\theta}^{12}|^2 + |\text{Im} g_{\theta}^{12}|^2
\]
\[\geq |\text{Im} g_{\theta}^{12}|^2.
\]
Then, we obtain the following inequalities,
\[V_{11} - g_{\theta}^{11} \geq 0, \quad V_{22} - g_{\theta}^{22} \geq 0. \quad (A3)
\]
\[(V_{11} - g_{\theta}^{11})(V_{22} - g_{\theta}^{22}) \geq |\text{Im} g_{\theta}^{12}|^2. \quad (A4)
\]
When $\text{Im} g_{\theta}^{12} = 0$, the uncertainty relation is given by Eq. $(A3)$ only.

2. **Thermal state and Gaussian state**

The thermal state for a single harmonic oscillator, $\rho_\beta$ is described as
\[\rho_\beta = Z_\beta^{-1} e^{-\beta H}, \quad (A5)
\]
where $Z_\beta = \text{tr} [e^{-\beta H}]$ and $\beta = T^{-1}$. $T$ is temperature.

By using Hamiltonian $H = \omega (a^* a + 1/2)$ and $a^* a |n\rangle = n |n\rangle$, $e^{-\beta H}$ is
\[e^{-\beta H} = \sum_{n=0}^{\infty} e^{-\beta \omega} |n\rangle \langle n| = e^{-\frac{1}{2} \beta \omega} \sum_{n=0}^{\infty} \gamma^n |n\rangle \langle n|,
\]
where $\gamma = e^{-\beta \omega}$. $Z_\beta$ is
\[Z_\beta = \text{tr} [e^{-\beta H}] = e^{-\frac{1}{2} \beta \omega} \quad \frac{1}{1 - \gamma}.
\]
We obtain
\[\rho_\beta = Z_\beta^{-1} e^{-\beta H} = (1 - \gamma) \sum_{n=0}^{\infty} \gamma^n |n\rangle \langle n|.
\]

We first calculate the matrix element of $\rho_\beta$ by the basis as the coherent state, $\langle z_1 | \rho_\beta | z_2 \rangle$. Next, we make the same matrix element of the Gaussian state to see if they match.

\[\langle z_1 | \rho_\beta | z_2 \rangle = (1 - \gamma) \sum_n \gamma^n \langle z_1 | n \rangle \langle n | z_2 \rangle
\]
\[= (1 - \gamma) e^{-\frac{1}{2} |z_1|^2 - \frac{1}{2} |z_2|^2 + \gamma z_1^* z_2}.
\]
\[\langle z_1 | S_{\kappa} | z_2 \rangle = \frac{1}{2\pi \kappa^2} \int e^{-\frac{|z|^2}{2\kappa^2}} |z\rangle \langle z| d^2 z.
\]
Then its matrix element $\langle z_1 | S_{\kappa} | z_2 \rangle$ is
\[\langle z_1 | S_{\kappa} | z_2 \rangle = \frac{1}{2\pi \kappa^2} \int e^{-\frac{|z|^2}{2\kappa^2}} \langle z_1 | z \rangle \langle z | z_2 \rangle d^2 z
\]
\[= \frac{1}{2\pi \kappa^2} \int e^{-\frac{|z|^2}{2\kappa^2}} |z_1|^2 + |z_2|^2 + \gamma |z_1|^2 |z_2|^2 e^{-\frac{1}{2} |z|^2 - \frac{1}{2} |z_2|^2}.
\]
By using
\[\int e^{-ao_2^2 + \beta x + \gamma x^2} d^2 z = \frac{\pi^{\frac{21}{2}}}{a e^{\frac{21}{2}}},\]
we obtain
\[\langle z_1 | \rho_\beta | z_2 \rangle = \frac{1}{2\kappa^2 + 1} e^{-\frac{1}{2} |z_1|^2 - \frac{1}{2} |z_2|^2 + \frac{1}{\kappa^2}}.
\]
From $(A6)$ and $(A7)$, $\langle z_1 | S_{\kappa} | z_2 \rangle = \langle z_1 | \rho_\beta | z_2 \rangle$ holds iff
\[2\kappa^2 = \gamma \quad \frac{1}{1 - \gamma} = \frac{1}{e^{\beta \omega} - 1}.
\]
Therefore, we obtain
\[\rho_\beta = \frac{1}{2\pi \kappa^2} \int e^{-\frac{|z|^2}{2\kappa^2}} |z\rangle \langle z| d^2 z.
\]
where $2\kappa^2$ is given by Eq. $(A8)$.

3. **RLD and SLD Fisher information, Z matrix**

a. **RLD $L_{\kappa,i}(\theta)$ and RLD Fisher information matrix : $G_R(\theta)$**

RLD $L_{\kappa,i}(\theta)$ is given as a solution of the equation below if one exists.
\[\frac{\partial \rho_\theta}{\partial \theta_i} = \rho_\theta L_{\kappa,i}(\theta).
\]
The RLD Fisher information matrix $G_R(\theta) = [g_{R,i,j}(\theta)]$ is defined by
\[g_{R,i,j}(\theta) = \text{tr} [\rho_\theta L_{\kappa,j}(\theta) L_{\kappa,i}(\theta)]^T.
\]
b. SLD $L_{s,i}(\theta)$ and SLD Fisher information matrix : $G_{s}(\theta)$

SLD, $L_{s,i}(\theta)$ is also given as a solution of the equation below if one exists.

$$\frac{\partial \rho_{o}}{\partial \theta_{i}} = \frac{1}{2}[\rho_{o} L_{s,i}(\theta) + L_{s,i}(\theta) \rho_{o}]. \quad (A11)$$

SLD Fisher information matrix $G_{s}(\theta) = [g_{s,i,j}(\theta)]$ is defined by

$$g_{s,i,j}(\theta) = \text{Re} \left[ \rho_{o} L_{s,i}(\theta) L_{s,j}(\theta) \right].$$

Appendix B: Calculation

1. SLD and RLD: the thermal state as the reference state

First, we briefly explain that SLD and RLD Fisher information matrices for the mixed state are independent of the parameters $\theta = (\theta_{1}, \theta_{2})$ in the unitary transformation $U(\theta_{1}, \theta_{2})$.

Let Model 1 SLD and Model 1 RLD of Model 1 be $L_{s,i}^{(1)}(\theta)$ and $L_{r,i}^{(1)}(\theta)$, respectively. With using the unitary transformation $U(\theta_{1}, \theta_{2}) = e^{-i \theta_{1} p_{1} - i \theta_{2} p_{2}}$, $L_{s,i}^{(3)}(0)$ and $L_{r,i}^{(3)}(0)$ are written as

$$L_{s,i}^{(3)}(0) = U(\theta_{1}, \theta_{2}) L_{s,i}^{(3)}(0) U^{\dagger}(\theta_{1}, \theta_{2}),$$

$$L_{r,i}^{(3)}(0) = U(\theta_{1}, \theta_{2}) L_{r,i}^{(3)}(0) U^{\dagger}(\theta_{1}, \theta_{2}).$$

For the RLD Fisher information $G_{r,i}^{(1)}(\theta) = [g_{r,i,j}(\theta)]$, we can derive the relation below if the transformation is unitary.

$$g_{r,i,j}(\theta) = \text{tr} \left[ \rho_{o} L_{r,j}(\theta) L_{r,i}(\theta) \right] = \text{tr} \left[ \rho_{o} L_{r,j}(0) L_{r,i}^{(1)}(0) \right].$$

If the transformation is unitary, the RLD Fisher information $G_{r}(\theta)$ does not depend on the parameters $\theta_{1}$ and $\theta_{2}$. Then, we can write $G_{r}(\theta) = G_{r} = [g_{r,i,j}(\theta)]$. From Eqs. (A10, A12), we can show that the same holds for the SLD Fisher information $G_{s}(\theta)$. Therefore, if we have $L_{s,i}^{(1)}(0)$ and $L_{r,i}^{(3)}(0)$, it is enough to obtain the SLD and RLD Fisher information matrices. The same is true for Model 2.

a. Model 1 SLD: $L_{s,i}^{(1)}(0), L_{s,2}^{(1)}(0)$, Zmatrix $Z^{\text{pthermal}}$

$$L_{s,1}^{(1)}(0) = \frac{1}{\lambda(1 + 4 \kappa_{a}^{2})} (a + a^\dagger) + \frac{1}{\lambda(1 + 4 \kappa_{b}^{2})} (b + b^\dagger),$$

$$L_{s,2}^{(1)}(0) = -\frac{i}{\lambda(1 + 4 \kappa_{a}^{2})} (a - a^\dagger) - \frac{i}{\lambda(1 + 4 \kappa_{b}^{2})} (b - b^\dagger).$$

With using $p_{x}$, $p_{y}$, and $x$, $y$,

$$L_{s,1}^{(1)}(0) = \left( \frac{1}{1 + 4 \kappa_{a}^{2}} + \frac{1}{1 + 4 \kappa_{b}^{2}} \right) p_{x} + \frac{1}{\lambda(1 + 4 \kappa_{a}^{2})} - \frac{1}{\lambda(1 + 4 \kappa_{b}^{2})} x,$$

$$L_{s,2}^{(1)}(0) = -\left( \frac{1}{1 + 4 \kappa_{a}^{2}} - \frac{1}{1 + 4 \kappa_{b}^{2}} \right) p_{x} + \frac{1}{\lambda(1 + 4 \kappa_{a}^{2})} + \frac{1}{\lambda(1 + 4 \kappa_{b}^{2})} y.$$
The inverse of the SLD Fisher information matrix \( G_S^{\text{thermal}} \) is
\[
G_S^{\text{thermal}} = \frac{4}{\lambda^2(1 + 4k_2^2)} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]
Z matrix \( Z^{\text{thermal}} \) is
\[
Z^{\text{thermal}} = \frac{\lambda^2}{4} \begin{pmatrix} 1 + 4k_2^2 & i \\ -i & 1 + 4k_2^2 \end{pmatrix}.
\]

2. SLD: Pure state as the reference state

In general, the RLD does not exist when a pure state is the reference state \([13]\). We can show this holds for Model 1 and Model 2.

Let the SLD of a pure state \( \rho_0 = |\psi_0\rangle \langle \psi_0| \) be \( L_{S,i} \). Then, \( L_{S,i} \) is expressed as \([13]\).
\[
L_{S,i} = 2 \partial_i \rho_0 = 2 \partial_i (|\psi_0\rangle \langle \psi_0|).
\]

a. Model 1 SLD: \( L_{S,1,1}^{(1)}(\theta) \) \( L_{S,2,1}^{(1)}(\theta) \)

We set the reference state \( \rho_0 \) as \( \rho_0 = |0, 0\rangle \langle 0, 0| \). From Eq. (6), \( \rho_0^p \) is expressed as
\[
\rho_0^p = e^{-i\theta_p} e^{-i\theta_{p_1}} |0, 0\rangle \langle 0, 0| e^{i\theta_{p_1}} e^{i\theta_p},
\]
where \( U(\theta) = e^{-i\theta_p} e^{-i\theta_{p_1}} \). From Eq. (B1), the SLD’s of Model 1 are expressed as
\[
L_{S,1,1}^{(1)}(0) = -2i[p_x, \rho_0],
\]
\[
L_{S,2,1}^{(1)}(0) = -2i[p_y, \rho_0].
\]

By using Eq. (10), \( L_{S,1,2}^{(1)}(0) \) and \( L_{S,2,1}^{(1)}(0) \) are also written as
\[
L_{S,1,2}^{(1)}(0) = \frac{1}{A}[(a^+ - a) + (b^+ - b), \rho_0],
\]
\[
L_{S,2,2}^{(1)}(0) = -\frac{i}{A}[(a^+ + a) - (b^+ + b), \rho_0].
\]

With the SLD’s, we can show that \( G_S^p = \tilde{G}_R^p \). The Fisher information matrix \( G_S^p \) is calculated as
\[
G_S^p = \frac{2}{\lambda^2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

b. Model 2 SLD: \( L_{S,1,1}^{(2)}(\theta) \) \( L_{S,2,1}^{(2)}(\theta) \)

From Eq. (6), \( \rho_0^p \) is expressed as
\[
\rho_0^p = e^{-i\theta_p} e^{-i\theta_{p_1}} |0, 0\rangle \langle 0, 0| e^{i\theta_{p_1}} e^{i\theta_p},
\]
The unitary transformation \( e^{-i\theta_{p_1}} e^{-i\theta_p} \) is calculated as follows \([18]\).
\[
e^{-i\theta_{p_1}} e^{-i\theta_p} = e^{\frac{i}{2} \theta_1 \theta_2} e^{-i\theta_p} e^{-i\theta_{p_1}}.
\]
By substituting Eq. (B5) in Eq. (B4), we obtain
\[
\rho_0^p = U(\theta)|0, 0\rangle \langle 0, 0| U^\dagger(\theta).
\]
where \( U(\theta) = e^{-i\theta_{p_1}} e^{-i\theta_p} \).
From Eq. (B1), the SLD’s of Model 2 are expressed as
\[ L^{(2)}_{S,i}(0) = -2i[\pi_i, \rho_0] \]
\[ L^{(2)}_{S,i}(0) = -2i[\pi_i, \rho_0] \]
where \( L^{(2)}_{S,i}(\theta) = U(\theta)L^{(2)}_{S,i}(0)U(\theta) \), \((j = 1, 2)\).
By using Eq. (9),
\[ L^{(2)}_{S,i}(0) = -2i\lambda[a^\dagger + a, \rho_0] \]
\[ L^{(2)}_{S,i}(0) = 2\lambda[a^\dagger - a, \rho_0] \]

Thus, the SLD Fisher information \( G^{\pi}_S \) is
\[ G^{\pi}_S = \frac{4}{\lambda^2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \]
The generalized RLD Fisher information \( \tilde{G}^{\pi}_R \) is
\[ \tilde{G}^{\pi}_R = \frac{4}{\lambda^2} \begin{pmatrix} 1 & i \\ -i & 1 \end{pmatrix} \]
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