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Abstract

In this paper, we consider a discrete-time stochastic Stackelberg game with a single leader and multiple followers. Both the followers and the leader together have conditionally independent private types, conditioned on action and previous state, that evolve as controlled Markov processes. The objective is to compute the stochastic Stackelberg equilibrium of the game where the leader commits to a dynamic strategy. Each follower’s strategy is the best response to the leader’s strategies and other followers’ strategies while the each leader’s strategy is optimum given the followers play the best response. In general, computing such equilibrium involves solving a fixed-point equation for the whole game. In this paper, we present a backward recursive algorithm that computes such strategies by solving smaller fixed-point equations for each time $t$. Based on this algorithm, we compute stochastic Stackelberg equilibrium of a security example and a dynamics information design example used in [1] (beeps).

I. INTRODUCTION

In the past decade, Stackelberg games have been used extensively in the security of real world systems such as to protect ports, airports and wildlife [2]–[5]. A Bayesian Stackelberg game is played between two players: a leader and an follower. The follower has a private type that only she observes, however, the leader knows the prior on that state. The leader commits to a strategy that is observable to the follower. The follower then plays a best response to follower’s strategy to maximize its utility. Knowing that the follower will play a best response, the leader commits to and plays a strategy that maximizes its utility. Such pair of strategies is called a Stackelberg equilibrium. It is known that such strategies can provide higher utility to the leader than obtained in a Nash equilibrium of the game. Such games have been used in the real world by security agencies such as the US Coast Guard, the federal Air Marshals Service, and the Los Angeles Airport Police [6]. Similar algorithms are used in wildlife protection in Uganda and Malaysia [7].

Most of the above real world applications of Stackelberg equilibrium are based on single-shot Bayesian game models. However, in many practical scenarios, the follower and leader interact periodically, and also have private information, thus reducing the applicability of such models. Such games comes under the class of dynamic games of asymmetric information, where both the leader and the follower privately observe conditionally independent controlled Markov processes, but observe each others’ actions publicly. The reason such games are hard is because in such games the beliefs that come up across the game at any time $t$ are dependent on the strategies of the players before this time. Thus there is no notion of “state” that can decompose the problem across time, and effectively there is no notion of dynamic programming. The space of strategies grows double exponential in time making solving for equilibria for such problems impossible for any reasonable time duration. Recently, there has been results on sequential decomposition of certain classes of games of asymmetric information [8]–[10].

In repeated Stackelberg security games, there have been other approaches to mitigate this issue. Mareki et.al. in [11] study a Bayesian repeated Stackelberg game where they assume leaders are myopic, thus significantly simplifying the analysis of finding the equilibrium. Balcan et al in [12] consider a learning theoretic approach to study a repeated Stackelberg game between follower and leader where they use regret analysis to learn follower’s types, and show sub-linear regret for both complete and partial information.
models. Authors in [13]–[19] study a dynamic Stackelberg game where there is a sender who observes a static state privately and has a commitment power, and with both long-term-optimizing principal and long-term-optimizing followers. Farhadi and Teneketzis in [20] consider a model where on top of all the assumptions in previous papers, the state is also dynamically evolving. To the best of our knowledge, [20] is the only work that considers a special case of a truly dynamic Stackelberg game and in general finding Stackelberg equilibria of such games is an open question.

In this paper, we show there indeed is a way to decompose general stochastic dynamic Stackelberg games across time, where both the leader and the follower have private Markovian states that evolve as conditionally independent Markov processes. We provide a dynamic programming like sequential decomposition algorithm to compute equilibria with fully rational, forward looking follower and leader. Our algorithm consists of a backward recursive step which, for each time $t$ and a belief state on the current state, $\pi_t$, involves solving a fixed-point equation for the follower and an optimization problem for the leader. This reduces the complexity of finding Markovian equilibria of such games from double exponential to linear in time. Based on this algorithm, we study a security game where we numerically find its Stackelberg equilibria. To the best of our knowledge, this is the first paper that provides a general treatment to compute Stackelberg equilibria of Stochastic Stackelberg games with asymmetric information. Part of the paper (without any proofs) was published in [21].

The paper is structured as follows. We present our model in Section II. We discuss background material and solution concept in Section III. In Section IV, we present our main result of providing an algorithm to compute Markovian equilibrium strategies. In Section V, we discuss an infinite horizon version of the problem. We conclude in Section VII. All proofs are presented in the Appendices.

A. Notation

We use uppercase letters for random variables and lowercase for their realizations. For any variable, subscripts represent time indices and superscripts represent player indices. We use notation $A_{t,t'}$ to represent the vector $(A_t, A_{t+1}, \ldots, A_{t'})$ when $t' \geq t$ or an empty vector if $t' < t$. We remove superscripts or subscripts if we want to represent the whole vector, for example $A_t$ represents $(A_1^t, \ldots, A_N^t)$. In a similar vein, for any collection of sets $(X^i)_{i \in \mathbb{N}}$, we denote $\times_{i \in \mathbb{N}} X^i$ by $X$. For any finite set $\mathcal{S}$, $\Delta(\mathcal{S})$ represents the space of probability measures on $\mathcal{S}$ and $|\mathcal{S}|$ represents its cardinality. We denote by $P^g$ (or $\mathbb{E}^g$) the probability measure generated by (or expectation with respect to) strategy profile $g$. We denote the set of real numbers by $\mathbb{R}$. For a probabilistic strategy profile of players $(\sigma^i_t)_{i \in \mathbb{N}}$ where the probability of action $a^i_t$ conditioned on $a_{1:t-1}, m_{1:t-1}, x_{1:t-1}$ is given by $\sigma^i_t(a^i_t|a_{1:t-1}, m_{1:t-1}, x_{1:t-1})$, we use the notation $\sigma^\prec_t(a^1_t|a_{1:t-1}, m_{1:t-1}, x_{1:t-1})$ to represent $\prod_{j \neq i} \sigma^j_t(a^j_t|a_{1:t-1}, m_{1:t-1}, x_{1:t-1})$. All equalities/inequalities involving random variables are to be interpreted in the a.s. sense. For mappings with range function sets $f: \mathcal{A} \rightarrow (\mathcal{B} \rightarrow \mathcal{C})$ we use square brackets $f[a] \in \mathcal{B} \rightarrow \mathcal{C}$ to denote the image of $a \in \mathcal{A}$ through $f$ and parentheses $f[a](b) \in \mathcal{C}$ to denote the image of $b \in \mathcal{B}$ through $f[a]$. A controlled Markov process with state $X_t$, action $A_t$, and horizon $[T]$ is denoted by $(X_t, A_t)_{t \in [T]}$.

II. Model

We consider an incomplete information stochastic Stackelberg game over a time horizon $[T] = \{1, \ldots, T\}$ with simultaneous moves and perfect recall as follows. Suppose there is one Stackelberg leader and $M$ (Nash) followers. The leader and the followers have private types, $x^i_t \in \mathcal{X}^i_t$ for the leader, $x^m_{t,j} \in \mathcal{X}^m_t$, for $j$th follower where $x^i_{t,j}, x^m_{t,j}$ evolve as a conditionally independent controlled Markov processes in the following way, where for the Stackelberg leader, $M$ (Nash) major followers. Let $x^m_t = x^m_t[1:M]$, $a^m_t = a^m_t[1:M]$,

$$P(x^l_{t}, x^m_{t}[1:M], l^m_t, x^l_{t-1}, l^m_{t-1}) = Q^l(x^l_t|a^l_{t-1}, x^l_{t-1}) \prod_{j=1}^{M} Q^m_{t,j}(x^m_{t,j}|a^m_{t-1}, x^m_{t-1}),$$

(1)
where $Q^l, Q^{m,j}$ are known kernels defined below. The Stackelberg leader takes action $a_i^t \in A_i^t$ at time $t$ on observing $x_{1:t}^l$, a major follower $j$ takes action based on $x_{1:t}^{m,j}$ at time $t$ on observing $a_{1:t-1}^{l,m}$ and $x_{1:t}^{m,j}$. Here, $a_{1:t-1}^{l,m}$ is common information among players, and $x_{1:t}^{m,j}$ are private information of the Stackelberg leader, major follower $j$, respectively. At the end of interval $t$, Stackelberg leader receives an instantaneous reward $R^l_t(x_{1:t}^{l,m}, a_{1:t}^{l,m})$, major follower $j$ receives an instantaneous reward $R^{m,j}_t(x_{1:t}^{l,m}, a_{1:t}^{l,m})$.

The sets $A_i^l, A_i^{m,j}, X_i^l, X_i^{m,j}$ are assumed to be finite. Let $\sigma^i = (\sigma^i_t)_{t \in [T]} \in \mathcal{T}$ be a probabilistic strategy of a player $i \in \{l, m[1 : M]\}$ where $\sigma^i_t : ((A_i^l \times A_i^{m,j})^{t-1} \times (X_i^l)^t) \rightarrow \mathcal{P}(A_i^l)$, such that the leader plays action $A_i^l$ according to $A_i^l = \sigma^i_t(\cdot|a_{1:t-1}^{l,m}, x_{1:t}^l)$, and the follower plays action $A_i^{m,j}$ according to $A_i^{m,j} = \sigma^i_t(\cdot|a_{1:t-1}^{l,m}, x_{1:t}^{m,j})$. Let $\sigma = (\sigma^i_{r \in [l,f]})$ be a strategy profile of all players. Suppose players discount their rewards by a discount factor $\delta \leq 1$.

### III. Preliminaries

In this section, we first present the definition of a Stackelberg Perfect Equilibrium (SPE) which we will use in this paper. We then discuss the common agent approach that we will utilize in deriving an algorithm for finding an SPE.

#### A. Stackelberg perfect equilibrium

In this paper, we will consider followers’ Markovian equilibrium policy that only depends on her current states $x_{1:t}^{m,j}$ and common marginal beliefs $\pi_t^{l,m,j}, j = 1 \ldots M$, where $\pi_t^{l}(x_t^l) = P_{\sigma^m}^{l,m}(x_t^l|a_{1:t-1}^{l,m}), \pi_t^{m,j}(x_t^{m,j}) = P_{\sigma^m}^{l,m}(x_t^{m,j}|a_{1:t-1}^{l,m})$ i.e. $\pi_t^{l}$ is the common belief on the Stackelberg leader’s state given the common information $(a_{1:t-1}^{l,m})$. Let $\pi_t = \{\pi_t^{l}, \pi_t^{m,j}\}_{j=1 \ldots K}$ Thus, at equilibrium the Stackelberg leader’s strategy $a_t^l \sim \bar{x}_t^l(\cdot | \pi_t, x_t^l)$ and major follower $j$’s strategy $A_t^{m,j} \sim \bar{\sigma}_t^{m,j}(\cdot | \pi_t, x_t^{m,j})$.\(^1\) This specifies a minor follower’s best response at time $t$ given the history of the mean-field state and its private type up to time $t$ and the leader’s strategy from time $t$ on-wards. Note that this mapping specifies a complete policy for the follower for all time $t$. Similarly we define the best response of major follower $j$ as

\[
BR^{m,j}_t(\pi_t, a_{1:t-1}^{l,m}, x_{1:t}^{m,j}, \sigma_t^{l:T}, \sigma_t^{m,-j}) := \arg\max_{\sigma_{m,-j}^{m}} \mathbb{E}[\delta^t_R(\mathcal{X}^l_t, A_t^{l,m}) | \pi_t, a_{1:t-1}^{l,m}, x_{1:t}^{m,j}]
\]

\[
BR^{m,j}(\sigma_l, \sigma_{m,-j}) := \bigcap_t \bigcap_{a_{1:t-1}^{l,m}, x_{1:t}^{m,j}} BR^{m,j}_t(\pi_t, a_{1:t-1}^{l,m}, x_{1:t}^{m,j}, \sigma_t^{l:T}, \sigma_t^{m,-j}).
\]

With some abuse of notation, we will also say $\sigma_t^{m,j} \in BR^{m,j}_t(\sigma_{1:T}^{l,m})$ if there exists $\bar{\sigma}_t^{m,j} \in BR^{m,j}_t(\sigma_{1:T}^{l,m})$ such that $\sigma_t^{m,j} = \bar{\sigma}_t^{m,j}$. Similarly we say $\sigma_t^{m,j} \in BR^{m,j}_t(\sigma_{1:T}^{l,m}, \sigma_{1:T}^{m,-j})$ if there exists $\bar{\sigma}_t^{m,j} \in BR^{m,j}(\sigma_{1:T}^{l,m}, \sigma_{1:T}^{m,-j}, \sigma_{1:T}^{m,j})$ such that $\sigma_t^{m,j} = \bar{\sigma}_t^{m,j}$.

We now define best response of Stackelberg leader as follows

\[
BR^l(\sigma^m) := \bigcap_t \bigcap_{a_{1:t-1}^{l,m}, x_{1:t}^{l}} \arg\max_{\sigma_t^{l,m}} \mathbb{E}[\delta^t_R(\mathcal{X}_t^l, A_t^{l,m}) | \pi_t, a_{1:t-1}^{l,m}, x_{1:t}^{l}],
\]

where, $\sigma_t^{m,j} \in BR^{m,j}(\sigma_t^{l,m}), \sigma^m \in BR^{m,j}(\sigma^l, \sigma^m)$

\(^1\)Note, however, that for the purpose of equilibrium, we allow for deviations in the space of all possible strategies that may depend on the entire observation history.
B. Common agent approach

We recall that in general, the leader and the followers generate their actions at time $t$ as follows, $A^l_t \sim \sigma^l_t(\cdot|a^l_{t-1}, x^l_{t-1})$, $A^m_{t,j} \sim \sigma^m_{t,j}(\cdot|a^m_{t-1,j}, x^m_{t,j})$. An alternative way to view the problem is as follows. As is done in the common information approach [22], at time $t$, a fictitious common agent observes the common information $a^l_{t-1}$ and generates prescription functions $\gamma^l_t = (\gamma^l_{t,m}) = \psi_t(a^l_{t-1})$, where $\gamma^m_{j} = \{\gamma^m_{j}\}_{j=1..M}$. The Stackelberg leader uses her prescription function $\gamma^l_t$ to operate on her private information $x^l_t$ to produce her action $a^l_t$, i.e. $\gamma^l_t : (X^l)^t \rightarrow \mathcal{P}(A^l)$ and $a^l_t \sim \gamma^l_t(\cdot|x^l_t)$. And follower $j$ uses her prescription function $\gamma^m_{t,j}$ to operate on her private information $x^m_{t,j}$ to produce her action $a^m_{t,j}$, i.e. $\gamma^m_{t,j} : (X^m_j)^t \rightarrow \mathcal{P}(A^m_j)$ and $a^m_{t,j} \sim \gamma^m_{t,j}(\cdot|x^m_{t,j})$. It is easy to see that for any $\sigma^l$ policy profile of the players, there exists an equivalent common profile of the common agent (and vice versa) that generates the same control actions for every realization of the information of the players.

Here, we will consider Markovian common agent’s policy as follows. We call a common agent’s policy be of “type $\theta$” if the common agent observes common belief $\pi^l_t$, and generates prescription functions $\gamma_t := (\gamma^l_t, \gamma^m_t) = \theta_t[\pi^l_t]$. The Stackelberg leader uses her prescription function $\gamma^l_t$ to operate on her private information $x^l_t$ to produce her action $a^l_t$, i.e. $\gamma^l_t : X^l \rightarrow \mathcal{P}(A^l)$ and $a^l_t \sim \gamma^l_t(\cdot|x^l_t)$. Similarly, the major follower $j$ uses her prescription function $\gamma^m_{t,j}$ to operate on her private information $x^m_{t,j}$ to produce her action $a^m_{t,j}$, i.e. $\gamma^m_{t,j} : X^m_j \rightarrow \mathcal{P}(A^m_j)$ and $a^m_{t,j} \sim \gamma^m_{t,j}(\cdot|x^m_{t,j})$.

Recall that we defined common marginal beliefs $\pi^l = \{\pi^l_t, \pi^m_{t,j}\}_{j=1..M}$, where $\pi^l_t, \pi^m_{t,j}$, $j = 1..M$, where $\pi^l_t(x^l_t) = P^\theta(\pi^l_t, \gamma^l_t, A^l_{t|m}), \pi^m_{t,j}(x^m_{t,j}) = P^{\sigma^m_{t,j}}(\pi^m_{t,j}, \gamma^m_{t,j}, A^m_{t|m})$ i.e. $\pi^l_t$ is the common belief on the Stackelberg leader’s state $x^l_t$ given the common information $(a^l_{t-1})$ and similarly $\pi^m_{t,j}$ is the common belief on the major follower $j$’s state $x^m_{t,j}$ given the common information $(a^m_{t-1,j})$. In the following lemma, we show that the belief $\pi^l_t$ can be updated using Bayes’ rule.

**Lemma 1:** There exists functions $F^l, F^m_{j}$ for $j = 1..M$, independent of the strategy $\theta$ such that

\[
\begin{align*}
\pi^l_{t+1} &= F^l(\pi^l_t, \gamma^l_t, A^l_{t|m}) \\
\pi^m_{t,j+1} &= F^m_{j}(\pi^m_{t,j}, \gamma^m_{t,j}, A^m_{t|m})
\end{align*}
\]

Combining the above two we also say

\[
\pi^l_{t+1} = F(\pi^l_t, \gamma^l_t, a^l_t)
\]

**Proof 1:** We only consider the proof of the update of $\pi^l_t$ and the proof of the update of $\pi^m_{t,j}$ is similar which is skipped.

\[
\pi^l_{t+1}(x^l_{t+1}) = P^\theta(x^l_{t+1}|a^l_{t|m})
\]

\[
= \sum_{x^l_{t|m}, a^l_{t|m}} \pi^l_t(x^l_{t}|a^l_{t|m}) \gamma^l_t(a^l_{t|m}|x^l_{t|m}) Q^l(x^l_{t+1}|x^l_{t|m}, a^l_{t|m})
\]

\[
= \sum_{x^l_{t|m}, a^l_{t|m}} \pi^l_t(x^l_{t}|a^l_{t|m}) \gamma^l_t(a^l_{t|m}|x^l_{t|m}) Q^l(x^l_{t+1}|x^l_{t|m}, a^l_{t|m})
\]

\[
= \sum_{x^l_{t|m}, a^l_{t|m}} \pi^l_t(x^l_{t}|a^l_{t|m}) \gamma^l_t(a^l_{t|m}|x^l_{t|m}) Q^l(x^l_{t+1}|x^l_{t|m}, a^l_{t|m})
\]

IV. ALGORITHM FOR SPE COMPUTATION

In the next section, we design an algorithm to compute SPE of the game.
A. Backward Recursion

In this section, we define an equilibrium generating function $\theta = (\theta^l_t, \theta^m_t)_{i \in \{1, \ldots, N\}, j \in \{1, \ldots, M\}, t \in [T]}$, where $\theta^l_t : (\mathcal{P}(\mathcal{X}^l)) \times (\prod_{j=1}^M \mathcal{P}(\mathcal{X}^m_j)) \times \mathcal{P}(\mathcal{A}^l_t) \to \{\mathcal{X}^l \to \mathcal{P}(\mathcal{A})\}$, and a sequence of functions $(V^l_t, V^m_t)_{t \in \{1, 2, \ldots, T\}}$, where $V^l_t : (\mathcal{P}(\mathcal{X}^l)) \times (\prod_{j=1}^M \mathcal{P}(\mathcal{X}^m_j)) \times \mathcal{X}^l \to \mathbb{R}$, $V^m_t : (\mathcal{P}(\mathcal{X}^l)) \times (\prod_{j=1}^M \mathcal{P}(\mathcal{X}^m_j)) \times \mathcal{X}^m_j \to \mathbb{R}$, in a backward recursive way, as follows.

1. Initialize $\forall \pi_{T+1} \in \mathcal{P}(\mathcal{X}^l) \times \prod_{j=1}^M \mathcal{P}(\mathcal{X}^m_j), j = 1 \ldots M, x_{T+1} \in \mathcal{X}^l, x_{T+1}^m \in \mathcal{X}^m_j$,

\[
V^l_{T+1}(\tau_{T+1}, x_{T+1}^l) \triangleq 0.
\]

\[
V^m_{T+1}(\tau_{T+1}, x_{T+1}^m) \triangleq 0.
\]

2. For $t = T, T - 1, \ldots, 1$, $\forall \pi_t \in \mathcal{P}(\mathcal{X}^l) \times \prod_{j=1}^M \mathcal{P}(\mathcal{X}^m_j), \gamma^l_t, \gamma^m_t, \gamma^m_t$, define $BR^m_t(\pi_t, \gamma^l_t, \gamma^m_t)$ as follows,

\[
BR^m_t(\pi_t, \gamma^l_t, \gamma^m_t) := \{ \tilde{\gamma}^m_t : \forall x^m_t \in \mathcal{X}^m_j, \tilde{\gamma}^m_t(x^m_t) \}
\]

\[
\in \arg \max \mathbb{E}_{x^m_t|\gamma^m_t} \left\{ R_t(X^l_t, A^l_t) + \delta V_{t+1}(E(x_t, \tilde{\gamma}^m_t, A_t^l, X_{t+1}^l)|\pi_t, x_t^l) \right\},
\]

where the expectation in (14) is with respect to random variables $(X^l_t, A^l_t)$ through the measure $\pi_t(x^l_t)\gamma^l_t(a^l_t|x_t^l)\gamma^m_t(a^m_t|x_t^m)$ $Q^l,m(x_{t+1}^l|x_t^l, a_t^l)$, $Q^l,m(x_{t+1}^m|x_t^m, a_t^m)$. Let $(\tilde{\gamma}^l_t, \tilde{\gamma}^m_t)$ be a tuple of solution of the above operation. Then set for all $\pi_t, \theta[\pi_t] = (\tilde{\gamma}^l_t, \tilde{\gamma}^m_t)$ is a solution of the following fixed-point equation (if it exists). For all $x^l_t$

\[
\tilde{\gamma}^l_t \in \arg \max_{\gamma^l_t(x)} \mathbb{E}_{x^m_t|\gamma^m_t} \left\{ R_t(X^l_t, A^l_t) + \delta V_{t+1}(E(x_t, \tilde{\gamma}^m_t, A_t^l, X_{t+1}^l)|\pi_t, x_t^l) \right\},
\]

where \(\tilde{\gamma}^m_t \in BR^m_t(\pi_t, \tilde{\gamma}^l_t, \tilde{\gamma}^m_t)\)

Based on $\theta$ defined in the backward recursion above, we now construct a set of strategies $\sigma$ through forward induction as follows.

For $t = 1, 2 \ldots T, j, \pi_t, x_{t+1} \in (\mathcal{X}_t^l)^t, x_{t+1} \in (\mathcal{X}^m), a^l_{t+1} \in (\mathcal{A}^l)^{t+1}, a^m_{t+1} \in (\mathcal{A}^m)^{t+1}$

\[
\pi_1(x_{1+1}^l) := Q^l,m(x_{1+1}^l, x_1^m)
\]

\[
\pi_t(a^l_t a^l_{t+1}) := \theta^i_{t+1}(\pi_t)(a^l_t|a^l_{t+1}, x^l_1)
\]

\[
\pi_t(a^m_t a^m_{t+1}) := \theta^j_{t+1}(\pi_t)(a^m_t|a^m_{t+1}, x^m_1)
\]

\[
\pi_{t+1} = F(\pi_t, \theta^i_{t+1}(\pi_t), \theta^j_{t+1}(\pi_t))
\]
**Theorem 1:** A strategy profile $\hat{\sigma}$, as constructed through backward-forward recursion algorithm above is an SPE of the game.

**Proof 2:** We will prove this theorem in two parts.

In Part 1 for the major follower $j$, we prove that $\tilde{\sigma}^{m,j} \in BR^{m,j}(\tilde{\sigma}^{l}, \tilde{\sigma}^{m,-j}, \tilde{\sigma}^{m,j})$ i.e. $\forall t \in [T]$, $\forall \sigma^{m,j}$, $a_{1:t-1}^{l,m}$, $x_{1:t}^{m,j}$

\[
\mathbb{E}_{t:T}^{\tilde{\sigma}^{l,T}} \mathbb{E}_{t:T}^{\tilde{\sigma}^{m,T}} \{ \sum_{n=t}^{T} \delta^{n-t} P_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m})|\pi_{t}, a_{1:t-1}^{l,m}, x_{1:t}^{m,j} \} \geq \mathbb{E}_{t:T}^{\tilde{\sigma}^{l,T}} \mathbb{E}_{t:T}^{\tilde{\sigma}^{m,T}} \{ \sum_{n=t}^{T} \delta^{n-t} P_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m})|\pi_{t}, a_{1:t-1}^{l,m}, x_{1:t}^{m,j} \}.
\]

In Part 2 for the leader, we show that $\forall t, \sigma^{l}, a_{1:t-1}^{l,m}, x_{1:t}^{l}$

\[
\mathbb{E}_{t:T}^{\tilde{\sigma}^{l,T}} \mathbb{E}_{t:T}^{\tilde{\sigma}^{m,T}} \{ \sum_{n=t}^{T} \delta^{n-t} P_{n}^{l}(X_{n}^{l,m}, A_{n}^{l,m})|\pi_{t}, a_{1:t-1}^{l,m}, x_{1:t}^{l} \} \geq \mathbb{E}_{t:T}^{\tilde{\sigma}^{l,T}} \mathbb{E}_{t:T}^{\tilde{\sigma}^{m,T}} \{ \sum_{n=t}^{T} \delta^{n-t} P_{n}^{l}(X_{n}^{l,m}, A_{n}^{l,m})|\pi_{t}, a_{1:t-1}^{l,m}, x_{1:t}^{l} \},
\]

where $\tilde{\sigma}^{m,j} \in BR^{m,j}(\tilde{\sigma}^{l}, \tilde{\sigma}^{m})$, $\tilde{\sigma}^{l} \in BR^{m}(\tilde{\sigma}^{l,T}, \tilde{\sigma}^{m,T}, \tilde{\sigma}^{m,j})$

where $\tilde{\sigma}^{m,j} \in BR^{m,j}(\tilde{\sigma}^{l}, \tilde{\sigma}^{m})$, as shown in Part 1.

Combining the above parts prove the above result. The proof is presented in Appendix C.

In the following, we show that every Stackelberg mean field equilibrium can be found using the above backward recursion. This also enables us to comment on the existence of the solution of the fixed-point equation (15a).

**Theorem 2:** Suppose there exists an SPE $(\tilde{\sigma}^{l}, \tilde{\sigma}^{m})$ that is a solution of the fixed point equation defined in Definition 1. Then there exists an equilibrium generating function $\theta$ that satisfies (15a) in backward recursion $\forall \pi_{t}$ such that $(\tilde{\sigma}^{l}, \tilde{\sigma}^{m})$ is defined through forward recursion using $\theta$. This also implies that there exists a solution of (15a) for each time $t$.

**Proof 3:** Suppose there exists an SPE $(\tilde{\sigma}^{l,m})$ of the game. The proof in Appendix XV show that all SPE can be found using backward/forward recursion. This proves that there exists a solution of (15a) for every $t$.

**Remark:** When leader is social welfare maximizing, her utility can be given by

\[
R^{l}(x_{t}^{l,m}, a_{t}^{l,m}) = \sum_{x_{t}^{l,m}, a_{t}^{l,m}} R^{m,j}(x_{t}^{l,m}, a_{t}^{l,m})
\]

V. SPECIAL CASE 2: INFINITE HORIZON CASE

In this section we consider the case with infinite horizon. For this section we assume that the instantaneous rewards of the players $R^{l}, R^{m,j}$ are absolutely bounded and do not depend on time.

We design an algorithm to compute SPE of the infinite horizon game as follows.

A. Backward Recursion

In this section, we define an equilibrium generating function $\theta = (\theta^{l}, \theta^{m,j})_{j \in \{1, \ldots, M\}}$, where $\theta^{l} : (\mathcal{P}(\mathcal{X}^{l})) \times (\prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})) \rightarrow \{\mathcal{X}^{l} \rightarrow \mathcal{P}(\mathcal{A}^{l})\}$, and a sequence of functions $(V^{l}, V^{m,j})$, where $V^{l} : (\mathcal{P}(\mathcal{X}^{l})) \times (\prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{X}^{l} \rightarrow \mathbb{R}$, $V^{m,j} : (\mathcal{P}(\mathcal{X}^{l})) \times (\prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{X}^{m,j} \rightarrow \mathbb{R}$, in a backward recursive way, as follows.
1. Define \( \forall \pi_t \in \mathcal{P}(\mathcal{X}^l) \times \prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j}) \), \( \gamma^l_t, \gamma^{m,j}_t \), define \( BR_t^{m,j}(\pi, \gamma^l, \gamma^{m,j}) \) as follows,

\[
BR_t^{m,j}(\pi, \gamma^l, \gamma^{m,j}) := \{ \gamma^{m,j} : \forall x^{m,j} \in \mathcal{X}^{m,j}, \bar{\gamma}^{m,j}(\cdot|x^{m,j}) \in \mathcal{P}(\mathcal{X}^{m,j}) \}
\]

\[
\in \arg \max_{\gamma^{m,j}(\cdot|x^{m,j})} \mathbb{E} \gamma^{m,j}(\cdot|x^{m,j}) \pi^{l,m} \{ R^{m,j}(X^{l,m}, A^{l,m}) + V^{m,j}(F(\pi, \gamma^l, \gamma^{m,j}, A^{l,m}, X^{m,j,t})|\pi, x^{m,j}) \},
\]

where the expectation in (25a) is with respect to random variables \( X^{l,m}, A^{l,m} \) through the measure \( \pi(x^{l,m}) = \pi(\cdot|x^{l,m}) \). Then let for all \( \pi, \theta[\pi] = (\tilde{\gamma}^{l,m}) \) is a solution of the following fixed-point equation (if it exists),

\[
\tilde{\gamma}^m \in BR^m(\pi, \tilde{\gamma}^l, \tilde{\gamma}^m) \tag{26a}
\]

\[
\tilde{\gamma}^l \in \arg \max_{\gamma^l(\cdot|x^l)} \mathbb{E} \gamma^l(\cdot|x^l) \{ R^l(X^{l,m}, A^{l,m}) + V^l(F(\pi, \tilde{\gamma}^l, \tilde{\gamma}^m, A^{l,m}), X^{l,t})|\pi, x^l \}, \tag{26b}
\]

where \( \tilde{\gamma}^m \in BR^m(\pi, \tilde{\gamma}^l, \tilde{\gamma}^m) \),

\[
(25a)
\]

where the above expectation is defined with respect to random variables \( (X^{l,m}, A^{l,m}) \) through the measure \( \pi(x^{l,m}) \gamma^l(a^l|x^l) \hat{\gamma}^m(a^m|x^t) \). And \( \forall j, x^l, x^{m,j} \),

\[
V^l(\pi, x^l) \triangleq \mathbb{E}^{l,m} \{ R^l(X^{l,m}, A^{l,m}) + V^l(F(\pi, \tilde{\gamma}^l, \tilde{\gamma}^m, A^{l,m}, X^{l,t})|\pi, x^l) \}, \tag{27a}
\]

\[
V^{m,j}(\pi, x^{m,j}) \triangleq \mathbb{E}^{l,m} \{ R^{m,j}(X^{l,m}, A^{l,m}) + V^{m,j}(F(\pi, \tilde{\gamma}^{l,m}, A^{l,m}), X^{m,j,t})|\pi, x^{m,j} \} \tag{27b}
\]

Based on \( \theta \) defined in the backward recursion above, we now construct a set of strategies \( \tilde{\sigma} \) through forward induction as follows.

For \( t = 1, 2, \ldots, \infty, j, \pi_t, x^{l,t}, x^{m,t} \in (\mathcal{X}^l)^t, x^{m,t} \in (\mathcal{X}^{m,t}), a^{l,t-1} \in (A^l)^{t-1}, a^{m,t-1} \in (A^m)^{t-1} \)

\[
\pi_1(x^{l,m}_1) := Q^{l,m}(x^l_1, x^m_1)
\]

\[
\tilde{\sigma}^l_t(a^l_t, a^{l,t-1}, x^{l,t}_1) := \theta^l_t[\pi_t](a^l_t|x^l_t)
\]

\[
\tilde{\sigma}^{m,j}_t(a^{m,j}_t, a^{m,j,t-1}, x^{m,j}_t) := \theta^{m,j}_t[\pi_t](a^{m,j}_t|x^{m,j}_t)
\]

\[
\pi_{t+1} = F(\pi_t, \tilde{\sigma}^{m,j}_t, a^{l,m}_t)
\]

**Theorem 3:** A strategy profile \( \tilde{\sigma} \), as constructed through backward-forward recursion algorithm above is an SPE of the game.

**Proof 4:** The proof is similar to the extension of finite horizon problems to infinite horizon problems in standard stochastic control problems and for now we omit the proof.

**VI. Examples**

**A. Security Example**

In this section, we consider a repeated Stackelberg game as a security example. We assume that \( \mathcal{X}^{m,j} = \mathcal{X}^l = \mathcal{X}^{m,j} = \{0, 1\}, \mathcal{A}^l = \emptyset \) and type of the leader is static i.e. \( Q(x^{l,t+1}|x_t, a_t) = 1(x^{l,t+1} = x_t) \). We assume \( \delta = 0.6 \). Let \( p^l = \gamma^l(1), p^{f,0} = \gamma^{m,j}(1|0) \) and \( p^{f,1} = \gamma^{m,j}(1|1) \) and the rewards of the players are given in Table I below.

The equilibrium strategies and value functions are provided in figures 1–3. Interestingly, the equilibrium strategies of the players are pure strategies that exhibit “complementary discontinuities” [23, 24].
TABLE I: Game matrix for X=0 & X=1

| X=0 | follower A1 | follower A2 | X=1 | follower A1 | follower A2 |
|-----|-------------|-------------|-----|-------------|-------------|
| leader D1 | (2, 1) | (4, 0) | leader D1 | (3, 2) | (2, 0) |
| leader D2 | (1, 0) | (3, 2) | leader D2 | (0, 1) | (1, 1) |

Fig. 1: Probability of follower taking action 1 when its state is low and high

(a) Low

(b) High

Fig. 2: Utility of the follower when its state is low and high

(a) Low

(b) High

Fig. 3

(a) Probability of leader taking action 1

(b) Utility of leader
B. Beeps

We consider the discrete time version of Example in [1]. Let $x_t \in \{0, 1\}$ be a Markov process privately observed by a leader who sends a signal at each time $t$ to a follower, who upon receiving this signal maintains a belief $\pi_t$ on the state $x_t$. $x_t$ evolves as

$$x_{t+1} = x_t + (1 - x_t)m_t$$

(31)

where $m_t = 1$ with probability $p$ independent across time. The process starts from 0 and 1 is an absorbing state. At each time $t$ the leader sends a signal $s_t$ to the follower about $x_t$ such that $s_t = \sigma_t^l(x_{1:t})$. Let $\pi_t$ be a common belief maintained by both the leader and the follower where for all $x_t$

$$\pi_t(x_t) = P\sigma_t^l(x_t|s_{1:t})$$

Thus

$$\pi_{t+1}(x_{t+1}) = \frac{\sum_{x_t} P(x_t, x_{t+1}, s_{t+1}|x_{1:t})}{\sum_{x_t, x_{t+1}} \pi_t(x_t) Q(x_{t+1}|x_t) \gamma_{t+1}^l(s_{t+1}|x_{t+1})}$$

(33)

$$\pi_{t} = F(\tilde{\pi}_t, \gamma_{t+1}^l, s_{t+1})$$

(36)

The leader’s payoff is

$$R^l(\pi_t) = \begin{cases} 1 & \text{if } \pi_t \leq p^* \\ 0 & \text{if } \pi_t > p^* \end{cases}$$

(37)

Since the follower does not influence the state, she is myopic and her best response is built in the above payoff of the leader. The leader wants to find the policy that it can commit to such that it maximizes her infinite horizon cumulative discounted payoff.

From Section V, one needs to solve

$$\tilde{\gamma}_t^l \in \arg \max_{\gamma_t^l(x_{1:t})} \mathbb{E}^l \{ R^l(\pi) + \delta V^l(F(\tilde{\pi}_t, \tilde{\gamma}_t^l, S), X^{t'|t})|\tilde{\pi}_t, x_t^l \}$$

(38)

$$V^l(\tilde{\pi}_t, x_t^l) \triangleq \mathbb{E}^l \{ R^l(\pi) + \delta V^l(F(\tilde{\pi}_t, \tilde{\gamma}_t^l, S), X^{t'|t})|\tilde{\pi}_t, x_t^l \}$$

(39)

In the following, we show the plot of the utility of the leader in Figure 4. Note that it is different from the utility of the leader obtained in [1] since they average out the private state of the player and poses the problem in common belief, which can then be posed as an optimization problem. However, in our case, we condition on the private state and thus rather get a fixed-point equation shown above.

VII. CONCLUSION

In this paper, we study a general stochastic Stackelberg game with single leader where both the followers and the leader have private types that evolves as conditionally independent controlled Markov process, conditioned on action history. We present a novel dynamic programming like methodology to sequentially decompose the problem of computing stochastic Stackelberg equilibrium for these games. Based on this algorithm we study a repeated security game where we numerically compute the equilibrium policies. In general, this algorithm can further increase the applicability of Stackelberg security games in dynamic security settings and in dynamic mechanism design where a leader commits to a policy and the follower best responds to it.
Here, we will take numerator and the denominator separately.

\[ N_r = \left( Q^l(x_1^t) \sigma^l(a_1^t|x_1^t) \prod_{n=2}^t Q^l(x_n^l|a_{n-1}^l, x_n^l) \sigma^l(a_n^l|a_{1:n-1}^l, x_1^n) \right) \]  

\[ \times \left( Q^m(x_1^m) \sigma^m(a_1^m|x_1^m) \prod_{n=2}^t Q^m(x_n^m|a_{n-1}^m, x_n^m) \sigma^m(a_n^m|a_{1:n-1}^m, x_1^m) \right) \]  

and

\[ D_r = \sum_{x_1^t} \left( Q^l(x_1^t) \sigma^l(a_1^t|x_1^t) \prod_{n=2}^t Q^l(x_n^l|a_{n-1}^l, x_n^l) \sigma^l(a_n^l|a_{1:n-1}^l, x_1^n) \right) \]  

\[ \times \sum_{x_1^m} \left( Q^m(x_1^m) \sigma^m(a_1^m|x_1^m) \prod_{n=2}^t Q^m(x_n^m|a_{n-1}^m, x_n^m) \sigma^m(a_n^m|a_{1:n-1}^m, x_1^m) \right) \]  

Thus

\[ P^\sigma(x_{1:t}^l, x_{1:t}^m|a_{1:t-1}) = P^{\sigma^l}(x_{1:t}^l|a_{1:t-1}) P^{\sigma^m}(x_{1:t}^m|a_{1:t-1}) \]  

VIII.

**Claim 1:** For any policy profile \( g \) and \( \forall t \),

\[ P^\sigma(x_{1:t}^l|a_{1:t-1}) = P^{\sigma^l}(x_{1:t}^l|a_{1:t-1}) P^{\sigma^m}(x_{1:t}^m|a_{1:t-1}) \]  

(40)

**Proof 5:**

\[ P^\sigma(x_{1:t}|a_{1:t-1}) = \frac{P^\sigma(x_{1:t}, a_{1:t-1})}{\sum_{x_{1:t}} P^\sigma(x_{1:t}, a_{1:t-1})} \]  

Here, we will take numerator and the denominator separately.

For any player \( i \) (leader or follower), we use the notation \( g_i \) to denote a general policy of the form \( A_i^l \sim g_i^l(\cdot|a_{1:t-1}, x_{1:t}^i) \), notation \( s_i \) to denote a policy of the form \( A_i^l \sim s_i^l(\cdot|a_{1:t-1}, x_{1:t}^i) \), and notation \( m_i \) to denote a policy of the form \( A_i^l \sim m_i^l(\cdot|\pi_i, x_{1:t}^i) \). It should be noted that since \( \pi_i \) is a function of random variables \( a_{1:t-1}, m \) policy is a special type of \( s \) policy, which in turn is a special type of \( g \) policy.

Using the agent-by-agent approach [25], we show in Lemma 2 that any expected reward profile of the players that can be achieved by any general strategy profile \( g \) can also be achieved by a strategy profile \( s \).
Lemma 2: Given a fixed strategy $g^{-i}$ of all players other than player $i$ and for any strategy $g^i$ of player $i$, there exists a strategy $s^i$ of player $i$ such that $\forall t \in T, x_t \in X, a_t \in A$,

$$P^{s^ig^{-i}}(x_t, a_t) = P^{g^ig^{-i}}(x_t, a_t)$$

which implies $J^{i,s^ig^{-i}} = J^{i,g^ig^{-i}}$.

Proof 6: The proof is on the similar lines as the proof of Lemma 1 in [26]. Since any $s^i$ policy is also a $g^i$ type policy, the above lemma can be iterated over all players which implies that for any $g$ policy profile there exists an $s$ policy profile that achieves the same reward profile $\forall i \in \mathcal{N}$.

Lemma 3: For any given strategy profile $s$ of all players, there exists a strategy profile $m$ such that

$$P^{m}(x_t, a_t) = P^{s}(x_t, a_t) \ \forall t \in T, x_t \in X, a_t \in A,$$

which implies $(J^{i,m})_{i \in \mathcal{N}} = (J^{i,s})_{i \in \mathcal{N}}$.

Proof 7: The proof is on the similar lines as the proof of Lemma 2 in [26].

X. PART 1: FOLLOWERS

Proof 8: We prove Theorem 3 using induction and the results in Lemma 4 and 5 proved in Appendix XI. Let $\tilde{\sigma}$ be the strategies computed by the methodology in Section III. For the base case at $t = T$, $a_{1:T-1}, x_{1:T}, \sigma_{m,j}$

$$\mathbb{E}^{\tilde{\sigma}_{1:T}, \tilde{\sigma}_{m,j}, \sigma_{m,j}} \left\{ R_{T}(X_{T}^{l,m}, A_{T}^{l,m}) \bigg| \pi_{T}, a_{1:T-1}, x_{1:T} \right\} = V_{T}^{m,j}(\pi_{T}, x_{T}^{m,j})$$

$$\geq \mathbb{E}^{\tilde{\sigma}_{1:T}, \tilde{\sigma}_{m,j}, \sigma_{m,j}} \left\{ R_{T}(X_{T}^{l,m}, A_{T}^{l,m}) \bigg| \pi_{T}, a_{1:T-1}, x_{1:T} \right\},$$

where (44a) follows from Lemma 5 and (44b) follows from Lemma 4 in Appendix XI.

Let the induction hypothesis be that for $t + 1$. Then $\forall t, a_{1:t}, x_{1:t+1} \in (X_{m,j})_{t+1}, \sigma_{m,j}$, $\mathbb{E}^{\tilde{\sigma}_{t+1:T}, \sigma_{m,j}} \left\{ \sum_{n=t+1}^{T} \delta^{n-t-1} R_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m}) \bigg| \pi_{t+1}, a_{1:t}, x_{1:t+1} \right\}$

$$\geq \mathbb{E}^{\tilde{\sigma}_{t+1:T}, \sigma_{m,j}} \left\{ \sum_{n=t+1}^{T} \delta^{n-t-1} R_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m}) \bigg| \pi_{t+1}, a_{1:t}, x_{1:t+1} \right\}.$$
Then $\forall t, m_j, l_m, x_{1:t+1}, x_{1:t}, \sigma^{m_j}$, we have

$$\mathbb{E}^{\tilde{\sigma}^{m_j}}_{t:T} \pi_t \left\{ \sum_{n=t}^{T} \delta^{n-t-1} R_{n}^{m,j} (X_t^{l,m}, A_t^{l,m}) | \pi_t, a_{1:t-1}^{l,m}, x_{1:t}^{m_j} \right\}$$

$$= V_t^{m,j} (\pi_t, x_{1:t}^{m_j})$$

$$\geq \mathbb{E}^{\tilde{\sigma}_t^{m_j}, \sigma_t^{m_j}, \pi_t} \left\{ R_t^{m,j} (X_t^{l,m}, A_t^{l,m}) + \delta V_{t+1} \left( F (\pi_t, \tilde{\gamma}_t^{l,m}, A_t^{l,m}), X_t^{m,j}, x_{1:t}^{m_j} \right) \right\}$$

$$= \mathbb{E}^{\tilde{\sigma}_t^{m_j}, \sigma_t^{m_j}, \pi_t} \left\{ R_t^{m,j} (X_t^{l,m}, A_t^{l,m}) + \delta \mathbb{E}^{\tilde{\sigma}_t^{m_j}}_{t+1:T} F (\pi_t, \tilde{\gamma}_t^{l,m}, A_t^{l,m}) \right\}$$

(46a)

(46b)

(46c)

(46d)

(46e)

(46f)

where (46a) follows from Lemma 5, (46b) follows from Lemma 4, (46c) follows from Lemma 5, (46d) follows from induction hypothesis in (45b) and (46e) follows from Lemma 6.

XI.

**Lemma 4**: Let $\tilde{\sigma}$ be the strategies computed by the methodology in Section III. Then $\forall t \in [T], a_{1:t-1}^{l,m}, x_{1:t}^{m_j}, \sigma_t^{m_j}$

$$V_t^{m,j} (\pi_t, x_{1:t}^{m_j}) \geq \mathbb{E}^{\tilde{\sigma}_t^{m_j}, \sigma_t^{m_j}, \pi_t} \left\{ R_t^{m,j} (X_t^{l,m}, A_t^{l,m}) + \delta V_{t+1} \left( F (\pi_t, \tilde{\gamma}_t^{l,m}, A_t^{l,m}), X_t^{m,j}, x_{1:t}^{m_j} \right) \right\}$$

(47)

**Proof 9**: We prove this lemma by contradiction. Suppose the claim is not true for $t$. This implies $\exists \tilde{\sigma}_t^{m_j}, \tilde{\gamma}_t^{l,m}, x_{1:t}^{m_j}$ such that

$$\mathbb{E}^{\tilde{\sigma}_t^{m_j}, \sigma_t^{m_j}, \pi_t} \left\{ R_t^{m,j} (X_t^{l,m}, A_t^{l,m}) + \delta V_{t+1} \left( F (\pi_t, \tilde{\gamma}_t^{l,m}, A_t^{l,m}), X_t^{m,j}, x_{1:t}^{m_j} \right) \right\}$$

$$> V_t^{m,j} (\pi_t, x_{1:t}^{m_j}).$$

(48)

We will show that this leads to a contradiction. Construct

$$\tilde{\gamma}_t^{m,j} (a_{1:t}^{m_j} | x_{1:t}^{m_j}) = \begin{cases} \tilde{\sigma}_t^{m_j} (a_{1:t}^{m_j} | a_{1:t-1}^{l,m}, x_{1:t}^{m_j}) & x_{1:t}^{m_j} = x_{1:t}^{m_j} \\ \text{arbitrary} & \text{otherwise.} \end{cases}$$

(49)
Then for $\hat{a}_{1:t-1}, \hat{z}_{m}^{m,j}$ and $\hat{\pi}(x_{t}^{l,m}) = P_{t}^{l,m}(x_{t}^{l,m} | \hat{z}_{1:t}, \hat{a}_{1:t-1})$, we have

$$V_{t}^{m,j}(\pi_{t}, x_{t}^{m,j}) = \max_{\gamma_{t}^{m,j} \in \mathcal{Z}_{t}^{m,j}} \mathbb{E}_{\gamma_{t}^{m,j}} \left[ R_{t}^{m,j}(x_{t}^{l,m}, x_{t}^{m,j}, A_{t}^{l,m}) + \delta V_{t+1}^{m,j}(F(\hat{\pi}_{t}, \hat{z}_{l,m}^{l,m}, A_{t}^{l,m}, X_{t+1}^{m,j}) | \hat{\pi}_{t}, \hat{x}_{t}^{m,j}) \right] ,$$

(50a)

$$\geq \mathbb{E}_{\gamma_{t}^{m,j} \in \mathcal{Z}_{t}^{m,j}} \left[ R_{t}^{m,j}(x_{t}^{l,m}, x_{t}^{m,j}, A_{t}^{l,m}) + \delta V_{t+1}^{m,j}(F(\hat{\pi}_{t}, \hat{z}_{l,m}^{l,m}, A_{t}^{l,m}, X_{t+1}^{m,j}) | \hat{\pi}_{t}, \hat{x}_{t}^{m,j}) \right] ,$$

(50b)

$$= \sum_{x_{t}^{l,m}, a_{l,m}^{l,m}, x_{t+1}^{m,j}} \left\{ R_{t}^{m,j}(x_{t}^{l,m}, x_{t}^{m,j}, a_{l,m}^{l,m}) + \delta V_{t+1}^{m,j}(F(\hat{\pi}_{t}, \hat{z}_{l,m}^{l,m}, A_{t}^{l,m}, X_{t+1}^{m,j}) | \hat{\pi}_{t}, \hat{x}_{t}^{m,j}) \right\}$$

(50c)

$$\hat{\pi}_{t}(x_{t}^{l,m}) \gamma_{t}^{m,j}(a_{l,m}^{l,m} | x_{t}^{l,m}) \gamma_{t}^{m,j}(a_{l,m}^{l,m} | x_{t}^{l,m}) \delta_{t}^{m,j}(a_{t-1}^{l,m} | a_{t-1}^{l,m}, x_{t-1}^{l,m}, x_{1:t}^{m,j}),$$

(50d)

$$+ \mathbb{E}_{\gamma_{t}^{m,j} \in \mathcal{Z}_{t}^{m,j}} \left[ R_{t}^{m,j}(x_{t}^{l,m}, x_{t}^{m,j}, A_{t}^{l,m}) + \delta V_{t+1}^{m,j}(F(\hat{\pi}_{t}, \hat{z}_{l,m}^{l,m}, A_{t}^{l,m}, X_{t+1}^{m,j}) | \hat{\pi}_{t}, \hat{x}_{t}^{m,j}) \right]$$

(50e)

$$> V_{t}^{m,j}(\pi_{t}, x_{t}^{m,j}),$$

(50f)

where (50a) follows from definition of $V_{t}^{m,j}$ in (27), (50d) follows from definition of $\hat{z}_{t}^{m,j}$ and (50f) follows from (48). However this leads to a contradiction.

**Lemma 5:** Let $\hat{\sigma}$ be the strategies computed by the methodology in Section III. Then $\forall t \in [T], a_{1:t-1}, x_{1:t}^{m,j},$

$$V_{t}^{m,j}(\pi_{t}, x_{t}^{m,j}) = \mathbb{E}_{\hat{\pi}_{t}:T}^{l,m} \left\{ \sum_{n=t}^{T} \delta^{n-t} R_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m}) | \pi_{t}, a_{1:t-1}, x_{1:t}^{m,j} \right\} .$$

(51)

**Proof 10:** We prove the lemma by induction. For $t = T,$

$$\mathbb{E}_{\hat{\pi}_{t}:T}^{l,m} \left\{ R_{t}^{m,j}(X_{t}^{l,m}, A_{t}^{l,m}) | \pi_{t}, a_{1:T-1}^{l,m}, x_{1:T}^{m,j} \right\}$$

$$= \sum_{x_{t}^{l,m}, a_{t}^{l,m}} P_{t}^{m,j}(x_{t}^{l,m}, a_{t}^{l,m}) \pi_{t}(x_{t}^{l,m}) \sigma_{T}^{l,m}(a_{t}^{l,m} | \pi_{t}, x_{T}^{l,m})$$

(52a)

$$= V_{T}^{m,j}(\pi_{t}, x_{T}^{m,j}),$$

(52b)

where (52b) follows from the definition of $V_{t}^{m,j}$ in (27). Suppose the claim is true for $t + 1$, i.e., $\forall t \in [T], a_{1:t}, x_{1:t+1}^{m,j}$$

$$V_{t+1}^{m,j}(\pi_{t+1}, x_{t+1}^{m,j}) = \mathbb{E}_{\hat{\pi}_{t+1}:T}^{l,m} \left\{ \sum_{n=t+1}^{T} \delta^{n-t-1} R_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m}) | \pi_{t+1}, a_{1:t}, x_{t+1}^{m,j} \right\} .$$

(53)
Then $\forall t \in [T], a_{t+1:t}^{l,m}, x_{t+1:t}^{m,j}$, we have

$$
E^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{t,t} \{ \sum_{n=t}^{T} \delta^{n-t} R_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m}) \mid \pi_{t}, a_{t+1:t}^{l,m}, x_{t+1:t}^{m,j} \}
$$

$$
= E^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{t,t} \{ R_{t}^{m,j}(X_{t}^{l,m}, A_{t}^{l,m}) + \delta E^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{t,t} \}
$$

$$
\{ \sum_{n=t+1}^{T} \delta^{n-t-1} R_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m}) \mid E(\tilde{\pi}_{t}, \gamma_{t}^{l,m}, A_{t}^{l,m}), x_{t+1:t}^{m,j} \} \mid \pi_{t}, a_{t+1:t}^{l,m}, x_{t+1:t}^{m,j} \}
$$

(54a)

$$
= E^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{t,t} \{ R_{t}^{m,j}(X_{t}^{l,m}, A_{t}^{l,m}) + \delta E^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{t,t} \}
$$

(54b)

$$
\{ \sum_{n=t+1}^{T} \delta^{n-t-1} R_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m}) \mid E(\tilde{\pi}_{t}, \gamma_{t}^{l,m}, A_{t}^{l,m}), x_{t+1:t}^{m,j} \} \mid \pi_{t}, a_{t+1:t}^{l,m}, x_{t+1:t}^{m,j} \}
$$

(54c)

$$
= E^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{t,t} \{ R_{t}^{m,j}(X_{t}^{l,m}, A_{t}^{l,m}) + \delta E^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{t,t} \}
$$

(54d)

$$
= V_{t+1:t}^{m,j}(\pi_{t}, x_{t+1:t}^{m,j})
$$

(54e)

where (54b) follows from Lemma 6, (54c) follows from the induction hypothesis in (53) and (54e) follows from the definition of $V_{t+1:t}^{m,j}$ in (27).

**Lemma 6:** $\forall t \in T, (a_{t+1:t}^{l,m}, x_{t+1:t}^{m,j})$ and $\sigma_{t}^{m,j}$

$$
E^{\tilde{x}_{t}^{l,m}, \gamma_{t}^{l,m}}_{t,t} \{ \sum_{n=t+1}^{T} \sum_{n=t+1}^{T} \delta^{n-t} R_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m}) \mid \pi_{t}, a_{t+1:t}^{l,m}, x_{t+1:t}^{m,j} \}
$$

$$
= \sum_{n=t+1}^{T} \sum_{n=t+1}^{T} \delta^{n-t} R_{n}^{m,j}(X_{n}^{l,m}, A_{n}^{l,m}) \mid \pi_{t}, a_{t+1:t}^{l,m}, x_{t+1:t}^{m,j} \}
$$

(55)

**Proof 11:** Since the above expectations involve random variables $X_{t+1:t}^{l,m}, A_{t+1:T}^{l,m}$, $X_{t+2:T}^{l,m}$, we consider the probability

$$
P^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}}(x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}) = \frac{N_{t}}{D_{t}}
$$

(56a)

where $N_{t} = \sum_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}} P^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}}(x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m})$

$$
= \sum_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}} P^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}}(x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}) \mid \pi_{t}, a_{t+1:t}^{l,m}, x_{t+1:t}^{m,j}
$$

(56b)

$$
Q^{l,m}(x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}) = \sum_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}} P^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}}(x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}) \mid \pi_{t}, a_{t+1:T}^{l,m}, x_{t+1:t}^{m,j}
$$

(56c)

$$
= \sum_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}} P^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}}(x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}) \mid \pi_{t}, a_{t+1:T}^{l,m}, x_{t+1:t}^{m,j}
$$

(56d)

$$
P^{\tilde{\gamma}_{l,m}^{T}, \gamma_{l,m}^{T}}_{x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m}}(x_{t+1:t}^{l,m}, a_{t+1:T}^{l,m})
$$

(56e)
where (56e) follows from the conditional independence of types given common information, as shown in Claim 1 in Appendix VIII, and the fact that probability on \( (a_{t+1:T}^{l,m}, x_{t+1:T}^{l,m}) \) given \( x_{1:t}, x_{t+1:T}, \pi_t \) depends on \( a_{t+1:T}^{l,m}, x_{1:t}^{l,m}, \pi_t \) through \( \sigma_{t+1:T}^{l,m} \). Similarly, the denominator in (56a) is given by

\[
D_t = \sum_{z_t \sim \pi_t} \prod_{l,m} \left( \sigma_t^{l,m} \left( a_t^{l,m}, x_t^{l,m} \right) \right) \sigma_t^{l,m} \left( a_t^{l,m}, x_t^{l,m} \right) \sigma_t^{l,m} \left( a_t^{l,m}, x_t^{l,m} \right) \prod_{l,m} \left( \sigma_t^{l,m} \left( a_t^{l,m}, x_t^{l,m} \right) \right)
\]

By canceling the terms \( \sigma_t^{m,j}(\cdot) \) and \( Q^{m,j}(\cdot) \) in the numerator and the denominator, (56a) is given by

\[
\sum_{z_t \sim \pi_t} \prod_{l,m} \left( \sigma_t^{l,m} \left( a_t^{l,m}, x_t^{l,m} \right) \right) \prod_{l,m} \left( \sigma_t^{l,m} \left( a_t^{l,m}, x_t^{l,m} \right) \right) \prod_{l,m} \left( \sigma_t^{l,m} \left( a_t^{l,m}, x_t^{l,m} \right) \right)
\]

where (56i) follows from using the definition of \( \pi_t^{l,m}(\cdot) \) in (11).

### XII. Part 2: Leader

In the following, we will show that, \( \forall t, a_{1:t-1}^{l,m}, x_{1:t}, \sigma^l \)

\[
\mathbb{E}^{\sigma^l, \tilde{\sigma}^m, \pi_t} \left\{ \sum_{n=t}^T \delta_n \left( R_n(x_n^{l,m}, a_n^{l,m}) \right) \right\} \leq \mathbb{E}^{\sigma^l, \tilde{\sigma}^m, \pi_t} \left\{ \sum_{n=t}^T \delta_n \left( R_n(x_n^{l,m}, a_n^{l,m}) \right) \right\}
\]

where \( \tilde{\sigma}^m \in BR^m(\sigma^l, \tilde{\sigma}^m) \).

**Proof 12:** We prove the above result using induction and from results in Lemma 7 and 8 proved in Appendix XIII.

For the base case at \( t = T \), \( \forall \sigma^l_{1:T-1}, x_{1:T}, \sigma^l \)

\[
\mathbb{E}^{\sigma^l, \tilde{\sigma}^m, \pi_t} \left\{ R_T(x_T^{l,m}, A_T) \right\} = V_T^l \left( \pi_T, x_T^l \right)
\]

where \( \tilde{\sigma}^m \in BR_T^m(\pi_T, a_{1:T-1}^{l,m}, \sigma^l_T, \tilde{\sigma}^m_T) \)

(58b) where (58a) follows from Lemma 8 and (58b) follows from Lemma 7 in Appendix XIII. Let the induction hypothesis be that for \( t + 1 \), \( \forall a_{t+1:T}^{l,m}, x_{1:t+1}, \sigma^l \),

\[
\mathbb{E}^{\sigma^l_{t+1:T}, \tilde{\sigma}^m_{t+1:T}, \pi_{t+1}} \left\{ \sum_{n=t+1}^T R_n(x_n^{l,m}, A_n^{l,m}) \right\} \leq \mathbb{E}^{\sigma^l_{t+1:T}, \tilde{\sigma}^m_{t+1:T}, \pi_{t+1}} \left\{ \sum_{n=t+1}^T R_n(x_n^{l,m}, A_n^{l,m}) \right\}
\]

where \( \tilde{\sigma}^m_{t+1:T} \in BR_{t+1}^m(\pi_{t+1}, a_{1:t+1}^{l,m}, \sigma^l_{t+1:T}, \tilde{\sigma}^m_{t+1:T}) \)
Then \(\forall a_{1:t-1}, x_{1:t}, \sigma_t^l\), we have

\[
\mathbb{E}_{t}^{\tilde{\pi}_t^l, \pi_t^l} \{ \sum_{n=t}^{T} R_n^l(X_n^{l,m}, A_n^{l,m}) | \tilde{\pi}_t^l, a_{1:t-1}^{l,m}, x_{1:t}^l \} \\
= V_{t}^{l}(\tilde{\pi}_t^l, x_{1:t}^l) \\
\geq \mathbb{E}_{t}^{\tilde{\pi}_t^l, \pi_t^l} \{ R_t^l(X_t^{l,m}, A_t^{l,m}) + V_{t+1}^l(\mathcal{F}(\tilde{\pi}_t^l, \tilde{\gamma}_t^l, \tilde{\zeta}_t^l, A_t^{l,m}), X_{t+1}^l) | \tilde{\pi}_t^l, a_{1:t-1}^{l,m}, x_{1:t}^l \} \\
= \mathbb{E}_{t}^{\tilde{\pi}_t^l, \pi_t^l} \{ R_t^l(X_t^{l,m}, A_t^{l,m}) + \\
\mathbb{E}_{t+1:t}^{\tilde{\pi}_{t+1:T}^l, \pi_{t+1:T}^l} \{ \sum_{n=t+1}^{T} R_n^l(X_n^{l,m}, A_n^{l,m}) | x_{1:t}^l, X_{t+1}^l \} | \tilde{\pi}_t^l, a_{1:t-1}^{l,m}, x_{1:t}^l \} \\
\geq \mathbb{E}_{t}^{\tilde{\pi}_t^l, \pi_t^l} \{ R_t^l(X_t^{l,m}, A_t^{l,m}) + \mathbb{E}_{t+1:t}^{\tilde{\pi}_{t+1:T}^l, \pi_{t+1:T}^l} \{ \sum_{n=t+1}^{T} R_n^l(X_n^{l,m}, A_n^{l,m}) | x_{1:t}^l, X_{t+1}^l \} | \tilde{\pi}_t^l, a_{1:t-1}^{l,m}, x_{1:t}^l \} \\
\geq \mathbb{E}_{t}^{\tilde{\pi}_t^l, \pi_t^l} \{ R_t^l(X_t^{l,m}, A_t^{l,m}) + \mathbb{E}_{t+1:t}^{\tilde{\pi}_{t+1:T}^l, \pi_{t+1:T}^l} \{ \sum_{n=t+1}^{T} R_n^l(X_n^{l,m}, A_n^{l,m}) | x_{1:t}^l, X_{t+1}^l \} | \tilde{\pi}_t^l, a_{1:t-1}^{l,m}, x_{1:t}^l \}
\]

(59c)

(59d)

(59e)

(59f)

(59g)

(59h)

(59i)

where \(\tilde{\sigma}_t^m \in BR_t^m(\pi_t^l, a_{1:t-1}^{l,m}, \sigma_t^l, \tilde{\sigma}_t^m)\), (59c) follows from Lemma 8, (59d) follows from Lemma 7, (59e) follows from Lemma 8 and (59g) follows from induction hypothesis in (59a), (59h) follows from the fact that probability on \((a_{t+1:T}^{l,m}, x_{2:t+1}^l)\) given \(\pi_t^l, a_{1:t}^{l,m}, x_{1:t}^l\) depends on \(\pi_{t+1}, a_{1:t}^{l,m}, x_{1:t+1}^l\) through \(\tilde{\sigma}_{t+1:T}^l\).

**XIII.**

**Lemma 7:** \(\forall t \in [T], \pi_t^l, a_{1:t-1}^{l,m}, x_{1:t}^l, \forall \sigma_t^l\)

\[
V_{t}^{l}(\pi_t^l, x_{1:t}^l) \geq \mathbb{E}_{t}^{\tilde{\pi}_t^l, \pi_t^l} \{ R_t^l(X_t^{l,m}, A_t^{l,m}) + V_{t+1}^l(\mathcal{F}(\tilde{\pi}_t^l, \tilde{\gamma}_t^l, \tilde{\zeta}_t^l, A_t^{l,m}), X_{t+1}^l) | \tilde{\pi}_t^l, a_{1:t-1}^{l,m}, x_{1:t}^l \}
\]

(60)

where

\[
\forall j, \sigma_t^{m,j} \in \arg\max_{\sigma_t^{m,j}} \bigcap_{a_{1:t-1}^{l,m}, x_{1:t}^l} BR_t^{m,j}(\pi_t^l, a_{1:t-1}^{l,m}, x_{1:t}^l, \sigma_t^{l}, \sigma_t^{m,j}, \tilde{\sigma}_{t+1:T}^{l,m})
\]

(61)

\[
\tilde{\zeta}_t^m = \tilde{\sigma}_t^{m}(\cdot | a_{1:t-1}^{l,m}, \cdot)
\]

(62)

\[
\tilde{\gamma}_t^l = \sigma_t^{l}(\cdot | a_{1:t-1}^{l,m}, x_{1:t-1}^{l,m}, \cdot)
\]

(63)

\[
\tilde{\zeta}_t^m \in BR_t^{m}(\pi_t^l, \gamma_t^l, \tilde{\zeta}_t^l)
\]

(64)

where we assume that \(\tilde{\sigma}^m\) are of type \(m\) (Since if they are not, one can find an equivalent policies of type \(m\) that achieve same reward profile, as shown in Appendix IX).

**Proof 13:**

We prove this by contradiction. Suppose the claim is not true for \(t\). This implies \(\exists \tilde{\sigma}_t^l, a_{1:t-1}^{l,m}, \tilde{x}_{1:t}^l\) such that \(\tilde{\pi}_t = P^{\tilde{\pi}_t^l, \tilde{a}_{1:t-1}^{l,m}, \tilde{x}_{1:t-1}^l, \cdot}\) and,

\[
\mathbb{E}_{t}^{\tilde{\pi}_t^l, \tilde{\pi}_t^l} \{ R_t^l(X_t^{l,m}, A_t^{l,m}) + V_{t+1}^l(\mathcal{F}(\tilde{\pi}_t^l, \tilde{\gamma}_t^l, \tilde{\zeta}_t^l, A_t^{l,m}), X_{t+1}^l) | \tilde{\pi}_t^l, \tilde{\zeta}_{1:t}^{l,m}, \tilde{x}_{1:t}^l \} > \\
V_{t}^{l}(\tilde{\pi}_t^l, \tilde{x}_{1:t}^l),
\]

(65)
where $\hat{\gamma}_t^l(\cdot) = \hat{\sigma}_t^l(\cdot|a_{1:t-1}^l, x_{1:t-1}^l, \cdot)$, $\hat{\sigma}_t^l \in BR_t^m(\hat{\pi}_t, a_{1:t-1}^l, \hat{\sigma}_t^l, \hat{\sigma}_t^l, \hat{\sigma}_t^{l,m})$ and $\hat{\gamma}_t^m$ satisfies

$$\hat{\gamma}_t^m = \hat{\sigma}_t^m(\cdot|a_{1:t-1}^l, x_{1:t-1}^l, \cdot)$$

(66)

Then for $a_{1:t-1}^l, \hat{x}_{1:t}^l$, we have

$$V_t^l(\hat{\pi}_t, \hat{x}_t^l) = \max_{\gamma_t^l(\cdot|\hat{x}_t^l)} \mathbb{E}^{\gamma_t^l, \hat{\sigma}_t^m, \hat{\pi}_t}
\left\{ R_t^l(X_{t}^l, A_{t}^l) + V_{t+1}^l(\mathbb{E}(\hat{\pi}_t, \hat{\gamma}_t^l, \hat{\gamma}_t^m, A_{t+1}^l, X_{t+1}^l)|\hat{\pi}_t, a_{1:t-1}^l, \hat{x}_{1:t}^l) \right\}$$

(67a)

$$\geq \mathbb{E}^{\gamma_t^l, \hat{\sigma}_t^m, \hat{\pi}_t}
\left\{ R_t^l(X_{t}^l, A_{t}^l) + V_{t+1}^l(\mathbb{E}(\hat{\pi}_t, \hat{\gamma}_t^l, \hat{\gamma}_t^m, A_{t+1}^l, X_{t+1}^l)|\hat{\pi}_t, a_{1:t-1}^l, \hat{x}_{1:t}^l) \right\}$$

(67b)

$$= \mathbb{E}^{\gamma_t^l, \hat{\sigma}_t^m, \hat{\pi}_t}
\left\{ R_t^l(X_{t}^l, A_{t}^l) + V_{t+1}^l(\mathbb{E}(\hat{\pi}_t, \hat{\gamma}_t^l, \hat{\gamma}_t^m, A_{t+1}^l, X_{t+1}^l)|\hat{\pi}_t, a_{1:t-1}^l, \hat{x}_{1:t}^l) \right\}$$

(67c)

$$> V_t^l(\hat{\pi}_t, \hat{x}_t^l)$$

(67d)

where (67a) follows from the definition of $V_t^l$ in (27), (67c) follows from definition of $\hat{\gamma}_t^l, \hat{\gamma}_t^m$ and (67d) follows from (65). However this leads to a contradiction.

**Lemma 8:** $\forall t \in [T], a_{1:t-1}^l, x_{1:t}^l$

$$V_t^l(\hat{\pi}_t, x_t^l) = \mathbb{E}^{\hat{\sigma}_t^m, \hat{\pi}_t}
\left\{ \sum_{n=t}^T R_n^l(X_n^l, A_n^l)|\hat{\pi}_t, a_{1:t-1}^l, x_{1:t}^l \right\}$$

(68)

**Proof 14:** We prove the lemma by induction. For $t = T$,

$$\mathbb{E}^{\hat{\sigma}_T^m, \hat{\pi}_T}
\left\{ R_T^l(X_T^l, A_T^l)|\hat{\pi}_T, a_{1:T-1}^l, x_{1:T}^l \right\} = \sum_{x_T^I, a_T^l} \mathbb{E}^{\hat{\pi}_T^m, \hat{\pi}_T}
\left\{ R_T^l(x_T^l, a_T^m)|\hat{\pi}_T, x_T^l \right\}$$

(69a)

$$= V_T^l(\hat{\pi}_T, x_T^l)$$

(69b)

where (69b) follows from the definition of $V_T^l$ in (27).

Suppose the claim is true for $t + 1$, i.e., $\forall t \in [T], a_{1:t}^l, x_{1:t+1}^l$

$$V_{t+1}^l(\hat{\pi}_{t+1}, x_{1:t+1}^l) = \mathbb{E}^{\hat{\sigma}_{t+1}^m, \hat{\pi}_{t+1}}
\left\{ \sum_{n=t+1}^T R_n^l(X_n^l, A_n^l)|\hat{\pi}_{t+1}, a_{1:t+1}^l, x_{1:t+1}^l \right\}$$

(70)

Then $\forall t \in [T], a_{1:t-1}^l, x_{1:t}^l$, we have

$$\mathbb{E}^{\hat{\sigma}_t^m, \hat{\pi}_t}
\left\{ \sum_{n=t}^T R_n^l(X_n^l, A_n^l)|\hat{\pi}_t, a_{1:t-1}^l, x_{1:t}^l \right\}$$

$$= \mathbb{E}^{\hat{\sigma}_t^m, \hat{\pi}_t}
\left\{ R_t^l(X_t^l, A_t^l) + \mathbb{E}^{\hat{\sigma}_{t+1}^m, \hat{\pi}_{t+1}}
\left\{ \sum_{n=t+1}^T R_n^l(X_n^l, A_n^l)|\hat{\pi}_{t+1}, a_{1:t+1}^l, x_{1:t+1}^l \right\} \right\}$$

(71a)

$$= \mathbb{E}^{\hat{\sigma}_t^m, \hat{\pi}_t}
\left\{ R_t^l(X_t^l, A_t^l) + \mathbb{E}^{\hat{\sigma}_{t+1}^m, \hat{\pi}_{t+1}}
\left\{ \sum_{n=t+1}^T R_n^l(X_n^l, A_n^l)|\hat{\pi}_{t+1}, a_{1:t+1}^l, x_{1:t+1}^l \right\} \right\}$$

(71b)

$$= \mathbb{E}^{\hat{\sigma}_t^m, \hat{\pi}_t}
\left\{ R_t^l(X_t^l, A_t^l) + V_{t+1}^l(\mathbb{E}(\hat{\pi}_t, \hat{\gamma}_t^l, \hat{\gamma}_t^m, A_{t+1}^l, X_{t+1}^l)|a_{1:t-1}^l, x_{1:t}^l) \right\}$$

(71c)

$$= V_t^l(\hat{\pi}_t, x_t^l)$$

(71d)

where (71b) follows from Lemma 9, (71c) follows from the induction hypothesis in (70), and (71d) follows from the definition of $V_t^l$ in (27).
Lemma 9: \( \forall t \in T, \sigma^t_1, (a^l_m)^t, x^l_{1:t+1} \)

\[
\mathbb{P}^t_{\sigma^t_1, \tilde{\sigma}^{m^t}_{1:T}} \left\{ \sum_{n=t+1}^{T} R^{l}_n \left( X^{l,m}_n, A^{l,m}_n \right) \mid \pi_t, a^l_m, x^l_{1:t+1} \right\} = \\
\mathbb{P}^t_{\sigma^t_{1+T}, \tilde{\sigma}^{m^t}_{1+T}} \left\{ \sum_{n=t+1}^{T} R^{l}_n \left( X^{l,m}_n, A^{l,m}_n \right) \mid \pi_t, a^l_m, x^l_{1:t+1} \right\},
\]

(72)

where \( \tilde{\gamma}^{l,m}_t = \hat{\sigma}^{l,m}_t (\cdot | \pi_t) \).

Proof 15: Since the above expectations involve random variables \( X^{l,m}_{t+1:T}, A^{l,m}_t \), we consider the probability

\[
\mathbb{P}^{t}_{\sigma^t_1, \tilde{\sigma}^{m^t}_{1:T}} (x^l_{t+1:T}, a^l_{1:t+1:T} | \pi_t, a^l_{1:t}, x^l_{1:t+1}) = \frac{N_R}{D_R}
\]

(73a)

where

\[
N_R = \sum_{x^l_{t+1}, a^l_{1:t}} \mathbb{P}^{t}_{\sigma^t_1, \tilde{\sigma}^{m^t}_{1:T}} (x^l_{t+1:T}, a^l_{1:t+1:T} | \pi_t, a^l_{1:t}, x^l_{1:t+1})
\]

(73b)

\[
= \sum_{x^l_{t+1}} \pi_t(x^l_{t+1}) a^l_{1:t} \left| a^l_{1:t}, x^l_{1:t} \right) Q^{l,m}(x^l_{t+1} | x^l_{t+1}, a^l_{1:t})
\]

(73c)

\[
\mathbb{P}^{t}_{\sigma^t_{1+T}, \tilde{\sigma}^{m^t}_{1+T}} (x^l_{t+2:T}, a^l_{1:t+1:T} | \pi_t, a^l_{1:t}, x^l_{1:t+1}),
\]

(73d)

where (73d) follows from the fact that probability on \( (x^l_{t+2:T}, a^l_{1:t+1:T}) \) given \( \pi_t, a^l_{1:t}, x^l_{1:t} \) depends on \( \pi_t, a^l_{1:t}, x^l_{1:t} \) through \( \sigma^t_{1+T}, \tilde{\sigma}^{m^t}_{1+T} \). Similarly, the denominator in (73a) is given by

\[
D_R = \sum_{x^l_{t+1}} \mathbb{P}^{t}_{\sigma^t_1, \tilde{\sigma}^{m^t}_{1:T}} (x^l_{t+1:T}, a^l_{1:t+1:T} | \pi_t, a^l_{1:t}, x^l_{1:t})
\]

(73e)

\[
= \sum_{x^l_{t+1}} \pi_t(x^l_{t+1}) a^l_{1:t} \left| a^l_{1:t}, x^l_{1:t} \right) Q^{l,m}(x^l_{t+1} | x^l_{t+1}, a^l_{1:t})
\]

(73f)

By canceling the terms \( Q^{l,m} (\cdot) \) in the numerator and the denominator, (73a) is given by

\[
\sum_{x^l_{t+1}} \pi_t(x^l_{t+1}) a^l_{1:t} \left| a^l_{1:t}, x^l_{1:t} \right) \left( \sum_{x^l_{t+1}} \pi_t(x^l_{t+1}) a^l_{1:t} \left| a^l_{1:t}, x^l_{1:t} \right) Q^{m}(x^l_{t+1} | x^l_{t+1}, a^l_{1:t}) \right) \\
\times \mathbb{P}^{t}_{\sigma^t_{1+T}, \tilde{\sigma}^{m^t}_{1+T}} (x^l_{t+1:T}, a^l_{1:t+1:T} | \pi_t, a^l_{1:t}, x^l_{1:t+1})
\]

(73g)

\[
= \pi_t(x^l_{t+1}) \mathbb{P}^{t}_{\sigma^t_{1+T}, \tilde{\sigma}^{m^t}_{1+T}} (x^l_{t+1:T}, a^l_{1:t+1:T} | \pi_t, a^l_{1:t}, x^l_{1:t+1})
\]

(73h)

\[
= \mathbb{P}^{t}_{\sigma^t_{1+T}, \tilde{\sigma}^{m^t}_{1+T}} (x^l_{t+1}, x^l_{t+2:T}, a^l_{1:t+1:T} | \pi_t, a^l_{1:t}, x^l_{1:t+1}),
\]

(73i)

where (73h) follows from using the definition of \( \pi_t(x^l_{t+1}) \) in (11).

XIV. EXTRA LEMMAS

Lemma 10: Let \( \sigma^t_1 \) be any strategy of the leader. Let

\[
\tilde{\sigma}^m \in BR^m (\tilde{\sigma}^{m^t}_{1:t-1}, \sigma^t_1, \tilde{\sigma}^{m^t}_{1+T}, \tilde{\sigma}^m)
\]

(74)

where we assume that \( \tilde{\sigma}^m \) are of type \( m \) (Since if they are not, one can find an equivalent policies of type \( m \) that achieve same reward profile, as shown in Appendix IX). Let

\[
\tilde{\gamma}^m_t \in BR^m (\pi_t, \tilde{\gamma}^{l}_t, \tilde{\gamma}^m_t)
\]

(75)
where $\gamma_t^l = \sigma_t^l(\cdot|a_{1:t-1}^{l,m}, x_{1:t-1}^{l,m}, \cdot)$. Then $\forall a_{1:t-1}, x_{1:t-1}^{m,j}, x_{1:t-1}^{l,m}$, and for every that satisfy (75) $\exists (\hat{\sigma}_t^m)$ that satisfy (74) such that

$$\gamma_t^{m,j} = \hat{\sigma}_t^{m,j}(\cdot|a_{1:t-1}^{l,m}, \cdot) \tag{76}$$

where,

$$BR_t^{m,j}(\pi_t, a_{1:t-1}^{l,m}, x_{1:t-1}^{m,j}, \sigma_t^{l}, \sigma_t^{m,-j}) := \arg\max_{\sigma_{m,j}} E_{\sigma_{l,t}^{l} \sigma_t^{m,j}} \delta^{n-t} R_n^{m,j}(X_n^{l,m}, A_n^{l,m}) \bigg| \pi_t, a_{1:t-1}^{l,m}, x_{1:t-1}^{m,j} \bigg\} \tag{77}$$

$$BR_t^{m,j}(\pi_t, a_{1:t-1}^{l,m}, x_{1:t-1}^{m,j}, \sigma_t^{l}, \sigma_t^{m,-j}) := \bigcap_t \bigcap_{a_{1:t}^{m,j}, x_{1:t}^{m,j}} BR_t^{m,j}(\pi_t, a_{1:t-1}^{l,m}, x_{1:t-1}^{m,j}, \sigma_t^{l}, \sigma_t^{m,-j}). \tag{78}$$

where

$$\pi_t(\cdot) = P_{a_{1:t-1}^{l,m}}(\cdot|a_{1:t-1}). \tag{79}$$

$$BR_t^{m,j}(\pi_t, \gamma_t^{l}, \gamma_t^{m,-j}) := \{ \gamma_t^{m,j}: \forall x_t^{m,j} \in \mathcal{X}_{m,j}, \tilde{\gamma}_t^{m,j}(\cdot|x_t^{m,j}) \}
\mathbb{E}^{\gamma_t^{l,m}}(\cdot|x_t^{m,j}) \gamma_t^{m,-j}, \pi_t \}
\{ R_t^{m,j}(X_t^{l,m}, A_t^{l,m}) + \delta V_{t+1}^{m,j}(F(\pi_t, \gamma_t^{l,m}, \gamma_t^{m,-j}, A_t^{l,m}, X_{t+1}^{m,j}) | \pi_t, x_t^{m,j}) \}, \tag{80}$$

and

$$\pi_t(\cdot) = P_{a_{1:t}^{l,m}}(\cdot|a_{1:t-1}). \tag{81}$$

**Proof 16:**

$$\mathbb{E}^{\gamma_t^{l,m}} \{ R_t^{m,j}(X_t^{l,m}, A_t^{l,m}) + V_{t+1}^{m,j}(F(\pi_t, \gamma_t^{l,m}, \gamma_t^{m,-j}, A_t^{l,m}, X_{t+1}^{m,j}) | \pi_t, x_t^{m,j}) \} \tag{82a}$$
have a solution, or (b) (15a) doesn’t have a solution.

\begin{proof}

We prove this by contradiction. This implies there exists \( \theta \) that generates \((\tilde{\sigma}^l, \tilde{m})\) through forward recursion, there exists \( t \in [T], a_{1:t-1}^m \) such that for \( \pi_t(\cdot) = P_{\tilde{\sigma}^l t}^m(\cdot | a_{1:t-1}^m) \), (26a) is not satisfied for \( \theta \) i.e. for \( \tilde{\gamma}^m_t = \theta^l [\pi_t] = \sigma_t^l (\cdot | \pi_t(\cdot)), \tilde{\gamma}^m_t = \tilde{m}^m [\pi_t] = \tilde{m}^m (\cdot | \pi_t(\cdot)), \exists j, x_{t}^{m,j} \) such that

\[
\tilde{\gamma}^m_t (\cdot | x_{t}^{m,j}) \notin \arg \max_{\gamma_t^{m,j} (| x_{t}^{m,j} )} \mathbb{E}[\gamma_t^{m,j} (| x_{t}^{m,j} ), \pi_t] \{ R_t^{m,j} (X_t^{l,m}, A_t^{l,m}) + V_{t+1}^{m,j} (\mathbb{F}(\pi_t, \gamma_t^{l,m}, A_t^{l,m}, X_{t+1}^{m,j}) | \pi_t, x_t^{m,j}) \}
\]

\[
\end{proof}

where (82b) follows from Lemma 5 in Appendix XI, (82d) follows from Lemma 6, (82e) follows from the fact that \( \tilde{\sigma}^m_t \) are of type \( m \) and definition of \( \tilde{\gamma}^m_t \). This proves the theorem.

\section{XV. Lemmas for Converse}

\begin{proof}

We prove this by contradiction. This implies there exists \( \pi_t \) such that either (a) (26a) doesn’t have a solution, or (b) (15a) doesn’t have a solution.

(a) If (26a) doesn’t have a solution (concerning follower): Suppose for any equilibrium generating function \( \theta \) that generates \((\tilde{\sigma}^l, \tilde{m})\) through forward recursion, there exists \( t \in [T], a_{1:t-1}^m \) such that for

\[
\pi_t(\cdot) = P_{\tilde{\sigma}^l t}^m(\cdot | a_{1:t-1}^m),
\]

(26a) is not satisfied for \( \theta \) i.e. for \( \tilde{\gamma}^m_t = \theta^l [\pi_t] = \sigma_t^l (\cdot | \pi_t(\cdot)), \tilde{\gamma}^m_t = \tilde{m}^m [\pi_t] = \tilde{m}^m (\cdot | \pi_t(\cdot)), \exists j, x_{t}^{m,j} \) such that

\[
\tilde{\gamma}^m_t (\cdot | x_{t}^{m,j}) \notin \arg \max_{\gamma_t^{m,j} (| x_{t}^{m,j} )} \mathbb{E}[\gamma_t^{m,j} (| x_{t}^{m,j} ), \pi_t] \{ R_t^{m,j} (X_t^{l,m}, A_t^{l,m}) + V_{t+1}^{m,j} (\mathbb{F}(\pi_t, \gamma_t^{l,m}, A_t^{l,m}, X_{t+1}^{m,j}) | \pi_t, x_t^{m,j}) \}
\]

(83a)
Let $t$ be the first instance in the backward recursion when this happens. This implies $\exists \tilde{\gamma}^{m,j}_t$ such that

$$
\mathbb{E}^{\tilde{\gamma}^{m,j}_t} \left\{ \sum_{n=t}^{T} R_{m,j}^{n}(X_{n,m}^{l}, A_{n,m}^{l}) \bigg| \tilde{\pi}_{t}, a_{1:t-1}^{l,m}, \tilde{x}_{1:t}^{m,j} \right\} 
> \mathbb{E}^{\tilde{\gamma}^{m,j}_t} \left\{ \sum_{n=t}^{T} R_{m,j}^{n}(X_{n,m}^{l}, A_{n,m}^{l}) \bigg| \tilde{\pi}_{t}, x_{1:t}^{m,j} \right\}
$$

This implies for $\hat{\sigma}^{m,j}_t(\cdot | a_{1:t-1}^{l,m}, \tilde{x}_{1:t}^{m,j}, \tilde{x}_{1:t}^{m,j}) = \tilde{\gamma}^{m,j}_t$,

$$
\mathbb{E}^{\sigma^{l,m}_t} \left\{ \sum_{n=t}^{T} R_{m,j}^{n}(X_{n,m}^{l}, A_{n,m}^{l}) \bigg| \tilde{\pi}_{t}, a_{1:t-1}^{l,m}, \tilde{x}_{1:t}^{m,j} \right\} 
= \mathbb{E}^{\sigma^{l,m}_t} \left\{ R_{m,j}^{n}(X_{n,m}^{l}, A_{n,m}^{l}) + \mathbb{E}^{\sigma^{l,m}_t} \right\}
$$

$$
\mathbb{E}^{\sigma^{l,m}_t} \left\{ \sum_{n=t}^{T} R_{m,j}^{n}(X_{n,m}^{l}, A_{n,m}^{l}) \bigg| \tilde{\pi}_{t}, a_{1:t-1}^{l,m}, \tilde{x}_{1:t}^{m,j} \right\} 
= \mathbb{E}^{\sigma^{l,m}_t} \left\{ R_{m,j}^{n}(X_{n,m}^{l}, A_{n,m}^{l}) + \mathbb{E}^{\sigma^{l,m}_t} \right\}
$$

where (83d) follows from Lemma 6, (83e) follows from the definitions of $\tilde{\gamma}^{m,j}_t$ and $\tilde{\pi}_{t}$ and Lemma 5, (83f) follows from (83b) and the definition of $\hat{\sigma}^{m,j}_t$, (83g) follows from Lemma 4, (83h) follows from Lemma 6. However, this leads to a contradiction since $(\tilde{\sigma}^{l,m})$ is a SPE of the game.

(b) (15a) doesn’t have a solution (concerning leader)

Suppose for any equilibrium generating function $\theta$ that generates $(\tilde{\sigma}^{l,m})$ through forward recursion, there exists $t \in [T], a_{1:t-1}^{l,m}$ such that for $\pi_t(\cdot) = P^{\tilde{\sigma}^{l,m}}(\cdot | a_{1:t-1}^{l,m})$, (15a) is not satisfied for $\tilde{\gamma}^{l,m}_t = \theta^{l,m}(\cdot | \pi_t, \cdot)$, $\exists x_l^t$ such that

$$
\tilde{\gamma}^{l}_t \notin \arg \max_{\gamma_l^t(\cdot | x_l^t)} \left\{ R_l^t(X_{l,m}^{l}, A_{l,m}^{l}) + \delta V_{t+1}^l(F(\pi_t, \tilde{\gamma}^{l}_t, \tilde{x}_l^{m}, A_{l,m}^{l}), X_{l+1}^l) \bigg| \tilde{\pi}_t, x_l^t \right\}
$$

where $\tilde{\gamma}^{l}_t \in B^{R^{m}_l}(\pi_t, \tilde{\gamma}^{l}_t, \tilde{x}_l^{m})$,
Let $t$ be the first instance in the backward recursion when this happens. This implies $\exists i \hat{\gamma}^l_t$ such that
\[
\mathbb{E}^{t_i, \pi_t | \pi_{t+1}} \left\{ R^l_t(X_{t}^{l,m}, A_{t}^{l,m}) \right\} + \delta V_{t+1}^l \left( \mathbb{E}^{t_i, \pi_t, \hat{\gamma}^l_t, \hat{\gamma}^m_t | \pi_{t+1}, x_{t+1}^l } \left\{ R^l_t(X_{t+1}^{l,m}, A_{t+1}^{l,m}) \right\} + \delta V_{t+1}^l \left( \mathbb{E}^{t_i, \pi_t, \hat{\gamma}^l_t, \hat{\gamma}^m_t | \pi_{t+1}, x_{t+1}^l } \right\} \right\} \right\}
\]
\[
= \mathbb{E}^{t_i, \pi_t | \pi_{t+1}} \left\{ R^l_t(X_{t}^{l,m}, A_{t}^{l,m}) \right\} + \delta V_{t+1}^l \left( \mathbb{E}^{t_i, \pi_t, \hat{\gamma}^l_t, \hat{\gamma}^m_t | \pi_{t+1}, x_{t+1}^l } \right\} \right\}
\]
where $\hat{\gamma}^m_t \in \mathcal{BR}^m_t(\pi_{t+1}^m, \hat{\gamma}_t^l, \hat{\gamma}_t^m)$
\[
(84d)
\]
This implies for $\hat{\sigma}_t^l(\cdot | a_{1:t-1}, x_{1:t-1}, \cdot) = \hat{\gamma}_t^l$,
\[
\mathbb{E}^{t_i, \pi_t | \pi_{t+1}} \left\{ \sum_{n=t}^{T} R^l_n(X_{n}^{l,m}, A_{n}^{l,m}) | \pi_t, a_{1:t-1}^l, x_{1:t}^l \right\}
= \mathbb{E}^{t_i, \pi_t | \pi_{t+1}} \left\{ R^l_t(X_{t}^{l,m}, A_{t}^{l,m}) \right\} + \delta V_{t+1}^l \left( \mathbb{E}^{t_i, \pi_t, \hat{\gamma}^l_t, \hat{\gamma}^m_t | \pi_{t+1}, x_{t+1}^l } \right\}
\]
\[
\left\{ \sum_{n=t+1}^{T} R^l_n(X_{n}^{l,m}, A_{n}^{l,m}) | \pi_t, a_{1:t-1}^l, A_{t}^{l,m}, x_{1:t}^l, X_{t+1}^l \right\} | \pi_t, a_{1:t-1}^l, x_{1:t}^l \right\}
\]
(84f)
\[
\langle t_i, \pi_t | \pi_{t+1} \rangle \left\{ R^l_t(X_{t}^{l,m}, A_{t}^{l,m}) + \delta V_{t+1}^l \left( \mathbb{E}^{t_i, \pi_t, \hat{\gamma}^l_t, \hat{\gamma}^m_t | \pi_{t+1}, x_{t+1}^l } \right\} \right\}
= \mathbb{E}^{t_i, \pi_t | \pi_{t+1}} \left\{ R^l_t(X_{t}^{l,m}, A_{t}^{l,m}) + \delta V_{t+1}^l \left( \mathbb{E}^{t_i, \pi_t, \hat{\gamma}^l_t, \hat{\gamma}^m_t | \pi_{t+1}, x_{t+1}^l } \right\} \right\}
\]
(84g)
\[
\left\{ \sum_{n=t+1}^{T} R^l_n(X_{n}^{l,m}, A_{n}^{l,m}) | \pi_t, a_{1:t-1}^l, A_{t}^{l,m}, x_{1:t}^l, X_{t+1}^l \right\} | \pi_t, a_{1:t-1}^l, x_{1:t}^l \right\}
\]
(84i)
\[
= \mathbb{E}^{t_i, \pi_t | \pi_{t+1}} \left\{ R^l_t(X_{t}^{l,m}, A_{t}^{l,m}) + \delta V_{t+1}^l \left( \mathbb{E}^{t_i, \pi_t, \hat{\gamma}^l_t, \hat{\gamma}^m_t | \pi_{t+1}, x_{t+1}^l } \right\} \right\}
\]
(84j)
where (84f) follows from Lemma 9, (84g) follows Lemma 8, (84h) follows from (84c), (84i) follows from Lemma 7, (84j) again follows from Lemma 9. However, this leads to a contradiction since $(\hat{\sigma}_t^l)$ is an SPE of the game.

REFERENCES

[1] J. C. Ely, “Beeps,” American Economic Review, vol. 107, no. 1, pp. 31–53, jan 2017.
[2] N. Basilico, N. Gatti, and F. Amigoni, “Leader-follower strategies for robotic patrolling in environments with arbitrary topologies,” in Proceedings of the 8th International Conference on Autonomous Agents and Multiagent Systems—Volume 1, International Foundation for Autonomous Agents and Multiagent Systems, 2009, pp. 57–64.
[3] J. Pita, M. Jain, J. Marecki, F. Ordoñez, C. Portway, M. Tambe, C. Western, P. Paruchuri, and S. Kraus, “Deployed armor protection: the application of a game theoretic model for security at the los angeles international airport,” in Proceedings of the 7th international joint conference on Autonomous agents and multiagent systems: industrial track. International Foundation for Autonomous Agents and Multiagent Systems, 2008, pp. 125–132.
[4] C. Kiekintveld, M. Jain, J. Tsai, J. Pita, F. Ordoñez, and M. Tambe, “Computing optimal randomized resource allocations for massive security games,” in Proceedings of the 8th International Conference on Autonomous Agents and Multiagent Systems—Volume 1, International Foundation for Autonomous Agents and Multiagent Systems, 2009, pp. 689–696.
[5] V. Conitzer and T. Sandholm, “Computing the optimal strategy to commit to,” in Proceedings of the 7th ACM conference on Electronic commerce. ACM, 2006, pp. 82–90.
[6] M. Tambe, Security and game theory: algorithms, deployed systems, lessons learned. Cambridge university press, 2011.
[7] R. Yang, B. Ford, M. Tambe, and A. Lemieux, “Adaptive resource allocation for wildlife protection against illegal poachers,” in Proceedings of the 2014 international conference on Autonomous agents and multi-agent systems. International Foundation for Autonomous Agents and Multiagent Systems, 2014, pp. 453–460.
[8] D. Vasal, A. Sinha, and A. Anastasopoulos, “A systematic process for evaluating structured perfect bayesian equilibria in dynamic games with asymmetric information,” *IEEE Transactions on Automatic Control*, 2018.

[9] D. Vasal and A. Anastasopoulos, “Decentralized Bayesian learning in dynamic games,” in *Allerton Conference on Communication, Control, and Computing*, 2016. [Online]. Available: https://arxiv.org/abs/1607.06847

[10] ———, “Signaling equilibria of dynamic LQG games with asymmetric information,” in *Conference on Decision and Control*, 2016.

[11] J. Marecki, G. Tesaurou, and R. Segal. “Playing repeated stackelberg games with unknown opponents,” in *Proceedings of the 11th International Conference on Autonomous Agents and Multiagent Systems-Volume 2*. International Foundation for Autonomous Agents and Multiagent Systems, 2012, pp. 821–828.

[12] M.-F. Balcan, A. Blum, N. Haghtalab, and A. D. Procaccia, “Commitment without regrets: Online learning in stackelberg security games,” in *Proceedings of the sixteenth ACM conference on economics and computation*. ACM, 2015, pp. 61–78.

[13] J. Ely and M. Szydlowski, “Moving the Goalposts,” *Journal of Political Economy*, 2019.

[14] L. Doval and J. Ely, “Sequential Information Design,” *Econometrica*, 2019.

[15] P. Basu, “Dynamic Bayesian Persuasion with a Privately Informed Receiver,” 2017.

[16] P. H. Au, “Dynamic information disclosure,” *The RAND Journal of Economics*, vol. 46, no. 4, pp. 791–823, 2015.

[17] F. Farhadi, D. Teneketzis, and S. J. Golestani, “Static and Dynamic Informational Incentive Mechanisms for Security Enhancement,” in *2018 European Control Conference (ECC)*, jun 2018.

[18] H. Tavafoghi and D. Teneketzis, “Informational Incentives in Congestion Games,” in *Proc. of the Allerton*, 2017.

[19] E. Meigs, F. Parise, A. Ozdaglar, and D. Acemoglu, “Optimal dynamic information provision in traffic routing,” in *Arxiv*, 2020.

[20] F. Farhadi and D. Teneketzis, “Dynamic Information Design: A Simple Problem on Optimal Sequential Information Disclosure,” *SSRN Electronic Journal*, mar 2020. [Online]. Available: http://arxiv.org/abs/2003.07965

[21] D. Vasal, “Sequential decomposition of stochastic stackelberg games,” pp. 1266–1271, 2022.

[22] A. Nayyar, A. Mahajan, and D. Teneketzis, “Decentralized stochastic control with partial history sharing: A common information approach,” *Automatic Control, IEEE Transactions on*, vol. 58, no. 7, pp. 1644–1658, 2013.

[23] P. Dasgupta, E. Maskin *et al.*, “The existence of equilibrium in discontinuous economic games, i: Theory,” *Review of Economic Studies*, vol. 53, no. 1, pp. 1–26, 1986.

[24] P. Dasgupta and E. Maskin, “The existence of equilibrium in discontinuous economic games, ii: Applications,” *The Review of economic studies*, vol. 53, no. 1, pp. 27–41, 1986.

[25] Y.-C. Ho, “Team decision theory and information structures,” *Proceedings of the IEEE*, vol. 68, no. 6, pp. 644–654, 1980.

[26] D. Vasal, A. Sinha, and A. Anastasopoulos, “A systematic process for evaluating structured perfect bayesian equilibria in dynamic games with asymmetric information,” *IEEE Transactions on Automatic Control*, vol. 64, no. 1, pp. 81–96, Jan 2019.