Assessment of New Satellite Missions within the Framework of Numerical Weather Prediction
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Abstract: Confidence in the use of Earth observations for monitoring essential climate variables (ECVs) relies on the validation of satellite calibration accuracy to within a well-defined uncertainty. The gap analysis for integrated atmospheric ECV climate monitoring (GAIA-CLIM) project investigated the calibration/validation of satellite data sets using non-satellite reference data. Here, we explore the role of numerical weather prediction (NWP) frameworks for the assessment of several meteorological satellite sensors: the advanced microwave scanning radiometer 2 (AMSR2), microwave humidity sounder-2 (MWHS-2), microwave radiation imager (MWRI), and global precipitation measurement (GPM) microwave imager (GMI). We find departures (observation-model differences) are sensitive to instrument calibration artefacts. Uncertainty in surface emission is identified as a key gap in our ability to validate microwave imagers quantitatively in NWP. The prospects for NWP-based validation of future instruments are considered, taking as examples the microwave sounder (MWS) and infrared atmospheric sounding interferometer-next generation (IASI-NG) on the next generation of European polar-orbiting satellites. Through comparisons with reference radiosondes, uncertainties in NWP fields can be estimated in terms of equivalent top-of-atmosphere brightness temperature. We find NWP-sonde differences are consistent with a total combined uncertainty of 0.15 K for selected temperature sounding channels, while uncertainties for humidity sounding channels typically exceed 1 K.
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1. Introduction

The exploitation of geophysical information from earth observation (EO) space borne instruments, particularly where quantifying uncertainties is important, depends on the calibration and validation of these data to a recognized standard. This user requirement has led to the development of various validation practices in EO communities [1]. Methods for post-launch characterization include dedicated field campaigns [2,3], vicarious calibration against invariant ground targets [4], simultaneous nadir overpasses (SNOs) for intercalibration [5], and double differences via a third transfer reference [6], although these all suffer to some extent from limited sampling.

The framework of numerical weather prediction (NWP) is attractive for assessment of satellite instrument performance, since NWP forecast and reanalysis models ingest large volumes of
observational data and offer comprehensive spatial and temporal sampling. Modern data assimilation (DA) systems blend information from observations and the forecast model to arrive at an optimal estimate (analysis) of the atmospheric state. Model physics constraints ensure that the resulting global atmospheric fields are physically consistent. NWP forecasts are routinely validated by comparison with reference observations (e.g., radiosondes) or NWP analyses, and accurate representations of three-dimensional temperature and humidity fields make NWP systems effective in detecting subtle artefacts in satellite data [7–11].

It is routine at NWP centers to compare satellite observations with model equivalents. To perform such an assessment, NWP fields at the time of observation are transformed into radiance space using a fast radiative transfer model. The diagnostic for the comparison is then the observation minus short-range forecast (“background”) fields in radiance space, termed O-B or background departure. O-B differences may be systematic (apparent as large-scale global biases), geographically local, or random (e.g., resulting from satellite instrument noise). The instrument state dependence and geophysical state dependence of biases can be used to infer the mechanisms underlying these differences (e.g., sensor calibration errors, NWP model forecast errors or radiative transfer errors).

The European Union gap analysis for integrated atmospheric ECV climate monitoring (GAIA-CLIM) project investigated the calibration/validation (cal/val) of satellite data sets using non-satellite reference data. During the three-year project the potential of NWP frameworks for assessing and validating new satellite missions was explored. DA systems employed operationally by two independent forecasting centers, the European Centre for Medium-Range Weather Forecasts (ECMWF) and the Met Office, were used to evaluate a number of recently launched satellite sensors.

NWP model data are not yet traceable to an absolute calibration standard. Activities within GAIA-CLIM aimed to develop the necessary infrastructure at NWP centers for the routine monitoring of reference networks such as the GCOS (global climate observing system) reference upper-air network (GRUAN) in order to establish a traceable linkage between NWP and reference standards. As a result the GRUAN processor was developed [12] to collocate GRUAN radiosonde profiles and NWP model fields, simulate the top-of-atmosphere brightness temperature at frequencies used by space-borne instruments, and propagate uncertainties to gauge the statistical significance of NWP-GRUAN differences.

In this paper, we explore the use of NWP as a reference for satellite cal/val. We present results of comparisons between NWP and satellite data from a number of recent missions where the NWP fields were particularly useful in identifying anomalies in satellite measurements. We show we can attribute O-B signatures to instrument calibration biases or external influences such as radio frequency interference. We further investigate the absolute uncertainty in the NWP fields using the GRUAN processor. Finally, we discuss whether NWP fulfills the validation requirements for the upcoming MetOp second generation temperature and humidity sounding missions.

2. Materials and Methods

2.1. NWP Assessments of Current Satellite Missions

It is modern practice at NWP centers to assimilate satellite radiances, in preference to products retrieved from the radiances such as temperature and humidity profiles. A fast radiative transfer model is required to map between radiances and Earth system variables, for which the Met Office and ECMWF use radiative transfer for TOVS (RTTOV) [13].

ECMWF and the Met Office have implemented a four-dimensional NWP data assimilation system (4D-Var) [14,15]. The Met Office also employs a simplified 1D-Var pre-processing step [16]. Using vector notation, we represent the atmosphere and surface variables on which the radiances depend as a state vector $x$ and compute the simulated satellite radiance $H(x)$ for RTTOV observation operator $H$. The 1D-Var assimilation, which is analogous to that performed within the full 4D-Var system, proceeds by minimizing the cost function

$$J(x) = \frac{1}{2}(x - x_b)^T B^{-1}(x - x_b) + \frac{1}{2}(y - H(x))^T R^{-1}(y - H(x))$$ (1)
in order to estimate the most probable solution for $x$. Here, $x_a$ is the a priori background vector from the NWP forecast model, $y$ is the vector of measurements (radiances for satellite channels of interest), while $B$ and $R$ represent the error covariance characteristics of the NWP background state and observations respectively.

The difference between the observations and NWP model background ($O-B$) is the key parameter we use as a diagnostic in this paper. We examine the characteristics of these departures and seek to determine their dependence on geophysical and/or instrument variables.

### 2.1.1. Satellite Data Description

Several satellite instruments were assessed in coordinated activities at the Met Office and ECMWF during the GAIA-CLIM project as summarized in Table 1. Three of these sensors are conically scanning instruments with channels at frequencies below 90 GHz. The advanced microwave scanning radiometer 2 (AMSR2) on the global change observation mission–water satellite 1 (GCOM-W1) is a follow-on from previous Japan Aerospace Exploration Agency (JAXA) missions AMSR and AMSR-E. Several major changes have been made to improve the AMSR2 design [17]. These include a larger main reflector, thermal design changes to address temperature non-uniformities, and extensive sunlight shielding. A hot load calibration target and cold sky mirror are used for two-point radiometric calibration. The reflector rotates to provide Earth views with a fixed incidence angle of 55°. AMSR2 has fourteen channels (seven frequencies with dual polarization between 6.9 GHz and 89 GHz).

| Instrument | Platform | Channel set (GHz) |  |
|------------|----------|-------------------|---|
| AMSR2      | GCOM-W1  | 6.9, 7.3, 10.65, 18.7, 23.8, 36.5, 89.0 |  |
|            |          | 89.0H, 118.75V ± (0.08, 0.2, 0.3, 0.8, 1.1, 2.5, 3.0, 5.0),  |
|            |          | 150.0H, 183.3V ± (7.0, 4.5, 3.0, 1.8, 1.0) |  |
| MWRI       | FY-3C    | 10.65, 18.7, 23.8, 36.5, 89.0 |  |
| GMI        | GPM      | 10.65, 18.7, 23.8V, 36.5, 89.0, 166.5, 183.3V ± (7.0, 3.0) |  |

Note: ¹ Unless otherwise stated, all channels are dual polarization sensing horizontal (H) and vertical (V) polarization separately.

The MicroWave Radiation Imager (MWRI) and MicroWave Humidity Sounder -2 (MWHS-2) instruments fly on the Chinese FengYun-3C (FY-3C) polar orbiting satellite. MWRI is a microwave conical-scanning imager with 10 channels at frequencies ranging from 10.65 GHz to 89 GHz which are sensitive to total column water vapor, cloud and precipitation. A 3-point calibration method is used for MWRI, involving the use of three reflectors. Antenna nonlinearity corrections for MWRI were suggested to be the largest source of calibration uncertainty [18]. MWHS-2 scans cross-track and has 8 channels which sample around the 118.75 GHz oxygen line, 5 channels sampling the 183 GHz water vapor line, and 2 window channels at 89 GHz and 150 GHz. Results from pre-launch tests indicated calibration uncertainties of around 0.3 K for most channels [19].

The global precipitation measurement (GPM) mission is the result of an international effort led by NASA and JAXA built on the tropical rainfall measuring mission (TRMM) legacy. The satellite flies in a non-Sun-synchronous orbit that provides coverage of the Earth from 65°S to 65°N. The GPM Microwave Imager (GMI) has 13 channels ranging in frequency from 10.65 GHz to 183.31 GHz. Its design benefits from a number of enhancements over its heritage from the TRMM Microwave Imager (TMI) and other similar instruments. The main reflector has an improved low emissivity coating, the instrument design mitigates against solar intrusions and thermal gradients and additional calibration points are provided via internal noise diodes for low-frequency channels up to 37 GHz [20,21]. One study [22] estimated the absolute calibration accuracy to be within 0.25 K root mean square error, supporting the design goal of GMI to be the GPM calibration standard.
2.1.2. Data Assimilation Configurations

At ECMWF, a hybrid incremental 4D-Var assimilation model is used with a 12-hour assimilation window. The forecast model used in operations has a resolution of TCo1279 (approximately 9 km horizontal resolution, 137 vertical levels). For the purpose of monitoring satellite data for GAIA-CLIM the experiments have a reduced resolution of TCo399 (approximately 25 km, 137 levels). ECMWF employs an all-sky scheme to assimilate microwave radiances over ocean [23,24]. In order to account for the scattering, emission, and absorption effects of cloud and precipitation, ECMWF uses a version of RTTOV known as RTTOV-SCATT [25].

At the Met Office the assimilation proceeds in two stages. At N768L70 resolution (~25 km horizontal resolution at mid-latitudes, 70 vertical levels from the surface to 80 km), a 1D-Var retrieval is performed for quality control and to derive physical parameters which are subsequently fixed in the full incremental 4D-Var assimilation across a 6-hour time window. For this study, we have used the output from the Met Office 1D-Var preprocessor without recourse to running the more computationally expensive 4D-Var. This means the model background used to calculate O-B departures is a short-range forecast of typically a few hours. The Met Office uses the non-scattering version of RTTOV but includes the absorption effects of cloud liquid water. Since the work presented here, the Met Office forecast model has been upgraded to N1280L70 resolution, corresponding to a grid length of approximately 10 km at mid-latitudes.

Both centers produced statistics for this study without applying bias corrections to the satellite data as is done operationally. These are presented over ice-free, open ocean only, since the surface emissivity and skin temperature required as input to RTTOV is considered more accurate than over land or sea ice. ECMWF and the Met Office use the fast microwave emissivity model (FASTEM) [26,27] over ocean.

Wherever possible, differences in the treatment of observations at ECMWF and the Met Office were minimized. However, for technical reasons the centers’ configurations differed in minor respects. RTTOV version 11 was used at both centers for the intercomparison, with the exception of the FY-3C MWHS-2/MWRI study at the Met Office for which RTTOV version 9 was used. FASTEM-6 was used throughout at ECMWF. The Met Office processed data for this paper using FASTEM-6 except for MWHS-2 where FASTEM-2 was used.

2.1.3. Data Selection

In this study we aim to analyze O-B statistics such that the model simulated radiances are as reliable a reference as possible. Therefore, we should select cases where the NWP model background state exhibits small errors and the radiative transfer model is capable of accurately representing that model state in radiance space. There are some meteorological regimes that are problematic in this regard, such as the presence of clouds and precipitation for which the NWP forecast model may be in error spatially and temporally, and for which the radiative transfer is complicated. By contrast, in clear skies, we expect the NWP model state of temperature and (to a lesser extent) humidity to be accurate for short forecast lead times, and the radiative transfer to be simpler than for cloudy skies.

At ECMWF cloudy microwave imager observations are assimilated by varying the weight given to observations as a function of an effective cloud amount [28] derived from the observations and the background. For microwave imagers the normalized polarization difference at 37 GHz is used [29,30]:

\[
P_{37}^O = \frac{(T_v^O - T_H^O)}{(T_{v,clear}^b - T_{H,clear}^b)}
\]

\[
P_{37}^b = \frac{(T_v^b - T_H^b)}{(T_{v,clear}^b - T_{H,clear}^b)}
\]

where \(T_v^O\) and \(T_H^O\) are the 37 GHz V- and H-polarized brightness temperatures respectively, \(T_v^b\) and \(T_H^b\) are the all-sky background brightness temperatures for these channels (calculated using RTTOV-SCATT), and \(T_{v,clear}^b\) and \(T_{H,clear}^b\) are the clear-sky background brightness temperatures for these channels neglecting cloud effects. At 37 GHz the sea-leaving radiance is highly polarized, while
contributions due to clouds or precipitation tend to be unpolarized. Thus, we expect $P_{37}^o$ and $P_{37}^b$ to vary between 1 in clear sky conditions and 0 in conditions of total opacity. We can define an effective cloud amount as

$$C_{37}^o = 1 - P_{37}^o$$

(4)

$$C_{37}^b = 1 - P_{37}^b$$

(5)

We can now apply a cloud screening where we include observations only for low effective cloud amounts:

$$C_{37}^o < 0.05$$

(6)

$$C_{37}^b < 0.05$$

(7)

We keep AMSR2, MWRI, and GMI data for analysis only where both tests (6) and (7) above are met. The threshold value of 0.05 is a compromise between retaining sufficient observations to be globally representative and ensuring the quality control is strict. The Met Office does not currently use RTTOV-SCATT in operations. For this study RTTOV-SCATT was run offline using Met Office background fields in order to estimate $T^b$ and $T^K$.

For MWHS-2 we use a scattering index (we calculate whether the difference between brightness temperatures at 89 GHz and 150 GHz exceeds a threshold) to screen out observations affected by scattering from precipitation and cloud ice.

A criterion was used to accept observations only within the range 60°S to 60°N in order to avoid sea ice contaminated data, except for MWRI where the range was 50°S to 50°N. Some data usage details differ between ECMWF and the Met Office. At ECMWF, AMSR2, MWRI and GMI data are spatially averaged over 80 km scales (“superobbed”) while individual footprints are assimilated at the Met Office. However, for MWRI only superobbing was switched off at ECMWF to improve consistency with Met Office data. An additional screen was applied to ECMWF statistics to remove data in cold-air outbreak regions because such regions have been shown to exhibit systematic biases between model and observations [31]. A complete description of the quality controls used in the two centers’ frameworks can be found in publicly-available GAIA-CLIM reports [32–34].

2.2. The GRUAN Processor

NWP-based cal/val assessments of satellite data have been hampered to date by the lack of metrologically traceable characterization. The evaluation of errors and uncertainties in NWP model fields was addressed during GAIA-CLIM by the development of the GRUAN processor [12]. GCOS (Global Climate Observing System) reference upper-air network (GRUAN) radiosondes are processed following strict criteria, correcting for known sources of error and reporting uncertainty estimates for profiles of temperature, humidity, wind, pressure and geopotential height [35]. GRUAN uncertainties do not include error covariance estimates. The GRUAN processor collocates GRUAN radiosonde profiles and NWP model fields to facilitate a comparison of the pairs of profiles. Importantly, the NWP-GRUAN comparison is performed in radiance (or brightness temperature) space using RTTOV to simulate the top-of-atmosphere radiance from the radiosonde and model profiles. In this way NWP fields can be compared with reference GRUAN data for any sensor RTTOV is able to simulate. The unique solution offered by a forward radiative transfer calculation avoids the ambiguity that is inevitable in inverse calculations (retrievals). The GRUAN processor also allows profile uncertainties to be mapped to observation space for a meaningful comparison. This is achieved by applying RTTOV Jacobians to matrices representing sources of uncertainty [12].

2.2.1. Sampling for GRUAN Comparison

For this study GRUAN profiles from nine sites were collocated with ECMWF and Met Office fields for the six-month period July-December 2016. We divide the sites into three geographic regions (Table 2).
Table 2. Details of GRUAN sites used in this study.

| Geographic area       | GRUAN site      | Latitude | Longitude | Altitude (m) |
|-----------------------|-----------------|----------|-----------|--------------|
| Northern latitudes    | Barrow, USA     | 71.32°   | −156.61°  | 8            |
|                       | Ny-Ålesund, Norway | 78.92°   | 11.93°    | 5            |
|                       | Sodankylä, Finland | 67.37°   | 26.63°    | 179          |
| Mid-latitudes         | Lamont, USA     | 36.60°   | −97.49°   | 320          |
|                       | Cabauw, Netherlands | 51.97°   | 4.92°     | 1            |
|                       | Lindenberg, Germany | 52.21°   | 14.12°    | 98           |
|                       | Tateno, Japan   | 36.06°   | 140.13°   | 27           |
| Sub-tropics           | Graciosa, Portugal | 39.09°   | −28.03°   | 30           |
|                       | Tenerife, Spain | 28.32°   | −16.38°   | 115          |

The GRUAN processor generated NWP-GRUAN comparisons for all GRUAN radiosonde ascents during the period of study. However, the relatively large number of mid-latitude profiles compared with other regions results in a skew of the global mean statistics towards mid-latitude values. In addition, we suspect that NWP model biases are to some extent latitude-dependent. For these reasons, and for practicality, we present GRUAN processor results for the aggregate set of mid-latitude sites in this paper, noting cases where the results and their statistical significance differ between geographic areas.

2.2.2. Treatment of Uncertainty

We follow the treatment of uncertainty in multiple measurements presented in [36]. For a series of $N$ individual measurements, each with independent uncertainty $u_i$, the uncertainty of the measurement average, $u_a$, can be expressed as

$$u_a = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} u_i^2 \quad (8)$$

However, Equation (8) only holds for uncorrelated uncertainties. In the case where the individual uncertainties $u_i$ are completely correlated we obtain

$$u_a = \frac{1}{N} \sum_{i=1}^{N} u_i \quad (9)$$

In Equation (9) the uncertainty $u_a$ is simply the average of individual uncertainties and is not reduced by increasing $N$. We can treat the expressions in Equations (8) and (9) as extreme cases for entirely uncorrelated or correlated uncertainties respectively.

In making the comparison of NWP fields with GRUAN profiles we want to test the NWP-GRUAN difference for statistical significance. If we consider a pair of independent measurements, $m_1$ and $m_2$, with normally distributed uncertainties $u_1$ and $u_2$, the probability that

$$|m_1 - m_2| < k \sqrt{u_1^2 + u_2^2} \quad (10)$$

is approximately 95.5% for individual pairwise match-ups when $k = 2$ (k is the coverage factor) [36]. We can conclude the measurements are significantly different, and therefore the estimated
uncertainties are too small, if a proportion greater than 4.5% of match-ups violates the inequality in (10).

We express the total uncertainty of the difference $\delta y = NWP - GRUAN$, a matrix of dimension $n$ where $n$ is the number of simulated channels, as a covariance matrix $S_{\delta y}$ as described fully in [12]. This matrix accounts for GRUAN uncertainties in temperature, humidity and pressure profiles as well as launch site surface measurements (matrix $R$). Note that $R$ here is different to that used in NWP DA (Equation (1)). $S_{\delta y}$ also includes terms for NWP model temperature, humidity and surface uncertainty due to random errors (covariance matrix $B$), as well as the uncertainty related to interpolation between vertical grids (interpolation matrix $W$ and covariance of interpolation uncertainty $S_{int}$). For this paper a climatological global $B$ matrix has been derived, separately for ECMWF and the Met Office, by sampling error covariances from 2016. The observation operator $H$ (Jacobian matrix provided by RTTOV) is used to map the uncertainty into radiance space:

$$S_{\delta y} = HRH^T + HWBW^TH^T + HSWH^T$$

(11)

The matrix $S_{\delta y}$ neglects some aspects of the NWP-GRUAN uncertainty. It is important to note that $B$ does not account for any systematic errors in NWP fields, only representing randomly distributed errors about the mean. Also, since GRUAN does not provide a full uncertainty covariance matrix, we define $R$ as diagonal where the GRUAN uncertainty components at each profile level are added in quadrature. Further, we neglect the unquantified uncertainty due to spatial representativeness errors, where the NWP and sonde profiles represent the atmosphere at different spatial scales. However, we are entitled to neglect uncertainties in the forward operator $H$ itself, due to any underlying errors in RTTOV, since $H$ is applied to both NWP and GRUAN profiles in the comparison. (Such radiative transfer uncertainties are relevant when assessing the satellite-NWP (O-B) differences we present in Section 3.1.)

Bearing in mind the caveats above, the statistical significance of $\delta y$ is assessed (cf. Equation (10)) by testing the relation

$$\left| diag(S_{\delta y})^{-1/2} \cdot \delta y \right| < 2$$

(12)

for each satellite channel $j$ under consideration for each NWP-GRUAN match-up $\delta y$. Only the diagonal terms of $S_{\delta y}$ are used for the test in Equation (12), i.e., cross-correlations between channels are excluded.

We can also assess the overall agreement between NWP model and GRUAN profiles for a given instrument, for all channels under consideration including inter-channel correlation. Notwithstanding some incompleteness in the full covariance matrix $S_{\delta y}$, for example a lack of covariance information between vertical levels when representing GRUAN uncertainties in $R$, a reduced $\chi^2$ test is constructed as [12]

$$\chi^2 = \frac{1}{c} (\delta y - \overline{\delta y})^T S_{\delta y}^{-1} (\delta y - \overline{\delta y})$$

(13)

Here we denote the $i$th NWP-GRUAN match-up difference as $\delta y_i$. This difference is de-biased by subtracting the mean comparison over the sample $\overline{\delta y}$. (Therefore, the $\chi^2$ test is designed to be relatively insensitive to NWP model biases that affect the mean, but inform on whether the estimated uncertainties are too large or too small.) The number of degrees of freedom, $c$, is the number of channels. Having calculated the distribution of $\chi^2$ over the set of match-ups, we test the percentage for which $\chi^2$ lies within 95.5% of the expected theoretical distribution.

2.2.3. Application to MetOp-SG Future Missions

This paper aims to explore the utility of NWP-based assessments for the validation and characterization of upcoming satellite missions. We take as a prominent example the EUMETSAT polar-orbiting MetOp Second Generation (MetOp-SG) microwave and infrared sounders: the Microwave Sounder (MWS) and Infrared Atmospheric Sounding Interferometer-Next Generation (IASI-NG) [37]. Of the two series of spacecraft, A and B, MWS and IASI-NG will fly on the Metop-SG
A mission [38], with the first satellite launch expected in 2023. The MetOp-SG sounding instruments build on the heritage of preceding European satellite missions: MWS [39] expands on the suite of channels flown previously on AMSU-A and MHS, with a requirement that the MWS radiometric bias shall be less than 1 K for all channels. The MWS set of channels is similar to those of the Advanced Technology Microwave Sounder (ATMS) on board recent United States NOAA polar-orbiting weather satellites. The IASI-NG interferometer [40] will operate at twice the spectral resolution and half the radiometric noise of the existing IASI instrument (the design requirement for IASI-NG absolute radiometric calibration accuracy is 0.25 K cf. 0.5 K for IASI).

For the purposes of this paper we select a subset of channels from IASI-NG and MWS which are sensitive to a range of heights in the atmosphere. We have chosen four temperature and four humidity sounding frequencies on IASI-NG used operationally (on IASI) by NWP centers. Figure 1 compares temperature and water vapor Jacobians for these IASI-NG channels with equivalent Jacobians for IASI at the same channel frequencies (Jacobians valid for a US Standard atmosphere). Since IASI-NG has twice the spectral resolution of IASI, the temperature Jacobians are slightly sharper (i.e. the vertical resolution is slightly better). The IASI and IASI-NG water vapor Jacobians are very similar for the channels selected. Notice that the IASI-NG channel at 731 cm\(^{-1}\) appears in both Figure 1 (a) and (b), since although nominally designated for temperature sounding this channel is also sensitive to atmospheric humidity. Given the set of GRUAN collocations described in Section 2.2.1, we can use the GRUAN processor to map NWP-GRUAN vertical profile differences into top-of-atmosphere brightness temperature differences at the eight selected IASI-NG channel frequencies. This will allow us to compare the estimated uncertainty in NWP fields in brightness temperature space with the IASI-NG design specification for radiometric accuracy.

**Figure 1.** Jacobians for IASI channels selected for this study (solid lines) compared with Jacobians for IASI-NG (dashed lines). A US Standard atmosphere has been used to calculate Jacobians in RTTOV, and perturbations are per layer (using 50 layers). Channel number and frequency (wavenumber) are displayed in the legend. (a) Four temperature sounding channels (Jacobian \(\frac{\partial BT}{\partial T}\) for brightness temperature BT (K) and atmospheric temperature T (K)); (b) Four humidity sounding channels in addition to one nominal temperature sounding channel at 731 cm\(^{-1}\) which exhibits sensitivity to humidity (Jacobian \(\frac{\partial BT}{\partial q}\) \(\times\) q for specific humidity q (kg/kg)).

Jacobians for seven MWS temperature sounding channels and five MWS humidity sounding channels are shown in Figure 2. IASI-NG and MWS channels in our study were selected as (i) being...
relatively insensitive to the surface, and (ii) having Jacobians peaking within the vertical range of GRUAN sonde profiles. As for IASI-NG, we can use the GRUAN processor to map NWP-GRUAN differences into brightness temperatures at the MWS channel frequencies for the 12 selected channels.

Figure 2. Jacobians for MWS channels selected for this study. A US Standard atmosphere has been used to calculate Jacobians in RTTOV, and perturbations are per layer (using 50 layers). Channel number and frequency (GHz) are displayed in the legend. (a) Seven temperature sounding channels (Jacobian $\frac{\partial BT}{\partial T}$ as in Figure 1); (b) Five humidity sounding channels (Jacobian $(\frac{\partial BT}{\partial q}) \times q$). Note the vertical scales in (a) and (b) are different.

3. Results

3.1. Calibration and Validation of Current Missions

Data sets for each instrument (Table 1) were evaluated for a common period in coordination at ECMWF and the Met Office. These periods were March-August 2015 (AMSR2); all of 2016 (MWHS-2); August-November 2016 (MWRI). For GMI three periods were selected: August–September 2016, December 2016 to January 2017, and 6 March 2017 to 20 March 2017. The latest of these periods occurred after a calibration change on 4 March 2017 affecting GMI Level 1c data. Having applied quality controls to the data sets as described in Section 2.1.3, we investigate the instrument state and geophysical state dependence of O-B differences.

In this section we present examples of O-B anomaly detection which serve to illustrate the power of the NWP framework for instrument evaluation. These comprise only part of the investigations performed for GAIA-CLIM: for a more complete overview the reader is referred to the project deliverable reports [32–34].

3.1.1. Detection of Geographic Biases

It can be instructive to view global maps of O-B for a few satellite orbits to see if geographic features emerge. We show mean-subtracted O-B maps over a 12-hour period for MWRI in Figure 3. The maps show a clear bias difference between the ascending and descending orbits for both channels shown, for both ECMWF and Met Office statistics. Importantly, such a bias is not observed for the equivalent channels of AMSR2 and GMI, at either ECMWF or the Met Office, which gives us confidence that the bias is instrument-related. The magnitude of this bias between ascending and
descending nodes is approximately 2 K (ascending minus descending) for all MWRI channels. Ascending-descending biases have been observed previously for other imagers including F-16 SSMI/S (Special Sensor Microwave - Imager/Sounder) [7]. In this case the orbital bias was diagnosed to be due to solar heating of the reflector leading to an emission which varied depending on whether the instrument was in sunlight or shade. Similar solar-dependent biases were also seen for the TMI instrument [8].

![Figure 3. Global maps of FY-3C MWRI O-B departures for a 12-hour period on 15 September 2016, shown for (a) 10H channel, ECMWF statistics; (b) 10H channel, Met Office statistics; (c) 23V channel, ECMWF statistics; and (d) 23V channel, Met Office statistics. The mean global bias has been subtracted in each plot.](image)

Recently, a physically-based correction has been developed for FY-3C MWRI to mitigate the effects of hot load reflector emission on the calibration [41]. By accounting for how the hot reflector temperature varies around the orbit due to illumination by the sun, and estimating the contribution of the hot reflector emissivity, the new algorithm results in a substantially reduced ascending-descending bias. Figure 4 compares global maps of MWRI O-B using the Met Office model for the 10.65 GHz V-polarization channel, where the original instrument calibration is compared with the revised correction [41]. A test data set for 17 August 2017 was used. The new algorithm is shown in Figure 4 to be successful in reducing the ascending-descending bias. MWRI data are currently being assimilated successfully at NWP centers such as the Met Office alongside other comparable microwave imagers.
As with MWRI, we can investigate GMI O-B statistics for signs of geographic patterns such as ascending-descending differences. We focus on the period 6–20 March 2017 after the GMI calibration change. Daytime observations, defined as observations obtained between 08:00 and 15:00 local time, correspond to the descending orbit and night-time observations, defined as observations obtained between 20:00 and 03:00 local time, correspond to the ascending orbit. The mean difference ascending minus descending (or night minus day) is shown in Figure 5 for GMI imaging channels. Both ECMWF and Met Office datasets show no significant ascending/descending bias, with double differences ranging from –0.1 to 0.25 K. This is much lower than the MWRI ascending–descending departure difference of ~2 K in Figure 3, supporting GMI’s status as a calibration standard.
Accumulated statistics from NWP DA systems allow us to monitor the performance of instruments over time. We show in Figure 6 time series of mean O-B for five MWHS-2 channels, where discontinuities are observed of magnitude 0.2–0.3 K for 118 GHz channels and 2–3 K for channels 13 and 14 at 183.3 GHz. The O-B departures for the Met Office and ECMWF models are very similar, and show the same discontinuities, which suggests instrument calibration errors may be largely responsible for the biases. Figure 6 also shows how the instrument environment temperature varies with time. There is a clear correlation (or anticorrelation) between environment temperature and changes in O-B for some channels, seen most noticeably for MWHS-2 channels 13 and 14. It is unclear why changes in the instrument environment temperature should lead to changes in the MWHS-2 biases, since any changes in the systematic errors of the antennas should be removed by the calibration process. One possibility is that a change in detector non-linearity could be responsible although this awaits further investigation. Nevertheless, this finding demonstrates the ability of the NWP framework to identify sudden changes in instrument calibration. We note that the time-varying bias in MWHS-2 data has not prevented the instrument being used operationally at NWP centers, since ECMWF, the Met Office and others employ a variational bias correction scheme [42] that updates corrections to the observations every assimilation cycle.

![Figure 6](image-url)

**Figure 6.** The first five panels show time series of daily mean O-B for MWHS-2 channels 2, 4, 7, 13 and 14 (channel frequencies 118.75V ± 0.08, 118.75V ± 0.3, 118.75V ± 2.5, 183.3V ± 3.0 and 183.3V ± 1.8 GHz respectively). ECMWF statistics are shown in blue, Met Office data in black for January-December 2016. The final panel shows the mean MWHS-2 instrument environment temperature as reported in direct broadcast data received by the Met Office.

### 3.1.3. Detection of Radio Frequency Interference

We find that global maps of O-B departures are sensitive to phenomena such as radio frequency interference (RFI) due to commercial transmissions at frequencies used by meteorological satellites. In Figure 7 we observe atypically large positive departures along the coastline of the United States for GMI channels at 18.7 GHz (we see this positive O-B anomaly for all periods studied). The coastline bias is in excess of 3 K and is spatially limited to the US territory, i.e. not extending over Canadian or...
Mexican coastlines. This bias can be traced back to RFI from US television providers whose satellites broadcast at frequencies between 18.3 and 18.8 GHz [43]. In comparison, the GMI RFI detection algorithm appears to perform well for the 10.65 GHz channels that are also prone to RFI by screening out affected data over Europe (not shown).

Figure 7. Departure maps for GMI centered over North America for the period August-September 2016. All data were processed at ECMWF using the all-sky framework. (a) O-B for GMI channel 3 at 18.7 GHz V-polarization; (b) Same data as (a) presented as anomaly (O-B) – mean(O-B); (c) O-B for GMI channel 4 at 18.7 GHz H-polarization; (d) Same data as (c) presented as anomaly (O-B) – mean(O-B).

3.1.4. Inter-satellite Comparison

We have demonstrated in preceding sections the ability to detect a number of instrument calibration anomalies within the NWP framework. Nevertheless, we need to address the limits to which the framework can be used and understand the associated uncertainties.

For example, we show in Figure 8 O-B maps generated for the same channel (10.6 GHz H-polarization) on AMSR2 and GMI for the same 24-hour period. This channel was mapped in Figure 3 (a) and (b) for MWRI, although in Figure 8 we have not subtracted the mean bias to aid a relative comparison. Overall, the departures do not exhibit marked geographic variations, suggesting that the NWP background fields used to compute O-B are sufficiently stable globally to enable a meaningful comparison from just 24 hours of data. The NWP framework is acting as an intercalibration standard, revealing in this case that the AMSR2 channel is warmer than the RTTOV calculation by almost 4 K while the GMI channel matches the model/RTTOV calculation to within 1 K (these values are global averages).
We summarize the results of our NWP-based satellite mission assessments in Figure 9. The agreement between ECMWF and Met Office mean O-B for each instrument/channel is substantial. The two centers’ data agree that MWRI exhibits negative biases below 89 GHz for the period studied while positive biases are seen for AMSR2. For GMI the mean O-B is very small for all channels, typically less than 1 K in magnitude. As noted in Section 3.1.1, the GAIA-CLIM data analysis predates the revised calibration correction for FY-3C MWRI [41], although a negative global mean bias in O-B persists when using the updated calibration.

The standard deviations calculated from Met Office data tend to be larger than ECMWF for the 10.65 GHz and 18.7 GHz channels in Figure 9 (b). One factor affecting the statistics is proximity to the coast or small islands, since the lower frequency footprints are larger and part of the field of view can potentially be affected by land surface signals. This, along with differences in spatial thinning and averaging at ECMWF and the Met Office, likely contributes to the discrepancy in standard deviations.
Figure 9. A comparison of O-B statistics for common channels (vertical axis) on AMSR2 (red), MWRI (green) and GMI (blue). ECMWF data are shown as open circles, Met Office data as crosses. (a) O-B averaged globally over the data analysis periods for each instrument; (b) standard deviation in the mean O-B.

The very small mean O-B biases for GMI in Figure 9 may reflect a high calibration accuracy due to improvements in the instrument design (see Section 2.1.1). However, the mean O-B can be affected by a range of other bias sources, such as errors in the radiative transfer used to translate the NWP background into a simulated radiance (especially errors in surface emissivity), or biases in the model fields (e.g. total column humidity). It is possible that radiative transfer errors or biases in the model background are compensating for GMI biases in these statistics. At the same time, the striking similarity between the O-B differences from two different NWP systems may suggest that the biases in the background values are comparatively small.

The GAIA-CLIM project identified uncertainty in surface emission as a key gap in our ability to perform cal/val studies of microwave imager missions. One of the project thematic recommendations supported improved quantification of the effects of surface properties to reduce uncertainties in satellite data assimilation, retrieval and satellite to non-satellite data comparisons. Activities are underway to establish a reference model for ocean emissivity with traceable uncertainties [44]. Recent work [45] found uncertainties in laboratory measurements of the seawater dielectric constant are in some cases inconsistent with the permittivity model used by FASTEM to calculate the ocean surface emissivity, particularly at low temperatures and below 20 GHz.

3.2. Calibration And Validation of Future Missions

We wish to evaluate the role of NWP as more than just a relative reference for satellite evaluation. To do this we need to understand uncertainties related to the accuracy of NWP temperature and humidity fields as well as uncertainties in radiative transfer and surface emission modelling. The microwave imager instruments we have considered so far exhibit high surface sensitivity such that
the uncertainty related to the emissivity of the sea surface is dominant. However, for satellite temperature and humidity sounders the signal from the atmosphere dominates. Here, we consider how NWP uncertainties, traceably linked to reference GRUAN measurements, impact on the ability to characterize future missions such as the sounders MWS and IASI-NG described in Section 2.2.3.

3.2.1. IASI-NG

Using the GRUAN processor to translate NWP-GRUAN profile differences into top-of-atmosphere brightness temperatures at IASI-NG frequencies, we test the statistical significance of the differences in Figure 10 for ECMWF model fields. Depending on the channel, at least 593 GRUAN profiles were used to derive statistics. For each channel, we show the distribution of pairwise differences (as boxes and whiskers) corresponding to the left-hand side of Equation (10). The combined uncertainty estimate for NWP and GRUAN profiles (the dotted red line in Figure 10) represents the square root term on the right hand side of Equation (10). Then, for a coverage factor of \( k = 2 \), we expect 95.5% of match-ups to satisfy the inequality in Equation (10) (rewritten as Equation (12)) in order to conclude there is statistical agreement.

Figure 10. Box plot summarizing ECMWF NWP-GRUAN differences for IASI-NG at mid-latitudes. The channel frequency is displayed on the horizontal axis. For each channel the mean NWP-GRUAN difference (\( \Delta T_b \) (K), vertical axis) is marked as a red dot; the median difference is marked as a horizontal red band at the waist of each box; the bounds of each box represent the lower and upper quartiles of the NWP-GRUAN distribution (25%-75%); the whiskers span 5%-95% of the distribution. The dotted red lines represent the total estimated uncertainty for the comparison (square root of \( S_{xy} \) diagonal in Equation (11) representing one standard deviation). Partial contributions to the total uncertainty are shown for the NWP model (dotted blue lines) and for GRUAN components (dotted green lines); these were calculated from the components \( H_{W-B}W^T \) and \( H_{R-H}H^T \) respectively in Equation (11). Above each box the number of profile match-ups is displayed alongside the percentage (in brackets) of match-ups in agreement following Equation (12). Temperature sounding channel boxes are shaded in green, humidity sounding channel boxes are shaded in red.

We find that none of the channel differences in Figure 10 achieve the significance threshold of 95.5%. This might suggest that the total combined uncertainty as expressed in Equation (11) is underestimated, either in terms of the component NWP and GRUAN uncertainties or due to neglected sources of uncertainty such as spatial representativeness errors. Alternatively, a lack of agreement between NWP and GRUAN profiles may result from systematic biases in NWP fields, since we account for random NWP errors only in our uncertainty estimate. We expect that a combination of random and systematic terms will contribute to the overall uncertainty.

Five of the eight channels achieve agreement between NWP and GRUAN to a confidence value of greater than 80%. The channel at 657.5 cm\(^{-1}\) is an outlier, with a marked negative NWP-GRUAN bias, and only 11% of match-ups are in statistical agreement according to prescribed uncertainty
estimates. This channel peaks in the stratosphere (Figure 1), where there is a known systematic bias in ECMWF temperature fields [46].

Corresponding statistics for Met Office fields are shown in Figure 11. There is no stratospheric temperature bias in this case, although only one of the four temperature sounding channels (at 731 cm\(^{-1}\)) achieves agreement to the 95% level. This is the lowest-peaking temperature channel and has significant sensitivity to humidity in the troposphere which increases the combined estimated uncertainty to 1.5 K. Statistical agreement is achieved to a level of at least 93% for all four water vapor channels, albeit with respect to relatively large combined uncertainties of between 1.2 and 2.5 K. We note that for cases where more than the expected 95% of NWP-GRUAN differences fall within expected uncertainties (for \(k = 2\), as in Equation (12)) we should consider the possibility that the combined GRUAN and NWP uncertainties are overestimates.

![Figure 11. As Figure 10, box plot summarizing Met Office (Unified Model) NWP-GRUAN differences for IASI-NG at mid-latitudes.](image)

It is notable that the total uncertainty estimates in Figure 10 and Figure 11 are dominated by the NWP contribution, derived from \(B\) matrix covariances. For the three channels at 657.5, 696 and 706.25 cm\(^{-1}\), the uncertainty associated with NWP temperature fields is close to 0.1 K, with minimal contributions from other sources. For the other IASI-NG channels, at 731 cm\(^{-1}\) and larger wavenumbers, their significant humidity Jacobians result in estimated uncertainties of at least 0.75 K. This reflects the comparatively greater uncertainties in NWP humidity compared with temperature profiles.

Considering the IASI-NG channel at 706.25 cm\(^{-1}\) in Figure 10 and Figure 11, the mean NWP-GRUAN difference is -0.05 K (ECMWF) and -0.08 K (Met Office) with estimated total uncertainties 0.10 K and 0.10 K respectively. Neither of these comparisons reaches statistical significance to the 95.5% level, which suggests that the total uncertainty estimate for the comparison is somewhat underestimated or that a systematic bias between NWP and GRUAN profiles exists (or both). To illustrate our sensitivity to estimated uncertainty, we can scale the NWP uncertainties in an ad hoc way in order to reach the 95.5% threshold. We find that increasing the NWP uncertainty so that the total uncertainty reaches 0.13 K (ECMWF) and to 0.15 K (Met Office) achieves statistical agreement between the NWP profiles and GRUAN radiosondes. For the IASI-NG channel at 696 cm\(^{-1}\), the Met Office-GRUAN comparison (mean difference 0.03 K) is statistically consistent with a total uncertainty increased from 0.09 K to 0.13 K. We cannot be sure that the NWP uncertainty needs to be adjusted in this way, since other sources such as spatial representativeness errors are not included in our uncertainty budget. Nevertheless, this finding suggests the total uncertainty (dominated by NWP uncertainty, including the possibility of a small systematic bias) for these cases is unlikely to far exceed 0.15 K.

We can perform a similar exercise for a humidity sounding channel. For the IASI-NG channel at 1367 cm\(^{-1}\) the mean NWP-GRUAN difference is 0.20 K (ECMWF) and -0.27 K (Met Office). For the Met Office, the estimated total uncertainty for this channel is 1.63 K and already satisfies the 95%
level of agreement at the $k = 2$ level. For ECMWF we need to inflate the total uncertainty from 0.98 K to 1.69 K to achieve statistical agreement for the comparison. For both centers’ results, across all four humidity sounding channels, we find the total uncertainty needs to be greater than 1 K to achieve statistical significance. The smallest uncertainty satisfying this requirement is for the ECMWF-GRUAN case at 1990 cm$^{-1}$ where we need to increase the uncertainty from 0.83 K to 1.31 K.

It remains to consider whether, given the very stringent IASI-NG design requirement for a 0.25 K absolute calibration accuracy, a quantitative assessment of this new mission within the NWP framework is possible. While uncertainties for humidity sounding channels are too large to make meaningful statements about O-B differences at the sub-1 K level, we find that for certain temperature sounding channels (our example at 706.25 cm$^{-1}$) a total uncertainty of 0.15 K is consistent with NWP-GRUAN comparisons. When investigating IASI-NG O-B statistics we would need to assess whether the differences are small enough to satisfy statistical agreement with observation and NWP uncertainties, as in Equation (10). The uncertainty in IASI-NG observations will include a random component (instrument noise, which can be reduced by taking multiple measurements as in Equation (8)) and a systematic component accounting for the expected calibration accuracy. It is difficult to estimate and partition the relative contributions of random and systematic uncertainties related to NWP fields. We would also need to account for additional sources of uncertainty, for example due to possible errors in radiative transfer calculations. It is therefore not certain that a uniform bias of 0.25 K could be detected from O-B, although calibration errors giving rise to geographical patterns in O-B biases, as in Figure 3, would be more easily detected.

3.2.2. MWS

NWP-GRUAN differences, translated to top-of-atmosphere brightness temperature for MWS channels, are summarized for ECMWF fields in Figure 12 and Met Office fields in Figure 13. Once again, the temperature sounding channels peaking in the stratosphere exhibit a negative bias for the ECMWF comparison. For the two lowest-peaking temperature channels (MWS channels 6 and 7 at 53.60 ± 0.115 GHz and 53.95 ± 0.081 GHz respectively) agreement is achieved with a confidence interval of 97% or greater, for both ECMWF and the Met Office. However, for the remaining temperature channels agreement to within 95% is not reached. Interestingly, for MWS channels 6 and 7, the largest contribution to the NWP uncertainty stems from the surface contribution. This motivates future work exploring whether the component uncertainty estimates need to be revised.

![Figure 12](image-url)  
**Figure 12.** As Figure 10, box plot summarizing ECMWF NWP-GRUAN differences for MWS at mid-latitudes.
Considering the five MWS humidity channels, agreement of GRUAN profiles with ECMWF fields is achieved in Figure 12 with a confidence interval in the range 85–89%, depending on the channel, i.e. somewhat below the 95.5% level of statistical consistency expected for a coverage factor $k = 2$ [36]. For Met Office fields in Figure 13 agreement is reached at the 95%–98% level. Taken at face value, these results would suggest that the overall uncertainty for the comparisons (dominated for 183 GHz channels by NWP $B$ matrix humidity uncertainty) is estimated too small in the ECMWF case and a little too large in the Met Office case. However, this should not disguise the qualitative agreement between estimated uncertainties and spread of NWP-GRUAN differences for both centers’ results.

As noted in Section 2.2.3, the MWS design requirement is for an absolute radiometric bias of less than 1 K for all channels. This is greater than the 0.2–0.4 K combined uncertainties for the two temperature sounding channels in Figure 12 and Figure 13 where there is statistical agreement at (greater than) the 95.5% level. We can conclude a radiometric bias of 1 K for an MWS-like temperature sounding channel is detectable in current NWP frameworks.

We have drawn conclusions for MWS and IASI-NG based on statistics for mid-latitude GRUAN profiles. However, for sub-tropical GRUAN sites we see less consistency (not shown) between NWP and GRUAN for both ECMWF and the Met Office, albeit with fewer collocations over the period to assess. The greater water vapor burden in tropical atmospheres raises the peak height of humidity Jacobians compared with higher latitudes, which changes the overall uncertainty estimates. It is also likely that model biases vary between different regions. For northern latitudes, the distribution of NWP-GRUAN differences is broadly similar to that at mid-latitudes. However, for MWS humidity channels, there is greater sensitivity to the surface at high latitudes. This applies especially to MWS channel 19 at 183.3±7.0 GHz where the surface contribution dominates the uncertainty for both GRUAN and NWP components.

We can attempt to quantify the overall level of agreement between NWP fields and GRUAN profiles by applying the $\chi^2$ test as in Equation (13). The test does not reach the 95.5% level for MWS or IASI-NG, for either ECMWF or Met Office comparisons. This is suggestive that the uncertainty has been under-represented in $S_{xy}$ as expressed in Equation (11). However, there are some marked latitudinal variations in the statistics, with $\chi^2$ results in the range 82%–89% at northern latitudes but only 62%–72% in the sub-tropics. This may indicate that the use of global-average NWP $B$ matrices does not capture important aspects of uncertainties in NWP fields, particularly geographic variations. It might be possible to improve on the representation of NWP uncertainty, for example sampling $B$ separately for each geographic area of interest, but this is beyond the scope of the current work.

4. Discussion

In this paper we have presented examples of satellite validation studies within the NWP framework. The advantages of evaluating instrument performance with O-B statistics is apparent for
the case of MWRI ascending/descending biases in Section 3.1.1, highlighting the ability to perform a comprehensive global validation with 12 hours of data. While there will continue to be an essential role for dedicated efforts such as field campaigns, which offer high quality though sparse validation data sets, the NWP framework is increasingly being used as a powerful tool for cal/val activities.

The summary of AMSR2, MWRI and GMI O-B statistics in Figure 9 serves to illustrate the value of NWP as a comparative reference, revealing inter-sensor brightness temperature differences of several K. For GMI the O-B bias is within ±1 K for all channels, consistent with its status as a calibration standard. Statistics are very similar for both ECMWF and the Met Office, which gives us confidence that inter-model differences are not critical for studies of this kind. However, we acknowledge that there remain gaps in our ability to perform quantitative assessments, particularly for microwave imagers which exhibit high sensitivity to the surface. We do not currently have robust estimates of the uncertainty that results from using sea surface emission models such as FASTEM. Advances have been made recently in characterizing the uncertainty in the permittivity component of this model [45] but more efforts are needed.

The GRUAN processor allows us to test the statistical significance of differences between NWP and sonde profiles when transformed into observation space. We expect 95.5% of pairwise differences to fall within the $k = 2$ bound in Equation (10) if, crucially, we have estimated GRUAN and NWP uncertainties correctly and if the NWP model is not affected by systematic biases. We can think of the comparison, therefore, as a consistency check on the specified uncertainties.

For some, though not all, of the comparisons shown in Figures 10-13, fewer than the expected number of NWP-GRUAN differences lie within expected bounds. There are a number of possible reasons for this. Firstly, we do not account for systematic NWP model biases in our formulation of the uncertainty in Equation (11) since the $B$ matrix only represents randomly distributed errors. It is therefore not surprising that the GRUAN profiles and ECMWF NWP equivalents proved to be significantly different for high-peaking temperature sounding channels, since we are confirming a known stratospheric temperature cold model bias. Our results show that GRUAN uncertainties are sufficiently constrained to allow a model bias of up to 0.5 K [46] to be detectable in our framework. In principle, the reduced $\chi^2$ test (Equation (13)) removes a dependence on the mean bias. However, the application of Equation (13) still relies on appropriately estimated random uncertainties.

Secondly, our uncertainty formulation neglects the role of spatial representativeness errors. We are comparing NWP profiles characterized by a spatial resolution of approximately 10 km with radiosonde measurements which capture atmospheric profiles at very fine scales. This inevitable scale mismatch introduces an additional uncertainty in the comparison (only vertical interpolation uncertainty is accounted for in Equation (11)). However, we expect scale mismatch to contribute to the spread of the NWP-GRUAN distribution without necessarily affecting the mean difference significantly. Attempts to estimate the magnitude of spatial representativeness errors will rely on future work.

Thirdly, we are sensitive to possible over- or under-estimates of NWP uncertainty represented by the $B$ matrix, which includes covariances for temperature and humidity profiles (as well as surface variables calculated from the variance of model surface parameters at each launch site). This may explain differences in NWP-GRUAN statistics between geographic zones, with greater surface sensitivity at high latitudes and a larger impact due to water vapor in the sub-tropics. In this work we have used global-mean $B$ matrices; it might be possible to improve on our method by using $B$ matrices representing “errors of the day” at a particular location and date.

Fourthly, our specification of the GRUAN uncertainty matrix ($R$ in Equation (11)) is sub-optimal. We lack information about how uncertainties are correlated between vertical levels, so we use a diagonal $R$ matrix with off-diagonal covariances of zero. Further, the GRUAN total uncertainty at each level comprises both systematic and random uncertainties combined in quadrature. We note, though, that for most of the cases we have considered estimates of NWP uncertainty far exceeded those attributed to GRUAN radiosondes.

For channels sensitive to water vapor, estimated combined uncertainties for the NWP-GRUAN comparison are typically 1–3 K. Agreement for most of these channels is achieved at a confidence
level of 85% or more, which suggests these uncertainties are not wholly unrealistic. As a result, we are not able to validate NWP humidity fields to any better than 1 K in terms of sensor brightness temperature. The lower confidence level in sub-tropical NWP-GRUAN comparisons needs further investigation.

Conversely, for most temperature sounding channels we find combined uncertainties for NWP-GRUAN comparisons in the range 0.1–0.4 K, achieving statistical agreement at the 99% level for two of the MWS channels in this study. As a sensitivity study, we have also tried inflating the NWP component of the total uncertainty in order to bring the expected 95.5% of match-up differences within the $k = 2$ uncertainty bound (Equation (12)). For the 706.25 cm$^{-1}$ IASI-NG temperature sounding channel a total uncertainty of 0.13–0.15 K is sufficient to achieve statistical significance. We use this value as a reasonable estimate for the total NWP-GRUAN uncertainty that is consistent with the distribution of NWP-GRUAN differences, while acknowledging that more work needs to be done to finesse estimates of uncertainty in Equation (11).

The uncertainty estimates we use are valid for assessing the statistical agreement between NWP-GRUAN profiles for a set of collocations. Estimating the uncertainty in the mean NWP-GRUAN difference for each instrument channel is more difficult. To do this, we would need to know whether NWP and GRUAN uncertainties are systematic and correlated between match-ups (limiting case in Equation (9)) or whether the uncertainties are partly random in character and can be reduced by averaging a large number of match-ups (limiting case in Equation (8)). In reality, both NWP fields and GRUAN profiles are likely to exhibit a combination of random and systematic uncertainties. Since our knowledge is incomplete, a conservative assumption is that the mean pairwise uncertainties are correlated and irreducible by averaging. This is likely to err on the pessimistic side when assigning uncertainty bounds to the mean differences.

The data assimilation and observation processing systems at NWP centers undergo regular upgrades. We expect, therefore, that the accuracy and bias characteristics of NWP fields will change over time. In our study, the NWP-GRUAN comparison provides a snapshot of model uncertainty evaluation from 2016. The GRUAN processor provides us with the means of tracking changes in the quality of NWP outputs over time.

We note the NWP and GRUAN collocated profiles, when converted to top-of-atmosphere brightness temperatures, use a common operator (RTTOV). Thus, any uncertainties in RTTOV itself (for example due to limitations in our knowledge of spectroscopy) cancel and are not included in the uncertainty for the comparison. A complete closure of the uncertainty budget for NWP-based assessments of new satellite missions using O-B statistics, however, will need to take estimated radiative transfer errors into account, in addition to the spatial representativeness uncertainties that result from scale mismatch between satellite footprints and the NWP model grid.

5. Conclusions

The European Union GAIA-CLIM project examined the calibration/validation of Earth observation data sets using non-satellite reference data. We have explored the role of NWP frameworks for assessing the data quality of recent satellite missions at two centers, ECMWF and the Met Office. As a demonstration of the utility of NWP systems for characterizing satellite measurements, we show examples in this paper of anomaly detection such as identifying geographically- and temporally-varying calibration biases and radio frequency interference. We also acknowledge limitations in the use of NWP for validation, particularly uncertainties in surface emission which remain poorly constrained. This means that while we can identify inter-satellite biases for surface-sensitive channels on microwave imagers (at frequencies typically below 89 GHz) it is difficult to assign an absolute uncertainty to differences between observed radiances and NWP model equivalents.

We have attempted to make an improved assessment of uncertainties for NWP fields by comparison with GRUAN reference radiosondes. In terms of top-of-atmosphere brightness temperature, for selected temperature sounding channel frequencies, we find NWP-GRUAN differences are in statistical agreement within an estimated combined uncertainty of 0.15 K. In
contrast, for humidity sounding channels, the combined uncertainty is generally greater than 1 K. In both cases the NWP model uncertainty is the dominant contribution. We conclude that, given the relative accuracy of NWP temperature compared with humidity fields or surface variables, the validation of new instruments is most easily pursued by examining temperature sounding channels with minimal surface sensitivity.

The prospects for the NWP validation of future sounding missions have been considered. For the IASI-NG hyperspectral infrared sounder, with a stringent design requirement for radiometric calibration accuracy of 0.25 K, validation within the NWP framework tests the limits of current capabilities. Conversely, any biases exceeding the radiometric bias requirement of 1 K for the MWS microwave sounder temperature channels should be straightforwardly detectable using NWP fields as a reference.
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