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Abstract
Auxiliary information can be exploited in machine learning models using the paradigm of evidence based conditional inference. Multi-modal techniques in Deep Neural Networks (DNNs) can be seen as perturbing the latent feature representation for incorporating evidence from the auxiliary modality. However, they require training a specialized network which can map sparse evidence to a high dimensional latent space vector. Designing such a network, as well as collecting jointly labeled data for training is a non-trivial task. In this paper, we present a novel multi-task learning (MTL) based framework to perform evidence based conditional inference in DNNs which can overcome both these shortcomings. Our framework incorporates evidence as the output of secondary task(s), while modeling the original problem as the primary task of interest. During inference, we employ a novel Bayesian formulation to change the joint latent feature representation so as to maximize the probability of the observed evidence. Since our approach models evidence as prediction from a DNN, this can often be achieved using standard pre-trained backbones for popular tasks, eliminating the need for training altogether. Even when training is required, our MTL architecture ensures the same can be done without any need for jointly labeled data. Exploiting evidence using our framework, we show an improvement of 3.9% over the state-of-the-art, for predicting semantic segmentation given the image tags and 2.8% for predicting instance segmentation given image captions.

1. Introduction
For many problems of interest, auxiliary information is often available at the inference time, e.g., presence of image tags while doing segmentation. Exploiting such information can presumably result in improved predictions. In classical machine learning, such as probabilistic graphical models [20], such auxiliary information is typically handled by providing evidence at the run time and then making predictions conditioned upon the evidence. With DNNs becoming the work horse for solving many computer vision problems, it becomes important that such available evidence be incorporated in the predictions made by these systems too. In this paper, we propose a generic framework which allows one to use arbitrary types of per sample evidence at the test time, and then make predictions conditioned upon such evidence. Figure 1 shows some results from our framework.

One of the ways to incorporate evidence at test time in DNNs is by using multi-modal input [26], where the evidence is provided as additional input in the auxiliary modality. The techniques are also commonly referred to as ‘multi-stream’ architectures [38] or ‘fusion’ [12] based approaches. The flip side of multi-modal architectures is that one needs huge amount of jointly labeled data to train the architecture. Another practical limitation is that many times the available evidence is sparse. For instance, when solving the problem of semantic segmentation with image tags as evidence, designing a multi-modal DNN which takes a 20 dimensional image level tag vector as evidence, and merges it with a $32 \times 32 \times 256$ latent feature representat-
perturbation, from the primary task, becomes a non-trivial task. Another problem is the possibility of a DNN ignoring the low-dimensional latent code from the evidence in favor of the high-dimensional feature vector from the primary task. This has been reported in the case of conditional image-to-image GANs [37], where the generator tends to ignore the low-dimensional latent code in favor of the high-dimensional image, causing mode collapse.

One of the ways to look upon multi-modal techniques is the perturbation induced in the latent feature representation. One could argue that there is an inherent latent feature representation learnt by the standard uni-modal architecture for the task. In the case of multi-modal architectures, this representation is adaptively perturbed by using the auxiliary modality. The perturbation is then made on the basis of this perturbed representation. The perturbation perspective motivates one to look at other ways of changing the latent representation in favor of evidence, which do not have the limitations of multi-modal DNNs.

The main contribution of this paper is in suggesting a Multi-Task Learning (MTL) [7] based framework to perform evidence based conditional inference in DNNs. We model our task of interest as the primary task in the MTL framework. The evidence is modelled as the output of one or more auxiliary tasks. While our training process is identical to the one used by standard MTL architectures, our testing phase is quite different. We employ a novel Bayesian formulation to change the internal feature (joint) representation such that the probability of predicting the observed auxiliary task label(s) is maximized. We formulate this in terms of minimizing a loss over the auxiliary task label(s) and employ back propagation to arrive at the modified representation. Comparison with earlier work [29] shows that our approach can be significantly more effective than multi-modal setting. Our contributions are as follows:

1. We present a novel approach to model evidence as the prediction of a DNN in an MTL framework. Our approach allows us to make use of pre-trained DNN architectures for many standard tasks, and does not require jointly annotated data for training.

2. We present a novel Bayesian formulation which maximizes the probability of evidence via latent feature perturbation. This provides a strong mathematical basis for our approach.

3. We present experiments on three different tasks demonstrating that exploiting evidence using our method can result in significantly improved predictions over the state-of-the-art, as well as multi-modal baselines.

2. Related Work

One way to handle auxiliary information is to pose the problem in a multi-modal setting where the inputs are represented using multiple modes, and one (or more) of the inputs can be treated as evidence [26]. For example, [33] has used optical flow between the consecutive frames as temporal evidence to improve the performance of action recognition in videos. [17] has improved pedestrian detection in RGB images using thermal images as evidence.

Priming Neural Networks [29] deal with a multi-modal setting while their approach allows sparse evidence, but it is restricted to CNNs only. One hot encoding of evidence is first passed through a linear layer which is then used to compute a modulated (weighted) additive combination of the features at multiple layers in the network. The weights of the linear transformation are learned while keeping the weights of the rest of the network fixed (which are learned apriori). On the task of semantic segmentation with object tags as evidence and on a slightly older version of dataset used in our experiments, they obtain a gain of less than 1% compared to our gain of 3.9% (see Section 4 for more details). We also implement a multi-modal technique more sophisticated than theirs, and demonstrate this stronger baseline also performs worse than our approach. [19] focus on the task of improving object detection using caption information. Their idea can be effectively seen as a simple pruning based strategy, which did not work well for more sophisticated tasks of semantic/instance segmentation in our experiments. [9] present an approach to incorporate human interactive feedback to improve the image segmentation results. Their focus is on involving a human in the loop which may not always be possible, as opposed to working with insert evidence information at inference time.

Posterior regularization [13] imposes a set of (soft) constraints on the output distribution, albeit, based on characteristics of the underlying data statistics. But no sample specific evidence is used. Some other recent works [27, 35, 25] has proposed learning a deep neural network in presence of constraints specified in the form of rules expressing domain knowledge. Lee et al. [21] has proposed to enforce test time constraints on a DNN output. While in most of these works, the idea is to enforce ‘prior deterministic constraints’ arising out of natural rule based processing, our framework is inspired from using any easily available and arbitrary type of auxiliary information.

Our work is also different from multi-task learning [22, 6, 28], and weakly supervised learning [27, 18] paradigms, which make use of auxiliary information only during training time. In weakly supervised learning, only partial supervision is provided in the form of auxiliary task labels during training. In contrast, we make full use of training labels, and also exploit the auxiliary information during inference.
3. Proposed Approach

In the following section, we first describe our framework at the train time which is formulated as an MTL problem. We then describe theoretical foundation of the latent vector perturbation, followed by our actual implementation based on backpropagating loss from the auxiliary task at test time.

3.1. Proposed Architecture

Our solution employs a generic MTL [30] based architecture which consists of a main (primary) task of interest, and another auxiliary task whose desired output (label) represents the evidence in the network.

Notation: We use \( P \) to denote the primary task of interest, and \( A \) to denote the auxiliary task in the network. Let \((x(i), y(i), a(i))\) denote the \( i \)th training example, where \( x(i) \) is the input feature vector, \( y(i) \) is the desired output (label) of the primary task, and \( a(i) \) denotes the desired output (label) of the auxiliary task. Correspondingly, let \( \hat{y}(i) \) and \( \hat{a}(i) \) denote the output produced by the network for the primary task and auxiliary tasks, respectively.

Model: Figure 2 shows the MTL based architecture [30] for our set-up. There is a common set of layers shared between the two tasks, followed by the task specific layers. \( z \) represents the common hidden feature representation fed to the two task specific parts of the architecture. For ease of notation, we will refer to the shared set of layers as trunk. The network has three sets of weights. First, there are weights associated with the trunk denoted by \( W_{zx} \), \( W_{y,z} \) and \( W_{a,z} \) are the sets of weights associated with the two task specific branches, primary and auxiliary, respectively. The total loss \( \mathcal{L}_T(\cdot) \) is a function of these weight parameters and is defined as:

\[
\mathcal{L}_T(\cdot) = \sum_{i=1}^{m} \mathcal{L}_P\left(\hat{y}(i), y(i)\right) + \lambda \sum_{i=1}^{m} \mathcal{L}_A\left(\hat{a}(i), a(i)\right)
\]

Here, \( \mathcal{L}_P(\cdot) \) and \( \mathcal{L}_A(\cdot) \) denote the loss for the primary and auxiliary tasks, respectively, and \( \lambda \) is the importance weight for the auxiliary task. The sum is taken over \( m \) examples in the training set. \( \mathcal{L}_P(\cdot) \) is a function of the shared set of weights \( W_{zx} \), and the task specific weights \( W_{y,z} \). Similarly, \( \mathcal{L}_A(\cdot) \) is a function of the shared weights \( W_{zx} \) and task specific weights \( W_{a,z} \).

Training: The goal of training is to find the weights which minimize the total loss over the training data. Using the standard approach of gradient descent, the gradients can be computed as follows:

\[
\nabla_{W_{y,z}} \mathcal{L}_T(\cdot) = \sum_{i=1}^{m} \nabla_{W_{y,z}} \mathcal{L}_P(\cdot), \quad (1)
\]

\[
\nabla_{W_{a,z}} \mathcal{L}_T(\cdot) = \sum_{i=1}^{m} \nabla_{W_{a,z}} \mathcal{L}_A(\cdot), \quad (2)
\]

\[
\nabla_{W_{zx}} \mathcal{L}_T(\cdot) = \sum_{i=1}^{m} \nabla_{z} \mathcal{L}_P(\cdot) \nabla_{W_{zx}} (z) + \lambda \sum_{i=1}^{m} \nabla_{z} \mathcal{L}_A(\cdot) \nabla_{W_{zx}} (z) \quad (3)
\]

Note that the weights in the task specific branches, i.e., \( W_{y,z} \) and \( W_{a,z} \), can only affect losses defined over the respective tasks (Eqs. 1 and 2 above). On the other hand, weights \( W_{zx} \) in the trunk affect the losses defined over both the primary as well as the auxiliary tasks.

3.2. A Bayesian Framework to Incorporate Evidence in DNNs

Consider the Bayesian network on the right, modeling the dependency between \( X \) (input), \( Y \) (primary output) and \( A \) (auxiliary output). Here, \( X \) and \( A \) are observed variables at the test time and are shown in gray. The Bayesian network (BN) abstracts out the dependencies in the MTL architecture given in Figure 2. During inference time, we are interested in finding the best value of \( y \) conditioned on \( x \), given the DNN weights which essentially parameterize the probability function. In the standard setting, both \( a \) and \( y \) are unknown at the test time, and therefore, we are interested in finding the \( y \) such that: \( \mathbb{P}(y|x) \) is maximized. This can be written as:

\[
\arg \max_y \mathbb{P}(y|x) = \arg \max_y \sum_z \mathbb{P}(y|z)\mathbb{P}(z|x)
\approx \arg \max_y \mathbb{P}(y|z_{\text{max}})\mathbb{P}(z_{\text{max}}|x)
\approx \arg \max_y \mathbb{P}(y|z_{\text{max}})
\]

Here, \( z_{\text{max}} \) denotes the value of \( z \) maximizing \( \mathbb{P}(z|x) \). It is important to note that we have assumed a distribution over variable \( z : \mathbb{P}(z|x) \) (e.g., Gaussian) with the DNN outputting the mode of the distribution. Therefore, \( z_{\text{max}} \) as well as \( \mathbb{P}(y|z_{\text{max}}) \) can be simply obtained by forward propagation using the DNN weights, as done in the standard inference. In our setting, we have additional evidence from the auxiliary task available to us. Therefore, the problem of finding the optimal \( y \) now changes to finding the \( y \) such that: \( P(y|x,a) \) is maximized:

\[
\arg \max_y \mathbb{P}(y|x,a) = \arg \max_y \sum_z \mathbb{P}(y|z)\mathbb{P}(z|x,a)
\approx \arg \max_y \mathbb{P}(y|z_{\text{max}}')\mathbb{P}(z_{\text{max}}'|x,a)
\approx \arg \max_y \mathbb{P}(y|z_{\text{max}}')
\]

Figure 2: Model Architecture for Multi-task learning (MTL)
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Figure 3: Loss propagation at train and prediction time
to distinguish it from the auxiliary outputs during training
time. We define a loss in terms of \( L_A(\hat{a}, e) \) and then back-
propagate its gradient through the network. We also add a
regularization term so that the new weights do not deviate
much from the originally trained weights (to avoid over-
fitting on \( e \)). Since the network weights \( W_{az} \) in the aux-
iliary branch are fixed, the change in the proposed loss can
be affected only through a change in the weights \( W_{zx} \) in
the trunk. In particular, the weights \( W_{yx} \) and \( W_{za} \) remain
unchanged during this process. The gradient of the total loss
can be re-written as:

\[
\nabla_{W_{zx}} L_{\text{Test}}(\cdot) = \nabla_z L_A(\hat{a}, e) \nabla_{W_{zx}}(z) + \beta ||W_{zx} - W_{zx}^*||
\]

Here, \( W_{zx}^* \) denote the weights learned during training and
\( \beta \) is the regularization parameter. Note that these equations
are similar to those used during training (Eq. 3), with the
differences that (1) the loss is now computed with respect
to the single test example (2) Effect of the term dependent
on primary loss has been zeroed out. (3) A regularizer term
has been added. In our experiments, we also experimented
with early stopping, after a fixed number of updates, instead
of adding the norm based regularizer.

Figure 3 explains the weight update process pictorially.
Once the new weights are obtained, they can be used in the
forward propagation to obtain the desired value \( \hat{y} \) on
the primary task. Algorithm 1 below describes the overall algo-
rithm for weight update during test time.

Algorithm 1 Weight Update Algorithm

Input: \( x \) (input), \( e \): evidence
Input: \( \eta \) (Learning rate), \( T \) (Iterations),
Input: \( W_{zx}^* \): Originally trained weights
Output: \( W_{zx} \)
1: for \( t \in \{1, \ldots, T\} \) do
2: Calculate the loss \( L_{\text{Test}}(\hat{a}, e) \) over evidence
3: Compute \( \nabla_{W_{zx}} L_{\text{Test}}(\cdot) \), using back-propagation
4: Update \( W_{zx} \) using gradient descent rule
5: end for
6: Return the newly optimized weights

3.3. Optimization using Back-Propagation

We present our approach for back-propagating the loss
over auxiliary task labels during prediction time. During
test time, we are given additional information about the out-
put of the auxiliary task. Let us denote this by \( e \) (evidence)

Here, \( z'_{\max} \) denotes the value of \( z \) maximizing \( \mathbb{P}(z|x, a) \).
Note that \( Y \) is independent of \( A \) given \( Z \) in our BN, therefore:
\( \mathbb{P}(y|z, a) = \mathbb{P}(y|z) \).

\[
P(y|z_{\max}) \text{ in Eq. (4) can be computed using forward}
propagation as before over the DNN parameters \( W_{yz} \), assum-
ing we know the value of \( z'_{\max} \). The issue lies in com-
puting the value of \( z_{\max} \) since it is now conditioned on
both \( x \) and \( a \). Therefore, we are interested in finding:
\( \arg \max_z \mathbb{P}(z|x, a) \). In other words, what is the optimum
value of \( z \) (feature representation) given the observed infor-
mation about the auxiliary task in addition to input \( x \). We
propose two approaches:

1. **Z-Direct (ZD):** In the first proposal, we compute
\( \frac{\partial L_A(\hat{a}, e)}{\partial z} \). Here \( \hat{a} \) is the output of the DNN for
the auxiliary task, whereas \( e \) is the observed evidence. We
perturb the value of \( z \) opposite to the computed gradient
direction with the learning rate \( \alpha \). After the update,
the new value of \( z \) is guaranteed to produce the \( \hat{a} \) which is
closer to the observed evidence \( e \). The process is re-
peated until we find the \( z' \) which produces the observed
evidence.

2. **Z-Weight (ZW):** The \( z \) obtained from the procedure
outlined above may be infeasible in the sense that there
is no valid mapping from \( x \) to \( z \). Therefore, in the second
proposal we instead suggest to change the weight of the
trunk, \( W_{zx} \), as per the gradient direction obtained from
\( \frac{\partial L_A(\hat{a}, e)}{\partial W_{zx}} \). Similar to the above we repeat the
update process until we arrive at the value of \( z' \) which
produced the observed evidence \( e \).

In theory the methods described above can be used as-is to
find \( \arg \max_z \mathbb{P}(z|x, a) \). However, in practice, we need a
regularizer during the update process to avoid over-fitting
\( z \) to the observed evidence. This is described in the next
section. The idea to perturb latent feature representation
above, bears similarity to the Cross-Grad [31],
where they perturb the input signal to include unrepresented
domains in the training data. Whereas in their case, pertur-
bation is only done during training time, we take this idea
further to perturbation of our feature representation \( z \) at pre-
diction time to suitably match the observed evidence.

It may be noted that, though our formulation has been
described in terms of a single auxiliary task, it is straightfor-
ward to extend it to a setting with more than one auxiliary
task (and associated evidence at the inference). We show
experiment with multiple auxiliary tasks in Section 4.4.

The proposal where the latent feature representation \( z \)
is changed directly, instead of weights \( W_{zx} \) can be imple-
mented in the same way.
decoder to the baseline show-attend-and-tell approach, whereas

Figure 4 describes our proposed MTL architecture with instance segmentation given both image level tags, as well as image captions. To demonstrate the capability of our framework beyond the segmentation task, we have also experimented with the task of image captioning given the image level tags. For each of the experimental settings, we have used popular state-of-the-art backbones for the respective tasks, and show the benefits of exploiting evidence over the same state-of-the-art as the baseline. Designing a multi-modal DNN incorporating sparse evidence is a non-trivial task, and we are not aware of any reported results for these configurations. Therefore, for comparison, we have designed our own multi-modal DNNs for these tasks. In the following sections, we describe the results for each of the settings.

4.1. Image Captioning given Image Level Tags

We first describe our experiments with image caption prediction as the primary task and image tags as the auxiliary task. We use the experiments to also do ablative study of different latent feature update proposals, viz, direct update or by updating weights $W_{ZD}$. See the previous section for the details on the two. We have conducted experiments on the MS COCO dataset. The base architecture was “Show, Attend and Tell” (SAT) [36], one of the prominent image captioning model. To use image level tags, we branch off after the encoder module and design a multi-class classifier. The resultant feature map is passed through an average pooling layer, a fully connected layer, and then finally a sigmoid activation function to get probability for each of the 80 classes. Figure 4 describes our proposed MTL architecture for the task.

Using BLEU-4 as the metric, comparison results are shown in the table on the right below. Here, ‘S’ refers to the baseline show-attend-and-tell approach, whereas the S-MT refers to the same trained in the MTL architecture with image classification as the auxiliary task. Both ‘ZD’, and ‘ZW’ refer to our approaches, in which the latent vector is perturbed directly (ZD), or indirectly by changing the weights $W_{ZW}$ (ZW). It is clear that, though both the proposed update mechanisms show improvement over state of the art, ZW performs slightly better than ZD. A similar behavior is observed in other experiments as well. We report all the following results using ZW update.

4.2. Semantic Segmentation

The task of semantic segmentation involves assigning a label to each pixel in the image from a fixed set of object categories. Semantic segmentation is an important part of scene understanding and is critical first step in many computer vision tasks. In many semantic segmentation applications, image level tags are often easily available and encapsulate important information about the context, scale and saliency. We explore the use of such tags as auxiliary information at test time for improving the prediction accuracy. As clarified in earlier sections as well, though using auxiliary information in the form of natural language sentences [16, 24] have been suggested, these earlier works have used this information only during the training time. This is unlike us where we are interested in exploiting this information both during training as well as test.

**Evaluation Dataset:** For evaluation, we use PASCAL VOC 2012 segmentation benchmark [11]. It consists of 20 foreground object classes and one background class. We further augmented the training data with additional segmentation annotations provided by Hariharan et al. [14]. The dataset contains 10582 training and 1449 validation images. We use mean intersection over union (mIOU) as our evaluation metric which is a standard for segmentation tasks.

**Our Implementation:** Our implementation builds on the publicly available official implementation of DeepLabv3+ [8] available at [3]. For ease of notation, we will refer the DeepLabv3+ model as DeepLab. To use our framework, we have extended the DeepLab architecture to simultaneously solve the classification task in an MTL setting. Fig-

Figure 5: Our architecture for semantic segmentation using image level tags as test time evidence.
Figure 6: Comparison of visual results on semantic segmentation using image level tags as the test time auxiliary information.

Table 1: Comparison of results for semantic segmentation. Two columns shows results of various approaches with and without using multi scale (MS) strategy. Please see the paper text for details on the configurations.

| Method          | mIoU No-MS | mIoU MS |
|-----------------|------------|---------|
| DL              | 82.45      | 83.58   |
| DL-MT           | 82.59      | 83.55   |
| DL-Prn          | 84.47      | 85.29   |
| MM              | 83.66      | 85.12   |
| Ours-L2         | 85.97      | 86.88   |
| Ours-ES         | 86.01      | 86.84   |

Table 2 presents the results for each of the object categories. For all the object categories except two, we perform better than the baselines. The gain is as high as 10 points (or more) for some of the classes.

Figure 6: Comparison of visual results on semantic segmentation using image level tags as the test time auxiliary information.

Figure 6: Comparison of visual results on semantic segmentation using image level tags as the test time auxiliary information.

Quantitative Results: Table 2 presents the results for each of the object categories. For all the object categories except two, we perform better than the baselines. The gain is as high as 10 points (or more) for some of the classes.

Impact of Noise: Table 3 examines the performance of various approaches in the presence of noisy evidence. For each image we randomly introduce k (for varying values of k) additional (noisy) tags which were not part of the original set. Our approach is fairly robust to such noise, and its performance degrades slowly with increasing amount of noise. Even when we have 3 additional noisy tags added, we still do better than the baseline DeepLab models (Table 1).

Visual Results: Figure 6 show the visual comparison of results for a set of hand picked examples. We note that our model is not only able to enhance the segmentation quality of already discovered objects, it is also able to discover new objects which are completely missed by the baseline. The suffix ‘Prn’ to refers to such alternative. We have also designed our own multi-modal network, referred to as MM, taking inspiration from [29]. We take image features of size $a \times b \times c$ at an intermediate layer as shown in Figure 5 and then broadcast the one-hot encoding of image labels which is of size 20 to every position in height and width. The resulting features are then passed through a $1 \times 1$ convolution to bring the final dimension back to $a \times b \times c$. The rest of the network is the same as DeepLabv3+. [29] has reported less than 1% of improvement on an older version this dataset compared to our 3.9% on the same task.

We experiment with two variations of our approach based on the choice of regularizer during prediction: ES uses early stopping and L2 uses an L2-norm based penalty. Original DeepLab paper [8] also experiments with inputting images at multiple scales i.e., \{0.5,0.75,1.0,1.25,1.5\} as well as using left-right flipped input images, and then taking a mean of the predictions. We refer to this as multi-scaling (MS) based approach. We compare each of our models with multi-scaling being on and off in our experiments.

Compared Models: Table 1 compares the performance of our approach with various approaches. The model ‘DL’ uses vanilla DeepLab based architecture, whereas ‘DL-MT’ is trained using the MTL framework but do not use the evidence at the test time. One of our naive alternative is to simply prune or zero the probability of the label at each pixel which is not present in the tag set. The suffix ‘Prn’ to refers to such alternative. We have also designed our own multi-modal network, referred to as MM, taking inspiration from [29]. We take image features of size $a \times b \times c$ at an intermediate layer as shown in Figure 5 and then broadcast the one-hot encoding of image labels which is of size 20 to every position in height and width. The resulting features are then passed through a $1 \times 1$ convolution to bring the final dimension back to $a \times b \times c$. The rest of the network is the same as DeepLabv3+. [29] has reported less than 1% of improvement on an older version this dataset compared to our 3.9% on the same task.
Deeplab with multi-scaling, and 1.4 seconds for our model with early stopping of 2 back-propagation. Our model with multi-scaling takes 3.85 seconds on a GTX 1080 Ti GPU.

**Sensitivity Analysis:** We have also done sensitivity analysis with respect to the number of early stopping iterations and the parameter controlling the weight of the L2 regularizer during prediction. There is a large range of values where we get significant improvements. The results are given in the supplementary material.

### 4.3. Instance Segmentation

Next, we present our experimental evaluation on a multi-modal task of object instance segmentation given textual description of the image. In an instance segmentation problem the goal is to detect and localize individual objects in the image along with segmentation mask around the objects. In our framework, we model instance segmentation as the primary task and image captioning as the auxiliary. Arguably, instance segmentation is more challenging than semantic segmentation, and incorporating caption information also seems significantly harder due to its frequent noisy and incomplete nature. We speculate this to be the reason behind lack of any prior noticeable work using textual description for improving instance segmentation.

**Our Implementation:** Our MTL based architecture is shown in Figure 7. We take Mask R-CNN [15], a state-of-the-art instance segmentation approach, and combine it with the LSTM decoder from the captioning generator “Show, Attend and Tell” (SAT) [36] within our framework. We use implementation of Mask R-CNN from [1] (with ResNeXt-152 [34] backbone), and SAT from [2]. We initialize Mask R-CNN with pre-trained weights from [5], and fine-tune with caption decoder (secondary task) using our MTL architecture. We have set early stopping iterations at 2, with $\alpha = 100$, and have used Adam optimizer with a learning rate of $5 \times 10^{-6}$ at test time.
Table 5: Comparison of baseline (MR-MT) and proposed (Ours-ES) approach at 0.5 IoU and 0.9 confidence threshold. P: Precision, R: Recall, F1: F-measure

| Type   | MR-MT | Ours-ES |
|--------|-------|---------|
|        | P     | R       | F1    | P     | R       | F1    |
| All    | 86.1  | 51.7    | 64.6  | 83.6  | 54.6    | 66.1  |
| Small  | 80.6  | 29.8    | 43.5  | 77.9  | 31.9    | 45.3  |
| Medium | 86.6  | 61.3    | 71.8  | 83.9  | 64.5    | 72.9  |
| Large  | 89.8  | 76.5    | 82.6  | 87.6  | 80.6    | 84.0  |

Table 6: Comparison of results for instance segmentation with multiple types of auxiliary information. MRCNN represent baseline pretrained network Mask R-CNN. Ours-Cap and Ours-Cap-Tag represent Mask-RCNN with captions only and Mask R-CNN with captions and Tags respectively.

|          | MRCNN | Ours-Cap | Ours-Cap-Tag |
|----------|-------|----------|--------------|
| AP       | 39.8  | 40.5     | 40.9         |

Figure 8: Comparative results for instance segmentation given image description. Text at the top top of each column, shows the given image caption. Our approach is able to discover new objects (and their segmentation) which were missed earlier.

4.4. Using Multiple Evidence Simultaneously

It is straightforward to use multiple types of auxiliary information simultaneously in our framework. We demonstrate the capability in the instance segmentation setup, where, in addition to using captions as the auxiliary information in the previous subsection, we now add image tags also as the second source of auxiliary information. Our proposed architecture for this task is a combination of the ones described in previous two subsections for semantic and instance segmentation. For exact details of the architecture please see the supplementary material. The model was trained in a MTL setting with one primary and two auxiliary tasks. The evidence over the two auxiliary tasks was propagated simultaneously during test time. Table 6 shows the comparison using AP (Average Precision) as the metric.

4.5. Failure analysis

Overuse of back-propagation at test time may lead to over-fitting on the given auxiliary information in the proposed framework. Figure 9 shows a failure example for our approach. As the number of back-propagation iterations are increased from 2 to 5, we observe over-fitting, leading to the prediction of multiple surf-boards.

5. Conclusion

We have presented a novel principled approach to perform evidence based conditional inference in DNNs. Our key idea is to model the evidence as auxiliary information in an MTL architecture and then modify the latent feature vector at prediction time such that the output of auxiliary task(s) matches the evidence. The approach is generic and can be used to improve the accuracy of existing DNN architectures for variety of tasks, using easily available auxiliary information at the test time. Experiments on three different vision applications demonstrate the efficacy of our proposed model over state-of-the-art.
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A. Semantic Segmentation

A.1. Visual Results

Figure 1 presents some examples of the output of our framework for the problem of semantic segmentation with image level tags as auxiliary information. Here, we have taken some examples already presented in the text earlier (Figure 6 in the main paper) with additional comparisons, as well as presented results over some additional examples. Baseline methods as well as other competing approaches, including pruning based and multi-modal techniques are also compared.

| Image Tags     | Input Image | Ground Truth | DL-MT | DL-Prn | MM     | Ours-L2 | Ours-ES |
|---------------|-------------|--------------|-------|--------|--------|---------|---------|
| Person        |             |              |       |        |        |         |         |
| Dining-table  |             |              |       |        |        |         |         |
| Person        |             |              |       |        |        |         |         |
| Sheep         |             |              |       |        |        |         |         |
| Dog           |             |              |       |        |        |         |         |
| Horse         |             |              |       |        |        |         |         |
| Person        |             |              |       |        |        |         |         |
| Sofa          |             |              |       |        |        |         |         |

Figure 1: Comparison of visual results on semantic segmentation problem using image level tags as the test time auxiliary information. 1st and 2nd column are input and ground truth respectively. 3rd column shows baseline model trained with MTL. 4th column shows results of a naive strategy to improve the results of 3rd column by pruning predicted labels which were not present in tags. 5th column shows results with our designed multi-modal network (MM). The last 2 columns show results of proposed approach in various configurations (see paper for details). The first row shows improvement in segmentation of ‘dining table’. Second row shows correction of ‘dog’ label. Third row shows correction of the ‘horse’ label and improvement in its segmentation. Fourth row shows significant improvements in segmentation of both ‘person’ and ‘sofa’.

A.2. Sensitivity Analysis

Figure 2 presents the sensitivity analysis with respect to the number of early stopping iterations (left) and the parameter controlling the weight of the L2 regularizer during prediction (right) in case of semantic segmentation using image level tags as auxiliary information. There is a large range of values where we get significant improvements over the baselines as well as other competing methods. These results were obtained with MS (multi-scaling) feature on.

B. Instance Segmentation

B.1. Comparison with Pruning Based and Multi-Modal Approaches

For the task of instance segmentation with captions as auxiliary information, we would like to make some additional remarks about our results presented in Table 4 of the main paper, and comparison with Pruning based and Multi-modal
approaches.

**Pruning Based:** It is significantly harder to get pruning based methods to work in this case, since captions can often be noisy and do not always capture the precise information about which objects might (not) be present in the image. Hence, simply pruning based on objects which are not mentioned in the caption is likely not to give good results. There is also an issue of matching the reference to an object in the image, since object labels are coming from a fixed set, whereas caption text is freely generated. We tried a combination of various approaches, including (1) we generated a mapping of category labels to the words present in various captions, and then pruned based on this mapping (b) we tried expanding the set of words by including a list of commonly co-occurring words, and then pruning based on this expanded set. But none of these was able to improve the performance of the baseline, rather results became worse (and hence, are not reported in the text).

**Multi-modal:** Designing a multi-modal (MM) architecture for the task of instance segmentation with captions (or even tags) is a significantly hard task, since instance segmentation pipeline has 3 parts to it (feature extraction, detection, segmentation), and it is not entirely clear where/how the caption based features should be merged with the instance segmentation pipeline. To the best of our knowledge, there is no existing neural architecture dealing with these two modes as input. Most natural was to merge the caption features in the beginning of the instance segmentation pipeline, while computing the first level of feature representation. The details of our multi-modal architecture are described in Section 4.3 (Comparison). We trained the multi-modal architecture for more than a week on a GPU, but the resulting (best) model could only achieve the accuracy which is at par with the MRCNN baseline. For comparison, each of our approaches’ result (Ours-ES & Ours-L2) was obtained by performing a training which lasted at most 4 days. In all cases (MM or Ours), we started with the pre-trained weights which came with the original MRCNN pipeline, since training the weights from scratch would be an overkill (it takes more than 3 weeks to train the MRCNN network). The multi-modal numbers are not reported in the table since they are in fact, almost identical to the MRCNN baseline.

In summary, we would like to stress that even designing a good enough competitor for our approach is a fairly difficult task in the above setting. There is no prior work which has done this in the neural setting taking multiple modes as input, and our own sincere attempts to do so did not yield any performance gains. Hence, improvement in results using our perturbation based method via back-propagation achieves additional significance, and novelty in this setting.

**B.2. Additional Visual Results**

Figure 3 presents some additional visual results for the problem of instance segmentation while using image captions as auxiliary information. We show a comparison between proposed (Ours-ES) and baseline (MR-MT) approaches. Our algorithm can detect newer objects (Figure 3 (A,B)), sometimes those not even mentioned in the caption (Figure 3 (B)), as well as detect additional objects of the same category (Figure 3 (C)).

**B.3. Inconsistencies in the Ground Truth Annotations**

We notice that in the case of instance segmentation, though our results are much better qualitatively, the same is not fully reflected in the quantitative comparison. A careful analysis of the results reveals that there are often inconsistencies in the ground truth annotations itself. For example, in many cases ground annotation misses objects which either very small,
occluded or partly present in the image. In some cases, the ground truth segmentation has inconsistencies.

In many of these scenarios, our framework is able to predict the correct output, but since the ground truth annotation is erroneous, we are incorrectly penalized for detecting true objects or for detecting the correct segmentation, resulting in apparent loss in our accuracy numbers. In the figures below, we highlight some examples to support our claim. Systematically fixing the ground truth is a direction for future work.

![Figure 3: Comparison of visual results for the baseline (MR-MT) and the proposed approach (Ours-ES) for the task of instance segmentation while using image captions as auxiliary information. Our approach is able to discover new objects (and their segmentation) which were missed earlier.](image)

![Figure 4: Input caption: “a person standing over a toilet using the restroom”. Ours-ES is able to detect the person standing in the toilet. This is in contrast to MR-MT which can only detect the toilet. Ground truth incorrectly misses the person.](image)

![Figure 5: Input caption: “a living room with a couch, coffee table, tv on a stand and a chair with ottoman”. Ours-ES is able to detect clock as compared to MR-MT. This is not annotated in the ground truth.](image)

![Figure 6: Input caption: “the large glass plant vase is installed into the wall”. Ours-ES is able to detect potted plant as compared to MR-MT. This is not annotated in the ground truth.](image)
Figure 7: Input caption: “the little girl is busy eating her pizza at the table”.
Ours-ES is able to detect dining table as compared to MR-MT. The dining table is labeled in the ground truth with incomplete segmentation.

Figure 8: Input caption: “three teddy bears sit in a sled in fake snow”.
Ours-ES is able to detect 4 teddy bears as compared to MR-MT which detects 3 teddy bears. All 3 teddy bears in the front portion of image are marked as a single teddy bears in the ground truth.

Figure 9: Input caption: “a shopping cart full of food that includes bananas and milk”.
Ours-ES is able to detect bottle of milk as compared to MR-MT. This is not annotated in the ground truth.

Figure 10: Input caption: “a yellow and red apple and some bananas”.
Ours-ES is able to separate the bananas as compared to MR-MT. These are marked as a single banana in the ground truth.
C. Architecture For Using Multiple Evidence Simultaneously

We have conducted experiments using multiple types of auxiliary information simultaneously in our instance segmentation setup. In addition to using captions as auxiliary information, we added image tags as the second source of auxiliary information. Figure 15 describes our proposed MTL architecture in detail.
Figure 15: Our framework, for instance segmentation with multiple types of auxiliary information simultaneously.