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Abstract

Analytic Nahm data is re-examined for SU(2) calorons, or periodic instantons, of instanton charge 2. The Nahm equations are solved analytically in terms of Jacobi elliptic functions and the possible matching conditions are classified. The dimensions of framed moduli space for charge 2 caloron is enumerated and the maximal parameter, which is 16 for charge 2, case is identified. The monopole and instanton limits are also considered. It is found that the Nahm data which does not correspond to the standard monopoles plays significant role for calorons.
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1 Introduction

Calorons are finite-action ASD (anti-self-dual) solutions of Yang-Mills gauge theories on partially compactified space $\mathbb{R}^3 \times S^1$. We can interpret them as not only periodic instantons around the $S^1$ direction, but also the composite objects of constituent “monopoles”. The latter interpretation is due to the fact that calorons can be seen as the monopoles of loop group gauge theories \cite{1,2}. Accordingly, they have the charges of both instanton and monopole.

On analytic solutions of calorons, there has been found solutions with trivial holonomy in late 1970’s \cite{3} by ansatz. A special class of periodic instantons are also found in \cite{3}. In 1980’s, Nahm formulated a systematic device to construct calorons, as well as monopoles, by applying the ADHM construction of instantons \cite{5}, i.e., the Nahm construction \cite{6}. In this formulation, caloron gauge connections can be obtained by solving one-dimensional Weyl equations on finite intervals with “impurities” at the boundaries. The dual gauge connection in Weyl operators, along with the impurities, are called Nahm data, which gives the moduli space of calorons. The dual transformation between the Nahm data and the caloron gauge connections is called the Nahm transform, which plays crucial role in the Nahm construction. The bijection between the Nahm data and the SU($N$) calorons has been considered earlier in \cite{7}, and proved in \cite{8}.

For a long time, calorons have been attracted much attention from various field of mathematical physics. In gauge theories, particularly important topic on calorons is that they are considered to be explaining the confinement phase in finite temperature QCD. Although calorons are thought to be ineffective for such non-perturbative effects in early days \cite{9}, the discovery of the calorons with non-trivial holonomy \cite{10,11}, at the end of the last century, changes situation drastically. They are currently believed to play a fundamental role for the confinement. In this context, the characteristic properties of calorons, e.g., action densities, quantum corrections \cite{12,13,14} and so on, are vigorously studied for SU($N$) gauge group.

Another interest on calorons comes from the string-theoretical point of view, where a dual transformation of D-branes leads to the Nahm construction of calorons, i.e., the D-brane interpretation \cite{15,16,17}. Recent development of this field provides further interest on the instanton moduli space on ALF (asymptotically locally flat) hyper-Kähler four-manifolds \cite{18,19}, such as multi-centered Taub-NUT spaces. Since the trivial, or flat, ALF space is $\mathbb{R}^3 \times S^1$, exhaustive analysis of caloron moduli space will give further insight
into the instanton moduli space on non-flat ALF spaces.

On the analysis of the caloron moduli space, it has been shown that the Nahm data of SU($N$) calorons are an open subset of that of SU($N$) instantons [20], and that the dimensions of the framed moduli space to SU(2) calorons are $8k$ [21], where $k$ is an instanton charge. Although the formal structure of the caloron moduli space is examined in this way, the explicit descriptions of the Nahm data, particularly for higher charge cases, are studied in quite restricted cases due to analytical difficulty.

In this paper, we investigate the explicit parameterizations to the Nahm data for SU(2) calorons of instanton charge $k = 2$ in detail, though the “general” Nahm data have been appeared already in [20, 22, 23]. We make a re-construction of the Nahm data in their appropriate form to overview the caloron moduli space $\mathcal{M}_2$, and find that they include the Nahm data of 16 parameters, which is maximal, i.e., $\dim \mathcal{M}_2$.

We also consider the interrelation between calorons and monopoles or instantons, respectively. It is naively believed that the large instanton scale limit of calorons gives BPS monopoles in $\mathbb{R}^3$, while the large period limit gives instantons in $\mathbb{R}^4$. In this context, it has been shown that there actually exist those limiting cases in the $k = 2$ calorons with special symmetry [24]. However, it is known that even for the calorons of $k = 2$ with trivial holonomy do not have a monopole limit [25]. Thus, a natural question arises that which conditions on calorons admit the monopole limit. In this paper, we also give the examples of $k = 2$ calorons which have monopole or instanton limit.

This paper is organized as follows. In section 2, we make an overview of the Nahm transform for calorons. In section 3, we give the exact Nahm data of SU(2) two-calorons in their appropriate form to count the moduli space dimensions. In section 4, we give the moduli space dimensions for the two-calorons obtained in section 3, which include the maximal parameter cases. In section 5, we consider the large scale and the large period limit of the calorons obtained so far. Section 6 is devoted to concluding remarks.

2 Nahm transform for calorons

2.1 Nahm data of calorons

One of the characteristic charge of calorons is the instanton charge $k$. As mentioned in introduction, calorons can be interpreted as a composite ob-
ject of “constituent monopoles”. In SU(N) gauge theory, the constituent monopoles are composed of N-set of multi-monopoles. In this paper, we restrict ourselves to consider calorons of SU(2) gauge group without net magnetic charge. Of this type of calorons, the two-set of multi-monopoles have an equal and opposite magnetic charges. We occasionally denote the charge $k$-calorons without net magnetic charge as charge $(k,k)$-calorons.

Another significant quantity for calorons is the masses of constituent monopoles, $(\nu_1, \nu_2) = (2\mu, \mu_0 - 2\mu)$, where $\mu$ and $\mu_0$ are defined shortly. Note that the order of the constituent monopoles is not crucial, because there is a large gauge transformation which exchange this order, the rotation map. The asymptotic form of the gauge potential for calorons is characterized by these caloron charges and the net magnetic charge $k_M$, as

$$A_0 = i\text{diag}(\mu, -\mu) - \frac{i}{2r}\text{diag}(k_M, -k_M) + O\left(r^{-2}\right). \quad (2.1)$$

We consider only the $k_M = 0$ case as mentioned above.

The caloron Nahm data consists of two parts. One of them is the bulk Nahm data, and the other is the boundary data. The bulk Nahm data is four hermitian $k \times k$ matrices $T_\alpha(s)$ ($\alpha = 0, 1, 2, 3$), which are analytic and periodic in $s$ with periodicity $\mu_0$, and defined on the fundamental interval $I = (-\mu, \mu_0 - \mu)$. The fundamental interval is composed of two parts, $I = I_1 \oplus I_2 = (-\mu, \mu) \oplus (\mu, \mu_0 - \mu)$. We denote the four matrices $T_\alpha(s) = T_\alpha^{(1)}(s)$ on $I_1$ and $T_\alpha(s) = T_\alpha^{(2)}(s)$ on $I_2$, respectively. Note that the definition of the fundamental interval and its decomposition are equivalent to $I = (-\mu_0/2, \mu_0/2)$, and $I_1 = (-\mu, \mu)$ and $I_2 = (-\mu_0/2, -\mu) \oplus (\mu, \mu_0/2)$, by the periodicity.

For the gauge field to be anti-self-dual, the matrices must enjoy the Nahm equations on each interval,

$$\frac{d}{ds}T_{\alpha}^{(m)} - i \left[T_0^{(m)}, T_{\alpha}^{(m)}\right] - \frac{i}{2} \epsilon_{abc} \left[T_b^{(m)}, T_c^{(m)}\right] = 0, \quad (2.2)$$

where $m = 1$ or 2, and the roman subscripts are 1, 2 or 3. They also have to satisfy the reality conditions

$$T_\alpha^{(m)}(-s) = t T_\alpha^{(m)}(s), \quad (2.3)$$

where the periodicity is taken into account.
The boundary Nahm data are a \( k \)-row vector \( W \) with quaternion element, and quaternion projection matrices

\[
P_{\pm} = \frac{1}{2} (1 \pm i \omega \cdot e),
\]

where \( \omega \cdot e \) is a pure imaginary unit quaternion, namely, \( |\omega| = 1 \). Here the definition of the quaternion element \( e_\alpha \) is

\[
(e_0, e_1, e_2, e_3) := (1, -i \sigma_1, -i \sigma_2, -i \sigma_3).
\]

They give the matching conditions for the bulk Nahm data at \( s = \pm \mu \), such as

\[
T_j^{(2)}(\mu) - T_j^{(1)}(\mu) = \frac{1}{2} \text{Tr}_2 \left( \sigma_j W^\dagger P_+ W \right)
\]

\[
T_j^{(1)}(-\mu) - T_j^{(2)}(\mu_0 - \mu) = \frac{1}{2} \text{Tr}_2 \left( \sigma_j W^\dagger P_- W \right),
\]

for the \((k,k)\)-calorons, where \( j = 1, 2 \) or 3. In the right-hand-side of (2.6), the trace is for quaternions so that they give a \( k \times k \) matrix.

For later purpose, we show the exact form of the right-hand-side of (2.6) for \( k = 2 \), which can be expressed in terms of the standard \( u(2) \) basis. Let us take \( W = (p, q) \) with two quaternions \( p \) and \( q \), whose components are

\[
p = p_0 + p \cdot e \quad \text{and} \quad q = q_0 + q \cdot e.
\]

Then we find

\[
\frac{1}{2} \text{Tr}_2 \left( \sigma_j W^\dagger P_\pm W \right)
\]

\[
= \pm S_j \sigma_1 + A_j \sigma_2 \pm \frac{1}{2} (M_1 - M_2)_j \sigma_3 \pm \frac{1}{2} (M_1 + M_2)_j 1_2,
\]

where the coefficients of \( u(2) \) basis are

\[
S_j = \frac{1}{2} \left( p_0 q_0 \omega_j + p_0 (\omega \times q)_j + q_0 (\omega \times p)_j \right.
\]

\[
+ (\omega \cdot p) q_j - (p \cdot q) \omega_j + (\omega \cdot q) p_j \left.) \right) \right)
\]

\[
A_j = \frac{1}{2} \left( p_0 q_j - q_0 p_j - (p \times q)_j \right)
\]

\[
M_{1,j} = \frac{1}{2} \left( p_0^2 - p^2 \right) \omega_j + p_0 (\omega \times p)_j + (\omega \cdot p) p_j
\]

\[
M_{2,j} = \frac{1}{2} \left( q_0^2 - q^2 \right) \omega_j + q_0 (\omega \times q)_j + (\omega \cdot q) q_j.
\]
\subsection{2.2 Nahm transform}

As is well known, a caloron gauge field is obtained from the Nahm data through the Nahm transform. The procedure of the Nahm transform for the SU(2) calorons is as follows. Firstly, we solve the “Weyl equation” for the \(k\)-column “spinor” \(U^{(m)}(s;x^\alpha)\) with quaternion entries defined on each interval \(I_1\) and \(I_2\),

\[
\left\{ \frac{d}{ds} - i \left( T_0^{(m)}(s) + T_j^{(m)}(s)e_j + x \right) \right\} U^{(m)}(s;x^\alpha) = 0, \quad (2.9)
\]

where \(x = x_0 + x \cdot e\). Next, we find out a quaternion \(V(x^\alpha)\) enjoying the matching conditions

\[
U^{(2)}(\mu;x^\alpha) - U^{(1)}(\mu;x^\alpha) = iW^\dagger P_+ V(x^\alpha) \quad (2.10a)
\]

\[
U^{(1)}(-\mu;x^\alpha) - U^{(2)}(\mu_0 - \mu;x^\alpha) = iW^\dagger P_- V(x^\alpha). \quad (2.10b)
\]

In addition, \(U(s;x^\alpha)\) and \(V(x^\alpha)\) should be normalized as

\[
\int_{I_1} U^{(1)\dagger} U^{(1)} ds + \int_{I_2} U^{(2)\dagger} U^{(2)} ds + V^\dagger V = 1_2. \quad (2.11)
\]

By using these “parts”, the gauge potential is given by

\[
A_\alpha = \int_{I_1} U^{(1)\dagger} \partial_\alpha U^{(1)} ds + \int_{I_2} U^{(2)\dagger} \partial_\alpha U^{(2)} ds + V^\dagger \partial_\alpha V. \quad (2.12)
\]

\subsection{2.3 Gauge transformation to Nahm data}

There exist continuous transformations for the Nahm data which preserve the gauge potential \((2.12)\). One of them is generated by a \(U(2)\) valued smooth function \(g(s)\) defined on \(I\), enjoying reality condition \(g^\dagger(s) = g(-s)\). The \(g(s)\) action on the Nahm data is

\[
T_j^{(m)}(s) \mapsto g(s)T_j^{(m)}(s)g^{-1}(s) \quad (2.13a)
\]

\[
T_0^{(m)}(s) \mapsto g(s)T_0^{(m)}(s)g^{-1}(s) + ig(s)\frac{d}{ds}g^{-1}(s) \quad (2.13b)
\]

\[
W \mapsto P_+ W g^{-1}(\mu) + P_- W g^{-1}(-\mu). \quad (2.13c)
\]

Simultaneously, the Weyl spinor transforms as

\[
U^{(m)}(s) \mapsto g(s)U^{(m)}(s) \quad (2.14)
\]
with $V$ unchanged.

There is another transformation generated by a unit quaternion $h$ which preserves (2.12). It acts on the Nahm data as

$$W \mapsto hW \quad (2.15a)$$

$$\omega \cdot e \mapsto h \omega \cdot e h^\dagger, \quad (2.15b)$$

and

$$V \mapsto hV. \quad (2.16)$$

We call these two types of transformation as the gauge transformation for the Nahm data.

## 3 Exact Nahm data of two-calorons

In this section, we will find the analytic Nahm data of $k = 2$ caloron in its appropriate form for later consideration.

### 3.1 Bulk solutions

First, we have to solve the bulk equations (2.2) in both intervals $I_1$ and $I_2$, independently. We take the following form for the $2 \times 2$ matrices $T_{a}^{(m)}(s)$ by using the standard $u(2)$ basis,

$$T_{a}^{(m)}(s) = f_{a}^{(m)}(s)\sigma_{1} + g_{a}^{(m)}(s)\sigma_{3} + d_{a}^{(m)}(s)1_{2} \quad (3.1a)$$

$$T_{b}^{(m)}(s) = f_{2}^{(m)}(s)\sigma_{2} + d_{2}^{(m)}(s)1_{2} \quad (3.1b)$$

$$T_{c}^{(m)}(s) = g_{3}^{(m)}(s)\sigma_{1} + f_{3}^{(m)}(s)\sigma_{3} + d_{3}^{(m)}(s)1_{2}, \quad (3.1c)$$

where $(a, b, c)$ is a cyclic permutation of $(1, 2, 3)$, $f_{j}^{(m)}(s)$, $g_{j}^{(m)}(s)$ and $d_{j}^{(m)}(s)$ are functions on each interval. In addition, we assume $T_{0}^{(m)} = d_{0}^{(m)}1_{2}$, where $d_{0}^{(m)}$ is a constant to be a moduli parameter. From (3.1), the Nahm equations (2.2) are

$$\dot{f}_{1}^{(m)} = -2f_{2}^{(m)}f_{3}^{(m)}, \quad \dot{g}_{1}^{(m)} = 2f_{2}^{(m)}g_{3}^{(m)} \quad (3.2a)$$

$$\dot{f}_{2}^{(m)} = -2\left(f_{1}^{(m)}f_{3}^{(m)} - g_{1}^{(m)}g_{3}^{(m)}\right) \quad (3.2b)$$

$$\dot{g}_{3}^{(m)} = 2f_{2}^{(m)}g_{1}^{(m)}, \quad \dot{f}_{3}^{(m)} = -2f_{2}^{(m)}f_{1}^{(m)}, \quad (3.2c)$$
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and \( d_j^{(m)} = 0 \) \((j = 1, 2, 3)\), which lead to constant \( d_j^{(m)}\)'s. Note that we do not specify the ordering of the indices \((a, b, c)\) in the left-hand-side of (3.1) at this stage, because any cyclic permutations of \((1, 2, 3)\) gives the same system of differential equations (3.2). Clearly, this ordering ambiguity does not affect the monopole Nahm data. However, the relative difference of the ordering between each interval gives physical significance for caloron Nahm data, as we will see later.

The system (3.2) can be solved by elliptic functions. Since (3.2) is invariant under the exchange of \( g_1^{(m)} \) and \( g_3^{(m)} \) (and also \( f_1^{(m)} \) and \( f_3^{(m)} \)), we find that there are two distinct type of solutions, which can not be transformed each other by a “gauge transformation”. The first type of the solution is in the following form

\[
\begin{align*}
    f_1^{(m)}(s) &= a^{(m)}(s) \cos \phi_m \\
    g_1^{(m)}(s) &= -a^{(m)}(s) \sin \phi_m, \quad (3.3a) \\
    g_3^{(m)}(s) &= \pm b^{(m)}(s) \sin \phi_m \\
    f_3^{(m)}(s) &= \pm b^{(m)}(s) \cos \phi_m, \quad (3.3b) \\
    f_2^{(m)}(s) &= \mp D_m k'_m \frac{\text{sn}2D_m(s - s_m)}{\text{cn}2D_m(s - s_m)}, \quad (3.3c)
\end{align*}
\]

where the functions \( a^{(m)}(s) \) and \( b^{(m)}(s) \) are

\[
(a^{(m)}(s), b^{(m)}(s)) = \left( D_m \frac{k'_m}{\text{cn}2D_m(s - s_m)}, D_m \frac{\text{dn}2D_m(s - s_m)}{\text{cn}2D_m(s - s_m)} \right) \quad \text{or} \quad \left( D_m \frac{\text{dn}2D_m(s - s_m)}{\text{cn}2D_m(s - s_m)}, D_m \frac{k'_m}{\text{cn}2D_m(s - s_m)} \right). \quad (3.4)
\]

Here \( \text{sn}, \text{cn} \) and \( \text{dn} \) are Jacobi elliptic functions of modulus \( k_m \) (and \( k'_m := \sqrt{1 - k^2_m} \)) and \( D_m, \phi_m, \) and \( s_m \) are constants. The “origin”, or the location of symmetric axis, \( s_m \), is chosen to enjoy the reality conditions [2,3], namely \( s_1 = 0 \) and \( s_2 = \mu_0/2 \), respectively. For this solution, if \( D_m \) is set to the complete elliptic integral \( K(k_m) \), with \( s \in (-1, 1) \) and \( s_m = 0 \), then we find that the solution satisfies the SU(2) monopole boundary conditions [26]. In fact, each function has simple poles at the boundaries \( s = 1 \) and \(-1\), and their residues give an irreducible representation of \( su(2) \). Also, they give rise to the ordinary monopole spectral curve. Thus we find (3.3) corresponds to the Nahm data of two-monopole in this choice of parameters. For this reason, we refer to the solution (3.3) as “monopole type”, abbreviated as “M”.
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The other type of solution is

\[
\begin{align*}
  f_1^{(m)}(s) &= a^{(m)}(s) \cos \phi_m & g_1^{(m)}(s) &= -b^{(m)}(s) \sin \phi_m, \\
  g_3^{(m)}(s) &= \pm a^{(m)}(s) \sin \phi_m & f_3^{(m)}(s) &= \pm b^{(m)}(s) \cos \phi_m, \\
  f_2^{(m)}(s) &= \mp D_m k_m' \frac{\sin 2D_m(s - s_m)}{\cn 2D_m(s - s_m)},
\end{align*}
\]

(3.5a) (3.5b) (3.5c)

where the definitions of \((a^{(m)}(s), b^{(m)}(s))\) are (3.4). For this type, we easily find that they do not give a standard monopole Nahm data, but a spatially rotated case, in the situation discussed above. Accordingly, they do not give a monopole spectral curve simply. Thus, we refer to this solution as “non-standard monopole” type, abbreviated as “non-M”. Although this type of solutions are irrelevant for the monopole Nahm data, we will find that they are considerable for the caloron Nahm data.

The bulk Nahm data are given by a combination of the solutions in each interval \(I_1\) and \(I_2\): there are three types of combinations to the bulk data, (non-M, non-M), (non-M, M) and (M, M), where the order in the combination of the solutions is not crucial due to the rotation map.

### 3.2 Classification of matching conditions

As we mentioned in the previous section, the boundary Nahm data, which gives the matching conditions of the bulk data, are the two-component row vector \(W\) with quaternion entry and the projection matrices \(P_\pm\). In this subsection, we give their exact form and find that there are two distinct types of matching conditions, “parallel” and “orthogonal”, for the \(k = 2\) calorons.

Firstly, we fix the first component of the row vector \(W\) being real by using the gauge transformation, \(i.e.,\)

\[
W = (\lambda, \rho \hat{q}),
\]

(3.6)

where \(\lambda, \rho \in \mathbb{R}\) and \(\hat{q} := \hat{q}_\mu e_\mu\) is a unit quaternion. Here we take the parameterization of \(\hat{q}\) by using \(S^3\) coordinate as

\[
t'\hat{q} := \begin{bmatrix}
\hat{q}_1 \\
\hat{q}_2 \\
\hat{q}_3
\end{bmatrix} = \begin{bmatrix}
\sin \psi \sin \theta \sin \varphi \\
\sin \psi \sin \theta \cos \varphi \\
\sin \psi \cos \theta
\end{bmatrix}
\]

(3.7) (3.8)
where $0 \leq \psi, \theta \leq \pi$ and $0 \leq \varphi \leq 2\pi$. In this parameterization, the vectors in (2.8) reduce to

\begin{align*}
S_j &= \frac{1}{2} \lambda \rho \left( \omega_j + (\omega \times \hat{q})_j \right) \quad (3.9a) \\
A_j &= \frac{1}{2} \lambda \rho \hat{q}_j \quad (3.9b) \\
M_{1,j} &= \frac{1}{2} \lambda^2 \omega_j \quad (3.9c) \\
M_{2,j} &= \frac{1}{2} \rho^2 \cos 2\psi \omega_j + \rho^2 \cos \psi (\omega \times \hat{q})_j + \rho^2 \omega_j \cdot \hat{q} \hat{q}_j \quad (3.9d)
\end{align*}

Next, we take the parameterization of $\omega$ in the projection matrices $P_{\pm}$, according to the following two types of matching conditions.

### 3.2.1 Parallel type matching

The first matching type is “parallel type”, in which the bulk Nahm data $T^{(1)}_j$ and $T^{(2)}_j$ have the same “$\sigma_2$-direction”: the $\sigma_2$ directions (3.1b) of both $T^{(1)}_j$ and $T^{(2)}_j$ agree, or are parallel. In this case, we can describe the matching conditions (2.6a) in terms of the following $3 \times 3$ matrix,

\[
\begin{bmatrix}
  f_1^{(2)}(\mu) & 0 & g_1^{(2)}(\mu) \\
  0 & f_2^{(2)}(\mu) & 0 \\
  g_3^{(2)}(\mu) & 0 & f_3^{(2)}(\mu)
\end{bmatrix} - \begin{bmatrix}
  f_1^{(1)}(\mu) & 0 & g_1^{(1)}(\mu) \\
  0 & f_2^{(1)}(\mu) & 0 \\
  g_3^{(1)}(\mu) & 0 & f_3^{(1)}(\mu)
\end{bmatrix} = \begin{bmatrix}
  S_1 & A_1 & U_1 \\
  S_2 & A_2 & U_2 \\
  S_3 & A_3 & U_3
\end{bmatrix},
\]

where the column index is specified by the direction indexed by $j$, and the row index is specified by the direction of $su(2)$ basis. Here we have defined

\[
U_j := \frac{1}{2} (M_{1,j} - M_{2,j}), \quad (j = 1, 2, 3).
\]

Note that the matching conditions at $s = -\mu$, (2.6b), are automatically satisfied due to the reality condition $T_j(-s) = {}^tT_j(s)$. From (3.10), we find that the components $A_1, A_3, S_2$ and $U_2$ have to be zero. Thus, we can separate (3.10) into two parts: one of them is

\[
f_2^{(2)}(\mu) - f_2^{(1)}(\mu) = A_2,
\]
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and the other part is given by $2 \times 2$ matrix,

$$
\begin{bmatrix}
  f_1^{(2)}(\mu) & g_1^{(2)}(\mu) \\
  g_3^{(2)}(\mu) & f_3^{(2)}(\mu)
\end{bmatrix}
- \begin{bmatrix}
  f_1^{(1)}(\mu) & g_1^{(1)}(\mu) \\
  g_3^{(1)}(\mu) & f_3^{(1)}(\mu)
\end{bmatrix} = \begin{bmatrix}
  S_1 & U_1 \\
  S_3 & U_3
\end{bmatrix}.
$$

(3.13)

From (3.8) and (3.9b), the conditions $A_1 = A_3 = 0$ lead to

$$\dot{q} = (0, \sin \psi, 0),$$

(3.14)

which is equivalent to $\theta = \frac{\pi}{2}$ and $\varphi = 0$ or $\pi$. Thus, we take the parameterization,

$$\omega = (\sin \xi \sin \eta, \cos \xi, \sin \xi \cos \eta),$$

(3.15)

which leads to

$$\omega \times \dot{q} = \sin \psi \left( -\sin \xi \cos \eta, 0, \sin \xi \sin \eta \right).$$

(3.16)

Next, we can easily find that the conditions $S_2 = U_2 = 0$ are given by two distinct ways. Firstly, from (3.9a), (3.9c), (3.9d) and (3.11), we find it is sufficient to choose

$$\xi = \frac{\pi}{2}.$$

(3.17)

In this case, the coefficients of the unit matrix part in the bulk data $d_j^{(m)}$ are subject to the constraints

$$^t \Delta d := \begin{bmatrix}
  d_1^{(2)} - d_1^{(1)} \\
  d_2^{(2)} - d_2^{(1)} \\
  d_3^{(2)} - d_3^{(1)}
\end{bmatrix}
= \begin{bmatrix}
  \frac{1}{4} \{(\lambda^2 + \rho^2 \cos 2\psi) \sin \eta - \rho^2 \sin 2\psi \cos \eta \} \\
  0 \\
  \frac{1}{4} \{(\lambda^2 + \rho^2 \cos 2\psi) \cos \eta + \rho^2 \sin 2\psi \sin \eta \}
\end{bmatrix}.$$

(3.18)

Thus, from the analogy of monopole Nahm data, we find that the spatial separation of the "centers" of each two-monopoles lies on $(1,3)$-plane, and that the "2-axes" of each two-monopoles are located in parallel and coplanar in some plane perpendicular to $(1,3)$-plane. We refer this type of matching condition as "parallel and coplanar", abbreviated as $P_{\text{cop}}$. The non-zero
components of the right-hand-side of (3.10) are

\[ A_2 = \pm \frac{1}{2} \lambda \rho \sin \psi \]  
\[ S_1 = \frac{1}{2} \lambda \rho \sin (\eta - \psi) \]  
\[ S_3 = \frac{1}{2} \lambda \rho \cos (\eta - \psi) \]  
\[ U_1 = \frac{1}{4} (\lambda^2 \sin \eta - \rho^2 \sin (\eta - 2\psi)) \]  
\[ U_3 = \frac{1}{4} (\lambda^2 \cos \eta - \rho^2 \cos (\eta - 2\psi)) \]  

(3.19a)  
(3.19b)  
(3.19c)  
(3.19d)  
(3.19e)

where the sign of \( A_2 \) is chosen appropriately according to the choice of the bulk solutions. Note that a part of this matching conditions corresponds to the “crossed” configuration considered in [23].

The other choice to realize the constraints \( S_2 = U_2 = 0 \) is

\[ \lambda = \rho, \text{ and } \psi = \frac{\pi}{2}. \]  

(3.20)

In this case, the constraints on \( d_j^{(m)} \) are

\[ \Delta d := \left( d_1^{(2)} - d_1^{(1)}, d_2^{(2)} - d_2^{(1)}, d_3^{(2)} - d_3^{(1)} \right) = \left( 0, \frac{1}{2} \lambda^2 \cos \xi, 0 \right). \]  

(3.21)

We find that the centers of the two-monopoles are both on the “2-axis”, which means that the main axes of both monopoles are collinear. Thus, we refer this type of matching condition as “parallel and collinear”, abbreviated as \( P_{\text{col}} \). The non-zero components of the right-hand-side of (3.10) are

\[ A_2 = \pm \frac{1}{2} \lambda^2 \]  
\[ S_1 = -\frac{1}{2} \lambda^2 \sin \xi \cos \eta \]  
\[ S_3 = \frac{1}{2} \lambda^2 \sin \xi \sin \eta \]  
\[ U_1 = \frac{1}{2} \lambda^2 \sin \xi \sin \eta \]  
\[ U_3 = \frac{1}{2} \lambda^2 \sin \xi \cos \eta. \]  

(3.22a)  
(3.22b)  
(3.22c)  
(3.22d)  
(3.22e)

A part of this matching condition is studied in [24], and corresponds to the “rectangular” configuration considered in [23].

3.2.2 Orthogonal type matching

The other matching type is “orthogonal type”, in which the \( \sigma_2 \)-directions of \( T_j^{(1)} \) and \( T_j^{(2)} \) are orthogonal. Without loss of generality, we can take the
The \( \sigma_2 \)-direction of \( T_j^{(1)} \) is \( j = 2 \) and that of \( T_j^{(2)} \) is \( j = 1 \), respectively. In this case, the matching conditions \((2.6a)\) are given by the following \( 3 \times 3 \) matrix,

\[
\begin{bmatrix}
0 & f_2^{(2)}(\mu) & 0 \\
g_3^{(2)}(\mu) & 0 & f_3^{(2)}(\mu) \\
f_1^{(2)}(\mu) & g_1^{(2)}(\mu) & 0
\end{bmatrix}
- \begin{bmatrix}
f_1^{(1)}(\mu) & 0 & g_1^{(1)}(\mu) \\
0 & f_2^{(1)}(\mu) & 0 \\
g_3^{(1)}(\mu) & 0 & f_3^{(1)}(\mu)
\end{bmatrix}
= \begin{bmatrix}
S_1 & A_1 & U_1 \\
S_2 & A_2 & U_2 \\
S_3 & A_3 & U_3
\end{bmatrix}, \tag{3.23}
\]

where \( U_j \) is defined by \((3.11)\) as in the previous case. For this type of matching conditions, the permanently zero component of the right-hand-side is only \( A_3 \), which leads to \( \theta = \pi/2 \) from \((3.8)\). Hence, we find

\[
\hat{q} = (\sin \psi \sin \varphi, \sin \psi \cos \varphi, 0). \tag{3.24}
\]

The components in the right-hand-side of matching conditions \((3.23)\) are summarized to

\[
A_1 = \frac{1}{2} \lambda \rho \sin \psi \sin \varphi \tag{3.25a}
\]

\[
A_2 = \frac{1}{2} \lambda \rho \sin \psi \cos \varphi \tag{3.25b}
\]

\[
S := (S_1, S_2, S_3) = \frac{1}{2} \lambda \rho \left( \cos \psi \omega - \sin \psi \omega \times \hat{q} \right) \tag{3.25c}
\]

\[
U := (U_1, U_2, U_3) = \frac{1}{4} \left( \lambda^2 - \rho^2 \cos 2\psi \right) \omega + \frac{1}{4} \rho^2 \sin 2\psi \omega \times \hat{q} - \frac{1}{2} \rho^2 \sin^2 \psi \left( \omega \cdot \hat{q} \right) \hat{q}, \tag{3.25d}
\]

where, we have fixed the parameterization of \( \omega \) as

\[
\omega = (\sin \xi \cos \eta, \sin \xi \sin \eta, \cos \xi). \tag{3.26}
\]

for later convenience. In this type of matching conditions, the separation of the center of two-monopoles is

\[
\Delta d := \left( d_1^{(2)} - d_1^{(1)}, d_2^{(2)} - d_2^{(1)}, d_3^{(2)} - d_3^{(1)} \right)
= \frac{1}{4} \left( \lambda^2 + \rho^2 \cos 2\psi \right) \omega - \frac{1}{4} \rho^2 \sin 2\psi \omega \times \hat{q} + \frac{1}{2} \rho^2 \sin^2 \psi \left( \omega \cdot \hat{q} \right) \hat{q}. \tag{3.27}
\]

In contrast to the type-P matching, any component of \( \Delta d \) is generally non-zero.
To conclude this section, we have made a classification of SU(2) calorons of instanton charge \( k = 2 \) by the two criterion: the first is the type of bulk Nahm data and the second is the type of boundary data, the matching conditions. The bulk Nahm data are classified into three distinct cases, (non-M, non-M), (non-M, M) and (M, M). Of the boundary data, the possible matching types are the pararell type (type-P) and the orthogonal type (type-O), and the former is further classified into the pararell and coplanar type (type-P_{cop}) and the pararell and collinear type (type-P_{col}). In the next section, we consider the moduli space dimensions of \( k = 2 \) calorons by investigating all of the combination of the bulk and boundary data discussed above.

4 Moduli space dimensions

In this section, we implement definite counting of the moduli space dimensions to the caloron Nahm data obtained so far. As mentioned in introduction, it is proved that the framed moduli space dimensions of SU(2) calorons of charge \( k \) are \( 8k \) \[21\]. We will find that the (non-M, non-M) bulk solutions with the type-P_{cop} matching condition give the case of maximal dimensions for \( k = 2 \), i.e., the 16-dimensional framed moduli space.

4.1 The (non-M, non-M) bulk data

First of all, we consider the bulk solutions of the type-(non-M, non-M) associated to respective matching conditions. We firstly investigate the type-P matching conditions \[3.12\] and \[3.13\], and enumerate the moduli space dimensions for both type-P_{cop} and type-P_{col} matching conditions, followed by the consideration on the type-O matching conditions.

4.1.1 Type-P_{cop} matching conditions

From the non-M type solutions \[3.5\], the matrix part \[3.13\] can be written as

\[
\begin{bmatrix}
  a^{(2)}(\mu) \cos \phi_2 & -b^{(2)}(\mu) \sin \phi_2 \\
  a^{(2)}(\mu) \sin \phi_2 & b^{(2)}(\mu) \cos \phi_2 
\end{bmatrix} - \begin{bmatrix}
  a^{(1)}(\mu) \cos \phi_1 & -b^{(1)}(\mu) \sin \phi_1 \\
  a^{(1)}(\mu) \sin \phi_1 & b^{(1)}(\mu) \cos \phi_1 
\end{bmatrix} = \begin{bmatrix}
  S_1 & U_1 \\
  S_3 & U_3 
\end{bmatrix},
\]

\[4.1\]
where $a^{(m)}$ and $b^{(m)}$ are defined earlier in (3.4). We can find that (4.1) is regarded as vector relations in $\mathbb{R}^2$, by defining

$$a^{(m)} := a^{(m)}(\mu) \begin{pmatrix} \cos \phi_m \\ \sin \phi_m \end{pmatrix},$$  
$$b^{(m)} := b^{(m)}(\mu) \begin{pmatrix} -\sin \phi_m \\ \cos \phi_m \end{pmatrix}$$

and, from (3.19b) – (3.19e),

$$\begin{pmatrix} S_1 \\ S_3 \end{pmatrix} = \frac{\lambda \rho}{2} \begin{pmatrix} \sin(\eta - \psi) \\ \cos(\eta - \psi) \end{pmatrix} =: k_{\text{cop}},$$  
$$\begin{pmatrix} U_1 \\ U_3 \end{pmatrix} =: l_{\text{cop}} - m_{\text{cop}},$$

where

$$l_{\text{cop}} = \frac{\lambda^2}{4} \begin{pmatrix} \sin \eta \\ \cos \eta \end{pmatrix}, \quad m_{\text{cop}} = \frac{\rho^2}{4} \begin{pmatrix} \sin(\eta - 2\psi) \\ \cos(\eta - 2\psi) \end{pmatrix}.$$  

Thus, we recast (4.1) to,

$$a^{(2)} - a^{(1)} = k_{\text{cop}},$$  
$$b^{(2)} - b^{(1)} = l_{\text{cop}} - m_{\text{cop}}.$$  

Note that each vector is given in the polar representation in $\mathbb{R}^2$ and that $k_{\text{cop}}$ bisects the angle between $l_{\text{cop}}$ and $m_{\text{cop}}$. In addition to these relations, there is another constraint (3.12), which has a form

$$- D_2 k' \frac{\text{sn}2D_2(\mu - \frac{\mu_0}{2})}{\text{cn}2D_2(\mu - \frac{\mu_0}{2})} + D_1 k' \frac{\text{sn}2D_1\mu}{\text{cn}2D_1\mu} = \frac{1}{2} \lambda \rho \sin \psi,$$  

by (3.5c). Here we have selected the bulk solutions on both intervals with the minus sign case of (3.5c). Although it is possible to consider the other combination of the sign in (3.5c), the following analysis can be achieved similarly. Hence, we fix the matching condition as (4.8). By graphical analysis, we find the relations (4.6) and (4.7) have solutions with continuous parameters. When $\phi_2 - \phi_1 = 0$, both $a^{(2)}$ and $a^{(1)}$, and $b^{(2)}$ and $b^{(1)}$ have the same directions so that the vector relations are shown as in Figure 1. When $\phi_2 - \phi_1 \neq 0$, those are shown as in Figure 2.
Figure 1: The case $\phi_2 - \phi_1 = 0$.

Figure 2: The case $\phi_2 - \phi_1 \neq 0$. 
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The moduli space dimensions, i.e., the number of continuous parameters minus the number of constraints, for the type-\( P_{\text{cop}} \) matching can be obtained by explicit counting of them. In this case, the parameters in the solution are the following 16:

\[
\lambda, \rho, \psi, \eta, k_1, k_2, D_1, D_2, \phi_1, \phi_2, d_0^{(1)}, d_0^{(2)}, d_1^{(1)}, d_1^{(2)}, d_3^{(1)}, \mu,
\]

and the constraints on these parameters are (4.6), (4.7) and (4.8). The first two constraints are the constraints on vectors in \( \mathbb{R}^2 \), so these are respectively two constraints in general. However, all of the vectors are given by polar representation, in which the origins of the angle \( \phi_m \)'s and \( \eta \) can be freely chosen, thus we can always let one component in each constraint 0 = 0. Hence, the constraints (4.6) and (4.7) are the only relations for the norm of both sides, respectively. In fact, the second components of (4.6) and (4.7) are obtained from the first components of them by the shift of the angle \( \phi_m \rightarrow \phi_m - \frac{\pi}{2} \) and \( \eta \rightarrow \eta + \frac{\pi}{2} \), and vice versa. Therefore, we conclude that the number of constraints are 3 for this case: the number of free parameter is 16 - 3 = 13. In addition to this, there should be a degree of freedom of global gauge rotation, which has 3 independent parameters for framed moduli space as in the case of instantons in \( \mathbb{R}^4 \). Therefore, the moduli space dimensions for \( P_{\text{cop}} \) is 13 + 3 = 16, which is the maximal number to \( k = 2 \) calorons.

### 4.1.2 Type-\( P_{\text{col}} \) matching conditions

Next, we consider the type-\( P_{\text{col}} \) matching conditions, whose boundary data are given by (3.22). In this case, the matrix part of the matching conditions (3.13) can be recast to

\[
\begin{align*}
\mathbf{a}^{(2)} - \mathbf{a}^{(1)} &= \mathbf{k}_{\text{col}}, \\
\mathbf{b}^{(2)} - \mathbf{b}^{(1)} &= \mathbf{l}_{\text{col}},
\end{align*}
\]

where the vectors in the right-hand-side are, from (3.22b) - (3.22c),

\[
\begin{align*}
\mathbf{k}_{\text{col}} &= \frac{\lambda^2 \sin \xi}{2} \begin{pmatrix} -\cos \eta \\ \sin \eta \end{pmatrix}, \\
\mathbf{l}_{\text{col}} &= \frac{\lambda^2 \sin \xi}{2} \begin{pmatrix} \sin \eta \\ \cos \eta \end{pmatrix}.
\end{align*}
\]

In addition, from (3.5c) and (3.22a), we find

\[
-D_2 k'_2 \frac{\text{sn}^2 D_2 (\mu - \frac{\mu_0}{2})}{\text{cn}^2 D_2 (\mu - \frac{\mu_0}{2})} + D_1 k'_1 \frac{\text{sn}^2 D_1 \mu}{\text{cn}^2 D_1 \mu} = \frac{1}{2} \lambda^2.
\]
We now show that $\sin \xi = 0$ is necessary for the type-$P_{col}$ matching conditions, i.e., $\xi$ is not a moduli parameter. If we assume that $\sin \xi \neq 0$, then it is found from (4.12) and (4.13) that $|k| = |l|$ and $l$ is orthogonal to $k$ by clockwise $\pi/2$ rotation. However, as can be seen in Figure 3, this is not allowed configuration due to the unfavorable orientation.

Hence, it is acceptable only $\sin \xi = 0$ for the type-$P_{col}$ matching. In this case, the matching conditions (4.10) and (4.11) reduce to $a_1 = a_2$ and $b_1 = b_2$. They are fulfilled by $\phi_1 = \phi_2 = \phi$ and,

$$
\frac{D_1 k_1'}{\text{cn}^2 D_1 \mu} = \frac{D_2 k_2'}{\text{cn}^2 D_2 \mu - \frac{i \mu_0}{2}},
$$

or

$$
\frac{D_1 \text{cn} D_1 \mu}{\text{dn}^2 D_1 \mu} = \frac{D_2 \text{cn} D_2 \mu - \frac{i \mu_0}{2}}{\text{dn} D_2 (\mu - \frac{i \mu_0}{2})},
$$

where

$$
\frac{D_1 \text{cn}^2 D_1 \mu}{\text{dn}^2 D_1 \mu} = \frac{D_2 \text{cn}^2 D_2 (\mu - \frac{i \mu_0}{2})}{\text{dn} D_2 \mu - \frac{i \mu_0}{2}}.
$$

Figure 3: The $\sin \xi \neq 0$ case.
Having eliminated redundant parameters, we find that the moduli parameters for this configuration are

\[ \lambda, D_1, D_2, k_1, k_2, \phi, d_0^{(1)}, d_0^{(2)}, d_1^{(1)}, d_2^{(1)}, d_3^{(1)}, \mu, \]  

with constraints (4.15) or (4.16), and (4.14). Thus, the framed moduli space dimensions of the type-P\textsubscript{col} matching is \(12 - 3 + 3 = 12\). Note that the special case \(k_1 = k_2 = 0\) of the type-P\textsubscript{col} matching conditions is investigated in detail in [24].

### 4.1.3 Type-O matching conditions

The third type of matching conditions is the orthogonal type (3.23). For this case, we find the matching conditions can be regarded as vector relations in \(\mathbb{R}^3\), along with two independent relations on \(f_2^{(m)}\)'s, in contrast to the type-P matching. That is, if we define

\[
\begin{align*}
\mathbf{a}^{(2)} &= a^{(2)}(\mu) \begin{pmatrix} 0 \\ \sin \phi_2 \\ \cos \phi_2 \end{pmatrix}, & \mathbf{a}^{(1)} &= a^{(1)}(\mu) \begin{pmatrix} \cos \phi_1 \\ 0 \\ \sin \phi_1 \end{pmatrix}, \\
\mathbf{b}^{(2)} &= b^{(2)}(\mu) \begin{pmatrix} 0 \\ \cos \phi_2 \\ -\sin \phi_2 \end{pmatrix}, & \mathbf{b}^{(1)} &= b^{(1)}(\mu) \begin{pmatrix} -\sin \phi_1 \\ 0 \\ \cos \phi_1 \end{pmatrix},
\end{align*}
\]

then the first and the third columns of (3.23) are equivalent to

\[
\begin{align*}
\mathbf{a}^{(2)} - \mathbf{a}^{(1)} &= t \mathbf{S} \\
\mathbf{b}^{(2)} - \mathbf{b}^{(1)} &= t \mathbf{U},
\end{align*}
\]

where the three-vectors \(\mathbf{S}\) and \(\mathbf{U}\) are defined by (3.25c) and (3.25d), respectively. In (4.20) and (4.21), all the three components are independent each other, because they are not in the special form as in the type-P matching conditions. The rest of the matching conditions are,

\[
\begin{align*}
\pm D_2 k_2' \frac{\text{sn}2D_2(\mu - \frac{\mu_0}{2})}{\text{cn}2D_2(\mu - \frac{\mu_0}{2})} &= \frac{1}{2} \lambda \rho \sin \psi \sin \varphi \\
\pm D_1 k_1' \frac{\text{sn}2D_1\mu}{\text{cn}2D_1\mu} &= \frac{1}{2} \lambda \rho \sin \psi \cos \varphi.
\end{align*}
\]

Hence, we have 8 independent constraints.
We can observe that there actually exist solutions to this type of matching conditions. For example, if we take \( \phi_1 = \phi_2 = 0, \psi = \eta, \varphi = \eta = \pi/4 \), then the matching conditions for \( a^{(m)} \) and \( b^{(m)} \) turn out to be

\[
a^{(2)}(\mu) = \frac{\rho^2}{\sqrt{2}} \sin \psi \cos^2 \psi \quad (4.24a)
\]
\[
b^{(2)}(\mu) = \frac{\rho^2}{\sqrt{2}} \cos \psi \quad (4.24b)
\]
\[
a^{(1)}(\mu) = -\frac{\rho^2}{2} \cos \psi \quad (4.24c)
\]
\[
b^{(1)}(\mu) = -\rho^2 \sin \psi \cos \psi, \quad (4.24d)
\]
together with \( \lambda = \sqrt{2} \rho \). It can be found that there exists a parameter region for \( D_m, k_m (i = 1, 2) \) and \( \mu \) which enjoys (4.24) provided that \( \pi/2 < \psi < \pi \).

In general, for the type-O matching conditions, the parameters in the solutions are the following 18,

\[
\lambda, \rho, \psi, \varphi, \xi, \eta, k_1, k_2, D_1, D_2, \phi_1, \phi_2, d_0^{(1)}, d_0^{(2)}, d_1^{(1)}, d_2^{(1)}, d_3^{(1)}, \mu, \quad (4.25)
\]
subject to the 8 constraints (4.22), (4.23), (4.20) and (4.21). Therefore, the dimension of the framed moduli space for the type-O matching conditions are \( 18 - 8 + 3 = 13 \), where the +3 comes from a global gauge transformation.

### 4.2 The (non-M, M) and (M, M) bulk data

In this subsection, we consider the cases that at least one of the bulk solution is the monopole type, namely, the (non-M, M) and (M, M) bulk solutions. Note that, for the (M, M) bulk data, we can always perform a “diagonalization” on one of the interval \( I_1 \), say, by using a gauge transformation (2.13a). That is, we can fix the \( su(2) \) part of the bulk data on the interval \( I_1 \) to be

\[
T_1^{(1)}(s) = a^{(1)}(s) \sigma_1, \quad (4.26a)
\]
\[
T_2^{(1)}(s) = \mp D_1 k'_1 \frac{\text{sn}^2 D_1 s}{\text{cn}^2 D_1 s} \sigma_2, \quad (4.26b)
\]
\[
T_3^{(1)}(s) = \pm b^{(1)}(s) \sigma_3, \quad (4.26c)
\]
for the (M, M) solutions.
4.2.1 Type-$P_{\text{cop}}$ matching conditions

The type-P matching conditions of the matrix part (3.13) for the (non-M, M) bulk data are, by using (3.5), (3.3),
\[
\begin{bmatrix}
    a^{(2)}(\mu) \cos \phi_2 & -a^{(2)}(\mu) \sin \phi_2 \\
    b^{(2)}(\mu) \sin \phi_2 & b^{(2)}(\mu) \cos \phi_2
\end{bmatrix}
- \begin{bmatrix}
    a^{(1)}(\mu) \cos \phi_1 & -b^{(1)}(\mu) \sin \phi_1 \\
    a^{(1)}(\mu) \sin \phi_1 & b^{(1)}(\mu) \cos \phi_1
\end{bmatrix}
= \begin{bmatrix}
    S_1 & U_1 \\
    S_3 & U_3
\end{bmatrix},
\]
(4.27)

while for the (M, M) bulk data are
\[
\begin{bmatrix}
    a^{(2)}(\mu) \cos \phi_2 & -a^{(2)}(\mu) \sin \phi_2 \\
    b^{(2)}(\mu) \sin \phi_2 & b^{(2)}(\mu) \cos \phi_2
\end{bmatrix}
- \begin{bmatrix}
    a^{(1)}(\mu) & 0 \\
    0 & b^{(1)}(\mu)
\end{bmatrix}
= \begin{bmatrix}
    S_1 & U_1 \\
    S_3 & U_3
\end{bmatrix},
\]
(4.28)

where $\phi_2$ is re-defined after the gauge transformation which diagonalize the bulk data on $I_1$. From this consideration, we find that the (M, M) data are obtained by restricting $\phi_1 = 0$ in the (non-M, M) solutions. Hence, it is sufficient to consider the (non-M, M) solutions.

As in the previous subsection, we firstly consider the type-$P_{\text{cop}}$ matching conditions. By using the 2-vectors (3.4), (4.3) and (4.5), we can recast (4.27) to,
\[
\tilde{a}^{(2)} - a^{(1)} = k_{\text{cop}},
\]
(4.29)
\[
\tilde{b}^{(2)} - b^{(1)} = l_{\text{cop}} - m_{\text{cop}},
\]
(4.30)

where
\[
\tilde{a}^{(2)} = \left( a^{(2)}(\mu) \cos \phi_2 \right), \quad \tilde{b}^{(2)} = \left( -a^{(2)}(\mu) \sin \phi_2 \right).
\]
(4.31)

Here, the “vectors” $\tilde{a}^{(2)}$ and $\tilde{b}^{(2)}$ are not in polar representations of vectors in $\mathbb{R}^2$, in contrast to the (non-M, non-M) solutions. As a consequence, there are 2 independent constraints in both (4.29) and (4.30). We find that the total number of constraints in the type-$P_{\text{cop}}$ matching is $2+2+1=5$, where 1 comes from (4.8), and that the parameters in the solution are the same as (4.9), except for $\phi_1$ for the (M, M) solution. Hence, the moduli space dimensions to this case are $16-5+3=14$ for the (non-M, M) solution and 13 for (M, M) solution.
4.2.2 Type-P<sub>col</sub> matching conditions

Next, we consider the type-P<sub>col</sub> matching conditions, which are obtained by replacing (3.19) with (3.22), as for the (non-M, non-M) bulk data. The matching conditions are (4.14) along with

\[ \tilde{a}(2) - a^{(1)} = k_{\text{col}}, \]  
\[ \tilde{b}(2) - b^{(1)} = l_{\text{col}}, \]

where the right-hand-sides are given by (4.12) and (4.13). In this case, the graphical situation is similar to Figure 3 so that it is necessary \( \sin \xi = 0 \) as in the (non-M, non-M) case. Hence, we find (4.32) and (4.33) are equivalent to

\[ a^{(2)}(\mu) \cos \phi_2 - a^{(1)}(\mu) \cos \phi_1 = 0, \]  
\[ b^{(2)}(\mu) \sin \phi_2 - b^{(1)}(\mu) \sin \phi_1 = 0, \]  
\[ -a^{(2)}(\mu) \sin \phi_2 + b^{(1)}(\mu) \sin \phi_1 = 0, \]  
\[ b^{(2)}(\mu) \cos \phi_2 - b^{(1)}(\mu) \cos \phi_1 = 0, \]

for the (non-M, M) case. These four constraints are independent each other as the type-P<sub>cop</sub> matching conditions, so that there are totally \( 4 + 1 = 5 \) constraints. The parameters in the solution to this matching conditions are the following 13,

\[ \lambda, k_1, k_2, D_1, D_2, \phi_1, \phi_2, a_0^{(1)}, a_0^{(2)}, d_0^{(1)}, d_0^{(2)}, d_1^{(1)}, d_2^{(1)}, d_3^{(1)}, \mu. \]  

Accordingly, we find the dimensions for framed moduli space are \( 13 - 5 + 3 = 11 \).

As mentioned before, we can fix \( \phi_1 = 0 \) for the (M, M) case, which induces \( \phi_2 = 0 \) from (4.34). Thus, the moduli parameters are the following 11,

\[ \lambda, k_1, k_2, D_1, D_2, d_0^{(1)}, d_0^{(2)}, d_1^{(1)}, d_2^{(1)}, d_3^{(1)}, \mu. \]

The moduli space dimensions are \( 11 - 5 + 3 = 9 \) for the (M, M) case, consequently.

4.2.3 Type-O matching conditions

Finally, we consider the matching conditions of the type-O. As in subsection 4.1.3, we can recast the matching conditions into the relations in \( \mathbb{R}^3 \). From
the bulk data (3.3) and (3.5), and the matching conditions (3.23), we find

\[
\begin{pmatrix}
-a^{(1)}(\mu) \cos \phi_1 \\
b^{(2)}(\mu) \sin \phi_2 \\
a^{(2)}(\mu) \cos \phi_2 - a^{(1)}(\mu) \sin \phi_1
\end{pmatrix}
= t S, \quad (4.37a)
\]

\[
\begin{pmatrix}
b^{(1)}(\mu) \sin \phi_1 \\
b^{(2)}(\mu) \cos \phi_2 \\
-a^{(2)}(\mu) \sin \phi_2 - b^{(1)}(\mu) \cos \phi_1
\end{pmatrix}
= t U, \quad (4.37b)
\]

for the (non-M, M) solution, where \( S \) and \( U \) are defined by (3.25c) and (3.25d), respectively. The matching conditions for the (M, M) solution are obtained by restricting \( \phi_1 = 0 \), as in the previous subsection.

The number of independent constraints for these cases is 8, where 6 comes from (4.37), and others from (4.22) and (4.23). The number of parameters in the solutions are the same as (4.25), namely, 18. Accordingly, the framed moduli space dimensions are 18 \(- 8 + 3 = 13 \) for the (non-M, M) case, and 12 for the (M, M) case.

### 4.3 Summary of this section

In this section, we have considered the framed moduli space dimensions for diverse types of matching conditions, which are summarized in the following table:

| Bulk solutions | Matching type | \( P \) | O |
|----------------|---------------|--------|---|
|                | \( P_{\text{cop}} \) | \( P_{\text{col}} \) |    |
| (non-M, non-M) | 16            | 12     | 13 |
| (non-M, M)     | 14            | 11     | 13 |
| (M, M)         | 13            | 9      | 12 |

We have found the SU(2) calorons with 16-dimensional moduli space appear when the bulk solutions are of the type (non-M, non-M) and the matching conditions are of the type \( P_{\text{cop}} \).

### 5 The monopole and instanton limits

In this section, we consider the large scale limit, \( \lambda, \rho \to \infty \), and the large period limit, \( \mu_0 \to 0 \), of the caloron Nahm data obtained so far. Naively,
they correspond to monopoles in $\mathbb{R}^3$ and instantons in $\mathbb{R}^4$, respectively. Thus calorons are expected to interpolate between monopoles in $\mathbb{R}^3$ and instantons in $\mathbb{R}^4$. However, as we will see in this section, things are somewhat complicated.

5.1 The monopole limit

It can easily be found that the separation between the center of two “2-monopoles” diverges at the large scale limit. In fact, from (3.18) and (3.27), we find that $|\Delta d| \to \infty$ in the type-P$_{\text{cop}}$ and the type-O matching at the limit of $\lambda \to \infty$ and/or $\rho \to \infty$. Also from (3.21), $\lambda \to \infty$ leads $|\Delta d| \to \infty$ in the type-P$_{\text{col}}$ matching. Simultaneously, the parameters in the bulk Nahm data have to be

$$2D_1 \mu \to K_1,$$

$$2D_2 \left| \mu - \frac{\mu_0}{2} \right| \to K_2,$$

according to the matching conditions.

In these large scale limit, there remains only the bulk Nahm data on one of the intervals $T^{(1)}_a$ ($a = 0, 1, 2, 3$), say. Hence, if $T^{(1)}_a$ is the monopole type solution (3.3), then we find the BPS two-monopole configuration in this limit. On the other hand, if $T^{(1)}_a$ is the non-standard monopole type solution (3.5), we obtain the BPS two-monopole limit in its spatial rotated one. However, there should be another type of the large scale limit, the (2,1)-calorons, in general. To find the procedure to induce such kind of the large scale limits is under investigation.

5.2 The instanton limit

As mentioned above, it is expected that calorons turn out to be instantons on $\mathbb{R}^4$, in the large period limit $\mu_0 \to 0$. In this subsection, we will show that there are some restrictions on the caloron Nahm data which reproduces instanton limit. We have two approaches to obtain the instanton ADHM data from the caloron Nahm data with non-trivial holonomy. The first approach is that we take $\mu_0 \to 0$ with the “monopole mass ratio”, $c := \nu_2/\nu_1$, fixed during the process. In this approach, it is necessary that the bulk Nahm data of both intervals coincide, as we will see. The other approach is that we take $\mu_0 \to 0$ via the calorons with trivial holonomy. Namely, if we firstly take the
limit $\mu \to \frac{\mu_0}{2}$ (or $\mu \to 0$ by the rotation map) to let one of the two-monopole be massless, then we obtain the Harrington-Shepard type calorons. It is known that those calorons have instanton limit without restriction. Hence, we only consider the first approach here.

Firstly, we consider the calorons of type-P matching conditions at the limit $\mu_0 \to 0$. The relations between each monopole mass and the period $\mu_0$ are given in terms of the monopole mass ratio $c$ as,

$$\nu_1 = \mu = \frac{\mu_0}{2(1+c)}, \quad \nu_2 = \mu = \frac{c\mu_0}{2(1+c)}. \quad (5.3)$$

where $c$ is defined as

$$c := \frac{\nu_2}{\nu_1} = \frac{\mu_0 - 2\mu}{2\mu}. \quad (5.4)$$

It is observed that the period $\mu_0$ and the scale parameters of calorons, $\lambda$ and $\rho$ for type-P$_{\text{cop}}$, and $\lambda$ for type-P$_{\text{col}}$, are linked by the matching condition (3.12). By taking the $\mu_0 \to 0$ limit, the left-hand-side of (3.12) turns out to be

$$-D_2k_2' \frac{\text{sn}^2 D_2 (\mu - \frac{\mu_0}{2})}{\text{cn}^2 D_2 (\mu - \frac{\mu_0}{2})} + D_1k_1' \frac{\text{sn}^2 D_1 \mu}{\text{cn}^2 D_1 \mu}$$

$$= D_2k_2' \frac{\text{sn}^2 D_2 \nu_2}{\text{cn}^2 D_2 \nu_2} + D_1k_1' \frac{\text{sn}^2 D_1 \nu_1}{\text{cn}^2 D_1 \nu_1}$$

$$\to \frac{\mu_0}{2(1+c)} \left(cD_2k_2' + D_1k_1'\right), \quad (5.5)$$

while the right-hand-side is given by (3.19a) for the type-P$_{\text{cop}}$ and (3.22a) for the type-P$_{\text{col}}$ matching conditions. This means that the scale parameters $\lambda$ and/or $\rho$ must tend to be zero when $\mu_0 \to 0$. Accordingly, we find that all the components in the right-hand-side of (3.13) are zero when $\mu_0 \to 0$, from (3.19) for the type-P$_{\text{cop}}$ or (3.22) for the type-P$_{\text{col}}$ matching conditions, respectively. Thus, we observe that (3.13) with $\phi_1 = \phi_2$ turns out to be

$$\lim_{\mu_0 \to 0} \left( \frac{D_2k_2'}{\text{cn}^2 D_2 (\mu - \frac{\mu_0}{2})} - \frac{D_1k_1'}{\text{cn}^2 D_1 \mu} \right) = D_2k_2' - D_1k_1' = 0 \quad (5.6a)$$

$$\lim_{\mu_0 \to 0} \left( \frac{D_2 \text{dn} 2D_2 (\mu - \frac{\mu_0}{2})}{\text{cn}^2 D_2 (\mu - \frac{\mu_0}{2})} - \frac{D_1 \text{dn} 2D_1 \mu}{\text{cn}^2 D_1 \mu} \right) = D_2 - D_1 = 0 \quad (5.6b)$$
or

\[
\lim_{\mu_0 \to 0} \left( \frac{D_2 k'_2}{\text{cn} 2D_2 (\mu - \frac{\mu_0}{2})} - \frac{D_1 \text{dn} 2D_1 \mu}{\text{cn} 2D_1 \mu} \right) = D_2 k'_2 - D_1 = 0 \quad (5.7a)
\]

\[
\lim_{\mu_0 \to 0} \left( \frac{D_2 \text{dn} 2D_2 (\mu - \frac{\mu_0}{2})}{\text{cn} 2D_2 (\mu - \frac{\mu_0}{2})} - \frac{D_1 k'_1}{\text{cn} 2D_1 \mu} \right) = D_2 - D_1 k'_1 = 0 \quad (5.7b)
\]

according to the bulk Nahm data (3.3) or (3.5), and (3.4). Note that if \( \phi_1 \neq \phi_2 \) then we find there is no solution for \( D_m \) and \( k_m \) in this limit. Hence, we conclude that all the parameters in the bulk Nahm data for both intervals have to coincide, \( i.e. \), \( \phi_1 = \phi_2 =: \hat{\phi} \), \( D_1 = D_2 =: D \) and \( k_1 = k_2 =: k \) at \( \mu_0 \to 0 \). In particular, \( k = 0 \) is necessary for the case (5.7).

Consequently, from (3.12) and (5.5), the \( \mu_0 \) dependence of the scale parameters is

\[
\lambda \sim \hat{\lambda} \sqrt{\frac{\mu_0}{2}} + (\text{higher terms in } \mu_0) \quad (5.8a)
\]

\[
\rho \sim \hat{\rho} \sqrt{\frac{\mu_0}{2}} + (\text{higher terms in } \mu_0), \quad (5.8b)
\]

where the introduction of \( \sqrt{2} \) is for later convenience and (5.8b) appears only for the type-P\(_{\text{cop}}\). Here, the parameters are subject to

\[
\hat{\lambda} \hat{\rho} \sin \psi = 2 D^2 k', \quad (5.9)
\]

for the type-P\(_{\text{cop}}\) matching case, and

\[
\hat{\lambda}^2 = 2 D^2 k', \quad (5.10)
\]

for the type-P\(_{\text{col}}\) matching case.

Now, we explicitly show the instanton ADHM data given by the large period limit of the calorons considered so far. Apparently, the interval \( I \) turns out to be infinitesimal at \( \mu_0 \to 0 \), so that the bulk Nahm data are given by the value at \( s = 0 \). This means that only the solution in the interval \( I_1 \) is relevant. Hence, the instanton data obtained from the type-P\(_{\text{cop}}\) matching conditions with the non-standard monopole type bulk solution (3.5) are

\[
\Delta = \begin{pmatrix}
\hat{\lambda} & \hat{\rho} (\cos \psi + \sin \psi e_2) \\
D (\sin \phi e_1 + \cos \phi e_3) & D k' (\cos \phi e_1 + \sin \phi e_3) \\
D k' (\cos \phi e_1 + \sin \phi e_3) & D (\sin \phi e_1 - \cos \phi e_3)
\end{pmatrix} + \begin{pmatrix}
0 & x + d \\
x + d & 0 \\
0 & x + d
\end{pmatrix}, \quad (5.11)
\]
while with the monopole type bulk solution (3.3) are

\[
\Delta = \left( \begin{array}{ccc}
\tilde{\lambda} & \tilde{\rho}(\cos \psi + \sin \psi \epsilon_2) \\
D_3 & Dk' \epsilon_1 \\
Dk' \epsilon_1 & -D_3
\end{array} \right) + \left( \begin{array}{cc}
0 & 0 \\
x + d & 0 \\
0 & x + d
\end{array} \right), \quad (5.12)
\]

where \( d = d_0^{(1)} + d_j^{(1)} \epsilon_j \) and the condition (5.9) holds. For the latter case, we have performed the gauge transformation to be \( \phi = 0 \). Similarly, we find the instanton data from type-P_{cop} matching conditions are analogous to (5.11) and (5.12), but replaced the first rows with

\[
W = \left( \tilde{\lambda}, \tilde{\lambda} \epsilon_2 \right) \quad (5.13)
\]

along with (5.10).

Finally, we comment on the large period limit of type-O matching conditions. From (3.23) and (3.25), we find \( D_m = 0 \), which leads to a pure gauge configuration. Hence, there is no instanton limit in this case. If we need the instanton data from this type of matching, we have to take through the trivial holonomy calorons.

6 Conclusion

In this paper, we have constructed the analytic Nahm data of SU(2) calorons of instanton charge \( k = 2 \). Although a part of analytic data has already been considered in [20, 22, 23, 24] along with numerical studies, this paper presents the Nahm data in its appropriate form to investigate the moduli space \( M_2 \). The exact bulk data are given in (3.1) (3.3), (3.4) and (3.5). In particular, we have found that the Nahm data of (non-M, non-M) with type-P_{cop} matching conditions gives the case of maximal number of moduli parameters, 16, which is \( \dim M_2 \). In addition, the Nahm data of these forms are suitable for considering the large scale and the large period limit of the calorons.

It is expected that there exist higher charge \( (k > 2) \) calorons with special symmetry, as symmetric monopoles. In order to search for such calorons, the non-standard monopole type solutions like (3.5) to the Nahm equation will play a significant role, as we have seen in the \( k = 2 \) calorons. It will be suggested that the comprehensive study on the analytic solutions to Nahm equations provides further insight into the relationship between calorons, monopoles, and instantons.
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