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Abstract—In this paper, we investigate the effect of bursty traffic and random availability of caching helpers in a wireless caching system. More explicitly, we consider a general system consisting of a caching helper with its dedicated user in proximity and another non-dedicated user requesting for content. Both the non-dedicated user and the helper have limited storage capabilities. When the user is not able to locate the requested content in its own cache, then its request shall be served either by the caching helper or by a large data center. Assuming bursty request arrivals at the caching helper from its dedicated destination, its availability to serve other users is affected by the request rate, which will further affect the system throughput and the delay experienced by the non-dedicated user. We characterize the maximum weighted throughput and the average delay per packet of the considered system, taking into account the request arrival rate of the caching helper, the request probability of the user and the availability of the data center. Our results provide fundamental insights in the throughput and delay behavior of such systems, which are essential for further investigation in larger topologies.
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I. INTRODUCTION

Driven by the development of information-centric applications, wireless caching has emerged as a promising concept to cope with the exponential growth of data traffic, of which video content is the dominant source. Caching at the network edge also exploits the high degree of asynchronous content reuse among users who share similar content preferences in local areas. By introducing caching capabilities at the network edge, including small cells, femto access points and user devices, and caching popular content closer to end users before being requested, cellular traffic load and latency can be significantly reduced [1]–[4].

In the literature of wireless caching, various types of content placement strategies have been investigated and discussed, such as “cache the most popular content everywhere”, random/probabilistic caching [5], [6], and cooperative caching [7], [8]. Based on specific caching schemes under consideration, different network performance metrics have been studied and optimized, such as the cache hit ratio, the cache-aided throughput [9], the energy efficiency [10], etc. A cooperation-based scheme has been proposed in [8] which aims at minimizing the average energy consumption incurred by a user equipment in order to obtain its desired content. In [11], the transmission cost in edge caching has been minimized by taking into account traffic offloading via device-to-device communications. The users’ quality of experience (QoS) is considered in [12] with an algorithm being proposed to improve the user QoS and reduce the network traffic using machine learning approach. The algorithm considers users’ behavior and properties of the cellular network. In [13], the concept of “Caching-as-a-Service” has been proposed based on cloud radio access networks, and virtualized evolved packet core, which provides reliable and flexible cache service with high elasticity and adaptivity. In [14], social-aware edge caching techniques in fog radio access networks have been investigated by modeling the impact of edge caching schemes on the performance of content diffusion and sharing.

A. Related work

In the early studies of wireless caching systems, the cache hit probability and the density of successful receptions have been commonly used to evaluate the performance of certain wireless caching systems/schemes. Recently, there is growing interest in the delay analysis or the combination of throughput and delay analysis in cache-enabled wireless networks, which extend the research in this area towards another perspective [15]–[17]. Nevertheless, most of the delay analysis in the literature focuses on either the backhaul delay or the transmission delay under the saturated traffic/requests assumption. Based on queueing theory, the consideration of bursty traffic model provides new insights that cannot be easily seen with the saturated traffic assumption [18]. In [19], the stable throughput and delay performance of single bottleneck caching networks have been studied by considering stochastic arrivals of the requests at different nodes.

Another common assumption in the studies of wireless caching systems is that a caching helper will be able to serve a user’s request whenever it has the requested file cached. In reality, a caching helper might not be available to assist the requests of nearby users when it has other destinations to serve. For instance, in a FemtoCaching network where the Femto Base Station (FBS) has some dedicated users that are requesting content in a random manner, another random user falling inside its coverage area will probably not be served immediately even when the FBS has its requested file cached inside. The bursty traffic at a caching helper can affect its availability and the response time to the non-dedicated user waiting to be served. In this case, the throughput and the delay depend not only on the downloading delay which is
often related to the channel condition, but also on the response time from the caching helper whose availability is affected by the request arrival rate of its dedicated users.

B. Contributions

In this paper, we investigate the effect of bursty traffic on the throughput and the delay performance of a wireless caching helper network. We consider the case where a source helper with limited cache storage has bursty traffic to transmit to its intended destination, and the source stores the traffic to a queue. In addition, there is another user requesting for content, the user has also limited storage capability. If the content is not located in its cache, then the user will seek for assistance from either the helper or a distant data center. However, since the helper has also limited storage capability a cache miss can occur even if it is available to assist the user. The data center contains all the files that can be requested by the user but is not always available due to congestion.

Based on a random access scheme between the user, the caching helper and its dedicated destination, we characterize the performance of this network in terms of throughput and delay. More specifically, we characterize the network-wide throughput in both cases where the queue at the source helper is stable and unstable. In addition, we optimize the maximum weighted network throughput having stability constraints for the source/helper. Furthermore, we derive the average delay seen by the user when requesting for content that cannot be located in its storage. Finally, we provide numerical evaluation of the presented results.

Our analysis builds on a simple network model with four nodes, but the general conditions of random access probabilities can capture many specific types of caching network structures and different access criteria related to the channel condition, the request load and the backhaul availability etc. The analysis here can be used for further investigation in larger topologies. To the best of our knowledge, similar results to this work have not been reported in the literature.

C. Organization of the paper

In Section II, we present the considered system model including the network model, the caching policies, the transmission model, and the physical layer considerations. In Section III, the analytical results regarding throughput are derived including the cases of stable and unstable queue at the helper. The average delay performance is derived in Section IV. In Section V, we evaluate numerically the theoretical results. Finally, we conclude our paper in Section VI.

II. SYSTEM MODEL

A. Network Model

We consider the following network model: a caching helper $S$ has bursty packets that need to be transmitted to its dedicated user $D$. The helper $S$ is equipped with an infinite queue size and the packet arrival at $S$ is modeled by a Bernoulli process with average arrival rate $\lambda$. In this study, we assume slotted time and the transmission of a packet requires one timeslot. We assume another non-dedicated random user $U$ that falls inside the service range of the caching helper, as depicted in Fig. 1. In each timeslot, the user $U$ requests for a file, with probability $q_U$ cannot locate this file in its storage, thus $U$ will request the file externally. The helper $S$ under certain conditions will assist the requests of $U$. Explicitly, in each timeslot, if the queue at $S$ is not empty, $S$ will transmit to $D$ with probability $q_S$, and with probability $1 - q_S$ it will be available to assist $U$. When $S$ is not transmitting to $D$, including the cases with non-empty and empty queues, $S$ will assist the request of $U$ with probability $q_C$.

Note that the probabilities considered in this model can cover many different aspects of uncertainty/variation in a wireless caching system. As mentioned, the probability $q_U$ describes the activity of the user in terms of how often the user is requesting for external content. This can include the case where the user has some limited storage capabilities. Then, $q_U$ is related to the probability that the requested content is not located in its storage and needs to be delivered from external sources. Thus, $q_U = 1$ denotes the case where the user does not have storage capabilities and has to seek for its content either from the helper or the data center, another case that can be represented by $q_U = 1$ is when the cache of $U$ contains obsolete/outdated content. If $q_U = 0$, then all the requested content by the user is located in its storage unit thus, does not need assistance by neither the helper nor the data center. More details will be given in Section II.B. The probability $q_S$ can be related to the random access probability that potentially needs to be optimized in the case with many concurrent caching helpers sharing the same frequency/time resources. The probability $q_C$ might come from the cache updating process inside the caching helper. The distinction between dedicated and non-dedicated users can capture the possibility of having users with different priorities.

Recall that when the non-dedicated user $U$ is requesting for a file, it has probability $q_C$ to be served by $S$ when available. With probability $1 - q_C$, the request will be directed to a large data server denoted by $DC$, which is assumed to have every available content stored. As a result, in a timeslot, the probability that the user $U$ will request for a file and the request will be served by $S$ is $q_U(1 - q_S)q_C$, when the queue at $S$ is not empty. Due to the limited storage capacity of the helper $S$, the requested file of user $U$ has probability $p_h$ to be cached within the helper, thus, there is a probability $p_m = 1 - p_h$ that $U$ cannot find the requested content in $S$ and has to request it from $DC$. Here, $p_h$ depends on the caching strategy and the user’s request pattern.

The operation of the caching helper $S$ is summarized as a flowchart in Fig. 4. The operation of the device $U$ regarding the possible cases of finding the requested content is given in Fig. 5. The operation of the considered system is rather complicated even in such a simple topology.

B. Request Distribution and Caching Policy

We consider a finite content library $\mathcal{F} = \{f_1, \cdots, f_N\}$ for the user requests, where $f_i$ is the $i$-th most popular file and $N$ is the library size. All files are assumed to have equal
Cache hit/miss probability from the cache of popularity distribution, meaning that the request size, which is normalized to one. We use the standard Zipf law for the popularity distribution, which defines the correlation level of user requests. High values of δ means that most of the requests are generated from a few most popular files. For a user making a random request, \( p_i \) can be seen as the probability that the requested file is \( f_i \).

We assume that the user device \( U \) and the caching helper have cache storage capacity equal to \( M_U \) (files) and \( M_S \) (files), respectively with \( M_S \geq M_U \).

In the literature of content caching in wireless networks, several proactive caching policies have been used. The policy *cache the Most Popular Content* (MPC) policy, where each node independently stores the files with the highest popularity, has been extensively used in the literature. The MPC strategy gives optimal performance with non-overlapping SBS coverage or with isolated caches. With this strategy, the user stores the \( M_U \) most popular files in its own cache and the caching helper stores the \( M_S \) most popular files. The probability for user \( U \) to request for a file that is not cached within its own cache is:

\[
q_U = 1 - \sum_{i=1}^{M_U} p_i. \tag{2}
\]

The cache hit probability at the caching helper is

\[
p_h = \sum_{i=M_U+1}^{M_S} p_i. \tag{3}
\]

Since the nodes store independently the most popular files, in case of a miss at \( U \), which happens with probability \( q_U \), then requested content will not be among the first \( M_U \) files at \( S \).

We will also consider a variation of MPC, the collaborative MPC (CMPC), where the user \( U \) stores the first \( M_U \) most popular files, then the helper \( S \) knowing this will store the next \( M_S \) most popular files. In this case is similar to merging the two storage elements into one. The probability for user \( U \) to request for a file that is not cached within its own cache is given by \( q_U \). The cache hit probability at the caching helper is

\[
p_h = \sum_{i=M_U+1}^{M_S+M_U} p_i. \tag{4}
\]

However, CMPC requires some exchange of information between the devices such as the storage size and the collaborative decisions of content placement in the device and the helper.

In Fig. 1, we evaluate the cache hit probability at the caching helper and the probability that the user \( U \) will request for a file that cannot be found in its cache.

In terms of \( p_h \) the difference is small, thus, in the remainder of this paper we will consider the MPC scheme.

*The results obtained in this work are general and they hold for all the possible request distributions and caching policies as long as one can replace the \( q_U \) and \( p_h \) with the appropriate expressions.*

### C. Transmission Model

When the caching helper \( S \) is transmitting to its destination \( D \), the user \( U \) will seek its requested information directly from the data center \( DC \). If \( DC \) is available to serve \( U \), then there will be two parallel transmissions, one from \( DC \) to \( U \) and the other from \( S \) to \( D \), which are interfering. Considering that \( DC \) might be congested with other users’ requests, we model the availability of \( DC \) with a factor \( \alpha \), which models the probability that \( DC \) is available in a timeslot to serve \( U \). If \( \alpha = 0 \), then either \( DC \) does not exist in the network or it is heavily congested and thus not available for \( U \). If \( DC \) is always available to the user, then \( \alpha = 1 \). The aforementioned probabilities are summarized in Table I. Figs. 3 and 4 provide flowcharts describing the operation of \( U \) and \( S \) respectively.

| Probability | Description |
|-------------|-------------|
| \( q_U \)   | \( U \) will request for content outside its storage |
| \( q_S \)   | \( S \) will transmit to \( D \) if its queue is not empty |
| \( q_C \)   | \( U \) will be assisted by the cache of \( S \) if \( S \) is available |
| \( p_h / p_m \) | Cache hit/miss probability from the cache of \( S \) |
| \( \alpha \) | \( DC \) is available to serve \( U \) |

### TABLE I

**Notation Table**

| Probability | Description |
|-------------|-------------|
| \( q_U \)   | \( U \) will request for content outside its storage |
| \( q_S \)   | \( S \) will transmit to \( D \) if its queue is not empty |
| \( q_C \)   | \( U \) will be assisted by the cache of \( S \) if \( S \) is available |
| \( p_h / p_m \) | Cache hit/miss probability from the cache of \( S \) |
| \( \alpha \) | \( DC \) is available to serve \( U \) |
where $T$ on the right y-axis we have the values of $q_{10000}$ the transmission power of node shape parameter of the Zipf law. On the left y-axis we have the values for several values of $\lambda<\mu$. We depict the cases where the MPC and CMPC schemes are applied when both transmitters $i$ and $k$ are active, thus we have

$$ p_{ij/i,k} = \mathbb{P}\{\text{SINR}_{ij} \geq \theta_j\} = \exp\left(-\frac{\theta_j r_{ij}^{-\gamma}}{P_i}\right). $$

Similarly, denote $p_{ij/i,k}$ the success probability of link $i \to j$ when both transmitters $i$ and $k$ are active, thus we have

$$ p_{ij/i,k} = \mathbb{P}\{\text{SINR}_{ij} \geq \theta_j\} = \exp\left(-\frac{\theta_j r_{ij}^{-\gamma}}{P_i}\right) \left(1 + \theta_j \frac{P_k}{P_i} \frac{r_{ij}}{r_{kj}}\right). $$

The above expression for the success probabilities are obtained with Rayleigh fading. The results obtained in this work hold for other wireless channels as well. One needs to connect the expressions for the success probabilities and then apply the results that will be presented in the next sections.

### III. System Throughput Analysis and Optimization

In this section, we focus on the throughput analysis of the system depicted in Fig. 1. More explicitly, we intend to derive and optimize the weighted sum of the throughput $T_S$ at the helper $S$ and the throughput $T_U$ seen by the user $U$. Define the weighted sum throughput by $wT_S + (1 - w)T_U$, where $w \in [0,1]$, $w = 1$ and $w = 0$ represent the cases where we are only interested in the helper $S$ or in the user $U$, respectively.

The average service rate of the caching helper $S$ to its destination $D$ is

$$ \mu = q_{SD/S} + q_{SD/DC}. $$

Before proceeding to the next step, we provide the formal definition of queue stability as follows [20].

**Definition 1.** Denote by $Q_1^t$ the length of queue $i$ at the beginning of time slot $t$. The queue is said to be stable if

$$ \lim_{t \to \infty} \mathbb{P}\{Q_1^t < x\} = F(x) $$

and

$$ \lim_{t \to \infty} F(x) = 1. $$

Although we do not make explicit use of this definition we use its corollary consequence which is in Loynes’ theorem [21] that states that if the arrival and service processes of a queue are strictly jointly stationary and the average arrival rate is less than the average service rate, then the queue is stable. In the considered network model, the queue at $S$ is stable if and only if $\lambda < \mu$. The stability of a queue implies finite queueing delay. By adding this constraint we can achieve finite queueing delay. The stability at $S$ implies also that the packets that will enter the queue at $S$ eventually will be transmitted successfully to the destination $D$.

Denote $T_S$ the throughput on the link $S \to D$, depending on whether the queue is stable, we have $T_S = \lambda$ if the queue is stable, or $T_S = \mu$ if the queue is unstable. Thus,

$$ T_S = \mathbb{I}(\lambda < \mu)\lambda + (1 - \mathbb{I}(\lambda < \mu))\mu, \quad (8) $$

where $\mathbb{I}(\cdot)$ is the indicator function.

The throughput seen by $U$ depends on the status of the queue at $S$:

- When the queue at $S$ is empty with probability $\mathbb{P}(Q = 0)$, $U$ requests for a file with probability $q_U$, which will be

\[D. Physical Layer Model\]

We denote $p_{SD/S}$ the success probability of the link $S \to D$ when only $S$ is active, and $p_{SD/DC}$ is the success probability of the link $S \to D$ when both $S$ and $DC$ are transmitting. We consider the success probability of each link $i \to j$ based on its received signal-to-interference-plus-noise ratio (SINR)

$$ \text{SINR}_{ij} = \frac{P_i|h_{i,j}|^2r_{ij}^{-\gamma}}{\eta_j + \sum_{k \in T \setminus \{i\}} P_k|h_{k,j}|^2r_{kj}^{-\gamma}}, $$

where $T$ denotes the set of active transmitters; $P_i$ denotes the transmission power of node $i$; $h_{i,j}$ denotes the small-scale channel fading from the transmitter $i$ to the receiver $j$, which follows $\mathcal{CN}(0,1)$ (Rayleigh fading); $r_{i,j}$ denotes the distance from the transmitter $i$ to the receiver $j$; $\eta_j$ denotes the background thermal noise power received at $j$.

Denote $p_{ij/i}$ the success probability of link $i \to j$ when only transmitter $i$ is active, we have

$$ p_{ij/i} = \mathbb{P}\{\text{SINR}_{ij} \geq \theta_j\} = \exp\left(-\frac{\theta_j r_{ij}^{-\gamma}}{P_i}\right). $$

Similarly, denote $p_{ij/i,k}$ the success probability of link $i \to j$ when both transmitters $i$ and $k$ are active, thus we have

$$ p_{ij/i,k} = \mathbb{P}\{\text{SINR}_{ij} \geq \theta_j\} = \exp\left(-\frac{\theta_j r_{ij}^{-\gamma}}{P_i}\right) \left(1 + \theta_j \frac{P_k}{P_i} \frac{r_{ij}}{r_{kj}}\right). $$

The above expression for the success probabilities are obtained with Rayleigh fading. The results obtained in this work hold for other wireless channels as well. One needs to connect the expressions for the success probabilities and then apply the results that will be presented in the next sections.
directed to $S$ with probability $q_C$. Then the throughput of $U$ is $q_U q_C p h p_{SU/S} + q_U (1 - q_C) p_{DC/DC}$.

- When the queue at $S$ is non-empty with probability $P(Q \neq 0)$, $U$ is active with probability $q_U$ and $S$ is available with probability $1 - q_S$, then $U$ will seek for content from $S$ with probability $q_C$ or from $DC$ with probability $1 - q_C$. In the first case, the achieved throughput by $U$ is $(1 - q_S) q_U q_C p h p_{SU/S}$. In the latter case, the throughput seen by $U$ is $(1 - q_S) q_U (1 - q_C) p_{DC/DC}$. If $S$ is not available because it is transmitting a packet to $D$, which is with probability $q_S$, the throughput seen by $U$ is $q_S q_U p_{DC/S,DC}$.

Combining the above cases, the achieved throughput by $U$ is

$$T_U = q_S p(Q \neq 0) q_U \alpha p_{DC/S,DC} + (1 - q_S p(Q \neq 0)) q_U \cdot [q_C p h p_{SU/S} + (1 - q_C) \alpha p_{DC/DC}].$$

(9)

Depending on whether the queue at $S$ is stable, the expression of $T_U$ is different. In the remainder of this section, we will analyze and optimize the weighted sum throughput $w T_S + (1 - w) T_U$ in the cases with stable and unstable queue at $S$, respectively.
A. The Queue at S is Stable

When the queue at the caching helper S is stable, the probability that the queue size Q is not empty is given by

\[ \mathbb{P}(Q \neq 0) = \frac{\lambda}{\mu} = \frac{\lambda}{qs(1 - q) p_{SD/S} + q\alpha p_{SD/S,DC}}. \]

After replacing (10) in (9) we have the following expression for the throughput at U

\[ T_U = \frac{q\alpha p_{DC/S,DC}}{(1 - q)(p_{SD/S} + q\alpha p_{SD/S,DC})} + \frac{\lambda}{(1 - q)(p_{SD/S} + q\alpha p_{SD/S,DC})} q S A, \]

where \( A = \alpha p_{DC/DC} + q C p_h (p_{SU/S} - \alpha p_{DC/DC}) \). Note that (11) is independent of \( q_S \) when the queue at S is stable.

We define the following optimization problem, which aims at optimizing the probabilities \( q_S \) and \( q_C \) such that the weighted sum throughput is maximized.

\[
\begin{align*}
\max_{q_S, q_C} \quad & w\lambda + (1 - w)T_U(q_S, q_C) \\
\text{s.t.} \quad & \frac{\lambda}{(1 - q) p_{SD/S} + q\alpha p_{SD/S,DC}} \leq q_S \leq 1 \\
& 0 \leq q_C \leq 1.
\end{align*}
\]

The first constraint ensures stability at the helper’s queue. If \( w = 1 \), the result of the previous optimization problem is \( \lambda \), thus, the objective function is independent of \( q_C \) and \( q_S \in \left[ \frac{\lambda}{(1 - q)(p_{SD/S} + q\alpha p_{SD/S,DC})}, 1 \right] \). If \( w \neq 1 \), the objective function is linear with respect to \( q_C \); as stated in the previous section it does not depend directly on \( q_S \). If \( p_{SU/S} > \alpha p_{DC/DC} \) the objective function is an increasing function of \( q_C \), thus, the maximum is achieved by \( q_C = 1 \). If \( p_{SU/S} < \alpha p_{DC/DC} \), then the objective function is a decreasing function of \( q_C \), thus \( q_C^* = 0 \). The coefficient \( p_{SU/S} - \alpha p_{DC/DC} \) is an indication of the channel between the helper and the user, the availability of DC, and the channel between the DC and U. Note that the choice of \( q_S \) does not affect the optimal solution when it lies in the interval that keeps the queue stable.

B. The Queue at S is Unstable

If the queue at S is unstable means that the arrival rate is greater than the service rate. So, it is equivalent to disregard the bursty traffic and consider a saturated queue. In a network when the queue is unstable, a packet dropping policy can be applied in order to stabilize the system. However, if the system can be stabilized by packet dropping, then the results for the stable queue can still hold in this case with an arrival rate \( \lambda' \) where, \( \lambda' \) is the arrival rate after applying the packet dropping. If the queue at S is unstable, the throughput seen by the user \( T'_U \) is given by

\[
T'_U = q_S q\alpha p_{DC/S,DC} + (1 - q_S) q\alpha p_{SU/S} + (1 - q_C p_h) p_{DC/DC}.
\]

Then the weighted sum throughput optimization problem becomes

\[
\begin{align*}
\max_{q_S, q_C} \quad & f(q_S, q_C) = w\mu + (1 - w)T'_U(q_S, q_C) \\
\text{s.t.} \quad & q_S, q_C \in [0, 1].
\end{align*}
\]

The objective function can be re-written as

\[
f(q_S, q_C) = q_C (1 - q_S) B_1 + q_S B_2 + (1 - w) q\alpha p_{DC/DC},
\]

where \( B_1 = (1 - w) q\alpha p_{SU/S} (p_{SU/S} - \alpha p_{DC/DC}) \) and \( B_2 = \alpha q(1 - w)(p_{DC/S,DC} - p_{DC/DC}) + p_{SD/S}(1 - q) w + \alpha q p_{SU/S} \).

The optimization problem stated in (14) is non-linear. However, after applying the Karush Kuhn Tucker (KKT) conditions we can obtain the solution, which depends on the signs and the ordering between \( B_1 \) and \( B_2 \). Thus, for sake of presentation we omit the enumeration of the possible solutions based on \( B_1 \) and \( B_2 \). The possible optimal values of \( q_C^* \) and \( q_S^* \) that maximize the objective function are \( q_C^* \in \{0, 1/2, 1\} \) and \( q_S^* \in \{0, 1/2, 1\} \). In Section [V] we will provide the numerical solutions in some specific cases.

IV. Delay Analysis

Apart from the system throughput, the delay experienced by the user is another critical metric for the performance of wireless caching systems with delay-sensitive applications. In this section, we study the delay experienced by the user \( U \) from the time that it requests for external content until the time that the content is received. We do not take into account the delay to access the requested content that is stored in its cache since, this can occur instantaneously.

Recall that we consider slotted transmission in this work. The delay for the user to receive a requested file is one slot if one of the following events happen:

- The user can locate the requested file within the helper’s storage, the helper is available to assist the user, and the transmission from the helper to the user is successful.
- The requested content is not available at the helper, then the user within the same slot will be re-directed to the data center. The data center is available and the transmission from the data center to the user is successful.

In other cases, for instance, when the helper’s cache contains the requested file, but the transmission fails, then in the next time slot the user will request for the same file again from the helper if the helper is available to assist. Otherwise, the user will be re-directed to the data center. The content is not available at the helper, and the transmission from the data center fails, then in the next time slot the user will seek for its content directly from the data center.

Based on the aforementioned cases and applying the regenerative method [22], we will derive the delay experienced by the user when the queue at the helper is stable and unstable, respectively.
A. The queue at $S$ is stable

The average delay $D$ that the user experiences to receive a requested file is

$$D = [1 - q_S \mathbb{P}(Q \neq 0)] [p_h q_C + p_h q_C (1 - p_{SD/S}) D_S + (1 - p_h)(1 - \alpha p_{DC/DC}) (1 + D_C) + p_h (1 - q_C) (1 - \alpha p_{DC/DC})(1 + D_S)] + q_S \mathbb{P}(Q \neq 0) [\alpha p_{DC/S,DC} + (1 - \alpha p_{DC/DC})(1 + D)] ,$$

(16)

where $\mathbb{P}(Q \neq 0)$ is given by (10). $D_S$ and $D_{DC}$ are given by

$$D_S = q_C [1 - q_S \mathbb{P}(Q \neq 0)] [p_{SD/S} + (1 - p_{SD/S})(1 + D_S)] + (1 - q_C) [1 - q_S \mathbb{P}(Q \neq 0)] [\alpha p_{DC/DC} + (1 - \alpha p_{DC/DC})(1 + D_S)] + q_S \mathbb{P}(Q \neq 0) [\alpha p_{DC/S,DC} + (1 - \alpha p_{DC/DC})(1 + D)] ,$$

(17)

and

$$D_{DC} = [\alpha q_S \mathbb{P}(Q \neq 0) p_{DC/S,DC} + \alpha (1 - q_S \mathbb{P}(Q \neq 0)) p_{DC/DC}]^{-1} .$$

(18)

After some manipulations, (17) becomes

$$D_S = \{q_S \mathbb{P}(Q \neq 0) \alpha p_{DC/DC,S,DC} + (1 - q_S \mathbb{P}(Q \neq 0)) [q_S p_{SD/S} + (1 - q_C) \alpha p_{DC/DC}]\}^{-1} .$$

(19)

The average delay $D$ in (16) after some manipulations can be written as

$$D = \frac{1 + [1 - q_S \mathbb{P}(Q \neq 0)] F(D_S, D_{DC})}{1 - q_S \mathbb{P}(Q \neq 0)(1 - \alpha p_{DC/S,DC})} ,$$

(20)

where

$$F(D_S, D_{DC}) = p_h q_C (1 - p_{SD/S}) D_S + (1 - p_h)(1 - \alpha p_{DC/DC}) D_{DC} + p_h (1 - q_C) (1 - \alpha p_{DC/DC}) D_S .$$

(21)

B. The queue at $S$ is unstable

If the queue at the helper $S$ is unstable (or the helper has saturated traffic), then the average delay at the user can be found by replacing $\mathbb{P}(Q \neq 0) = 1$ to the previous expressions. Thus, we have

$$D = \frac{1 + (1 - q_S) F(D_S, D_{DC})}{1 - q_S (1 - \alpha p_{DC/S,DC})} ,$$

(22)

where $F(D_S, D_{DC})$ is given by (21). The expressions for $D_S$, $D_{DC}$ are given by

$$D_S = [q_S \alpha p_{DC/S,DC} + (1 - q_S)[q_S p_{SD/S} + (1 - q_C) \alpha p_{DC/DC}]\]^{-1} ,$$

(23)

and

$$D_{DC} = [a [q_S p_{DC/S,DC} + (1 - q_S)p_{DC/DC}]\]^{-1} .$$

(24)

V. Numerical Results

In this section, we provide numerical evaluation of the results presented in the previous sections. We assume $\eta_j = 10^{-11}$ W, $\theta_1 = \theta_2 = 0$ dB, and the path-loss exponent is $\gamma = 4$. Transmission powers are $P_{tx}(S) = 1$ mW and $P_{tx}(DC) = 10$ mW. The distances of links $S \rightarrow D$, $S \rightarrow U$, $DC \rightarrow D$ and $DC \rightarrow U$ are $r_{SD} = 50$m, $r_{SU} = 40$m, $r_{DCD} = 100$m, and $r_{DCU} = 80$m respectively. From (5), and (6) we obtain the following success probabilities $p_{SD/S} = 0.939$, $p_{SD/S,DC} = 0.578$, $p_{SU/S} = 0.975$, $p_{DC/DC} = 0.96$ and $p_{DC/S,DC} = 0.369$. Note that the values of the success probabilities do not have specific implications in the numerical evaluation. Our general remarks in this section are valid for other parameter values as well.

We also assume that the total number of available files is 10000, the shape parameter of the Zipf law is $\delta = 0.5$, and the cache size at the source is $M_S = 2000$. Furthermore, the data center is available with probability $\alpha = 0.7$. The helper and the user apply the MPC policy, as described in Section II.

A. Maximum Weighted Sum Throughput: The effect of the arrival rate $\lambda$

We consider the scenario where the capacity of the cache user is $M_U = 200$. Thus, after replacing the values into (2) and (3), we obtain $p_h = 0.31$ and $q_U = 0.86$. In Fig. 5, the weighted sum throughput vs. the arrival rate at the helper is presented for three different values of $w$. $w = 1/4$ represents the case when $T_U$ is more important than $T_S$. Thus, the maximum weighted sum throughput is a decreasing function of $\lambda$ for $w = 1/4$. For $w = 1/2$ and $w = 3/4$, the maximum weighted sum throughput is an increasing function of $\lambda$.

The maximum weighted sum throughput is always achieved by $q_S^* = 1$ for any $w$ and $\lambda$ under this specific setup. However, the values of $q_S^*$ that achieve the maximum weighted sum throughput are different, as presented in Table II. Note that these values are independent of $w$. As expected, as $\lambda$ increases, $q_S^*$ increases in order to keep the queue at $S$ stable.
TABLE II
THE VALUES OF $q^*_S$ THAT ACHIEVE THE MAXIMUM WEIGHTED SUM THROUGHPUT PRESENTED IN Fig. [5]

| $\lambda$ | 0.1   | 0.2   | 0.3   | 0.4   |
|-----------|-------|-------|-------|-------|
| $q^*_S$   | 0.209639 | 0.41927 | 0.628917 | 0.8358556 |

For the case where the queue is unstable, when the arrival rate is greater than the average service rate, the maximum weighted sum throughput and the values of $q^*_S$ and $q^*_C$ are presented in Table III.

TABLE III
THE MAXIMUM WEIGHTED SUM THROUGHPUT AND THE VALUES OF $q^*_S$ AND $q^*_C$ FOR THE CASE WITH UNSTABLE QUEUE.

| $w$   | Max $q^*_S$ | $q^*_C$ |
|-------|------------|--------|
| 1/4   | 0.496229   | 0      |
| 1/2   | 0.350238   | 1      |
| 3/4   | 0.413624   | 1      |

B. Maximum Weighted Sum Throughput: The effect of the capacity of the cache at the user $M_U$

Here, we study the effect of the storage capacity at $M_U$ on the maximum weighted sum throughput. We consider several values for $M_U$ and their connection with $p_h$ and $q_U$ as summarized in Table IV.

TABLE IV
THE VALUES OF $q_U$ AND $p_h$ OBTAINED BY DIFFERENT VALUES OF THE CACHE CAPACITY $M_U$ AT THE USER.

| $M_U$  | 100   | 200   | 400   | 800   | 1600  | 2000  |
|--------|-------|-------|-------|-------|-------|-------|
| $q_U$  | 0.91  | 0.86  | 0.81  | 0.72  | 0.6   | 0.56  |
| $p_h$  | 0.35  | 0.31  | 0.25  | 0.17  | 0.05  | 0     |

We observe that as $M_U$ increases, $q_U$ decreases because it is more likely for the user to find the requested content in its cache. Since we have assumed the MPC scheme, as $M_U$ increases then $p_h$ decreases.

In Fig. 6 the maximum weighted sum throughput vs. $q_U$ is presented with $\alpha = 0.7$ and $\lambda = 0.4$, when the queue at $S$ is stable. We used the values of the $q_U$ described in Table IV. As $q_U$ increases, due to the decrease of the storage capacity, the improvement of the maximum weighted sum throughput is more profound for the case with $w = 1/4$, where the throughput seen at $U$ is more important. This increase is also explained by the fact that the traffic inside the network increases as $q_U$ increases.

B. Maximum Weighted Sum Throughput: The effect of the capacity of the cache at the user $M_U$

In Fig. 6 the maximum weighted sum throughput is presented with $\alpha = 0.7$ and $\lambda = 0.4$. The values of $q^*_S$ and $q^*_C$ that achieve the maximum are given in Tables VII, VII, and VIII for $w = 1/4$, $w = 1/2$, and $w = 3/4$ respectively.

The values of $q^*_S$ and $q^*_C$ that achieve the maximum are given in Table VII. For $q_U > 0.56$, we observe that $q^*_S = 0$ and $q^*_C = 1$, this can be interpreted as it is more beneficial for the network performance that the helper will serve solely the user if available. For $q_U = 0.56$, we have that $p_h = 0$ thus, it is better to have a silent helper in order to allow an interference free transmission from the data center to the user when is requested.

With $w = 1/2$ and $w = 3/4$, the values of $q^*_S$ and $q^*_C$ that achieve the maximum are given in Tables VII and VIII.
for $w = 1/2$ and $w = 3/4$ respectively. The maximum is achieved by $q_S^* = 1$ and $q_C^* = 0$ for all the values of $q_U$ for the case $w = 3/4$. In this case, the transmission from the source to its destination is more significant thus, it the user will not assist the possible requests by the user. This means that it will be more beneficial if the source $S$ will transmit with probability 1 to its destination $D$ and the user $U$ will seek for content directly from $DC$. The same result we have for $w = 1/2$ when $q_U \leq 0.86$. However, if $q_U = 0.91$ then the maximum is achieved by $q_S^* = 0$ and $q_C^* = 1$.

**TABLE VI**
The values of $q_S^*$ and $q_C^*$ that achieve the maximum weighted sum throughput presented in Fig. 7 for different $q_U$ when $w = 1/4$.

| $q_U$ | 0.56 | 0.6  | 0.72 | 0.81 | 0.86 | 0.91 |
|-------|------|------|------|------|------|------|
| $q_S^*$ | 0    | 0    | 0    | 0    | 0    | 0    |
| $q_C^*$ | 0    | 1    | 1    | 1    | 1    | 1    |

**TABLE VII**
The values of $q_S^*$ and $q_C^*$ that achieve the maximum weighted sum throughput presented in Fig. 7 for different $q_U$ when $w = 1/2$.

| $q_U$ | 0.56 | 0.6  | 0.72 | 0.81 | 0.86 | 0.91 |
|-------|------|------|------|------|------|------|
| $q_S^*$ | 1    | 1    | 1    | 1    | 0    |      |
| $q_C^*$ | 0    | 0    | 0    | 0    | 0    | 1    |

**TABLE VIII**
The values of $q_S^*$ and $q_C^*$ that achieve the maximum weighted sum throughput presented in Fig. 7 for different $q_U$ when $w = 3/4$.

| $q_U$ | 0.56 | 0.6  | 0.72 | 0.81 | 0.86 | 0.91 |
|-------|------|------|------|------|------|------|
| $q_S^*$ | 1    | 1    | 1    | 1    | 1    | 1    |
| $q_C^*$ | 0    | 0    | 0    | 0    | 0    | 0    |

**C. Average Delay Experienced by U for seeking external content**

Here, we present the numerical results based on the analysis at Section IV regarding the delay experienced by the user to retrieve the requested external content. The Figs. 8, 9, 10 illustrate the effect of $\lambda$, $\alpha$ and $q_S$ on the average delay. In these plots we have $q_C = 0.5$, $p_h = 0.31$ and $q_U = 0.86$.

In Fig. 8, the average delay versus the arrival rate at the helper is depicted for $\alpha = 0.7$ and $q_S = 0.9$. We see that as the arrival rate at the helper increases, the delay increases non-linearly. The stopping value of $\lambda$ is obtained by the stability condition.

![Fig. 8. The average delay vs. $\lambda$ for $\alpha = 0.7$ and $q_S = 0.9$.](image)

In Fig. 9 we present the average delay versus the availability of the data center for both cases with stable and unstable queue at the helper. We consider two cases for the arrival rate, $\lambda = 0.2$ and $\lambda = 0.4$. The starting points at the figures for the stable case are obtained by the stability condition.

As we observe, the delay is lower when the queue is stable since there are more chances for the user to find an available helper. However, in this case we have a requirement for a higher value of $\alpha$ in order to sustain a stable queue. This is profound in the case of $\lambda = 0.4$.

In Fig. 10 we show the average delay versus $q_S$ for $\lambda = 0.2$ and $\lambda = 0.4$. We consider two cases regarding the queue at the helper. For the unstable queue we see an increasing trend on the delay when $q_S$ increases, which is expected since the chances of the user $U$ finding an available helper are smaller. The more interesting case is with the stable queue, where the delay at the user is insensitive to $q_S$. The reason behind this is that the product $q_S^*P(Q \neq 0)$ is independent of $q_S$, meaning that the availability of the helper for constant $q_C$ does not depend on $q_S$ whenever the queue is stable.

For the case where $\lambda = 0.4$, the minimum value of $q_S$ that can sustain a stable queue is higher than $\lambda = 0.2$. This is because the helper needs to transmit more frequently to its own destination in order to stabilize its queue.
Next, we will study the effect on delay of the storage capacity of user $U$. The capacity $M_U$ of the user affects the request probability for external content, $q_U$. In Table IV we provide the connection of the cache capacity with the request probability $q_U$ for several cases. In Fig. 11, we depict the average delay versus $q_U$ for two values of $\lambda$. In these figures we also illustrate the case where the queue at the helper is unstable.

When the congestion at the helper is low, $\lambda = 0.2$, the effect of the storage of the user does not affect the delay significantly. When the congestion increases, for example in the case $\lambda = 0.4$, then increasing the storage capacity of the user decreases the average delay. Recall that as $q_U$ increases the storage decreases, thus, it is more likely for the user not to be able to find the requested content in its own storage.

When the queue is unstable, recall that the average delay does not depend on $q_U$ directly. However, the increase of $q_U$, because of the decrease of the storage, affects $p_h$ as we can also see by Table IV. This explains the slight decrease at the delay due to the increase of $p_h$.

VI. CONCLUSIONS

In this work, the effect of bursty traffic and random availability of caching helper in a wireless caching system was investigated. We studied the throughput of a wireless caching system consisting of a caching helper with a dedicated user and another non-dedicated user in proximity whose requests shall be served either by the caching helper or by a data center. For the purpose of throughput maximization, we optimized the request probability of the user to be served by the helper and the probability that the helper will transmit information to its dedicated destination. In addition, we derived the average delay experienced by the user from the time that its request is placed until the time the content is received.

Our results provide fundamental insights in the throughput and delay behavior of helper-based wireless caching systems,
Fig. 11. The average delay vs. $q_u$ for the cases of stable and unstable queue at $S$. which are essential for further investigation of this topic in larger topologies. A future direction of this work lies in the case where multiple users are competing for assistance from a set of sources.
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