Bayesian inference for the finite gamma mixture model of income distribution
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Abstract. The income distribution model has provided an important aspect of economic inequality analysis. The determination of income inequality can be assisted by modeling a probability distribution of income which can be modeled by both parametric and nonparametric method. In the parametric perspective, the finite mixture distributions can perform a data-driven capability to model this income pattern of distributions which have particularly long-tailed, right-skewed and multimodal characteristics. The gamma distribution which has been widely used for estimating income distribution is used to develop the finite gamma mixture model which means the gamma distribution in each mixture component of the model. Bayesian approach pairs up with the Markov Chain Monte Carlo (MCMC) which has a valid inference without depending on normality asymptotic condition is used to estimate this finite mixture model. In this paper, the household income which was constructed based on the Indonesian Family Life Survey (IFLS) 2014-2015 data was utilized to show the work of the Bayesian inference performance through MCMC algorithm in estimating the parameter of the finite gamma mixture model. The goodness-of-fit comparisons of proposed finite gamma mixture models were made based on the widely applicable information criteria (WAIC).

1. Introduction

Finite mixture models provide a flexible extension of classical statistical models which have specific properties such as multimodality, asymmetric distribution, heavy-tailed, and undiscovered diversity [1]. In a data-driven analysis perspective, it gives the meaning that the mixture model can describe a pattern which is stimulated by a process that is triggered by data [2]. However, the inference of those models has a specific challenge on computational sides. Bayesian inference approach can handle that problem since it can build a simplified structure of mixture models [3]. Nevertheless, the analytical parameter of posterior distribution through Bayesian inference is generally problematic to be obtained. Therefore a simulation method named Markov Chain Monte Carlo (MCMC) is proposed to determine that difficulty numerically. The simulation process of MCMC is executed Markov chains iteratively using Monte Carlo method to reach a convergence state on posterior distribution. The fulfillment of MCMC in Bayesian analysis demands a convenient sampling algorithm. One of those algorithms is the Gibbs sampler which is commonly implemented as a generator of random variables in MCMC [4].

The simulation process of MCMC is an essential process in Bayesian analysis that needs an important examination in the achievement of convergence. A usual method in diagnosing the convergence of MCMC is using the Gelman-Rubin method which assesses the convergence by analyzing the difference between multiple Markov chains [5].
2. Finite gamma mixture model

Suppose a random variable vector \( y \) which has a positive and continuous type; then the finite gamma mixture model can be defined by

\[
g(y \mid w, \theta) = w_1 f(y \mid \theta_1) + \ldots + w_k f(y \mid \theta_k) = \sum_{k=1}^{K} w_k f(y \mid \theta_k),
\]

(1)

Where \( K \) is the number of mixture components, \( w_1, \ldots, w_k \) are weighting parameters and the vector \( w=(w_1, \ldots, w_k) \) is a weighting vector of mixture distribution. The value of \( w \) must fulfill \( 0 \leq w_k \leq 1 \) and \( w_1 + \ldots + w_k = 1 \). \( f(y \mid \theta_k) \) has a gamma distribution with two parameters \( \alpha_k \) and \( \beta_k \), so \( f(y \mid \theta_k) = f(y \mid \alpha_k, \beta_k) = \beta_k^{\alpha_k} (\Gamma(\alpha_k))^{-1} y^{\alpha_k-1} e^{-\beta_k y} \) with \( \theta_k=(\alpha_k, \beta_k) \) and \( \theta=(\theta_1, \ldots, \theta_k) \).

3. Bayesian inference

We explain Bayesian method in sub-section 3.1, Gibbs sampler algorithm is described in subsection 3.2, the convergence diagnostic of the Markov Chain Monte Carlo in sub-section 3.3 and the widely applicable information criteria (WAIC) in sub-section 3.4.

3.1 Bayesian method

Let \( y=\{y_1, y_2, \ldots, y_N\} \) are unclassified observations from the mixture distribution that are randomly chosen. Let \( \Theta=(\Theta_1, \Theta_2, \ldots, \Theta_d) = (\theta_1, \ldots, \theta_K, w) \) are known as all parameters which have to be estimated in the mixture model. Based on Bayes theorem, the posterior distribution \( \pi(\Theta \mid y) \), is proportional to the multiplication between the prior distribution of \( \Theta \), \( p(\Theta) \), and the mixture likelihood \( f_L(y \mid \Theta) \). It can be represented mathematically as follows,

\[
\pi(\Theta \mid y) = \frac{f_L(y \mid \Theta) p(\Theta)}{f(y)}
\]

\[\propto f_L(y \mid \Theta) p(\Theta)\]

(2)

and the mixture likelihood function \( f_L(y \mid \Theta) \) takes the form,

\[
f_L(y \mid \Theta) = \prod_{i=1}^{N} g(y_i \mid \Theta) = \prod_{i=1}^{N} \left( \sum_{k=1}^{K} w_k f(y_i \mid \theta_k) \right).
\]

(3)

By giving prior distribution, the Bayesian approach will perform parameter estimation by integrating the posterior distribution which is approached by the MCMC method. In Bayesian approach, the result of parameter estimation does not depend on asymptotic normality and provides a valid inference in cases such as small data sets, unbalanced data, and mixtures with small component weights [6].

3.2 Algorithm

In each step of Gibbs sampler, a random value simply takes into account to be produced from the univariate conditional distributions. The algorithm can be developed by the following steps:

1. Set initial values \( \Theta^{(0)} \).
2. For \( t=1, 2, \ldots, T \) repeat the following steps:
   (i) Set \( \Theta = \Theta^{(t-1)} \)
   (ii) generate \( \Theta_j \) for \( j=1, 2, \ldots, d \) from \( \Theta_j \sim \pi(\Theta_j \mid \Theta_{-j}, y) \).

\( \pi(\Theta_j \mid \Theta_{-j}, y) \) Represents a full conditional posterior distribution with \( \Theta_{-j}=(\Theta_1, \ldots, \Theta_{j-1}, \Theta_{j+1}, \ldots, \Theta_d) \).
The full conditional posterior distribution \( \pi(\Theta_j | \Theta_{\setminus j}, y) \) has proportional relation as

\[
\pi(\Theta_j | \Theta_{\setminus j}, y) \propto \pi(\Theta_j | y),
\]

with all the variables except \( \Theta_j \) have constant values.

(iii) set \( \Theta^{(i)} = \Theta \)

(iv) keep it as the generated set of values at \( t + 1 \) iterations of the algorithm.

(v) by giving the chain \( \Theta^{(i)} \), the algorithm sets up the new parameter values as follows

\[
\Theta_1^{(i)} \text{ from } \pi(\Theta_1 | \Theta_2^{(i-1)}, \Theta_3^{(i-1)}, ..., \Theta_d^{(i-1)}, y) \\
\Theta_2^{(i)} \text{ from } \pi(\Theta_2 | \Theta_1^{(i)}, \Theta_3^{(i-1)}, ..., \Theta_d^{(i-1)}, y) \\
\vdots \\
\Theta_j^{(i)} \text{ from } \pi(\Theta_j | \Theta_1^{(i)}, \Theta_2^{(i)}, ..., \Theta_{j-1}^{(i)}, \Theta_{j+1}^{(i-1)}, ..., \Theta_d^{(i-1)}, y) \\
\vdots \\
\Theta_d^{(i)} \text{ from } \pi(\Theta_d | \Theta_1^{(i)}, \Theta_2^{(i)}, ..., \Theta_{d-1}^{(i)}, y)
\]

### 3.3 MCMC convergence diagnostics

The Gelman-Rubin method is constructed by specifying several Markov chains with different initial values and comparing the variance between some Markov chains with the variance in each Markov chain. Suppose \( m \) Markov chains are mutually independent with each Markov chain iterated for \( t = 1, 2, ..., T \). The convergence of MCMC is monitored through estimation of potential scale reduction factor (PSRF) formulated as follows.

\[
\hat{R} = \frac{\hat{V}(\Theta)}{\text{avg}}
\]

Where \( \hat{V}(\Theta) = \frac{T-1}{T} \text{avg} + \frac{1}{T} B \) is the variance estimate of \( \Theta \), \( \text{avg} = \frac{1}{m} \sum_{i=1}^{m} s_i^2 \) with \( s_i^2 = \frac{1}{T-1} \sum_{t=1}^{T} (\Theta_{ji} - \overline{\Theta})^2 \)

\[
B = \frac{T}{m-1} \sum_{i=1}^{m} (\overline{\Theta}_i - \overline{\Theta})^2 \text{ with } \overline{\Theta} = \frac{1}{m} \sum_{i=1}^{m} \overline{\Theta}_i . \] If the PSRF value approach to 1, then every \( m \) Markov Chains converge to the target distribution. Contrarily, if the PSRF has a large value, it is necessary to have an extended simulation that permits to decrease \( \hat{V}(\Theta) \) or to raise \( \text{avg} \) such that \( m \) Markov Chains converge to target distribution [7]. The Gelman-Rubin method is expanded for the vector of \( \Theta \) and also recognized as the Brooks-Gelman-Rubin (BGR) method [8].

### 3.4 Widely applicable information criteria

Widely applicable information criteria which can be named as Watanabe-Akaike information criteria (WAIC) is suitable for comparing Bayesian model which has hierarchical and mixture structure [9,10]. WAIC which is constructed as the estimation of expected log pointwise predictive density (elppd) is defined by

\[
elppd_{\text{waiac}} = \text{lpdp} - \text{p}_{\text{waiac}} .
\]

where \( \text{lpdp} \) is the log pointwise predictive density,

\[
\text{lpdp} = \log \prod_{i=1}^{n} p_{\text{post}} (y_i) = \sum_{i=1}^{n} \log \int f(y_i | \theta) \pi(\theta) \, d\theta ,
\]

With \( p_{\text{post}} (y_i) \) is the predictive density function based on posterior distribution \( \pi(\theta) \) and the likelihood function \( f(y_i | \theta) \). The effective number of parameter \( p_{\text{waiac}} \), is formulated as

\[
p_{\text{waiac}} = \sum_{i=1}^{n} \text{var}_{\text{post}} (\log f(y_i | \theta)) ,
\]
With \( \text{var}_{\text{post}}(\log f(y_i | \theta)) \) is the posterior variance of log-likelihood function. The determination of \( \text{lppd} \) and \( p_{\text{waic}} \) values can be estimated through MCMC computation. Therefore the estimated \( \text{lppd} \) can be given by

\[
\text{lppd} = \sum_{i=1}^{n} \log \left( \frac{1}{S} \sum_{s=1}^{S} f(y_i | \theta^s) \right),
\]

Where \( \theta^s \) with \( s = 1, 2, ..., S \) is simulated from the posterior distribution \( \pi(\theta) \). Whereas the estimation of \( p_{\text{waic}} \) is defined by

\[
\hat{p}_{\text{waic}} = \sum_{i=1}^{n} V_i \left( \log(f(y_i | \theta^i)) \right)
= \sum_{i=1}^{n} \frac{1}{S-1} \sum_{s=1}^{S} \left( \log(f(y_i | \theta^s) - E[\log(f(y_i | \theta^s))] \right)^2.
\]

4. Results

4.1. Estimating the finite gamma mixture model
In model (1), based on [11], three parameters \( \alpha, \beta, w \) which have to be estimated involve the prior distributions as

\[
p(w) \propto \text{Dirichlet}(\beta)
\]
\[
p(\alpha_k) \propto \text{Exp}(\beta)
\]
\[
p(\beta_k) \propto \text{InverseGamma}(\alpha_k, \beta_k).
\]

4.2. Empirical study
In this subsection, household income data which was determined from the Indonesian Family Life Survey (IFLS) 2014-2015 was employed to demonstrate the Bayesian inference performance through MCMC algorithm in estimating a parameter of the finite gamma mixture model. MultiBUGS which is an OpenBUGS software with parallel computation capability [12], was used to estimate the parameter of the finite gamma mixture model. The computation of MCMC convergence and with those diagnostic methods has been integrated with MultiBUGS. Whereas computing through R software is done with Convergence Diagnostic and Output Analysis (CODA) package [13].

4.2.1. Data. Income distribution was developed by household income response data which were processed based on survey data from Indonesian Family Life Survey (IFLS) 2014-2015 [14]. In this paper, we determine the income of 690 households.

4.2.2. Estimating parameter and convergence diagnostics. In the first process, regarding effective sample size of MCMC chains for parameters of interest, we generated 10,000 iterations as an effective sample size [15] and 100,000 iterations as a further simulation in consideration of the determination of the effect of increased number iterations on MCMC convergence [16]. Table 1 shows that the model with four mixture components has a relatively small WAIC than the other number of mixture components. As stated on [9,10], WAIC gives an asymptotically unbiased estimate of the out-of-sample prediction error which can be used as a measure of model accuracy. It means that in the goodness of fit aspects the model with a smaller value of WAIC than other models can be stated as a much better model than the other models. Therefore a gamma mixture model with four mixture component is selected. Referring on (1), the model can be formulated by

\[
g(y | w, \theta) = \sum_{k=1}^{K} w_k f(y | \theta_k),
\]
where \( f(y|\theta_k) \sim \text{Gamma}(\alpha_k, \beta_k) \), \( k = 1,2,3,4 \).

**Table 1.** Indicator values of WAIC for the number of mixture components which is simulated 10,000 and 100,000.

| Number of mixture components | WAIC 10,000 | WAIC 100,000 |
|-----------------------------|-------------|--------------|
| 2                           | 25,300      | 25,300       |
| 3                           | 25,290      | 25,290       |
| 4                           | 25,270      | 25,270       |
| 5                           | 25,280      | 25,280       |

The result of BGR diagnostic for the MCMC convergence of estimated parameter \( w_k \) is shown by figure 1. It can be shown that the graphics which have a green color line describe the dynamical movement of the pooled posterior variance, whereas the blue color line represents an evolution of the average within-sample variance, and the PSRF is shown by a red color line. The PSRF which tends to one indicates that the MCMC convergence of estimated parameter \( w_k \) is achieved for \( k = 1,2,3,4 \).
Figure 1. Dynamical movement of PSRF indicator for the MCMC of the estimated parameter $w_1$, $w_2$, $w_3$, and $w_4$ on 100,000 iterations.

BGR indicators for each $w_k$, for $k = 1, 2, 3, 4$, which describe the convergent of MCMC chains are supported by historical simulations of $w_1$, $w_2$, $w_3$, and $w_4$ on figure 2. Trace plots of historical simulations which look like “fat hairy caterpillar” indicate that the Markov chains are convergent as stated on [6].
**Figure 2.** Historical simulation of the MCMC of an estimated parameter $w_1, w_2, w_3,$ and $w_4$ on 100,000 iterations.

The convergent conditions of Markov chains imply that the chains reach the posterior distribution. So it produces the valid posterior inference for parameters and estimated parameters represent on table 2 can give valid results.

**Table 2.** Estimated parameter of $w_k, \alpha_k,$ and $\beta_k$

| The $k$-th mixture component | $w_k$ | $\alpha_k$ | $\beta_k$ |
|------------------------------|------|-----------|----------|
| 1                            | 0.4915 | 0.9077 | 4.070-8 |
| 2                            | 0.1044 | 0.9077 | 2.971-8 |
| 3                            | 0.0859 | 0.9077 | 2.315-8 |
| 4                            | 0.3181 | 0.9077 | 1.915-8 |

The final model can be arranged as

$$g(y \mid w, \theta) = \sum_{k=1}^{4} w_k f(y \mid \theta_k)$$

$$= 0.4915 \text{Gamma}(0.9077, 4.070-8) + 0.1044 \text{Gamma}(0.9077, 2.971-8)$$

$$+ 0.0859 \text{Gamma}(0.9077, 2.315-8) + 0.3181 \text{Gamma}(0.9077, 1.915-8).$$

**5. Conclusion**

Bayesian inference through Markov chain Monte Carlo (MCMC) method and widely applicable information criteria (WAIC) can give an assurance result on the parameter estimation process of the finite gamma mixture model. Based on the household income which is constructed through the
Indonesian Family Life Survey (IFLS) 2014-2015 data, it can be modeled by a finite mixture model with four mixture components of the gamma distribution.
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