A PROOF OF GROMOV’S CUBE INEQUALITY ON SCALAR CURVATURE
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Abstract. Gromov proved a cube inequality on the bound of distances between opposite faces of a cube equipped with a positive scalar curvature metric in dimension $\leq 8$ using minimal surface method. He conjectured that the cube inequality also holds in dimension $\geq 9$. In this paper, we prove Gromov’s cube inequality in all dimensions with the optimal constant via Dirac operator method. In fact, our proof yields a strengthened version of Gromov’s cube inequality, which does not seem to be accessible by the minimal surface method.

1. Introduction

In [9], Gromov proved a cube inequality on scalar curvature in dimension $\leq 8$ using minimal surface method [16, 17, 18]. In dimension $\geq 9$, Gromov provided an approach toward a proof of this inequality based on unpublished results of Lohkamp [15] or a generalization of Schoen-Yau’s result in [18]. He stated that the cube inequality should be regarded as conjectural in dimension $\geq 9$, cf. [9, Section 5.2, page 255]. On the other hand, by applying a quantitative relative index theorem, the second author gave an index theoretic proof of Gromov’s cube inequality in all dimensions but with a suboptimal constant [24]. In this paper, we give an index theoretic proof of a strengthened Gromov’s cube inequality with the optimal constant in all dimensions.

Theorem 1.1. Let $g$ be a Riemannian metric on the cube $I^n = [0, 1]^n$. Suppose $\ell_i = \text{dist}(\partial_i^-, \partial_i^+)$ is the $g$-distance between the $i$-th pair of opposite faces $\partial_i^-$ and $\partial_i^+$ of the cube. Then the following hold.

(1) If the scalar curvature of $g$ satisfies $\text{Sc}_g \geq k > 0$, then

$$\sum_{i=1}^{n} \frac{1}{\ell_i^2} \geq \frac{kn}{4\pi^2(n-1)}.$$  

Consequently, we have

$$\min_{1 \leq i \leq n} \text{dist}(\partial_i^-, \partial_i^+) \leq 2\pi \sqrt{n-1} \frac{\sqrt{k}}{k}.$$  
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(2) If the scalar curvature of \( g \) satisfies \( \text{Sc}_g \geq k > 0 \) and the dihedral angles of \((I^n, g)\) (viewed as a manifold with corners) are \(< \pi\), then
\[
\sum_{i=1}^{n} \frac{1}{\ell_i^2} > \frac{kn}{4\pi^2(n-1)}.
\]
(1.3)

Consequently, we have
\[
\min_{1 \leq i \leq n} \text{dist}(\partial_{i-}, \partial_{i+}) < 2\pi \sqrt{\frac{n-1}{k}}.
\]
(1.4)

We remark that the strict inequality from Part (2) of the above theorem holds when \((I^n, g)\) is a manifold with smooth boundary. In this case, the condition on dihedral angles becomes vacuous, since there are no dihedral angles when the boundary is smooth. More generally, the strict inequality from Part (2) is also applicable when the dihedral angles of \((I^n, g)\) are \(\leq \pi\) somewhere. See Remark 2.1.

The above inequality strengthens Gromov's cube inequality in [9], where his inequality sign is stated as \(\geq\). We remark that the constant \(4\pi^2\) in the inequality (1.1) is optimal. This can be seen by considering warped product metrics on large flat \((n-1)\)-dimensional cubes over an interval (see Remark 2.2 for more details).

To prove the strict inequality, we use the index theory for manifolds with corners developed in [22] together with some techniques developed in [20].

The proof of the above theorem is based on an explicit index computation of the Dirac operator with an appropriately chosen potential on \(\mathbb{R}^n\). Our proof also works for a more general version of Gromov’s cube inequality in the spin case. More precisely, the following Gromov’s \(\Box^{n-m}\) inequality holds.

**Theorem 1.2.** Let \(X\) be an \(n\)-dimensional compact connected spin manifold with corners. Suppose \(f: X \to [-1, 1]^m\) is a continuous map that preserves corner structures.\(^1\) Let \(\partial_{i \pm}, i = 1, \ldots, m\), be the pullbacks of the pairs of the opposite faces of the cube \([-1, 1]^m\). Suppose \(Y_n\) is an \((n-m)\)-dimensional closed submanifold (without boundary) in \(X\) that satisfies the following conditions:

1. \(\pi_1(Y_n) \to \pi_1(X)\) is injective;
2. \(Y_n\) is the transversal intersection\(^2\) of \(m\) orientable hypersurfaces \(\{Y_i\}_{i=1}^m\) of \(X\), where each \(Y_i\) separates \(\partial_{i-}\) from \(\partial_{i+}\);
3. the higher index \(\text{Ind}_\Gamma(D_{Y_n})\) does not vanish in \(KO_{n-m}(C^*_{\text{max}}(\Gamma; \mathbb{R}))\), where \(\Gamma = \pi_1(Y_n)\) and \(C^*_{\text{max}}(\Gamma; \mathbb{R})\) is the maximal group \(C^*\)-algebra of \(\Gamma\) with real coefficients.

Then the following hold.

1. If \(\text{Sc}(X) \geq k > 0\), then the distances \(\ell_i = \text{dist}(\partial_{i-}, \partial_{i+})\) satisfy the following inequality:
\[
\sum_{i=1}^{m} \frac{1}{\ell_i^2} \geq \frac{kn}{4\pi^2(n-1)}.
\]
(1.5)

---
\(^1\)This means \(f\) maps codimension \(k\) faces to codimension \(k\) faces.
\(^2\)In particular, this implies that the normal bundle of \(Y_n\) is trivial.
Consequently, we have
\[ \min_{1 \leq i \leq m} \text{dist}(\partial_{i-}, \partial_{i+}) \leq 2\pi \sqrt{\frac{m(n-1)}{kn}}. \] (1.6)

(2) Suppose in addition \( \pi_1(Y_{\mathbb{Q}}) \to \pi_1(X) \) is split injective. If \( \text{Sc}(X) \geq k > 0 \) and the dihedral angles of \( X \) are \( < \pi \), then
\[ \sum_{i=1}^{m} \frac{1}{\ell_i^2} > \frac{kn}{4\pi^2(n-1)}. \] (1.7)

Consequently, we have
\[ \min_{1 \leq i \leq m} \text{dist}(\partial_{i-}, \partial_{i+}) < 2\pi \sqrt{\frac{m(n-1)}{kn}}. \] (1.8)

Again we remark that the strict inequality from Part (2) of the above theorem is applicable to the special case where \( X \) a Riemannian manifold with smooth boundary. Indeed, the condition on dihedral angles becomes vacuous in the case where the boundary is smooth.

We point out that Cecchini [4] and Zeidler [26, 27] proved a special case of Theorem 1.2 when \( m = 1 \), i.e., Gromov’s bandwidth conjecture. The cube inequality plays an important role in the recent proof of nonexistence of positive scalar curvature metrics on 5-dimensional aspherical manifolds in [13] (cf. another proof of the same result in [5]).

We would like to thank Xianzhe Dai and Guofang Wei for very helpful comments.

2. Proof of Gromov’s cube inequality

In this section, we prove Theorem 1.1. Our proof is inspired in part by Zeidler’s proof for Gromov’s bandwidth conjecture [27, Theorem 1.4]. Throughout this section, we assume the constant \( k \) in Theorem 1.1 to be \( n(n-1) \), while the general case follows by rescaling the metric.

Proof of Theorem 1.1. To avoid distraction of the main ideas, we first prove the \( \geq \) inequality. We will give the proof of the strict inequality in Part 2.

Part 1: \( \geq \) inequality

Assume to the contrary that
\[ \sum_{i=1}^{n} \frac{1}{\ell_i^2} < \frac{n^2}{4\pi^2}. \] (2.1)

Then there exists \( \varepsilon > 0 \) such that
\[ \sum_{i=1}^{n} \frac{\pi^2(1+\varepsilon)^2}{(\ell_i - 2\varepsilon)^2} < \frac{n^2}{4}. \] (2.2)
Now we shall extend the metric on the cube $I^n$ to a complete metric on $\mathbb{R}^n$. We first give a construction of the metric for $n = 2$, and then briefly describe the general case.

Denote $X = [0, 1]^2$, $X_2 = \mathbb{R} \times [0, 1]$ and $X_1 = [0, 1] \times \mathbb{R}$. Note that $X_1 \cap X_2 = X$, and $X_1 \cup X_2$ has a shape of cross (see Figure 1). By the Whitney’s extension theorem [23] and a smooth partition of unity, there is a smooth metric $g_1$ on $X_1 \cup X_2$ such that $g_1 = g$ on $X$ and $g_1 = dx_1^2 + dx_2^2$ outside a compact set of $X_1 \cup X_2$.

Suppose that $\Psi$ is a smooth positive function on $X_1 \cup X_2$ such that $\Psi(x_1, x_2)$ is equal to 1 if $(x_1, x_2) \in X$, and $\Psi(x_1, x_2)$ is a constant when $x_1^2 + x_2^2$ is sufficiently large. Set $g_2 = \Psi \cdot g_1$. By choosing $\Psi$ to be large enough outside $X_1 \cup X_2$, we obtain a smooth metric $g_2$ on $X_1 \cup X_2$ with the following properties (see Figure 1).

1. The $g_2$-distance $\text{dist}_{g_2}(\partial_- X_1, \partial_+ X_1)$ between the two boundary components $\partial_- X_1 = \{0\} \times \mathbb{R}$ and $\partial_+ X_1 = \{1\} \times \mathbb{R}$ is $\geq \ell_1 - \varepsilon/3$, where $\varepsilon$ is given in line (2.2).

2. The $g_2$-distance $\text{dist}_{g_2}(\partial_- X_2, \partial_+ X_2)$ between the two boundary components $\partial_- X_2 = \mathbb{R} \times \{0\}$ and $\partial_+ X_2 = \mathbb{R} \times \{1\}$ is $\geq \ell_2 - \varepsilon/3$.

3. $g_2 = R^2(dx_1^2 + dx_2^2)$ on $X_1 \cup X_2$ outside a compact set for some $R > 0$.

Finally, using Whitney’s extension theorem, we extend the metric $g_2$ on $X_1 \cup X_2$ to obtain a complete metric $\tilde{g}$ on $\mathbb{R}^2$ such that $\tilde{g} = R^2(dx_1^2 + dx_2^2)$ on $\mathbb{R}^2$ outside a compact subset. Since $\tilde{g}$ is flat outside a compact set, there exists $\sigma > 0$ such that $\text{Sc}_{\tilde{g}} \geq -\sigma$ on $\mathbb{R}^2$.

For $x = (x_1, x_2) \in \mathbb{R}^2$, we define

$$\varphi_1(x) = \text{sgn}(x_1) \cdot \text{dist}_{\tilde{g}}(x, \{0\} \times \mathbb{R}) \quad \text{and} \quad \varphi_2(x) = \text{sgn}(x_2) \cdot \text{dist}_{\tilde{g}}(x, \mathbb{R} \times \{0\}),$$

where $\text{sgn}$ is the sign function. Set $\psi_i = \varphi_i - \ell_i/2$. For each $i = 1, 2$, let $z_i$ be a smooth approximation of $\psi_i$ such that $|z_i - \psi_i| \leq \varepsilon/3$ and $\|\nabla z_i\| \leq 1 + \varepsilon$ (cf. [6, Proposition 2.1]). Here $\nabla$ is the gradient with respect to the metric $\tilde{g}$.
To summarize, we have constructed a complete metric $\overline{g}$ and smooth functions $z_1$ and $z_2$ on $\mathbb{R}^2$ with the following properties.

- The metric $\overline{g}$ restricts to the metric $g$ on $[0,1]^2$, and coincides with the Euclidean metric on $\mathbb{R}^2$ outside a compact set. In particular, there exists a positive number $\sigma > 0$ such that $\Sc_{\overline{g}} \geq -\sigma$ on $\mathbb{R}^2$.
- For each $x \in \mathbb{R}^2$, if both $|z_1(x)| \leq \ell_1/2 - \varepsilon$ and $|z_2(x)| \leq \ell_2/2 - \varepsilon$, then $x$ lies in the cube $[0,1]^2$.
- For each $C > 0$, the subset $\{x \in \mathbb{R}^2 : z_1(x)^2 + z_2(x)^2 \leq C\}$ is compact.
- $||\nabla z_i|| \leq 1 + \varepsilon$, where $\nabla$ is the gradient with respect to the metric $\overline{g}$.

When $n > 2$, we extend the metric $g$ on $I^n = [0,1]^n$ to a complete metric $\overline{g}$ on $\mathbb{R}^n$ by a similar induction argument. Let us briefly describe the construction below.

For each $k = 0, 1, \ldots, n$, let $\Lambda_k$ be the family of all subsets of $\{1, 2, \ldots, n\}$ with $k$-elements. For $\lambda \in \Lambda_k$, set

$$X_\lambda = \{(x_1, x_2, \ldots, x_n) \in \mathbb{R}^n : \text{if } j \notin \lambda, \text{ then } 0 \leq x_j \leq 1\}.$$ 

In particular, $X_\emptyset = [0,1]^n$ for $\emptyset = \emptyset \in \Lambda_0$. For each $\lambda \in \Lambda_k$, the boundary of $X_\lambda$ has $(n-k)$ pairs of opposite faces, denoted by $\partial j_{\pm}X_\lambda$ for each $j \notin \lambda$.

Now we shall extend the metric $g$ on $X_\emptyset = [0,1]^n$ smoothly to a complete metric $\overline{g}$ on $\mathbb{R}^n$ by induction on $k$ so that for each given $k \in \{0, 1, \ldots, n-1\}$, we have

$$\text{dist}_{\overline{g}}(\partial j_{-}X_\lambda, \partial j_{+}X_\lambda) \geq \ell_j - k\varepsilon/(n+1) \quad \forall \lambda \in \Lambda_k \text{ and } \forall j \notin \lambda,$$

(2.3)

and the metric $\overline{g}$ coincides with the Euclidean metric on $\mathbb{R}^n$ outside a compact set. For $k = 0$, this is trivial. Now assume that the metric has been constructed on $X_\lambda$ satisfying the condition (2.3), for each $\lambda \in \Lambda_k$. For each $\mu \in \Lambda_{k+1}$, it suffices to extend the metric on the union $\cup_{\lambda \subseteq \mu}X_\lambda$ to $X_\mu$, where $\lambda$ runs through all $k$-element subsets of $\mu$. Note that the condition (2.3) is already satisfied on $\cup_{\lambda \subseteq \mu}X_\lambda$. Therefore, such an extension of metric always exists on $X_\mu$ by the Whitney’s extension theorem, a smooth partition of unity, and rescaling. By induction, we obtain a metric $\overline{g}$ on $\mathbb{R}^n$ with the required properties.

For each $i = 1, 2, \ldots, n$, set

$$E_i = \{(y_1, \ldots, y_n) \in \mathbb{R}^n : y_i = 0\}.$$ 

For each $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$, we define

$$\varphi(x) := \text{sgn}(x_i) \cdot \text{dist}_{\overline{g}}(x, E_i),$$

(2.4)

where $\text{sgn}$ is the sign function. Set $\psi_i = \varphi_i - \ell_i/2$. For each $i = 1, 2, \ldots, n$, let $z_i$ be a smooth approximation of $\psi_i$ such that $|z_i - \psi_i| \leq \varepsilon/(n+1)$ and $||\nabla z_i|| \leq 1 + \varepsilon$. Here $\nabla$ is the gradient with respect to the metric $\overline{g}$. To summarize, we have constructed a smooth metric $\overline{g}$ and smooth functions $\{z_i\}_{i=1,2,\ldots,n}$ on $\mathbb{R}^n$ with the following properties.

- The metric $\overline{g}$ restricts to the metric $g$ on $[0,1]^n$, and coincides with the Euclidean metric on $\mathbb{R}^n$ outside a compact set. In particular, there exists a positive number $\sigma > 0$ such that $\Sc_{\overline{g}} \geq -\sigma$ on $\mathbb{R}^n$. 

• For each $x \in \mathbb{R}^n$, if $|z_i(x)| \leq \ell_i/2 - \varepsilon$ for $1 \leq i \leq n$, then $x$ lies in the cube $[0, 1]^n$.

• For each $C > 0$, the subset $\{x \in \mathbb{R}^n : z_1(x)^2 + \cdots + z_n(x)^2 \leq C\}$ is compact.

• $\|\nabla z_i\| \leq 1 + \varepsilon$, where $\nabla$ is the gradient with respect to the metric $\mathcal{g}$.

With the constant $\varepsilon > 0$ and $\sigma > 0$ given above, there exist positive numbers $\delta > 0$ and $\{\ell_i\}_{1 \leq i \leq n}$ such that for all $1 \leq i \leq n$, we have

$$0 < \ell_i < \ell_i - 2\varepsilon < \ell_i,$$

(2.5)

and

$$\frac{n^2}{4} - \frac{n}{1} \frac{\pi^2(1 + \varepsilon)^2}{(\ell_i - 2\varepsilon)^2} > \delta,$$

(2.6)

and

$$\frac{-n\sigma}{4(n-1)} + \frac{\pi^2(1 + \varepsilon)^2}{(\ell_1 - 2\varepsilon)^2} \tan^2 \frac{\pi\ell_1}{2(\ell_1 - 2\varepsilon)} - \varepsilon - \sum_{i=2}^{n} \frac{\pi^2(1 + \varepsilon)^2}{(\ell_i - 2\varepsilon)^2} > \delta.$$  

(2.7)

Set

$$r_i = \frac{\pi(1 + \varepsilon)}{\ell_i - 2\varepsilon}.$$  

Fix a positive number $\ell$ such that $\ell > \ell_i/2 + 1$ for all $1 \leq i \leq n$. We choose smooth functions $\{\xi_i\}_{1 \leq i \leq n}$ on $\mathbb{R}^n$, the flat Euclidean space, such that

1. $0 \leq (1 + \varepsilon)\xi_i(x, y) \leq y^2 + r_i^2$ for $\forall (x, y) \in \mathbb{E}$,
2. $0 \leq \xi_i(x, y) \leq \varepsilon$ for $|x| \geq \ell_i/2$, where $\varepsilon$ is the constant given in line (2.6),
3. and

$$\xi_i(x, y) = \begin{cases} 
\frac{y^2 + r_i^2}{1 + \varepsilon} & \text{if } |x| \leq \ell_i/2, \\
0 & \text{if } \ell_i/2 - \varepsilon \leq |x| \leq \ell, \\
\varepsilon & \text{if } |x| \geq \ell + 1.
\end{cases}$$

Let $f_i$ be the unique solution to the following differential equation with initial condition

$$\begin{cases}
 f'(x) = \xi_i(x, f(x)), \\
 f(0) = 0.
\end{cases}$$

(2.8)

The solution always exists in a small neighborhood of $x = 0$. By the comparison theorem, we have

$$f_i(x) \leq r_i \tan \left( \frac{r_i x}{1 + \varepsilon} \right),$$

(2.9)

since the function $h_i(x) = r_i \tan \left( \frac{r_i x}{1 + \varepsilon} \right)$ is the unique solution to the differential equation

$$\begin{cases}
 f'(x) = \frac{f(x)^2 + r_i^2}{1 + \varepsilon}, \\
 f(0) = 0.
\end{cases}$$

Therefore the solution $f_i$ exists at least for $|x| < \ell_i/2$. On the other hand, by assumption, $\xi_i(x, y) = 0$ for all $\ell_i/2 - \varepsilon \leq |x| \leq \ell$ and $0 \leq \xi_i(x, y) \leq \varepsilon$ for $|x| \geq \ell_i/2$. It follows that the solution $f_i$ exists on the whole real line (cf. [19, §9, Theorem XIII]). Roughly speaking, $f_i(x)$ is equal to the function $h_i(x) =$
Let $C_{n,0}$ be the Clifford algebra generated by $\{e_i\}_{1 \leq i \leq n}$ subject to the relation $e_i^2 = -1$ and $e_i e_j + e_j e_i = 0$ for $i \neq j$. Similarly, we define $C_{0,n}$ to be the Clifford algebra generated by $\{\hat{e}_i\}_{1 \leq i \leq n}$ subject to the relation $\hat{e}_i^2 = 1$ and $\hat{e}_i \hat{e}_j + \hat{e}_j \hat{e}_i = 0$ for $i \neq j$. Let $\mathbb{T}\mathbb{R}^n \oplus \mathbb{E}^n$ be the direct sum of the tangent bundle of $(\mathbb{R}^n, g)$ and the trivial bundle $\mathbb{E}^n$, and

$$E := S(\mathbb{T}\mathbb{R}^n \oplus \mathbb{E}^n)$$

the spinor bundle of $\mathbb{T}\mathbb{R}^n \oplus \mathbb{E}^n$. By construction, $E$ is equipped with the Clifford action of $C_{n,0}(\mathbb{T}\mathbb{R}^n) \otimes C_{0,n}(\mathbb{E}^n)$.

Let $D$ be the twisted Dirac operator on $L^2(\mathbb{R}^n, E)$, where $L^2(\mathbb{R}^n, E)$ is the space of $L^2$ sections of the bundle $E$. In terms of local orthonormal frames $\{w_i\}_{1 \leq i \leq n}$ of the tangent bundle $\mathbb{T}\mathbb{R}^n$, the operator $D$ can be locally expressed by

$$D = \sum_{i=1}^{n} w_i \nabla_{w_i},$$

where $w_i$ denotes the Clifford action of $C_{n,0}(\mathbb{T}\mathbb{R}^n)$ on $E$.

Consider the following Callias-type operator

$$B = D \otimes 1 + \sum_{i=1}^{n} 1 \otimes f_i(z_i) \hat{e}_i$$

where $\{\hat{e}_i\}$ is the flat orthonormal basis of $\mathbb{E}^n$. A direct computation shows that

$$B^2 = D^2 \otimes 1 + \sum_{i=1}^{n} f_i(z_i)^2 + \sum_{i=1}^{n} [D, f_i(z_i)] \otimes \hat{e}_i. \quad (2.10)$$

As $[D, f_i(z_i)] \otimes \hat{e}_i$ is a bounded operator on $L^2(\mathbb{R}^n, E)$ for all $1 \leq i \leq n$ and $\sum_{i=1}^{n} f_i(z_i)^2$ is a proper function on $\mathbb{R}^n$, it follows that $B$ is essentially self-adjoint and Fredholm [1].

Clearly, there is a smooth path of Riemannian metrics $g_t$ on $\mathbb{R}^n$ connecting the metric $\bar{g}$ to the standard Euclidean metric $g_o$ on $\mathbb{R}^n$. We may assume that there exists a compact set $K$ such that each metric $g_t$ coincides with the standard Euclidean metric on $\mathbb{R}^n$ outside $K$. Furthermore, there is a homotopy of functions $\{\theta_t, 0 \leq t \leq 1\}$ between $f_i$ and the standard coordinate function $x_i$ of $(\mathbb{R}^n, g_o)$ such that $\sum_{i=1}^{n} \theta_{t,i}^2$ is a proper function and $\theta_{t,i}$ has uniformly bounded gradient for all $t \in [0, 1]$. It follows from the homotopy invariance of the Fredholm index that $\text{Ind}(B) = \text{Ind}(B_o)$, where $\text{Ind}(B_o)$ is the index of the following Bott-Dirac operator

$$B_o = \sum_{i=1}^{n} \frac{\partial}{\partial x_i} e_i \otimes 1 + \sum_{i=1}^{n} 1 \otimes x_i \hat{e}_i, \quad (2.11)$$

acting on $L^2(\mathbb{R}^n, S(\mathbb{E}^n \oplus \mathbb{E}^n))$.

---

3A function $f: \mathbb{R}^n \to \mathbb{R}$ is said to be proper if the preimage $f^{-1}(K)$ of each compact subset $K$ is compact.
We have
\[ B^2_0 = -\sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2} + \sum_{i=1}^{n} x_i^2 + \sum_{i=1}^{n} e_i \hat{\otimes} \hat{e}_i. \]
Observe that \( \{e_i \hat{\otimes} \hat{e}_i\}_{1 \leq i \leq n} \) is a commuting family of symmetries, i.e., \((e_i \hat{\otimes} \hat{e}_i)^2 = 1\) and
\[(e_i \hat{\otimes} \hat{e}_i)(e_j \hat{\otimes} \hat{e}_j) = (e_j \hat{\otimes} \hat{e}_j)(e_i \hat{\otimes} \hat{e}_i)\]
for \(i \neq j\). Let \( \Lambda \) be the set of all maps from \(\{1, 2, \ldots, n\}\) to \(\{1, -1\}\). The family of symmetries \(\{e_i \hat{\otimes} \hat{e}_i\}_{1 \leq i \leq n}\) decompose \(S(\mathbb{E}^n \oplus \mathbb{E}^n)\) into \(2^n\) subspaces \(V_\lambda\) indexed by \(\lambda \in \Lambda\), where
\[(e_i \hat{\otimes} \hat{e}_i)f = \lambda(i)f \quad \text{for} \quad \forall f \in V_\lambda.\]
As the rank of \(S(\mathbb{E}^n \oplus \mathbb{E}^n)\) is equal to \(2^n\), each \(V_\lambda\) has rank 1.

The operator \(B^2_0\) also decomposes correspondingly into an orthogonal direct sum of operators
\[-\sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2} + \sum_{i=1}^{n} x_i^2 + \sum_{i=1}^{n} \lambda(i)\]
each of which acts on \(L^2(\mathbb{R}^n, V_\lambda)\). It is known that the harmonic oscillator
\[-\frac{d^2}{dx^2} + x^2\]
has a complete system of eigenvectors in \(L^2(\mathbb{R})\) with the set of eigenvalues \(\mathcal{O} = \{1, 3, 5, \ldots\}\). Therefore the operator
\[-\sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2} + \sum_{i=1}^{n} x_i^2\]
has a complete system of eigenvectors in \(L^2(\mathbb{R}^n)\) with the set of eigenvalues \(\mathcal{O}_n := \{k_1 + k_2 + \cdots + k_n : k_i \in \mathcal{O}\}\).

It follows that \(B^2\) restricted on \(L^2(\mathbb{R}^n, V_\lambda)\) is one-to-one and onto unless \(\lambda\) is the constant map with \(\lambda(i) = -1\) for all \(i \in \{1, 2, \ldots, n\}\). In particular, when \(\lambda \equiv -1\), the kernel of \(B^2\) is \(\{\exp(-(x_1^2 + \cdots + x_n^2)/2) \cdot v : v \in V_\lambda\}\), which is of dimension 1. As such \(V_\lambda\) is located in the even part of \(S(\mathbb{E}^n \oplus \mathbb{E}^n)\) with respect to its even-odd grading, the (graded) Fredholm index of \(B\) is equal to 1.

On the other hand, we shall show that \(B\) is an invertible operator, hence has \(\text{Ind}(B) = 0\), which will lead to a contradiction. Indeed, by the Lichnerowicz’s formula, we have
\[ D^2 = \nabla^* \nabla + \frac{Sc}{4}. \]
It follows from the Cauchy–Schwarz inequality that
\[ \langle Dv, Dv \rangle \leq n \langle \nabla v, \nabla v \rangle \]
for all \(v \in C_c^\infty(\mathbb{R}^n, E)\). Therefore, we have
\[ D^2 \geq \frac{Sc}{4} \cdot \frac{n}{n - 1} \quad \text{on} \quad C_c^\infty(\mathbb{R}^n, E). \quad (2.12) \]
By line (2.10), we have

\[
B^2 \geq D^2 + \sum_{i=1}^{n} f_i(z_i)^2 - \sum_{i=1}^{n} \|[D, f_i(z_i)]\| \\
\geq \frac{S_{c_\pi}}{4} \cdot \frac{n}{n-1} + \sum_{i=1}^{n} f_i(z_i)^2 - \sum_{i=1}^{n} f_i'(z_i)\|\nabla z_i\| \\
\geq \frac{S_{c_\pi}}{4} \cdot \frac{n}{n-1} + \sum_{i=1}^{n} f_i(z_i)^2 - \sum_{i=1}^{n} f_i'(z_i)(1 + \varepsilon).
\]

**Case (1): inside the cube.** By assumption, we have \(S_{c_\pi} \geq n(n - 1)\) inside the cube \(I^n = [0, 1]^n\). Hence

\[
B^2 \geq \frac{n^2}{4} + \sum_{i=1}^{n} f_i(z_i)^2 - \sum_{i=1}^{n} f_i'(z_i)(1 + \varepsilon) \\
= \frac{n^2}{4} + \sum_{i=1}^{n} f_i(z_i)^2 - \sum_{i=1}^{n} \xi_i(z_i, f_i(z_i))(1 + \varepsilon) \\
\geq \frac{n^2}{4} - \sum_{i=1}^{n} r_i^2 = \frac{n^2}{4} - \sum_{i=1}^{n} \frac{\pi^2(1 + \varepsilon)^2}{(\ell_i - 2\varepsilon)^2} > \delta
\]

where the positivity is deduced from line (2.6).

**Case (2): outside the cube.** In this case, we see that at least one of the \(|z_i|\)'s is \(\geq \ell_i/2 - \varepsilon\). Without loss of generality, we assume that \(|z_1| \geq \ell_1/2 - \varepsilon > \ell_1/2\). Note that \(f_1(x) = r_1 \tan\left(\frac{r_1 x}{1+\varepsilon}\right)\) for \(|x| \leq \ell_1/2\). Since \(f_1\) is an increasing function, we have

\[
|f_1(x)| \geq r_1 \tan\left(\frac{r_1 \ell_1}{2(1+\varepsilon)}\right) = \frac{\pi(1 + \varepsilon)}{\ell_1 - 2\varepsilon} \tan\left(\frac{\pi \ell_1}{2(\ell_1 - 2\varepsilon)}\right) \text{ for all } |x| \geq \ell_1/2 - \varepsilon.
\]

Furthermore, since \(|z_1| \geq \ell_1/2 - \varepsilon\), we have \(|f_1'(z_1)| \leq \varepsilon\). Therefore, we see that

\[
B^2 \geq \frac{-n\sigma}{4(n-1)} + f_1(z_1)^2 - \varepsilon - \sum_{i=2}^{n} r_i^2 \\
\geq \frac{-n\sigma}{4(n-1)} + \frac{\pi^2(1 + \varepsilon)^2}{(\ell_1 - 2\varepsilon)^2} \tan^2\left(\frac{\pi \ell_1}{2(\ell_1 - 2\varepsilon)}\right) - \varepsilon - \sum_{i=2}^{n} r_i^2 > \delta,
\]

where the positivity is deduced from line (2.7).

To summarize, we have proved that \(B^2 > \delta\) for some positive constant \(\delta > 0\). It follows that \(B\) is invertible, hence \(\text{Ind}(B) = 0\), which contradicts the fact that \(\text{Ind}(B) = 1\). This finishes Part 1 of the proof.
Part 2: Strict inequality

Given a Riemannian metric on the cube \([0, 1]^n\) with scalar curvature \(\geq n(n-1)\), we assume to the contrary that

\[
\sum_{i=1}^{n} \frac{1}{\ell_i^2} = \frac{n^2}{4\pi^2}.
\] (2.13)

Let \(z_i\) and \(f_i\) be functions similar to those defined in Part 1, for \(i = 1, 2, \ldots, n\). We shall specify more precisely what properties \(z_i\) and \(f_i\) need to satisfy, after we set up a relevant index problem and its associated Bochner-Lichnerowicz type formula. For the moment, we only assume each \(z_i\) is a real-valued smooth function on \(I^n\) and \(f_i\) is a real-valued smooth function of \(z_i\).

Consider the bundle

\[ E := S(TI^n \oplus \mathbb{E}^n) \]

over the cube \(I^n\), similarly to Part 1. Set

\[ B = D \otimes 1 + \sum_{i=1}^{n} 1 \otimes f_i(z_i) \hat{e}_i. \] (2.14)

We shall introduce a boundary condition \(\mathcal{B}\) at the codimension one faces of \(I^n\) for sections of \(E\) over \(\partial I^n\). By assumption, the dihedral angles of \(I^n\) (under the metric \(g\)) are \(< \pi\), since the corner structure is non-degenerate.

Since the dihedral angles of \(I^n\) (under the metric \(g\)) are \(< \pi\), it is not difficult to see that there exists a manifold with corners \(M\) in \(\mathbb{R}^n\) and a smooth map \(\Phi: I^n \to M\) such that

1. \(\Phi\) preserves the corner structures,
2. \(0 < \theta(x) < \theta_M(\Phi(x)) < \pi\) for all \(x\) in each codimension two face of \(I^n\), where \(\theta(x)\) is the dihedral angle of \((I^n, g)\) at the point \(x\) and \(\theta_M(\Phi(x))\) is the corresponding dihedral angle of \(M\) at \(\Phi(x)\).
3. For each \(x\) in a codimension one face \(F\) of \(M\), we have

\[
\langle \hat{\nu}_x, \hat{e}_i \rangle < 0 \text{ if } F = \Phi(\partial_{x^+}), \text{ and } \langle \hat{\nu}_x, \hat{e}_i \rangle > 0 \text{ if } F = \Phi(\partial_{x^-}),
\]

where \(\hat{\nu}_x\) is the unit inner normal vector field of \(F\) at \(x\) and \(\hat{e}_i\) is the \(i\)-th standard basis vector of \(\mathbb{E}^n\).

For example, we may slightly perturb the unit sphere in \(\mathbb{R}^n\) and choose \(M\) to be the compact region enclosed by this slightly perturbed sphere. For convenience, we may further assume that each codimension one face of \(M\) is convex (that is, has non-negative second fundamental form). Now the boundary condition \(\mathcal{B}\) on each codimension one face \(\overline{F}\) of \(I^n\) is given by

\[
(\nu_x \otimes \hat{\nu}_{\Phi(x)}) \varphi(x) = -\varphi(x)
\] (2.15)

\footnote{Note that we have used \(\hat{e}_i\) to denote both \(i\)-th standard basis vector of \(\mathbb{R}^n\) and the associated Clifford multiplication on \(Cl_{\ell_0,n}\). It should be clear from the context which one we refer to.}

\footnote{In the present paper, the convexity of \(\partial M\) is only assumed for convenience, and is not really essential for the proof.
for all \( x \in \overline{F} \) and all sections \( \varphi \) of \( E \), where \( \nu \) is the Clifford multiplication given by the unit inner normal vector field \( \nu_x \) of \( \overline{F} \) at \( x \), and \( \hat{\nu}_{\Phi(x)} \) is the Clifford multiplication given by the unit inner normal vector field \( \hat{\nu}_{\Phi(x)} \) of \( \Phi(\overline{F}) \) at \( \Phi(x) \).

Note that the operator \( D \) is a twisted Dirac operator to which the index theoretic techniques developed in [22] for manifolds with polyhedral boundary apply. As \( B \) only differs from \( D \) by a bounded term, the same techniques from [22] imply the following properties of \( B \).

(1) The operator \( B \) with the boundary condition \( \mathcal{B} \) is an essentially self-adjoint Fredholm operator with domain \( H^1(I^n, E; \mathcal{B}) \) consisting of Sobolev \( H^1 \)-sections satisfying the boundary condition \( \mathcal{B} \).

(2) Furthermore, the Fredholm index of \( B \) is equal to 1. In particular, there exists a nonzero element \( \varphi \) in \( H^1(I^n, E; \mathcal{B}) \) such that \( B\varphi = 0 \).

Let \( \psi \) be any smooth section of \( E \) over \( I^n \) that vanishes near all codimension two faces. We have

\[
\int_{I^n} \langle B\psi, B\psi \rangle = \int_{I^n} |D\psi|^2 + \int_{I^n} \left( \sum_{i=1}^n f_i(z_i)^2 + \sum_{i=1}^n [D, f_i(z_i)] \otimes \hat{e}_i \right) \psi, \psi \right) + \int_{\partial I^n} \sum_{i=1}^n (f_i(z_i)(\nu \otimes \hat{e}_i) \psi, \psi) \tag{2.16}
\]

Let \( \mathcal{P} \) be the Penrose operator defined as follows:

\[
\mathcal{P}_V \psi := \nabla V \psi + \frac{1}{n} V \cdot D\psi \tag{2.17}
\]

for \( V \in TI^n \). We have the following identity ([2, Section 5.2]):

\[
|\nabla \psi|^2 = |\mathcal{P} \psi|^2 + \frac{1}{n} |D\psi|^2. \tag{2.18}
\]

Note that

\[
\int_{I^n} |D\psi|^2 = \int_{I^n} \langle D^2 \psi, \psi \rangle + \int_{\partial I^n} \langle \nu \cdot D\psi, \psi \rangle \\
= \int_{I^n} \frac{Sc_g}{4} |\psi|^2 + \int_{\partial I^n} \langle \nabla^s \nabla \psi, \psi \rangle + \int_{\partial I^n} \langle \nu \cdot D\psi, \psi \rangle \\
= \int_{I^n} \left( \frac{Sc_g}{4} |\psi|^2 + |\nabla \psi|^2 \right) + \int_{\partial I^n} \langle (\nu \cdot D + \nabla^s) \psi, \psi \rangle,
\]

which together with Equation (2.18) implies that

\[
\int_{I^n} |D\psi|^2 = \frac{n}{n-1} \int_{I^n} \left( \frac{Sc_g}{4} |\psi|^2 + |\mathcal{P} \psi|^2 \right) + \frac{n}{n-1} \int_{\partial I^n} \langle (\nu \cdot D + \nabla^s) \psi, \psi \rangle.
\]

On each codimension one face of \( I^n \), we have that

\[
\nu \cdot D + \nabla^s = \sum_{j=1}^{n-1} e_j \nabla e_j,
\]
where \( \{e_j\} \) is a local orthonormal frame of the tangent bundle of the face. In particular,

\[
\mathcal{H} = [\nu \cdot D + \nabla_\nu, \nu \otimes \dot{\nu}] := (\nu \cdot D + \nabla_\nu)(\nu \otimes \dot{\nu}) + (\nu \otimes \dot{\nu})(\nu \cdot D + \nabla_\nu)
\]

is a bounded endomorphism acting on the bundle \( E \) over this face.\(^6\)

Now we consider the term \( \langle (\nu \otimes \dot{e}_i) \psi, \psi \rangle \) from line (2.16). Recall that \( \{\dot{e}_i\} \) is the standard orthonormal basis of \( \mathbb{R}^n \). If \( \dot{\nu} \) is the unit inner normal vector \( \dot{\nu}_y \) of a codimension one face of \( M \) at \( y \), then we have the decomposition

\[
\dot{e}_i = a_i \dot{\nu} + \hat{w}_i,
\]

where \( a_i = \langle \dot{\nu}, \dot{e}_i \rangle \) and \( \hat{w}_i \) is a vector that is orthogonal to \( \dot{\nu} \). It follows that

\[
\langle (\nu \otimes \dot{e}_i) \psi, \psi \rangle = a_i \langle (\nu \otimes \dot{\nu}) \psi, \psi \rangle + \langle (\nu \otimes \hat{w}_i) \psi, \psi \rangle.
\]

Now suppose \( \psi \) satisfies the boundary condition \( \mathfrak{B} \) from line (2.15). Then we have

\[
a_i \langle (\nu \otimes \dot{\nu}) \psi, \psi \rangle = a_i |\psi|^2 \quad \text{and} \quad \langle (\nu \otimes \hat{w}_i) \psi, \psi \rangle = 0,
\]

where the latter follows from that fact that \( \nu \otimes \hat{w}_i \) anti-commutes with \( \nu \otimes \dot{\nu} \). To summarize, we have that

\[
\int_{I^n} \langle B \psi, B \psi \rangle = \int_{I^n} |\mathcal{P} \psi|^2 + \int_{I^n} \left\langle \left( \frac{n}{n - 1} \frac{Sc_g}{4} + \sum_{i=1}^{n} f_i(z_i)^2 + \sum_{i=1}^{n} \left[ D, f_i(z_i) \right] \otimes \dot{e}_i \right) \psi, \psi \right\rangle \tag{2.19}
\]

\[
+ \frac{n}{n - 1} \int_{\partial I^n} \langle \mathcal{H} \psi, \psi \rangle + \int_{\partial I^n} \left( \sum_{i=1}^{n} \langle \dot{\nu}, \dot{e}_i \rangle f_i(z_i) \right) |\psi|^2
\]

for all smooth sections \( \psi \in C_0^\infty(I^n, E; \mathfrak{B}) \), where \( C_0^\infty(I^n, E; \mathfrak{B}) \) is the space of all smooth sections of \( E \) over \( I^n \) that vanish near all codimension two faces of \( I^n \) and satisfy the boundary condition \( \mathfrak{B} \) at all codimension one faces of \( I^n \). Note that the completion of \( C_0^\infty(I^n, E; \mathfrak{B}) \) with respect to the Sobolev \( H^1 \) norm is \( H^1(I^n, E; \mathfrak{B}) \), since removing a subspace of codimension at least two does not affect Sobolev \( H^1 \) space. As both sides of Equation (2.19) are continuous with respect to the \( H^1 \)-norm, it follows that Equation (2.19) also holds for all \( \psi \in H^1(I^n, E; \mathfrak{B}) \).

Now we shall describe the properties that \( f_i \) and \( z_i \) need to satisfy. Set \( \ell_i = \text{dist}_g(\partial_{i-}, \partial_{i+}) \). We first define

\[
f_i(x) = -\frac{\pi}{\ell_i} \tan\left(\frac{\pi x}{\ell_i}\right), \tag{2.20}
\]

\(^6\)In fact, under the assumption that the codimension one faces of \( M \) are convex, for each \( x \) in a codimension one face \( \overline{F} \) of \( I^n \), a local computation (cf. [22, Section 2]) shows that

\[
\mathcal{H}(x) \geq \frac{1}{2} H(x) - \frac{1}{2} H_{\partial M}(\Phi(x)) \cdot \|d\Phi\|_x,
\]

where \( H \) (resp. \( H_{\partial M} \)) is the mean curvatures of \( \overline{F} \) (resp. \( \Phi(\overline{F}) \)) and \( \|d\Phi\|_x \) is the norm of the map \( d\Phi : T_x I^n \rightarrow T_{\Phi(x)} M \). Such an explicit lower bound of \( \mathcal{H} \) is important in some geometric applications. However, for the present paper, we actually only need to know \( \mathcal{H} \) is (uniformly) bounded from below on the codimension one faces of \( I^n \).
for $x \in (-\ell_i/2, \ell_i/2)$, which satisfies that
\[
\frac{\pi^2}{\ell_i^2} + f_i^2 - |f'_i| = 0. \tag{2.21}
\]

Note that $f_i(x) \to \mp \infty$ as $x \to \pm \ell_i/2$. For each $1 \leq i \leq n$, consider the function
\[
\max\{\ell_i, \text{dist}(\cdot, \partial \pm)\} - \ell_i/2
\]
on $I^n$. By modifying it slightly on $I - \partial \pm$, we see that there exists a function $\tilde{z}_i$ on $I^n$ such that
- $\tilde{z}_i$ is 1-Lipschitz on $(I^n, g)$,
- $\tilde{z}_i = \pm \ell_i/2$ on $\partial \pm$, and
- $|\tilde{z}_i(x)| < \ell_i/2$ if $x$ is not in $\partial \pm$.

At the moment, $\tilde{z}_i$ is not necessarily smooth on $I^n$. But in any case, the function $f_i(\tilde{z}_i)$ is well-defined everywhere in the interior of $I^n$.

By our choice of $M$, we have that $a_i := \langle \hat{v}, \hat{e}_i \rangle$ is strictly positive (resp. negative) on $\Phi(\partial_-)$ (resp. $\Phi(\partial_+)$). Therefore we have
\[
a_i f_i(\tilde{z}_i(x)) \text{ uniformly goes to } +\infty, \text{ as } x \text{ approaches } \partial \pm. \tag{2.22}
\]

We have the following claim.

**Claim 1.** $\sum_{i=1}^n a_i f_i(\tilde{z}_i(x))$ uniformly goes to $+\infty$, as $x$ approaches $\partial I^n$.

Suppose $y$ is a point in the interior of the intersection of $k$ codimension one faces. For example, assume $y$ lies in the interior of $\partial_{1+} \cap \cdots \cap \partial_{k+}$. By line (2.22), there exists a small neighborhood $U_y$ of $y$ in $N$ such that the functions $a_1 f_1(\tilde{z}_1), \ldots, a_k f_k(\tilde{z}_k)$ are all positive on $U_y$, while the functions
\[
a_{k+1} f_{k+1}(\tilde{z}_{k+1}), \ldots, a_n f_n(\tilde{z}_n)
\]
are uniformly bounded on $U_y$. Therefore $\sum_{i=1}^n a_i f_i(\tilde{z}_i(x))$ goes to $+\infty$ uniformly when $x$ approaches to $\partial I^n$, as long as $x \in U_y$. Now Claim 1 follows by the compactness of $\partial I^n$.

By applying Claim 1, it is not difficult to see that we can slightly perturb $\tilde{z}_i$ to obtain functions $z_i$ with the following properties.

1. Each $z_i$ is smooth and 1-Lipschitz on $(I^n, g)$,
2. $|z_i(x)| < \ell_i/2$ for all $x \in I^n$, and
3. for all $x \in \partial_j \pm$ and all $1 \leq j \leq n$, we have
\[
\sum_{i=1}^n \langle \hat{v}, \hat{e}_i \rangle f_i(z_i(x)) > \frac{n}{n-1} \|\mathcal{H}\| \tag{2.23}
\]
Note that
\[
\frac{n}{n-1} \frac{\Sc_g}{4} + \sum_{i=1}^{n} f_i(z_i)^2 + \sum_{i=1}^{n} |D, f_i(z_i)| \otimes \hat{e}_i \geq \frac{n^2}{4} + \sum_{i=1}^{n} f_i(z_i)^2 - \sum_{i=1}^{n} |f_i'(z_i)| \tag{2.24}
\]
where the first inequality is because the scalar curvature is \( \geq n(n-1) \) and each \( z_i \) is 1-Lipschitz, the second equality follows from line (2.21), and the last equality is due to the assumption (2.13).

Recall that the operator \( B \) from line (2.14) (subject to the boundary condition \( \mathfrak{B} \)) is an essentially self-adjoint Fredholm operator with domain \( H^1(I^n, E; \mathfrak{B}) \). Moreover, the Fredholm index of \( B \) is 1. So there exists a non-zero element \( \varphi \in H^1(I^n, E; \mathfrak{B}) \) such that \( B\varphi = 0 \). We plug \( \varphi \) into Equation (2.19), it follows from line (2.23) and (2.24) that
- \( \mathcal{P} \varphi = 0 \) almost everywhere on \( I^n \), and
- \( \varphi = 0 \) almost everywhere on \( \partial I^n \).

Now \( \mathcal{P} \varphi = 0 \) and \( B\varphi = 0 \) imply that
\[
\nabla_V \varphi = \frac{1}{n} \left( \sum_{i=1}^{n} V \otimes f_i(z_i) \hat{e}_i \right) \varphi, \tag{2.25}
\]
for all \( V \in TI^n \), which is a first order linear ordinary differential equation of \( \varphi \). It follows that \( \varphi \) is smooth on \( I^n \). On the other hand, we already know \( \varphi = 0 \) almost everywhere on \( \partial I^n \). In particular, \( \varphi(y_0) = 0 \) for some point \( y_0 \) in \( \partial I^n \).

Now for any \( x \in I^n \), we choose a smooth path \( \gamma_x \) connecting \( x \) to \( y_0 \). By the uniqueness of solutions to the linear differential equation (2.25) along the path \( \gamma_x \), we see that \( \varphi \equiv 0 \) everywhere on \( I^n \). But this contradicts the fact that \( \varphi \) is a non-zero element in \( H^1(I^n, E; \mathfrak{B}) \). This finishes the proof of Part 2. \( \square \)

**Remark 2.1.** In fact, by combining the approximation argument from [22, Lemma 5.3] and [20, Lemma 2.10], the above proof for Part 2 of Theorem 1.1 also applies to the case where the dihedral angles of \( g \) are allowed to be \( \leq \pi \) instead of \( < \pi \). Here is a sketch. First, let \( M \) be the unit round ball in \( \mathbb{R}^n \). We construct similar functions \( f_i(z_i) \) as in the above proof for Part 2 of Theorem 1.1. However, we do not compute the index of \( B \) with boundary condition \( \mathfrak{B} \). Instead, we approximate the metric \( g \) on \( I^n \) by a sequence of metrics \( g_k \) such that the dihedral angles of \( g_k \) are strictly less than \( \pi \). The corresponding twisted Dirac operator \( B_k \) on \( (I^n, g_k) \) subject to the corresponding boundary condition \( \mathfrak{B}_k \) is Fredholm with index equal to 1, hence admits nontrivial element \( \varphi_k \in H^1(I^n_{g_k}, E; \mathfrak{B}_k) \) such that \( B_k \varphi_k = 0 \). By the non-negativity of each term in line (2.19), it follows from [22, Lemma 5.3] and [20, Lemma 2.10] that the sequence \( \{ \varphi_k \} \) has a subsequence convergent to a
nonzero element $\varphi$ in $H^1(I^n, E; \mathfrak{F})$ such that $B\varphi = 0$. Now the rest of the proof proceeds exactly the same way as the proof for Part 2 of Theorem 1.1.

**Remark 2.2.** The constant $4\pi^2$ in line (1.1) of Theorem 1.1 is optimal. In fact, for any $\varepsilon > 0$, there is a Riemannian metric $g$ on $[0,1]^n$ with scalar curvature equal to $n(n-1)$, and

$$
\sum_{i=1}^{n} \frac{1}{\ell_i^2} \leq \frac{n^2}{4\pi^2} + \varepsilon.
$$

(2.26)

For any $l < \pi/n$, consider the warped metric

$$
g = dx_1^2 + \varphi(x_1)^2 \cdot \sum_{i=2}^{n} R^2 dx_i^2
$$
on $[-l, l] \times [0,1]^{n-1}$, where $R$ is a positive constant and

$$
\varphi(x_1) = \left( \cos \frac{nx_1}{2} \right)^{2/n}.
$$

As computed in [8, page 653], the scalar curvature of $g$ is given by

$$
Sc_g = -2(n-1)\frac{\varphi''}{\varphi} - (n-1)(n-2)\frac{\varphi'^2}{\varphi^2} = n(n-1).
$$

Note that there is $C_l > 0$ (depending on $l$) such that

$$
\sum_{i=1}^{n} \frac{1}{\ell_i^2} \leq \frac{1}{(2l)^2} + \frac{C_l}{R^2}.
$$

The optimality (2.26) follows by first choosing $l$ to be close to $\pi/n$ and then choosing $R$ to be large enough.

### 3. Proof of Gromov’s $\square^{n-m}$ Inequality

In this section, we prove Theorem 1.2. We assume that the constant $k$ in Theorem 1.2 to be $n(n-1)$, while the general case follows by rescaling the metric.

**Proof of Theorem 1.2.** We first prove part 1 of Theorem 1.2.

**Part 1: $\geq$ Inequality**

Let us assume to the contrary that

$$
\sum_{i=1}^{m} \frac{1}{\ell_i^2} < \frac{n^2}{4\pi^2}.
$$

We first show that the general case where $\iota: \pi_1(Y_\mathfrak{F}) \to \pi_1(X)$ is injective can be reduced to the case where $\iota: \pi_1(Y_\mathfrak{F}) \to \pi_1(X)$ is split injective.\footnote{We say $\iota: \pi_1(Y_\mathfrak{F}) \to \pi_1(X)$ is split injective if there exists a group homomorphism $\varpi: \pi_1(X) \to \pi_1(Y_\mathfrak{F})$ such that $\varpi \circ \iota = 1$, where $1$ is the identity morphism of $\pi_1(Y_\mathfrak{F})$.} This reduction step was shown in [24]. We repeat the proof here for the convenience of the reader.

Let $X_u$ be the universal cover of $X$. Since by assumption $\iota: \pi_1(Y_\mathfrak{F}) \to \pi_1(X)$ is injective, we can view $\Gamma = \pi_1(Y_\mathfrak{F})$ as a subgroup of $\pi_1(X)$. Let $X_\Gamma = X_u/\Gamma$.
be the covering space of $X$ corresponding to the subgroup $\Gamma \subset \pi_1(X)$. Then the inverse image of $Y_\delta$ under the projection $p : X_\Gamma \to X$ is a disjoint union of covering spaces of $Y_\delta$, at least one of which is a diffeomorphic copy of $Y_\delta$. Fix such a copy of $Y_\delta$ in $X_\Gamma$ and denote it by $Y_\delta$. Roughly speaking, the space $X_\Gamma$ equipped with the lifted Riemannian metric from $X$ could serve as a replacement of the original space $X$, except that $X_\Gamma$ is not compact in general. To remedy this, we shall choose a “fundamental domain” around $Y_\delta$ in $X_\Gamma$ as follows.

By assumption, $Y_\delta \subset X$ is the transversal intersection of $m$ orientable hypersurfaces $Y_i \subset X$. Let $r_i$ be the distance function\footnote{To be precise, let $r_i$ be a smooth approximation of the distance function from $\partial_{i-}$.} from $\partial_{i-}$, that is $r_i(x) = \text{dist}(x, \partial_{i-})$. Without loss of generality, we can assume $Y_i = r_i^{-1}(a_i)$ for some regular value $a_i \in [0, \ell_i]$. Let $Y_i^T = p^{-1}(Y_i)$ be the inverse image of $Y_i$ in $X_\Gamma$. Denote by $\pi_i$ the lift of $r_i$ from $X$ to $X_\Gamma$. Let $\nabla \pi_i$ be the gradient vector field associated to $\pi_i$. A point $x \in X_\Gamma$ said to be permissible if there exist a number $s \geq 0$ and a piecewise smooth curve $c : [0, s] \to X_\Gamma$ satisfying the following conditions:

(i) $c(0) \in Y_\delta$ and $c(s) = x$;
(ii) there is a subdivision of $[0, s]$ into finitely many subintervals $\{[t_k, t_{k+1}]\}$ such that, on each subinterval $[t_k, t_{k+1}]$, the curve $c$ is either an integral curve or a reversed integral curve\footnote{By definition, an integral curve of a vector field is a curve whose tangent vector coincides with the given vector field at every point of the curve. A reversed integral curve is an integral curve with the reversed parametrization, that is, the tangent vector field of a reversed integral curve coincides with the negative of the given vector field at every point of the curve.} of the gradient vector field $\nabla \pi_j k$ for some 1 $\leq j_k \leq m$, where we require $j_k$’s to be all distinct from each other;
(iii) furthermore, when $c$ is an integral curve of the gradient vector field $\nabla \pi_j k$ on the subinterval $[t_k, t_{k+1}]$, we require the length of $c|[t_k, t_{k+1}]$ to be less than or equal to $(\ell_j k - a_j k - \frac{\varepsilon}{4})$; and when $c$ is a reversed integral curve of the gradient vector field $\nabla \pi_j k$ on the subinterval $[t_k, t_{k+1}]$, we require the length of $c|[t_k, t_{k+1}]$ to be less than or equal to $(a_j k - \frac{\varepsilon}{4})$.

Let $T$ be the set of all permissible points. Now $T$ may not be a manifold with corners. To fix this, we choose an open cover $\mathcal{U} = \{U_\alpha\}_{\alpha \in \Lambda}$ of $T$ by geodesically convex metric balls of sufficiently small radius $\delta > 0$. Now take the union of members of $\mathcal{U} = \{U_\alpha\}_{\alpha \in \Lambda}$ that do not intersect the boundary $\partial T$ of $T$, and denote by $Z$ the closure of the resulting subset. Then $Z$ is a manifold with corners which, together with the subspace $Y_\delta \subset Z$, satisfies all the conditions of the theorem, provided that $\varepsilon$ and $\delta$ are chosen to be sufficiently small. In particular, the intersection $Y_i^T \cap Z$ of each hypersurface $Y_i^T$ with $Z$ gives a hypersurface of $Z$. The transversal intersection of the resulting hypersurfaces is precisely $Y_\delta \subset Z$. Furthermore, note that the isomorphism $\Gamma = \pi_1(Y_\Gamma) \to \pi_1(X_\Gamma) = \Gamma$ factors as the composition $\pi_1(Y_\Gamma) \to \pi_1(Z) \to \pi_1(X_\Gamma)$, where the morphisms $\pi_1(Y_\Gamma) \to \pi_1(Z)$ and $\pi_1(Z) \to \pi_1(X_\Gamma)$ are induced by the obvious inclusions of spaces. It follows that $\pi_1(Y_\Gamma) \to \pi_1(Z)$ is a split injection. Therefore, without loss of
generality, it suffices to prove the theorem under the additional assumption that \(\iota: \pi_1(Y_h) \to \pi_1(X)\) is a split injection.

From now on, let us assume \(\iota: \pi_1(Y_h) \to \pi_1(X)\) is a split injection with a splitting morphism \(\varpi: \pi_1(X) \to \pi_1(Y_h) = \Gamma\). Let \(\tilde{X}\) be the Galois \(\Gamma\)-covering space determined by \(\varpi: \pi_1(X) \to \Gamma\). In particular, the restriction of the covering map \(\tilde{X} \to X\) on \(Y_h\) gives the universal covering space of \(Y_h\).

For any sufficiently small \(\varepsilon > 0\) and for each \(1 \leq i \leq m\), there exists a real-valued smooth function \(\varphi_i\) on \(X\) such that (cf. [6, Proposition 2.1])

1. \(\|\nabla \varphi_i\| \leq 1 + \varepsilon\),
2. \(\varphi_i = 0\) on \(\partial_i-\) and \(\varphi_i \geq \ell_i\) on \(\partial_i+\).

Set \(\psi_i = \varphi_i - \ell_i/2\). We may assume that \(Y_{h\psi_i} = \cap_{i=1}^m \psi_i^{-1}(0)\). Since \(Y_{h\psi_i}\) has a trivial normal bundle, there is \(c > 0\) such that \(\cap_{i=1}^m \psi_i^{-1}([-c, c])\) is diffeomorphic to \(Y_{h\psi_i} \times I^m = Y_{h\psi_i} \times [0, 1]^m\). This shows that \(\partial X\) is cobordant to \(Y_{h\psi_i} \times \partial I^m\) via a manifold \(W\). Set

\[
Z = X \cup_{\partial X} W^{\text{op}} \cup_{Y_{h\psi_i} \times \partial I^m} \left( Y_{h\psi_i} \times \partial I^m \times \mathbb{R}_{\geq 0} \right),
\]

where \(W^{\text{op}}\) is the manifold \(W\) with reversed orientation and \(\mathbb{R}_{\geq 0} = [0, \infty)\).

Fix a metric \(g_{Y_{h\psi_i}}\) on \(Y_{h\psi_i}\). We shall construct a metric \(g\) on \(Z\) that extends \(g\) on \(X\) and is equal to the product metric \(g_{Y_{h\psi_i}} + dx_1^2 + \cdots + dx_m^2\) on \(Y_{h\psi_i} \times \mathbb{R}^m\) outside a compact subset of \(Z\).

\[\text{Figure 2. Extend the metric from } X \text{ to } W_2.\]

Since the construction is similar to the one that appeared in the proof of Theorem 1.1, we shall be brief. For simplicity, let us describe the construction of the metric \(g\) on \(Z\) for the case where \(m = 2\). The general case of \(m > 2\) is completely similar by iterating the same construction below. By Sard’s theorem, without loss of generality, we may assume that

\[
E_+ := \{ x \in X : \varphi_1(x) = \varphi_2(x) \} \quad \text{and} \quad E_- := \{ x \in X : \varphi_1(x) = -\varphi_2(x) \}
\]

are both submanifolds in \(X\). For each \(i = 1, 2\), the subspaces \(E_+, E_-\), \(Y_{h\psi_i} \times \partial_i \times I^2\) and \(\partial_i \times X\) together bound a submanifold with corners in \(W\), denoted by \(W_{i\pm}\) (see Figure 2). Let \(W_{i\pm}^{\text{op}}\) be the corresponding copy of \(W_{i\pm}\) in \(W^{\text{op}}\). Set \(W_2\) to be the following union of subspaces in \(Z\):

\[
W_2 = (Y_h \times \mathbb{R}_{\leq 0} \times [0, 1]) \cup W_{1\pm}^{\text{op}} \cup X \cup W_{1\pm}^{\text{op}} \cup (Y_h \times \mathbb{R}_{\geq 0} \times [0, 1])
\]
Then $W_2$ is a manifold with boundary, whose boundary consists of two components $\partial_-.W_2$ and $\partial+.W_2$. One can extend the metric $g$ on $X$ to a metric $g_2$ on $W_2$ such that the $g_2$-distance $\text{dist}_{g_2}(\partial_-.W_2, \partial+.W_2)$ of $\partial_-.W_2$ and $\partial+.W_2$ is $\geq \epsilon/3$.

Furthermore, we require that $g$ coincides with the product metric $g_{Y_n} + dx_1^2 + dx_2^2$ on $Y_n \times \mathbb{R} \times [0, \epsilon_2]$ outside a compact set of $W_2$.

We construct $W_1$ and a metric $g_1$ on $W_1$ with similar properties. By viewing $W_1 \cup_X W_2$ as a submanifold of $Z$, we finally extend the metric on $W_1 \cup_X W_2$ to obtain a metric $\bar{g}$ on $Z$.

For $x \in Z$, let $\varphi_i(x)$ be the signed distance from $x$ to $\partial_.W_i$. Let $z_i$ be an appropriate smooth approximation of $\varphi_i - \ell_i/2$. To summarize, we have constructed a complete metric $\bar{g}$ and real-valued smooth functions $z_1$ and $z_2$ on $Z$ with the following properties.

- The metric $\bar{g}$ on $Z$ restricts to the metric $g$ on $X$, and coincides with the product metric $R^2(g_{Y_n} + dx_1^2 + dx_2^2)$ outside a compact subset of $Z$ for some $R > 0$. In particular, there exists a positive number $\sigma > 0$ such that $S\bar{g}_\sigma \geq -\sigma$ on $Z$.
- For each $x \in Z$, if both $|z_1(x)| \leq \ell_1/2 - \epsilon$ and $|z_2(x)| \leq \ell_2/2 - \epsilon$ for some sufficiently small $\epsilon > 0$, then $x$ lies in $X$.
- For each $C > 0$, the subset $\{x \in \mathbb{R}^2 : z_1(x)^2 + z_2(x)^2 \leq C\}$ is compact.
- $\|\nabla z_i\| \leq 1 + \epsilon$ for both $i = 1, 2$. Here $\nabla$ is the gradient with respect to the metric $\bar{g}$ and $\|\nabla z_i\|$ is measured with respect to the metric $\bar{g}$.

For the general case where $m \geq 2$, the same induction argument above produces a complete metric $\bar{g}$ on $Z$ and real-valued smooth functions $\{z_i\}_{1 \leq i \leq n}$ on $Z$ with similar properties. By the construction of $Z$, it is not difficult to see that the $\Gamma$-covering space $\tilde{X} \to X$ naturally extends to a $\Gamma$-covering space $\tilde{Z}$ of $Z$. The metric $\bar{g}$ and the functions $z_i$ on $Z$ lift to $\tilde{Z}$, which will be denoted by $\tilde{g}$ and $\tilde{z}_i$ respectively.

Now let $T\tilde{Z}$ be the tangent bundle of $\tilde{Z}$, and $\mathbb{E}^m$ the trivial bundle over $\tilde{Z}$. Let

$$E = S(T\tilde{Z} \oplus \mathbb{E}^m)$$

be the spinor bundle of $T\tilde{Z} \oplus \mathbb{E}^m$. Consider the following Callias-type operator

$$B = D \hat{\otimes} 1 + \sum_{i=1}^{m} 1 \hat{\otimes} f_i(\tilde{z}_i)\hat{e}_i$$

acting on $L^2(\tilde{Z}, E)$, where $\hat{e}_i$ denotes the Clifford action of $\text{Cl}_{0,m}(\mathbb{E}^m)$. Note that $B$ is a $\mathbb{Z}/2\mathbb{Z}$-graded $\Gamma$-equivariant essentially self-adjoint operator. Since we have assumed to the contrary that

$$\sum_{i=1}^{m} \frac{1}{\rho_i^2} < \frac{n^2}{4\pi^2}, \quad (3.1)$$

it follows from the same estimates as in the proof of Theorem 1.1 that $B$ is invertible. In particular, the higher index $\text{Ind}_\Gamma(B)$ of $B$ vanishes in $KO_{n-m}(C^*_\text{max}(\Gamma; \mathbb{R}))$. 

On the other hand, let $S_{\tilde{Y}}$ be the Clifford bundle over $\tilde{Y}$ with respect to the given metric $\tilde{g}_{\tilde{Y}}$, and $D_{\tilde{Y}}$ the associated Clifford-linear Dirac operator. We consider the following generalized Bott-Dirac operator

$$B_o = D_{\tilde{Y}} \otimes 1 \otimes 1 + \sum_{i=1}^{m} 1 \otimes \frac{\partial}{\partial x_i} e_i \otimes 1 + \sum_{i=1}^{m} 1 \otimes 1 \otimes x_i e_i$$

acting on $L^2(\tilde{Y} \times \mathbb{R}^m, S_{\tilde{Y}} \otimes S(\mathbb{R}^m \oplus \mathbb{R}^m))$. By the product formula of the higher index, we see that

$$\text{Ind}_\Gamma(B_o) = \text{Ind}_\Gamma(D_{\tilde{Y}}) \in KO_{n-m}(C^*_\text{max}(\Gamma, \mathbb{R})),$$

where $\text{Ind}_\Gamma(D_{\tilde{Y}})$ is assumed to be non-zero. Furthermore, by applying the relative higher index theorem [3, 25], we have

$$\text{Ind}_\Gamma(B_o) - \text{Ind}_\Gamma(B) = \text{Ind}_\Gamma(D_\mathcal{D} \tilde{X})$$

in $KO_{n-m}(C^*_\text{max}(\Gamma; \mathbb{R}))$, where $D_\mathcal{D} \tilde{X}$ is the associated Clifford-linear Dirac operator on the double $\mathcal{D} \tilde{X}$ of $\tilde{X}$. Since $\text{Ind}_\Gamma(D_\mathcal{D} \tilde{X}) = 0$ (cf. [25, Theorem 5.1]), it follows that

$$\text{Ind}_\Gamma(B_o) = \text{Ind}_\Gamma(B) + \text{Ind}_\Gamma(D_\mathcal{D} \tilde{X}) = 0.$$

This leads to a contradiction, hence finishes the proof.

Now let us prove Part 2.

**Part 2: Strict inequality**

Recall that in the proof of Part 1 above, there is one extra step that allows us to reduce the Part 1 to the case where $\pi_1(Y) \to \pi_1(X)$ is split injective. Strictly speaking, the construction in this extra step may shrink the distances $\ell_i = \text{dist}(\partial_{-i}, \partial_{+i})$ by a very small amount. Such a shrinking does not affect the proof of the nonstrict inequality in Part 1. However, we are not allowed to shrink the distances $\ell_i$ by any amount when proving the strict inequality. For this reason, we impose the slightly stronger assumption that $\pi_1(Y) \to \pi_1(X)$ is split injective in Part 2. With the assumption of split injectivity, the rest of the proof proceeds similarly to that of Part 2 of Theorem 1.1.

$\square$
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