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ABSTRACT

Attention-based encoder decoder network uses a left-to-right beam search algorithm in the inference step. The current beam search expands hypotheses and traverses the expanded hypotheses at the next time step. This traversal is implemented using a for-loop program in general, and it leads to speed down of the recognition process. In this paper, we propose a parallelism technique for beam search, which accelerates the search process by vectorizing multiple hypotheses to eliminate the for-loop program. We also propose a technique to batch multiple speech utterances for off-line recognition use, which reduces the for-loop program with regard to the traversal of multiple utterances. This extension is not trivial during beam search unlike during training due to several pruning and thresholding techniques for efficient decoding. In addition, our method can combine scores of external modules, RNNLM and CTC, in a batch as shallow fusion. We achieved 3.7 $\times$ speedup compared with the original beam search algorithm by vectoring hypotheses, and achieved 10.5 $\times$ speedup by further changing processing unit to GPU.
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1. INTRODUCTION

There is a great interest in automatic speech recognition (ASR) system because of the success of deep learning \cite{1,2,3,4,5} and popularization of speech interfaces, e.g., smartphone and smart-speaker. In practice, rapid execution of ASR decoding is essential for better user experience. Reduction of sequence length \cite{8,9,10} and parallel computing \cite{8,9,10} are mainly investigated for rapid computation of likelihoods and efficient traversal of search space.

Beam search \cite{11} is one of the breadth-first search algorithms which imposes a restriction on the search space to reduce the computational complexity of both memory space and execution time. During the search, hypotheses are expanded from a root node, and the expanded nodes at each depth level (or time-step in time-synchronous beam search for ASR) are stored in a FIFO (First-In First-Out) queue for further expansion at next depth level. Thread parallelism and GPU-based execution accelerate computation of matrix multiplication and element-wise operation. However, the loop program with regard to hypothesis traversal still exists and decoder network needs to be executed per hypothesis in case of attention-based encoder decoder network. Therefore, there is a room for improvement of recognition time by concatenating hypotheses and processing them in a batch.

Dixon, et. al., proposed GPU based computation of acoustic scores \cite{8}, and Chong, et. al., \cite{9} and Chen, et. al., \cite{10} further extended the search algorithm by executing graph traversal on GPU. These studies focused on efficient computation of WFST (Weighted Finite-State Transducer) based decoding.

Different from the earlier works, we focus on a faster beam search algorithm for end-to-end attention-based encoder decoder networks. We first vectorize $B$ beam size hypotheses and compute posterior probabilities for hypothesis expansion at next time step in a batch. This enables elimination of for-loop program with regard to beam size originally managed by FIFO (First-In First-Out) queue. Next, we vectorize multiple $S$ input speech utterances to reduce the execution of for-loop program with regard to input speech data size. It is not trivial unlike during training due to introduction of several pruning and thresholding techniques per utterance for efficient decoding. During beam search, the encoder network generates hidden vectors of $S$ utterances at once, and the attention network and the decoder network process $S \times B$ hypotheses in a batch. This algorithm is executable on both CPU and GPU without needing significant code modification. In the experiment, we evaluate the effectiveness of the hypothesis and speech vectorization method assuming the following two scenarios:

- Online decoding: $B$ hypotheses are vectorized to eliminate the loop for hypothesis traversal. Vectorization of hypotheses enables execution of attention and decoder networks for $B$ hypotheses in a batch.
- Offline decoding: $S$ speech utterances are further vectorized by processing multiple speech utterances. Vectorization of utterances and hypotheses enables execution of encoder network for $S$ utterances in a batch and also enables execution of attention and decoder networks for $S \times B$ hypotheses in a batch.

The rest of the paper is organized as follows. Original implementation of beam search is described in Section\textsuperscript{2}. Our contributions, vectorization of hypotheses and utterances, are described in Section\textsuperscript{3}. Experiments are conducted using librispeech corpus and CSJ corpus in Section\textsuperscript{4} followed by conclusions in Section\textsuperscript{5}.

2. BEAM SEARCH

2.1. Definition

Let $\mathcal{H}_t = \{h_1^t, h_2^t, \cdots, h_N^t\}$ be a set of hypotheses in the FIFO-queue at decoding time step $t$. Hypothesis $h_i^t$ has its own label $\lambda_i^t$.

\textsuperscript{1}It is not a pure time-synchronous beam search because we used an attention-mechanism and bidirectional LSTM in the experiment. The proposed search algorithm is applicable to other online neural network architectures for pure time-synchronous beam search.
history accumulated up to time step $t$:
\[
h_b^t = t_b^1 \cdot t_b^2 \cdots t_b^t,
\]
where $t_b^k \in L$ denotes the $k$-th output label of $h_b^t$ in distinct output label set $L$.

At next time step $t + 1$, the decoder network generates $|L|$ new labels with its posterior probabilities which leads to $|L| \times B$ hypotheses. Let $L = \{i \in \mathbb{N} : i \leq |L|\}$ be a set of indices for output labels, and $B = \{b \in \mathbb{N} : b \leq B\}$ for current hypotheses. Then the hypotheses at next time step $t + 1$ are stored in a queue as the following equation:
\[
\mathcal{H}^{t+1} = \{h_{b_i^{t+1}}^{(t+1)} \mid i \in L, b \in B\}
\]
where \(t_b^{r+1} = h_b^t \cdot t_b^{t+1}\) at time step $t + 1$ are stored in a queue as the following equation:
\[
\mathcal{H}^{t+1} = \{h_{b_i^{t+1}}^{(t+1)} \mid i \in L, b \in B\}
\]
where \(t_b^{r+1} = h_b^t \cdot t_b^{t+1}\)

Each hypothesis has a score which is an accumulation of log posterior probability $\alpha$ up to decoding time step $t$, and it is updated by adding the output of decoder network:
\[
Q^{t+1} = \{(\alpha(h_{b_i}^{(t+1)}), i) \mid L, b \in B\}
\]
\[
\alpha(h_{b_i}^{(t+1)+}) = \alpha(h_{b_i}^t) + \log(p^{att}(t_{i}^{t+1}))
\]
where $p^{att}(t_{i}^{t+1})$ is the probability of label $l_i$ calculated by output of the decoder network. Let $p^{att}(l_i)$ be a set of posterior probabilities generated by the decoder network and $p^{att}(l_i)$ be the posterior probability of $i$-th label. In this paper, we follow the notation in [12]:
\[
p^{att}(t_{i}^{t+1}) = \text{Generate}(c_{i}^{t+1}, r_{b_i}^{t+1}),
\]
\[
t_{b_i}^{t+1} = \text{Recurrency}(t_{b_i}^t, c_{i}^{t+1}, t_{i}^{t+1}),
\]
where $r$ is the decoder state and $c$ is the context vector. Please refer to [12] for detail.

For the reduction of search space, the expanded hypotheses are pruned at each time step. In the experiment, we pruned the hypotheses in two step procedure, local pruning and global pruning. At the local pruning, the log probabilities computed by the decoder network at time step $t$ are sorted in descending order, and top $B$ probabilities are selected as candidates. When we define the function to select top $B$-candidates with its indices from the set of hypotheses $Q$ as Select($Q$, $B$), the local pruning is represented as:
\[
Q_{b_{i}^{t+1}}^{t+1}, \xi_{b}^{t+1} = \text{Select}\left(\{(\alpha(h_{b_i}^t) + \log p^{att}(t_{i}^{t+1}) \mid i \in L), B\}\right),
\]
\[
Q_{b}^{t+1} = \{Q_{b}^{t+1} \mid b \in B\}, \zeta^{t+1} = \{\xi_{b}^{t+1} \mid b \in B\},
\]
resulting $B \times B$ hypotheses (and corresponding accumulated scores), where $\zeta$ is a set of selected indices. At the global pruning, they are further pruned to $B$ hypotheses as:
\[
Q_{b}^{t+1} = \text{Select}\left(Q_{b}^{t+1}, B\right).
\]

Other search parameters, e.g., labels and cells in recurrent connections, are pruned for next time step by tracking the indices. When we define this function as IndexSelect, the hypotheses, for example, is represented as:
\[
\mathcal{H}^{t+1} = \text{IndexSelect}(\mathcal{H}^{t+1}, \zeta^{t+1}),
\]

2.2. Implementation

The decoder network in Eq. (6) takes previous label information at time step $t$ to output the posterior probabilities at time step $t + 1$. Other than the previous label, the networks with recurrent connection have its internal states (e.g., $r_{b_i}^{t+1}$ in Eq. (6), $c_{i}^{t+1}$ in Eq. (7), and attention weight) which will be used in a future time step. These states also need to be pruned same as hypotheses. At implementation level, each hypothesis is represented as a dictionary data structure consists of these states, and stored in the FIFO-queue to reduce the execution of Eq. (10).

3. HYPOTHESES AND SPEECH VECTORIZATION

3.1. Definition

In this section, we reformulate the beam search algorithm in Section 2 by vectorizing the hypotheses and eliminating the loop with regard to beam size $B$. We further batch $S$ multiple utterances for the reduction of computational time assuming offline decoding scenario. In case of online decoding scenario, the batch size $S$ is set to 1. Figure 1 shows an overview of the proposed hypotheses expansion and pruning techniques at time step $t$. For this purpose, we vectorize each element in the dictionary consists of the internal states as described in Section 2.2. At time step $t = 0$, the previous labels are defined as a vector of “start-of-sequence” symbols:
\[
\mathbf{I}_0^{[S \times B]} = [\langle \text{sos} \rangle, \cdots, \langle \text{sos} \rangle]^T,
\]
and the accumulated scores are defined as:
\[
Q_0^{[S \times B]} = [0, 0, \cdots, 0]^T,
\]

The size of vector is represented in the square brackets. By concatenating $S$ utterances, the encoder network can compute the hidden representations for $S$ utterances at once. The output of encoder network is then duplicated to $B$ hypotheses to match the number of hypotheses. Then, the decoder network computes the posterior probabilities for all $B$ beam hypotheses of $S$ utterances in a batch. Let $\gamma_{[S \times B]}^{t}$ be the calculated posterior probabilities for $S \times B$ candidates. The attention-based decoder network in Eqs. (6) and (7) are
After the expansion of hypotheses, the local pruning is applied to reduce the number of hypotheses from $|L|$ to $B$ for all $B$ hypotheses and $S$ utterances. We define this function as $\text{Select}(\gamma_{(S \times B \times |L|)}, B, \text{idx})$ where $B$ is a number for return of top-$B$ candidates, and idx is a target index of selection. The selected log probabilities are added to the accumulated score. To match the dimension of the log probabilities and the accumulated score, we duplicated the accumulated score up to $B$ by introducing a new axis:

$$\alpha_{(S \times B \times |L|)}^t \leftarrow \text{Duplicate}(\alpha_{(S \times B \times B)}^t, B).$$  (15)

The accumulated score at time step $t + 1$ is:

$$Q_{(S \times B \times B)}^{t+1} = \text{Select}(\gamma_{(S \times B \times |L|)}, B, 2),$$  (16)

$$Q_{(S \times B \times B)}^{t+1} = \alpha_{(S \times B \times B)}^t + Q_{(S \times B \times B)}^{t+1},$$  (17)

where $\gamma'$ is the indices of top-$B$ output label candidates of $B$ hypotheses of $S$ utterances. The accumulated score $Q_{(S \times B \times B)}^{t+1}$ is resized to $Q_{(S \times B \times |L|)}^{t+1}$ for global pruning targeting $B \times B$ candidates for $S$ utterances. The global pruning is represented as:

$$Q_{(S \times B \times |L|)}^{t+1} = \text{Resize}(Q_{(S \times B \times B)}^{t+1}),$$  (18)

$$Q_{(S \times B \times |L|)}^{t+1} = \text{Select}(Q_{(S \times B \times B)}^{t+1}, B, 2).$$  (19)

Same as Section 2.3 the other variables are pruned by tracking the selected indices. In case of the hypotheses, the labels are duplicated to match the size of selected indices in Eq. (16):

$$I_{(S \times B \times |L|)} = \text{Duplicate}(L, S \times B)^T.$$  (20)

The duplicated labels are pruned and concatenated to update the hypotheses:

$$H_{(S \times B)}^{t+1} = H_{(S \times B)}^t$$
$$\oplus \text{IndexSelect}(I_{(S \times B \times |L|)}, \gamma_{(S \times B \times B)}, \gamma_{(S \times B \times |L|)}^{t+1}),$$  (21)

where $\oplus$ is the operation for element-wise concatenation of accumulated label history and the current label.

### 3.2. Shallow fusion of external modules

During beam search, scores of RNNLM (recurrent neural network language model) and CTC prefix score are integrated as shallow fusion. ESPnet [13] combines these scores and the final log probability, $\log p^{\text{hyb}}$, is defined as weighted sum of CTC prefix score ($p^{\text{ctc}}$), decoder network ($p^{\text{att}}$), and RNNLM ($p^{\text{lm}}$):

$$\log p^{\text{hyb}}(t_{t+1}|t_1:t, O) = \lambda \log p^{\text{ctc}}(t_{t+1}|t_1:t, O) + (1 - \lambda) \log p^{\text{att}}(t_{t+1}|t_1:t, O) + \kappa \log p^{\text{lm}}(t_{t+1}|t_1:t),$$  (22)

where $\lambda$ and $\nu$ are hyper-parameters and these values control contribution of each score. Please refer to [13] for further detailed explanation. The Eq. (13) is rewritten as Eq. (22) to combine the scores of RNNLM and CTC.

---

2PyTorch supports this function as torch.topk.

### 4. EXPERIMENTS

#### 4.1. Experimental setup

We used English and Japanese speech corpora, Librispeech [14] and CSJ (Corpus of Spontaneous Japanese) [15][16] as input feature, we used 80-dimensional log Mel filterbank coefficients and pitch features with its delta and delta delta features (80×3=240dimension) extracted using Kaldi tools [17]. Joint CTC/attention-based encoder decoder networks [5] were trained using PyTorch [18].

On Librispeech corpus, we used a 8 layer BLSTM as the encoder network. The 2nd and 3rd bottom layers of the encoder network subsample hidden vector by the factor of 2 [19]. Each BLSTM layer has 320 cells in each direction, and is followed by a linear projection layer with 320 units to combine the forward and backward LSTM outputs. The decoder network has an 1-layer LSTM with 300 cells. The number of labels was set to 29 including alphabets and special tokens. On CSJ corpus, we used a 4 layer BLSTM as the encoder network with the subsampling technique. Each BLSTM layer has 1024 cells in each direction, and is followed by a linear projection layer with 320 units to combine the forward and backward LSTM outputs. The decoder network has an 1-layer LSTM with 1024 cells. The number of labels was set to 3,260 including Japanese Kanji/Hiragana/Katakana characters and special tokens.

Beam search was performed using Intel Xeon Processor E5-2667 v3 for CPU-based search and Tesla K80 for GPU-based search. As evaluation set, we used randomly selected 1,000 utterances (≈ 124.7 minutes) on librispeech corpus and evaluation set-1 (≈ 110.1 minutes) on CSJ corpus.

#### 4.1.1. Search parameters

In the case of shallow fusion, we used $\lambda = 0.3$ and $\kappa = 0.3$ on both librispeech and CSJ. The beam size $B$ was set to 20 in decoding under all conditions. For the recognition without vectorization, we conducted thread parallelism and process parallelism to accelerate decoding time. In the case of thread parallelism, we controlled an environment variable OMP_NUM_THREADS and activated OpenMP. We did not change other parameters and left it to the back-end PyTorch. In case of process parallelism, test data is split into multiple subsets and each subset is recognized in parallel using multiple CPU cores independently.

#### 4.2. Online decoding scenario

Table 1 shows a duration (minutes) and real-time factor on Librispeech which parallelize hypotheses assuming online scenario. The row “CPUconv” shows durations of recognition time based on conventional beam search algorithm using attention decoder (ATT) and attention decoder with RNNLM (+RNNLM). "batch” is a number of utterances $S$ for concatenation. "threads” is a number of threads for thread parallelism and "procs” is a number of CPU cores used for process parallelism. In the case of ATT, recognition time of original beam search was 318.5 minutes, and it was decreased to 85.0 minutes by parallelizing 20 beam hypotheses on GPU. Recognition based on ATT+RNNLM also showed speed improvement. Table 2 shows a duration (minutes) and real-time factor on CSJ corpus. The result on CSJ also showed the effectiveness of hypotheses vectorization with the usage of GPU for all conditions, ATT and ATT+RNNLM.

3Recipes are available at ESPnet [13].
Table 1. Duration (minutes) and real time factor in parenthesis on librispeech in online scenario

| batch | threads | procs | ATT  | +RNNLM |
|-------|---------|-------|------|--------|
| CPU   | 1       | 1     | 318.3| 318.3  |
|       |         |       | (2.1)| (2.1)  |
| GPU   | 1       | 1     | 85.0 | 108.2  |
|       |         |       | (0.7)| (0.9)  |

Table 2. Duration (minutes) and real time factor in parenthesis on CSJ in online scenario

| batch | threads | procs | ATT  | +RNNLM |
|-------|---------|-------|------|--------|
| CPU   | 1       | 1     | 391.5| 413.7  |
|       |         |       | (5.4)| (6.5)  |
| GPU   | 1       | 1     | 163.6| 190.4  |
|       |         |       | (1.5)| (1.7)  |

Table 3. Duration (minutes) on librispeech in offline scenario

| batch | threads | procs | ATT  | +RNNLM |
|-------|---------|-------|------|--------|
| CPU   | 1       | 8     | 371.9| 403.2  |
|       | 1       | 8     | 80.3 | 136.4  |
|       | 1       | 16    | 56.4 | 102.6  |
| GPU   | 8       | 1     | 96.1 | 104.8  |
|       | 16      | 1     | 102.6| 112.2  |
|       | 8       | 1     | 16.0 | 16.1   |
|       | 16      | 1     | 15.2 | 14.5   |

Table 4. Duration (minutes) on CSJ in offline scenario

| batch | threads | procs | ATT  | +RNNLM |
|-------|---------|-------|------|--------|
| CPU   | 1       | 1     | 162.9| 162.1  |
| GPU   | 8       | 1     | 127.6| 138.1  |

Our algorithm achieved significant gain from the conventional beam search algorithm on both librispeech corpus and CSJ corpus by vectorizing 20 hypotheses and eliminating the for-loop program for hypothesis traversal. In the case of ATT and ATT+RNNLM, real time factors were less than 1.0 and are applicable to online decoding scenario.

### 4.3. Offline decoding scenario

Table 3 shows recognition time of thread parallelism (threads > 1), process parallelism (procs > 1), and our hypothesis and speech vectorization method (batch > 1) on librispeech corpus. When we used 8 threads and decoded using decoder network, recognition time was comparable to the single thread execution as in Table 1.

When multiple utterances are vectorized and recognized on CPU using the decoder network, the recognition time was 96.1 minutes. It was comparable to the process parallelism (80.3 minutes) even though our program consumed only one CPU core. The recognition time was further decreased to 16.0 minutes by changing the processing unit to GPU. Comparison with Table 1 showed the advantage of utterance vectorization: in the case of GPU-based execution, recognition time without utterance vectorization was 30.4 minutes, and it was comparable to the process parallelism (80.3 minutes) even though our program consumed only one CPU core. The recognition time was further decreased to 16.0 minutes by changing the processing unit to GPU.

Our algorithm showed comparable performance with process parallelism with 8 CPU cores on both two corpora. In addition, execution based on GPU can fully exploit the advantage of GPU, and achieved further reduction of recognition time in case of ATT and ATT+RNNLM.

### 4.4. Fusion of CTC prefix score

Table 4 shows recognition time which use scores of RNNLM and CTC prefix score as shallow fusion. Recognition time of the original beam search was 742.9 minutes, and it was decreased by vectorizing hypotheses. Usage of GPU further decreased the recognition time to 270.6 minutes and achieved 2.7 × speedup. We further vectorized 8 utterances in a batch. The recognition time was 51.3 minutes and it showed better result than the usage of 8 core CPU.

In the case of ATT+RNNLM/CTC, computation of CTC prefix score requires operation proportional to a length of hidden vector generated by the encoder network. The logsumexp operation in this computation slow down the speed especially when a large set of labels are used, and it was significant at CSJ corpus (3260 vs 29). The recognition time of our algorithm based on GPU with 8-batch was 343.0 minutes and showed better result than the original program with single core CPU (742.9). However, it was slightly slower than the one with 8 core CPU (210.4). Acceleration of CTC prefix score is one of our future direction.

### 5. CONCLUSIONS

In this paper, we proposed a novel approach to speed up recognition time of beam search algorithm by vectorizing search hypotheses and multiple input utterances. We achieved 3.7 × speedup compared with the original beam search algorithm by vectoring hypotheses on librispeech corpus, and 3.6 × speed up on CSJ corpus. We further proposed a technique to batch multiple utterances. In the case of GPU-based execution, vectorization of multiple utterances further achieved 1.9 × speed up on librispeech corpus and 2.0 × speed up on CSJ corpus. This is available at open source project ESPnet.
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