Abstract— This work is devoted to a new contribution to the field of optimization and control of a wind energy conversion system (WECS). A Rooted Tree Optimization (RTO) will be applied to the non-linear adaptive Backstepping technique to improve its robustness and performance. The non-linear Backstepping control was carried out to control the powers of the doubly-fed induction generator (DFIG) connected to the electrical network by two converters (network side and machine side). Initially, a review of the wind power system was presented. Then, an exhaustive explanation of the Backstepping technique based on the Lyapunov stability and the optimization method was reported. Subsequently, a validation on the Matlab & Simulink environment was carried out to test the performance and robustness of the proposed model. The last part of this work was dedicated to the experiment of the Backstepping adaptive algorithm on a test bench using the dSPACE-DS1104 card, to prove the performance of the system. The results obtained of this work either by follow-up or robustness tests or by experimental validation show a great improvement in terms of performance compared to other control techniques.
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1. Introduction

Nowadays, renewable energies become the most coveted energies since they ensure autonomy for all nations [1]. Created from inexhaustible resources, they need no storage. Their utilization guarantees the continuity of the production without worrying about fluctuations in the prices of raw material in the international energy markets [2]. Sustainable power sources are the most reasonable way to improve decentralized energy supplying. These resources are especially significant for certain arising nations but also developed countries. Indeed, the utilization of this kind of energies makes it conceivable, to enhance the common assets of the regions by creating new industries, transport, and urbanization, etc. It controls the exploitation and reduces the consumption of fuel [3]. Besides, it diminishes the cost of energy production contrasted with classical energies.

These days, renewable sources provide an impressive potential for a financial, modern, and social turn of events. The fast development of the global environmentally friendly power markets makes different project openings attached to every sector. The rivalry is all-inclusive. Moreover, it will quicken the portion of sustainable power sources in the worldwide energy mix at an undeniably serious cost and make new businesses.

The International Energy Agency forecasts that renewable energies should cover, in 2040, 58% of the supplies in electricity, 22% for the creation of inexhaustible warmth and cold and 20% for transport if we want to keep the temperature on the surface of the globe under 2 °C. Indeed, Sustainable power sources will close to 60% of the emerged installation till 2040. Between 2016 and 2040, over 4,000 GW must be operating that represent four times the thermal capacity manufactured in the same period. Numerous reasons endorse this enhancement: the decrease of costs, the dispersion of innovations on a worldwide scale, the economic and international pressures associated with the massive uses of hydrocarbons, the determination to respect the commitments of the Paris agreement…

The goals of this work are [4]:

- The decrease in the expense related to the production of electrical energy by solar and wind power plants.
- Improving the quality of electrical energy supplied by solar and wind power plants.
The proposal of logical answers for the implementation of inexhaustible sources in smart grids that require reliable production systems.

The achievement of these objectives will promote the enhancement of electrical energy quality produced by sustainable sources [5]. This improvement in production will impact the selling price of this energy. Nevertheless, we have to bring out the important constituent that assures this progress, which are the control strategies [6].

The reduction in the cost of electrical energy presupposes, among other things:

- The rise of reliability and robustness for wind power plants.
- The manufacture of lighter wind turbines (WTs) with high performance.
- The increase in energy efficiency.
- The robustness of the designed control algorithms.

The decentralized energy sources have some drawbacks such as no voltage adjustment, no frequency regulation, no possibility of operating in islanding, etc.). Indeed, energy production from renewable energy sources is difficult to predict and fluctuates widely. So, the integration of decentralized units into the electrical grid will certainly cause some problems as mentioned previously [7].

This document sets a target which is the application of a non-linear adaptive Backstepping command in real-time on a WECS-DFIG, controlled by power converters (grid and generator sides). Moreover, the main objective is to command the wind system via the DS1104 R&D card under variable wind reference. In this work, our contribution will be as follows:

- Ensure and optimize the operation of the wind system with a non-linear model of the system using a non-linear control technique.
- Implement and validate experimentally our model in a Benchmark based on a DFIG of 1.5KW and a dSPACE DS1104 card.

This paper is divided into five sections: the first section gives a summary of some recent studies on control strategies in the field of wind energy. Section II explains the modeling of some parts of the wind energy conversion system adopted. The development of the Backstepping technique that is based on the Lyapunov stability will be detailed in Section III. Thereafter, Section V will be dedicated to the validation of the Backstepping algorithm on a testbench based on a dSPACE card, including a discussion of the results found. At the end, a conclusion of this study is exposed to summarize and show the efficiency of the Backstepping control.

2. Literature review

Based on several works in the literature that develop classical techniques: Backstepping control, sliding mode control (SMC), field-oriented control, and predictive control, we will develop a new robust and optimal control strategy and overcome the disadvantages of these types of control. In this section we present some examples:

Zhe Zhang et al. (2014) [8] presents a work based on the application of the DTC command (based on vector SVM) for a PMSG-based wind system, he combined this command with an observer in the sliding mode which uses a relatively low sampling frequency, to estimate the position of the rotor and the stator flux connection.

Beltran et al. (2012) [9] presents in his work the application of the MPPT command and the sliding mode control for a wind power system based on DFIG. His work aims to control the desired electromagnetic torque using the control of the currents. Also, the use of estimates to define the references that causes certain inaccuracies leading mainly to a non-optimal power extraction.

BoYang et al. (2017) [10] treats the application of the sliding mode control strategy (SMC) on the DFIG. The results obtained are good but present several problems (chattering phenomenon).

Benbouzid et al. (2010) [11] presents in his work a control that leads to the production of electricity under variable speed for wind turbine systems. These systems have two operating zones which depend on the wind turbine tip speed ratio. A high order sliding mode strategy is then suggested to guarantee stability in the two operating zones and execute the optimal.

According to this brief study, the majority of control algorithms, either for a DFIG-based or PMSG-based wind system, encounter problems in terms of robustness and also in real-time implantation. Our contribution in this work is to confirm the performance of an adaptive model using the implementation and validation on a test bench based on a dSPACE card which is rarely discussed.
3. Wind-power system model

The development of Backstepping control for the wind system requires a specific model (non-linear) of the machine. This is why the analytical model of the doubly-fed induction generator is essential. The equivalent model adopted must be close to reality and not linear to facilitate implementation [12].

The structure of the wind power system is illustrated in Fig. 1. [5]
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**Fig.1. Wind power system structure**

The goal of this part is to model the WECS-DFIG: modelling of the kinetic (Turbine), mechanical (Shaft and Gearbox), and electrical (Generator, Converters, DC-link, filter..) parts.

The structure of the whole system is displayed in the figure above.

### A. Wind Turbine model

The turbine model is deduced from the following equations [1]:

\[ P_{\text{incident}} = \frac{1}{2} \cdot \rho \cdot A \cdot v^3 \]  
(1)

\[ P_{\text{extracted}} = \frac{1}{2} \cdot \rho \cdot A \cdot C_p(\lambda, \beta) \cdot v^3 \]  
(2)

With \[ \lambda = \frac{\Omega \cdot R}{v} \]  
(3)

\[ J = \frac{J_c}{G^2} + J_s \]  
(4)

\[ J \frac{d\Omega_{\text{mec}}}{dt} = C_{\text{mec}} = C_{st} - C_{em} - f \Omega_{\text{mec}} \]  
(5)

### B. Doubly Fed Induction Generator-Model:

Many researchers represent the DFIG model in the reference dq by four types of equations [13, 18]:

1) Electrical equations:

The voltages in the reference frame dq yields:

\[
\begin{align*}
V_{sd} &= R_s I_{sd} + \frac{d\phi_{sd}}{dt} - \omega_s \phi_{sq} \\
V_{sq} &= R_s I_{sq} + \frac{d\phi_{sq}}{dt} + \omega_s \phi_{sd} \\
V_{rd} &= R_r I_{rd} + \frac{d\phi_{rd}}{dt} - \omega_r \phi_{rq} \\
V_{rq} &= R_r I_{rq} + \frac{d\phi_{rq}}{dt} + \omega_r \phi_{rd}
\end{align*}
\]  
(6)

2) Flux equations:

The fluxes (stator & rotor) are connected to currents (stator & rotor) by the expressions below:

\[
\begin{align*}
\dot{\phi}_{ds} &= L_s \dot{i}_{ds} + M_s \dot{i}_{dr} \\
\dot{\phi}_{qs} &= L_s \dot{i}_{qs} + M_s \dot{i}_{qr} \\
\dot{\phi}_{dr} &= L_r \dot{i}_{dr} + M_r \dot{i}_{qs} \\
\dot{\phi}_{qr} &= L_r \dot{i}_{qr} + M_r \dot{i}_{qs}
\end{align*}
\]  
(7)

3) Electromagnetic torque:

The electromagnetic torque is expressed as a function of the stator flux and stator current by[1]:

\[
T_e = \frac{1}{2} L_s i_{ds} \dot{\phi}_{dr} - \frac{1}{2} L_r i_{qr} \dot{\phi}_{qs} - f \Omega L_s i_{ds} + f \Omega L_r i_{qr}
\]
4) Active and reactive powers:

The stator and rotor powers (active & reactive) of the DFIG are written as [1]:

\[
P_s = v_{ds} \cdot i_{ds} + v_{qs} \cdot i_{qs}
\]

\[
Q_s = v_{qs} \cdot i_{ds} - v_{ds} \cdot i_{qs}
\]

\[
P_r = v_{dr} \cdot i_{dr} + v_{qr} \cdot i_{qr}
\]

\[
Q_r = v_{qr} \cdot i_{dr} - v_{dr} \cdot i_{qr}
\]

4. Backstepping control technique

A. Rotor Side Converter Control

In this part, we propose a control model which is the non-linear Backstepping technique (based on the Lyapunov function) adaptive with a machine parameter estimator [1, 14].

The rotor side control aims to ensure the stability of the active and reactive powers. First, we define the errors, such as:

\[
e_P = P_{s\_ref} - P_s
\]

\[
e_Q = Q_{s\_ref} - Q_s
\]

Then, we express the Lyapunov function as [13-14]:

\[
V_1 = \frac{1}{2} e_P^2
\]

\[
V_2 = \frac{1}{2} (e_P^2 + e_Q^2)
\]

To make sure that the stability of the system is realized, it is necessary to guarantee the negativity of the derivative of Lyapunov functions (\(V_1\) and \(V_2\)). For this, we introduce a positive constant in the derivative of \(V_1\) and \(V_2\):

\[
\dot{V}_1 = -k_{Pd} e_P^2 \leq 0
\]

\[
\dot{V}_2 = -K_{Qd} e_Q^2 \leq 0
\]

After calculation, we get the vectors:

\[
v_{rd} = \frac{1}{v_{sd}} \left( \frac{2 \sigma_{Ls} L_{dr}}{3} \left( K_{Pd} e_{Pd} + \dot{P}_{s\_ref} - \omega_s Q_s \right) \right)
\]

\[
v_{rq} = -\frac{1}{v_{sd}} \left( \frac{2 \sigma_{Ls} L_{dq}}{3} \left( K_{Qd} e_{Qd} + \dot{Q}_{s\_ref} - \omega_s P_s \right) \right)
\]

Also, we find the virtual reference input:

\[
P_{s\_ref} = \frac{2}{2(\sigma_{Ls} L_{dr} + \sigma_{Ls} L_{dq})} \left( \frac{2 \sigma_{Ls} L_{dr}}{3} \left( -k_{Pd} e_{Pd} + \omega_s Q_{s\_ref} \right) \right)
\]

B. Grid Side Converter Control

On the other hand, the control in the grid side ensures the stability of the amplitude voltage of the DC-link and maintains the unit power factor [10-15]. To do that, we express the errors [5-34], such as:

\[
e_{Vd} = V_{dc\_ref} - V_{dc}
\]

\[
e_{Pd} = P_{s\_ref} - P_s
\]

\[
e_{Qd} = Q_{s\_ref} - Q_s
\]

\[
V_1 = \frac{1}{2} e_{Vd}^2
\]

\[
V_2 = \frac{1}{2} (e_{Pd}^2 + e_{Qd}^2)
\]
As mentioned before, the derivative of Lyapunov functions \( V_1 \) and \( V_2 \) must be negative. For this purpose, we introduce a positive constant in the derivative of \( V_1 \) and \( V_2 \) \cite{17}:

\[
\dot{V}_1 = -K_{vd}e_{d}^2, \quad \dot{V}_2 = -K_{vc}e_{q}^2 \leq 0
\]

After calculation, we obtain the vectors:

\[
\begin{align*}
\dot{v}_{gd} &= \frac{L_r}{L_p} \left( K_{ps}e_{ps} + \dot{P}_s - \omega_s P_s + \omega_p Q_s - \frac{1}{L_p}(v_{gd}^2 + v_{gq}^2) \right) \\
\dot{v}_{gq} &= \frac{L_r}{L_p} \left( K_{qs}e_{qs} + \dot{Q}_s - \omega_s Q_s + \omega_p P_s \right)
\end{align*}
\]

(24)

Also, we find virtual reference inputs:

\[
\begin{align*}
\dot{P}_{sr-ref} &= P_s \\
\dot{V}_{s-ref} &= P_s - P_r
\end{align*}
\]

(25)

5) DFIG Parameters Estimation

To approach reality, we will use observers to estimate the machine parameters and the load torque; this will help us to develop the real model of the machine. By developing such a model, we will improve the robustness of the control to parameter variations and measurement noise. Next, to design the adaptive nonlinear Backstepping control, we will replace the vectors of the real parameters of the DFIG with their estimates. The expressions of the powers will be \cite{15}:

\[
\begin{align*}
\dot{e}_{ps} &= \tilde{P}_s - \frac{3}{2} \left( \dot{\tilde{V}}_m + e_{ps} \right) P_s + \left( \tilde{\alpha}_3 \left( v_{sd}\Phi_{sd} + v_{sq}\Phi_{sq} \right) + \tilde{\alpha}_4 \left( -v_{sd} v_{sq} + v_{rd} v_{rq} \right) + \tilde{\alpha}_5 v_{s}\omega_s - \dot{e}_{ps} \right) \\
\dot{e}_{qs} &= \tilde{Q}_s - \frac{3}{2} \left( \dot{\tilde{V}}_m + e_{qs} \right) Q_s + \left( \tilde{\alpha}_3 \left( v_{sd}\Phi_{sd} + v_{sq}\Phi_{sq} \right) + \tilde{\alpha}_4 \left( -v_{rd} v_{rq} + v_{sd} v_{sq} \right) \right) v_{rd}^2 \omega_s - \dot{e}_{qs} \\
\dot{\tilde{V}}_m &= \left( \frac{\tilde{R}_s + \tilde{\xi}_4}{\frac{L_s}{\gamma_s}} \right) \dot{\tilde{V}}_m + \frac{3}{2} \left( \dot{\tilde{V}}_m + e_{ps} \right) \frac{M}{L_s}\omega_s + \tilde{\alpha}_4 \left( -v_{sd} v_{sq} + v_{rd} v_{rq} \right) v_{rd}^2 \omega_s - \dot{e}_{ps} \\
\end{align*}
\]

(26)

In this work, we will focus on the variations of the parameters \( R_s, R_r, L_s, L_r, \) and \( \sigma \). Though, it will be easy to estimate the \( M \). Similarly if the \( L_s \) and the \( L_r \) vary the \( M \) also varies. After, a new Lyapunov function \( V_2 \) will be defined using gain adaptation:

\[
V_2 = \frac{1}{2} \left( e_{ps}^2 + e_{qs}^2 + e_{o}^2 + \frac{C_{ps}^2}{\gamma_s} + \frac{C_{ps}^2}{\gamma_s} + \frac{C_{ps}^2}{\gamma_s} + \frac{C_{ps}^2}{\gamma_s} + \frac{C_{ps}^2}{\gamma_s} + \frac{C_{ps}^2}{\gamma_s} \right)
\]

(28)

We will also maintain the derivative of the equation (28) equal to zero, to guarantee the system stability. From the calculation procedure, we recommend the following control laws \( (V_{rd} \) and \( V_{rq})\):

\[
\begin{align*}
\dot{v}_{rd} &= \frac{1}{\alpha_{vrd}} \left( K_{ps}e_{ps} + \dot{P}_s - \omega_s Q_s \right) \left( v_{rd}\Phi_{rd} + v_{rq}\Phi_{rq} \right) + v_{rd} v_{rq} \\
\dot{v}_{rq} &= \frac{1}{\alpha_{vrd}} \left( -K_{qs}e_{qs} + \dot{Q}_s - \omega_s P_s \right) \left( v_{rd}\Phi_{rd} + v_{rq}\Phi_{rq} \right) + v_{rd} v_{rq}
\end{align*}
\]

(29)

From equation (29), we find the adaptation expressions of the DFIG parameters as follows:

6) The stator and rotor resistances:

\[
\begin{align*}
\tilde{R}_r &= \int_0^{t} \dot{\tilde{R}}_r dt = \frac{2\tilde{\alpha}_3 L_s L_r \tilde{\alpha}_4}{\gamma_s} - \omega_r \dot{L}_r \\
&= \frac{2}{3} \frac{1}{\gamma_3} \left( \dot{\tilde{V}}_m v_{sd}\Phi_{sd} + v_{sq}\Phi_{sq} \left( e_{ps} + e_{qs} \right) \right) - \omega_r \dot{L}_r \\
\tilde{R}_s &= \int_0^{t} \dot{\tilde{R}}_s dt = \frac{1}{\gamma_2} \tilde{L}_s \dot{\tilde{V}}_m \left( -e_{ps} P_s - e_{qs} Q_s \right) - \frac{\gamma_4}{L_r} \dot{\tilde{R}}_r
\end{align*}
\]

(30)
7) The stator and rotor inductances:

\[
L_r = \int \hat{L}_r = \int \sqrt{\frac{1}{\frac{1}{4\omega_c}}} = \int \sqrt{-\frac{1}{\gamma_1 t_0 \left(\frac{2\omega_c^2}{4\omega_c}\right) \left(\phi_{eq} q + \phi_{eq} p\right) - \frac{DA}{\gamma_1 t_0 \phi_{eq} \phi_{eq}}}}
\]

\[
L_s = \int \hat{L}_s = \int \frac{3}{2\gamma_c \omega_c^2} = \frac{3}{2\gamma_c \omega_c^2} \int \frac{1}{\gamma_1 t_0}
\]

(31)

5. Rooted Tree Optimisation Algorithm

A. Principle

The development of bases and services for trees under the ground is very connected to its root framework. From this perspective, the practices of the roots under the ground have become a cutting-edge innovation [11]. This implies that the primary of the tree gives various roots to begin the pursuit. It is the hub principal gathering of arbitrary arrangements. The upcoming generation is acquired from the assessment of the principal assortment as per the root nearest to the corn and the level of fineness, and the roots which are a long way from the corn are eliminated.

The technique of this calculation is to follow the comportment of the underlying foundations of trees looking for groundwater as per the level of underground control. Based on this principle, it makes it possible to infer another calculation. To apply this calculation, the factors must be clarified.

Wetness Degree (Dw): decides the level of actual wellness between the populace. Also, the factors (Rr, Rc, Rn) are the rates that affect the admittance to the arrangement.

The roots of the trees will search for the best arrangement or the closest spot for the beginning of the new populace. The random root (Rr) is the nearest one to the water. The individuals from the new populace - the new generation - are beginning arrangements proposed [15]. The new populace is determined dependent on this:

\[
y_{\text{new}}(k, i_{t+1}) = Y_r(i_0) + b_3 \cdot Dw(k) \cdot \text{randn} \cdot \frac{m}{N}
\]

Depending on the choice of the nearest roots (Rn) close to the water which gathers around the humid place from which a new generation is created, but the roots away from moisture are removed. Considering the number of candidates, the following expression is assumed to ascertain the new generation.

\[
y_{\text{new}}(k, i_{t+1}) = Y_{\text{mei}}(i_0) + b_1 \cdot Dw(k) \cdot \text{randn} \cdot \frac{m}{N}
\]

The new generation is made by roots that have assembled around the closest place to the water whose continuity root (Rc). A new generation of the population is determined by the next equation.

\[
y_{\text{new}}(k, i_{t+1}) = Y(k, i_0) + b_2 \cdot Dw(k) \cdot \text{randn} \cdot \left(Y_{\text{mei}}(i_0) - Y(k, i_0)\right)
\]

B. RTO applied to the Backstepping Control to DFIG

For this, the determination of the optimal gains of the Backstepping algorithm with integral (BSI) in the DFIG command must first follow certain steps.

- **Step 1:**
  To determine the first generation from the input values for the following variables: The variables (Rr, Rc, Rn).
  Knowing that (Rr + Rc + Rn = 100% = 1), then the number of candidates N is definite.

- **Step 2:**
  From the initial step (Fig.2), we can figure the degree of wetness for the whole primary generation. Then, we assign the control degree (Dw) as in (35). At that point, we take the best wetness degree of the generation’s members [15].

\[
D_w(k) = \begin{cases} 
\frac{f_k}{\max f_k} & \text{for maximal objective} \\
1 - \frac{f_k}{\max f_k} & \text{for minimale objective}
\end{cases}
\]

(35)

- **Step 3:**
Fig. 2. Step 3 Algorithm

- **Step 4:**
  If the stop criteria are not matched, we go back to step 2.

- **Step 5:**
  If the maximum of iterations is reached, we go to step 6.

- **Step 6:**
  The best solution is the individual that gives us the optimal values for DFIG control using BSI regulator (Fig. 3) [16].
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**Table 1: RTO Parameter**

| Parameters  | Values |
|------------|--------|
| RTO Size   | 20     |
| Maximum number of iterations | 20     |
| B<sub>1</sub>=b<sub>2</sub>=b<sub>3</sub> | 2      |
| R<sub>0</sub>=R<sub>c</sub> | 0.4    |
| Rc         | 2      |
| Dm         |        |
6. Results and Discussion

Figure 4 shows the scheme proposed to apply the adaptive non-linear Backstepping control to a DFIG-WECS. The wind system is subjected to a series of simulation tests under the MATLAB / SIMULINK environment to assess the performance, robustness, and stability of the active and reactive power control of the DFIG.

Fig. 4. Backstepping control applied to DFIG

A. Performance Test

In this part, we focus on analyzing the behavior of DFIG toward the random wind profile. The reactive power is set to zero (Qs_ref = 0 Var) to guarantee a unit power factor and to enhance the quality of the energy injected into the electrical grid. The simulations were carried out using a real wind profile. The results of the adaptive Backstepping control applied to DFIG are gathered in the next figures.
Figure 5 shows that the active power pursues its reference value generated by the MPPT strategy with a dynamic error of $\varepsilon = 1.05\%$. The reactive power is always maintaining its value which is zero, thus confirming that the power factor is equal to one under steady-state. The electromagnetic torque of the generator fluctuates following the speed turbine which is a mirror image of the wind speed. The power oscillations are insignificant comparing to those of the electromagnetic torque. Also, the DC link shows a fast and precise dynamic, it reaches its reference value at $T_{V_{dc}} = 0.55$ s with no overshoot and with a small static error. The stator currents vary along with the wind variation. Despite the variations of the wind, these currents are sinusoidal with a frequency of 50Hz. The rotor currents have also the same shape and their frequency is proportional to the mechanical speed. These currents have fewer undulations in comparison with other techniques.

Figure (6) shows the spectrum of the stator and rotor currents.

The THD is clearly (6.29%) for the rotor current instead of (0.16%) for the stator current.

**B. Robustness Test**

To check the performance and stability of the adaptive Backstepping control on the regulation of the active and reactive powers, some modifications are made at the level of the internal DFIG parameters of the model used. Various tests are made by increasing or decreasing the machine parameters: the stator and the rotor resistances and inductances. The following figures show the dynamic behaviour of the system:
Based on these results, it should be noted that the active and reactive powers tracked the references imposed. However, we detect a minor rise in the response time due to the changes applied to the stator and rotor resistances (figure 7). The static error is nearly zero with little ripples. On the other hand, the variations of the rotor and stator inductances (figure 8) generate the same response time and low sensitivity during the pursuit of the setpoint. The decoupling between active and reactive powers is always ensured. In conclusion, the adaptive Backstepping command is robust regardless of the parameter variations stated before.

7. Experimental validation

Before validating the performance of the non-linear Backstepping control on an experimental bench, the control algorithm will be implemented in a DS1104 R&D card developed by dSPACE. This card is linked to a computer via an interface that helps us to transfer data between the software and the hardware parts. The hardware part of the dSPACE card generates PWM signals in TTL 0/5V. The software part is the environment Matlab / Simulink which converts the model developed using blocks in the 'Toolbox Real-Time Interface (RTI) library that configures the inputs/outputs of the system proposed to a real-time algorithm in C language (Figure 9).

Then, the program source built will be load into the “ControlDesk” and the data acquisition to run the system will be sent from the sensors and presented graphically.
Figure 10 presents the test bench for the validation of the proposed control strategy. It is composed of:

- A doubly fed induction generator DFIG 1.5kW (the parameters are detailed in the Table 2)
- An induction motor to drive the DFIG, it plays the role of the turbine and which is driven by a variable speed coming from a variable speed drive (to generate a variable wind speed).
- A Semikron Inverter (SEMITEACH IGBT 3kW) is connected to the dSPACE card via an isolation and adaptation card.

We chose a real wind profile, which is generated by a speed controller connected to the DFIG drive motor. Figure 11 shows the results acquired of the adaptive Backstepping control:
The results obtained (Figure 11) clearly show good monitoring of active and reactive powers with their references. Also, the mechanical speed follows, with small ripples, the wind speed. These ripples are due to the fluctuation of the wind speed. The reactive power is reasonably low compared to the total power generated. Its value is around 20 VAR that provides a power factor close to one.

Moreover, the stator and rotor currents show a perfect waveform sinusoidal with a frequency of 50Hz in the stator side and a rapid tracking response. We can observe that the experimentation results correspond to those obtained in the simulation part either in terms of response time or in the quality of the waves of electrical currents. The adaptive nonlinear Backstepping control gives remarkable results: reduced response time and good tracking of references (Table 1).

To sum up, we can say that the results of the validation of the Backstepping control show a good correlation between the experiment and simulation.

Table 1 : Performance comparison.

| Publication         | Technic methods                  | Efficiency | Error | Overshot | Cos $\varphi$ | « Robustness » |
|---------------------|----------------------------------|------------|-------|----------|---------------|----------------|
| N. Bounar et al-2014| Adaptive Fuzzy Vector Controller | 93.5       | 0.15 %| 0 %      | 0.997         | Moderate-high |
|                     | Adaptive Fuzzy Controller        | 93.99      | 0.14 %| 0 %      | 0.974         | Moderate-high |
| Z. Abderrahim et al-2016 | DTC-classical                | 92.13      | 0.32 %| 5 %      | 0.983         | Moderate-high |
|                     | DTC-GA-based PI                 | 92.07      | 0.12 %| 1 %      | 0.978         | Moderate-high |
| S. Abderazak et al-2016 | Sliding mode                    | 94.82      | 0.2 % | 0 %      | 0.972         | Low           |
| Proposal technique  | Backstepping adaptive           | 98.99      | 0.12 %| 0 %      | 0.995         | High          |

Table 2 : DFIG and WT parameters.

| DFIG                      | Symbol | Values   | WT                      | Symbol | Values   |
|---------------------------|--------|----------|-------------------------|--------|----------|
| Power Generator           | $P_s$  | 1.5 KW   | Radius                  | $R$    | 20 m     |
| Stator Resistance         | $R_s$  | 4.85 $\Omega$ | Density of air          | $\rho$ | 1.22 kg/m$^3$ |
| Rotor Resistance          | $R_r$  | 3.805 $\Omega$ | Optimal Tip-speed ratio | $\lambda_{opt}$ | 8 |
| Stator Inductance         | $L_s$  | 274 mH   | Maximum of power coefficient | $C_p$ | 0.45 |
| Rotor Inductance          | $L_r$  | 258 mH   | | | |
8. Conclusion

This paper discussed a non-linear control applied to a WECS-DFIG. The Backstepping Adaptive control based on the Lyapunov stability technique is developed to make WECS works in better conditions. To demonstrate its efficiency, we simulate the whole system using Matlab / Simulink tool that provides satisfying results in terms of pursuits and parameter variations. The second part was dedicated to testing the same model on an experimental test bench with an implementation in the DS1104. The experimental results were able to achieve the majority of the objectives discussed in the simulation part. The significant findings of this work are:

- Adaptive Backstepping control offers good performances under a real wind profile.
- The robustness despite the variations of the wind profile and the machine parameters is well-ensured thanks to this control algorithm.
- The simulation results show that the Backstepping control strategy, applied to a wind energy conversion system, realized an excellent performance.
- The experimental results show a perfect correlation with the simulation results.

In further work, we will analyze the dynamic performance of a WECS-DFIG linked to the electrical grid and try to resolve the problems of voltage drops and flickers.

| Nomenclature |
|--------------|
| $f_r, f_s$: Frequency at rotor and stator |
| $\Omega_t$: turbine speed |
| $R_s, R_r$: Resistances of the stator/rotor |
| $L_s, L_r$: Inductances of the stator / rotor. |
| $P_{act}, P_{p}, P_{g}$: Active power at stator, rotor, and grid |
| $Q_{s}, Q_{r}, Q_{g}$: Reactive power at stator, rotor, and network |
| $P_{mec}, P_{ext}$: Mechanical, network and electrical power |
| $P_{ext}$: recoverable wind and theoretical power |
| $T_{em}, C_{em}$: Electromagnetic torque |
| $C_r$: Load torque available at a motor shaft |
| $V_{r(a,b,c)}, V_{s(A,B,C)}$: Rotor and stator voltages |
| $i_{r(a,b,c)}, i_{s(A,B,C)}$: Rotor and stator currents |
| $\psi_{r(a,b,c)}, \psi_{s(A,B,C)}$: Rotor and stator Flux |
| $(v_{sd}, v_{sq}), (i_{sd}, i_{sq})$: d/q stator voltages and currents |
| $(v_{rd}, v_{rq}), (i_{rd}, i_{rq})$: d/q rotor voltages and currents |
| $(v_{gd}, v_{gq}), (i_{gd}, i_{gq})$: Grid voltages and currents |
| $(v_{td}, v_{tq}), (i_{td}, i_{tq})$: Voltages and currents at the RL filter |
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