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Abstract
This paper presents a new resource for automatically assessing text difficulty in the context of Italian as a second or foreign language learning and teaching. It is called MALT-IT2, and it automatically classifies inputted texts according to the CEFR level they are more likely to belong to. After an introduction to the field of automatic text difficulty assessment, and an overview of previous related work, we describe the rationale of the project, the corpus and computational system it is based on. Experiments were conducted in order to investigate the reliability of the system. The results show that the system is able to obtain a good prediction accuracy, while a further analysis was conducted in order to identify the categories of features which mostly influenced the predictions.
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1. Introduction

Determining the appropriateness of a text in relation to CEFR levels has a key role in the context of second or foreign language teaching and assessment. The suitability of a text for a certain learner group is generally established on the basis of its thematic content, as it needs to be adequate to the learners’ personal motivation for learning, and to its linguistic content, as it needs to be in line with their level of proficiency. In regards to the latter criterion, evaluations of the difficulty of a text are generally conducted subjectively, both when a text needs to be chosen as a component of a language text, and when it needs to be chosen for classroom use. The formal and quantitative characteristics of a text, in particular, have a major role in determining the comprehensibility of that text, as they will impose specific cognitive demands upon the reader when approaching the text (Bachman and Palmer, 2010; Purpura, 2014). However, in the absence of an objective difficulty measure, not only do subjective judgments lead to potential discrepancies between different individual evaluations made by teachers and/or test developers (François et al., 2014), but it also makes it impossible to gain insight into a large number of quantitative features that have an impact on the difficulty of a text, and on the cognitive load involved.

A number of research projects have been conducted with the aim to automatically assess the difficulty of a text. Most involve English, both with the aim of simplifying administrative texts and of second/foreign language learning purposes, though recent years have seen a rise in projects involving languages other than English such French, Swedish, Dutch, German and Portuguese. These projects are generally based on a collection of texts that is used as gold standard upon which a text classification system is trained. This gold standard collection of texts can be formed by second language coursebooks (François and Faron, 2012) Pilán and Volodina, 2018), also with the addition of learner produced texts (Pilán and Volodina, 2018). Other approaches have considered exam texts (Branco et al., 2014), or exams texts and native texts combined (Xia et al., 2011). The texts composing the gold standard of the system have also been chosen in order to represent a range of reading skills (Velleman and Van der Geest, 2014), or to cater for different kinds of readers, both native and non-native, with both generalist and specialist reading needs (Vajjala and Meurers, 2016).

Flesch-Kincaid (Kincaid and Lieutenant Robert, 1975), Coh-metrix (Graesser et al., 2004) and CTAP (Xia et al., 2011) are possibly three of the most widely known automatic assessment systems for text difficulty, though all based on English. In the field of Italian, the three main approaches developed so far are: the Flesch-Vacca formula, an adaptation of the Flesch-Kincaid formula for English (Francina and Vacca, 1986), the GulpEase index (Luisano and Piemontese, 1988), and READ-IT (Dell’Orletta et al., 2011). In the first system, the complexity of a text is measured on the basis of average length of words, based on syllables, and average length of sentences, based on words. Moreover, the output provided by the formula indicates an approximate number of years that a reader needs to have spent in the education system in order to be able to comprehend a certain text. The information provided by the second system, the GulpEase index, has a number of distinctive characteristics compared to the Flesch-Kincaid formula. First of all, it is created directly on and for the Italian language. Secondly, though it includes the average length of words as well as the average length of sentences, similarly to what we find in the Flesch-Kincaid formula, the former is calculated on the basis of letters, not syllables, and this aids the automatic treatment of the text. Finally, READ-IT is based on a list of raw text, lexical, morpho-syntactic, and syntactic features, that are used with a training corpus of texts based on newspaper articles, in order to develop a statistical model able to provide an automatic assessment of an inputted text.

The three projects outlined above, related to the assessment of Italian texts in relation to their difficulty, are aimed to...
create resources to simplify administrative texts and guarantee information accessibility to all, particularly to those with low literacy skill levels or with forms of mild cognitive impairment. To the best of our knowledge, the only other study in line with the present one, i.e. aiming to connect the automatic assessment of text difficulty with CEFR level categorisation, and specifically focused on Italian, is (Forti et al., 2019).

The main differences between the present work with the previous one are:

- a more extended set of linguistic features,
- a wider corpus,
- a more extended use of feature selection tools,
- a website where the system can be accessed and used by teachers, trainers and people involved in assessment activities.

To the best of our knowledge, this work includes the most comprehensive set of linguistic features used to develop an automatic text classification system for the purposes of Italian L2 learning and teaching. In addition to the more traditionally used features (Dell’Orletta et al., 2011), this work incorporates discursive features as well as the relatively newly developed morphological complexity index. As a result, it aims to push the boundaries of text difficulty classification systems in two respects: 1) by linking the automatic assessment of a text to Italian CEFR levels; 2) by incorporating the linguistic features previously found in separate studies into a single study.

The rest of the article is organised as follows. Section 2. describes the collected corpus of texts, while the design and the implementation of the computational system is illustrated in Section 3. The experimental reliability of the proposed system is investigated in Section 4., while Section 5. analyses the impact of the different categories of linguistic features. Finally, Section 6. concludes the paper by also outlining possible future lines of research.

### 2. The Corpus

With the aim of creating a system able to assign Italian texts to a specific CEFR level, a corpus was collected in order to be used as a gold standard for training text classification systems. Most of the texts derive from language certification exams, extracted from the CELI (Certificati di conoscenza della lingua italiana) item bank maintained at the University for Foreigners of Perugia (Italy). The texts are taken from language certification materials at B1, B2, C1 and C2 levels. We consider text classification procedures performed for language certification purposes as considerably reliable because they respond to the specific needs of proficiency level assessment. In this respect, they exhibit a higher degree of external validity if compared to texts found in language coursebooks. For this reason, the 13 texts included in our corpus deriving from Italian language coursebooks underwent an additional phase of level assignment. To this end, we asked two professional language test developers to decide which level each text taken from the coursebook materials was most likely representative of.

When comparing the two sets of ratings, we observed that in two cases they were distanced by more than one level (e.g. B1 vs. C1). The two texts exhibiting this situation were removed from the text pool, thus leaving a total of eleven texts. This additional rating phase confirmed the potential vagueness that may be involved in text grading performed for publishing purposes, and this is why we chose not to use entire language coursebooks, without some sort of cross-verification of the level assigned to the texts included. Level A texts were excluded because of their very short length, which would have hindered the reliability of the text classification system.

With the entire set of 692 selected texts, including 336 022 tokens (see Table 1), the corpus was xml-annotated and post-tagged. The tagset was the same as the one used for the tagging of the Perugia corpus, a reference Italian corpus (see (Spina, 2014)). The main characteristics of the corpus are shown in Table 1.

#### Table 1: Characteristics of the Corpus

| Level | #Texts | #Types | #Tokens |
|-------|--------|--------|---------|
| B1    | 249    | 7 494  | 45 695  |
| B2    | 185    | 12 743 | 90 133  |
| C1    | 139    | 14 089 | 95 515  |
| C2    | 119    | 15 709 | 104 679 |
| Corpus| 692    | 29 983 | 336 022 |

### 3. The Computational System

In this section we describe the main architecture of the computational system and its main components: the classification model and the computation of the linguistic features.

#### 3.1. System architecture

The problem of automatically measuring text complexity through CEFR proficiency levels was cast to a supervised classification problem. The labeled corpus discussed in Section 2. was used in order to train a classification model for automatically predicting the proficiency level of any previously unseen text in input.

Figure 1 depicts the high level architecture of the system. The classification model does not directly work with the texts in their pure form: any text is converted into a vector of numeric features – computed as described in Section 3.3. – and then passed on to the classification model. First, the inner parameters of the classification model are trained using the labeled vectors corresponding to the texts in the considered corpus. Then, any unlabeled text is vectorised and fed to the trained model which predicts its proficiency level.

This architecture allows, on the one hand, to use the most common classification models available in the machine learning literature (Shalev-Shwartz and Ben-David, 2014) and, on the other hand, to build a classification model based only on the linguistic features of the texts that, we think, are what discriminating texts from the point-of-view of the CEFR levels.
Finally, a user friendly web interface was developed as depicted in Figure 2: the user types or pastes a text of his/her choice in the provided text area, press the "Analyse" button, then the system transparently executes the prediction procedure of the trained model and shows the predicted CEFR level for the given text, together with a bar chart showing how the four different levels are represented within the text in terms of percentages. The developed resource is freely available on the internet at the following address: https://lol.unistrapg.it/malt. It may be accessed and explored by both fellow researchers and second/foreign language teachers.

3.2. The classification model

Regarding the classification model, we made some preliminary experiments using decision trees, random forests and support vector machines. A report of such experiments is provided in (Forti et al., 2019; Milani et al., 2019). According to the preliminary results, this work focuses on the Support Vector Machines (SVM) model.

An SVM (Shalev-Shwartz and Ben-David, 2014) is a supervised classification model which, given a (training) set of labeled numeric vectors, constructs a set of hyperplanes in a high-dimensional space, which identify the regions of the space corresponding to the different labels, i.e., the CEFR levels in our case.

The SVM implementation of the popular Sci-Kit Learn library (Pedregosa et al., 2011) has been used, while the Gaussian radial basis functions have been considered as kernel functions of the SVM.

3.3. Linguistic features

On the basis of a number of previous works (Dell’Orletta et al., 2011; Xiaobin and Meurers, 2016; Grego Bolli et al., 2017; Brezina and Pallotti, 2016; Gyllstad et al., 2014; Norris and Ortega, 2009), we defined a set of 139 linguistic features and implemented them by relying on well known NLP tools for the Italian language. In particular, UDPipe (Straka and Straková, 2017) was used for tokenization, lemmatization, POS tagging and to build dependency trees, while OpenNER (García-Pablos et al., 2013) was adopted in order to compute the constituent trees.

For the sake of presentation, we divide the 139 features into six categories which are described in the following sections.

3.3.1. Raw text features

Raw text features are the most elementary type of features considered here and they were computed through the tokenisation of the inputted text. They include:

- **Sentence Length in Tokens** – mean and standard deviation, across all sentences, of the number of words in a sentence.
- **Token Length** – mean and standard deviation, across all tokens, of the number of characters in a token.
- **Text Length in Sentences** – number of sentences in the text.
- **Text Length in Lemmas** – number of lemmas in the text.
3.3.2. Lexical features

Lexical features are mainly based on the lemmatization of the texts. They include:

- **Basic Vocabulary Rate** – with reference to the Nuovo Vocabolario di Base (New Basic Italian Vocabulary) (NVdB) (De Mauro and Chiari, forthcoming), the number of lemmas belonging to Fundamentals (the first 2000 most frequent words), High Usage (frequency ranks between 2000 and 4300) and High Availability (identified in (De Mauro and Chiari, forthcoming)) through a native speaker judgment questionnaire wordlists.

- **Nouns Abstractness Distribution** – the number of nouns considered as Abstract, Semiabstract and Concrete (as used in (Grego Bolli et al., 2017)).

- **Lexical Diversity** – Ratio between the total number of words and the total number of unique words, within 100 random words. This unit of measure was chosen in order to have an homogeneous basis upon which to compute this feature.

- **Lexical Variation** – Type-Token Ratio (TTR), within 100 random words, where Type and Token may refer to different lexical categories. We considered TTR with types of a lexical category (adjective, verb, adverb, noun) and tokens either of the same category or of the four categories altogether.

- **Lexical Sophistication** – mean and standard deviation, across the sentences, of the occurring frequency of function tokens, function lemmas, lexical tokens and lexical lemmas. Information about frequency is taken from COLFIS dictionary (Bertinetto et al., 2005).

3.3.3. Morphological features

Morphological features are reflected by the Morphological Complexity Index (MCI) computed for two word classes: verbs and nouns. The MCI is operationalised by randomly drawing sub-samples of 10 forms of a word class (e.g. verbs) from a text and computing the average within-sample and across-samples of inflectional exponents. Further details can be found in (Brezina and Pallotti, 2016).

3.3.4. Morpho-syntactic features

Morpho-syntactic features are computed on the basis of part-of-speech (POS) tagging and the morphological analysis was performed on the inputted text (as largely used in (Dell’Orletta et al., 2011)). They include:

- **Subordinate Ratio** – Mean and standard deviation of the percentage of subordinate clauses over the total number of clauses.

- **POS Tags Distribution** – Normalized entropy and distribution of tokens over all the POS tags.

- **Verbal Moods Distribution** – Normalized entropy and distribution of the seven verbal moods (indicative, subjunctive, conditional, imperative, gerund, participle, infinite) among the verbal tokens.

- **Dependency Tags Distribution** – Normalized entropy and distribution of the tokens over all the dependency tags.

3.3.5. Discursive features

Discursive features comprise the main elements that are used to organise the text in terms of its cohesive structure (as most typically used in (Graesser et al., 2004)). They include:

- **Referential Cohesion** – This trait counts the nominal types that groups of three adjacent sentences have in common. We use its mean and standard deviation across all groups to condense the information.

- **Deep Causal Cohesion** – Normalized entropy and distribution of the eight classes of connectives (causal, temporal, additive, adversative, marking results, transitions, alternative or reformulation/specification), which play an important role in the creation of logical relations within text meanings, and provide clues about text organization.
3.3.6. Syntactic features

Our list of syntactic features aims to reflect the main characteristic of syntactic constituents, also in terms of dependency relations (as largely seen in (Xia et al., 2011)). It includes:

- **Depth of the Parse Trees** – Maximum depth among all the dependency trees.
- **Non-Verbal Chains Length** – Mean and standard deviation of the length of the paths without verbal nodes in the dependency trees.
- **Maximal Non-Verbal Phrase** – Mean and standard deviation of the dimension of the maximal nominal phrases in the constituent trees of the inputted text, where the dimension of a node is the number of terminal nodes beneath that node.
- **Verbal Roots** – Percentage of dependency trees with a verbal root.
- **Arity of Verbal Predicates** – Distribution of the arity of verbal nodes, where the arity is the number of dependency links with that node as head.
- **Relative Subordinate Order** – Distribution of the distance between the main clause and each subordinate clause.
- **Subordination Chains Length** – Distribution of the depth of chains of embedded subordinate clauses.
- **Dependency Links Length** – Mean, standard deviation and maximum of the number of words occurring between a syntactic head and a dependent.
- **Mean Length of Clauses (Tokens)** – Mean length of clauses expressed in tokens.
- **Number of Syntactic Constituents** – Counts the occurrences of a specific syntactic constituent in the text. The following elements are considered: clauses, nominal phrases per sentence (mean across sentences), coordinate phrases, and subordinate clauses.
- **Syntactic Complexity Feature** – Calculates the syntactic complexity of the text in terms of average coordinate phrases per clause, sentence complexity ratio (#clauses / #sentences), and sentence coordination ratio (#coordinating clauses / #sentences).

### 4. Experiments

In order to assess the accuracy of the prediction system, computational experiments were held using the corpus of texts described in Section 2 as dataset. Every experiment – tuning the SVM hyper-parameters, selecting the features, and assessing the final accuracy of the system – was performed using 5 repetitions of a stratified 10-folds cross-validation executed on the whole dataset of 692 texts.

First, the hyper-parameters C and γ of the SVM model have been tuned by means of a grid search process aimed at optimising the F1 score measure. The whole set of 139 features was considered and the calibrated setting is C = 2.24 and γ = 0.02. Then, a features selection additional phase was performed by means of the well known Recursive Features Elimination (RFE) algorithm (Guyon et al., 2002). RFE recursively fits the model and removes the weakest feature until a specified number of features is reached. In our work, the well known permutation feature importance technique (Fisher et al., 2018) was considered to measure the importance of every feature during the last model fitting. Moreover, to find the optimal number of features, cross-validation was used with RFE to score different feature subsets and select the best scoring collection of features. As depicted in Figure 3, a subset formed by 54 features – around the 39% of the whole set of features – has obtained the best F1 score in our experiments.

This set of features is further analysed in Section 5, while the performances of the tuned SVM model trained using the selected features are shown in the confusion matrix provided in Table 2. In this table, each entry \(X,Y\) provides the average number – over the 5 repetitions of the 10-folds cross-validation process – of texts which are known to belong to the CEFR level \(X\), but have been classified by our system to the CEFR level \(Y\). The correctly classified texts are those accounted in the diagonal of the confusion matrix. They are (in average) 497.4 out of 692, thus the accuracy of our system is about 71.88%. The confusion matrix also allows to derive the precision and recall measures (Shalev-Shwartz and Ben-David, 2014) for all the considered CEFR levels. Our experiments reveal that the B1 level exhibits the highest precision and recall (respectively, 84.55% and 86.18%), while the weakest predictions are those regarding the C1 level (which has 56.13% and 53.38% as, respectively, precision and recall).

| Actual | Predicted |
|--------|-----------|
| B1     | 214.6     | 30.2 | 4.2 | 0.0 |
| B2     | 28.4      | 129.8 | 23.8 | 3.0 |
| C1     | 9.6       | 28.8 | 74.2 | 26.4 |
| C2     | 1.2       | 9.0  | 30.0 | 78.8 |

Table 2: Confusion Matrix

![Figure 3: Features selection graph](image)
Furthermore, it is interesting to observe that most of the incorrectly classified texts are only one level away from their actual CEFR levels. In fact, by aggregating the pairs of levels B1,B2 and C1,C2 into the macro-levels B and C, respectively, we obtain that the average accuracy of the system increases up to 88.50%.

Finally, note that the results discussed in this section are also in line with the 2D visualisation of the dataset provided in Figure 4, where each point is the two-dimensional representation of a text in the dataset obtained by means of the well known dimensionality reduction technique t-SNE (Van der Maaten and Weinberger, 2012) executed on the 139-dimensional representation of the dataset.

5. Analysis of the Features

The features selection algorithm used identified a subset of 54 features within the total of 139 linguistic features as those with overall discriminatory power. The graph in Figure 5 shows the distribution of selected features within each feature category (see Section 3.3).

As we can see, morpho-syntactic features constitute the category with most features represented in the final set (n = 19), followed by lexical and syntactic features (n = 13 each), raw-text and discursivne (n = 4 each) and finally morphological (n = 1). It should be said that the morpho-syntactic category of features was also initially the broadest one (n = 68), followed by the syntactic (n = 33), lexical (n = 21), discursive (n = 9), raw-text (n = 6) and morphological (n = 2) categories.

Furthermore, for each selected feature, we computed its permutation feature importance (PFI) score using the technique described in (Fisher et al., 2018), i.e. the PFI of a feature is the mean percentage decrease of F1 score obtained by replacing the considered feature with random noise and cross validating again the model. The graph in Figure 6 shows the distribution of the PFI scores averaged among the different categories of linguistic features in order to see which of them had a higher impact in discriminating the classification of the texts. As we can see, the category of features with the highest discriminating power is the category of syntactic features, very closely followed by raw-text and lexical features. Morpho-syntactic, discursive and morphological features represent the three categories with the lowest discriminatory power. As a result, even though the morpho-syntactic features are those most prominently selected by the algorithm, possibly also due to their numerosity to begin with, these were ultimately not the ones with most discriminatory power. Moreover, we note the closeness between the lexical and syntactic categories of features, indicating they both exhibit a considerable role is the automatic assessment of text difficulty. This can be particularly interesting in light of the studies regarding the lexis-syntax interface in language. Finally, these results appear to be in line with an earlier preliminary study conducted in 2017: morpho-syntactic features were, even then, the set of features which were least discriminatory in comparison to lexical and raw-text features; syntactic features were not included at that stage (Grego Bolli et al., 2017).

6. Conclusion and Future Work

This study described the development and assessment of a new system trained to automatically classify written texts according to their difficulty, and assign them to a CEFR level. We showed how the developed system exhibits considerably good accuracy levels (71.88%), and we also ob-
served how by aggregating the level pairs into single B and C levels, the accuracy increased up to 88.50%. We also noted that the highest precision and recall values are obtained in relation to the B1 level, and that the texts that were incorrectly classified were only one level away from their actual CEFR level.

This study certainly lends itself to further investigation in relation to the single linguistic features composing each feature category.
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