Abstract

Both science and engineering rely on the use of high-level descriptions. These go under various names, including “macrostates,” “coarse-grainings,” and “effective theories”. The ideal gas is a high-level description of a large collection of point particles, just as a set of interacting firms is a high-level description of individuals participating in an economy and just as a cell a high-level description of a set of biochemical interactions. Typically, these descriptions are constructed in an \emph{ad hoc} manner, without an explicit understanding of their purpose. Here, we formalize and quantify that purpose as a combination of the need to accurately predict observables of interest, and to do so efficiently and with bounded computational resources. This State Space Compression framework makes it possible to solve for the optimal high-level description of a given dynamical system, rather than relying on human intuition alone.

In this preliminary report, we present our framework, show its application to a diverse set of examples in Computer Science, Biology, Physics and Networks, and develop some of technical machinery for evaluating accuracy and computation costs in a variety of systems.
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1 Introduction

Historically, scientists have defined the “level”, “scale”, or “macrostate” of a system in a purely informal manner, based on insight and intuition. For example, we usually construct descriptions of a biological system by neglecting the complexity of the subunits: in doing organismal biology, we describe a cell in terms of its organelles, or an organism in terms of its cells; in doing ecology we talk in terms of species, neglecting within-species diversity, or even in terms of trophic levels, ignoring the differences between predators, when we describe the biosphere as a whole. In economics we often define the macrostates of the world’s socioeconomic system in terms of its firms, its industrial sectors, or even nation-states, and neglect the internal structure of these highly complex entities. Similar examples arise in physics, where we define the macrostates of a fine-grained system by reference to thermodynamic variables, such as temperature or pressure, that characterize its most relevant features.

How do we know that these choices for the macrostates are the best ones? Might there be alternatives? Are there even alternatives that are superior to our choices? A superior choice might, for example, allow greater accuracy in our prediction of the evolution of the system, and/or reduce the computational cost of making such predictions. Given the possibility that superior choice might exist, can we solve for the optimal macroscopic state space with which to analyze a system?

This is the general problem of state space compression, and the problem is general indeed. Many of the observables of interest that are theoretically and experimentally analyzed in the sciences are considered interesting precisely because they make good macrostates: their use leads to lowered computation and measurement cost while balancing the need for accuracy in predicting a given observable of interest.

To address these issues, we consider the question of how to quantify the quality of a proposed map $x_t \rightarrow y_t$ that we wish to use to compress a dynamically evolving “fine-grained” variable $x_t$ into a dynamically evolving “coarse-grained” variable $y_t$. To decide what makes for a good compression of the dynamics of a system, we should not try to formalize the intuitive notion of a “macrostate” as scientists often do.

\[^{1}\text{Here we will use the term “coarse-graining” interchangeably with “compression”, and so will allow arbitrary coarse-graining maps. There is a large literature that instead interprets the term “coarse-graining” to refer to the special case where $x$ is the spatial position of a set of $N$ particles and we wish to map each $x$ to the spatial position of $m < N$ “effective particles”. See [71] for a review. There is also work that interprets the term “coarse-graining” to refer to the special case where $x$ is a network structure, and we wish to map each $x$ to a smaller network (see [41][16]). For discussion of the general problem of coarse-graining for computational, cognitive, and social systems see [25].}^{1}\]
have used that term in the past. We are, rather, utilitarian: state space compression has a practical benefit, and quantifying that benefit drives our analysis.

Given such a definition and a fine-grained variable \( x_t \), we can try to solve for the best map compressing \( x_t \) into a higher-scale macrostate \( y_t \). The dynamics of such an optimally chosen compression of a system can be viewed as defining its emergent properties. Indeed, we may be able to iterate this process, producing a hierarchy of scales and associated emergent properties, by compressing the macrostate \( y \) to a yet higher-scale macrostate \( y' \).

2 State space compression

2.1 The benefit of state space compression

Here we adopt the view that the benefit of a State Space Compression (SSC) \( X \rightarrow Y \) is to reduce the cost of computing the dynamics over \( X \). Our job as scientists is to find a compression map \( X \rightarrow Y \), dynamical laws for evolution over \( Y \), and a map from \( Y \) to the observable of interest. The idea is that there is a dynamical process over \( Y \) that is far easier to compute than the dynamics over \( X \) and/or that acquiring a measurement of the state of \( Y \) is cheaper than doing so for \( X \), and yet which provides accurate predictions of what we want to know concerning future values in \( X \). Stated prosaically, we wish to simulate the dynamics of \( x_t \), using a simulation that optimally trades off its computation and measurement cost with its accuracy in predicting some observable of interest concerning future values of \( x \).

Note that we will usually not be interested in predicting any given microstate \( x \) in toto. Rather, there are certain observables associated with \( x \) that we are interested in reconstructing. An illustration of this, based on Ex. 1 in Sec. 4, is where we are not interested in predicting where each individual bird in a flock is at some future time, but rather are just interested in where the center of mass of the birds is, along with the axes of an optimal ellipsoid fit to the distribution of the birds in the flock about that center of mass.

So for the purposes of this paper, a state-space compression \( X \rightarrow Y \) is beneficial if

1. Our choice of the dynamics over \( Y \) is far easier to calculate than the dynamics over \( X \). Often, but not always, this will imply that \( |Y| \) is significantly smaller than \( |X| \); and

2. The observables of \( x_t \) that we are interested in at a future time \( t \) can be accurately estimated from the corresponding values \( y_t \in Y \).

From the perspective of coding theory, we are compressing a system’s fine-grained state down to an element in a (usually) smaller space, evolving that compressed
state, and then using it to predict the observables of interest concerning the future fine-grained state.

In many cases, maps \( x \to y \) that are good compressions of a dynamical system in the sense just outlined often have the property that the dynamics of \( y_t \) is (first-order) Markovian. (Indeed, as mentioned below, obeying exactly Markovian dynamics is a core component of the definition of a “valid compression” considered in [77, 33, 32, 43].) Even if the best compression is not Markovian, so long as we are considering a good compression of \( x_t \) into \( y_t \), once we set the initial value of \( y \) we can well-approximate the future values of \( y_t \) with a Markovian process, with little further information needed from later \( x_t \) to correct that dynamics. (As discussed below, this is the desideratum defining “good compression” considered in [40, 39, 63].) For these reasons, we often restrict attention to compressed spaces whose associated dynamics are Markovian.

In many scenarios the issue is how closely the predicted observable of interest is to the correct value. In these cases it makes sense to use metric over the possible values of the observable to quantify the accuracy. There are other cases where it makes sense to use information theoretic concepts such as mutual information, conditional entropy, or Kullback-Leibler divergence—as happens, for example, when there is no clear metric over the space of observables.

We will be concerned with the prediction of the entire future evolution of a system, rather than just of its value at a single particular moment in the future. This reflects the fact that often we will not be interested in just one specific future moment that we know ahead of time. Typically we will be interested in future behavior, which is an inherently multi-timestep phenomenon. Finally, as a formal concern, it is by requiring that the compression / decompression accurately reconstructs the time-series as a whole that we ensure that it is capturing the dynamics of the system.

Compressing the state space of a system to reduce computation and measurement cost while maintaining predictive accuracy is not only a core concern in science and engineering. It is also a guiding principle in how the human nervous system operates. Computation is very costly for a biological brain, in terms of heat generated that needs to be dissipated, calories consumed, etc. Moreover, at an abstract level, the (fitness-function mediated) purpose of one’s senses and the resultant computation by the brain is for those senses to compress the state of the environment into a form that is then processed by the brain to produce accurate predictions of certain fitness-relevant observables concerning the future state of the environment [20, 48, 74]. So in “designing” the human brain, natural selection is faced with the precise problem of optimal state space compression as we have formulated it. This suggests that we may be able to construct powerful heuristics for optimal SSC by considering how the human nervous system processes information.
There are also human-constructed artifacts that reflect the tradeoffs considered in SSC, and for which SSC might be useful for future engineering endeavors. One such example occurs in CPU design and the problem of branch prediction. In modern CPUs, whenever a conditional “if-then-else” statement is encountered, the CPU first guesses—based on certain heuristics and its record of previous branches—which branch of the conditional to take, and starts speculatively computing as though that branch were taken; if it later discovers that it guessed wrong, it terminates the speculative computation and continues on the correct, having incurred a delay for guessing incorrectly and having to replace the speculative computation by the correct one.

We see here the tradeoff between accuracy and computation cost: it only makes sense to do branch prediction if there is a computationally efficient predictor that is correct most of the time. In any other case, branch prediction would end up wasting more CPU cycles than it saves. Branch prediction is enormously successful in practice, partially because, based on the prior distribution of how most people (or compilers) write and use conditional statements, relatively simple heuristics that are easy to compute give (almost shockingly) accurate results. Interestingly, some of the currently best branch predictors are in fact based on (very) simple models of neurons, as suggested in the discussion above (see, e.g., [44]).

### 2.2 Basic concepts and notation

Throughout this paper we adopt the convention that upper case variables indicate either a space or a random variable defined over that space, with the context making the meaning clear; lower case variables indicate elements of a space or values taken by a random variable, again with the context making the meaning clear. We also adopt the convention of letting the context make clear whether we are talking about a probability distribution or a probability density function, the associated meanings of conditional distributions, and other standard conventions from probability and statistics.

In addition, the measures of the integrals we will write will all be implicitly matched to the associated space. So when we use the integral symbol for a countable space, we are implicitly using the counting measure, turning that integral into a sum.

Formalizing the issues discussed in Sec. 2.1 leads to the following definitions. The first four are specified exogenously by the problem being studied:

1. The microstate \( x \in X \), which evolves in time according to a (usually) Markovian process \( P(x, \ldots) \), which in particular specifies a prior distribution over the value of \( x \) at a current time \( t_0 \);
2. A space of possible values of an **observable** $\Omega$, and an associated observation conditional distribution $O(\omega \in \Omega \mid x)$, which may be deterministic.\(^2\)

3. A (typically) real-valued **accuracy function** $C : \Omega \times \Omega \rightarrow \mathbb{R}$—typically a metric—that we use to quantify how good a predicted value is from the true observable;

4. A **weight function** $W(t)$ used to weight the relative importance of predictions for the observable at all moments in the future.

The remaining three objects are chosen by the scientist, possibly, as we suggest here, by SSC optimization:

5. A **macrospace** or **compressed space** $Y$, with elements $y$, called **macrostates**, that evolve according to a (usually) Markovian stochastic process $\phi_{t,0}(y_t \mid y_0)$;

6. A **compression** distribution, $\pi(y \mid x)$, which compresses $x$ to $y$ (and may be a deterministic function);

7. A **prediction** distribution $\rho(\omega \in \Omega \mid y)$ which gives the prediction for the observable based on ("produced by decompressing") the compressed state $y$.

Typically we will require that $\phi$ and $P$ be time-homogenous. We will sometimes refer to the compression distribution as an “encoding” distribution, and refer to the prediction distribution as a “decoding” distribution. We will typically apply the metric $C$ on the observable space to compare the distribution $\rho(\omega \mid y_i)$ with the distribution $O(\omega \mid x_t)$.

As an example of a microstate process, it could be a time-homogenous Markov chain with generator $p$ that is set by Nature. However its marginal distribution at time 0, $P(x_0)$, is set by the scientist (albeit implicitly): it is the *a priori* probability that she will want to predict the future of a system whose initial condition is $x_0$. In this case the full Markovian process is given by

$$P(x_0, x_1, \ldots) = P(x_0)\prod_{t=1}^{\infty}p(x_t \mid x_{t-1}) \tag{1}$$

In many situations we will be exogenously provided a space $\Omega \neq X$ and associated observation distribution $O$. However an important special case is where

\(^2\)In addition to allowing stochastic dynamics, whenever it was natural to use a function $f : A \rightarrow B$ between two spaces, we instead allow the more general setting of a conditional distribution $d_f(b \mid a)$. With the exception of the stochastic dynamics, whenever we allow this level of generality, little intuition is lost by instead considering a deterministic function $f$ between the two spaces, although the more general setting may be useful in particular applications.
we are not provided those, or for some other reason wish to take $\Omega = X$ and $\mathcal{O}$ to be the identity function (i.e., a delta function). In such cases, $\rho$ is a map from the simulation’s value at time $t$, $y_t$, to a prediction for $x_t$, the true value that $X$ has at time $t$.

Typically accuracy costs are non-negative, and equal zero whenever their arguments are identical. They are also often symmetric in their arguments. A very common example of an accuracy function $C(\omega, \omega')$, occurring when $\Omega \subseteq \mathbb{R}^n$ for some $n$, is quadratic loss or Euclidean distance, $|\omega - \omega'|^2$. If instead $\Omega$ is a countably space of abstract symbols, often accuracy cost will be the Kronecker delta function, $C(\omega, \omega') = \delta_{\omega, \omega'}$: 1 if $\omega = \omega'$ and 0 otherwise.

Three terms will contribute to our overall state compression objective function. The first is the average future value of the accuracy function, evaluated under $W(t)$. We call this the accuracy cost. The second term is the average future computation cost of iterating both $\phi$ and $\rho$.

The third term is the cost of evaluating $\pi$ once—or otherwise performing a measurement, e.g., of the physical world—to initialize $y$. Although for simplicity we include this in the computation cost, in general it is just a quantification of mapping an initial $x$ to an initial $y$. This may have nothing to do with “computation”, per se. For example, it may reflect a process of physically measuring an initial value $x$, with a noisy observation apparatus producing a value $z \in Z$ according to a distribution $P(z \mid x)$, where the observed initial value $z$ is then mapped to the starting value of our simulation via a distribution $P(y_0 \mid z)$ that we set. In this case $\pi(y \mid x) = \int dz \ P(y_0 \mid z)P(z \mid x)$, where $P(z \mid x)$ might be more accurately described as a “measurement cost”. Whenever we write “computation cost,” it should be understood in this more general manner.

Unless specified otherwise, we take the weight function $W(t)$ to be a probability distribution over $t$. A particularly important type of $W(t)$ is a simple future geometric discounting function, $W(t) \propto [1 - \gamma]^t$. In particular, this is often appropriate when there is a priori uncertainty on how far into the future the scientist will end up running the computation. As alternatives, we could consider the (undiscounted) average accuracy cost and average computation cost over some temporal window $t \in [0, T]$. Another alternative, for computations known to halt, is to consider the average of those two costs from $t = 0$ to the (dynamically determined) halting time. Formally, this means extending the definition of $W$ to be a function of both $t$ and $y_t$.

We, the scientists, are provided the original stochastic process $P(x_{t'} \mid x_t)$. The observable $\mathcal{O}$ and weight function $W(t)$ capture what aspects of the system we are

---

3 Also see the literature on decision theory, where geometric discounting with a constant $\gamma$ is justified as necessary to maintain consistency across time in how a decision-maker makes a decision, and especially the literature on reinforcement learning and dynamic programming [86].
interested in. Our task (should we choose to accept it) is to choose the compression function $\pi$, associated space $Y$, compressed state dynamics $\phi$ and prediction map $\rho$ to the space of observables, such that the encoding $\pi$, stochastic dynamics $\phi$, and decoding $\rho$ are relatively simply to calculate, compared to calculating the dynamics of $x$, directly, while the resultant accuracy costs are minimal (e.g., while the resultant predictions for $\hat{y}(t')$ for $t' > t$ are minimal distortions of the true values). The best such tuple $\{\pi, Y, \phi, \rho\}$ is the one that best trades off the cost of implementing $\pi$ and the (average) cost of calculating the dynamics of $y$, on the one hand with the (average) quality of the reconstructed time series on the other. In essence, a good state compression is like a good encoding of a video movie, producing a compact file that is simple to decode, and from which we can recover the characteristics of the original movie that the human user is attuned to, with high accuracy.

2.3 Roadmap

In Sec. 3 we present high-level illustrations of our notation. Then in Sec. 4 we work through three examples of applying SSC in detail.

Having seen SSC in action, we then discuss (Sec. 5) how SSC relates to previous work in the literature. We begin that discussion with a focus on work that is relatively abstract and formal, being driven by information-theoretic considerations, but without specifically considering the overall goal of SSC, of reducing computation cost while preserving predictive accuracy.

We then discuss work, primarily from the applied sciences and engineering communities, that directly considers that goal. In contrast to the work we present here though, these particular work has been on a case-by-case basis, using highly problem-specific analyses, and without a concern for the broader goal of grounding much of science as a whole in SSC.

After comparing SSC to related work, we then return to its technical development, presenting the broadly applicable, fully formal SSC framework. To do this we must provide the full SSC objective function, the goal of SSC being to find compressions that minimize that objective function. We begin in Sec. 6 where we show how one can quantify accuracy cost (i.e., negative reconstruction accuracy), both for the case of an exogenously provided accuracy function and for the case when there is no such function, so that it makes sense to use an information-theoretic accuracy cost. Then in Sec. 7 we discuss various ways to formalize computation cost. After that, in Sec. 8 we illustrate one way to combine accuracy cost and computation/measurement cost into an overall objective function.

We expect that the particular costs we present below will be appropriate in a broad range of scenarios. However we emphasize that—in keeping with the underlying motivation of SSC as a formalization of real-world computational
problems—there is no right or “wrong” way to quantify these costs. The problem at hand should determine how they are quantified.

Next in Sec. 9 we show how SSC provides a natural way to quantify some notion of “complexity.” In that section we also show it provides a way to quantify information flow among different-scale representations of the same system. We emphasize that we do not try to claim that these measures based on SSC are in some sense the correct ways to quantify those quantities. Rather, we show how these measures have attributes that match up well with informal notions of complexity and information flow. Prior formalizations of those concepts have often been motivated purely by intuitive notions (see [53] for a summary of just a few of the prominent formalizations of complexity). By contrast, measures based on SSC are not formalizations of intuition, but rather are directly motivated by precisely defined concerns fundamental to the scientific enterprise. We conclude, briefly, in Sec. 10.

SSC is a framework, and its use requires that we make explicit choices for things such as the accuracy and the computation costs. Rather than provide discipline-independent prescriptions, we emphasize that the problem at hand should always determine the choices adopted for the various terms arising in the SSC framework. We view this as an advantage of using SSC to analyze any given scientific problem—by construction, the SSC analysis will be formulated in a way that is tightly coupled to that scientific problem.

3 Illustrations of our notation

In this section we present several high-level illustrations, to help clarify the meaning of our notation, and to give the beginnings of an idea of how SSC coupled be applied in various settings.

Example 1. Consider a flock of N labelled birds exhibiting coordinated flight [14, 2, 21]. The mass of each bird is fixed. The microstate of the flock, x, is the phase space position of the flock, i.e., the positions and velocities of all N birds; in particular, the space of microstates is then $X = (\mathbb{R}^3)^2N$. The stochastic dynamics $P(x_t \mid x_0)$ of the microstate is given by some bird-level rule governing how each bird’s acceleration is determined by its current position and velocity as well as the positions and velocities of the other birds in the flock. For the purposes of this example, we are assuming that higher-order derivatives of the positions of the birds—e.g., their accelerations—are not relevant if we know the positions and velocities of all the birds. Say we are interested in predicting the center of mass of the flock at all future times; thus our observable space $\Omega$ will be $\mathbb{R}^3$, corresponding to the center of mass, and the observation conditional distribution
\( \mathcal{O}(\omega \mid x) \) is a deterministic function \( \mathcal{O} : \mathbb{R}^{6N} \rightarrow \mathbb{R}^3 \) giving the center of mass. We take as our accuracy cost \( C : \Omega \times \Omega \rightarrow \mathbb{R} \) the Euclidean distance between two points in \( \Omega = \mathbb{R}^3 \).

One way to successfully predict the position of the center of mass is to evolve the stochastic dynamics of the microstate. This may be computationally challenging for \( N \) large, however, since \( X = \mathbb{R}^{6N} \). As an alternative, a successful state space compression of the microstate dynamics would be a map from the high-dimensional vector \( x \) to some other much smaller-dimensional vector of “sufficient statistics”, \( y \), such that we can easily and accurately compute the evolution of \( y \) into the future and at each future moment \( t \) recover the center of mass of the flock from \( y_t \). As an example, it may be that due to the details of the microstate dynamics, a macrostate \( y \) comprising the \( \mathbb{R}^3 \times \mathbb{R}^3 \times (\mathbb{R}^3)^3 = \mathbb{R}^{15} \) vector

\( \{ \text{Position of the center of mass of the flock; Momentum of the entire flock; Components of a Gaussian ellipsoid fit to the shape of the flock} \} \),

...can be easily and accurately evolved forward in time, without concern for any other information in \( x \) not reflected in those fifteen real numbers. Since one component of this particular \( y \) is precisely the quantity we are interested in (the position of the center of mass of the flock), the recovery of what we are interested in from \( y_t \)—i.e., the prediction map \( \rho : Y \rightarrow \Omega \)—is simply a projection. Since (by hypothesis) the evolution of \( y \) is accurate, this is a good state compression, with a small combined value of the computation cost of the dynamics of \( Y \) and the Euclidean error of the prediction of the center of mass.

**Example 2.** Consider an agent-based simulation of the behavior of \( N \) humans in a set of interacting firms in an economy evolving in real time, where each player has time-varying observational data concerning the history of the entire economy and a (time-varying) set of endowments. The microstate \( x \) at each moment is the set of associated observation vectors and endowment sets of each of the \( N \) players. Let the dynamics of the system be a set of stochastic rules for each of the players saying what move it makes at each moment as a function of its current observation vector and endowment set.

Say that what we are interested in is the total GDP of the economy specified in \( x \), and in particular with how that GDP depends on some exogenous parameter of the system that an external regulator can set. Then we take the space of observables \( \Omega \) to be \( \mathbb{R}_{\geq 0} \), representing the total GDP, and the observation map \( \mathcal{O}(x) \) to be the total GDP of the economy specified by \( x \). We take the accuracy function \( C : \Omega \times \Omega \rightarrow \mathbb{R} \) to be the absolute value of the difference between the simulated and actual GDP. Even if we posit a precise microscopic stochastic dynamics \( x_t \), and therefore how GDP depends on the exogenous parameter, it may be
very challenging to calculate the GDP for any particular value of the exogenous parameter.

On the other hand, depending on the details of the microscopic rules for how the agents behave, it may be that we can coarse-grain \( X \) into a compressed space \( Y \) that specifies only the current state of each of the firms—not any individuals within the firms, or non-firm individuals—and that we can both evolve \( y \in Y \) accurately and then infer the GDP at each time \( t \) very accurately knowing only \( y_t \). In this case the coarse-graining of the economy into characteristics of the firms in the economy is a good compression of the state space of the economy.

However it may be that this state compression does not work well, giving large expected error for the prediction of future GDP. It may be that some other state compression, e.g., that couples the states of players from multiple firms at once, results in better predictions. In this example, if we could find that better compression, it would provide major insight into what drives the evolution of the economy. Working with often highly restricted classes of \( \pi \)'s and \( \phi \)'s this is the aggregation problem of economics [19, 36].

**Example 3.** Consider a cylinder of fixed dimensions with a moveable partition separating it into two half-partitions, with an ideal gas on each side of the partition. Let \( z \) be the position of the partition. Our microspace \( X \) will thus be the space of configurations of the particles in each of the ideal gases, together with the position \( z \) of the partition. Assume that at some time \( t_0 \) the partition has a pre-fixed value of \( z \), and there is a pre-fixed temperature and pressure of the two ideal gases, with higher values of both in the ideal gas lying above the partition, at higher values of \( z \). Assume that at that time \( t_1 \) the partition starts sliding towards smaller values of \( z \) at a very slow (essentially adiabatic) constant and pre-fixed rate, stopping when the system reaches equilibrium. Suppose, however that we do not know \( t_1 \); it is instead distributed according to a Gaussian distribution centered about some particular time. Let the observable of interest be the temperatures and pressures of the two ideal gases; the observable space \( \Omega \) is thus \( \mathbb{R}^4 \geq 0 \) (with the temperatures in Kelvin). We take our accuracy function \( C: \mathbb{R}^4 \times \mathbb{R}^4 \rightarrow \mathbb{R} \) to be Euclidean distance, for simplicity.

Consider the compressed space \( Y \) which consists only of the position \( z \) of the partition. In this case, given the current value \( y_0 \), we can perfectly predict the future values \( y_{t'} \) with \( t' > t \), i.e., the future positions of the partition, since we know the rate of movement of the partition. In turn, because we know the dimensions of the cylinder and the initial temperatures and pressures of the two ideal gases, we can calculate the temperatures and pressures of the two gases from knowledge of the position of the partition. That is, the prediction map \( \rho: Y \rightarrow \Omega \) computes the pressures and temperatures of the two ideal gases based solely on the position of the partition. (The “knowledge” of the initial values of the temperatures and
pressures are built in to the map $\rho$, but $\rho$ itself is just a function of $z$, since that is all that is present in the compressed space $Y$.) So in this case, the compression map $\pi : x \rightarrow y = z$ is perfect, in that it allows perfect prediction of the future states of the observables that we are interested in.

4 Examples of SSC

We now work through several detailed applications of SSC.

The first example presents an abstract analysis of SSC, showing how to optimize both the compression map and associated dynamics over the compressed space, in the setting of arbitrary first-order Markovian dynamics over finite state spaces, formulated in terms of Markov chains and finite automata. In this work we impose several natural restrictions on the types of compression $\pi$, dynamics $P$, and dynamics $\phi$, and solve for the optimal choices of $\pi$ and $\phi$ that satisfy those restrictions.

The remaining examples also concern first-order Markovian dynamics over $X$. However they are concretely motivated, by scenarios from two different scientific disciplines. The focus is not on solving for the optimal compression and dynamics, but on illustrating how SSC provides insight into those scientific scenarios.

The second example address a core problem in the biological sciences: the origin of multicellularity. This worked-out example illustrates how SSC may be used to decide between a finite list of candidate compressions that might otherwise be based on hunches or scientific insights.

The third example analyses the principled coarse-graining of complex networks. While prior research on the renormalization of networks has described how the statistical properties of static networks vary under coarse-graining, SSC allows us to study the dynamical properties of a network, and provides a framework within which to address the utility of coarse-graining for prediction and control.

These three examples illustrate how the underlying concerns of SSC apply to many different scientific fields, and provide a clear roadmap for the use of these concepts to generate novel approaches to long-standing problems.

4.1 Example 1: finite state spaces, Markov chains, and automata

We take as our first detailed example systems in which the microspace $X$ is finite, and its dynamics are Markovian, i.e., $X$ is a finite Markov chain.

In this section, we only do the analysis for the deterministic case, but we believe our results provide some intuition for the general case, and that our analysis
can be extended to the general case of Markov chains, which we hope to do in a later version of this report. Because we are able to analyze it completely in closed form, we begin with the case of a deterministic Markov chain, in which all transition probabilities are either 0 or 1. Already from this case we will be able to see how the choice of prior distribution $P(x_0)$, the choice of weight function $W(t)$, and the choice of accuracy and computation cost can affect the optimal state space compression.

Although a deterministic Markov chain is the same thing as a deterministic finite automaton over a one-letter alphabet, here we are concerned with the dynamics of the automaton, rather than its ability to solve certain computational problems. As such, unlike the typical setup of finite automata, we will not care about any particular start state (beyond that specified by the prior distribution $P(x_0)$) nor about any accepting/rejecting/halting states. Nonetheless, it may be that taking a dynamical viewpoint on computational processes could yield insights lower bounds in computational complexity, which we hope to explore in future work. Although much is known about finite automata, a slight generalization of multi-letter Markov chains (i.e., probabilistic finite automata) yields quantum finite automata, about which there are many open questions.

Since here we aren’t applying this to any particular domain of inquiry, we pick some generic definitions for the space of compressions we consider, the accuracy cost, and the computation/measurement cost, and we consider essentially arbitrary observable functions. The choices we make are in no way inherent to SSC, but merely meant to illustrate the SSC framework in a particular setting.

### 4.1.1 Observables and accuracy cost

For simplicity, we only consider observable functions $\mathcal{O}: X \rightarrow \Omega$ (rather than conditional distributions $\mathcal{O}(\omega|x)$). We will allow $\Omega$ to be any finite space, and $\mathcal{O}$ to be any function $X \rightarrow \Omega$. We take our accuracy cost to be simply whether or not the observable is correct; equivalently, we take our cost function $C: \Omega \times \Omega \rightarrow \mathbb{R}$ to be the equality function $C(\omega, \omega) = 1$ and $C(\omega, \omega') = 0$ for all $\omega' \neq \omega$. (In a domain-specific application, one could imagine the observable function associates real values to states $x \in X$, and then consider Euclidean distance, but, again, in the absence of domain-specific information we stick with the equality function for simplicity.) Given these definitions, the observables we are considering are essentially just partitions of the states of $X$: the observable function simply identifies which part of the partition a given state is in.
4.1.2 Which compressions to consider

Even when the microspace $X$ is finite, there are in general infinitely many possible compressions one could consider—for example, deterministic dynamics that depends on many previous states, deterministic dynamics that depends on an unbounded number of previous states, or probabilistic variants of these. If we restrict attention to macrodynamics given by a Markov chain, there are still infinitely many possibilities, but they form a finite-dimensional topological space. However, even if we loosen the restriction a little, to Markovian but not necessarily of any fixed order—that is, the current state can depend on $k$ previous states, but $k$ may be any finite number—the space of possibilities becomes a countably-infinite-dimensional topological space. It is possible that one could perform optimization over such spaces, but for illustrative purposes we restrict ourselves here to much simpler spaces. We consider either (1) the macrodynamics is itself given by a deterministic first-order Markov chain, or (2) the macrodynamics is given by a first-order Markov chain (that need not be deterministic).

For both of these cases, as mentioned above we restrict attention to the case in which the compression map $\pi$ is unrestricted, and we separately consider the case in which $\pi$ is a so-called quotient map, a standard concept \[37\] defined as follows:

**Definition 1.** A map $\pi: X \to Y$ between two deterministic Markov chains with transition functions $f_X: X \to X$ and $f_Y: Y \to Y$, respectively, is a quotient map or homomorphism if $f_Y(\pi(x)) = \pi(f_X(x))$ for all $x \in X$.

That is, a quotient map between two deterministic Markov chains is one in which it doesn’t matter whether you first advance the state of the source chain and then apply the map, or first apply the map and then advance the state in the target chain.

For maps whose target and/or source are general Markov chains, there are several possibilities for the definition of a quotient map. We adopt one natural such possibility here.

**Definition 2.** A map $\pi: X \to Y$ between two Markov chains with transition matrices $p_X$ and $p_Y$, respectively, is a quotient map or homomorphism if $p_Y(y|y') = \frac{1}{\|x',\pi(x')=y'\|} \sum_{x: \pi(x)=y} \sum_{x': \pi(x')=y'} p_X(x|x')$.

That is, in a quotient, various subsets of $X$ are “clumped together,” with the probability between two “clumps” being proportional to the sum of the probabilities from each element of the source “clump” to each element of the target “clump.” Under this definition, a map $\pi$ is a quotient map whenever the prior $P_X(x')$ is uniform. However for other priors, this may not be the case. This distinguishes it from the issue of whether the Markov chain over $y$ is a “lumpable”
version of the one over $x$. [90]. (There are many other related approaches to analyzing compression of Markov chains. See [3, 80, 19, 36, 33, 32, 43, 28, 27] for just a small sample of these other approaches.)

Note that given a Markov chain on finite space $X$, and a finite set $Y$, any onto function $\pi: X \to Y$ can be made a quotient map by assigning transition probabilities to $Y$ as in the preceding definition. In SSC, we get to pick (or are optimizing over) the choice of $Y, \pi$, and the dynamics of $Y$; this says that although quotient maps are restricted, they still encompass a wide array of possible compressions. (In the case of deterministic quotient maps this is much less true: for example, the only deterministic quotients of a cycle of length $n$ are cycles whose lengths evenly divide $n$. In the deterministic setting quotient maps are analogous to group homomorphisms.)

4.1.3 Classifying deterministic Markov chains and their homomorphisms

Here we consider a system $X$ with finitely many states and with a deterministic transition function $x_{t+1} = f(x_t)$. As it will be useful in the following analysis, we begin by recalling a complete description of all such deterministic finite-state systems. Since $X$ is finite, the trajectory $x_t$, starting at any state, must eventually end in a cycle (where we count a fixed point as a cycle of length 1). We can then partition the states of $X$ according to which cycle they eventually end up in; we call each part of this partition a “connected component” of $X$. Each state thus follows an initial path into its corresponding cycle, and then gets stuck in the cycle. Consider two states that eventually end up in the same cycle; their paths may merge before reaching the cycle. Thus, in general, the transition diagram consists of a collection of disjoint cycles, and each cycle may have some directed trees feeding into it at various points.

Note that the only deterministic Markov chains that are reversible—in the sense that every state has a unique previous state—are those whose transition diagrams consist only of (disjoint unions of) cycles. In particular, any finite-state model of a time-reversible physics system must consist only of cycles.

(We note that all that changes if we allow $X$ to be infinite is that some of the “cycles” may become infinitely long—that is, an infinitely long directed path—and that the trees hanging off the cycles may also be infinite. If we define a generalized cycle to be either a finite cycle or an infinitely long path, then the description in terms of possibly infinite trees feeding into generalized cycles remains valid. Having infinite paths would also affect the analysis below, but we leave that for future work.)

As mentioned above, it is not hard to show that that the only quotient maps from a deterministic Markov chain whose transition diagram is a cycle of length $n$ are the cycles whose length evenly divides $n$. This says what a quotient map
must look like on the limit cycles of the deterministic Markov chain. For the trees that feed into the limit cycles, the quotient map can be much more complicated, e.g., by identifying together various branches of the tree. In thinking about this, note that the definition only requires equality to be preserved, but not necessarily inequality: for example, suppose $X = \{0, 1, 2\}$ with transition function $f(0) = f(1) = 2$ and $f(2) = 2$, so that 2 is a limit cycle (in this case, a fixed point). Any homomorphism $\pi$ from $X$ to any other deterministic Markov chain $Y$ must send 0 and 1 to two states of $Y$ such that $f_Y(\pi(0)) = f_Y(\pi(1))$. (And furthermore, $\pi(0)$ must be a fixed point of $Y$, by what we said above about cycles.) However, although $0 \neq 1$ are distinct states of $X$, $\pi$ may map them to the same state of $Y$. This gives some idea of how a homomorphism may map the trees feeding into a limit cycle.

Note that if the transition diagram of $X$ is disconnected, then two distinct limit cycles of $X$ may get mapped onto the same limit cycle of $Y$. However, when the transition diagram of $X$ is connected, if we only consider $\pi$ that are quotient maps, then without loss of generality we need only consider $Y$ whose transition diagrams are also connected.

4.1.4 Computation and measurement cost

Here we consider computation time as our primary measure of computation and measurement cost. For deterministic Markov chains, we argue that the computation time is proportional to some small power (e.g., 1 or 2) of the logarithm of the number of states, based on computation time in most standard models of computation such as Turing machines or random access machines. In contrast, for general Markov chains, the issue of how to measure computation time becomes thornier, as there is a question (at least) of how accurately we compute the probabilities involved.

Consider computing the transition function for a deterministic Markov chain. That is, given the current state $x$, compute the next state $f(x)$. In all cases, the states of the Markov chain are identified by, say, binary strings, which we may interpret as integers if we so desire. In the case that the transition diagram consists of just a single cycle, we may consider the $n$ states as labeled by the numbers $0, 1, \ldots, n-1$ in order (which state is labeled 0 may be chosen arbitrarily), and then the transition function is just $k \mapsto (k + 1) \mod n$.

One simple approach to quantifying computation cost is to assume that in each clock cycle of the computer exactly one bit in the binary string can be updated, and then count the total number of clock cycles. When computing the “add 1” function modulo $n$ in binary, although certain transitions involve very few bits—for example, if $k$ is even and $k < n-1$, then adding 1 modulo $n$ simply involves changing the low-order bit from a 0 to a 1—on average over all the transitions,
$\Omega(\log n)$ bits must be touched, giving an average-case lower bound of $\Omega(\log n)$. (If we wanted, we could compute the constant in front of the $\log_2 n$ exactly, or we could even consider one transition at a time rather than the average, but for the results we get here this would be a needless complication. In a real application such delicate calculations might be more warranted.) Moreover, adding $1$ modulo $n$ may be performed in $O(\log n)$ steps in any standard computational model. Thus, when the transition diagram is a single cycle, the computation time can be nailed down pretty exactly to $\Omega(\log n)$.

Even in a more complicated case, we can always compute the transition function by table lookup, since there are only finitely many states. Table lookup can easily be performed in $O(\log^2 n)$ steps (or $O(\log n)$ steps in a word RAM of word size $\Theta(\log n)$). In a real application, nailing this down more exactly might be worthwhile, but for our general illustrative purposes here, we simply take the computation cost of the dynamics of an $n$-state deterministic Markov chain to be $c \log_2 n$ for some constant $c$ that will depend on $\phi$ and leave it at that.

These general results can also be motivated by considerations of thermodynamic cost associated with any physical implementation of the computer. As above, assume that $Y$ is represented as a string of $\log n$ bits. Then in each timestep of the computation update each bit $b_i$ using $\log n$ physically isolated physical systems to do so. Assume that for each of the two possible new values of each bit $b_i$, there is a non-zero probability (formed by averaging over the entire computation) of both values for the preceding state of $b_i$. Therefore to guarantee that the bit is updated correctly, there is a Landauer entropic erasure cost of $kT \log 2 \log n$, where $T$ is the temperature of the system [50, 13]. (Note though the crucial nature that the computer be thermodynamically decomposable into $\log n$ subsystems — since the entire computation over all $Y$ is one-to-one, we can construct a physical device that will implement that computation with zero entropy being generated [9, 10].)

The computation and measurement cost should, in general, also take into account the cost of evaluating the compression map $\pi$. Here again we consider table look-up, as this is not far from the average-case optimum. If the macrospace has $m$ states and the microspace has $n$ states, then we get a cost of $O(\log n \log m)$.

We discuss the computation time for general Markov chains in Section 4.1.7.

### 4.1.5 The weight function

We consider two different weight functions. One is the time-discounted weight function $w(t) = (1 - \gamma)^t$ discussed in Section 2.2 above. The other—particular to the case of finite state systems—is the average error over all time. Because the system is eventually periodic, the average error over all time essentially amounts to the average error that occurs once the system has reached its limit cycle, which
is then a finite sum over one period of the limit cycle.

4.1.6 Deterministic Markov chains / one-letter finite automata

Here we give the complete analysis for deterministic Markov chains. We begin with the simplest interesting case and then gradually add back in complications. In particular, we start with the case in which the observable is just the microstate itself: $\Omega = X$ and $\Theta = \text{id}_X$.

**Average error over all time.** First we consider the average error over all time, or equivalently, a weight function $W(t) = 1$ for all $t$. More formally, we consider the limit $\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T} \text{accuracy cost at time } t$; this only works in this setting because all trajectories eventually end up in finite limit cycles, so the limit actually exists. Moreover, any transient behavior—before the system has reached a limit cycle—contributes 0 to this limit. Thus we are reduced to considering only the limit cycles, which simplifies the analysis considerably. Nonetheless, even this seemingly simple case exhibits a number of phenomena of the State Space Compression framework.

As discussed above, in the case of cycles, the computation cost of a $n$-cycle is some constant multiple of $\log_2 n$, which we abbreviate as $\log n$ (without specifying the base). Since the compression map $\pi$ is computed only once, the computation cost of $\pi$ also does not contribute anything to the limiting value of the time-averaged computation cost.

We begin our analysis with the case in which the microdynamics is connected, i.e., consists of a single $n$-cycle. Since only limit cycles contribute to the average over all time, we may assume without loss of generality that the macrodynamics also consists of a single $m$-cycle, for some $m \leq n$. Choose an arbitrary microstate and label it 0; the microstates will be labeled by 0, ..., $n - 1$ in the obvious manner, so that the microdynamics is given by adding 1 modulo $n$. Let 0 also denote the macrostate which is the unique image of the microstate 0 under $\pi$; the macrostates are labeled 0, ..., $m - 1$ and the macrodynamics is given by adding 1 modulo $m$. Every $\text{LCM}(n, m)$ time steps—where LCM denotes the Least Common Multiple—the pair (microstate, macrostate) evolves through all the values it will ever take. Since the dynamics are cyclical, given $n$ and $m$ it is easy to see that the optimal choice of compression map always maps the first $m$ states consecutively: 0 maps to 0, 1 maps to 1, ..., $m - 1$ maps to $m - 1$. It is clear that no $\rho$ can do better than to map the macrostate $k$ to the microstate $k$ as well. Although such maps need not be homomorphisms, since they can map the states $m, m + 1, \ldots, n - 1$ arbitrarily, how those latter states are mapped has no effect on any of the costs, so we may as well choose to map $m$ to 0, $m + 1$ to 1, and so on. When $m$ divides $n$, this is a homomorphism.

Thus, given $n$ and $m$, out of every $\text{LCM}(n, m)$-length cycle of the (microstate,
macrostate) pair, only \( m \) time steps are predicted correctly. Thus the accuracy cost is

\[
\frac{\text{LCM}(n, m) - m}{\text{LCM}(n, m)} = 1 - \frac{\text{GCD}(n, m)}{n},
\]

where GCD denotes the Greatest Common Divisor; recall that \( \text{LCM}(n, m) = \frac{nm}{\text{GCD}(n, m)} \). This cost is minimized when \( \text{GCD}(n, m) \) is maximized. Given that \( \text{GCD}(n, m) \leq m \leq n \), the GCD is maximized when \( \text{GCD}(n, m) = m \), i.e. when \( m \) divides \( n \), and when \( m \) is as large as possible. Thus, if we ignore computation cost, the maximum accuracy cost is achieved by not compressing at all, as expected. If we use the heuristic that we will only consider \( m \leq M \) for some threshold \( M \), then we find a more interesting behavior: the accuracy cost is maximized by choosing the largest \( m \leq M \) such that \( m \) divides \( n \).

Now consider what happens when we also take into account the computation cost. In this case, we are trying to minimize the SSC objective function (see Sec. 8 for the general formulation):

\[
\alpha \left( 1 - \frac{\text{GCD}(n, m)}{n} \right) + \kappa \log m,
\]

where \( \alpha \) and \( \kappa \) represent the relative weights we place on the accuracy and computation costs, respectively. Since rescaling the objective function does not change its minimizer, there is really only one relevant parameter here, namely the ratio between \( \alpha \) and \( \kappa \); however, giving two independent parameters allows for the possibility of either of them being zero, without having to worry about dividing by it.

**Lemma 1.** The objective function is always minimized by a homomorphism.

**Proof.** Write \( m = m_n m' \) where \( m_n = \text{GCD}(n, m) \). As a function of these two variables, the objective function is \( \alpha (1 - m_n/n) + \kappa (\log m_n + \log m') \). For any given \( m_n \), the objective function is clearly minimized by minimizing \( m' \), that is, by taking \( m' = 1 \), or equivalently by choosing \( m \) to divide \( n \). By the argument above, for any given \( m_n \), the objective function is thus minimized by a homomorphism. \( \square \)

Thus we may assume that \( m \) divides \( n \), and for such \( m \) the objective function is \( \alpha (1 - m/n) + \kappa \log m \). Taking the derivative with respect to \( m \), we get \(-\alpha/n + \kappa/m\); taking the derivative again we get \(-\kappa/m^2\). Thus whenever computation cost is considered—i.e., \( \kappa > 0 \)—the second derivative is negative and the minimum can only be achieved at the extreme values \( m = 1 \) or \( m = n \). Which of these values wins is a simple comparison of the objective function at the points. To summarize: when the microdynamics consists of a single cycle and the observable is the microstate:
• The accuracy cost alone is minimized by not compressing at all. If we force compression by requiring the microdynamics to have at most $M$ states, the accuracy cost is minimized by choosing the largest $m \leq M$ that divides $n$ evenly.

• When computation cost is sufficiently prioritized, namely when $\alpha/\kappa < \frac{n}{n-1} \log n$ (or maybe it would be better to say: when accuracy cost is not too prioritized), then compressing down to the trivial one-state (fixed) macrodynamics is optimal. Otherwise, again not compressing at all is optimal.

4.1.7 Towards general Markov chain compressions of deterministic Markov chains

In this section we begin to contemplate if there is anything to be gained by considering probabilistic compressions of deterministic Markov chains—that is, where the dynamics of the compressed space are governed by a (not necessarily deterministic) Markov chain. In order to do this in the SSC framework, we have to specify both the accuracy cost and computation cost in this probabilistic setting.

Considering these issues leads to an important distinction. When considering a finite Markov chain with transition probabilities $\phi(i \mid j)$ from state $j$ to state $i$, we have (at least) two choices. One choice is to consider the state space as the usual finite space, say $\{1, \ldots, n\}$, with probabilistic transitions. The other choice is to consider state space compression over the space of probability distributions over $\{1, \ldots, n\} \in \mathbb{R}^n$ with deterministic time evolution given by multiplying a probability distribution—represented as a vector—by the transition matrix. Since we integrate over possible trajectories in computing the accuracy cost (see Sec. [6] for the general formalization), these two representations of the same system should have the same accuracy costs. However, their computation costs may differ.

In a system with stochastic evolution over a finite state space, the computation cost is not much different than in the deterministic case. That is, even in the worst case, we can imagine a lookup table which now tells us all possible next states together with the probability distributions over the next state, given the current state. There are then several standard ways of “rolling a die” to decide which state to proceed to next. In actual computer implementations, these “dice rolls” are typically performed by pseudorandom generators, rather than using “true” randomness (such as that from thermal noise in the CPU), which could potentially increase the computation cost. The amount by which it is increased is presumably related to the largest denominator needed to accurately describe

\[\text{\footnotesize With the possible exception of information-theoretic costs, as in Sec. [7.3] where the use of true randomness can in fact lower the computation cost, as the computation is essentially taking heat from the environment in order to proceed randomly.}\]
the probabilities involved (here we assume the probabilities are rational numbers; irrational numbers introduce further complications into the evaluation of the computation cost, which we begin to discuss below). We thus take as our measure of computation cost $O(\log^2 n + \sum_{i,j} \log d_{ij})$ where $d_{ij}$ is the denominator of the transition probability $\phi(i \mid j)$. We alter the computation cost of the compression map $\pi$ similarly.

In contrast, consider $Y$ to be the space of probability distributions over a finite set $\{1, \ldots, n\}$ (note that here $Y$ is infinitely larger than the original space $X$, yet we can nonetheless reasonably consider $Y$ as a compression of $X$). In actuality, there are several possibilities to consider here, for example: (a) we could work with exact probability distributions whose probabilities are real numbers, and consider a model of computation with real arithmetic operations at unit cost (e.g., [17]), b) we could work with exact probability distributions over the rationals, in which case we may need to take into account the bit-length of the rational numbers involved, or c) we could work with approximate probability distributions over approximate reals (e.g., floating-point arithmetic), in which case we will have to take into account issues of numerical accuracy—which can affect the prediction accuracy—in addition to other considerations.

4.2 Example 2: a simple model of multi-cellular organisms

In this section, in addition to showing an illustrative example applying SSC to biology, we illustrate how SSC can be used to select between different proposed compressions.

Evolution occurs at many different scales. DNA is replicated within organelles like the nucleus and mitochondria, mitochondria reproduce within cells, cells can reproduce inside or outside of multicellular organisms, and multicellular organisms can reproduce as whole entities. These scales are typically referred to as “levels of selection” and indicate that evolutionary forces act within nested levels or hierarchies.

To determine how entities within such hierarchies evolve, evolutionary computations typically choose a scale based on heuristic or historical reasons. Often the scale is implied in the observable of interest itself. For example, if one wanted to understand the co-evolution of a predator and prey in a simple two species system, it may make more sense to work at the scale of species rather than say cells within an individual. However, as the complex dynamics of parasites within foodwebs makes clear, this may not always be the case. Here, we consider an example of a multicellular organism with a simple developmental program composed of three cell types (Fig 1).

We want to understand the dynamics of these cell types

\[\text{This is in fact a simple but nontrivial example of a branching process \cite{1, 47}; we defer}\]
over time. While, the observable of interest is the number of cells of each type, the state space compressions we consider will operate above the cellular level.

Figure 1: A model of a simple developmental program with germ/soma distinction in a multicellular organism. The microstate dynamics keep track of each individual group organism and the number of A, B, and C cells it contains.

4.2.1 The microstate dynamics: a developmental program

The microstate dynamics follow a population of multicellular organisms each adhering to a four stage developmental program (see Fig. 1). Each multicellular organism begins as a single A cell, the germ line. The first time A divides, it produces a B cell (a somatic cell). The next round of cell division results in two additional B cells. At this point, the organism prepares for reproduction of the multicellular organism. In the subsequent round of cell division, the A cell produces another A cell while all B cells produce C cells (also somatic cells). Finally, in the last stage of the life cycle the organism releases two A cell propagules and all B and C cells within the body die. The released A cells begin the life cycle again as new, independent multicellular organisms (which just happen to consist of single cells at this early point of development).

Although the order of the stages of the developmental program is fixed, there is some probability of when each stage is realized. To simplify the simulations we

discussion of this connection in future work.
impose a discretization of time. At each time step, there is a fixed probability $q$ that the organism transitions to the next stage of the life cycle. Alternatively with a probability $1 - q$ the organism may remain at the same life cycle stage. In addition, we also implement death in the model such that multicellular organisms (and all cells contained within) can die at any stage of the life cycle with probability $p$. Thus, if the organism proceeds directly through the life cycle without any pauses (probability $q^4$) then there is a probability of $(1 - p)^4$ that it doesn’t die before reproducing.

Simulating the microstate dynamics requires keeping track of the cells and the groups they belong to as well as what stage of the life cycle each group is in. Our observable of interest is the number of A, B, and C cells in the population at any given time.

We consider a few possible compressions and use the SSC objective function (as formalized in Sec. 8) to compare them. We expect this to be a common use case, as it will often be much easier to do this kind of analysis than fully optimizing the SSC objective function.

### 4.2.2 Compression via Life History Stages

One compression of this system that can be done is to focus on the four life history stages (see Fig 2). We can store the number of organisms in the population at each stage in the life cycle in a $4 \times 1$ vector $\mathbf{s}_t$, such that the first element of $\mathbf{s}_t$ is the number of groups in the population at the first stage of the life cycle at time $t$. We can then write a transition matrix $M$ for the mean population movement over one time step through these life history stages so that $\mathbf{s}_{t+1} = M \mathbf{s}_t$. In principle, this captures exactly the same data as the microstate itself. The difference is that in

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{One possible state space compression tracks the number of entities at each stage of the life cycle.}
\end{figure}
this compression the space we consider is essentially the space of probability distributions over life stages (de-normalized to give raw population numbers instead of ratios), as compared to a list of all groups; see the discussion of deterministic evolution of probability distributions versus stochastic evolution of a microstate in Sec. 4.1.7.

\[
M = \begin{pmatrix}
(1 - q)(1 - p) & 0 & 0 & 2q(1 - p) \\
q(1 - p) & (1 - q)(1 - p) & 0 & 0 \\
0 & q(1 - p) & (1 - q)(1 - p) & 0 \\
0 & 0 & q(1 - p) & (1 - q)(1 - p)
\end{pmatrix}
\]

To recover the observable of interest, i.e., the number of A, B, and C cells at time \( t \) we simply multiply the vector \( s_t \) by a matrix \( K \) that converts the number of groups at life history stages into a vector of the number of A, B, and C cells at time \( t \) (call this vector \( \mathbf{k}_t \)). So to get the observable at time \( t + 1 \) given information from state \( t \) is simply: \( \mathbf{k}_{t+1} = KM\mathbf{s}_t \).

\[
K = \begin{pmatrix}
1 & 1 & 1 & 2 \\
0 & 1 & 3 & 3 \\
0 & 0 & 0 & 3
\end{pmatrix}
\]

### 4.2.3 Compression via Groups as Wholes

As an alternative to the first state compression we could go even further and ignore life history divisions but rather consider groups as identical entities with an average number of each cell type (see Fig 3).

![Figure 3: Another possible state space compression simply tracks the number of groups without regard to life history stages.](image)

In this case, we can fit a net growth parameter for the groups by taking the dominant eigenvalue of the matrix \( M \) from the life history compression; call it \( \lambda_M \). Although the matrix \( M \) is not stochastic—the sum of probabilities in its first row exceeds 1, reflecting the fact that the population can grow—the eigenvalues are easy to calculate symbolically as a function of \( p \) and \( q \), and there is nonetheless a unique largest real eigenvalue, namely \( \lambda_M = (1 + (2^{1/4} - 1)q)(1 - p) \).
The parameter $\lambda_M$ reports the average growth of the population of groups; note that if $q$ is sufficiently small (specifically, less than $\frac{p}{2^{1/4} - 1 + 1/p}$, see Figure 5), then $\lambda_M$ will be less than 1 and the population is expected to die out over time.

As there is a unique largest real eigenvalue with a one-dimensional eigenspace—in this case, the scalar multiples of the eigenvector $\vec{v} = (2^{3/4}, \sqrt{2}, 2^{1/4}, 1)^T$—in the long-time limit the populations of each life stage should become proportional to $\vec{v}$, from which we can then calculate the expected number of A, B, and C cells. For A cells, there is 1 cell in stage 1, 1 cell in stage 2, 1 cell in stage 3, and 2 cells in stage 4, so the expected number of A cells at time $t$ for large $t$ is then $A_0 \lambda_M^t \vec{v} \cdot (1, 1, 1, 2) \propto 6.285 \lambda_M^t$ (where $A_0$ is a scaling factor, including the initial population). Similarly, the expected number of B cells for large $t$ is $B_0 \lambda_M^t \vec{v} \cdot (0, 1, 3, 3) \propto 7.982 \lambda_M^t$ and the expected number of C cells is $C_0 \lambda_M^t \vec{v} \cdot (0, 0, 0, 3) \propto 3 \lambda_M^t$. If, as before, $\vec{k}_t$ is the vector of the predicted population of A, B, and C cells at time $t$, then $\vec{k}_t$ is proportional to $\lambda_M^t (6.285, 7.982, 3)$.

As an illustration, we consider what happens if instead of using the leading eigenvector, we simply consider the average number of A, B, and C cells within the groups across the life history stages (as though the leading eigenvector were $(1, 1, 1, 1)$). We refer to this as the naive group compression. This illustrates what happens with a prediction which we expect to be worse than the prediction above. The number of A cells averaged uniformly across life stages is $\frac{5}{4}$; similarly we get $\frac{7}{4}$ and $\frac{3}{4}$ for B and C cells, respectively. If as before $\vec{k}_t$ is the vector of the predicted population of A, B, and C cells at time $t$ then $\vec{k}_t = (\lambda_M^t)^{(\frac{5}{4}, \frac{7}{4}, \frac{3}{4})}$. In terms of the ratios, compare the $(5, 7, 3)$ ratio here to the $(6.285, 7.982, 3)$ ratio given by using the leading eigenvector. In the comparison below, we only consider the naive average as in this paragraph (and not the analysis based on the leading eigenvector).

### 4.2.4 Comparison of compressions

We compare the compressions over a range of $p$ and $q$ values, using 100 replicate simulations for each combination of $p$ and $q$. Each simulation of the microstate dynamics begins with 1000 groups randomly sampled (uniform distribution) from stages of the life cycle. We then develop the population over 30 time steps. At each time step we obtain an approximation from each compression and compare it to the microstate dynamics. We record the time it takes to generate each prediction as well as its Euclidean distance from the true numbers of A, B, and C cells. Figure 4 shows the log$_{10}$ ratio of computation costs (the computer clock time) for running the life history compression versus the group compression. The result is that the life history compression always takes longer to run in comparison with the group compression— as seen by the entire contour being nonnegative. The time
difference is largest for higher values of $q$ and low values of $p$, corresponding to the region of exponential growth (see Fig. 6).

Figure 4: The $\log_{10}$ ratio of computer clock time for the life history compression versus the group compression.

Similarly, we compare the $\log_{10}$ ratio of accuracy costs between the compressions over combinations of $p$ and $q$. Figure 5 shows the $\log_{10}$ ratio of summed Euclidean distances between approximated and true values of the observables for the life history compression versus the group compression. The result is that the life history compression does better than the group compression for most values of $p$ and $q$ (negative areas of the colormap, i.e. red to dark blues). Interestingly, one area that the group compression does better is intermediate $q$ values close to 0.2 (dark red area). In this area, the life history stages quickly mix so that the population is equally distributed across stages. This is the underlying assumption of the group compression and so it performs well. The life history compression, however, still computes a bias in the distribution of life history stages and so makes inaccurate approximations to the observable.

4.2.5 Conclusions

In this system, because there is a unique leading eigenvector, most predictions—suitably normalized—should in fact become more accurate at large time scales, as they approach a scalar multiple of the eigenvector. We expect this to be a general phenomenon that applies to any system with a unique, globally attractive
fixed point. (The only question is how quickly the fixed point is approached, as compared to which time values one is interested in, specified by the weight function $W(t)$.) In the comparisons done here, we only considered thirty time steps.

In this particular example, while the naive group compression always is faster than the life history compression, it often suffers in accuracy. By comparing Figs. 4 and 6 we see that the life history compression takes more time as one gets farther into the growth regime ($\lambda_M > 1$); in the entire non-growth regime ($\lambda_M < 1$) it appears that the life history compression takes about ten times as long as the group compression. Similarly, we see that the further into the growth regime, the more accurate the life history compression becomes compared to the naive growth compression.

The more “noise” there is in progressing between life history states, the better the group compression does in terms of accuracy (corresponding to $q$ values around .2). Higher values of $q$ make the life history stages progress with fewer fluctuations and potentially tilt the preferred compression in favor of a life history approach.
Figure 6: Parameter values in the shaded region are those for which the population grows on average (the largest real eigenvalue $\lambda_M$ is strictly greater than 1). For parameter values in the unshaded region ($p > \frac{(2^{1/4} - 1)q}{1 + (2^{1/4} - 1)q}$), the population shrinks exponentially on average. Compare these regions to those in Figs. 4 and 5.
4.3 Example 3: renormalization as state-space compression of dynamics on complex networks

A centerpiece of modern physics are “renormalization” arguments that allow us to understand how and when we may replace finer-grained theories with simpler, coarse-grained descriptions. In the physical sciences, renormalization explains why (for example) it is possible to build reliable accounts of the coarse-grained world of high-school physics while remaining agnostic about fundamental processes at finer-grained levels.

The use of physics to describe the structure and evolution of disordered networks, and the central role of such networks to the understanding of non-physics systems [61, 7, 26], ranging from the brain [62] and the genome [23, 34] up to large-scale human social systems [57, 42, 6] and ecosystems [67, 87], has spurred a great deal of attention to extending the practice of renormalization to these systems. State space compression provides a general framework within which to understand renormalization, and thus provides a path to connect core successes of 20th Century physics to contemporary mathematical problems in biology, cognition, and the social sciences.

A major stumbling point for these interdisciplinary applications has been the difficulty of knowing how to construct the coarse-grained compressed space. In the physics case, both intuition and basic assumptions of locality suggest that nearby points in spacetime should be “lumped” together by a process such as decimation or local averaging. These rely on there being no action at a distance, and on a fine-grained dynamics in which information not only cannot leap across long distances without passing through intermediate points, but tends to decay with distance from the source.

In the dynamics of non-physical systems however, action at a distance is not only possible but often mandatory: gene regulation occurs between distant locations on a chromosome, cabling in the brain makes connections between widely separated locations, and economic and social systems, particularly in the modern era, rely fundamentally on the long-range connections provided by electronic communication and modern transportation. “Distance” in these settings is thus better captured by a network of interactions than by physical distance. Because the geometry of these networks need not look like the standard geometry of physics, it is far from clear if the intuition of “lumping together” nearby points transfers from physics to these more exotic geometries, and if it does, how to implement it.

The networks that define these systems are generically described as “complex” and in this section we address the problem of dynamics on complex networks with arbitrary connectivity. By looking at the ways in which coarse-graining affects one’s ability to predict the future state of a system, SSC provides a new approach to the problem of renormalizing complex networks. Rather than lumping together
the topologically “nearby” features of the network [83, 30, 68], SSC relies on network dynamics to determine how well a candidate coarse-graining performs.

At the same time as it provides a new set of criteria for network renormalization, it also provides new insight into how underlying dynamical laws make compressed prediction easier or harder. In particular, below we argue that compression is most difficult—the best possible gain in the SSC objective function is small—in the intermediate regime between network order and disorder.

We consider a discrete-time complex network with nodes $\sigma_i$, with two indices—a “network location” index $i$, labeling the position in the network, and a time index $t$ labeling the time-step—where we remind the reader that these systems may live in spaces of far greater dimension, and far less homogeneity, than the Euclidean or metric spaces of the physical world.

We can then define a space-time action for a configuration $\sigma$,

$$S[\sigma] = \frac{\sum_{i,j,t} J_{ij} H_{tt'} \sigma_i \sigma_j}{Z(J,H)},$$

where $J_{ij}$ defines a (time-independent) connectivity, $H_{tt'}$ the influence between time-steps, and $Z(J,H)$ is the normalization constant; the probability of a particular microstate $\sigma$ is then

$$P[\sigma] = \exp S[\sigma].$$

We assume a standard statistical physics setting—the canonical ensemble—extended over all times as well as locations, so that the Boltzmann distribution gives the full matrix of (probabilities) across all states and times, $\sigma$. If we set $H_{tt'}$ equal to $\delta_{t+1,t}$, then the equilibrium distribution factors:

$$P(\sigma) = e^{S[\sigma]} \propto \exp \sum_{ij} J_{ij} \sigma_i \sigma_j \times \exp \sum_{ij} J_{ij} \sigma_i \sigma_j \times \ldots$$

$$\times \exp \sum_{ij} J_{ij} \sigma_i \sigma_j \times \ldots.$$  

Fig. [7] illustrates how for this $H_{t,t'}$ the connectivity of a complex network defined by the connectivity $J_{ij}$ “unrolls” into a space-time action that defines both a stationary distribution and the stochastic process we consider here. Expanding a single-moment projection of a configuration $\sigma$ as a list $\{\eta_1, \ldots, \eta_i, \ldots\}$ of the states $\eta_i$ of each node $i$, for our $H_{t,t'}$ we have a Markovian dynamical law,

$$P(\eta'|\eta) = \frac{\exp \sum_{ij} J_{ij} \eta_i \eta'_j}{Z(J)},$$

---

For studying dynamics of networks—rather than on them—one can allow $J_{ij}$ as well as $\sigma$ to be dynamical features of the system.
Figure 7: From space to space-time. Top panel: a three node network with (in this case complete) connectivity, $J_{ij}$; bottom panel: the unrolled network that shows how influence propagates between nodes at time $t$ and $t+1$ in the space-time action of Eq. \[\text{Eq.} \]
where $Z(J)$ is the normalizing constant, and perfect knowledge of the system at time $t$—i.e., knowledge of which configuration, $\eta$, obtains at time $t$—provides optimal knowledge of the distribution over configurations at time $t + 1$.

Under many quantifications of computation cost, that cost rises exponentially with the number of nodes, since we must keep track of the probability distributions over all configurations. What happens if we have insufficient resources to track all nodes? A simple response to this problem is to track only a subset of the nodes, $i \in I$; in the physics jargon, we *trace over* the nodes in the complement, $\bar{I}$. In this case, we can talk about distributions over equivalence classes of the microscopic configurations $\eta$; two configurations $\eta$ and $\eta'$ are in the same equivalence class if and only if they agree for all nodes in $I$.

Assume the classes are time-independent, as is the case if they define the space $Y$ and associated map $\pi$ of SSC. Then we can label them as $\hat{\eta}$, and we can write the dynamical law in this compressed space as

$$P(\hat{\eta}'|\hat{\eta}) = \sum_{\eta' \in \hat{\eta}' \atop \eta \in \hat{\eta}} P(\eta'|\eta) \frac{P(\eta)}{\sum_{\eta'' \in \hat{\eta}} P(\eta'')} , \quad (6)$$

where $P(\eta)$ is the probability of finding the system in configuration $\eta$ of (4), independent of time—the prior.

We first consider the case where the observable space is identical to the compressed space. Even in this case, where we are interested in predicting only the coarse-grained configuration—i.e., $\hat{\eta}$—reliance on Eq. 6 leads to reduced predictive power. Since coarse-graining destroys information about which microstate obtains at time $t$, coarse-graining and then evolving forward in time is not equivalent to evolving forward in time and then coarse-graining.

Our goal here is to use an initial observation of $\hat{\eta}$ to produce an accurate emulation of the resultant stochastic dynamics over the coarse-grained states $\hat{\eta}$. By the discussion in Sec. [5.2.3] below, this suggests that it makes sense to use the appropriately averaged Kullback-Leibler divergence to quantify accuracy cost. Indeed, we can quantify the information loss for predicting $\hat{\eta}'$ (the future compressed state) from $\hat{\eta}$ (the current compressed state) rather than from $\eta$ (the current microstate) as the $\eta$-averaged Kullback-Leibler divergence from the prediction of the next value of the observable given total knowledge to the prediction given only knowledge.

---

More precisely, because it seems we need to keep track of probability distributions over all configurations, it is intuitively plausible that the computation costs rise exponentially with the number of nodes. Formally, the desired conclusion follows from the widely-held belief in computational complexity theory that $P \neq \#P$; see, e.g., [31].
of the current coarse-grained state,

$$KL_1 = - \sum_{\eta} \left[ \sum_{\hat{\eta}} P(\hat{\eta}' | \eta) \log \frac{P(\hat{\eta}' | \hat{\eta})}{P(\hat{\eta}' | \eta)} \right] P(\eta),$$  \hspace{1cm} (7)

where $\hat{\eta}$ is the equivalence class containing $\eta$. In the language of Sec. 2.2, we take the coarse-grained macrostates to be our observables $\omega \in \Omega$ of interest (which makes our prediction distribution, $\rho$, the identity), and setting $\pi(\eta) = \hat{\eta}$. 

Kullback-Leibler (KL) divergence is the (unique) information-theoretic method for characterizing the failure of an approximation and is a natural choice for accuracy function in the absence of an exogenous utility function. It measures the minimum number of excess bits required to encode a sequence of $\hat{\eta}$ observations when the code is constructed from the approximation rather than the true distribution; equivalently, it measures the average excess surprisal of an observer who expects the approximating distribution but observes the true one. An important non-epistemic interpretation relates to dissipation out of equilibrium: KL divergence is proportional to the work available when a system maintained in the approximating distribution relaxes to a thermodynamic equilibrium described by the true distribution \[78\, 85\].

Depending on the nature of the underlying system, the information loss may be greater or less. Consider, for example, the classic example of the Ising model. Adjusting the strength of the connectivity $J_{ij}$ by multiplying it by a constant $\beta$, we may push the system from the disordered state ($\beta$ close to zero) to an ordered state ($\beta$ very large); in between these two regimes, we have a phase transition where the system goes through criticality. A related transition takes place in the case of a spin glass, where $J_{ij}$ drawn from some distribution that takes both positive and negative values, and when the variance of $J_{ij}$ becomes sufficiently large.

In the disordered state, little is gained from knowledge of the microstate, since system dynamics are only very loosely coupled from moment to moment. Therefore at small values of $\beta$ we expect information loss and accuracy penalties to be low upon coarse-graining. Similarly, in the ordered state, the system is strongly correlated; knowledge of only part of the system is sufficient to predict the future evolution, and again, accuracy penalties are low. It is in the critical state, in between these two regimes, where we expect the information cost from state-space compression to be high.

As an explicit example, we consider a very simple 5-node, fully connected network with discrete states; our coarse-grained states track only three nodes in the system\[8\] Fig. 8, which plots $KL_1(\beta)$, confirms our intuition of the previous para-

---

\[8\] Given the symmetries of the problem, and our identification of $\Omega$ with $Y$, the choice of coarse-graining $\pi$ becomes simple. For more networks with fewer symmetries, or more complicated choices for $\Omega$, the choice of $\pi$ is non-trivial.
Figure 8: Information loss from state-space compression. In both the high-noise (disordered phase, low $\beta$) and “frozen” phase (high $\beta$), there is little accuracy cost to state-space compression. In the intermediate, critical regime, the penalty for prediction in the compressed space is higher. The solid line plots information loss when one attempts to predict observables directly from their dynamics (Eq. 7, solid line); the dashed line shows how the use of mesoscopic information leads to lower accuracy cost for the same prediction task (Eq. 8). In both cases, prediction becomes most difficult in the intermediate, critical regime.
Our greatest accuracy penalty comes in the intermediate regime, where we lose significant information about the observable when forced to rely on resource-limited computation.

If we care about time-steps further in the future (if our weight function $W$ is non-zero for $\Delta t > 1$), we can retain the probability distribution over states $\tilde{\eta}'$ at time $t + 1$ computed via Eq. (6). We can then make an approximate prediction for time $t + 2$ using $P(\tilde{\eta}'|\tilde{\eta})$, which amounts to assuming that the microstates retain their equilibrium distribution within any particular macrostate.

If we are allowed to observe $\tilde{\eta}$ in the future, however, this would lead to non-Markovian dynamics in $\phi$, the coarse-grained law, since the full dynamics on the macrostates are a Hidden Markov model. The use of prior observations to refine predictions would lead to higher accuracy, but also a higher computation cost. As a simple example of this, imagine that we have partial observations of an Ising model past the critical point, where we can observe only 90% of the spins. If we observe all of them to be up time $t$, and only 70% of them up at time $t + 1$, we will have very different beliefs about the remaining 10% than if we had observed all of them down at time $t$.

If we wish to keep the computation cost Markovian and time-homogenous—i.e., the computational cost at time $t$ for predicting the coarse-grained state $t + 1$ independent of $t$—we need to truncate the trace over possible paths. A natural way to do this is to make the assumption that the microstates are in equilibrium conditional upon our knowledge of the macrostate, which allows us to use Eq. (6) at all times. This will lead to accuracy costs: in the partial observation sequence described above, we will over-predict the possibility that the number of up spins will further decline.

So far, we have considered the compressed space to be identical to the observable space. But what if we have sufficient resources to track more than the nodes in the observable space? Taking the compressed space configurations to be $\tilde{\eta}$, our dynamical laws as the same as before, Eq. (6) but our degradation is less, since we can use the finer-grained information present in $\tilde{\eta}$ to predict $\tilde{\eta}$.

$$KL_1' = - \sum_\eta \left[ \sum_{\tilde{\eta}'} \sum_{\tilde{\eta}''} P(\tilde{\eta}'|\eta) \log \left( \frac{\sum_{\tilde{\eta}''} P(\tilde{\eta}'|\eta)}{\sum_{\tilde{\eta}''} P(\tilde{\eta}'|\eta)'} \right) \right] P(\eta).$$  \hspace{1cm} (8)

Fig. [9] provides a diagrammatic interpretation of the meaning of $KL_1$ and $KL_1'$. The quantity $KL_1$ is the information loss that occurs when making predictions via path (a) instead of path (b); while $KL_1'$ is the cost of predicting via path (c) instead of path (b). The computation cost—taken here to be proportional to the size of the

\footnote{Note that it is this assumption—that microstates thermalize—that is implicitly made in standard renormalization arguments associated with quantum field theories.}
Figure 9: A diagrammatic interpretation of accuracy costs, $\text{KL}_1$ and $\text{KL}'_1$, in terms of non-commuting paths. $\text{KL}_1$ is the information loss from predicting via path (a) instead of path (b); $\text{KL}'_1$ is the cost of predicting via path (c) instead of path (b). In both cases, losses peak when the underlying dynamics at the microstate level are near criticality.

probability space—is higher for path (c) than path (a), and the computation cost for the “ideal” prediction, path (b), is highest of all. In all cases, the differences between the paths depends upon the underlying dynamics, and it is precisely when one shifts between the ordered and disordered phases that the differences in paths becomes large.

In Fig. 8 we overplot $\text{KL}'_1$ for the same 5-node network considered above, with the same observable set, but where we have sufficient resources to track four nodes as opposed to only three. As expected, the information loss is smaller; having access to greater computational resources—literally, here, the ability to include an additional node state in one’s calculations—leads to better prediction. The overall shape of the accuracy cost is as for the original problem, with greatest loss in the intermediate regime.

In the study of spatially-organized critical phenomena, the dynamical properties of the system at the critical point correspond to an unstable fixed-point of the renormalization process: away from the critical point, repeated renormalization leads to a drastic simplification of the system as the dynamical laws “flow” towards either randomness (the $\beta$ equal to zero) or stability ($\beta$ goes to infinity) [45]. A similar phenomenon takes place here: repeatedly compressing a network of $n$
nodes down to a network of \( n' < n \) nodes shifts the underlying dynamics towards one of the two “highly compressible” regimes depending on the position of the original network on this continuum.

SSC provides a new window onto this fundamental result in the physical sciences, as well as a new set of criteria for evaluating a proposed coarse-graining for more complex biological, cognitive, and social networks. By reference to forward prediction and the cost of computation, SSC shows how the optimal way to coarse-grain a network depends upon the underlying dynamics.

5 Related work

5.1 Previous work on SSC using approaches different from ours

Earlier work has tried to define whether a map \( x_t \rightarrow y_t \) is a “valid” compression, without trying to rank such maps or find an optimal solution. For example, the work in [33, 32, 43, 28, 27] starts with the set of four variables \( x_0, y_0, x_t \) and \( y_t \), where \( t \) is some fixed value greater than 0, and \( y_0 \) is produced by applying a proposed compression map to \( x_0 \), while \( y_t \) is produced by applying that same map to \( x_t \). It then considers \( y_t \) to be a valid compression of \( x_t \) if the associated dynamics \( y_t \) is (first-order) Markovian.

The work in [40, 39, 63] is also concerned with these four variables, \( x_0, y_0, x_t \) and \( y_t \). Here the stochastic relationship of these four variables is used to assign a real-valued quality to the map \( x_t \rightarrow y_t \), rather than specify whether it is (not) a valid compression. This quality measure is based on the amount of extra information that is needed from \( x_0 \), in addition to the value \( y_0 \), for us to accurately predict \( y_t \). This previous work also does not take computation or measurement cost into account. However it is precisely those costs, and how they trade off with accuracy cost, that lie at the heart of our SSC framework.

In [93], optimal compression was implicitly defined in terms of how accurately a compressed description of a system could predict the fine-grained description. Related work in [94] implicitly defined optimal state compression in terms of how different probability distributions were at coarse-grained and fine-grained scales. As with the works discussed above, these works do not consider computation cost, at least not directly.

This previous work on state compression makes compelling points, and generally accords with intuition. However one striking feature of this previous work is that none of it considers what a state compression of a fine-grained dynamics \( x_t \) is for. The general approach is in some respects an exercise in the sociology of science, trying to formalize the vague notion of a “good state space compression” as scientists appear to mean the term.
As a result, much of this earlier work can be vulnerable to *reductio ad absurdum*. For example, if \(y_t\) is just a constant, not evolving in time, then the dynamics \(y_t\) is perfectly Markovian, of first-order. So this state space compression, \(x \rightarrow \text{constant}\), is a "valid" compression, according to some of this earlier work.

Similarly, say that extra information from the fine-grained value \(x_0\) cannot provide extra help in predicting the future value \(y_t\) beyond just knowing \(y_0\). This then implies that extra information about \(x_t\) cannot provide extra help in predicting the future value \(y_t\) beyond just knowing \(y_0\). It might seem that in this case \(x \rightarrow y\) should be deemed a "good" state compression. After all, if extra future information about future fine-grained states \(x_t\) cannot help us predict future compressed states, then dynamics in the compressed space is "autonomous", essentially independent of \(x_t\). This is the motivation for much of the analysis in [63], for example.

However this reasoning should be used with care. In particular, say we used this reasoning to argue along with [63] that we have a good state space compression \(\pi : x \rightarrow y\) if the conditional mutual information \(I(y_t; x_0 \mid y_0)\) is small, i.e., if knowing \(x_0\) does not help us predict \(y_t\) any more than knowing \(y_0\) does. With this criterion, we would say that the compression map that sends \(x\) to a uniformly noisy value of \(y\), which is statistically independent of \(x\), is a "good state space compression"; it results in \(I(y_t; x_0 \mid y_0) = 0\). We would argue that such a "compression" is of little practical interest, and therefore should be considered a poor compression.

There are also important features of our focus on the full compression / decompression loop that are absent from all of this earlier related work. That earlier work considers only the compression \(\pi\), with no associated "decompression" map \(\rho\) that maps \(Y\) to an observable of interest. Instead, we consider the case where one is interested in "decompressing" future values of \(y\), to make predictions concerning observable functions of future values \(x_t\). In addition, this earlier work assumes that future values \(y_t\) are given by iteratively applying \(\pi\) to future \(x_t\). Instead, we allow dynamics in \(y_t\) to evolve according to an arbitrary map \(\phi\) from an initial value \(y_0 = \pi(x_0)\). This means that rather than just assign value to a compression map \(\pi\), we assign value to a triple \((\pi, \phi, \rho)\).

Finally, the core issue of SSC is trading off the cost of replacing a computation over \(X\) with a computation over a compressed space \(Y\) against the associated loss of accuracy in predicting the observable of interest. This requires quantifying computation cost explicitly, which often is not done in the earlier related work. Moreover, the kind of computation cost considered here will be based on iteratively running a single-step-into-the-future operation. This contrasts with some

---

\(^{10}\)A related point is that in this earlier work the Bayes net relating the four variables is \(P(y_t \mid x_t)P(y_0 \mid x_0)P(x_t \mid x_0)\). In contrast, the Bayes net relating those four variables that we analyze below is \(P(y_t \mid y_0)P(y_0 \mid x_0)P(x_t \mid x_0)\). This difference reflects the fact that this earlier work is ultimately concerned with different issues from those we consider.
other measures of computation cost that have been analyzed, and that are based on having the computer operate just once, producing in one fell swoop the entire semi-infinite sequence of all the following states that will arise starting from the current state. Some examples of this alternative measure are based on comparing the information in the semi-infinite string of all future states with that of the current state, or between that string of all future states and the semi-infinite string of all previous states \[15, 34, 77, 91\]. Such a measure does not involve sums over single-step-into-the-future costs—it reduces the entire future to a single sequence, rather than evaluating a sum over the components of such a sequence. So it is not concerned with the kinds of costs that concern real-world users of computers; any motivation for such a measure that concerns semi-infinite strings should involve some other property of dynamics through \(Y\) rather than computation cost.

5.2 Causal states and SSC

The coarse-graining suggested in \[77, 76\] for defining a “macrostate” of a dynamical system is based on information theory. It trades off a type of “computation cost” and a type of “accuracy cost”. The authors consider a ratio of costs, rather than a linear combination of them as we do here.

That work considers a bi-infinite time series of states in some set \(S, \{\ldots, s_{-1}, s_0, s_1, \ldots\} \in S^\infty\) governed by a stochastic process, usually taken to be time-homogenous. This process need not be (first order) Markovian. (So the variables \(s_t\) do not match the variables \(x_t\) considered in SSC.) A causal state at time 0 is a maximal set of “past” semi-infinite strings \(s^0_\leftarrow \equiv \{\ldots, s_{-1}, s_0\}\) such that the probability distribution of the “future” semi-infinite string, \(s^0_\rightarrow \equiv \{s_1, s_2, \ldots\}\) conditioned on any member of that set is the same. So all past semi-infinite strings that are in the same causal set result in the same distribution over possible future semi-infinite strings. We write such a causal set that contains \(s^t_\leftarrow\) as \(\epsilon(s^t_\leftarrow)\).

Note that every causal state, being a set of semi-infinite strings, has an associated (unconditioned) probability, given by the time-homogenous stochastic process. The statistical complexity of that process is defined as the entropy of this distribution over causal states. Statistical complexity plays a role in the objective function of \[77\] that is loosely analogous to the role played by accuracy cost in the SSC objective function.

The causal sets at times \(t \neq 0\) will in general differ from the one at time 0 (and from one another). So for a given time-series \(\{\ldots, s_{-1}, s_0, s_1, \ldots\}\), we have an associated time-series of causal sets \(\{\ldots, \epsilon(s^{-1}_\leftarrow), \epsilon(s^0_\leftarrow), \epsilon(s^1_\leftarrow), \ldots\}\). That time series of causal sets is governed by a Markov process, which is first-order Markov (even though the dynamics of \(s\) need not be).

In \[77\] this framework is adopted to analyze a type of “coarse-graining”. The sequence \(\{s_t\} \equiv \{\ldots, s_{-1}, s_0, s_1, \ldots\}\) is viewed a “fine-grained” process, and
coarse-graining is a single-valued function from such a sequence of observations \( \{ s_t \} \) into a coarse-grained state. The single-valued coarse-graining function adopted is the map taking such a time-series \( \{ s_t \} \) to the associated time-series of causal sets, \( \{ \ldots, \epsilon(s_{t-1}), \epsilon(s_0), \epsilon(s_1), \ldots \} \).

This formulation of coarse-graining is rather different from SSC’s concept of compressing a state space. As mentioned above, the values \( s_t \in S \) do not evolve according to a first-order Markov process, and so cannot be identified with the fine-grained values \( x_t \) of SSC. On the other hand, as mentioned above, evolution over the space of causal sets is first-order Markov.

This suggests that we identify the causal states with SSC’s fine-grained space, not its compressed space. Under such an identification, the statistical complexity at any moment in time is identified with the entropy over \( X \) at that moment, not the entropy over \( Y \). So it measures a “computation cost” of the microspace dynamics, not of the compressed space dynamics. From this perspective, one can cast SSC as picking up where the work on causal states leaves off: SSC addresses the problem of principled lossy compression of the microspace dynamics, which throws out distinctions between the microstates (i.e., between causal states) in favor of computational efficiency.

5.3 Previous work on SSC using approaches similar to ours

There has been some previous work on SSC that focuses on the practical benefit of compression, as we do, and that can be seen as special cases of our approach. Much of this work has arisen in the fields of numerical analysis and/or engineering. For example, the “finite state projection method” (FSP) \cite{60, 59} was developed to map a microstate of a chemical reaction network evolving according to a chemical master equation to a compressed version, to speed up simulation of the evolution of that network. Generalizing from these networks, the FSP is applicable whenever the set of possible microstates \( X \) is countable and the stochastic process generating \( x_t \) is a Poisson process. The idea behind the FSP is to select a large subset \( X' \subset X \) and group all the states in \( X' \) into one new, absorbing state. The stochastic process rate constants connecting the elements of \( X \setminus X' \) and governing the probability flow from \( X \setminus X' \) into \( X' \) are not changed. The goal is to choose \( X' \) to be large and at the same time to have the total probability flow rate from \( X \setminus X' \) into \( X' \) be small. While somewhat ad hoc, the FSP has been found to work well in the domain for which it was constructed.

There are also whole fields that are related to state compression. For example, in Reduced-Order Modeling \cite{72, 5} (ROM) one explicitly forms a low-dimensional model of the dynamics of an engineered system to help us construct a system with near optimal (control-theoretic) behavior. In many regards the low-dimensional model can be viewed as a “compression” of the system. (ROM is
particularly relevant when the spaces involved are real-valued.) A closely re-
lated example is control theory and variants like Dynamic Programming (DP).
The same kinds of issues are also considered under the term “aggregation”, par-
ticularly in analysis of ecosystems [3] and in work in economics stretching back
decades [80, 19, 36].

In addition to these other fields, uncertainty quantification methods like poly-
nomial chaos and Karhunen-Loeve expansions may prove helpful in state com-
pression. In those approaches one does not form a low-dimensional projection of
\( x \), but rather a low-dimensional projection of (the potentially infinite set of param-
eters specifying) the Markov process \( P(x_t \mid x_{t<}) \). The image of such a projection
can be viewed as a “macro-state” in the space of probability distributions (as dis-
cussed above in Sec. 4.1.7. Note though that in the limit where the dynamics of \( x_t \)
is deterministic, such projections are not so well motivated.

6 Accuracy costs for state space compression

In this section, we show how one can quantify accuracy cost (i. e., negative re-
construction accuracy), both for the case in which an accuracy function is exoge-
nously provided and for the case in which it isn’t, in which case it may make sense
to use an information-theoretic accuracy cost.

6.1 Non-information theoretic accuracy cost

Given our definitions in Sec. 2.2. when an accuracy function is provided, our
associated accuracy cost is

\[
\mathcal{E}(\pi, \phi, \rho; P) \equiv \int_{\Delta t > 0} d\Delta t \int dx_0 dx d\omega_0 dy dy d\omega' \\
W(\Delta t) P(x_0) \pi(y_0 \mid x_0) P_{\Delta t}(x \mid x_0) \mathcal{E}(\omega \mid x) \phi_{\Delta t}(y \mid y_0) \rho(\omega' \mid y) C(\omega, \omega')
\]  

(9)

Note that for this type of accuracy cost, in both the microstate and the macrostate
we can combine the evolution of the state with the observable function to present
the accuracy cost in a more modular manner. In particular, if we replace the
combination of the Markov process \( \phi \) and the prediction distribution \( \rho \) with the
following hidden Markov process,

\[
\phi^{\Omega} = \int dy \phi_{\Delta t}(y \mid y_0) \rho(\omega' \mid y)
\]  

(10)
and if we similarly replace the Markov process $P$ and the observable distribution $O$ with the following hidden Markov process,

$$P_{\Delta t}(\omega \mid x_0) \equiv \int dx \, O(\omega \mid x)P_{\Delta t}(x \mid x_0)$$

(11)

then the accuracy function becomes

$$\mathcal{E}(\pi, \phi^\Omega; P) \equiv \int_{\Delta t>0} d\Delta t \int dx_0 dy_0 d\omega d\omega' W(\Delta t)P(x_0)\pi(y_0 \mid x_0)\phi^\Omega_{\Delta t}(\omega' \mid y_0)P_{\Delta t}(\omega \mid x_0)C(\omega, \omega').$$

(12)

Reformulated this way, the accuracy cost only involves two quantities that we must specify, $\pi$ and $\phi^\Omega$, since $O$ and $P_{\Delta t}$ are given exogenously. The price we pay for this simplification is replacing a pair of Markovian processes with a pair of non-Markovian (more precisely, hidden Markovian) processes that govern the evolution of $\omega$ and $\omega'$, respectively.

### 6.2 Information-theoretic accuracy costs

If an accuracy metric $C$ is not supplied by the problem nor obvious to construct, it may be appropriate to use a more information-theoretic definition of accuracy cost, requiring a slightly different expression than in the previous section. There may also be situations where an information-theoretic accuracy cost is appropriate based on the system itself.

#### 6.2.1 Accuracy cost based on mutual information for two time-steps

To begin, focus on the special case where there are only two timesteps, $t_0$ and $\Delta t$. Assume that we know $\omega'_\Delta$, and from that value and want to treat that value as a prediction of $\omega_{\Delta t}$. Then if we do not have an exogenously provided accuracy function, it is natural to quantify the quality of the prediction with the mutual information between the predicted value of $\omega'_\Delta \in \Omega$ made after state compression and the actual future observable value $\omega_{\Delta t}$ generated by the Markov process $P$ over $X$ and the observable distribution $O$.

Formally, this is

$$\mathcal{E}_{\Delta t}(\pi, \phi, \rho; P) = -I_{\mathcal{P}_{\pi, \phi, \rho}}(\Omega'_{\Delta t}; \Omega_{\Delta t})$$

(13)

where the negative sign reflects the fact that large mutual information corresponds to low misfit $C$, and where the joint probability $\mathcal{P}_{\pi, \phi, \rho}(\omega'_{\Delta t}, \omega_{\Delta t})$ defining the mutual information at time $\Delta t$ is given by the marginalization.
\[ P_{\pi,\phi,\rho}(\omega'_M, \omega_M) \equiv \int dx_0 \ P(x_0) P_{\pi,\phi,\rho}(\omega'_M, \omega_M, x_0) \]  

where \( P_{\pi,\phi,\rho}(\omega'_M, \omega_M, x_0) \) is defined as

\[ \int dy_0 dy_M \pi(y_0 \mid x_0) \phi(y_M \mid y_0) \rho(\omega'_M \mid y_M) P(x_M \mid x_0) \delta(\omega_M \mid x_M). \]  

Intuitively, the distribution \( P_{\pi,\phi,\rho}(\omega'_M, \omega_M, x_0) \) couples \( \omega'_M \) and \( \omega_M \) by stochastically inferring \( y_M \) from \( \omega'_M \), then “backing up” from \( y_M \) to \( y_0 \) and then to \( x_0 \), and finally evolving forward stochastically from \( x_0 \) to get an \( x_M \), which in turn gives us \( \omega_M \).

This ability to use information theory to define accuracy cost can be extended to the case where we not only are missing an accuracy function, but also do not have an exogenously specified \( \Omega \) or \( \delta' \). In such cases we must work with \( y_M \) directly, and \( \rho \) is superfluous. The associated mutual information is

\[ E_{\Delta t}(\pi, \phi; P) = -I_{P_{\pi,\phi,\rho}}(y_M \mid x_M) \]  

where \( P_{\pi,\phi,\rho}(y_M, x_M, x_0) \) is defined as

\[ \int dy_0 \pi(y_0 \mid x_0) \phi(y_M \mid y_0) P(x_M \mid x_0). \]  

It is due to its ability to quantify the accuracy of predicting the microstate from the compressed state even without an exogenous accuracy function that mutual information is used in much other work related to state space compression [77, 76, 40, 39, 63]. However our information-theoretic accuracy cost should be distinguished from these other information-theoretic costs. To illustrate this, for simplicity consider the case where there is no exogenously specified observable, so that Eq. (16) applies. In [63] the analogous accuracy cost, defined for the values of a process at a pair of times \( t_0 \) and \( t_1 > t_0 \), is the conditional mutual information \( I(Y_{t_1}; X_{t_0} \mid Y_{t_0}) \). Although there are scenarios in which both this cost and the cost \( E_{\Delta t}(\pi, \phi; P) \) in Eq. (13) are minimal, there are also scenarios in which the cost \( I(Y_{t_1}; X_{t_0} \mid Y_{t_0}) \) achieves its minimal value even though the cost \( E_{\Delta t}(\pi, \phi; P) \) is maximal. For example, the latter occurs if \( \pi \) is pure noise, so that dynamics in \( y \) implies nothing whatsoever about dynamics of \( x \).

\[ ^{11} \text{For example, this occurs if all of the conditional distributions } \pi, \phi \text{ and } P(x_M \mid x_0) \text{ are deterministic, measure-preserving functions, so that the dynamics in } y \text{ uniquely specifies dynamics in } x. \]

\[ ^{12} \text{This distinction between these two measures reflects the fact that they are motivated by dif-}
6.2.2 Accuracy cost based on mutual information for more than two time-steps

The natural extension of (13) to multiple times is

\[
\mathcal{E}(\pi, \phi, \rho; P) = \int d\Delta t \ W(\Delta t) \mathcal{E}_\Delta(\pi, \phi, \rho; P)
\]

\[
= - \int d\Delta t \ W(\Delta t) I_{\mathcal{P}_\pi,\phi,\rho}(\Omega'_\Delta; \Omega_\Delta)
\]

(18)

with \( \mathcal{P}_\pi,\phi,\rho(\omega'_\Delta, \omega_\Delta) \) defined as in Eq. (14) for all values of \( \Delta t \). For natural choices of \( W \), the preceding expression has the feature that many aspects of it can be analyzed in closed form. However, the following example illustrates a subtle but important problem that arises in using mutual information for accuracy cost at multiple times.

**Example 4.** Consider the case in which the dynamics of \( X \) are deterministic—i.e., \( P(x_t | x) \) is a delta function for all \( t \)—the initial distribution \( P(x_0) \) is uniform, \( Y = X \), and both \( \phi \) and \( \pi \) are bijective maps (but otherwise arbitrary). In this case, the mutual information accuracy cost of Eq. (18) is zero: at any \( t \), any value of \( y_t \) specifies a unique value for \( x_t \). However, the map relating \( y_t \) and \( x_t \) changes arbitrarily from one \( t \) to the next.

As a simple but more concrete illustration of this problem, consider a discrete-time system with \( X = \{0, 1\} \) with stationary dynamics \( P(x_{t+1} | x_t) = \delta_{x_t=x_{t+1}} \), and let \( Y = X \) but with non-stationary dynamics that swaps the two values at every time step. Suppose \( \pi: \{0, 1\} \rightarrow \{0, 1\} \) is the identity map. Then at the initial time \( t_0 \), the map \( \rho_{\text{even}}: Y \rightarrow X \) defined by \( \rho_{\text{even}}(0) = 0 \) and \( \rho_{\text{even}}(1) = 1 \) is a perfect predictor of \( x_{t_0} \) from \( y_{t_0} \); indeed, this same predictor works perfectly at every time that is an even number of steps from \( t_0 \). At those times \( t \) that are an odd number of steps from \( t_0 \), \( x_t \) can still be perfectly predicted from \( y_t \), but now by a different map \( \rho_{\text{odd}}: Y \rightarrow X \), which swaps the two values \( (\rho_{\text{odd}}(0) = 1 \) and \( \rho_{\text{odd}}(1) = 0) \). In such a situation, mutual information is maximal at all moments in time. However, there is no single, time-invariant map \( \rho \) that allows us to interpret \( y_t \) as a perfect prediction for the associated \( x_t \).

(This simple example can be made even worse by taking \( X \) and \( Y \) to be much larger spaces, and defining the dynamics of \( Y \) using an arbitrary permutation of \( Y \).)
The underlying difficulty is inherent in the very notion of using mutual information to define accuracy cost, and is intrinsic to consideration of the relation between \( Y \) and \( X \) at more than two moments in time. (Note that many of the approaches of previous work—see Sec. 5.1—only consider that relation at two moments, and therefore do not need to address this subtlety.)

One way to resolve this problem with using mutual information as an accuracy cost is to modify that accuracy cost to force the prediction map from \( Y \) to \( \Omega \) to be time-invariant. To state this formally, return to the motivation for using information theory in the first place: by constructing a space of codewords and an associated (prefix-free) coding function that allow us to map any value in \( Y \) to a value in \( \Omega \), taking as our accuracy cost the minimal expected length of those codewords (over all codes). To make this precise, construct a space \( Z \) and a (time-invariant) function \( f \) such that for any \( y, \omega \), there is a \( z \in Z \) such that \( f(y, z) = \omega \). From one \( t \) to the next, given \( y_t \), we have to choose a \( z_t \) so that we can recover \( \omega_t = \mathcal{C}(x_t) \) by evaluating (the time-invariant) function \( f(y_t, z_t) \). We then want to choose a code for \( Z \) that minimizes the length of (codewords for) \( z \)'s that allow us to recover \( x \) from \( y \), averaged over time according to \( W \) and over pairs \((\omega'_t, \omega_t)\) according to \( P_{\pi, \phi, \rho} \).

So we are interested in the \( t \)-average of expectations of (lengths of codewords specifying) \( z \)'s where those expectations are evaluated under \( P_{\pi, \phi, \rho; \omega} (x'_t, x_t) \). This is just the expectation under the single distribution given by \( t \)-averaging the distributions \( P_{\pi, \phi, \rho; \omega} (x'_t, x_t) \). Write that single \( t \)-averaged distribution as

\[
\overline{P}_{\pi, \phi, \rho}(\omega', \omega) \equiv \int dt W(t) P_{\pi, \phi, \rho; \omega} (\omega'_t, \omega_t)
\]  

(19)

The associated minimum of expected codelengths of \( z \)'s is just the Shannon entropy \( H_{\overline{P}_{\pi, \phi, \rho}}(\Omega | \Omega') \).

To normalize this we can subtract it from the entropy of the marginal, \( H_{\overline{P}_{\pi, \phi, \rho}}(\Omega) \). (Note that this entropy of the marginal is fixed by \( P \), independent of \( \pi, \phi \) or \( \rho \).) This gives us the change in the expected length of codewords for specifying values \( \omega_t \) that arises due to our freedom to have those codewords be generated with a different code for each value of the prediction \( \omega'_t \). Since higher accuracy corresponds to lower accuracy cost, this motivates an information-theoretic accuracy cost given by

\[
\mathcal{C}(\pi, \phi, \rho; P) = -I_{\overline{P}_{\pi, \phi, \rho}}(\Omega'; \Omega)
\]  

(20)

This information-theoretic accuracy cost is the mutual information under the \( t \)-average of \( P_{\pi, \phi, \rho}(\omega'_t, \omega_t) \), rather than Eq. (13)’s \( t \)-average of the mutual information under the individual \( P_{\pi, \phi, \rho}(\omega'_t, \omega_t) \)’s.
6.2.3 Alternative information-theoretic accuracy costs

While it seems fairly clear that the distribution $P_{\pi,\phi,\rho}(x'_{\Delta t}, x_{\Delta t})$ is often a good one to consider, in some circumstances associated mutual information may not give the accuracy cost we are concerned with.

For example, in non-information theoretic accuracy cost, all we are concerned with is the average discrepancy between the prediction $\rho(y_t)$ and the truth $x_t$. We do not try to “normalize” that average discrepancy. If it just so happens that the distribution over $x_t$ is close to a delta function, and $\rho(x'_t)$ is the center of that delta function, we typically say that the accuracy of the prediction is high; we do not try to normalize for the fact that $x_t$ could be accurately predicted even without access to the value $x'_t$, due to the fact that it is generated by a distribution that is almost a delta function.

In the context of our accuracy cost based on expected code lengths, this suggests that we not try to normalize the conditional entropy, $H_{P_{\pi,\phi,\rho}}(\Omega | \Omega')$, by subtracting it from $H_{P_{\pi,\phi,\rho}}(\Omega)$. In other words, to most closely align with what the term “accuracy cost” means in the context of non-information theoretic accuracy costs that are based on accuracy functions, we may want to use that conditional entropy as our information-theoretic accuracy cost, rather than the related mutual information, $-I_{P_{\pi,\phi,\rho}}(\Omega; \Omega')$, i.e., we may want to use

$$C(\pi,\phi,\rho; P) = H_{P_{\pi,\phi,\rho}}(\Omega | \Omega')$$

(21)

This accuracy cost will be small if and only if for every prediction $\omega'_t$ that arises (with significant probability) there is always a unique associated $\omega_t$ that occurs (with high probability, and averaged over times $t$).

Another example of why we may not want to use Eq. (20) to quantify an accuracy cost is the well-known fact that mutual information in general has a substantial “artifact” arising via the prior distribution over either of its two random variable arguments. This is one of the reasons that people often replace mutual information with measures like channel capacity (which, like $H_{P_{\pi,\phi,\rho}}(\Omega | \Omega')$, only depends on the conditional distribution $P_{\pi,\phi,\rho}(\omega_t | \omega'_t)$).

As a final example of why we may not want to use Eq. (20), recall it was motivated by presuming that “... we know $\omega'_t$ and want to treat that value as a prediction of $\omega_{\Delta t}$”. However there are other uses of a compressed space computation that can be formulated using information-theoretic accuracy costs. In particular, when the microstate Markov process $P_{\Delta t}(x | x_0)$ (or the observable $O$, for that matter) is not deterministic, we may want to use $x_0$ to predict the future evolution.

---

13 As an extreme example, if some random variable $z$ is almost a constant, then the mutual information $I(Y; Z)$ is very close to zero, even if the conditional distribution $P(y | z)$ is highly accurate.
of the entire distribution over $\omega_{\Delta t}$ given by $\mathcal{O}(\omega_{\Delta t} | x_{\Delta t})P(x_{\Delta t} | x_0)$, rather than predict the future values of $\omega_{\Delta t}$. For example, we may want to do this if we want to use Monte Carlo sampling of the distribution over $Y$ values, $\mathcal{P}_{\pi,\phi,\rho}(\omega'_{\Delta t}, x_0)$, as an approximation to Monte Carlo sampling of $\mathcal{O}(\omega_{\Delta t} | x_{\Delta t})P(x_{\Delta t} | x_0)$.

It is this approach that we use in Sec. 4.3, generalizing to arbitrary $W(\Delta t)$, the natural accuracy cost for this scenario is

$$C(\pi, \phi, \rho; \mathcal{P}) \equiv -\int_{\Delta t > 0} d\Delta t \int dx_0 P(x_0) \text{KL}[\mathcal{P}_{\pi,\phi,\rho}(\Omega'_{\Delta t} | x_0) \| \mathcal{P}_{\pi,\phi,\rho}(\Omega_{\Delta t} | x_0)]$$

(22)

where the notation “$\text{KL}[P(A | b) \| R(A)]$” means the Kullback–Leibler distance between the two distributions over values $a \in A$ given by $P(a | b)$ and $R(a)$ [22, 55].

In general, as with all aspects of SSC, the precise problem at hand should determine what kind of accuracy cost is used. Nonetheless, one would expect that quite often using several different accuracy costs would all provide physical insight into “what is truly driving” the dynamics across $X$.

7 Computation cost

The core concern of SSC is how to choose $\pi, \phi$ and $\rho$ in a way that minimizes computation cost without sacrificing too much accuracy cost. To quantify this goal we need to quantify the computation cost associated with any tuple $(\pi, \phi, \rho; \mathcal{P})$ (with the associated $X, Y$ and $\mathcal{O}$ being implied). This section discusses some possible such quantifications. We emphasize again that we are not advocating for any one particular quantification of computation or measurement cost, nor even that one be selected from among the list we consider here. As with most aspects of the SSC framework, the computation/measurement cost should be selected appropriately for the problem at hand.

We consider three sources of motivation for the computation costs we present: (1) theoretical computer science, (2) information theory, and (3) pragmatism. Although theoretical computer science, and the field of computational complexity in particular, has had a solid quantification of computational resources since the 1960s [35], the types of quantifications considered there are hard to apply optimization techniques to. Thus we also consider several costs motivated by information theory that we hope are more tractable to optimize over.

---

Note that there is not the same issue here involving dynamic changes to how we match each element of $y$ with an element of $x$ that arose for the accuracy function based on mutual information. The reason is that both the distributions in the Kullback–Leibler distance are defined over the exact same space.
As a final comment, we note that even if we wish to use a mathematical expression for computation cost, often it makes sense to be purely pragmatic, and ignore many of the subtleties discussed above. This is discussed below, in Sec. 8.2.

7.1 Interpretation of \( X, Y, \pi, \phi \) and \( \gamma \) for defining computation cost

Say we were concerned with an arbitrary computation, independent of any consideration of state compression. In this case \( x \in X \) would be a specification of some initial data of that computation, \( Y \) would be the state of our computer, \( \pi \) would be a function that uses \( x \) (in combination with a specification of the computer program) to initialize the state of the computer, and \( \phi \) would be the dynamics of the computer. A halt state of the computer is a fixed point of \( \phi \).

In this scenario, it may be natural to use geometric time-discounting—that is, \( W(t) = (1 - \gamma)^t \) for some parameter \( \gamma \). For example, such discounting in some sense captures the fact that the user of the computer might decide to abort the computation if it goes on “too long”.

The combination of the computer architecture and the compiler determine both \( \pi \) and \( \phi \). So changing either one would change \( \pi \) and \( \phi \), even if they do not change the quantity ultimately computed, i.e., do not change the map from an initial data set \( x \) to an associated attractor in \( Y \). In general, all those choices of \( \pi \) and \( \phi \) that result in the same “quantity ultimately computed” will have different computation costs, as the term is used below. The same quantity can be computed using many different programs, all differing in the cost to run those programs.

7.2 Measures of computation cost based on theoretical computer science

There are many ways to quantify computation cost. Indeed, quantifying scaling relationships among some of the different kinds of computation cost is a core concern of the entire field of computational complexity [58, 38].

One of the kinds of computation cost considered in computational complexity is the running time of the computation. This is also often a primary concern of real-world SSC, where we are interested in expected “wall-clock” time of a simulation (e.g., as in the example of Secs. 4.1.7 and 4.2). If we restrict attention to von Neumann architectures, then for many purposes this cost can be lower bounded by the sum of the expected code length of messages that its CPU sends to its RAM, over all iterations of the computer as it evolves.

As a practical issue, this measure is often accessible via profiling of the program (\( P \) or \( \phi \) as the case might be) that is running on the computer (e.g., as in the
example of Sec. 4.2). This can then be used to guide the search for a \((\pi, \phi, \rho)\) that optimizes the trade-off between computation cost and accuracy cost (see Sec. 8).

Often, though, we want a more broadly applicable specification of computation cost, represented as a mathematical expression; at a minimum this is needed for any kind of mathematical analysis. One obvious way to do this is to use Algorithmic Information Content (AIC), i.e., to quantify computation cost as the minimal size of a Turing machine that performs the desired computation \([18]\). This has the major practical problem that how one measures the size of a Turing machine \(T\) (i.e., what universal Turing machine one chooses to use to emulate the running of \(T\)) is essentially arbitrary. Furthermore, AIC is formally uncomputable, so one has to settle for results concerning asymptotic behavior. To get around this issue, people sometimes “approximate” the AIC of a string, e.g., with its length after Lempel–Ziv compression. However this in essence reduces AIC to Bayesian maximum a posteriori coding, where the prior probability distribution is implicit in the Lempel–Ziv algorithm. (There are also further problems in using either Lempel–Ziv—see, e.g., \([75]\)—or AIC—see, e.g., \([49]\).)

There are several reasonable variants of AIC that might also be appropriate for some types of analysis of SSC. One set of such variants are the many versions of Rissanen’s (minimum) description length (MDL \([69, 8]\)). Another one, quite close to the measure of running time mentioned just above, is logical depth \([12]\). However logical depth is still subject to the practical difficulties associated with AIC.

### 7.3 Measures of computation cost based on information theory

There are several different possible measures of computation cost that are based on information theory. A natural choice, investigated for purposes similar to SSC, is the mutual information between the semi-infinite history of previous states of (an instantiation of) the process and the semi-infinite set of future states \([15]\). However the typical motivation offered for this measure does not seem appropriate to our needs. In particular, it does not directly concern “wall-clock time” (discussed in Sec. 7.1) of a computation, nor any other obvious measure of the resources required by a computation.

From the perspective of our SSC framework, there are several other kinds of information-theoretic costs (i.e., expected codelength) that we might want to interpret as costs of a computation. To present them, throughout we consider a general information channel \(P(b \mid a)\) from a random variable with a set \(A\) of possible values to a random variable with a set \(B\) of possible values, and an associated prior \(P(a)\).
7.3.1 Landauer thermodynamic cost

Suppose that $A$ and $B$ are instantiated in the same physical system. For example, they could be states of the same Turing machine tape. Then running the channel for an input $a$ erases $a$, overwriting it with some $b$. For this kind of $A$ and $B$, as the channel becomes less reversible, the Landauer thermodynamic cost of implementing the channel—the minimal entropy that is lost to an external heat bath in implementing the function—rises.

Suppose that $P(b | a)$ were a single-valued function, that includes some one-to-one maps and two-to-one maps, without any other maps. Let $B^*$ be the set of all states in $B$ that are images of a two-to-one map. Then the Landauer cost is $kT \ln(2)P(b \in B^*)$, where $k$ is Boltzmann’s constant and $T$ is the temperature of the system [50, 51, 52, 9, 10, 11, 13, 56, 64, 79, 70, 29].

When the function includes $n$-to-one maps with $n > 2$, or $P(b | a)$ has noise (i.e., is not a single-valued function), Landauer’s bound must be modified [92]. Consider first the case where $n > 2$ but the map is noise-free. Define $B^*(n)$ as the set of $b \in B$ that are images of an $n$-to-one map. Then using Shannon’s noiseless source coding theorem, the Landauer cost can be upper-bounded by

$$- kT \ln(2) \sum_n \sum_{b \in B^*(n)} P(b) \left( \sum_a \ln P(a | b) \right) - 1$$

(23)

(Intuitively, the reason for this bound is that for large $n$ it is possible to compress the set of “history bits” that must be stored to recover $a$ from the $b \in B(n)$ in a lossless manner, but we must do so using a prefix-free code if the transition from $a \rightarrow b$ is only one step in a multi-step computation.)

When the distribution is not a single-valued function but includes noise, then the cost is reduced, since the computer can now operate as an entropy sink for the external heat bath [54, 13]. In general, the precise upper bound on the total entropy lost (or gained) from the environment in going from $a \rightarrow b$ will depend on the details of how $P(b | a)$ is decomposed into a combination of a deterministic many-to-one map and an introduction of noise from the external heat bath. However, we can upper-bound the entropy loss / gain over all such decompositions. In particular, when the many-to-one map is known to consist purely of $n$-to-one maps with $n$ large, we can bound it as

$$kT \ln(2)(H(A) - H(B))$$

(24)

Intuitively, this means that the more noise we need to remove from our computation (e.g., via error-correcting codes, more exacting construction of hardware, etc.), the smaller $H(B)$ must be, and therefore the greater this type of computation cost.

\[ \text{15 Additional modifications to Eq. (24) are required if—as is often the case with real-world} \]
7.3.2 Computation cost based on conditional entropy

In practice, the cost associated with computation is not the entropy generated, but rather the amount of space and/or time resources it takes to perform the computation. Both of these costs depend on the essentially arbitrary choice of what computer architecture to use. (This is an example of the dependence discussed above of cost measures like AIC or logical depth on the choice of universal Turing machine one uses to define them.) However there are several information-theoretic quantities that capture aspects of these costs, which we now discuss.

Consider the special case of a computer $P(b \mid a)$ that at each timestep takes an input $a$ from one section of its memory, performs a calculation using it, and reaches a conclusion $b$. It then sends a message with $b$ to a separate portion of its memory, whose state is updated based on $b$. That new portion of memory then provides the input for the next timestep of the computation. A simple example is a GPU that maps the result of each step of its computation to some RAM outside of the GPU itself, some RAM that provides the input for the next timestep of the GPU’s computation.

The expected number of bits in that message encoding $b$ (in an optimal prefix code) is $H(B \mid A)$ if we are allowed to encode the messages $b$ using different codes, depending on the value $a$. In practice though, typically the same code will be used for $b$, regardless of $a$. In this case the expected codelength is instead $H(B)$.

Alternatively, say that we interpret $P(b \mid a)$ not as a computer, but as an observation apparatus, producing datum $b$ as its observation of an external reality $a$. (For example, $a$ might be a scene, and $b$ a pattern on a CCD forming an image of that scene.) By construction, we cannot have the decoding of the same $b$ vary with $a$, since the whole point of the encoding of $b$ is to specify $a$. In other words, we have to use the same code for all $b$, without varying the code based on $a$. So the expected number of bits in an optimal encoding of the observation is again $H(B)$, as above.

In both scenarios, so long as the input physical system (the GPU in the first scenario, or the system being observed in the second scenario) is distinct from the destination physical system (the RAM in the first scenario, or the system storing the observation in the second scenario), there is no Landauer erasure cost. In both scenarios, we arrived at $H(B)$ as a quantification of the resource cost.

As an aside, note that some problems requires us to use the output $b$ from a channel $P(b \mid a)$ to infer what the value $a$ was that entered the channel, and then send a message with that inference. If we use a fixed code to encode that message, a code that does not vary with $b$, then the expected number of bits needed in the.

---

computers—the dynamics is not first-order Markov but rather higher-order Markov. Loosely speaking, when this is the case entropies get replaced by entropy rates [92]. However in this paper we focus primarily on first-order processes, so this is not a concern.
optimal code to specify \( a \) is \( H(A) \). If instead we dynamically choose the code for the message specifying \( a \), using whichever code is optimal for the given output \( b \), we reduce the expected number of bits to encode the message specifying \( a \) to \( H(A \mid B) \). Accordingly the improvement in the number of bits needed to encode \( a \) that we gain by using \( b \) is the mutual information, \( I(A; B) \). In other words, \( I(A; B) \) is the amount of information in the outputs \( b \), concerning the value \( a \). So if we encode in a message exactly that information in \( b \) that is useful for inferring \( a \), \( I(A; B) \) is the expected length of our messages, and so we use it to quantify the cost of \( P(b \mid a) \).

This is the encoding cost considered in \([88, 84]\). Note that it is the opposite of the thermodynamic cost mentioned above. More precisely, for fixed \( P(a) \), this cost \( I(A; B) \) shrinks as the thermodynamic cost \( H(A \mid B) \) rises. In addition, as discussed at the beginning of this subsection, it does not seem a tight fit to what we wish to quantify with computation cost.

In the real world, there are also costs with constructing any conditional distribution \( P(b \mid a) \) in the first place, i.e., costs in building our computer and observation device.

### 7.3.3 Discussion of information-theoretic computation cost

Given these considerations, whether \( \pi \) is viewed as an observation apparatus or not, based on the considerations discussed in Sec. 7.3.2 above, it seems reasonable to quantify the cost of implementing \( \pi \) as \( H(Y_0) \). Note that in general this cost shrinks as the size of \( Y \) shrinks (e.g., if \( Y \) is countable and we measure its size in terms of the number of elements of \( Y \)). So minimizing this cost “pushes” us to have a small macrospace \( Y \). This is of course exactly what we want —our premise for why one should compress the state space in the first place is that small \( Y \) makes the computation of \( \phi \) require less work than the computation of the microstate’s dynamics directly.

In this regard, note that if we view dynamics in \( Y \) as being carried out by a “general purpose” computer, then \( \pi(x_0) \) will have to encode the program to be run by that computer, as well as the initial state of its memory. The total length (in bits) of that combination of program and initial state will take up a certain fraction of \( Y \)—but not all of it. In this scenario, we have to choose \( Y \) to be large enough to accommodate any pair of a program and initial data in some broad class of such pairs (with the “class” defined by in part by the support of \( P(x_0) \)). In addition, the size of that pair (e.g., measured in number of bits it takes to encode them) is essentially a “description length” \([69, 8]\). This means that minimizing \( H_P(Y_0) \) can be viewed as implementing a kind of minimum description length principle.

The same kinds of considerations might lead us to also quantify the cost of \( \rho \) based on the considerations discussed in Sec. 7.3.2 above.
It is not so clear though that any of the items discussed above are clearly the best way of quantifying the cost of $\phi$—which very often is the dominant cost of computation. Although the quantification in Sec. 7.3.1 is widely applicable, purely practical considerations will often lead us to quantify computation cost differently from all of the above possibilities, as discussed in the next subsection.

8 The full SSC objective function

Formally speaking, once we have defined both an accuracy cost function and a computation cost function, we are faced with a multi-objective optimization problem, of how to (choose $\pi$, $\phi$ and $\rho$ in order to) minimize both. There are many ways to formalize this problem. For example, as is common in multi-objective optimization, we might only wish to find the set of triples $(\pi, \phi, \rho)$ that lie on the Pareto function of those two functions. Alternatively, we might face a constrained optimization problem. For example, we might have constraints on the maximal allowed value of the accuracy cost, with our goal being to minimize computation cost subject to such a bound. Or conversely we might have constraints on the maximum allowed computation cost (say, in terms of minutes or dollars), with our goal being to minimize accuracy cost subject to such a bound.

In this paper, for simplicity we will concentrate on ways to reduce the multi-objective optimization problem into a single-objective optimization problem. To do this requires that we quantify the trade-off between computation and accuracy costs. In terms of an overall SSC objective function that we want to minimize. Such an objective function maps any tuple $(\pi, \phi, \rho; P)$ (with the associated $X$, $Y$ and $O$ being implied) into the reals. The associated goal of SSC is to solve for the $\pi, \phi$ and $\rho$ that minimize that function, for any given $P, X$ and $O$.

8.1 The trade-off between accuracy cost and computation cost

Perhaps the most natural overall SSC objective function is simply a linear combination of the computation cost and accuracy cost:

$$K(\pi, \phi, \rho; P) \equiv \kappa C(\pi, \phi, \rho; P) + \alpha E(\pi, \phi, \rho; P)$$

(25)

Linear combinations of these two costs can be particularly amenable to analysis when both types of cost are defined using information-theoretic formulations such as those discussed in Sec. 7.3. In that case, depending on the precise accuracy and computation costs adopted, it may be possible to reformulate this objective function as the expected length of a single type of codeword.

As mentioned throughout the paper, the computation/measurement cost $C$ can (in many situations, should) include the cost of mapping the original state to the
compressed state. In this case, the computation cost $C$ might include a term of the form, e.g., $H_{x,p}(Y_0)$ (Sec. 7.3.3). When all these costs are defined information-theoretically, this quantity has a nice interpretation as the minimum of the expected number of bits that must be transmitted to “complete the compression-decompression circuit”, i.e., the average number of bits needed to map

$$x_0 \rightarrow y_0 \rightarrow y_t \rightarrow \omega'_t.$$  

(26)

There are some interesting parallels between these objective functions and various “complexity measures” that have been proposed in the literature to map a (bit string representation of) infinite time-series $x_t$ to a real number, in particular those that are based on Turing machines. The cost of computing $\pi$ can be viewed as (analogous to) the length of a Turing machine that takes in $x_0$ and produces $y_0$. The remainder of the computation cost can be viewed as analogous to the time it takes to run a Turing machine for the dynamics of $y_0$. Finally, the accuracy cost term can be viewed as analogous to the amount of extra information that must be added to the result of running that Turing machine to generate (an approximation to) the full observable time-series of interest, $\omega'_t$.

So if we were to just minimize the computation cost of $\pi$, the resultant value is analogous to the algorithmic information content of (an infinite string representation of) the time series of all values $x_t$. Minimizing the combined computation cost of $\pi$, $\phi$, and $\rho$ is instead analogous to the logical depth of $\omega'_t$. On the other hand, the sum of the cost of $\pi$ and the cost of $\rho$ is analogous to the “description length” of the time series $\omega'_t$ [69, 8]. So minimizing the sum of those two terms is analogous to using one the MDL algorithms. The SSC objective function Eq. (25) combines the concerns of all three of these complexity measures. (This relation of SSC and complexity measures is returned to in Sec. 9 below.)

### 8.2 Heuristics for minimizing the SSC objective function

Because truly optimizing the SSC objective function—or doing some variant of the original multi-objective optimization—will often be quite difficult (if not formally uncomputable), there are several heuristics one might employ that could still yield advantages over the ad hoc nature of intuitive state space compressions.

We already started on this path when we decided to focus in this paper on the situation where $\phi$ is first-order Markovian (that being a “simpler” dynamics to calculate than higher-order stochastic processes, of the type that are typically used in time-series reconstruction using delay embeddings). An obvious next step—common in real-world instances of SSC, like those discussed in Sec. 5.3—is to fix $Y$ ahead of time to some space substantially smaller than $X$, rather than try to optimize it. (In the case of Euclidean $X$, $Y$ will also be a Euclidean space of much
smaller dimension; for finite $X$, $Y$ is also finite, but far smaller.) We may still optimize over $\pi$, $\phi$, and $\rho$, but in this heuristic the choice of $Y$ is fixed, decreasing the size of the search space dramatically.

Another heuristic that will often also make sense to restrict the set of compression maps $\pi$ that are considered, for example, to some parametrized class of maps. In particular, when $Y$ is Euclidean, we can restrict $\pi$ so that it cannot encode an arbitrary dimensional space $x \in X$ in an arbitrarily small dimensional $y \in Y$ with perfect accuracy, for example by restricting $\pi$ to a class of maps that are all continuously differentiable of a certain order, or Lipschitz. Without such restrictions, there will often be “valid” $\pi$ that depend sensitively on all infinitely many digits of $x$, such as the position along a space-filling curve; as a practical matter, such $\pi$ are impossible to compute. Even if we wish to consider $\pi$ that are distributions instead of functions, a parametrized family of distributions (e.g., a parametrized class of Gaussian processes) might prove fruitful. Optimizing the SSC objective function then amounts to optimizing of the parameter space of the chosen class of maps.

Another heuristic is to simply use the dimension of $Y$ (or its size, if finite) as a surrogate for the cost of implementing $\pi$, $\phi$, and $\rho$.

Note that to evaluate the minimum computation cost for a given map from $x_0$ to values $y_i$ would be equivalent to solving for the optimal compilation of a given computer program down to machine code. In real computers, design of optimizing compilers is still a very active area of research; calculating the cost of such an optimized compilation will not be possible in general.\footnote{Indeed, even we allowed an infinitely expandable RAM, such a cost would be uncomputable, in general.} Even calculating such costs for the abstracted version of real-world computers will likely prove intractable. However it should be possible to put bounds on such costs. Moreover, purely pragmatically, one can run a search algorithm over the space of $\phi$’s, finding a good (if not optimal) compilation, and evaluate its associated cost.

Examples of heuristic ways to approach SSC are already present in related work, as discussed in Sec. 5.3.

9 Applications of SSC to other topics in science

Although our SSC framework is most directly concerned with simplifying computation of the future of a dynamical system, it may have benefits for general theoretical understanding as well. In this section we present several potential such applications. We intend to investigate them in more depth in the near future.
9.1 A form of complexity motivated by SSC

In particular, say we find a particularly helpful compression, which substantially reduces the value of the objective function $K$ compared to its value “null compression” which leaves the original space $X$ unchanged. Formally, using id to indicate an identity map (with the spaces it operates varying and implicit), such a choice of $Y, \pi, \phi$ and $\rho$ results in a small value of

$$\frac{K(\pi, \phi, \rho; P) - K(id, id, id; P)}{K(id, id, id; P)},$$

(27)

close to $-1$ (assuming the objective function is guaranteed non-negative).

When this value is small (i.e., close to $-1$), we have found an emulation of the dynamical system that is both easy to evolve computationally and that accurately predicts the future of that dynamical system. When it is large however (i.e., only barely below zero), either the emulation is not very compressed (i.e., or computationally difficult to evolve) or it is a poor predictor of the future of the underlying system, or both. Accordingly, we define compression complexity as

$$\min_{\pi, \phi, \rho} \frac{K(\pi, \phi, \rho; P)}{K(id, id, id; P)},$$

(28)

ranging from 0 for highly compressible (non-complex) systems to 1 for highly incompressible (complex) systems. Note that, unlike algorithmic information content—which is high both for random strings and for “complex” strings—the SSC compression complexity is just as low for completely random systems as it is for “simple” systems (see below).

When compression complexity is low, the compressed system $\{Y, \pi, \phi, \rho\}$ may provide substantial physical insight into the dynamics $P$ of the microstate $X$, since the compressed system intuitively tell us “what’s important about $X$’s time-evolution”. As an example, similarly to Ex. 2 in Sec. 4, one can define a never-ending (multi-stage) noncooperative game among many players that models a set of employees of many firms interacting with one another, and posit a particular learning rule whereby the players determine their behavior. The dynamics of such a game is a stochastic process in a very high-dimensional space. The optimal state compression of that dynamics would provide a relatively small set of variables whose dynamics captures the salient aspects of the full underlying game. Potentially those coarse-grained variables equal certain characteristics of the firms that are being modeled. Intriguingly though, it may well be that those macrostates instead are characteristics of the relation among multiple firms, or between individuals and one or more firms. This would suggest that the proper way to model the economy of those firms is not on a firm-by-firm basis, but rather in terms of
the macrostate variables that involve the states of multiple firms and individuals simultaneously.

Analogously, this is precisely what happens in quantum mechanics: a description of a multi-particle system cannot merely describe the individual states of the particles, but must also include correlations between the particles, i.e., their entanglement.

As defined above, compression complexity is normalized, by the value $K(id, id, id; P)$. This is not always appropriate, e.g., if there is some concrete physical meaning associated with the value of the objective function. In such cases, we could modify the definition in several ways. For example, as discussed at the end of Sec.[8] compression complexity measure simultaneously incorporates quantities much like MDL-style description length, logical depth, and AIC. These values could often be normalized, e.g., by an original length of an input string to a Universal Turing machine. This is typically not done though. Accordingly, we could make the connection of compression complexity with these alternative measures even tighter by redefining compression complexity as $\min_{\pi, \phi, \rho} K(\pi, \phi, \rho; P)$. As always with SSC, the precise scenario being analyzed should motivate the precise definitions that are used.

Unlike many other complexity measures, compression complexity is tailored to measuring the complexity of *dynamic* systems. Indeed, in its simplest form, it does not apply to static objects like images. There are various modifications of compression complexity that can apply to static objects though. For example, if we have a generative process that creates images, we could measure the compression complexity of the generative process that produces that image. So we could always use the complexity measure defined here to quantify the complexity of every generative process that creates a given image, and then define the complexity of that image as the minimum over all such generative processes that live in some pre-specified class of their associated complexities. (*Mutatis mutandis* if we are interested in the complexity of a distribution over images rather than a single one.)

Most importantly, unlike many other complexity measures (including those that the first author has introduced), compression complexity is not grounded in informal notions that in practice often reduce to “I’ll know it when I see it”. Rather it arises as a side-effect of trying to do something completely different. One builds a concrete framework to address a very practical, almost engineering-like goal. Then, in a completely unanticipated way, that framework reveals an important characteristic of broad categories of systems — a characteristic that can be viewed as a measure of complexity.

This aspect of how this measure is motivated may mean that it has something to say about physical systems that we didn’t already know. Indeed, for the special case of an information-theoretic accuracy cost and an information-theoretic computation cost, all components of compression complexity are based on informa-
tion theory. Nothing is exogenously specified in this case except the fine-grained Markov process. This suggests that the associated analysis might lead to broadly applicable insights.

However we emphasize again that despite its name, compression complexity is not being pushed as “the” way to measure complexity. Rather we are simply highlighting that it has many aspects which match well to characteristics of complexity that have been proposed in the past, and that it may lead to novel insight into physical phenomena.

To illustrate compression complexity, consider the case where accuracy cost is the $-I_{\pi,\phi,\rho}(X' ; X)$, as in Eq. (20), while $\Omega = X$, and $\mathcal{O}$ is the identify map. Then if we have a fine-grained dynamics that is complete noise—$p(x_{t+1} | x_t) = p(x_{t+1})$ with a high entropy $H(X_t)$ — we cannot improve the value of the compression objective function by any choice of $\pi, \phi$ or $\rho$ beyond its value when no compression is used. The accuracy cost is bad regardless, and no “compression” is possible.

However consider compressing $X$ to a $Y$ that only contains a single element. We lose nothing in accuracy cost. But computation cost is now zero. So the value of the objective function has been greatly reduced. This illustrates that random bit strings are assigned an extremely small compression complexity.

The example of Sec. 4.3 shows how this notion of complexity relates to long-standing intuitions that critical points—boundaries in parameter space that separate highly ordered and highly disordered states—have high complexity. Near phase transitions, due to long-range coupling, predicting the entire system’s state at some future time $t$ based on partial knowledge of the current state is difficult; conversely, far from the phase transition, information from one part of the system flows slowly to other parts. Well chosen coarse-grainings should allow one to leverage this decoupling to allow for higher-accuracy predictions.

9.2 Using SSC to define information flow among scales of a system

Note that many measures of “information flow” in a stochastic dynamical system like causal information flow [4], transfer entropy [73, 65, 66], and Granger causality [46] are motivated by considering the flow between physically distinct subsystems of an overall dynamic system. This makes them inherently ill-suited to quantifying information flow among the scales of a single system, in which one would expect there to be a priori “biases” reflecting the fact that behavior at different scales of a single system cannot be completely independent. In fact, the complete opposite is frequently the case: the dynamics of the more detailed scale often completely determines the dynamics of the less detailed scale. As an example of the difficulties such biases cause for those measures, the most straight-
forward application of transfer entropy would quantify the information flow from $Y_t$ to $X_{t+1}$ as $I_{\pi,\phi,P}(X_{t+1}; Y_t \mid X_t)$. However this is identically zero, regardless of $\pi, \phi$ and $P$. (Note that this is not exactly the case for the calculations of transfer entropy between scales made in [89], since they do not adopt this simplest use of transfer entropy, in which, to use Schreiber’s notation, $k = l = 1$).

From a certain perspective, these biases mean that the very notion of information flowing from a high scale to a small scale of a single system is specious. After all, specification of the fine-scale state of a system typically completely specifies the high-scale state. Nonetheless, going back at least to the seminal work of Maynard-Smith and others, researchers have presumed that information does flow from the high (coarse-grained) scale down to the low (fine-grained) scale of a biological system organisms [82, 81, 89, 24]. Indeed, Maynard-Smith then made strong arguments that such high-to-low scale information flow has increased in each major transition in biological evolution. However without a well-motivated formal definition of such flow among scales, it is not possible to ground those arguments in a rigorous manner.

A similar phenomenon is seen in descriptions of algorithms or Turing machines. For example, consider an algorithm that determines whether its input is a prime number or not. On the one hand, the behavior of this algorithm is completely specified by its code: how it moves bits around in memory and combines them. On the other hand, the low-level bit-wise behavior of this algorithm may be described as being “determined” by its search for primality. When at some point it takes one branch of a conditional “if” statement rather than another, do we say that it took that branch because the memory was just in a certain position, or because the number 6 is not prime?

The SSC framework provides alternative ways to formalize the information flowing from a high scale down to a low scale of a single system, which are more directly grounded in the relation between the behaviors at different scales of a single system. The overall idea starts by using SSC to solve for the scale(s) at which to analyze the system, rather than rely on the scale(s) being pre-specified in an ad hoc manner. We then define the associated information flow from the coarse scale to the fine scale by treating ($\phi$ and) $\rho$ as an information channel. We refer to any such quantification based on SSC as **inter-scale causality**, in analogy with “Granger causality”.

As an example of inter-scale causality, we might argue that the amount of information needed to construct an observable of $X_t$, given any particular $y_t$, is the entropy of $X_t$ under the probability distribution conditioned on $y_t$ at the previous time step (for illustrative simplicity here we consider discrete time steps). Aver-
aging that over $y_t$ and then over $t$ gives us

$$- \int d\Delta t \ W(\Delta t) \ H_{\mathcal{P}_{\pi,\varphi,\rho}}(\Omega_{\Delta t} \mid \Omega'_{\Delta t-1})$$

(29)

A slight variant of this measure arises if we wish to normalize each of the conditional entropies $H_{\mathcal{P}_{\pi,\varphi,\rho}}(\Omega_{\Delta t} \mid \Omega'_{\Delta t-1})$ by subtracting it from $H_{\mathcal{P}_{\pi,\varphi,\rho}}(\Omega_{\Delta t})$. This difference tells us how much extra information about the value of $\omega_t$ is provided by $\omega'_{t-1}$, beyond the prior information concerning $\omega_t$. With this normalization our measure of information flow becomes

$$- \int d\Delta t \ W(\Delta t) \ I_{\mathcal{P}_{\pi,\varphi,\rho}}(\Omega'_{\Delta t} \mid \Omega_{\Delta t})$$

(30)

This is just the time-averaged mutual information presented in Eq. (18). After that original presentation, it was criticized, which led our replacing it with the mutual information of the time average, in Eq. (20), or even with the conditional entropy of the time average, $H_{\mathcal{P}_{\pi,\varphi,\rho}}(\Omega \mid \Omega')$. Note though that here we are interested in quantifying information flow from the time series over $\Omega'$ (predicted from the time series over $Y$) to the time series over $\Omega$ (the observable applied to the time series over $X$). We are not interested in formalizing how accurately we can predict $\omega_t$ from $\omega'_t$ (or $y_t$), which was our goal when discussing Eq. (18) and Eq. (20).

Note the essential difference between this way of formalizing the information flow from a coarse scale to a fine scale and formalizing it as the transfer entropy [73] from the coarse scale to the fine scale. A core concern in the definition of transfer entropy is that it only depend on how much the time series $y_t$ tells us about $x_t$ that does not arise through direct dependence of $x_t$ on $x_{t-1}$. For example, if $x_t \rightarrow y_t$ is a single-valued invertible mapping, then $y_{t+1}$ will have high mutual information with $x_{t+1}$, even though there is no novel information that flows from $y_{t+1}$ to $x_{t+1}$, only different echoes of $x_t$. Transfer entropy is explicitly designed to remove such effects arising from the direct dependence of $x_t$ on $x_{t-1}$.

However this “direct dependence” that transfer entropy is designed to ignore is precisely what we want to capture when considering information flow among scales. In particular, it is precisely what the measures suggested in Eq. (29) and Eq. (30) are designed to capture.

Simply put, information flow between scales of a single system is fundamentally different from information flow between physically separate systems, and therefore should be quantified differently.

### 9.3 Other potential applications of SSC

Several other potential applications of SSC to other topics in science suggest themselves:
• How complexity changes over time. Note that as we go from $t$ to $t + 1$ to $t + 2$, etc., we can evaluate the SSC compression complexity taking each of those times as the “initial time”. This would then give us a dynamics of the complexity of a system. In particular, this gives a formal framework in which to evaluate the degree to which statement such as “the complexity of biological systems grows in time” are true.

• Quantifying some aspects of the philosophy of scientific theories. Scientific theories have many aspects of value: pragmatic, economic, aesthetic, and others. From the pragmatic viewpoint of predictability, however, one aspect that is often not considered is that of the computational cost of calculating a prediction within a given scientific theory. Indeed, a scientific theory that makes predictions in theory, but for which in practice even simple predictions cannot be calculated in the lifetime of the universe is completely useless from the viewpoint of prediction. In contrast, the computational cost of prediction is a core concern of our SSC framework. Could this be used to evaluate candidate string theories? However beautiful it might be, if some candidate string theory is completely useless for predictions (even setting aside the issues of whether we’ll ever be able to build a device to carry out an experiment), then perhaps we might be better off considering a variant of the theory with more feasible predictive power.

• Comparing systems, from fields near and far. SSC provides a generic method of comparing systems: if two systems (say, of the same type—e. g. two networks, or two economies) have the same optimal SSC compression, this tells us something about the commonalities between the systems. More intriguingly, this statement holds even for completely different types of systems: if an economy has some good state-space compression that is the same as a state-space compression of some multi-cellular organism, that again highlights some commonality between the two.

10 Conclusions

This preliminary report has presented a new framework for understanding how we construct higher-level descriptions of complex systems. We have introduced the problem through a series of illustrations, defined the key quantities, and provided three explicit examples of how this framework can be applied to basic problems in computer science, biology, and the physics of networks. Having built an intuition for the method, we then compared this framework to a number of influential suggestions in the literature.
Our framework makes explicit two core questions for both the scientist and engineer: how accurate a theory is, and how difficult it is to work with. We have presented new theoretical results for how to quantify the answers to these questions, and how to combine them into a single objective function.

By formalizing the goals of a scientist engaged in providing a coarse-grained description of a system, state space compression allows us to compare and contrast a wide variety of systems. It provides novel ways to address long-standing problems that arise both within fields and between disciplines, where the question of “how much to ignore” becomes critical.
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