Testing the Construct Validity and Reliability of Curiosity Scale Using Confirmatory Factor Analysis
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Abstract

Curiosity is one of the important characters that should be acquired by every elementary student in Indonesia. Currently, a standardized instrument to measure the student’s curiosity has not yet available. This study aims to test the construct validity and reliability of the developed curiosity scale. The research involved 300 random samples from 565 students of the fifth grade of elementary school in Ngaglik district of Sleman region, in Yogyakarta, Indonesia. The data was analyzed with the second order confirmatory factor analysis using LISREL 8.80 software. The results show that the developed curiosity scale had fulfilled the criteria of goodness of fit, convergent validity, discriminant validity, construct reliability and omega composite reliability. Therefore, the developed scale was feasible to use.
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1. Introduction

Education is an important foundation for every nation’s development (Mustapha & Bolaji, 2015). Indonesia’s national education system has a goal to produce intelligent, skillful and characterful citizens. Regarding to the character, the government has recently developed a character education from the early childhood to the higher education level. It is expected that character education would produce educated citizens with good personalities and values of hard-working, discipline, ethics, religiousness, honesty, politeness, tolerance, confidence, patriotism, curiosity, and many more. This idea is in line with Lickona (1991) who believes that character education aims to create a student’s personality. Similarly, Berkowitz & Bier (2005) state that character education encourages the student’s ethics development through universal values teaching.

The aforementioned description shows that curiosity has become one of the goals of character education for several reasons. According to Gülten, Yaman, & Özsarı (2011), curiosity serves some
benefits like strengthening social relationship, preventing Alzheimer, and supporting learning activities. Therefore, a curious person is prone to be happy and innovative. Curiosity encourages a student to gain new experiences and to learn from his surroundings. Engel (2015) argues that curiosity is an important component in learning. Thus, stimulating the student’s curiosity should be an essential part of education and learning.

To obtain data on the quality of the students’ curiosity, an assessment is needed. Assessment is a set of procedures that is designed to receive information about the students’ growth, development and achievement to be compared with a certain standard (Shermis & Di Vesta, 2011). Clements & Cord (2013) state that an assessment is an important component in learning process. The assessment could identify and evaluate the students’ strengths and weaknesses, assess the students’ learning process, monitor and provide feedback on the students’ progress. Thus, an assessment instrument for teachers is urgently required.

In reality, an assessment instrument on curiosity based on psychometrics criteria is currently not available. Consequently, teachers apply simple instrument that does not reflect scientific results. This research is aimed to develop a curiosity scale that meets two psychometric criteria which are validity and reliability.

2. Literature Review

Worthington & Whittaker (2014) state that factor analysis is a statistical procedure that can be used to reduce the number of observed variables to a small number of latent variables by examining the covariance between observed variables. According to Morata-Ramírez & Holgado-Tello (2013), the use of factor analysis would allow researchers to obtain empirical evidence about the internal structure of measurement instruments, namely the relationship between latent variables and their latent factors to observable variables. McCoach, Gable & Madura (2013) added that the use of factor analysis would enable the researcher to identify number of constructs contained in an instrument and explain the pattern of relationships between observational variables with their constructs and between constructs and latent variables.

When it is viewed from the usage, there are two kinds of factor analysis called as exploratory and confirmatory (Kerlinger, 1996). Exploratory analysis factor is the use of factor analysis to identify any factors underlying a group of variables. This analysis does not hypothesize the number of factors from the items that construct the variables. The items are left alone to form some particular patterns and inform how many factors existing in one variable. In other words, the researcher does not know much about any theories underlying the variables which were measured (Matsunaga, 2011). On the contrary, confirmatory factor analysis aims at examining the validity of the number of factors as they are stated in one variable and the connection between each item and its factor (Furr, 2011).

The difference between exploratory and confirmatory analysis factor located on the perspective on how a factor is formed. On the exploratory analysis factor, theoretical hypothesis is not employed when using analysis factor. The formation of the factors is based on analysis results. Meanwhile, the factor formation on confirmatory analysis factor is based on the hypothesis developed on the prior stage, where the researcher has already known the structure of latent x and Larcker (1981) and Agarwal (2013) that the construct validity test can be carried out by confirmatory factor analysis which has been considered as an appropriate way to see the relationship between observed variables and latent variables (Jackson, Gillaspy & Stephenson, 2009). The CFA examines the relationship between the observed variables and the unobserved variables, in which the researcher uses a hypothetical model to estimate the population covariance matrix compared to the observed sample covariance matrix (Schreiber, Nora, Stage, Barlow & King, 2006).

CFA assumes that the observed variables are imperfect indicators of certain latent variables or underlying constructs (Wijanto, 2008). McCoach, Gable and Madura (1986) argue that in the CFA researchers have postulated a priori specific models and then tested whether the data collected was in accordance with the hypothesized model. Therefore, in CFA the number of factors has been
determined, as well as the hypothesized items to be measured. Associated with many items for each factor, Tabachnick & Fidell (2012) proposed at least three items. In this way, CFA provides information about how well the factor model is hypothesized.

3. Purpose of the Study

The purpose of this study is to test a curiosity scale that fulfills two psychometric criteria which are validity and reliability. The construct validity includes convergent validity and discriminant validity, while the reliability includes construct reliability and composite reliability.

4. Methodology

4.1 Research Approach

This study employed a research and development (R&D) approach which is aimed to develop and validate an educational product (Borg & Gall, 1983). The product of this study was a curiosity scale that met the validity and reliability criteria. The research procedure was adapted from the theory developed by McCoach, Gable & Madura (1986) involving 13 steps as follows: (1) identifying research problems and needs, (2) determining variables, (3) reviewing a comprehensive study on curiosity, (4) writing conceptual and operational definition, (5) constructing indicators, (6) choosing instruments, (7) designing blueprint, (8) writing the items based on the blueprint, (9) conducting content validation qualitatively and quantitatively by some experts, (10) revising the items based on the experts’ suggestions, (11) conducting an empirical field test, (12) conducting validity and reliability analysis with confirmatory factor analysis (CFA) using LISREL 8.80 software and (13) designing the final instrument.

4.2 Sample Size

Sample size requirement for a structural equation modelling (SEM) has become a concern for the researchers. An advance in statistical modelling approach and the easiness of software operation resulted in various sample size requirements in testing a model. Schumacher & Lomax (2010: 42) argue that to achieve a precise calculation with CFA, a researcher needs 250 to 500 respondents, while Hoetler (1983) suggests 500 respondents. Comrey & Lee (1992) determine sample size of 50 - very poor, 100 - poor, 200 – fair, 300 – good, 500 – very good and 1000 – excellent. Besides, Anderson, & Gerbing propose sample size of 150 or more to achieve a minimum standard error. Conclusively, 300 respondents were randomly chosen from 565 elementary school students in Ngaglik district of Sleman region in Yogyakarta, Indonesia.

4.3 Data Analysis

The two main requirements in an instrument development are the validity and reliability of a research model (Bacharach, 1998). Hence, this research used the second order confirmatory factor analysis (2nd order CFA). Brown (2015), O’Rouke & Hatcher (2013) state that CFA is suitable for determining construct validity and instrument reliability. Moreover, Hair, Black, Babin,, & Anderson (2019) express that CFA could be used to test not only construct validity, but also construct reliability. Hill & Hughes (2007) state that CFA allows factors, variance and relationships between latent constructs to be reviewed. In this case, it permits the establishing of both convergent validity and discriminant validity.
5. Findings and Discussion

5.1 Goodness of fit test

A goodness of fit test aims to see how well a theoretical model fits the empirical model. In fact, there is no single rule in testing modeling fit. Hu & Bentler (1998) propose two criteria in assessing modeling fit: comparative fit index (CFI) and roots-mean-square error of approximation (RMSEA). Meanwhile, Gerbing & Anderson (1992) suggest three criteria: p-value of $\chi^2$, normed fit index (NFI) and relative fit index (RFI). Accordingly, this research used the p-value of $\chi^2$, CFI, RMSEA, NFI, and RFI for the assumption testing. The goodness of fit test result showed the value of $\chi^2 = 210.02$; $p$-value $= 0.091$; CFI $= 1.0$; RMSEA $= 0.022$; NFI $= 0.98$ and RFI $= 0.98$. The results indicated that the empirical data fit the developed theoretical model. Thus, it could proceed to an analysis stage.

5.2 Factor Loading

Two results of the second order confirmatory factor analysis are the determination of factor loading ($\lambda$) of each item and factors that develop scale. Initially, the researchers provided four factors that involve 28 items, but after the preliminary analysis it was found that there were only 21 valid items. Table 1 shows the factor loading of every factor and its items.

### Table 1. Factor Loadings Factor and Item

| Factor                              | Item number | Statement                                           | $\lambda$ | $\lambda$ |
|-------------------------------------|-------------|-----------------------------------------------------|-----------|-----------|
| Interested in new things            | 1           | Search for new information on various media         | 0.74      | 0.87      |
|                                     | 2           | Try something new                                    | 0.75      |           |
|                                     | 3           | Investigate new things                               | 0.79      |           |
|                                     | 4           | Observe new things                                   | 0.76      |           |
|                                     | 5           | Use new ways to solve problems                       | 0.79      |           |
|                                     | 6           | Wish for new atmosphere                              | 0.79      |           |
| Question something                  | 9           | Clarify unclear idea                                 | 0.66      |           |
|                                     | 10          | Ask something to anyone who knows more              | 0.74      |           |
|                                     | 11          | Look for answers to my own question                  | 0.74      |           |
| Courage to try                      | 13          | Dare to face failure in trying new things           | 0.77      |           |
|                                     | 16          | Never give up in difficult situation                 | 0.79      |           |
|                                     | 17          | Tackle problems by thinking out of the box           | 0.69      |           |
|                                     | 18          | Solve problems which are different from the job sheet| 0.78      |           |
| Enthusiastic to solve problems      | 19          | Try to search by myself than told by others         | 0.77      |           |
|                                     | 21          | Reject friends’ invitation while doing task         | 0.84      |           |
|                                     | 23          | Keep spirited even if I failed                       | 0.77      |           |
|                                     | 24          | Search for a more difficult task after completing a certain task | 0.70 |           |
|                                     | 25          | Use my spare time to work on a challenging task      | 0.72      |           |
|                                     | 26          | Reduce my break time for completing my task         | 0.84      |           |
|                                     | 27          | Feel anxious when the task is incomplete            | 0.82      |           |

Factor loading is a correlation of each variable and the factor (Field, 2009). Factor loading is a way to interpret the role of every variable in defining its factor. Therefore, a higher factor loading would make the variable more representative for the factor. Concerning this theory, the number of factor loading should be carefully considered. Hair et al. (2019) claim that factor loading of $\geq 0.50$ is practically significant. According to the result of the second order confirmatory factor analysis as presented on table 1, it was found that all items and factors shown factor loading of $> 0.5$. As a result,
all items and factors were practically significant and feasible to be used in data collecting.

5.3 Construct Validity

According to Furr & Bacharach (2003) construct validity refers to an extent to which the measurement score reflects latent construct to be measured. Meanwhile, Hair et al. (2019) define construct validity as an approach to make sure that a set of variables represents the theoretical latent construct which is being measured.

Fornell & Larcker (1998), Agarwal (2013) note that construct validity of confirmatory factor analysis includes two main tests, namely convergent validity test and discriminant validity test. Campbell & Fiske (1959) describe that convergent and discriminant validity are essential requirements on every instrument development to obtain accountable data psychometrically. Accordingly, this research reported both convergent and discriminant validity.

5.3.1 Convergent Validity

Convergent validity refers to the degree to which similar constructs are measured with different variables (Hill & Hughes, 2007; Kenny & Kashy, 1992). In other words, convergent validity ensures that variables belong to the latent construct to be measured (Wang, French & Clay, 2015). Convergent validity is based on the correlation between responses of different variables in measuring the same construct (Peter, 1981: 136). Subsequently, variables should be highly correlated with the latent construct (Engellant, Holland & Piper, 2016).

The amount of factor loading is a fundamental consideration in determining convergent validity (Hair et al., 2019). Igbaria, Zinatelli, Cragg, & Cavaye (1997) demonstrate that a variable is good if the latent variable shows the factor loading of ≥0.50. Hair et al. (2019) recommend an average variance extracted (AVE) as convergent validity measure since AVE could explain the degree to which items are shared between the construct in structural equation modelling (SEM) where AVE 0.5 or more are acceptable as convergent validity.

The scale development in this study involved four constructs, namely interested in new things, question something, courage to try and enthusiastic to solve problems. The result shown that the AVE values for the four constructs respectively were: 0.59, 0.54, 0.58 and 0.61. As all constructs exceeded the threshold AVE value of >0.50, it is concluded that they could measure the latent variables. Hence, they fulfilled the convergent validity criteria.

5.3.2 Discriminant Validity

A discriminant validity test is a requirement in an instrument development that involves latent variable (Ab Hamid, Sami & Sidek, 2017). Discriminant validity which also refers to divergent validity (DeVelis, 2017) means that two concepts should show significant differences conceptually. A discriminant validity test aims to prove that one construct is highly different from the other one (Voorhees, Brady, Calantone, & Ramirez, 2015). Discriminant validity reveals the extent to which a construct is distinguished from other constructs in a model (Hair et al., 2019; Barclay, Higgins, & Thompson, 1995).

Discriminant validity is shown by the correlation between latent constructs which is not too high (Peter, 1981), or low covariance factor (Kenny & Kashy, 1992). Discriminant validity confirms that every latent construct is unique. In other words, one latent construct should not be highly correlated with the other one (Henseler, Ringle, & Sarstedt, 2014). It is fulfilled when the two latent constructs are not correlated theoretically and empirically proven from the scores showing one construct is higher than the other (Bagozzi & Dholakia, 2002).

Hair et al. (2019) state that discriminant validity could be established by correlating one construct to another. If the correlation value of both constructs is lower than 0.85, it means that the
discriminant validity exists. Besides, Fornell, & Larcker (1981) argue that discriminant validity exists if latent variable shows more variances on related indicator variable rather than share with other construct in the same model.

Table 2. Discriminant Validity

| Interest | Question | Courage | Enthusiasm |
|----------|----------|---------|------------|
| 0.77     | 0.73     | 0.76    | 0.78       |
| 0.637    | 0.496    | 0.554   | 0.623      |

The results presented on Table 2 inform that the four latent constructs respectively had square roots of AVE: 0.77, 0.73, 0.76, and 0.78. The square roots of AVE of the four latent constructs were greater than the inter-construct correlation. Conclusively, the four latent constructs had fulfilled the criteria of discriminant validity.

5.4 Reliability

Beside validity, reliability is also required for a scale. Brown (2015) refers reliability to the consistency of the measurement results. Likewise & Robert (2006) states that a reliable instrument could maintain the consistency of the measurement results in a certain range. The degree of consistency is determined by reliability coefficient. Margono (2015) suggests that an instrument is reliable if it could measure the same phenomenon repeatedly, yet it yields relatively consistent results. This study reported two types of reliability, namely constructs and composite reliability.

5.4.1 Construct reliability

According to Retnawati (2017), construct reliability (CR) is a measure of internal consistency of the variables that represent latent construct to be measured. Construct reliability is used to measure to what extent variables underlying the constructs served in structural equation modelling (Zinbarg, Revelle, Yovel, & Li, 2005). Construct reliability could be estimated after the construct validity is proved using confirmatory factor analysis. Based on the factor loading analysis of the factor, construct reliability is estimated (Geldhof, Preacher, & Zyphur, 2014). Gefen, Straub, & Boudreau (2000) suggest that construct reliability coefficient higher than 0.70 is acceptable. A high coefficient indicates high internal consistency. It would only be possible if every variable consistently measure the same latent construct.

The result of this study shown that the four constructs: interested in new things, question something, courage to try and enthusiastic to solve problems have CR coefficient of 0.90, 0.82, 0.87, and 0.90. Referring to the CR coefficient threshold of 0.70 by Gefen, Straub, & Boudreau (2000), it is concluded that every variable in this study was reliable and feasible to use.

5.4.2 Composite Reliability

Composite reliability, known as internal consistency, (Fornell & Larcker, 1981) is the combination reliability of latent constructs underlying a scale (Hair et al. 2019; Geldhof, Preacher, & Zyphur, 2014). Alpha and omega are two popular methods of composite reliability (Bacon, Sauer, & Young, 1995; Peters, 2014; Padilla & Divers, 2015). Dunn, Baguley and Brunsden (2013) suggest that if a researcher is sure that the scale had fulfilled the unidimensional principle, he might use alpha. Conversely, if the researcher is not sure whether the scale is unidimensional, he might use omega. McDonald (1981) clarifies that an instrument is unidimensional if the covariant between the item in the instrument is
zero (0) when it is used by test takers with similar proficiency. Furthermore, omega reliability could estimate the scale reliability more accurately and higher than alpha (Revelle & Zinbarg, 2008). Based on this consideration, omega (ω) reliability was applied in this study. Viladrich, Angulo-Brunet & Doval (2017) claim that the threshold coefficient of composite reliability higher than 0.70 is reliable. The result of this study shown that the scale had coefficient omega of 0.96. Thus, the scale was reliable.

6. Conclusion

Based on the discussion, it is concluded that the four indicators: interested in new things, question something, courage to try and enthusiastic to solve problems which were designed theoretically to develop curiosity scale were proven to meet the criteria of goodness of fit, validity and construct reliability. Furthermore, the scale had fulfilled reliability criterion comprehensively. Therefore, the developed scale was feasible to be used in collecting data to measure the student’s curiosity.
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