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ABSTRACT In recent years, unethical behavior in the cyber-environment has been revealed. The presence of offensive language on social media platforms and automatic detection of such language is becoming a major challenge in modern society. The complexity of natural language constructs makes this task even more challenging. Until now, most of the research has focused on resource-rich languages like English. Roman Urdu and Urdu are two scripts of writing the Urdu language on social media. The Roman script uses the English language characters while the Urdu script uses Urdu language characters. Urdu and Hindi languages are similar with the only difference in their writing script but the Roman scripts of both languages are similar. This study is about the detection of offensive language from the user’s comments presented in a resource-poor language Urdu. We propose the first offensive dataset of Urdu containing user-generated comments from social media. We use individual and combined n-grams techniques to extract features at character-level and word-level. We apply seventeen classifiers from seven machine learning techniques to detect offensive language from both Urdu and Roman Urdu text comments. Experiments show that the regression-based models using character n-grams show superior performance to process the Urdu language. Character-level tri-gram outperforms the other word and character n-grams. LogitBoost and SimpleLogistic outperform the other models and achieve 99.2% and 95.9% values of F-measure on Roman Urdu and Urdu datasets respectively. Our designed dataset is publically available on GitHub for future research.

INDEX TERMS Social media, offensive language detection, natural language Processing, machine learning, text processing.

I. INTRODUCTION Cyberbullying using offensive language on the Internet has become a major problem among all age groups. Automatic detection of offensive language from social media applications, websites and blogs is a difficult but an important task. Social media platforms (like Twitter, YouTube, and Facebook) provide a common place to communicate and share user opinion about various topics like news, videos, and personalities. In the modern age, ease in the availability and popularity of Internet, laptops, tablets and cellphones, cyberbullying can take place anytime and anywhere which turning cyberbullying into a serious problem. There is no eye-to-eye contact among users, which enables a user to present his opinion without any fear.

Social media applications and websites provide a central point of communication among the people of the world. People who are parted from each other based on geographic, religion, skin color, and culture (like division of Indian Sub-continent into India, Pakistan) often attack each other using offensive language [1], [2]. Users usually prefer and feel comfortable to use their native language than English to write their opinion, feedback or comments about online products, videos, articles [3]. Comments with offensive language words should not be visible to other users because it causes cyberbullying. Therefore, it is important to design an automatic system to detect, stop or ban offensive language before it is published online.
YouTube is a popular video website that contains multi-purpose videos. It is the most trafficked website after Google. YouTube has billions of hours of videos watched every day and 1.9 billion monthly active users. Recently, information processing, opinion mining, and behavior analysis from YouTube comments are popular research areas [4], [5]. India is the second source of YouTube traffic with 8.3% contribution and 2.45 million active users. T-Series channel of India is the number one YouTube channel with 2.98 billion views per month. ARY Digital is the number one Pakistani YouTube channel with 5,820,924,305 video views and 10,500,000 subscribers. Since the division of the subcontinent, relationships between Pakistan and India are not good (because of multiple wars in various disputed areas). Both nations mostly understand their national languages (Hindi and Urdu) and criticize each other using offensive language on various topics (e.g., politics and entertainment) on YouTube. Urdu and Hindi are similar with the only difference being in their writing style [6], [7]. The Roman script is the common script that is easily readable, understandable and writable for both languages [8] (see section 2 for detail discussion). That is why automatic detection of offensive comments of Urdu and Roman Urdu is important and has a broader scope.

In recent years, machine learning techniques have been widely used for natural language processing (NLP) especially detection of offensive language and hate speeches from online user comments. For the Arabic language, [9], [10] used n-gram features and machine learning models to detect offensive language from YouTube comments. Ibrohim used machine learning models with n-gram features to detect abusive text from Indonesian social media [11]. For German offensive text detection, [12] used convolutional networks to detect offensive text from the Twitter message. [1] use LSTM and logistic regression to detect offensive comments written in Danish and English language. This paper investigates the performance of different machine learning techniques for Urdu and Roman Urdu text.

There are two main steps in supervised classification: feature extraction and classification. There are several feature extraction and classification techniques. The conventional features for offensive language detection are based on a blacklist [13], lexicon-based [14], pattern matching [15] and n-grams methods [16]. In past several studies used n-gram method for feature selection. N-gram features are based on a sequence of characters or words in the text. Several studies reported that n-gram models outperform the other models [9], [11], [13], [16]. N-gram approach has several applications like spelling correction, next word prediction and text translation.

To the best of our knowledge, offensive language detection from Urdu text comments has not been performed because Urdu is known as a resource-poor language; there is no standard dataset publically available for offensive text detection. In this study, we design and annotate a dataset of offensive text comments written and make it publically available for future research. Individual character or word n-grams have been used in past studies to extract useful words from the offensive text but no research effort investigates the effectiveness of combined n-grams. In this study, we comparatively investigate the performance of both individual and combined character and word n-grams. We also compare seventeen classifiers from seven machine learning techniques for classification of offensive comments of both Urdu and Roman Urdu. Rest of the paper is organized as follows. Similarities and differences between Urdu and Roman Urdu are given in Section II. Related work is discussed in Section III. Methods and techniques used in the study are briefly described in Section IV. Experimental results, discussion and summary are given in Section V. The conclusion is given at the end in section VI.

### II. URDU AND ROMAN URDU SCRIPT

Urdu is the national language of Pakistan and the official language in six states of India. Urdu has more than 300 million speakers all over the world. Urdu is written in Nastaleeq style that is a very complex and rich morphological script [6]. Urdu has many unique features like no capitalization, right-to-left, diacritics, context-sensitive, free word order [17]. In the past, researchers neglected Urdu because of its complex morphology, unique characteristics and the lack of linguistic resources [7].

Hindi is the national language of India. Hindi and Urdu languages are almost the same with the distinction of their writing script [6]. Roman Urdu is written in Roman script (i.e., with English alphabets). It is easy to write on computers, tablets, and cell phones with an English keyboard. Romanagari script of Hindi language is also written in Roman script. The Roman script of both languages is the same and easily readable and understandable by billions of people from India, Pakistan and other regions of the world [8]. Therefore, automatic detection of offensive language from the user’s comments written in Urdu and Roman Urdu script is very vital.

A comparison of both scripts is given in Table 1 that shows that Roman Urdu is more flexibility than Urdu in reading.

| Features               | Roman Urdu | Urdu |
|------------------------|------------|------|
| Alphabets characters   | 26 as the English | 38 |
| Font style             | English    | Nastaleeq |
| Grammars               | No         | Yes  |
| Dictionary             | No         | Yes  |
| Word order             | No         | Yes  |
| Easy to type           | Yes        | No   |
| Easy to read and understand | Yes    | No   |

---

1. [https://www.businessofapps.com/data/youtube-statistics/](https://www.businessofapps.com/data/youtube-statistics/)
2. [https://www.socialbakers.com/statistics/youtube/channels/pakistan](https://www.socialbakers.com/statistics/youtube/channels/pakistan)
writing and understanding because it uses the alphabets and characters of English language and a person with little knowledge of English can read the text of Roman Urdu. There is no standard dictionary of Roman Urdu to know about a word is either a valid or invalid. Similarly, there are no grammatical rules of writing a sentence. As compare to Roman Urdu, Urdu script has its alphabets, dictionary and grammar that makes Urdu a difficult script for writing, reading than Roman Urdu. For example an English language sentence: “That is my school” can be written in Roman Urdu using different ways: “wo mera school ha” or “vo mira skool ha” but in Urdu it can only be written as: “"". Several studies to detect offensive contents are in English and a few other languages like Arabic [2], German [12], Indonesian [11]. To the best of our knowledge, this is the first work to detect offensive language from Urdu text.

III. RELATED WORK

Recently, an increasing amount of attention of computational linguistic community has been given to detect offensive language and hate speech from several online social media applications like YouTube [9], [18], [19], Twitter [2], [12], [15], Facebook [1] and blogs [20–22]. People from all over the world share their comments about the uploaded images, videos and products on social media platforms. Because of the difference in nationality, culture, religion, and race, user comments usually include offensive or hate words that cause cyberbullying among the users [14], [23]. Therefore, it is important to detect and remove offensive comments automatically. Various features of a language and the complexity of natural language constructs make this a more challenging task.

Automatic detection of offensive language from social media has become a trending topic of research in recent years. Several machine learning methods have been applied to the text of various languages. Lexicon-based approach was used to detect hate speech from websites such as blogs and forums [14], [22]. Bouazizi applied a pattern-based approach to detect sarcasm from Twitter posts and also compared the performance of the proposed method with Random Forest, SVM, k-NN and, maximum entropy classifier [15]. In the study of Lee, they detected abusive text by designing two lists of abusive words and non-abusive words [13]. Burnap used supervised classifiers Random Forest and SVM to detect hate speech on Twitter [23]. Watanabe used a programmatic approach to performs hate speech detection from tweets [2]. All these studies employed only a couple of machine learning classifiers to compare the performance with proposed approaches but the power of machine learning classifiers have not been fully explored. Therefore, it is required to comparatively analyze the performance of various machine learning classifiers to detect offensive language from the text.

Performance of a classifier heavily depends on the number of features and the quality of the features selected by feature selection approaches. Several studies show that n-gram approaches at the character and word level are very effective to detect offensive language than Bag of Word (BoW) [2], [15], [23]. [16] explored word n-grams to detect offensive language from tweets. [9], [19] employed word n-grams to detect offensive language from YouTube comments [20], [22], [24] also used word n-grams to detect offensive language from the comments collected from blogs and emails. Similarly, for character n-grams, [25], [26] used character n-grams to detect offensive language from tweets. [1] also used BoW and character n-grams to detect offensive and hate speech from tweets and comments collected from Twitter, Reddit and Facebook. All these studies use either word n-grams or character n-grams but the power of both techniques has not been explored yet. [11], [13] use a character n-grams and word n-gram approaches to detect abusive text by creating a list of abusive words. [11] shows that uni+bigrams features performed best with NaiveBayes. For Roman Urdu sentiment analysis task, the uni-gram approach showed the best performance on YouTube comments [27]. In this study, we applied both character n-gram and word n-grams to detect offensive language from text comments of Urdu and Roman Urdu.

Until now, most of the research has focused on resource-rich languages like English while resource-poor languages could not gain the attention of the researchers because of the lack of language resources like annotated datasets. Recently, various machine learning techniques have been used to detect offensive and hate speech detection from social media text of different languages other than English. In the study of [22], a classifier ensemble techniques were used to detect offensive text from the web pages of the Portuguese language. For the Arabic language, [9], [10] used n-gram methods to detect offensive language from online comments. Ibrohim uses naïve bayes, decision tree and support vector machine on n-gram features to detect abusive text taken from Indonesian social media [11]. Sigurbergsson applied machine learning models to detect offensive language from the Danish language [1] and Schneider also used various models of machine learning to classify German language tweets to detect offensive text [12]. In this study, we design a dataset of comments of a resource-poor language Urdu from YouTube videos and apply and compare machine learning models to automatically detect abusive comments.

From the last decade, social media platforms are the popular sources to collect public opinion, views, and trends about some person, product, video etc. [11] collected a Twitter dataset of Indonesian language tweets for abusive language detection. After cleaning the dataset and removing the duplicates, 2,500 tweets were used in final experiments. [10] designed a dataset of 16,000 comments from YouTube to detect offensive language. [22] used 1,250 comments of Portuguese language collected from Brazilian websites to detect offensive text. In this study, we collected comments of Urdu language from YouTube and design a dataset to detect offensive language. A summary of the work reviewed in this section is given in Table 2.
### A. RESEARCH GAPS OF THE STUDY

Based on the literature discussed above and given in Table 2, we recognized the following gaps in offensive language detection from user comments on social media.

- **Dataset preparation:** It can be seen from Table 2 that the English language has several research studies as compared to other resource-poor languages because of the available language resources like datasets. Urdu is also a resource-poor language and to the best of our knowledge, there is no public annotated dataset of Urdu that can be used for offensive language detection. In this study, we collect comments and annotate them manually to design a dataset from YouTube videos.

- **Feature selection:** From Table 2, it can be seen that the n-gram approach is effective and popular in the detection of offensive language. All the studies used either word n-grams or character n-gram methods. None of the studies compares the performance of character n-gram with word n-gram to detect offensive language. Moreover, none of the studies explores the effects of these n-gram approaches after combining them.

- **Classification models:** previous research studies used few of the machine learning classifiers (one to four). None of the studies explores the performance of various machine learning classifiers to classify text into offensive and non-offensive. In this study, we have found that regression-based classifiers achieved better performance than other popular classifiers.

- **Urdu and Roman Urdu scripts:** Although several studies process and compare several feature selection methods [28] and classifiers [17] for Urdu text document classification and Roman Urdu text classification [27]. However, to the best of our knowledge, it is the first study that explores, evaluates and compares machine learning methods to process and detect offensive language from both Urdu and Roman Urdu text.

### IV. MATERIAL AND METHODS

In this section, we explain the proposed combined n-gram approach used to detect offensive language from Roman Urdu and Urdu text. First, we collect comments from YouTube videos and manually annotate these comments to offensive or non-offensive to design Urdu Offensive Dataset (UOD). Second, we clean and tokenize both Urdu and Roman Urdu datasets. Third, we extract six types of character n-grams features and six types of word n-grams (uni-gram, bi-gram, tri-gram, uni+bi-gram, bi+tri-gram, and uni+bi+tri-gram). Forth, using generated n-grams in the previous step, we classify the comments into offensive and non-offensive comments using seventeen supervised classifiers that belong to seven machine learning techniques. Last, we evaluate and compare the performance of these classifiers. All the n-grams and classifiers used in this study are shown in Figure 1.

### A. OFFENSIVE LANGUAGE DATASETS

There are many datasets available to detect offensive text of resource-rich languages like English as shown in Table 2.

---

**TABLE 2. Comparison of past studies about offensive language detection from social media comments**

| Reference | Language | Platform         | Feature extraction methods                  | Classification models         |
|-----------|----------|------------------|---------------------------------------------|------------------------------|
| [9]       | Arabic   | YouTube          | Word n-grams                               | SVM                          |
| [22]      | English, Portuguese | Twitter, Blogs | hatetword2vec, hatedoc2vec, Unigram        | NB and SVM                    |
| [13]      | English  | Twitter, Articles| Abusive and non-abusive word list           | Unsupervised learning         |
| [36]      | English  | Twitter          | Word n-grams, hate or non-hate words list  | SVM (linear, polynomial, radial) |
| [11]      | Indonesian | Twitter        | Word and char. n-grams                    | NB, SVM, RF                  |
| [1]       | Danish, English | Twitter, Reddit, Facebook | BoW, char. n-grams                       | LR, BiLSTM                   |
| [12]      | German   | Twitter          | Twitter and Wikipedia embedding,           | CNN                          |
| [16]      | English  | Twitter          | Word n-grams (1-8)                         | SVM                          |
| [20]      | Japanese | Blogs            | Word n-grams (1-5)                         | SVM                          |
| [37]      | English  | Twitter          | BoW, Word n-grams (1-3) and Char. n-grams  | NB, LR, SVM, RF, Gradient Boosted Trees, CNN, RNN |
| [21]      | English  | News Group       | Complement, NB, Multinomial, Updateable NB, | Decision Table NB (DTNB)      |
| [25]      | English  | Twitter          | Char. n-gram, BoW                          | Logistic Regression, SVM, CNN |
| [19]      | English  | YouTube          | Lexical Syntactic Feature, Word n-grams (2, 3, 5), BoW | NB, SVM                      |
| [26]      | English  | Twitter          | Char. n-grams (1-4)                        | LR, Graph Convolutional Network |
| [41]      | English  | Twitter          | Word Unigram                               | SVM, BiLSTM, CNN             |
M. P. Akhter et al.: Automatic Detection of Offensive Language

In this study, we used two datasets of Roman Urdu and Urdu languages. For Roman Urdu, we use a dataset that is publically available at GitHub. For Urdu language, we design a dataset from YouTube videos because there is no publically available dataset. The detail discussion of both datasets is given in this section and a summary is given in Table 3.

1) ROMAN URDU DATASET
A Roman Urdu dataset is publically available at GitHub. This dataset contains 1,47,000 user comments collected from multiple videos from YouTube. This dataset is available in comma-separated file (CSV) format. Each comment is labelled either offensive or non-offensive. In this study, we use the subset of this dataset and randomly extracted ten thousand comments from this dataset.

2) URDU OFFENSIVE DATASET (UOD)
Because there is no standard dataset of Urdu that can be used for offensive language detection. Therefore, we collect 2,171 comments and design a dataset of Urdu language from YouTube videos. All the comments are manually collected from political, entertainment, sports, and religion videos uploaded by India and Pakistan. Three annotators that are graduate students and are local speakers of the Urdu language annotate Dataset. We provided them with a set of comments and a question “a comment either is offensive or non-offensive?” We clean the dataset by removing non-Urdu words and characters, URLs, numbers and special characters from each comment. Our designed dataset and a subset of Roman Urdu dataset used in this study are publically available in CSV formats on GitHub.4

B. WORD N-GRAM AND CHARACTER N-GRAM
Features play an important role in the classification task by classifiers and are extracted from the text under analysis. n-gram features consist of a contiguous sequence of n words or characters. For natural language processing, n-gram is a popular and useful technique that is used to assign a probability value to a word or a sequence of words from the text. Classifiers use the assigned probability value to classify the text. Followings are the popular n-grams:

- Uni-gram: a feature made of single word or character (i.e. n = 1)
- Bi-gram: a feature based on two contiguous words in the text (i.e. n = 2)
- Tri-grams: it is based on three contiguous words or characters (i.e. n = 3)

The number of n-grams from a sentence can be calculated as given below:

\[ Ngrams = X - (N - 1) \]  \hspace{1cm} (1)

where X is the number of words (or characters) in a sentence and N is the number of contiguous words (or characters). Examples of extracting n-grams from a sentence of Roman Urdu and Urdu are given in Table 4. A sentence has five words. There are five uni-grams, four bi-grams and three tri-grams.

Character n-grams are another feature type that represents a text as a sequence of characters. Character n-gram is different from word n-gram where n is the number of contiguous

---

3 https://github.com/shaheerakr/roman-urdu-abusive-comment-detector
4 https://github.com/pervezbcs/Urdu-Abusive-Dataset
characters instead of words. In this study, we employed uni-
gram, bi-gram, and tri-gram to extract features from the com-
ments. We also combined n-grams to extract complex features
like uni + bi-gram, bi + tri-gram, and uni + bi + tri-grams. Here
‘+’ character show the group of one n-gram with another
[11], [29]. For example, uni + bi-gram features means all the
n-grams of length one and two (see Table 4). The number
of extracted character n-grams and word n-grams from both
datasets are given in Table 5.

### C. MACHINE LEARNING TECHNIQUES

In this section, we give a brief introduction of machine learn-
ing techniques used in this study to detect offensive language
from Urdu and Roman Urdu scripts. We used seventeen
classifiers from seven machine learning techniques. We used
a popular data mining tool WEKA [30] for the experiments.
For a detail description of these classifiers, please see the
online documentation of WEKA. However, here we describe
these classifiers.

1) **BAYESIAN MODELS**

These models are based on Bayes theorem and conditional
probability. Bayes models are simple, useful and easy to build
for large datasets. Bayes theorem is as follows:

\[
P(C|D) = \frac{P(D|C) \times P(C)}{P(D)}
\]

where \(C\) and \(D\) are two events and \(P(D) \neq 0\). \(P(D)\) and
\(P(C)\) are the prior probabilities of observing \(D\) and \(C\) without
regard to each other. \(P(D|C)\) is the probability of observing
event \(D\) given that \(C\) is true. We used two Bayes models:
Naïve Bayes (NB) and Bayes Network (BayesNet).

- **Naïve Bayes (NB)**: it has a simple structure than
BayesNet where the classification node is the parent
node of all the other nodes. In learning, NB assumes that
all the features of a dataset are independent of each other.
Because of this assumption, NB is efficient and easy to
construct.

2) **NEAREST NEIGHBORS**

Assigns a label to an instance based on the labels of its k-
nearest neighbors. Its performance is based on the value of \(k\)
and the similarity measure that is used to predict the class of
an instance. For a large dataset, it is computationally expen-
sive. In this study, we used Instance-Based Learning (IBk)
model with Euclidean Distance to measure the similarity
among the \(k\) instances.

3) **TREE**

These models construct a tree from the given data. Nodes of
a tree represent attributes or features of an example with its
importance to classify it. Leave nodes of the tree represent
classes in the data. Easy to interpret but complex and time-
consuming for a high dimensional dataset. We used three
tree-based models: Hoeffding Tree, J48, and Reduced Error
Pruning Tree (REPTree).

- **Hoeffding Tree**: use Hoeffding bound to calculate a cer-
tain level of confidence score and to decide how many
examples are needed to achieve that confidence.
- **J48**: is a decision tree-based model that is an extension
of the ID3 algorithm. It constructs a decision tree from
the training data and prunes it.
- **REPTree**: produces a fast decision tree using informa-
tion gain and prune the produced tree using reduce error
pruning. It can produce multiple trees and choose the
fine one.

4) **RANDOM**

Random algorithms construct a tree by considering \(k\) ran-
domly chosen attributes at each node. Random behavior of

---

**TABLE 4. Examples of designing n-grams from Roman Urdu and Urdu sentence.**

| N-grams | Roman Urdu | Urdu |
|---------|------------|------|
| Sentence | Wo ek chotiya banda ha | وہ ایک چوٹیاہندہ ہے |
| Unigram | ‘wo’, ‘ek’, ‘chotia’, ‘banda’, ‘ha’ | ایک، چوٹیا، ہندہ، وہ |
| Bigram | ‘wo ek’, ‘ek chotia’, ‘chotia banda’, ‘banda ha’ | ایک، چوٹیا، ہندہ، ایک، چوٹیاہندہ ہے |
| Trigram | ‘wo ek chotia’, ‘ek chotia banda’, ‘chotia banda ha’ | ایک، چوٹیاہندہ ہے، ایک، چوٹیاہندہ ہے |

**TABLE 5. No. of character-level and word-level n-grams extracted from both datasets.**

| N-gram/Type | Word | Char |
|-------------|------|------|
|             | Roman Urdu | Urdu | Roman Urdu | Urdu |
| Uni-gram    | 3316  | 2705 | 28        | 50   |
| Bi-gram     | 4179  | 2430 | 665       | 864  |
| Tri-gram    | 3277  | 17774| 2520      | 1281 |
| Uni+Bi-gram | 4179  | 1921 | 691       | 911  |
| Bi+Tri-gram | 2196  | 2449 | 1227      | 863  |
| Uni+Bi+Tri-gram | 1496 | 1853 | 1186     | 1259 |
a model helps to reduce both errors due to bias and error due to variance [31]. We used Random Tree and Random Forest models that are described below:

- **Random Tree**: is like a decision tree but it does not use all the features of a dataset to construct a tree. It randomly selects some features to construct a decision tree for the classification task.
- **Random Forest**: It consists of multiple decision trees. Each tree is constructed using a subset of features. Each tree is used for the classification task but the final classification is performed using aggregating the classification results (like using majority voting) of all the trees.

5) **REGRESSION**

Use a statistical process to measure the relationship between a dependent variable and one or more independent variables. We use three regression-based models called linear multinomial logistic regression with a ridge estimator (Logistic), additive logistic regression (LogitBoost), and regression model with simple regression function (SimpleLogistic).

- **Logistic**: it builds a model using multinomial logistic regression with ridge estimator. It replaces missing attributes and transforms nominal attributes into numeric attributes. It can also handle weighted and non-weighted instances.
- **LogitBoost**: is based on AdaBoost procedure that trains the model on weighted samples. It assigns higher weights to misclassified samples. After performing a sequence of steps, the final classifier is the linear combination of classifiers at each stage [32].
- **SimpleLogistic**: by using LogitBoost algorithm, it fits a multinomial logistic regression model. In training or learning the dataset, in each iteration, it adds one simple linear regression model per class into the logistic regression model. It stops adding linear regression models when cross-validation error no longer decreases.

6) **SUPPORT VECTOR MACHINE**

Learns n-dimensional hyperplane that separates examples into classes. It can classify both linear and non-linear data. High memory and poor interpretability are its drawbacks when cross-validation error no longer decreases.

7) **RULE-BASED**

These models implement a propositional rule learner. For each label, exactly one rule is defined. A rule is to build by trying every possible value of each attribute and select the condition with the highest information gain. In this study, OneR and JRip are used.

- **OneR**: is a simple rule-based classifier that constructs one rule for each predictor in rules learning. The rule with minimum error is selected for the final classification.
- **JRip**: is based on propositional rule learner RIPPER (Repetitive Incremental Pruning to Produce Error Reduction) that incrementally learns rules and then optimizes these rules. First, it constructs rules for all positive instances and then prunes them. It is efficient on a large noisy dataset for classification task [18].

D. **PERFORMANCE EVALUATION MEASURES**

To measure the classification performance, we used the most common performance measures used for classification task: F-measure [34], [35]. F-measure can be calculated using True Positive (TP), False Positive (FP), False Negative (FN) of a confusion matrix [17]. TP is the number of comments correctly predicted as the positive class (offensive). FP is the number of comments predicted wrongly as the positive class when it was not. FN is the number of comments predicted wrongly as the negative class (non-offensive) when it was not. F-measure is the harmonic mean of precision and recall values. F-measure can be calculated as:

\[
F - \text{measure} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

where precision and recall can be calculated as given below:

\[
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN}
\]

V. **RESULTS AND DISCUSSION**

In this section, the experimental results are discussed. During experiments, we investigated the following questions:
• Which n-gram technique (word or character) outperforms others?
• Are individual n-grams better than combined n-grams?
• Which machine learning technique is the best for offensive language detection?
• In each technique, which classifier is the best to classify offensive and non-offensive comments?

Because the datasets are not divided into training, testing or validation sets, we used ten-fold cross-validation to train and test the machine learning models [17], [36]. All the experiments have been performed using open source and publically available software WEKA.

A. WORD N-GRAMS

In this section, we evaluate the performance of our models on six types of word n-grams. For Roman Urdu, as shown in Figure 2, it can be seen that uni-gram is the best n-gram than other individual or combined n-grams because most of the classifiers achieved maximum performance using uni-gram. It is because the single word or uni-gram are prominent in offensive comments such as “harami”, “kutta”, and “chotiya”. It also endorsed the findings of [2]. Regression-based classifier SimpleLogistic and SVM linear outperform the other models on uni-gram as concluded in [16] and achieved 94.2% F-measure value. For combined word n-grams, after uni-gram, uni+bi+tri-gram shows better performance than the other four n-grams. SVM polynomial shows better result than other models on uni+bi+tri n-grams and achieves 92% score of F-measure. OneR shows worse than all the other models as it constructs one rule only from the dataset as compare to JRip that incrementally learns rules and optimizes that rule [18].

To detect offensive language from Urdu dataset, again uni-gram is more accurate and superior over other n-grams. Tree-based REPtree model outperforms the other models on uni-gram. Because of information gain and reduce error pruning techniques to build and prune the tree, REPtree achieves the highest value 94.7% of F-measure. SVM sigmoid outperforms better with 85.2% F-measure on bi-gram and SVM polynomial performs superior with 74.1% score on tri-gram features. For combined n-grams, again REPtree achieves high performance on both uni+ bi-gram and uni+bi+tri-gram features and achieves 94.5% and 94.4% F-measure value respectively. Hoefding tree failed to achieve a certain level of confidence score to classify offensive and non-offensive comments from both datasets.

B. CHARACTER N-GRAMS

For character n-grams, F-measure scores achieved by each classifier on Roman Urdu are shown in Figure 4. Regression-based model LogitBoost outperforms the other models and achieves 99.2% value of F-measure on the tri-gram feature. LogitBoost also shows maximum performance on all the individual or combined n-grams except uni-gram. SVM radial shows better performance than other models on uni-gram and achieved 77.3% F-measure that is 21.9% less than LogitBoost performance. On combined n-grams, LogitBoost again outperforms the others. It achieves 96.0%, 98.6% and 98.4% values of F-measure on uni+bi-gram, bi+tri-gram and uni+bi+tri-gram feature respectively. Hoefding tree and OneR perform the worse than the other models the same as in the case of word n-grams as shown and discussed in the previous section.

For Urdu dataset, regression-based model SimpleLogistic outperforms the others models on tri-gram feature and achieves 95.9% F-measure score. SVM radial and polynomial show better results than other models on uni-gram and bi-gram as it is shown in Figure 5. For combined n-grams, again, uni+bi+tri-gram feature outperforms than others and SVM polynomial achieved 95.5% values of F-measure. Random Tree and OneR models perform worse than other models on all the features.

After the analysis of both Figure 4 and Figure 5, for character n-grams, we conclude that character tri-gram is the best feature and very helpful in the detection of offensive language for both Roman Urdu and Urdu datasets. It is because one or two characters do not design meaningful words of Urdu and Roman Urdu script. These words are usually known as stopwords. The study of [17] concludes that stopwords of Urdu decrease the performance of classifiers. The performance of regression-based models LogitBoost and SimpleLogistic are outstanding at character n-grams features except for uni-gram. Again, OneR performs worse than other models. For word n-grams, uni-gram approach outperforms the others on both datasets. For character n-grams, tri-gram outperforms the others on both datasets.

C. WORD N-GRAMS VS. CHARACTER N-GRAMS

If we analyze the performance of both words n-grams and character n-grams on Urdu and Roman Urdu datasets, we conclude that individual n-grams are better than combined...
n-grams. It can also be concluded that character n-gram shows better performance than word n-grams to detect offensive language and it endorsed the findings of [1], [37] on offensive text detection on English and Danish languages. For character n-grams, tri-gram is the most effective n-gram than other character n-grams (individual or combined). Character tri-gram achieved 95.9% and 99.2% F-measure values on Urdu and Roman Urdu respectively. Learning the complex morphology of Urdu and the insufficient number of samples in Urdu dataset are affecting the performance of machine learning models than Roman Urdu. For word n-grams, the performance of uni-gram is the best n-gram than other word n-grams. Word uni-gram achieved 94.2% F-measure on Roman Urdu and 94.7% values of F-measure on Urdu. We have also compared the combined n-grams of word n-grams or character n-grams. For combined word n-grams, uni+bi+tri-gram and uni+bi-gram perform better than other word n-grams as they achieved 92% and 94.5% F-measure values on Roman Urdu and Urdu datasets respectively. At combined character n-grams, bi+tri-gram and uni+bi+tri-gram features achieved 98.6% and 95.5% F-measure scores and showed the best performance on Roman Urdu and Urdu respectively.

D. PERFORMANCE COMPARISON OF MACHINE LEARNING MODELS

After the analysis of n-gram methods, in this section, we compare the overall performance of machine learning models to classify comments into offensive or non-offensive comments. Table 6 shows the maximum F-measure scores of each model
achieved on both character n-grams and word n-grams. All the models except k-NN and SVM show the best performance with the default parameters as given in the WEKA. k-NN with $k = 11$ and $k = 6$ achieves the best performance on Roman Urdu and Urdu respectively. SVM radial with $g = 0.0$, sigmoid with $g = 0.1$, and polynomial with $d = 2$ and $g = 0.1$ achieve the best F-measure scores on Urdu. For Roman Urdu, SVM radial and sigmoid show high performance with $g = 0.0$ but SVM polynomial with $d = 2$ and $g = 0.3$ shows the best performance.

From the analysis of values in Table 6, we conclude that regression-based models are the most effective than other models on both datasets with character tri-gram features. LogitBoost achieved 99.2% F-measure on Roman Urdu while SimpleLogistic outperforms the others on Urdu dataset and achieved 95.9% score of F-measure. Overall, character n-grams perform better than word n-grams with all the machine learning models except Random Tree and SVM sigmoid. Character tri-gram shows superior performance with most of the models on both datasets. Combined n-gram features at both word n-grams and character n-grams do not perform well with most of the classifiers.

For Bayes theorem models, BayesNet achieves better performance than NB on character bi-gram and tri-gram features on both Roman Urdu and Urdu datasets respectively. Our finding endorsed the findings of [17] about BayesNet in...
the classification of Urdu text documents. k-NN shows the highest performance with $k = 6$ and $k = 11$ using combined character n-grams on both Roman Urdu and Urdu datasets respectively. For tree-based models, REPTree outperforms the j48 and Hoeffding Tree with character tri-gram on both datasets. SVM with polynomial kernel shows better performance than linear, radial and sigmoid kernels using combined character n-gram on both datasets. From random classifiers, Random Forest gives better results than Random Tree on both datasets using combined character n-grams. In regression-based classifiers, SimpleLogistic and LogitBoost outperform the other sixteen classifiers using character tri-grams on Urdu and Roman Urdu. For the rule-based technique, JRip is better to classify offensive language than OneR. JRip achieves
98.2% value of F-measure on Roman Urdu and 92.8% value on Urdu dataset that is 20.4% and 14.9% higher than OneR. In short, LogitBoost and Simple Logistic outperform the other classifiers using character tri-gram on both datasets. Confusion matrices of both LogitBoost and Simple Logistic models are shown in Figure 7. Confusion matrix of LogitBoost, in Figure 7 (a) shows that the classification ratio is 99.19% and the misclassification ratio is less than 1%. For Simple Logistic model in Figure 7 (b), the misclassification ratio is 4.15% only. From the confusion matrix, we conclude that both regression-based models are the effective classifiers from sixteen machine learning classifiers to detect offensive language from the comments of both scripts.

We also compare the efficiency of those models from each machine learning technique who achieved high F-measure values in Table 6. Although regression-based models show superior performance, these models take longer time to build the model than others do. From Table 7, it can be seen that LogitBoost takes 742.11 seconds to build the model and to achieve 99.2% F-measure. Similarly, the time of SimpleLogistic to build the model is 145.55 seconds that is much less than LogitBoost. The most efficient model is the k-NN model that takes 0.01 second to build the model and achieved 92.2% F-measure that is 7% less than LogitBoost.

VI. CONCLUSION

In this work, we performed automatic detection of offensive language from YouTube comments of Roman Urdu and Urdu. Our major contribution is to provide the first dataset of the Urdu language to detect offensive language automatically from the text. We explored the performance of seventeen models from seven machine learning techniques to process and detect offensive language from both Urdu and Roman Urdu datasets. We have also compared the effectiveness of individual as well as combined character n-grams and word n-grams to extract useful features from text to help the models in classification. After the analysis of results from different aspects, we conclude that character n-grams outperform the word n-grams. Character tri-gram is the most effective n-gram feature than other five types of character and word n-grams for both Urdu and Roman Urdu datasets. We also found that combined n-grams do not perform better than individual n-grams. From the seven classification techniques of machine learning, regression-based technique outperforms the other six techniques but these models take longer time to build the model. LogitBoost shows superior performance on Roman Urdu using character tri-gram and achieved 99.2% score of F-measure. SimpleLogistic outperforms the others classifiers using character tri-gram on Urdu dataset and achieved 95.8% F-measure value. k-NN takes less time to build the model but its performance is not as good as many other models.

For future work, we aimed to apply neural network based models like fully convolutional neural networks [38] and character-level convolutional neural networks [39], [40] approaches for the detection of offensive language for Urdu and Roman Urdu. We have also aimed to design a multilingual text dataset of both languages from other popular social platforms. Our dataset is publically available to reproduce results and to do work in this direction.
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