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Abstract. This paper tests a methodology for tsunami waveform inversion, based on the adjoint method. The method is designed to perform the direct optimization of the tsunami fault parameters, from tide-gauge data, imposing strong geophysical constrains to the inverted solutions, leading to a substantial enhancement of the signal-to-noise ratio, when compared with the classical technique based on Green’s functions of the linear long-wave model. A 4-step inversion procedure, which can be fully automated, consists (i) in the source area delimitation by adjoint backward ray-tracing, (ii) adjoint optimization of the initial sea state, from a vanishing first-guess, (iii) non-linear adjustment of the fault model and (iv) final adjoint optimization in the fault parameter space. That methodology is systematically tested with four different idealized bathymetry and coastline setups (flat bathymetry in an open domain, closed conical circular lake, islands in an open domain and submarine mountains in an open domain) and different amounts of synthetic observation data, and of observational and bathymetric errors. Results show that the method works well in the presence of reasonable amounts of error and it provides, as a by-product, a resolution matrix that contains information on the inversion error, identifying the combinations of source parameters that are best and worst resolved by the inversion.

1 Introduction

Tide gauge data provides information on the location and geometry of tsunami sources that can be used to improve our understanding of the geophysical processes, which are at the origin of the tsunami generation. Different methods for tsunami inversion have been proposed in the past. Abe (1973) developed a backward ray-tracing technique, only requiring the knowledge of the tsunami arrival times, which has been successfully used to locate the boundaries of the source. Backward ray-tracing is unable to give any information on the source shape. Satake (1987, 1989) used Green’s functions technique to invert the coseismic slip, in a set of simple prescribed rectangular sub-faults, from observed tide gauge data. Jonhson et al. (1996) and Johnson (1999) extended that technique to the joint adjustment of tide gauge and geodetic data. Very recently, Piatanesi et al. (2001), following an earlier work by Tinti et al. (1996), performed an extensive set of sensitivity experiments with synthetic data, using finite elements as distributed point sources. Koike and Imamura (2001) proposed a wavelet basis for the sub fault distribution, which allows for a better adjustment of consistent geophysical sources with a smaller number of independent parameters. All these methods assumed that the initial water elevation field is a linear combination of a set of basis function and also that the propagation model is linear.

Pires and Miranda (2001), hereafter referred as PM01, proposed a more general approach to the tsunami inversion problem, making use of the adjoint technique, which has been gaining increasing importance for atmospheric and oceanic data assimilation (cf. the thorough reviews by Ghil and Malanotte-Rizzoli, 1991; Bennet, 1992; Wunsch, 1996) and in non-linear inverse problems (Pires et al., 1996). The adjoint method can be used with non-linear propagation models and it can invert initial fields that are non-linear functions of the independent parameters. On the other hand, the method does not require a good first guess for the fault distribution, necessary in Satake’s (1987) approach, and the computational cost is not overwhelmed by the need to compute a large number of Green’s functions corresponding to every grid point in the domain.

As shown by PM01, the adjoint method can be used for the inversion of distributed sources, in a context quite similar to the one shown by Piatanesi et al. (2001). In the case of distributed sources it is always necessary to constrain the source location in order to obtain a well-conditioned problem, as shown later in this paper. In general, those constraints have been obtained by the addition of independent geophysical data. However, a set of single integrations of the adjoint model provides an objective way to locate the source bound-
aries, by “adjoint ray-tracing”, later explained.

Another, and most relevant characteristic of the adjoint method, is the possibility of direct optimization of the fault parameters, allowing for a strong reduction of the inversion error and for the elimination of spurious sources. Seismic tsunamis give important information about great submarine earthquakes, complementing geophysical data. For those tsunamis, the initial sea-bed deformation in a homogeneous media can be approximated by an analytical model proposed by Okada (1992), which is a non-linear function of 9 fault parameters, describing the fault location, extension and shape. The adjoint method can also be used to directly optimize those parameters.

This paper tests the methodology proposed by PM01 in a series of systematic numerical experiments with synthetic data, where some advantages of the method are explored in some detail and its sensitivity to bathymetric fields, observational and bathymetric errors, source geometry, number of tide gauges, assimilation frequency and extent of the assimilation interval, are assessed. At the same time, those experiments address some known problems in waveform inversion, proposing and testing methodologies to deal with them in the context of the adjoint technique.

Historical tsunamis may provide useful information for seismic risk assessment, because they are linked to great submarine earthquakes, which, although infrequent, contribute very much to the total risk. In some cases (e.g. Baptista et al., 1998), especially when direct seismic observations are absent or scarce, the inversion of tsunami data may usefully constrain the seismic source parameters.

The paper is organized as follows. In Sect. 2 the adjoint method is briefly explained. Section 3 presents the setup of the numerical experiments. Section 4 presents results from a set of unconstrained inversions for different bathymetric fields, putting in evidence the intrinsic ill-conditioning of the inversion problem in an open domain, and the difficulties of the inversion in steep slopes and closed boundaries. Section 5 explains the source delimitation by the adjoint method and tests its performance in the same set of bathymetric fields. Section 6 presents results from the sensitivity experiments with constrained distributed sources. Section 7 proceeds with the inversion of fault parameters and the computation of the corresponding resolution matrix and its eigen-decomposition. The paper concludes in Sect. 8, with a discussion of the main results.

2 Inversion method

The inversion problem in tsunami modelling can be stated as follows: given a set of tide gauge series, find the best initial water displacement field that leads to propagating waveforms that optimally fits the observations at later times. The problem is similar to the 4D-var data assimilation problem in atmospheric and oceanic models (Talagrand and Courtier, 1987) that uses the integration of the linearized adjoint model to compute the gradient of the misfit between observations and simulated series.

It is possible to compute an adjoint model for any forward propagation model. In this study one will use for simplicity the linear shallow water model:

\[
\begin{align*}
\partial_t \zeta &= -\nabla \cdot (hv) \\
\partial_t v &= -g \nabla \zeta
\end{align*}
\]  

with boundary conditions:

\[
\begin{align*}
v \cdot n &= 0 \text{ on a solid boundary defined by the normal } n & (2a) \\
\frac{\partial v}{\partial n} &= 0 \text{ on an open boundary defined by the normal } n, & (2b)
\end{align*}
\]

where \(v = (u, v)\) is the horizontal fluid velocity vector, in the \(x\) and \(y\) directions respectively, \(\zeta\) is the water elevation above the mean sea level, \(h\) is the basin depth, \(g\) is the acceleration of gravity. Equations (1) and (2) are integrated numerically using an upstream scheme.

The inversion problem consists in the minimization of a cost function given by the square misfit between observed and simulated tide gauges, summed over the totality of observations \(N_{\text{obs}}\), in both space and time:

\[
J_{tg} = \sum_{i=1}^{N_{\text{obs}}} \left( \zeta_{\text{obs}}^i - \zeta_{\text{sim}}^i \right)^2.
\]  

The simulated values, \(\zeta_{\text{sim}}^i\), for all time and observation points, are dependent on the initial water surface deformation field \(\zeta_{\text{init}}\). All simulations assume an initial state at rest (\(v = 0\)). Therefore, \(J_{tg}\) is an explicit function of the initial field, \(\zeta_{\text{init}}\), with dimension equal to the number of grid points of the computational domain. However, in the general case, the full inversion is very badly conditioned, even with noise-free observations, if a reduced number of tide gauges is considered in \(J_{tg}\) (Tinti et al., 1996; Piatanesi et al., 2001).

A better inversion conditioning is obtained either by a reduction of the target area for inversion or by expressing the initial field \(\zeta_{\text{init}}\) in terms of a reduced number of parameters, such as: coseismic moments in a set of prescribed sub fault (Satake, 1987, 1989), the seismic parameters of the analytical Okada (1992) formulas (PM01), the initial field components over a wavelet basis (Koike and Imamura, 2001).

The cost function is, therefore, expressed in terms of a control vector \(V_{\text{inv}}\) with the parameters to invert. If \(V_{\text{inv}}\) and \(\zeta_{\text{init}}\) are linearly related and the forward model is linear, then the Green function technique may be applied and the inverted field is the solution of a generalized least squares problem. The adjoint method allows to relax these constraints, giving the possibility of using a non linear forward model or a non linear link between the initial field and the control vector.

The minimum of \(J_{tg}\) is obtained, iteratively, through the gradient descent method using an explicit formula for the gradient of \(J_{tg}\) with respect to the control vector \(V_{\text{inv}}\). This gradient, \(\partial J_{tg}/\partial V_{\text{inv}}\), is obtained by the adjoint method, briefly explained below.
Let \((\varsigma_j, u_j, v_j)^T\) be the transposed state vector at time step \(j\), and \((\delta \varsigma_j, \delta u_j, \delta v_j)^T\) be its perturbation. The perturbation evolves in time according to the linearized model:

\[
(\delta \varsigma_{j+1}, \delta u_{j+1}, \delta v_{j+1}) = T_j(\varsigma_j, u_j, v_j)(\delta \varsigma_j, \delta u_j, \delta v_j),
\]

where the \(T_j\) is a matrix representing the linearized version of the propagation model, which depends on the state vector at time step \(j\). The gradient of \(J_{\rm inv}\) with respect to the initial field is given by a backward integration of the linear adjoint method:

\[
(\delta \varsigma_N^*, \delta u_N^*, \delta v_N^*) = \left( \frac{\partial J_{\rm inv}}{\partial \varsigma_0}, 0, 0 \right),
\]

initialization of the adjoint model \(5a\)

\[
(\delta \varsigma_{j-1}^*, \delta u_{j-1}^*, \delta v_{j-1}^*) = T^*(\varsigma_j, u_j, v_j)(\delta \varsigma_j^*, \delta u_j^*, \delta v_j^*), \quad j = N, ..., 1,
\]

\[
\frac{\partial J_{\rm inv}}{\partial \varsigma_0} = \delta \varsigma_0^*, \quad 5c
\]

where \(N\) is the last instant taken in the assimilation period, \((*)^*\) stands for an adjoint variable and model \((T^*)^*\), using a metric based on the mechanical energy (cf. PM01). The gradient of the cost function \((5c)\) is the final result of the integration of the adjoint model.

In general, the minimization of \(J_{\rm inv}\) starts from a first guess, where \(J_{\rm inv} = J_{\rm fg}\), and proceeds by reducing \(J_{\rm inv}\) until a stopping criterion is reached. In each iteration, a new guess for the initial state \((\varsigma_0)\) can be obtained by an optimization technique (such as the quasi-Newton gradient descent method, cf. Gilbert and LeMaréchal, 1989). If one decides to constrain the initial state, \((5c)\) must be replaced by the gradient of the cost function with respect to the control vector \((V_{\rm inv})\), which is obtained from \((5c)\) by the chain rule:

\[
\frac{\partial J_{\rm inv}}{\partial V_{\rm inv}} = \frac{\partial J_{\rm inv}}{\partial \varsigma_0} \frac{\partial \varsigma_0}{\partial V_{\rm inv}}, \quad 6
\]

where the summation convention was assumed, and the optimization proceeds in the \(V_{\rm inv}\) space. In unconstrained inversions the control vector coincides with \(\varsigma_0\), and \((6)\) is identical to \((5c)\). In spatially delimited inversions \(V_{\rm inv}\) is a subset of \(\varsigma_0\). In the case of seismic tsunamis, \(V_{\rm inv}\) may be the set of Okada fault parameters for one or more faults.

When one uses a control vector whose components have different physical dimensions, which is the case of the Okada (1992) model, it is necessary to adimensionalize the control vector components. In this study, two single faults were assumed, with 9 independent parameters listed in Table 1. The scales for each parameter were chosen to ensure that similar changes in all non-dimensional parameters will lead to comparable sea-bed deformations, which is necessary to improve the conditioning of the minimization (PM01).

The inversion of real tsunamis must be able to deal with experimental errors of different origin. These include: tide gauge observation errors, bathymetric and model errors. The presence of errors implies that the cost function will not converge to zero and so one must define a stopping criterion for the iteration taking into account the existence of a significant noise level. Let \(\sigma_{\text{obs}}^2\) be the variance of the observation error at the tide gauges. The iterations will be stopped when either of the following conditions is reached:

\[
\frac{J_{\text{fg}}}{N_{\text{obs}} \sigma_{\text{obs}}^2} < P_{\text{fg}} \sqrt{\frac{2}{N_{\text{obs}}}} + 1 \approx 1 \quad 7a
\]

\[
|\Delta J_{\text{fg}}| < \Delta_{\text{stop}} \quad 7b
\]

\[
\left| \frac{J_{\text{fg}}}{J_{\text{fg}}} \right| < 10^{-6}, \quad 7c
\]
where $P_{95}$ is the 95th percentile of the standard Gaussian distribution and $\Delta_{\text{stop}}$ is an arbitrary threshold, taken here as $10^{-3} N_{\text{obs}} \sigma_{\text{obs}}^2$. Equation (7a) tests if the noise level is significantly greater than the quadratic misfit ($J_{\text{tg}}$), assuming that the distribution error is white Gaussian noise and that $N_{\text{obs}}$ is large enough to justify the substitution of a $N_{\text{obs}}$-degrees of freedom $\chi^2$ distribution by a Gaussian distribution. Equation (7b) puts a bound on the variation of $J_{\text{tg}}$ between consecutive iterations and stops the iteration in cases where the existence of model errors or of a too restrictive control vector does not allow for a convergence to the true solution. Equation (7c) takes into account round-off errors. A detailed discussion of the stopping criteria in optimization can be found, for example, in Fletcher (1987).

In the case of the inversion of synthetic data, one can compute the goodness of the solution as the relative average error, $\varepsilon$, or the L2-norm misfit, between the true field $s_i^{\text{true}}$ and the inverted $s_i^{\text{in}}$ surface displacement field, at the initial time:

$$
\varepsilon = \left[ \frac{\sum_i (s_i^{\text{true}} - s_i^{\text{in}})^2}{\sum_i (s_i^{\text{true}})^2} \right]^{1/2},
$$

where the sum spans over all the spatial domain. Other measures of the misfit, also used in this paper, which do not require the knowledge of the true initial state, are the relative change of the cost function ($J_{\text{tg}}/J_{\text{fg}}$) and ratio between the cost function and the noise level $J_{\text{tg}}/(N_{\text{obs}} \sigma_{\text{obs}}^2)$.

The inversion method to be applied consists in the 4 following steps: (1) Objective spatial delimitation of the tsunami source by the adjoint method (Sect. 4). This consists in the establishment of a control vector that is a restriction of $s_0$ in the target area, and is the adjoint equivalent of the backward ray-tracing technique (Miyake, 1934; Abe, 1973); (2) Adjoint optimization of the initial state in the target area (Sect. 5), starting from a vanishing first guess ($V_{\text{inv}} = 0$); (3) Non-linear least-square adjustment of the fault parameters by minimization of the averaged-square misfit between the inverted initial field and the Okada (1992) model, from an “educated guess” (Sect. 7); (4) Final optimization of the initial state by the adjoint method in the fault parameter space, by minimization of the misfit of the tide gauge data, with a first guess issued from the previous step (Sect. 7).

Fig. 2. Tsunami sources used to produce the tide gauge data (initial conditions): (a) pure dip-slip fault; (b) pure strike-slip fault.

In all experiments, the computational domain consists of a 150 km × 150 km square, with four different bathymetry fields and coastline configurations (Fig. 1a–d), expressed as: (a) flat 200 m bathymetry, in an open domain (Fig. 1a); (b) closed lake; (c) set of 4 islands in an open domain (Fig. 1c); (d) set of 4 submarine mountains in an open domain (Fig. 1d).

In all experiments the depth varies smoothly in the domain, with maximum depth at 200 m, and 12 tide gauges are evenly distributed at the boundaries (crosses in Fig. 1). These idealized domains allow for the assessment of the effects of the side boundaries, steep bathymetry and simple dispersion effects in the inversion of tsunami data. The model grid is always set at 2 km × 2 km, and a 10 s time step is used, satisfying the CFL stability condition. A perturbation in the centre of the domain will take 15–25 min to reach the boundaries.

Two exact solutions generated by Okada (1992) formulas were tested for inversion (Table 2 and Figs. 2a, b) centred in the middle of the domain: pure dip-slip fault (Ok1), strike-slip fault (Ok2). As shown in Fig. 2, the crest and trough of source Ok2 are more distinctly separated in space than those of source Ok1.

In most experiments, observations taken at the tide gauges were modified by the addition of a white noise Gaussian perturbation with a standard deviation equal to 10% of the standard variation ($\sigma_{\text{syn}}$) of the synthetic waveforms. The inversions were performed with a 100 min assimilation period and with observations taken every 60 s ($N_{\text{obs}} = 1200$).
Table 2. Fault parameters of the seismic sources

|          | $\delta$ ($^\circ$) | $d$ (km) | $U_{st}$ (m) | $U_{sl}$ (m) | $x_1$ (km) | $x_2$ (km) | $\alpha$ ($^\circ$) | $L$ (km) | $W$ (km) |
|----------|---------------------|----------|--------------|--------------|-------------|-------------|-------------------|-----------|----------|
| Ok1      | 30                  | 8.750    | 5            | 0            | 75          | 75          | 0                 | 15        | 15       |
| Ok2      | 30                  | 8.750    | 0            | 5            | 75          | 75          | 0                 | 15        | 15       |
| Okfg     | 0                   | 5.000    | 0            | 0            | 75          | 75          | 0                 | 30        | 30       |
| Ok1inv   | 30.22               | 8.754    | 4.963        | 0.031        | 74.92       | 75.03       | 0.0048            | 15.12     | 14.93    |
| Ok2inv   | 30.30               | 8.801    | -0.018       | 5.041        | 74.85       | 74.97       | 0.1286            | 14.97     | 14.91    |

Fig. 4. Initial fields obtained by unconstrained adjoint inversion for the case of flat bathymetry and for (a) Exp. 5, pure dip-slip fault and (b) Exp. 10, strike-slip fault.

sensitivity experiments some parameters of the setup will be changed, to assess their impact on the solution error.

4 Unconstrained inversion experiments

As previously mentioned, the unconstrained inversion of tsunami data is an ill-posed problem. Even in the case of perfect-model simulations and error-free data ($\sigma_{ob} = 0$), it is not possible to obtain the initial fields. Figure 3 shows the spatial distribution of inversion errors, for the unconstrained inversion by the adjoint model, in the 4 bathymetric setups for the Ok1 source. The location of the tide gauge stations is also shown in the corresponding figures. In all cases, the maximum error is comparable with the maximum water displacement of the true source. Errors are large near the centre of the source, but also in other areas of the domain, where its distribution is closely related with bathymetric and boundary effects. In the case of open flat bathymetry, the error concentrates near the boundaries in between the observation points, where any initial perturbation will move out of the domain. This is a well-known problem with open domains (e.g. Tinti et al., 1996). In case of sloping bathymetry, waves are dispersed and lose coherency leading to a degradation of the inversion process. In these cases, spurious dipole-like sources appear in shallower locations, where the propagation speed is much lower leading to a reduction of the information content of wave forms for a fixed assimilation period. That effect is very strong near the coast in both closed (Fig. 3b) and open (Fig. 3c) domains. In the case of Fig. 3c, the dispersion effect of islands is very strong for tide gauges which are behind the islands. The dispersion effect of sea mountains is less pronounced but is highly relevant, as shown in the inversion of real tsunamis (e.g. Gjevik et al., 1997; PM01). Table 3 presents an overview of the inversion model performance in all unconstrained inversion experiments.

As shown in Table 3, in the absence of assumed observation error, the minimization stopped by a round-off criterion. On the other hand, the addition of observation noise leads to an earlier stop of the iteration, although at a larger error value. Bathymetry (b) leads to the worst solution, followed by (c), (d) and (a). Figure 4 presents the final inverted initial sea state for sources Ok1 (Fig. 4a) and Ok2 (Fig. 4b), in the case of an open flat bathymetry, to be compared with Fig. 2a, b.

5 Source delimitation by the adjoint method

As shown by PM01 and Piatanesi et al. (2001), area delimitation is a known solution to the ill-conditioning of the inversion problem discussed in Sect. 4. This can be done by classic backward ray-tracing, with arrival times visually estimated from the observed waveforms (e.g. Gjevik et al., 1997). However, a single integration of the adjoint model (5a–c), with a forcing consisting of a unitary impulse at each tide gauge point at the corresponding estimated tsunami arrival time $N_{arr}$, may directly provide the bound of the forbidden source area. The earlier is the estimated tsunami arrival time (small $N_{arr}$) the broader is the allowed domain for the source. Therefore, $N_{arr}$ must be small enough to avoid the possibility of empty sources, while being large enough to constitute an efficient spatial constraint. We propose an objective criterion that works even in the presence of a reasonable observation error. Let $N_a$ be a time step such that

$$|\varsigma_j| \leq \varsigma_{th}, \ \forall j \leq N_a, \quad (9a)$$

where $\varsigma_{th}$ is a threshold, sufficiently distinct from the observation error, which can be taken as a criterion for the arrival of the leading wave. A compromise is obtained choosing

$$\varsigma_{th} = \max \left\{ 2\sigma_{ob}, 0.1\sigma_{syn} \right\}. \quad (9b)$$

$N_a$ is a first estimate of the arrival time. For noisy tide-gauge series, there is an initial time interval in which the sea-surface displacement associated with the leading wave is obscured by the observation noise. Because of that, $N_a$ is an upper
Inversion of tsunami source parameters

Table 3. Unconstrained inversions

| Exp | Source | Bathymetry | \(\sigma_{ob}/\sigma_{syn}\) (%) | # iter | \(\varepsilon\) (%) | \(J_{tg}/J_{fg}\) | \(J_{tg}/(N_{ob}\sigma_{ob}^2)\) |
|-----|--------|------------|---------------------------------|--------|-------------------|----------------|------------------------|
| 1   | Ok1    | a          | 0                               | 192    | 21.9              | 7.99 \times 10^{-6} | \infty             |
| 2   | Ok1    | b          | 0                               | 198    | 87.3              | 8.59 \times 10^{-5} | \infty             |
| 3   | Ok1    | c          | 0                               | 193    | 53.0              | 5.52 \times 10^{-5} | \infty             |
| 4   | Ok1    | d          | 0                               | 194    | 24.3              | 4.24 \times 10^{-5} | \infty             |
| 5   | Ok1    | a          | 10                              | 11     | 47.2              | 6.57 \times 10^{-3} | 0.67               |
| 6   | Ok1    | b          | 10                              | 30     | 88.1              | 7.78 \times 10^{-3} | 0.79               |
| 7   | Ok1    | c          | 10                              | 17     | 65.2              | 7.33 \times 10^{-3} | 0.76               |
| 8   | Ok1    | d          | 10                              | 10     | 43.8              | 7.00 \times 10^{-3} | 0.71               |
| 9   | Ok2    | a          | 10                              | 191    | 27.5              | 1.02 \times 10^{-6} | \infty             |
| 10  | Ok2    | a          | 10                              | 8      | 40.0              | 7.77 \times 10^{-3} | 0.79               |

Table 4. Area-constrained inversions

| Experiment | Source | Bathymetry | \(\sigma_{ob}/\sigma_{syn}\) (%) | # iter | \(\varepsilon\) (%) | \(J_{tg}/J_{fg}\) | \(J_{tg}/(N_{ob}\sigma_{ob}^2)\) |
|------------|--------|------------|---------------------------------|--------|-------------------|----------------|------------------------|
| 5a         | Ok1    | a          | 10                              | 7      | 9.6               | 7.96 \times 10^{-3} | 0.81               |
| 5aOk       | Ok1    | a          | 10                              | 7+51   | 1.4               | 9.23 \times 10^{-3} | 0.94               |
| 6a         | Ok1    | b          | 10                              | 21     | 21.4              | 11.9 \times 10^{-3} | 1.22               |
| 7a         | Ok1    | c          | 10                              | 23     | 16.2              | 9.33 \times 10^{-3} | 0.96               |
| 8a         | Ok1    | d          | 10                              | 12     | 14.3              | 7.91 \times 10^{-3} | 0.80               |
| 10a        | Ok2    | a          | 10                              | 12     | 17.7              | 17.3 \times 10^{-3} | 1.76               |
| 10aOk      | Ok2    | a          | 10                              | 12+130 | 1.1               | 9.53 \times 10^{-3} | 0.97               |

bound to the true arrival time, and we can obtain an improved estimation of the arrival time as:

\[ N_{arr} = N_a - N_{lead}. \]  

where, \(N_{lead}\) is the time taken from the first estimate of the arrival \((N_a)\) to the maximum displacement in the leading wave. Criterion (9a–c) was tested and tuned with synthetic data. Figure 6b shows the result obtained, for tide gauge X in Fig. 1a, and Experiment 5.

The adjoint model is then integrated from \(N_{arr}\) to the origin of time, giving the gradient \(G = \partial \zeta_{arr}/\partial \xi_0\). For point sources that are too far away from the tide gauge, \(G \sim \varepsilon_{th}\) (round-off error, taken as \(10^{-6}\)), indicating that the sea-level perturbations in those points at the initial time cannot propagate to the gauge in the available time interval \((N_{arr})\). The backward wave front at the initial time is then located at the boundary of the region, where \(|G| < \varepsilon_{th}\). Each tide gauge will then lead to a decomposition of the domain in two regions: the forbidden region (too close to the gauge for the computed arrival time) and the allowed region. One will define, for each tide gauge \(k\), a field:

\[ A_k(x, y) = \min \left\{ \frac{\varepsilon_{th}}{|G(x, y)|}, 1 \right\} \in [0, 1]. \]  

The sum of \(A_k(x, y)\) \((k = 1, \ldots, 12)\), over all 12 tide gauge, corresponds to the number of stations where tide-gauge arrivals are compatible with a point source at \((x, y)\). That sum is shown in Fig. 5, corresponding to Experiments 5–8. The areas where that field takes the value 12 (equal to the num-
Table 5. Sensitivity experiments

| Experiment | Test                          | # iter | ε (%)  | $J_{tg}/J_{fg}$ | $J_{tg}/(N_{ob}\sigma_{ob}^2)$ |
|------------|-------------------------------|--------|--------|-----------------|---------------------------------|
| 5a         | Control                       | 7      | 9.6    | $7.96 \times 10^{-3}$ | 0.81                           |
| 5b         | Assimilation period = 40 min  | 12     | 14.7   | $8.71 \times 10^{-3}$ | 0.88                           |
| 5c         | Assimilation period = 200 min | 6      | 8.4    | $9.21 \times 10^{-3}$ | 0.93                           |
| 5d         | Sampling 120 s                | 8      | 35.4   | $7.54 \times 10^{-3}$ | 0.77                           |
| 5e         | Sampling 10 s                 | 7      | 7.3    | $11.4 \times 10^{-3}$ | 1.16                           |
| 5f         | 4 tide gauges                 | 10     | 21.9   | $7.75 \times 10^{-3}$ | 0.79                           |
| 5g         | 24 tide gauges                | 6      | 8.5    | $9.60 \times 10^{-3}$ | 0.97                           |
| 5h         | Bathymetric error = 10 m      | 8      | 16.8   | $9.09 \times 10^{-3}$ | 0.92                           |
| 5i         | Bathymetric error = 20 m      | 6      | 21.8   | $20.9 \times 10^{-3}$ | 2.13                           |
| 5j         | Observation error, $\sigma_{ob} = 20\%$ | 4 | 15.1 | $29.8 \times 10^{-3}$ | 0.78                           |
| 5k         | Observation error, $\sigma_{ob} = 50\%$ | 3 | 29.1 | $139 \times 10^{-3}$ | 0.69                           |

Fig. 6. Results from Exp. 5a at the X gauge (Fig 1a): (a) Inversion error – difference between the inverted solution and the truth; (b) Comparison between observations and inverted solution. In (b) the arrival time computed with Eq. (9) is also shown.

Fig. 7. Initial fields obtained by the adjoint inversion of data from: (a) Exp. 5a; (b) Exp. 10a.

6 Inversion sensitivity

To test the sensitivity of the inversion model to the different parameters, a number of experiments were designed, where those parameters are varied. To simplify the analysis, Exp. 5a was taken as the control experiments and parameters are
varied, one by one, in each experiment. Table 5 describes that set of experiments. Exp. 5b and 5c test the effect of the extension of the assimilation period; as expected, the error varies monotonically with that period. Exp. 5d and 5e test the effect of sampling interval; note that this is the tide gauge sampling and not the model time step that is fixed at 10 s. Exp. 5f and 5g test the effect of the number of observation points, which are in all cases regularly distributed around the domain. In all cases, the error decreases monotonically with the number of available data. Exp. 5h and 5i test the effect of including bathymetric errors. In those two experiments a white noise Gaussian was added to the depth (200 m) at each grid point, with a standard deviation of 10 or 20 m. As expected, bathymetric errors strongly degraded the model performance, and criterion given by Eq. (7b) was applied to turn off the minimization. Finally, Exp. 5j and 5k test the effect of large observation errors, which, while significantly degrading the results, can still be sensibly inverted.

There are many other potential error sources in this problem. As shown in PM01 and Piatanesi et al. (2001) the azimuthal coverage is an important constrain in the solution. In practice, clock errors and different model errors have to be taken into account.

7 Fault parameters inversion

One can now proceed to the final stages of the optimization (steps 3 and 4). Using the solutions obtained in Exp. 5a and 10a, one can now iterate to obtain the best fit with the Okada model, solving a non-linear least-square problem using a gradient-descent method. Figure 9 shows the evolution of the normalized fault parameters ((inverted-exact)/scale, cf. Table 1 and 2) during the optimization process. In Fig. 9, the multiple values for the same iteration correspond to intermediate simulations of the minimization algorithm. The first guess in the optimization process is also shown in Table 2 (Okfg) and it contains little a priori information on the fault solution. A number of alternative first-guess’s were tested with similar final results. However, one may need to test several first-guess’s and compare their final solutions in order to avoid the convergence to local (not absolute) minima of the misfit in the parameter space. In the present case, all parameters converged to values close to the exact solution in about 50 iterations, reducing the relative error from 9.62 to 1.42%. This ends step 3.

Starting from the first guess obtained in step 3, one will now apply, again, the adjoint variational optimization of the initial field, by minimization of the misfit of the tide gauge data (Jtg), but restricting the control vector to the 9 Okada-scaled parameters. Steps 3 and 4 could be merged, but that may imply difficulties in reaching the absolute minimum of the misfit, due to the strong constrains imposed by the Okada model. The convergence of this last step occurs in just 2 iterations, also shown in Fig. 9. Final parameters are presented in Table 2 (Ok1inv, Ok2inv), the inversion data is given in Table 4 (Exp. 5aOk and 10aOk) and the corresponding water displacement fields are shown in Fig. 10a, b, to be compared with Fig. 2a, b. It is clear that the constrained inversion in the fault parameter space had a major impact in the quality of the solution, with a reduction of the relative error by an order of magnitude (cf. Tables 3 and 4).

The errors in the scaled parameters have a Gaussian distribution, since they are approximate linear transformations of the Gaussian observational error. The expected value of the inversion errors is zero, since the inversion model is taken as perfect and the observational errors are unbiased. Taking into account the covariance structure of the observation errors, the error-covariance matrix of the scaled Okada parameters, C, or resolution matrix, can be computed through the Hessian matrix of the cost-function, given by Eq. (3) (PM01):

\[
C = \text{cov} (\epsilon_{\text{inv}}, \epsilon_{\text{inv}}) = 2\sigma_{\text{ob}}^2 H^{-1},
\] (11)
where $H^{-1}$ is the inverse of the Hessian matrix of the cost function, numerically computed by differentiation of its gradient, already obtained by the adjoint method. The resolution matrix can be analysed to provide information on the relative error of the inverted parameters. The parameter errors are correlated, implying that $C$ is non-diagonal, and one must solve the eigenvalue problem to obtain the directions in the error-space in which the error is worst and best resolved. On the other hand, each eigenvalue, $\lambda_k$, of $C$ is the variance of the error component in the corresponding unitary eigenvector. Table 6 shows the components of the normalized nine eigenvectors of $C$, for decreasing eigenvalue, over the nine scaled Okada parameters (where scaling is represented by the symbol $\hat{}$), for experiment 5aOkk. Leading components, contributing more than 5% to the eigenvector norm, appear in bold. In that table, $\sigma_{\text{ok}, k} = \sqrt{\lambda_k}$ represents the standard deviation of the $k$th-component error in the eigenvector basis of the scaled Okada parameters. In the same table, the variable $\varepsilon_{\text{ok}, k}$ represents the corresponding verifying error (exact-inverted). As expected, both $\sigma_{\text{ok}, k}$ and $\varepsilon_{\text{ok}, k}$ decrease with the order of the eigenvector and are of comparable magnitude. The best resolved parameters, which project strongly in the higher order eigenvectors, are the fault position ($x_0$, $y_0$), while the dislocation lengths ($U_{1t}$, $U_{3t}$) are poorly resolved, being mainly projected in the leading eigenvectors. Table 6 also shows that, while most eigenvectors project strongly on a single Okada parameter, the parameters $d$, $L$ and $W$ contribute together to the three eigenvectors (5, 6, 7). This may have some geophysical importance, as it implies that the inversion of each of those parameters, from tide-gauge data, can not be done independently. From a hydrodynamical point of view the interconnection between $d$, $L$ and $W$, comes from the fact that a deeper but more extended fault may produce an initial water displacement similar to a shallower and narrower fault.

Figures 11a, b show the distribution of $J' = \ln(J_{1g}/(N_{ob}\sigma_{ob}^2))$, in the eigenvector space. The size of the axis of the ellipses $J' = 0$ in Fig. 11a, b are, as expected, of the order of the corresponding $\sigma_{\text{ok}, k}$ (Table 6). Similar results (not shown) were obtained for the strike-slip fault source (Exp. 10aOk).

### 8 Discussion and conclusions

The adjoint method offers a general approach to the problem of data inversion in geophysics. It allows for either linear or non-linear forward propagation models, which can allow for non-linear advection, dispersion and run-up effects, important in shallow areas, although at the cost of writing the corresponding adjoint codes. The adjoint method may explicitly include physical constrains on the solution, which may be given as a non-linear combination of a set of parameters, and it may deal with observation, model and bathymetric errors. This paper has applied the adjoint inversion methodology to the tsunami waveform inversion problem, extending the study by Pires and Miranda (2001) with a systematic sensitivity analysis.

The adjoint inversion method is highly flexible. It can be applied to the unconstrained inversion of distributed sources, where every grid point in the domain is considered a potential point source. In that case it is similar to Satake (1987) Green’s functions method, although more general, because the linearity of the propagation model is not required. It can also be applied for area-constrained sources. The definition of the allowed source area may be obtained by the adjoint method itself, though a procedure that is equivalent to backward ray-tracing and that, as shown in this paper, does not require a subjective interpretation of the tide gauge signals and can deal with reasonable amounts of observational error. Finally, the adjoint method can invert sources that explicitly satisfy the Okada (1992) fault model or other well-behaved non-linear physical models.

The inversion methodology developed in this paper consists in 4 steps: (i) area delimitation by adjoint backward ray-tracing; (ii) adjoint inversion of a limited-area distributed source; (iii) selection of the best-fit Okada source; (iv) further adjoint inversion of the Okada source from the first guess issued from (iii). In the analysis of synthetic data, this 4-step methodology was found to converge to a solution very close to the true solution, with relative errors of the order of 1%, in cases where a 10% noise level was added to the “observations”.

Real seismic tsunami sources do not follow the idealized
Inversion of tsunami source parameters

fault model proposed by Okada (1992). Real tsunamis have heterogeneity and if data were available one could argue that it could be better to stop the inversion process in step (ii). The problem, though, is the fact that data is generally largely insufficient to support the inversion of the large number of independent parameters implied by the distributed source model and solutions will be, most likely, polluted by data and model errors. In that context it seems much more interesting to have a more robust estimate of much fewer parameters, such as a subset of the fault parameters, which can be independently checked by solid earth geophysical analysis. That robust estimate can be provided by the adjoint model. The inclusion of geophysical data into the cost-function is also manageable by the adjoint method.

As applies to other waveform inversion methods, the adjoint inversion is highly dependent on the signal-to-noise ratio. In this study, that ratio was imposed, but one should expect that it may vary substantially from case to case, depending not only on the instrumental setup but also on the location and nature of the source. If the signal amplitude at the tide-gauges is very small, as in far-field tsunamis or when the source transfers little potential energy to the water column, the method will lead to less reliable results.

The methodology proposed by Pires and Miranda (2001), and further developed in this paper, can be extended to the inversion of other source models, not necessarily of seismic origin. The method can also provide information on the inversion error associated with different parameters and parameter combinations. The error covariance matrix of the inverted parameters (resolution matrix) is obtained as a by-

![Fig. 10.](image1)

![Fig. 11.](image2)

product of the adjoint method and its eigenvector decomposition gives the main directions of error projection, allowing for the identification of the more uncertain parameters in the inversion.
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