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Abstract

Spectroscopic eclipse observations, like those possible with the James Webb Space Telescope, should enable 3D mapping of exoplanet day sides. However, fully flexible 3D planet models are overly complex for the data and computationally infeasible for data-fitting purposes. Here, we present ThERESA, a method to retrieve the 3D thermal structure of an exoplanet from eclipse observations by first retrieving 2D thermal maps at each wavelength and then placing them vertically in the atmosphere. This approach allows the 3D model to include complex thermal structures with a manageable number of parameters, hastening fit convergence and limiting overfitting. An analysis runs in a matter of days. We enforce consistency of the 3D model by comparing the vertical placement of the 2D maps with their corresponding contribution functions. To test this approach, we generated a synthetic JWST NIRISS-like observation of a single hot-Jupiter eclipse using a global circulation model of WASP-76b and retrieved its 3D thermal structure. We find that a model that places the 2D maps at different depths depending on latitude and longitude is preferred over a model with a single pressure for each 2D map, indicating that ThERESA is able to retrieve 3D atmospheric structure from JWST observations. We successfully recover the temperatures of the planet’s day side, the eastward shift of its hot spot, and the thermal inversion. ThERESA is open source and publicly available as a tool for the community.

1. Introduction

Exoplanet atmospheric retrieval is a method of inferring the temperature and composition of extrasolar planets based on the observed spectrum and photometry. Retrieval can be done in two ways: by modeling planetary emission, measured through direct observation or monitoring flux loss during eclipse, and by modeling the transmission of stellar light through the planet’s atmosphere while the planet transits its host star (e.g., Deming & Seager 2017). Historically, due to the challenges of observing planets in the presence of much larger, brighter stars, exoplanet retrievals have been limited to measurement of bulk properties, using a single temperature–pressure profile and set of molecular abundance profiles for the entire planet (e.g., Kreidberg et al. 2015; Hardy et al. 2017; Garhart et al. 2018). Analyses like these can be biased, with the retrieved properties possibly not representative of any single location on the planet (Feng et al. 2016; Line & Parmentier 2016; Bleicic et al. 2017; Lacy & Burrows 2020; MacDonald et al. 2020; Taylor et al. 2020).

Eclipse mapping is a technique for converting exoplanet light curves to brightness maps. During eclipse ingress and egress, the planet’s host star blocks and uncovers different slices of the planet in time. Brightness variations across the planet result in changes in the morphology of the eclipse light curve (Williams et al. 2006; Rauscher et al. 2007; Cowan & Fujii 2018). HD 189733 b is the only planet successfully mapped from eclipse observations, by stacking many 8.0 μm light curves (de Wit et al. 2012; Majeau et al. 2012). However, with the advent of the James Webb Space Telescope (JWST) in the near future, we expect observations of many more planets to be of sufficient quality for eclipse mapping (Schlawin et al. 2018).

Two-dimensional eclipse mapping, where a single light curve is inverted to a spatial brightness map, is a complex process. Depending on assumptions about the planet’s structure, retrieved maps can be strongly correlated with orbital and system parameters (de Wit et al. 2012). Rauscher et al. (2018) presented a mapping technique using an orthogonal basis of light curves, reducing parameter correlations and extracting the maximum information possible.

In principle, spectroscopic eclipse observations, like those possible with JWST, should allow 3D eclipse mapping of exoplanets. Every wavelength probes different pressures in the planet’s atmosphere. These ranges depend on the wavelength-dependent opacity of the atmosphere, which in turn depends on the absorption, emission, and scattering properties of the atmosphere’s constituents. Thus, eclipse observations are sensitive to both temperature and composition as functions of latitude and longitude. In practice, however, 3D eclipse mapping is complex. Each thermal map computed from a spectral light curve corresponds to a range or ranges of pressures, which can vary significantly across the planet (Dobbs-Dixon & Cowan 2017). Unlike 2D mapping at a single wavelength, 3D mapping requires computationally expensive radiative transfer calculations, which can be prohibitive when exploring model parameter space. Also, the 3D model parameter space is extensive, so one must make simplifying considerations based on the quality of the data.

Mansfield et al. (2020) introduced a method to use clustering algorithms with a set of multiwavelength maps to divide the planet into several regions with similar spectra. While not a
fully 3D model, this method shows promise for distinguishing spatial regions with distinct thermal profiles or chemical compositions, determined from atmospheric retrieval of the individual regions.

In this work we build upon Rauscher et al. (2018), combining eclipse mapping techniques with 1D radiative transfer to present a mapping method that captures the full 3D nature of exoplanet atmospheres while being maximally informative, with constraints to enforce physical plausibility and considerations that improve runtime. In Section 2 we describe our 2D and 3D mapping approaches, in Section 3 we apply our methods to synthetic observations, in Section 4 we compare our retrieved 2D and 3D maps with the input planet model, and in Section 5 we summarize our conclusions.

2. Methods

Here we present the Three-dimensional Exoplanet Retrieval from Eclipse Spectroscopy of Atmospheres code (ThERESA1). ThERESA combines the methods of Rauscher et al. (2018) with thermochemical equilibrium calculations, radiative transfer, and planet integration to simultaneously fit spectroscopic eclipse light curves, retrieving the 3D thermal structure of exoplanets. The code operates in two modes—2D and 3D—with the former as a prerequisite for the latter. The code structure is shown in Figure 1, with further description in the following sections. The version of ThERESA used for this analysis can be found at https://doi.org/10.5281/zenodo.5773215.

2.1. 2D Mapping

ThERESA’s 2D mapping follows the methods of Rauscher et al. (2018). First, we calculate a basis of light curves, at the supplied observation times, from positive and negative spherical-harmonic maps $Y^l_m$, up to a user-supplied complexity $l_{\text{max}}$ using the starry package (Luger et al. 2019). These light curves are then run through a principal component analysis (PCA) to determine a new basis set of orthogonal light curves, ordered by total power, which are used in a linear combination to individually model the spectroscopic light curves.

In typical PCA, one subtracts the mean from each observation (spherical-harmonic light curve), computes the covariance matrix of the mean-subtracted set of observations, then calculates the eigenvalues and eigenvectors of this covariance matrix. The new set of observations (“eigencurves”) is the dot product of the eigenvectors and the mean-subtracted light curves, and the eigenvalues are the contributions from each spherical-harmonic map to generate each eigencurve. However, the mean-subtraction causes the initial light-curve basis set to have nonzero values during eclipse, a physical impossibility that propagates forward to the new basis set of orthogonal light curves. Integrating a map (an “eigenmap”) created from these eigenvalues will not generate a light curve.
that matches the eigencurves. Therefore, we use truncated singular-value decomposition (TSVD), provided by the scikit-learn package (Pedregosa et al. 2011). TSVD does not do mean subtraction so the resulting eigencurves have zero flux during eclipse, as expected, which is an improvement over Rauscher et al. (2018). Figure 2 shows an example of the transformation from spherical-harmonic maps and light curves to eigenmaps and eigencurves.

We fit each star-normalized spectroscopic light curve, individually, as a linear combination of $N$ eigencurves, the uniform-map light curve $Y_0^0$, and a constant offset $s_{\text{corr}}$ to account for any stellar flux normalization errors. Each wavelength has its own set of fit values and potentially its own set of eigencurves because $N$ and $l_{\text{max}}$ can be different for each light curve. Functionally, the model is

$$F_{\text{sys}}(t) = c_0 Y_0^0 + \sum_i c_i E_i + s_{\text{corr}},$$

where $F_{\text{sys}}$ is the system flux, $c_i$ are the light-curve weights, and $E_i$ are the eigencurves. The light-curve weights and $s_{\text{corr}}$ are the free parameters of the model. Although the synthetic data in this work should have $s_{\text{corr}} = 0$, we still fit to this parameter to better represent an analysis of real data. We run a $\chi^2$ minimization to determine the best fit and then run Markov Chain Monte Carlo (MCMC), through MC3 (Cubillos et al. 2017), to fully explore the parameter space.

By construction, the eigenmaps and eigencurves are deviations from the uniform map and its corresponding light curve, respectively, so negative values are possible. If the parameter space is left unconstrained, some regions of the planet may be best fit with a negative flux. To avoid this nonphysical scenario, we check for negative fluxes across the visible cells of the planet, based on the times of observation, and penalize the fit. The penalty scales with the magnitude of the negative flux, and we ensure that any negative fluxes result in a worse fit than any planet with all positive fluxes, which effectively guides the fit away from nonphysical planets. While the eigenmaps seemingly provide information about the nonvisible cells of the planet, these constraints are simply a consequence of the continuity of spherical-harmonic maps. Given that we have no real information on those portions of the planet, we do not insist that they have positive fluxes.

We then use the best-fitting parameters with the matching eigenmaps to construct a thermal flux map for the light curve observed at each wavelength (Equation (4) of Rauscher et al. 2018):

$$Z_p(\theta, \phi) = c_0 Y_0^0(\theta, \phi) + \sum_i c_i Z_i(\theta, \phi),$$

where $Z_p$ is the thermal flux map, $\theta$ is latitude, $\phi$ is longitude, and $Z_i$ are the eigenmaps. These flux maps are converted to temperature maps$^2$ using Equation (8) of Rauscher et al. (2018):

$$T_p(\theta, \phi) = \left(\frac{hc}{\lambda k}\right) \ln \left[1 + \left(\frac{R_p}{R_s}\right)^2 \exp[\frac{hc}{\lambda kT_s}] - 1\right].$$

where $\lambda$ is the band-averaged wavelength of the filter used to observe the corresponding light curve, $R_p$ is the radius of the planet, $R_s$ is the radius of the star, and $T_s$ is the stellar temperature.

When performing 2D mapping, the primary user decisions are choosing $l_{\text{max}}$, the maximum order of the spherical-harmonic light curves, and $N$, the number of eigencurves to include in the fit. Larger $l_{\text{max}}$ (up to a limit) and $N$ result in better fits, as more complex thermal structures become possible. However, these complex planets are often not justified by the quality of the data. To choose $l_{\text{max}}$ and $N$ we use the Bayesian Information Criterion (BIC; Raftery 1995), defined as

$$\text{BIC} = \chi^2 + k \ln n_{\text{data}},$$

$^2$ These are brightness temperatures, but we later treat them as physical temperatures at the pressures of each wavelength’s contribution function.
where $\chi^2$ is the traditional goodness-of-fit metric, $k$ is the number of free parameters in the model ($N + 2$ per light curve, assuming a uniform-map term $c_0$ and $s_{\text{corr}}$), and $n_{\text{data}}$ is the number of data points being fit. Thus, the BIC penalizes fits that are overly complex. We choose the 2D fit which results in the lowest BIC as the best fit.

2.1.1. Application to Spitzer HD 189733 b Observations

To test our implementation of the methods in Rauscher et al. (2018), and the effects of TSVD PCA, we performed the same analysis of Spitzer phase-curve and eclipse observations of HD 189733 b. The data are the same as those used by Majeau et al. (2012), which include eclipse observations (Agol et al. 2010) and approximately a quarter of a phase curve (Knutson et al. 2007; re-reduced by Agol et al. 2010).

Like Rauscher et al. (2018), we tested a range of values for $l_{\text{max}}$ and $N$, using the BIC to choose the model with the highest complexity justified by the data. Table 1 compares our goodness-of-ﬁt statistics with Rauscher et al. (2018). We also determine that the optimal fit uses $l_{\text{max}} = 2$ and $N = 2$ (see Figure 3), and our preference for $N = 2$ over $N = 3$ is stronger.

As expected, models with higher $N$ result in lower $\chi^2$. For low $N$, we achieve better $\chi^2$ and BIC values than Rauscher et al. (2018), although the difference is slight at $N = 2$. At higher $N$, differences between the results are statistically negligible. These differences are likely due to the PCA methods used and any differences in the spherical-harmonic light-curve calculation packages used because Rauscher et al. (2018) employed SPIDERMAN (Louden & Kreidberg 2018).

Because our eigencurves differ from those used by Rauscher et al. (2018), there is no meaningful comparison between the best-fitting $c_i$ parameters. However, the stellar correction $s_{\text{corr}}$ has the same function in both works. Notably, we find $s_{\text{corr}} = -14 \pm 20$ ppm, consistent with zero, whereas Rauscher et al. (2018) find a stellar correction of $452_{-39}^{+39}$ ppm. It is likely that our use of TSVD PCA to enforce zero flux during eigencurve eclipse means the stellar correction term is only correcting for normalization errors and not also ensuring zero planet flux during eclipse.

To determine the location of the planet’s hot spot, we use starry to find the location of maximum brightness of the best-fit 2D thermal map. Then, to calculate uncertainty, we repeat this process on 10,000 maps sampled from the MCMC posterior distribution, taking the standard deviation of these locations to be the uncertainty. For HD 189733 b, we find a hot-spot longitude of $21.8 \pm 1.5^\circ$ to the east of the substellar point, which very closely matches the $21.6 \pm 1.6^\circ$ and $21.8 \pm 1.5^\circ$ found by Rauscher et al. (2018) and Majeau et al. (2012), respectively. Thus, we are confident that we have accurately implemented 2D mapping.

### Table 1

| $l_{\text{max}}$ | $N$ | $\chi^2$ | BIC     | $\chi^2$ | BIC     |
|------------------|-----|----------|---------|----------|---------|
|                  |     | This work | Rauscher et al. (2018) |
| 2                | 1   | 952.7    | 973.1   | 1054     | 1074    |
|                  | 2   | 938.2    | 965.3   | 942.4    | 969.6   |
|                  | 3   | 938.0    | 971.9   | 938.8    | 972.7   |
|                  | 4   | 937.5    | 978.2   | 936.4    | 977.1   |
|                  | 5   | 937.4    | 984.8   | 936.4    | 984.0   |

2.2. 3D Mapping

Atmospheric opacity varies with wavelength, so spectroscopic eclipse observations probe multiple depths of the planet, in principle allowing for three-dimensional atmospheric
retrieval. However, the relationship between wavelength and pressure is very complex. Each wavelength probes a range or ranges of pressures, and those pressures change with location on the planet (Dobbs-Dixon & Cowan 2017). Here, we combine our 2D maps vertically within an atmosphere, run radiative transfer, integrate over the planet, and compare to all spectroscopic light curves simultaneously with MCMC to retrieve the 3D thermal structure of the planet and parameter uncertainties. We assume that the planet’s atmosphere is static so that observation time only affects viewing geometry.

The complexity of the radiative transfer calculation and the resulting computation cost forces us to discard the arbitrary resolution of the 2D maps in favor of a gridded planet. The grid size is up to the user (see Section 3.3.2), but smaller grid cells quickly increase mapping runtime.

The 3D planet model is the relationship between 2D temperature maps and pressures. ThERESA offers several such models:

1. “isobaric”—The simplest model, where each 2D map is placed at a single pressure across the entire planet. This model has one free parameter, a pressure (in log space), for each 2D map.

2. “sinusoidal”—A model that allows the pressures of each 2D map to vary as a sinusoid with respect to latitude and longitude. This model has four free parameters for each 2D map: a base pressure, a latitudinal pressure variation amplitude, a longitudinal pressure variation amplitude, and a longitudinal shift, because hot Jupiters often exhibit hot-spot offsets. Functionally, the model is

$$\log p(\theta, \phi) = a_1 + a_2 \cos \theta + a_3 \cos(\phi - a_4),$$

where $a_i$ are free parameters of the model. For simplicity, this model does not allow for latitudinal asymmetry, although if the 2D temperature maps are asymmetric in that manner (detectable in inclined orbits), we might expect a similar asymmetry in these pressure maps.

3. “quadratic”—A second-degree polynomial model, including cross-terms, for a total of six free parameters. The functional form is

$$\log p(\theta, \phi) = a_1 + a_2 \theta^2 + a_3 \theta + a_4 \phi^2 + a_5 \phi + a_6 \theta \phi.$$  

Unlike the isobaric and sinusoidal models, the quadratic model is not the continuous opposite of the substellar point, where latitude rolls over from 180° to −180°. This is not an issue for eclipse observations, like those presented in this work, but may be problematic if all phases of the planet are visible in an observation. A similar problem occurs at the poles, although these regions contribute very little to the observed flux.

4. “flexible”—A maximally flexible model that allows each 2D map to be placed at an arbitrary pressure for each grid cell. The number of free parameters is the number of visible grid cells multiplied by the number of 2D maps.

These models represent a range of complexities, and the appropriate function can be chosen using the BIC (Equation (4)), assuming that comparisons are made between fits to the same data.

Once the temperature maps are placed vertically, ThERESA interpolates each grid cell’s 1D thermal profile in logarithmic pressure space. The interpolation can be linear, a quadratic spline, or a cubic spline. For pressures above and below the placed temperature maps, temperatures can be extrapolated, set to isothermal with temperatures equal to the closest temperature map, or parameterized, as $T_{\text{top}}$ and $T_{\text{bot}}$. When parameterized, the top and/or bottom of the atmosphere are given single temperatures across the entire planet, and the pressures between them are interpolated according to the chosen method. If any negative temperatures are found in the atmosphere grid cells that are visible during the observation, we discard the fit to avoid these nonphysical models.

In principle, atmospheric constituents could also be fitted parameters. If the data are of sufficient quality, molecular abundance and temperature variations across the planet would create observable emission variability depending on the opacity of the atoms and molecules. However, without real 3D-capable data to test against, we assume the planet’s chemistry is in thermochemical equilibrium, with solar atomic abundances. ThERESA offers two ways to calculate thermochemical equilibrium: rate\textsuperscript{3} (Cubillos et al. 2019) and GGChem\textsuperscript{4} (Woitke et al. 2018). With rate, ThERESA calculates abundances on the fly as needed. When using GGchem, the user must supply a precomputed grid of abundances over an appropriate range of temperatures and at the same pressures of the atmosphere used in the 3D fit, which ThERESA interpolates as necessary. ThERESA was designed with flexibility in mind, so other abundance prescriptions can be inserted.

Next, ThERESA runs a radiative transfer calculation on each grid cell to compute planetary emission. We use TauREx\textsuperscript{5} (Al-Refaie et al. 2021) to run these forward models. Like the atmospheric abundances, the forward model can be replaced with any similar function. We only run radiative transfer (and thermochemical equilibrium) on visible cells to reduce computation time. Spectra are computed at a higher resolution then integrated over the observation filters (“tophat” filters for spectral bins). For computational feasibility, we use the ExoTransmit (Kempton et al. 2017) molecular opacities (Freedman et al. 2008, 2014; Lupu et al. 2014), which have a resolution of 10\textsuperscript{4}, but we note that using high-resolution line lists such as HITRAN/HITEMP (Rothman et al. 2010; Gordon et al. 2017) or ExoMol (Tennyson et al. 2020) would be preferred for accuracy. In this work we use wide spectral bands, which minimize the effect of using low-resolution opacities.

Finally, we integrate over the planet at the observation geometry of each time in the light curves. The visibility $V$ of each cell, computed prior to modeling to save computation time, is the integral of the area and incident angles combined with the blocking effect of the star, given by

$$V(\theta, \phi, d) = \begin{cases} \int_0^\theta \int_0^\phi R_p^2 \cos^2 \theta' \cos \phi' \, d\theta' \, d\phi', & \text{if } d < R_t, \\ 0, & \text{otherwise,} \end{cases}$$

where $d$ is the projected distance between the center of the visible portion of a grid cell and the center of the star, defined

\textsuperscript{3} https://github.com/pucubillos/rate
\textsuperscript{4} https://github.com/pw31/GGChem
\textsuperscript{5} https://github.com/ucl-exoplanets/TauREx3_public
The temperature grid used in light-curve generation. The colored profiles show temperatures at various longitudes along the equator. The substellar point is 0°. All other thermal profiles are plotted in gray.

\[
\begin{align*}
    d &= \left[ (x_p + R_p \cos \theta \sin \phi - x_s)^2 \\
    &+ (y_p + R_p \sin \theta - y_s)^2 \right]^{1/2}.
\end{align*}
\]

\(x_p\) is the \(x\) position of the planet, \(x_s\) is the \(x\) position of the star, \(y_p\) is the \(y\) position of the planet, and \(y_s\) is the \(y\) position of the star, calculated by \texttt{starry} for each observation time. These positions include the effect of inclination. We multiply the planetary emission grid by \(V\) and sum at each observation time to calculate the planetary light curve. Like the 2D fit, we repeat this process in MCMC to fully explore the parameter space. Due to model complexity, traditional least-squares fitting does not converge to a good fit, so we rely on MCMC for both model optimization and parameter-space exploration.

### 2.2.1. Enforcing Contribution Function Consistency

Given absolute freedom to explore the parameter space, the 3D model will often find regions of parameter space that, while resulting in a “good” fit to the spectroscopic light curves, are physically implausible upon further inspection. For instance, the model may bury some of the 2D maps deep in the atmosphere where they have no effect on the planetary emission, or maps may be hidden vertically between other maps, where the combination of linear interpolation and discrete pressure layers causes them to not affect the thermal structure. To avoid scenarios like these, ThERESA has an option where maps are required to remain close (in pressure) to their corresponding contribution functions.

Contribution functions show how much each layer of the atmosphere is contributing to the flux emitted at the top of the atmosphere as a function of wavelength (e.g., Knutson et al. 2009). When integrated over a filter’s transmission curve, they show which layers contribute to the emission in that filter. That is, the contribution function for a given filter shows which pressures of the atmosphere are probed by an observation with that filter. Therefore, a 2D thermal map should be placed at a pressure near the peak contribution, or at least near the integrated average pressure, weighted by the contribution function for the corresponding filter.

To enforce this condition, we apply a penalty on the 3D model’s \(\chi^2\). For each visible grid cell on the planet, we calculate the contribution function for each filter. We then treat this contribution function, in log-pressure space, as a probability density function and compute the 68.3% credible region. Then, we take half the width of this region to be an approximate \(1\sigma\) width of the contribution function and the midpoint of this region to be the approximate “correct” location for the map. From this width and location, we compute a \(\chi^2\) for each contribution function and each grid cell and add that to the light-curve \(\chi^2\). We caution that this effectively adds a number of data points equal to the number of visible grid cells, which means BIC comparisons between models that use contribution function fitting and have different grid sizes are invalid.

### 3. Application to Synthetic WASP-76b Observations

#### 3.1. Light-curve Generation

In lieu of real observations, and as a ground-truth test case, we generated synthetic spectroscopic eclipse light curves of WASP-76b, an ultrahot Jupiter with a strong eclipse signal. For the thermal structure, we adopt the results of a double-gray general circulation model (GCM; Rauscher & Menou 2012; Roman & Rauscher 2017) from Beltz et al. (2022), with no magnetic field. This thermal structure is shown in Figure 4. The GCM output has 48 latitudes, 96 longitudes, and 65 pressure layers ranging from 100 to 0.00001 bar in log space. The double-gray absorption coefficients used in the GCM were chosen to roughly reproduce the average temperature profile for this planet, which includes a thermal inversion, likely due to TiO in the atmosphere, using observational constraints from Fu et al. (2021). However, because it is double gray, the GCM is only using the absorption coefficients to recreate the radiative state of the atmosphere and is generally agnostic to the atmospheric composition.

Because WASP-76b is too hot for \(\text{rate}\), we use \texttt{GGchem} to compute molecular abundances. We then use \texttt{TauREx} to calculate grid emission, including opacity from H2O, CO, CO2, CH4, HCN, NH3, C2H2, and C2H4 and integrate the planet emission following the visibility function described in Equation (7). The radiative transfer includes no opacity from clouds because ultrahot Jupiters are not expected to form clouds, especially on the day side (Helling et al. 2021; Roman et al. 2021). This is the same process used in the light-curve modeling, except GCM has a higher grid resolution and the temperatures are set by a circulation model instead of the vertical placement of thermal maps. Our forward model (GCM
and radiative transfer) and retrieval do not explicitly include TiO opacity, so our results are still self-consistent with the ground truth.

For the light-curve simulation, we assume the system parameters listed in Table 2. We choose a wavelength range of 1.0–2.5 μm, roughly equivalent to the first order of the JWST NIRISS single-object slitless spectroscopy observing mode, a recommended instrument and mode for transiting exoplanet observations. Using the JWST Exposure Time Calculator, we determine the optimal observing strategy is five groups per integration, for a total exposure time of 13.30 s. We assume an observation from 0.4 to 0.6 orbital phases with 163:117 discrete layers, evenly spaced in logarithmic pressure space, to the observer. This choice is far from simple. Smaller bins lead to a better-sampled spectrum, and each wavelength bin is less likely to be well probed a smaller range of pressures, potentially allowing increasing the total BIC magnitude of the scaled eigenmap. The second eigencurve adjusts for the eastward shift of the planet’s hot spot. The third and fourth curves make further corrections to the temperature variation between the substellar point and the day-side terminators. Eigenmap information content decreases with distance from the substellar point, reaching nearly zero in nonvisible portions of the planet, where any variation is only due to the continuity and integration normalization of the original spherical harmonics. Figure 6 shows the light curves at each wavelength, the best-fitting models, and the residuals. Figure 7 shows the best-fitting thermal maps compared with filter-integrated maps of the GCM.

### Table 2

| Parameter          | Value                          |
|--------------------|--------------------------------|
| Stellar mass, \( M_* \) | 1.46 \( M_J \)                  |
| Stellar radius, \( R_* \)  | 1.73 \( R_J \)                  |
| Stellar temperature, \( T_* \) | 6250 K                        |
| Planetary mass, \( M_p \)  | 0.92 \( M_J \)                  |
| Planetary radius, \( R_p \)  | 1.83 \( R_J \)                  |
| Orbital period, \( P \)    | 1.809866 days                  |
| Eccentricity, \( e \)      | 0.0                            |
| Inclination, \( i \)       | 88°/0                         |
| Distance, \( D \)          | 195.3 pc                      |

Note.

* We use Jupiter’s volumetric mean radius \( R_J = 6.9911 \times 10^7 \) m.

3.3. 3D Map

As described above, we fit a 3D model to the spectroscopic light curves by placing 2D maps vertically in the atmosphere, interpolating a 3D temperature grid, computing thermochemical equilibrium of the 3D grid, calculating radiative transfer for each planetary grid cell, and integrating over the planet for the system geometry of each exposure in the observation. Because WASP-76b is an ultrahot Jupiter (zero albedo, instantaneous redistribution equilibrium temperature of 2190 K), we use GGchem to calculate thermochemical equilibrium abundances. As with the light-curve generation, the radiative transfer includes \( \text{H}_2\text{O}, \text{CO}, \text{CO}_2, \text{CH}_4, \text{HCN}, \text{NH}_3, \text{C}_2\text{H}_2, \) and \( \text{C}_2\text{H}_4 \) opacities, all from ExoTransmit. The atmosphere has 100 discrete layers, evenly spaced in logarithmic pressure space, from \( 10^{-6} \) to \( 10^2 \) bar.

3.3.1. Spectral Binning

With spectroscopic observations, the spectral binning is up to the observer. This choice is far from simple. Smaller bins lead to a better-sampled spectrum, and each wavelength bin likely probes a smaller range of pressures, potentially allowing for better characterization of the atmosphere, as the atmosphere is less likely to be well fit with all maps placed at similar pressures. However, small wavelength bins lead to more uncertain light curves and, thus, more uncertain 2D maps to use in the 3D retrieval. Because we do not incorporate the uncertainty of the 2D maps in our 3D retrieval (aside from adjusting their positions vertically), we take the cautious approach of minimizing this uncertainty by using only five evenly spaced spectral bins from 1.0 to 2.5 μm.

3.3.2. Planet Grid Size

Our formulation of the visibility function (Equation (7)) counts planet grid cells as either fully visible or obscured depending on the position of the center of the grid cell relative to the center of the projected stellar disk. This approximation approaches a smooth eclipse for infinitely small grid cells, but the 3D model calculation time scales approximately proportionally to the number of grid cells, quickly becoming infeasible. Therefore, we must choose a planetary grid resolution that adequately captures the eclipse shape within observational uncertainties and keeps model runtime manageable. Figure 8 compares uniformly bright WASP-76b eclipse ingress models for a range of grid resolutions with the analytic ingress model. At a resolution of \( 15^\circ \times 15^\circ \), the deviations from the analytic model are within the 1σ region for the filter that yields the highest signal-to-noise ratio, so we adopt this grid resolution.

5 https://jwst.etc.stsci.edu
The vertical dashed lines denote the minimum and maximum visible longitudes during the observation, at \( -126^\circ \) and \( 126^\circ \).

Figure 5. Uniform-map and eigenmap components of the 2D fit to the 2.05 \( \mu \)m light curve. The magnitude of each map has been scaled by the best-fitting \( c_i \) value. The vertical dashed lines denote the minimum and maximum visible longitudes during the observation, at \( -126^\circ \) and \( 126^\circ \).

Table 3

| \( l_{\text{max}} \) | \( N \) | \( 1.14 \mu \text{m} \) | \( 1.44 \mu \text{m} \) | \( 1.75 \mu \text{m} \) | \( 2.05 \mu \text{m} \) | \( 2.35 \mu \text{m} \) |
|---|---|---|---|---|---|---|
| | | \( \chi^2 \) | BIC | \( \chi^2 \) | BIC | \( \chi^2 \) | BIC | \( \chi^2 \) | BIC | \( \chi^2 \) | BIC |
| 1 | 1 | 2.840 | 6693.59 | 3.404 | 8019.42 | 4.107 | 9670.25 | 3.194 | 7525.70 | 3.503 | 8251.41 |
| 1 | 2 | 0.995 | 2384.63 | 1.138 | 2702.60 | 1.077 | 2558.76 | 1.031 | 2451.48 | 1.045 | 2484.05 |
| 1 | 3 | 0.916 | 2375.45 | 1.138 | 2710.44 | 1.077 | 2566.49 | 1.031 | 2459.67 | 1.045 | 2491.97 |
| 2 | 1 | 2.837 | 6688.25 | 3.344 | 7878.70 | 4.074 | 9592.54 | 3.174 | 7480.07 | 3.497 | 8237.88 |
| 2 | 2 | 0.977 | 2325.42 | 1.012 | 2406.48 | 0.986 | 2346.08 | 0.972 | 2312.66 | 1.008 | 2398.75 |
| 2 | 3 | 0.977 | 2331.34 | 1.011 | 2412.64 | 0.986 | 2352.35 | 0.965 | 2305.38 | 1.002 | 2397.02 |
| 2 | 4 | 0.977 | 2338.40 | 1.012 | 2419.98 | 0.985 | 2358.07 | 0.963 | 2305.38 | 1.002 | 2397.02 |
| 2 | 5 | 0.977 | 2344.87 | 1.011 | 2425.29 | 0.984 | 2362.95 | 0.959 | 2299.91 | 1.000 | 2398.90 |
| 3 | 1 | 2.837 | 6688.27 | 3.344 | 7878.49 | 4.074 | 9592.37 | 3.174 | 7479.63 | 3.497 | 8237.61 |
| 3 | 2 | 0.977 | 2225.88 | | | | | | | |
| 3 | 3 | 0.977 | 2331.32 | 1.010 | 2412.64 | 0.986 | 2352.35 | 0.965 | 2305.38 | 1.002 | 2397.02 |
| 3 | 4 | 0.977 | 2338.15 | 1.011 | 2417.44 | 0.985 | 2356.39 | 0.955 | 2286.45 | 0.998 | 2388.35 |
| 3 | 5 | 0.977 | 2345.42 | 1.008 | 2417.71 | 0.984 | 2360.85 | 0.953 | 2288.38 | 0.998 | 2393.68 |
| 4 | 1 | 2.838 | 6688.84 | 3.346 | 7882.38 | 4.074 | 9593.83 | 3.176 | 7483.09 | 3.498 | 8240.57 |
| 4 | 2 | 0.977 | 2225.51 | 1.013 | 2409.68 | 0.987 | 2347.56 | 0.972 | 2314.35 | 1.009 | 2400.42 |
| 4 | 3 | 0.977 | 2331.51 | 1.010 | 2408.14 | 0.985 | 2350.48 | 0.958 | 2286.61 | 1.001 | 2387.66 |
| 4 | 4 | 0.977 | 2338.46 | 1.010 | 2415.93 | 0.985 | 2357.49 | 0.954 | 2284.98 | 0.999 | 2389.33 |
| 4 | 5 | 0.977 | 2346.11 | 1.005 | 2412.12 | 0.984 | 2362.43 | 0.954 | 2291.29 | 0.998 | 2395.44 |
| 5 | 1 | 2.838 | 6688.86 | 3.346 | 7882.38 | 4.074 | 9593.83 | 3.176 | 7483.09 | 3.498 | 8240.57 |
| 5 | 2 | 0.977 | 2225.52 | 1.013 | 2409.79 | 0.987 | 2347.61 | 0.972 | 2314.36 | 1.009 | 2400.49 |
| 5 | 3 | 0.977 | 2331.53 | 1.009 | 2407.95 | 0.985 | 2350.36 | 0.958 | 2287.06 | 1.001 | 2387.66 |
| 5 | 4 | 0.977 | 2338.33 | 1.010 | 2415.73 | 0.985 | 2357.50 | 0.954 | 2285.67 | 0.999 | 2389.76 |
| 5 | 5 | 0.977 | 2345.92 | 1.005 | 2412.08 | 0.985 | 2363.12 | 0.952 | 2292.65 | 0.999 | 2396.47 |

Note: The optimal fit for each light curve is in boldface, fits with \( \Delta \text{BIC} \leq 2 \) (model preference \( \approx 3:1 \) or better) are in italics, fits with \( 2 < \Delta \text{BIC} < 5 \) (model preference \( \approx 3:1 \) – 10:1) are underlined, and all worse fits are in roman font. In some cases (e.g., \( l_{\text{max}} = 2, N = 2 \) and \( l_{\text{max}} = 3, N = 2 \) for 1.44 \( \mu \)m), the BICs appear to be identical when printed with these digits, but the true best case is in roman font.

3.3.3. Temperature–Pressure Interpolation

By default, ThERESA uses linear interpolation, in log-pressure space, to fill in the temperature profiles between the 2D maps. Because the atmosphere is discretized into pressure layers, if \( >2 \) thermal maps are placed between two adjacent pressure layers for a given grid cell, the grid cells of the central maps of this grouping have no effect on the 3D thermal structure. This problem is significantly exacerbated when using the isobaric pressure-mapping method, where entire 2D maps, rather than just a single cell of a map, can be hidden.

We experimented with quadratic and cubic interpolation to mitigate this problem, as those methods make use of more than just the two adjacent thermal maps nearest to the interpolation point. However, these interpolation methods cause significant unrealistic variation in the vertical temperature structure, often creating negative temperatures, artificially limiting parameter space (as these negative temperature models are rejected). Therefore, we elect to use linear interpolation and rely on the contribution function constraint (see Section 2.2.1) to guide the 2D thermal maps to consistent pressure levels. While it is still possible to hide maps, for a good fit this will only happen when maps have similar temperatures.

3.3.4. Pressure-mapping Function

We tested each of the pressure-mapping functions described in Section 2.2—i.e., isobaric, sinusoidal, quadratic, and flexible—to determine which is most appropriate for our synthetic WASP-76b observation. For all four cases, we use an additional parameter to set the planet’s internal temperature (at 100 bar)
but leave the upper atmosphere to be isothermal at pressures lower than the highest 2D map in each grid cell.

The isobaric model, which contains only six free parameters—a pressure level for each 2D temperature map and an internal temperature—fits the data quite well. We achieve a reduced $\chi^2$ of 1.067 and a BIC of 13750.55, including the penalty for contribution function fitting. The fit places the 2D maps for the four longest wavelengths, which all have similar temperatures, at $\approx 0.05$ bar, and puts the 1.14 $\mu$m map slightly deeper, at $\approx 0.08$ bar, creating the temperature inversion seen in the GCM (see Figure 4). Figure 9 shows the 3D temperature structure, with each profile weighted by the contribution functions of each filter in each grid cell.

The sinusoidal pressure-mapping function will always result in a fit at least as good as the isobaric model, as there is a set of sinusoidal model parameters that replicates the isobaric model, but the additional complexity may not be justified by the quality of our data. Here, however, we find a significant improvement. First, we use the sinusoidal function but fix the phase of the longitudinal sinusoid ($a_4$ in Equation (5)) equal to the hot-spot longitude, effectively assuming the contribution function variation follows temperature variation. With this parameterization, we find a reduced $\chi^2$ of 1.013 and a BIC of 13142.84.

If we also allow the $a_4$ terms to vary, the sinusoidal model is no longer forced to tie the hottest part of each 2D map to the highest or lowest pressure of that map’s vertical position. This added flexibility improves the fit to a reduced $\chi^2$ of 0.989 and a BIC of 12879.60. Looking at Figure 9, we see that the hottest portion of the 1.75 $\mu$m 2D map is shifted to higher pressures.
and the 1.14 $\mu$m map is pushed deeper, smoothing out the temperature inversion.

The quadratic model is the next step up in complexity. With this model, we achieve a reduced $\chi^2$ of 1.037 and a BIC of 13580.20. This is a worse fit than the sinusoidal models, and a much higher BIC, suggesting that the sinusoidal model better captures the 3D placement of the 2D maps using fewer free parameters.

Figure 9. Left to right: the input temperature grid from the GCM, the isobaric retrieval, the fixed-phase sinusoidal retrieval, the free-phase sinusoidal retrieval, and the quadratic retrieval. The colored lines indicate temperature profiles along the equator, with the GCM downsampled to the spatial resolution of the fitted temperature grid. All others are plotted in gray. For the fitted grid, the plotted color opacity for each profile is weighted by the maximum contribution function (over all filters) for each grid cell and pressure layer, normalized to the largest contribution. Nonvisible grid cells have a contribution of 0. Dots indicate the placement of the 2D temperature maps for each (visible) grid cell, and their plotting opacity is the ratio of the total contribution from that grid cell and filter to the maximum total contribution.
parameters, further increasing the BIC and decreasing preference for this model.

As with choosing $N$ in the 2D mapping, we use the BIC to determine the optimal 3D model. For these data, we achieve the lowest BIC using the free-phase sinusoidal model.

3.4. Credible Region Errors

To assess the completeness of the MCMC parameter-space exploration, we compute the Steps Per Effectively Independent Sample (SPEIS), Effective Sample Size (ESS), and the absolute error on our 68.3% (1σ) credible region $\sigma_C$ of our posterior distribution following Harrington et al. (2021). We compute SPEIS using the initial positive sequence estimator (Geyer 1992), then divide the total number of iterations by the SPEIS to calculate ESS. Then,

$$\sigma_C = \sqrt{\frac{C(1 - C)}{ESS + 3}},$$

where $C = 0.683$ is a given credible region. We calculate an ESS for each parameter of each chain and sum over all chains to get a total ESS.

4. Discussion

4.1. 2D Thermal Maps

From a qualitative perspective, the retrieved maps match the GCM well. Figure 7 shows a comparison of the 2D thermal maps extracted from the GCM used to generate the light curves and the retrieved maps. Large-scale features, like the planet’s hot spot and its eastward shift from the substellar point, are recovered. As expected, there is little match between the night side of the GCM and the fitted maps, and the fits are often nonphysical in this region, as we do not apply physicality constraints to nonvisible portions of the planet. The fits are also unable to recover smaller-scale features, like the latitudinal width of the equatorial jet and the sharp drops in temperature near the planet’s terminator, which cannot be replicated without many additional eigencurves.

From the MCMC parameter posterior distribution, we can generate a posterior distribution of maps to examine a variety of features. By finding the maximum of a subsample of 10,000 maps in the posterior distribution, we can identify the location and uncertainty of the planet’s hot spot and determine if there is a longitudinal shift from the substellar point, a useful metric for understanding the dynamics of the planet’s atmosphere. For WASP-76b, we determine hot-spot longitudes of $23.8^{+1.1}_{-1.2}$, $11.4^{+0.3}_{-0.1}$, $12.4^{+0.3}_{-0.3}$, $-4.9^{+2.5}_{-0.2}$, and $20.8^{+2.6}_{-2.3}$ deg for each bandpass in increasing wavelength, respectively (see Figure 10). For comparison to the GCM, we constructed 1D cubic splines along the equators of the GCM temperature maps (Figure 7) and found their maxima. The GCM has hot-spot longitudes of $14^{+1}_{-1}$, $9^{+1}_{-1}$, $9^{+2}_{-1}$, $7^{+8}_{-1}$, and $10.1^{+2}_{-1}$°. In a broad sense, our 2D retrieval captures the stronger eastward shift at 1.14 $\mu$m and places the other four maps closer together, much like the GCM maps. Differences are likely due to the limited temperature structures possible with $N \leq 4$ fits and approximating the GCM hot spot as the equatorial longitude with the peak temperature. Unsurprisingly, the fitted hot-spot latitudes are very near the equator because none of the included eigencurves contain significant north–south variation, which should be detectable.
for orbits with nonzero (but less than $1 - R_p/R_s$) impact parameters.

Using the subsample of posterior maps, we also can calculate uncertainties on the temperature maps, at an arbitrary resolution, by evaluating the standard deviation of the temperature in each grid cell. Figure 11 shows the full temperature uncertainty maps and equatorial profiles. Uncertainties are low, at approximately 10 K, for grid cells that are visible throughout the observation. Grid cells at higher longitudes are less well constrained because (1) they are only visible or partially visible for a portion of the observation, and (2) they contribute less to the planet-integrated flux due to the visibility function (Equation (7)). Likewise, high latitudes are less well constrained.

While the thermal maps agree with the GCM at many locations on the planet, there are a few places where the discrepancy is significant within the uncertainties. In several bandpasses we overestimate the temperature of the hot spot, four of the maps overestimate the temperature of the western terminator, and all five maps underestimate temperatures at the extreme ends of the visible longitudes. These discrepancies can all be explained by the simplicity of the 2D model, which only contains two to four statistically justified eigencurves. The model cannot capture the fine details of the GCM thermal structure, and the uncertainties are likewise constrained. Indeed, if we increase the number of eigencurves, we both improve the match with the GCM and increase the temperature uncertainties to encompass the difference between the fit and truth (see Figure 12). However, this also significantly increases the uncertainty on the location of the planet’s hot spot and the additional parameters are not statistically justified, evident in the minor changes to the best fit as more parameters are introduced. For example, adding only one more eigencurve to the 1.14 µm fit ($N = 3$) increases the BIC by 5.92 (Table 3), a preference for the $N = 2$ model of $\approx 19:1$. This figure also shows the fraction of the observation during which a given longitude, along the equator, is visible to any degree, including the effects of both planet rotation and the occultation by the star. The plateau centered on 0° shows the longitudes, which are visible for the whole observation, except during eclipse. The smaller plateaus near −90° and 90° are the longitudes visible for the entirety of pre- or post-eclipse but not vice versa due to planet rotation during eclipse.

Figure 12. A comparison of the equatorial temperature uncertainties on 1.14 µm maps retrieved with different numbers of eigencurves. The blue region denotes 1σ, 2σ, and 3σ. Only visible longitudes are shown. Top: the equatorial temperatures of the GCM and the best fit. Middle: the difference between the GCM and fitted equatorial temperatures. The blue data point shows the best-fit hot-spot longitude and its 3σ uncertainty (y location arbitrary). Bottom: the fraction of the observation during which a given longitude, along the equator, is visible to any degree, including the effects of both planet rotation and the occultation by the star. The plateau centered on 0° shows the longitudes, which are visible for the whole observation, except during eclipse. The smaller plateaus near −90° and 90° are the longitudes visible for the entirety of pre- or post-eclipse but not vice versa due to planet rotation during eclipse.
pressures, the linear trend continues down to substellar point. At lower pressures the atmosphere is isothermal and at higher temperature gradient becomes negative. Bottom: the distribution of temper-

Figure 13. MCMC posterior distribution of temperature profiles at the substellar point, showing our parameterization scheme is not influencing the location of the thermal inversion. For computational feasibility, we thinned the posterior distribution by a factor of 100. Top: the minor positive correlation between $T_{\text{bot}}$ and the location of the thermal inversion, measured by evaluating the 3D thermal profiles at high vertical (pressure) resolution and finding the pressure level where the temperature gradient becomes negative. This relationship, for the substellar point, is shown in Figure 13, which shows a minor positive correlation, although the variation in the inversion pressure is small. Thus, the $T_{\text{bot}}$ parameter is not affecting the location of the thermal inversion.

To further understand the effects of the $T_{\text{bot}}$ parameter, we examined the thermal profiles in the MCMC posterior as a function of $T_{\text{bot}}$. First, we looked for potential correlations between $T_{\text{bot}}$ and the location of the thermal inversion, measured by evaluating the 3D thermal profiles at high vertical (pressure) resolution and finding the pressure level where the temperature gradient becomes negative. This relationship, for the substellar point, is shown in Figure 13, which shows a minor positive correlation, although the variation in the inversion pressure is small. Thus, the $T_{\text{bot}}$ parameter is not affecting the location of the thermal inversion.

There are many similarities between the isobaric fit and the two sinusoidal fits. In all cases, the 1.14 $\mu$m temperature map is placed at higher pressures than the others to create the thermal inversion near 0.04 bar and the planet has a low internal temperature to continue the temperature inversion. The upper atmosphere is roughly the same, especially in the hottest grid cells. However, while the isobaric model is forced to place all maps near their peak contributions at the planet’s hot spot, the additional flexibility of the sinusoidal model allows the temperature maps to better match their contribution functions (and the emitted spectra) across the entire planet. This is evident in the significantly improved $\chi^2$ and BIC. We take the free-phase sinusoidal model to be the optimal fit.

Figure 14 shows the optimal 3D model fit to the light curves, and Table 4 lists the model parameters with their $1\sigma$ credible regions, SPEIS, ESS, and $\sigma_{\text{C}}$, from a 28 day run with $\approx$10,000 iterations over seven Markov chains. We discard the first 80,000 iterations of each chain, as the $\chi^2$ was still improving significantly, so these iterations are not representative of the true parameter space. These parameters give information about the pressures probed by each filter, as follows: $a_1$ is the average logarithmic pressure probed by the corresponding temperature map, $a_2$ is the change in logarithmic pressure probed from the equator to the poles, and $a_3$ is a similar change from the longitude $a_4$ to $a_4+180^\circ$. However, one must keep in mind that the observation is not sensitive to all longitudes, so the $a_3$ parameter should only be considered representative of the longitudinal change in probed pressure within the range of visible longitudes ($-126^\circ$ to $126^\circ$ for this observation).

Because the noise in the observation is purely uncorrelated, we can easily see where the model fails to match the observation. There is a minor negative slope in the residuals at 1.14 $\mu$m, indicating extra flux east of the substellar point and a flux deficiency west of the substellar point, at those wavelengths. This agrees with the more eastern hotspots found in our 2D maps. Our best fit also produces slightly less flux in the 2.05 $\mu$m band than the GCM. All these differences are well within the uncertainties, however, as indicated by the low $\chi^2$. Increasing $N$ in the 2D fit could allow for fine adjustment of the 3D thermal structure and improve the 3D fit in these areas, but, as discussed above, additional free parameters are not justified by the data.
uncertainties. Fits using the simpler pressure-mapping functions have slightly stronger variations in the residuals but very similar shapes (e.g., a stronger slope at 1.14 μm).

This figure also shows a comparison between the 3D model contribution functions and the vertical placement of the 2D thermal maps to examine the effectiveness of our contribution function consistency requirement (Section 2.2.1). The range of vertical placements of the 2D thermal maps (gray boxes) aligns well with the peaks of the contribution functions, demonstrating that our χ² penalty is successfully guiding the fit to a consistent result. Figure 15 shows a comparison of the equatorial contribution functions with the 2D map placements overlaid, which confirms that the 2D maps’ vertical position matches the contribution functions, especially for the hottest grid cells.

Uncertainties on the placement of the 2D maps are straightforward to evaluate, using the marginalized MCMC posterior distributions. For instance, for the isobaric model, the 2D maps are placed, in order of increasing wavelength, at $1.115 \pm 0.014$, $1.326 \pm 0.017$, $1.325 \pm 0.001$, $1.353 \pm 0.023$, and $1.326 \pm 0.014$ log (bar pressure), with an internal temperature of 630 ± 64 K. The uncertainties on these model parameters, and those of the other 3D model functions, can be lower than the model’s vertical resolution because the discretized layers of the model have temperatures interpolated from the vertical placement of the 2D temperature maps. The 2D maps can be placed anywhere within the pressure range of the model and are not restricted to the precise layering of the model.

However, uncertainties on the 3D temperature model as a whole are more nuanced. A distribution of 3D models generated from the MCMC parameter posterior distribution will lead one to believe the atmosphere is very well constrained. However, much like the uncertainties on the 2D models are restricted by the flexibility of the eigenmaps, uncertainties on the best-fitting 3D models are restricted by the models’ functional forms. Additionally, the uncertainties on the 2D maps are not propagated to the 3D fits. The upper atmosphere will appear constrained to absolute certainty because the model sets these temperatures to be isothermal with the lowest-pressure 2D map in each grid cell. Therefore, temperatures at these low pressures do not vary in the MCMC unless the 2D maps are swapping positions, and even then, the upper atmosphere of each grid cell can only have a number of unique temperatures equal to the number of 2D maps present.

For pressures between 2D map placements, the temperature profile interpolation and vertical shifting of the 2D maps lead to a range of temperatures in the posterior distribution of models, but variation is still significantly limited by the temperatures present in the 2D maps. At higher pressures, temperatures are strongly tied to the deepest 2D map but some variation is allowed by the internal temperature parameter. Uncertainties on the 3D model are much better understood by studying the contribution functions, as uncertainties should be considered unconstrained in portions of the atmosphere with zero contribution to the planet’s flux.
the phase shift of the longitudinal sinusoid. All quantities are in log units.

Notes.

1 is the average vertical location of the temperature map, \(a_2\) is the sinusoidal amplitude of variation in pressures probed by the map with latitude, \(a_3\) is the sinusoidal amplitude of variation in pressures probed with longitude, and \(a_4\) is the phase shift of the longitudinal sinusoid. All quantities are in log(pressure), in bars. See Equation (5).

Steps per effectively independent sample.

Effective sample size.

The normalized equatorial contribution functions for each spectroscopic bin. The vertical, equatorial placements of the 2D thermal maps from the optimal fit of the free-phase sinusoidal function (Table 4) are overplotted in red.

### Table 4

| Name\(^a\) | Best Fit | \(C = 0.683\) | SPEIS\(^b\) | ESS\(^c\) | \(\sigma_C\) |
|------------|-----------|----------------|--------------|------------|-------------|
| \(a_1\)    | -0.68     | [0.07, -0.61]  | 5656         | 143.2      | 3.8%        |
| \(a_2\)    | 0.05      | [-0.06, 0.17]  | 6586         | 123.0      | 4.1%        |
| \(a_3\)    | 0.65      | [0.45, 0.67]   | 11708        | 69.2       | 5.5%        |
| \(a_4\)\(^c\) | 159       | [153, 161]     | 10720        | 75.6       | 5.2%        |

\(1.44 \mu m\)

| \(a_1\)    | -1.73     | [-1.78, -1.67] | 5972         | 135.7      | 4.0%        |
| \(a_2\)    | 0.33      | [0.30, 0.44]   | 5907         | 137.2      | 3.9%        |
| \(a_3\)    | -0.05     | [-0.04, -0.00] | 21794        | 37.2       | 7.3%        |
| \(a_4\)\(^c\) | 109       | [20, 127]      | 23214        | 34.9       | 7.6%        |

\(1.75 \mu m\)

| \(a_1\)    | -1.69     | [-1.73, -1.62] | 5389         | 150.3      | 3.8%        |
| \(a_2\)    | 0.29      | [0.21, 0.35]   | 5867         | 138.1      | 3.9%        |
| \(a_3\)    | 0.11      | [0.09, 0.13]   | 7082         | 114.4      | 4.3%        |
| \(a_4\)\(^c\) | -23       | [-25, -11]    | 13547        | 59.8       | 5.9%        |

\(2.05 \mu m\)

| \(a_1\)    | -1.69     | [-1.69, -1.57] | 6750         | 120.0      | 4.2%        |
| \(a_2\)    | 0.28      | [0.15, 0.29]   | 6436         | 125.9      | 4.1%        |
| \(a_3\)    | -0.05     | [-0.05, -0.02] | 11513        | 70.4       | 5.4%        |
| \(a_4\)\(^c\) | 95        | [65, 98]       | 19405        | 41.7       | 7.0%        |

\(2.35 \mu m\)

| \(a_1\)    | -1.43     | [-1.51, -1.33] | 8576         | 94.5       | 4.7%        |
| \(a_2\)    | 0.22      | [0.10, 0.26]   | 6472         | 125.2      | 4.1%        |
| \(a_3\)    | -0.23     | [-0.25, -0.15] | 10128        | 80.0       | 5.1%        |
| \(a_4\)\(^c\) | 39        | [32, 42]       | 15364        | 52.7       | 6.2%        |

\(T_{\text{eff}}\) (K)

701 [619, 737] 6137 132.0 4.0%

### 4.2.1. Thermal Inversion

The presence of strong optical absorbers, such as TiO, is often invoked to explain the presence of thermal inversions, as this molecule can significantly heat a planet’s upper atmosphere (Hubeny et al. 2003; Fortney et al. 2006, 2008). Evidence of TiO has been found in observations of multiple hot Jupiters (e.g., Changeat & Edwards 2021; Kirk et al. 2021), including WASP-76b (Fu et al. 2021).

Both our radiative transfer forward model of the ground truth and the retrieved 3D model do not include TiO and yet we retrieve the input thermal inversion. As described in Section 3, the temperature inversion in the GCM is produced by the relative ratio between the infrared and optical absorption coefficients, which are broad band and do not include molecular spectral absorption (such as by TiO). The retrieval framework does not require TiO, but for a different reason: The temperature profiles are entirely parameterized and so do not require a physical heating mechanism to produce an inversion. This is a strength of the model, as real exoplanet atmospheres are likely in complex thermal states which can, in principle, be recreated by our model.

While we achieve an excellent fit to the eclipse spectra without TiO, it is possible that the inclusion of this molecule would affect the emission spectra enough to shift the pressures probed by our observations, changing the optimal locations of the 2D temperature maps. However, TiO opacity peaks in the optical and falls off rapidly into the near-infrared wavelengths (e.g., Gharib-Nezhad et al. 2021). Thus, the impact on our models should be small.

### 5. Conclusions

In preparation for the 3D exoplanet-mapping capabilities of JWST, we have presented the ThERESA code, a fast, public, open-source package for 3D exoplanet atmosphere retrieval. The code builds upon the maximally informative 2D mapping techniques of Rauscher et al. (2018) with the addition of 3D planet models, composition calculations, radiative transfer computation, and planet integration to model observed eclipse spectra. Thus, we combine a 2D mapping scheme with 1D radiative transfer into a 3D model with a manageable number of parameters, enabling fast fit convergence. For example, the
isorbaric model, running on 11 processors and <5 GB of memory, with 12 latitudes, 24 longitudes, 100 pressure layers, and eight molecules, converges in <3 days of runtime. More complex models can take a few weeks depending on the desired error level in the parameter credible regions.

ThERESA improves upon the 2D mapping methods of Rauscher et al. (2018) by (1) using TSVD PCA to ensure that eigencurves have the expected zero flux, reducing the need for a stellar correction term, and (2) restricting parameter space to avoid nonphysical negative fluxes at visible locations on the planet, forcing positive temperatures and enabling radiative transfer calculations. Through a reanalysis of Spitzer HD 189733 b observations, we demonstrated the accuracy of ThERESA’s implementation of 2D eigencurve mapping. Our measurement of the eastward shift of the planet’s hot spot agrees extremely well with previous studies (Majeau et al. 2012; Rauscher et al. 2018).

Our 3D planet models consist of functions that attach 2D maps to pressures that can vary by position on the planet, using functions that range in complexity from a single pressure per map to a maximally flexible model with a parameter for the vertical position of every 2D map in every grid cell. We also require that 2D maps be placed near the peaks of their corresponding contribution functions, ensuring consistency between the 3D model and the radiative transfer calculations.

To test the accuracy of our retrieval method, and to explore the capabilities of eclipse mapping with JWST, we generated a synthetic eclipse observation from WASP-76b GCM results. Our 2D maps are able to retrieve the large-scale thermal structure of the GCM with $l_{\text{max}} \leq 5$ and $N \leq 4$, the highest-complexity fits justified by a BIC comparison. We caution that the limited complexity of the eigencurves and eigenmaps limits the structures possible in the best-fitting maps and their uncertainties. Future mapping analyses must be cognizant of these limitations when presenting results.

Our 3D retrievals, regardless of the temperature-to-pressure model used, were able to accurately determine the temperatures of the planet’s atmosphere that we are sensitive to, from ~0.001 to 0.1 bar, including the presence of a thermal inversion at the planet’s hot spot near 0.04 bar, while maintaining a radiatively consistent atmosphere by ensuring that 3D model contribution functions match the vertical placements of the 2D temperature maps. Through a BIC comparison, a sinusoidal model function that includes combined latitudinal, longitudinal, and vertical information was preferred over a purely isobaric model, demonstrating that 3D models are necessary to interpret JWST-like observations, and ThERESA can perform the analyses on such data.
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