Clinical or experimental study results need to be processed precisely to lead to development and advances in medicine. At this stage, biostatistics plays an important role in collecting healthy data, making unbiased comparisons and interpreting the findings correctly. In order to interpret the findings correctly and to adapt this to the diagnosis or treatment of patients, it is very important to conduct power analysis in scientific research. By determining the number of samples to be included in the study by power analysis, it can be demonstrated that the results obtained are really significant or not (1, 2).

Rosenfeld and Rockette (1) showed in their study that only 1% of 541 original research articles published in four prestigious otolaryngology journals of 1989 studied sample size or power analysis.

Today, the first step of a clinical or experimental study is design. Before beginning the study, one should determine the study population, than find a sample which is considered to represent the population, and it is clear that, the most important part of a study design is the sample size (2). A small sample size might lead to failure of the study and statistical analysis will be ineffective; on the other hand, a big sample size might lead statistically significant results with unnecessary numbers of subjects and cost (2, 3). Also, including more participants than needed is an ethical problem (2). For both statistical adequacy and unnecessary cost avoidance we have to find the exact number of patients, subjects or laboratory animals (3, 4).

The power analysis is performed by some specific tests and they aim to find the exact number of population for a clinical or experimental study (5).

In fact, there are two situations while testing the hypothesis in a clinical trial. These are null hypothesis (H0) and alternative hypothesis (H1). Null hypothesis always argues that there is no difference between groups. The opposite of this is called as alternative hypothesis. Other than the hypothesis types, there are two types of error in biostatistics. Type I error means that incorrectly rejection of the hypothesis where the hypothesis is true. Type II error is an error that we accept the hypothesis, when the hypothesis is false, but we incorrectly do not have the ability to reject it (Table 1) (6).

Type I Error value is predetermined by the researchers and usually set at 0.05 or 0.01. If authors define type I error as 0.05 and if the result is found as no difference, that is 95% true (1). Type II error is defined as the power of the study. It is usually set at 0.20, sometimes 0.10. If it is set to 0.20, the power of the study is 80%. In other words, the probability of not detecting the difference between two groups is considered as 20% (5-7).

| Table 1. Type I, Type II errors and their relationship |
|------------------------------------------------------|
| The result of research | Hypothesis is true | Type I Error (α) |
| Hypothesis is false | Correct decision | Type II error (β) |
| Correct decision | Hypothesis is false | Correct decision |
The other two parameters which affect the sample size are minimal clinically relevant difference and variance. The minimal clinically relevant difference is the smallest difference outcome between the study groups. It can be called as minimal scientific outcome that is significant for the investigator. So, this difference should be determined by the author. For example, if you are working on a treatment for sudden hearing loss. The level for the outcome should be determined as 20 or 30 dB by the authors.

The last important parameter is the variance of the outcome. This outcome is usually obtained from the clinical knowledge or previous data (6).

After determining these parameters, calculations can be done easily by using different software by a biostatistician.

As a conclusion, at the beginning of a clinical or experimental study, the researcher should determine the type I and type II error values, minimal clinically relevant difference and the variance of their own study. Than by using these parameters, biostatisticians can be able to help us find the most appropriate number of samples that will obtain effective and qualified scientific values.
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