Casimir interactions in graphene systems
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Abstract – The non-retarded Casimir interaction (van der Waals interaction) between two free-standing graphene sheets as well as between a graphene sheet and a substrate is determined. We present several different derivations of the interaction. An exact analytical expression is given for the dielectric function of graphene along the imaginary frequency axis within the random phase approximation for arbitrary frequency, wave vector, and doping.
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The first reference to the material graphene in the literature was made by Boehm et al. [1] in 1962. With modern technology it is now possible to produce large-area graphene sheets and graphene has become one of the most advanced two-dimensional (2D) materials of today. Due to its superior transport properties it has a high potential for technological applications [2–6]. A free-standing graphene sheet has a very interesting band structure. The valence and conduction bands form two sets of cones. In each set the two cones are aligned above each other with their tips coinciding at the Fermi level. Thus, the Fermi surface is just two points in the Brillouin zone; the value of the band gap is zero. The energy dispersion in the conduction and valence bands is linear which means that the carriers behave as relativistic particles with zero rest mass. When a graphene layer is formed on a substrate the Fermi level moves up or down in energy — the sheet is doped.

A graphene layer interacts with other graphene layers or with a substrate with Casimir forces, forces that were predicted [7] by Casimir in 1948. In a pioneering work Sparnaay [8] tried to experimentally verify the existence of the Casimir force between two parallel plates. However, the experimental uncertainties were of the same order of magnitude as the force itself so the experiment was non-conclusive. The interest in the Casimir force virtually exploded a decade ago. This increase in interest was triggered by a torsion pendulum experiment by Lamoreaux [9], which produced results with good enough accuracy for the comparison between theory and experiment to be feasible. This stimulated both theorists [10–15] and experimentalists [16–19] and the Casimir field has grown constantly since then. The thermal Casimir effect is not completely understood yet [20,21]. These forces are very important in graphene systems. They are the result of many-body interactions. Other many-body effects modify the dispersion of the energy bands [22–27]. The present work is devoted to the forces.

We derive the Casimir interaction between two graphene sheets, undoped and doped, and between one graphene sheet and a substrate. Numerical results are presented in the range from 1 Å to 1 µm for experimentally relevant doping concentrations. The derivations are performed within the non-retarded formalism. It was demonstrated in ref. [28] that retardation effects are not important in undoped graphene. For doped graphene retardation effects are expected to show up at separations outside the range considered here. Furthermore, we present explicit expressions for the dielectric function of doped graphene on the imaginary frequency axis, in terms of real-valued functions of real-valued variables.

We begin by calculating the interaction energy between two graphene layers. For undoped graphene retardation effects never show up [28] because of the particular band structure. For doped graphene they do for large enough separation. We limit the calculation to small enough separations for the retardation effects to be negligible. An estimate of the separation at which retardation effects become important is the separation where the non-retarded result crosses the result for two perfectly reflecting metal half-spaces, \(E(d) = -\frac{\hbar c \pi^2}{(720d^2)}\). For undoped graphene this
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crossing never occurs. For doped graphene it occurs and earlier the higher the doping concentration. For the doping concentration $1 \times 10^{13} \text{ cm}^{-2}$, which is the highest considered in this work, the crossing occurs at approximately 300 $\mu\text{m}$ so we are well within the non-retarded regime. Thus we calculate the non-retarded Casimir interaction or in other words the van der Waals interaction. The interaction energy is then nothing but the inter-layer correlation energy [29]. At zero temperature it is given by

$$E_c(d) = \frac{\hbar}{(2\pi)^2} \int_0^\infty \int_0^\infty d\omega dqq \ln \left\{ 1 - e^{-2qd} \frac{\alpha'(q, \omega)}{1 + \alpha'(q, \omega)} \right\}^2,$$

(1)

where $\alpha(q, \omega)$ is the polarizability of one graphene layer. The prime indicates that the function is calculated along the imaginary axis of the complex frequency plane. In terms of the polarizability the dielectric function is given by $\varepsilon(q, \omega) = 1 + \alpha(q, \omega) = 1 - \varepsilon^{2D}(q)\chi(q, \omega)/\kappa$, where $\varepsilon^{2D}(q) = 2\pi\varepsilon^2/q$ is the 2D fourier transform of the Coulomb potential, $\kappa$ is the dielectric constant of the surrounding medium, and $\chi(q, \omega)$ the density-density correlation function or polarization bubble. The Feynman diagrams representing this energy are given in fig. 1.

Let us first begin with an undoped graphene sheet. In a general point in the complex frequency plane, away from the real axis the density-density correlation function is [30]

$$\chi(q, z) = -\frac{g}{16\hbar} \frac{q^2}{\sqrt{q^2 - z^2}},$$

(3)

where $v$ is the carrier velocity which is a constant in graphene ($E = \pm \hbar v k$), and $g$ represents the degeneracy parameter with the value of 4 (a factor of 2 for spin and a factor of 2 for the cone degeneracy.) With this particular screening it turns out that $\alpha'(q/\lambda, \omega/\lambda) = \alpha'(q, \omega)$ and the separation dependence of the interaction becomes very simple. A change of dummy variables results in

$$E_c(d) = \frac{\hbar}{(2\pi)^2} \int_0^\infty \int_0^\infty d\omega dqq \ln \left\{ 1 - e^{-2qd} \frac{\alpha'(q, \omega)}{1 + \alpha'(q, \omega)} \right\}^2 \approx 2.156 \frac{1}{d^3} \text{ J/m}^2,$$

(4)

with the value for $v$ chosen [31] to be $8.73723 \times 10^5$ m/s; $d$ is the distance in $\text{Å}$.

When the graphene sheet is doped the expression for the density-density correlation function is much more complicated. The retarded version has independently been obtained by Hwang and Das Sarma [32] and by Wunsch [31] et al. Here we present our general expression in the complex frequency plane, away from the real axis. In particular we give the result on the imaginary axis, which is where we perform the present calculations. We, just as in [31,32], include the contribution from the conduction and valence bands, only, and assume that the linear dispersion, ($E = \pm \hbar v k$), of the bands extends forever. In the real system the dispersion starts to deviate from linear at some point and transitions from the occupied core states to empty bands higher up in energy will contribute to some extent to the screening. We neglect this here. The linear dispersion should be a good approximation for $|E| \leq 3 \text{ eV}$. Deviations from the linear dispersion are generally expected to modify the results at the low separation limit of the range we cover here.

In the two next equations we use dimensionless variables: $x = q/2k_F$; $y = \hbar \omega/4E_F$; $\tilde{z} = h z/4E_F$. The density-density correlation function in a general point in the complex frequency plane, away from the real axis is

$$\chi(q, \tilde{z}) = -D_0 \left\{ 1 + \frac{x^2}{4\sqrt{x^2 - \tilde{z}^2}} \left[ \pi - f(x, \tilde{z}) \right] \right\};$$

$$f(x, \tilde{z}) = \text{asin} \left( \frac{1 - \tilde{z}}{x} \right) + \text{asin} \left( \frac{1 + \tilde{z}}{x} \right) - \frac{\tilde{z} - 1}{x} \sqrt{1 - \left( \frac{\tilde{z} - 1}{x} \right)^2} + \frac{\tilde{z} + 1}{x} \sqrt{1 - \left( \frac{\tilde{z} + 1}{x} \right)^2}. $$

(5)

The same result holds for excess of electrons and excess (2) of holes. The expression in eq. (5) reproduces the results
of refs. [31,32] when $z$ approaches the real axis from above, apart from an anomaly in the result of ref. [32]. The expression in their eq. (8), which should be purely real has an imaginary part. If this is removed their result agrees with both ours and that in ref. [31].

The result on the imaginary axis can be expressed as

$$\chi'(q, \omega) = \chi(q, i\omega)$$

$$= -D_0 \left\{ 1 + \frac{\pi^2}{4\sqrt{y^2+x^2}} \{ \pi - g(x, y) \} \right\};$$

$$g(x, y) = \arctan \left[ h(x, y) k(x, y) + l(x, y) \right];$$

$$h(x, y) = \frac{2\left\{ x^2(y^2-1)+(y^2+1)^2+(2yx)^2 \right\}^{1/2}}{\sqrt{(x^2+y^2-1)^2+(2y)^2-(y^2+1)}};$$

$$k(x, y) = \sin \left\{ \frac{\pi}{2} \arctan \left[ \frac{2yx}{x^2(y^2-1)+(y^2+1)^2} \right] \right\};$$

$$l(x, y) = \frac{\sqrt{-2x^2(y^2-1)-2(y^4-6y^2+1)+2(y^2+1)\sqrt{y^4+2x^2(y^2-1)+(y^2+1)^2}}}{x^2},$$

(6)

where the arcus tangens function is taken from the branch where $0 \leq \arctan < \pi$, $D_0 = \sqrt{gn/\pi e^2}$ is the density of states at the Fermi level and $n$ is the doping concentration. The density-density correlation function on the imaginary frequency axis has been derived before in a compact and inexplicit form (see ref. [33] and references therein.) Here we have chosen to express it in an explicit form in terms of real valued functions of real valued variables.

The numerical results for the size of the interaction energy between two undoped graphene layers in vacuum is shown as the straight line in fig. 2. The bent curves are valid for doping concentrations $1 \times 10^{10}, 1 \times 10^{11}, 1 \times 10^{12},$ and $1 \times 10^{13}$ $\text{cm}^{-2}$, respectively, counted from below.
rightmost part of figs. 2 and 3). For small enough separations the contribution to the interaction from the free carriers shows a much weaker separation dependence. This is obvious in both figs. 2 and 3. The change in character occurs at a separation of the order of the Thomas-Fermi screening length.

Before we treat next geometry which is a graphene sheet above a substrate it is illustrative to rederive eq. (1) in a different way. In [29] we derived it in two alternative ways; here we do it in yet another way. Let us assume that we have an induced carrier distribution, \( \rho_1(\mathbf{q}, \omega) \), in sheet 1. This gives rise to the potential \( v(\mathbf{q}, \omega) = v^{2D}(\mathbf{q})\rho_1(\mathbf{q}, \omega)/k \)

and \( \exp(-qd)v^{2D}(\mathbf{q})\rho_1(\mathbf{q}, \omega)/k \) in sheets 1 and 2, respectively. The resulting potential in sheet 2 after screening by the carriers is \( \exp(-qd)v^{2D}(\mathbf{q})\rho_1(\mathbf{q}, \omega)/\{\kappa[1+\alpha(\mathbf{q}, \omega)]\} \), which gives rise to an induced carrier distribution in sheet 2,

\[
\rho_2(\mathbf{q}, \omega) = \chi(\mathbf{q}, \omega)e^{-qd}\exp[v^{2D}(\mathbf{q})\rho_1(\mathbf{q}, \omega)/\kappa\{1+\alpha(\mathbf{q}, \omega)\}].
\]  

(7)

In complete analogy, this carrier distribution in sheet 2 gives rise to a carrier distribution in sheet 1,

\[
\rho_1(\mathbf{q}, \omega) = \chi(\mathbf{q}, \omega)e^{-qd}\exp[v^{2D}(\mathbf{q})\rho_2(\mathbf{q}, \omega)/\kappa\{1+\alpha(\mathbf{q}, \omega)\}].
\]  

(8)

To find the condition for self-sustained fields, normal modes, we let this induced carrier density in sheet 1 be the carrier density we started from. This leads to

\[
1 - e^{-2qd}\left[\frac{\alpha(\mathbf{q}, \omega)}{1+\alpha(\mathbf{q}, \omega)}\right]^2 = 0.
\]  

(9)

The left-hand side of this equation is exactly the argument of the logarithm in eq. (1). Equation (1) was derived using many-body theory. In [36] the interaction energy is derived from the electromagnetic normal modes of the system. One ends up with an identical expression to the one in eq. (1) where now the argument of the logarithm is the function in the condition for normal modes.

If we have a 2D layer (like a graphene sheet) the distance \( d \) above an ideal (perfectly reflecting) metal substrate the same. We start with an induced mirror carrier density, \( \rho_1(\mathbf{q}, \omega) \), in the substrate. The induced carrier density in the graphene sheet is given by the expression in eq. (7) except that now the distance between the mirror charge and the graphene layer is \( 2d \) instead of \( d \). Equation (8) is then replaced by \( \rho_1(\mathbf{q}, \omega) = -\rho_2(\mathbf{q}, \omega) \), according to the result for a mirror charge at an ideal-metal interface. The condition for modes becomes

\[
1 - e^{-2qd}\left[\frac{\alpha(\mathbf{q}, \omega)}{1+\alpha(\mathbf{q}, \omega)}\right] = 0,
\]  

(10)

resulting in the energy

\[
E_c(d) = \frac{\hbar}{(2\pi)^2} \int_0^\infty \int_0^\infty d\omega dq \ln \left\{1 - e^{-2qd}\left[\frac{\alpha'(\mathbf{q}, \omega)}{1+\alpha'(\mathbf{q}, \omega)}\right]\right\}.
\]  

(11)

Unfortunately, for a graphene layer above an ideal metal substrate the integral does not converge without a frequency cutoff; the polarizability dies off too slowly with frequency; the integrand varies as \( 1/\omega \) for large frequencies. Thus the approximation that the linear dispersion of the graphene conduction and valence bands extends forever is not applicable in this model system. For a 2D metallic sheet, on the other hand, above an ideal metal substrate there is no convergency problem.

Next we focus on a graphene layer above a real substrate. The derivation is the same as for an ideal metal substrate until the last step. Now, using the theory of image charges we realize that the relation between the induced carrier densities is

\[
\rho_1(\mathbf{q}, \omega) = -\rho_2(\mathbf{q}, \omega)\frac{\varepsilon_s(\omega) - 1}{\varepsilon_s(\omega) + 1},
\]  

(12)

and the condition for normal modes becomes

\[
1 - e^{-2qd}\frac{\alpha(\mathbf{q}, \omega)}{1+\alpha(\mathbf{q}, \omega)}\frac{\varepsilon_s(\omega) - 1}{\varepsilon_s(\omega) + 1} = 0.
\]  

(13)

Basically the same condition for modes was derived in a different way in ref. [37]. We have neglected spatial dispersion in the substrate; inclusion of spatial dispersion would lead to a higher order of complexity [38,39] and would have negligible effects on the present results. To be noted is that spatial dispersion in the graphene sheet is fully taken into account. From the condition in eq. (13) it follows that the interaction energy is given by

\[
E_c(d) = \frac{\hbar}{(2\pi)^2} \int_0^\infty \int_0^\infty d\omega dq \ln \left\{1 - e^{-2qd}\left[\frac{\alpha'(\mathbf{q}, \omega)}{1+\alpha'(\mathbf{q}, \omega)}\frac{\varepsilon_s'(\omega) - 1}{\varepsilon_s'(\omega) + 1}\right]\right\}.
\]  

(14)

The result for a graphene sheet above a gold substrate is shown in fig. 4. The dielectric function of gold along the imaginary frequency axis was obtained from experimental data extrapolated in a way described in [10] and by the use of a modified Kramers-Kronig dispersion relation (see eq. (6.75) in [36]). The results presented in figs. 2–4 become unreliable for separations smaller than the size of the graphene unit cell, i.e., for \( d \) values smaller than a couple of \( \AA \).

The lowest-order term in various expansions of the interaction between a graphene layer and a totally reflecting metal half-space has been derived in [40]. We stated earlier that the integral of eq. (11) does not converge. It is a borderline case. It is very close to convergence. To be more specific: For a given momentum the problem lies in the high-frequency limit of the integrand. The integrand dies off as \( \omega^{-1} \), so the frequency integral is non-convergent. Had it instead died off as \( \omega^{-(1+\delta)} \), where \( \delta \) is an infinitesimal, the integral would have converged. By performing the integral in various prescribed ways or modifying the system the tiniest bit the integral can be made
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Fig. 4: (Colour on-line) The attractive interaction energy between a graphene sheet and a gold substrate. The lowest curve is for an undoped sheet, while the other curves are for doping densities $1 \times 10^{10}$, $1 \times 10^{11}$, $1 \times 10^{12}$, and $1 \times 10^{13}$ cm$^{-2}$, respectively, counted from below. The inset shows the expanded lower right part of the figure.

correlation energy changes of carriers between the sheet and the substrate; energy cost to build up the electrostatic fields due to the charging of the sheet; exchange and correlation energy changes due to the redistribution of the carriers. Thus comparison between our results is not feasible.

In summary, we have derived and calculated the Casimir interaction between two graphene sheets and between a graphene sheet and a substrate; for an ideal metal substrate the result is not finite if not a frequency cut off is introduced or some other regularization procedure is invoked. We found the interaction energy between two virgin graphene sheets varies with separation, $d$, as $d^{-3}$ (the force as $d^{-4}$). In contrast, summation over pair interactions for a pair of films leads to a $d^{-4}$ dependence (the force as $d^{-5}$). The interaction between doped graphene sheets has a more complex separation dependence. We see from the results that doping has a negligible effect on the force for small separations of the order of a nanometer but can lead to an order of magnitude increase at separations of the order of a micrometer. We have furthermore derived the dielectric function of graphene along the imaginary frequency axis within the random phase approximation for arbitrary frequency, wave vector, and doping. These results are needed for the present calculations and for future calculations of many-body effects in graphene.
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