Field-induced reorientation of helimagnetic order in Cu$_2$OSeO$_3$ probed by magnetic force microscopy
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Cu$_2$OSeO$_3$ is an insulating skyrmion-host material with a magnetoelastic coupling giving rise to an electric polarization with a characteristic dependence on the magnetic field $H$. We report magnetic force microscopy imaging of the helical real-space spin structure on the surface of a bulk single crystal of Cu$_2$OSeO$_3$. In the presence of a magnetic field, the helimagnetic order in general reorients and acquires a homogeneous component of the magnetization, resulting in a conical arrangement at larger fields. We investigate this reorientation process at a temperature of 10 K for fields close to the crystallographic $(110)$ direction that involves a phase transition at $H_{c1}$. Experimental evidence is presented for the formation of magnetic domains in real space as well as for the microscopic origin of relaxation events that accompany the reorientation process. In addition, the electric polarization is measured by means of Kelvin-probe force microscopy. We show that the characteristic field dependency of the electric polarization originates in the helimagnetic reorientation process. Our experimental results are well described by an effective Landau theory previously invoked for MnSi, that captures the competition between magnetocrystalline anisotropies and Zeeman energy.

I. INTRODUCTION

In the limit of weak spin-orbit coupling $\lambda_{\text{SOC}}$ the cubic chiral magnets like MnSi [1], Fe$_{1-x}$Co$_x$Si [2, 3], FeGe [4, 5], and Cu$_2$OSeO$_3$ [6, 7] are dominated by only two coupling constants, the symmetric and antisymmetric exchange interaction, $J$ and $D$, respectively [8]. Whereas the symmetric exchange is of zeroth order in $\lambda_{\text{SOC}}$, the Dzyaloshinskii-Moriya interaction is of first order $D \sim O(\lambda_{\text{SOC}})$. Their ratio determines the characteristic wavevector $Q = D/J$ of the helimagnetic order that develops at zero magnetic field $H = 0$. For finite $H$, the helix assumes a conical arrangement until it is fully polarized at the internal critical field $\mu_0 H_{c2}^{\text{int}} \approx D^2 / JM_s$, with $M_s$ the saturation magnetization. In addition, a small pocket of the skyrmion lattice phase just below the ordering temperature $T_c$ is realized at intermediate values of $H$.

As a result, the above-mentioned materials share a very similar magnetic phase diagram. Details of it, however, depend on corrections that are parametrically smaller in $\lambda_{\text{SOC}}$. In particular, the orientation of the helimagnetic order at zero field is determined by magnetocrystalline anisotropies, that are at least of fourth order in $\lambda_{\text{SOC}}$, and generally favour the spin spiral to align either along a crystallographic $(111)$ or $(100)$ direction like, e.g., in MnSi or Cu$_2$OSeO$_3$, respectively. The Zeeman energy competes with the magnetocrystalline anisotropies resulting in a reorientation of helimagnetic order with varying magnetic field. Depending on the history and the population of domains, this reorientation process might either correspond to a crossover, or involves a first-order or second-order phase transition at the critical field $H_{c1}$ [2, 9–12].

A quantitative theory of this reorientation process that is valid in the limit of small $\lambda_{\text{SOC}}$ was recently presented by Bauer et al. and verified by detailed experiments on MnSi [12]. With the help of dc and ac susceptibilities as well as neutron scattering experiments, the evolution of the helix orientation, specified by the unit vector $\hat{Q}(\vec{H})$, was carefully tracked as a function of magnetic field for various field directions. The crystallographic $(100)$ direction plays a special role in that two subsequent $E_2$ transitions could be observed confirming a theoretical prediction of Walker [11].

According to the theory of Ref. [12] the differential magnetic susceptibility $\partial H / M$ naturally decomposes into two parts. Whereas the first part derives from the helix with a fixed axis $\hat{Q}$, the second part is attributed to the field dependence of $\hat{Q}(\vec{H})$. The reorientation $\hat{Q}(\vec{H})$ is associated with large relaxation times $\tau$ because it requires the rotation of macroscopic helimagnetic domains. As a consequence, the ac susceptibility for frequencies $\omega \tau \gg 1$ is only sensitive to the first part, which was experimen-
tally confirmed in Ref. [12] suggesting relaxation times exceeding seconds, $\tau > 1$ sec. Generally, the reorientation depends on the history of the sample due to different domain populations, for example, realized for finite- or zero-field cooling. In particular, hysteresis was found at the second-order phase transition at $H_{c1}$. The decrease of the field across $H_{c1}$ is accompanied with the formation of multiple domains. The coexistence of different domains within the sample might hamper the realization of the optimal trajectory $Q(\vec{H})$, especially, in the presence of long relaxation times $\tau$. As a result, distinct behavior can be observed upon increasing and decreasing the field across $H_{c1}$.

In Ref. [12] only bulk probes were experimentally investigated so that the microscopic origin of the slow relaxation processes could not be identified. However, it was speculated that topological defects of the helimagnetic order, i.e., disclination and dislocations, might play a special role as they should naturally arise at the boundaries between different domains. A slow creep-like motion of dislocations was indeed identified by magnetic force microscopy (MFM) measurements on the surface of FeGe samples by Dussaux et al. [13] after the system had been quenched from the field-polarized state to $\vec{H} = 0$. The motion of dislocations during a MFM scan results in discontinuities of the helical pattern in the MFM image consisting of characteristic 180° phase shifts. Subsequently, it was also demonstrated both experimentally and theoretically that domain walls might comprise topological disclination and dislocation defects [14]. Nevertheless, a microscopic investigation of such relaxation events close to $H_{c1}$ has not been achieved so far.

In the present work, we investigate the helix reorientation in the chiral magnet Cu$_2$OSeO$_3$ using microscopic MFM measurements. This material is an insulator with a magnetoelectric coupling that allows to manipulate magnetic skyrmions and helices with electric fields, and it gives rise to various interesting magnetoelectric effects [15, 16]. This material is also promising for magnonic applications due to its very low Gilbert damping parameter [17]. In contrast to MnSi, its helix is oriented along a ⟨100⟩ direction at zero field. The relatively large ratio $H_{c1}/H_{c2} \sim 0.36$ of Cu$_2$OSeO$_3$ [18] suggests that the spin-orbit coupling constant $\lambda_{\text{SOC}}$ is larger than in MnSi. Indeed, additional magnetic phases stabilized by magnetocrystalline anisotropies – the (metastable) canted conical state as well as the low temperature skyrmion lattice phase – were found in Cu$_2$OSeO$_3$ at low temperatures but for $\vec{H}$ only aligned along crystallographic ⟨100⟩ directions [18–20]. Recently, real space observations addressing these states have been reported for a thin Cu$_2$OSeO$_3$ lamella and field along a ⟨100⟩ direction [21].

In previous work [22], we have already investigated Cu$_2$OSeO$_3$ with MFM at higher temperatures close to $T_c$ and identified all the magnetic phases, i.e., the helical and conical helimagnetic textures, the skyrmion lattice phase, and the field-polarized phase. Using Kelvin-probe force microscopy (KPFM) we determined the electric polarization and its field-dependence within these various phases. However, the reorientation process was not addressed in Ref. [22] and it is at the focus of the present work.

Due to the restriction of our experimental setup, the magnetic field is always aligned perpendicular to the plane that is scanned by MFM, and for our sample probe this corresponds approximately to the crystallographic [110] direction, $\vec{H} \parallel [110]$. We study the helix reorientation for this field direction and we determine the periodicity of the periodic surface pattern and its in-plane orientation. Assuming that the bulk helimagnetic order essentially extends towards the surface, we extract the orientation of the helix as a function of magnetic field. In addition, we determine the electric polarization and its behavior during the reorientation process. Our results are interpreted within the effective Landau theory of Ref. [12] that, strictly speaking, is only controlled for small $\lambda_{\text{SOC}}$, and we find good agreement between theory and experiment. Moreover, we present microscopic evidence that the motion of dislocations along domain boundaries contributes to the magnetic relaxation close to the reorientation transition.

The structure of the paper is as follows. In section II we present the experimental methods. In section III we shortly review the theory of Ref. [12] and discuss its application to Cu$_2$OSeO$_3$. In particular, we point out the presence of a robust $Z_3$ transition for fields along ⟨111⟩. The theoretical prediction for the current experimental setup are presented and the electric polarization is evaluated as a function of the applied magnetic field. The experimental results are presented in section IV. From the MFM images we extract the orientation of the helimagnetic order and the presence of various domains as a function of magnetic field. The relaxation processes are shortly analysed, and the electric polarization is determined. Finally, we finish with a discussion of our results and a summary in section V.

II. EXPERIMENTAL METHODS

We investigate the same (70±5) µm thick plate sample with a polished crystallographic ⟨110⟩ surface, as in our earlier work [22], where all details on the sample preparation can be found. Choosing a lower temperature at $T = 10$ K compared to the former study ensured much slower dynamics and accessing a broader transition region enabled the detailed inspection of the reorientation of the helix axis as well as the observation of helical domains.

For real-space imaging, we use magnetic force microscopy (MFM), that proved to be a valuable tool for studying complex spin textures such as magnetic bubble domains [23] or helices and skyrmions in helimagnets and magnetic thin films [14, 24–28]. In the presence of an electric polarization, also electrostatic forces act on the MFM-tip. Compensating these forces by means of
Kelvin-probe force microscopy (KPFM) permits the detection of pristine MFM data while simultaneously revealing the contact potential difference $\Delta U_{cpd}$ [29–31]. In turn, this reflects the shift of the electric potential induced by the magnetoelectric coupling.

MFM, KPFM and non-contact atomic force microscopy (nc-AFM) were performed in an Omicron cryogenic ultra-high vacuum STM/AFM instrument [32] using the RHK R9s electronics [33] for scanning and data acquisition. For all measurements, we used PPP-QMFM probes from Nanosensors [34] driven at mechanical peak oscillation amplitudes of $A \approx 10$ nm.

MFM images were recorded in a two-step process. Firstly, the topography and the contact potential difference of the sample were recorded and the topographic 2D slope was canceled. Secondly, the MFM tip was retracted 20 nm off the sample surface to record magnetic forces while scanning a plane above the sample surface. The KPFM-controller was switched off during this second step. After the first MFM image had been completed at $\pm 100$ mT, the magnetic field was changed automatically in constant steps of 4 mT in between consecutive images. In order to ensure a correct compensation bias, we approached the tip to the sample before every field step and switched the KPFM-controller on. Note that the KPFM values change for every new magnetic field increment. After the new field had been reached, we hold the KPFM-controller again constant and retracted the tip by the same lift height. After the series of images had been completed a background image in the field-polarized state at $|\mu_0 H| = 250$ mT was taken.

### III. THEORY

The energy density for the magnetization $\vec{M}$ of cubic chiral magnets in the limit of small spin-orbit coupling $\lambda_{SOC}$ is given by $E = E_0 + E_{dip} + E_{aniso}$ where

$$E_0 = \frac{J}{2} (\partial_i \vec{M})^2 + \sigma D \vec{M} (\nabla \times \vec{M}) - \mu_0 H \vec{M}$$

(1)

comprises the isotropic exchange interaction $J > 0$, the Dzyaloshinskii-Moriya interaction $D > 0$ and the Zeeman energy. Depending on the chirality of the system, the sign $\sigma = \pm 1$. The competition between the first two terms results in spatially modulated magnetic order with a typical wavevector given by $Q = D/J$. The second term $E_{dip}$ contains the dipolar interaction, and the last term $E_{aniso}$ represents the magnetocrystalline anisotropies that are effectively small in the limit of small $\lambda_{SOC}$. Under certain conditions, the magnetic helix minimizes the energy density $E$ where its orientation is determined by both the Zeemann energy and the magnetocrystalline anisotropies $E_{aniso}$. In general, this leads to a helix reorientation as a function of applied magnetic field.

An effective theory for this helix reorientation was presented in Ref. [12] for MnSi. In section III A and III B we review this theory for completeness and discuss its validity for Cu$_2$OSeO$_3$. In section III C we focus on the theoretical predictions for the experimental setup. In section III D we present a theory for the electric polarization in Cu$_2$OSeO$_3$ and its dependence on magnetic field.
A. Effective Landau potential for the helix axis

The helix wavevector $\hat{Q}$ is determined by the competition of Dzyaloshinskii-Moriya and exchange interaction and, as a consequence, its magnitude is proportional to spin-orbit coupling $|\hat{Q}| \sim \mathcal{O}(\lambda_{\text{SOC}})$. The orientation of the magnetic helix in a certain domain is represented in the following by the unit vector $\hat{Q}$. The competition between magnetocrystalline anisotropies and the Zeeman energy can be captured in the limit of small spin-orbit coupling $\lambda_{\text{SOC}}$ by the Landau potential $\mathcal{V}(\hat{Q}) = \mathcal{V}_T(\hat{Q}) + \mathcal{V}_H(\hat{Q})$ [12].

The first term represents the magnetocrystalline potential and its form is determined by the tetrahedral point group $T$ [see Fig. 1(a)] of B20 materials like MnSi or Cu$_2$OSeO$_3$. As indicated by the differently colored regions on the sphere, $T$ exhibits a three-fold $C_3$ rotation symmetry around the $\langle 111 \rangle$ directions, but only a two-fold $C_2$ rotation symmetry around $\langle 100 \rangle$ points. The potential $\mathcal{V}_T(\hat{Q})$ contains all terms consistent with $T$ and reads as

$$\mathcal{V}_T(\hat{Q}) = \varepsilon_T^{(1)}(\hat{Q}_x^4 + \hat{Q}_y^4 + \hat{Q}_z^4)$$

$$+ \varepsilon_T^{(2)}(\hat{Q}_x^2\hat{Q}_y^2 + \hat{Q}_x^2\hat{Q}_z^2 + \hat{Q}_y^2\hat{Q}_z^2) + \cdots$$

The lowest order term with constant $\varepsilon_T^{(1)} \sim \mathcal{O}(\lambda_{\text{SOC}}^3)$ is of fourth order in $\hat{Q}$, and it still possesses a four-fold rotation symmetry around the $\langle 100 \rangle$ axes that is not present in the tetrahedral point group $T$. This symmetry is broken explicitly only at the sixth order in $\hat{Q}$ by the term parameterized by $\varepsilon_T^{(2)} \sim \mathcal{O}(\lambda_{\text{SOC}}^6)$. Other terms of sixth and higher orders are represented by the dots. In the limit of small spin-orbit coupling, the first term determines the orientation of the helix at zero field. For $\varepsilon_T^{(1)} > 0$ the potential is minimized for $\hat{Q} \parallel \langle 111 \rangle$ as it is the case for MnSi whereas $\varepsilon_T^{(1)} < 0$ favours a helix orientation $\hat{Q} \parallel \langle 100 \rangle$ like in Cu$_2$OSeO$_3$.

The second term in the Landau potential represents the Zeeman energy and up to second order in the applied magnetic field $\hat{H}$ it reads

$$\mathcal{V}_H(\hat{Q}) = -\frac{\mu_0}{2} H_i \chi_{ij} H_j,$$

where $\mu_0$ is the magnetic constant. The inverse of the magnetic susceptibility tensor evaluated at zero field is given by

$$\chi_{ij}^{-1} = \chi_{ij,\text{int}}^{-1} + N_{ij},$$

with the demagnetization tensor $N_{ij}$ that is diagonal for an elliptical sample shape $N = \text{diag}\{N_x, N_y, N_z\}$ with $\text{tr}\{N\} = 1$. The internal susceptibility tensor $\chi_{\text{int}}$ is evaluated for a fixed orientation of the helimagnetic order and depends on $\hat{Q}$,

$$\chi_{ij,\text{int}} = \chi_{ij}^{\text{int}} \hat{Q}_i \hat{Q}_j + \chi_{ij}^{\text{int}} (\delta_{ij} - \hat{Q}_i \hat{Q}_j).$$

An explicit calculation yields $\chi_{ij}^{\text{int}} = 2\chi_{ij}^{\text{int}}$, i.e., only half of the spins respond to a transversal magnetic field compared to a field applied longitudinal to $\hat{Q}$.

Minimization of the Landau potential $\mathcal{V}(\hat{Q}) = \mathcal{V}_T(\hat{Q}) + \mathcal{V}_H(\hat{Q})$ yields the helix orientation as a function of magnetic field $\hat{Q} = Q(\hat{H})$. The resulting trajectories were discussed in detail for $\varepsilon_T^{(1)} > 0$ in Ref. [12]. Here we focus on $\varepsilon_T^{(1)} < 0$. Next, we present a general discussion of the helix reorientation before turning to the configuration of the current experimental setup.

B. Helix reorientation transitions

Depending on the direction of the applied magnetic field, the reorientation of the magnetic helix might involve either a crossover, a second-order phase transition or a first-order phase transition. For the purpose of a simplified discussion in this section we consider a sphere-like sample shape with demagnetization factors $N_i = 1/3$. First, we will focus on the potential without sixth-order terms and discuss corrections due to a finite $\varepsilon_T^{(2)}$ at the end of this section. $\varepsilon_T^{(1)}$ in Cu$_2$OSeO$_3$ is negative, i.e., the preferred directions in zero field are $\langle 100 \rangle$ indicated by the black colored points on the unit sphere in Fig. 1.

Figure 1(b) presents trajectories of the helix axis $\hat{Q}(\hat{H})$ for different field directions indicated by the coloured dots after field cooling. For high fields $\hat{Q}(\hat{H}) = \hat{H}/|\hat{H}|$. When decreasing the field, the crystalline anisotropies gain influence and the helix reorients towards $\langle 100 \rangle$. Depending on the field direction, three scenarios can be distinguished. The reorientation process is a crossover when the helix reorient smoothly towards the closest $\langle 100 \rangle$ direction like for the green trajectory in Fig. 1(b). It involves a second-order $Z_2$ transition when the trajectory bifurcates into two at a certain critical field $H_{c1}$, like for the blue and yellow trajectories. A special situation arises for a magnetic field along $\langle 111 \rangle$. Here, the trajectory can follow three paths towards one of three distinct $\langle 100 \rangle$ directions realizing a second-order $Z_3$ transition. This transition is protected by the three-fold $C_3$ rotation symmetry of the point group $T$, i.e., it is robust even in the presence of a finite $\varepsilon_T^{(2)}$. In general, a $Z_3$ transition can be first-order as cubic terms are allowed in the effective Landau expansion. For the potential of Eq. (2) with $\varepsilon_T^{(2)} = 0$, however, this transition turns out to be of second-order with continuous trajectories $\hat{Q}(\hat{H})$.

After zero field cooling, helimagnetic domains oriented along the three $\langle 100 \rangle$ directions are populated. Upon increasing the magnetic field, the helix axis $\hat{Q}$ moves towards the field direction [see Figure 1(c)]. In addition to the reversed paths of panel (b) there exist also discontinuous paths starting from domains unfavoured by the field direction. This discontinuous reorientation correspond to a first-order transition.

The reorientation process thus involves a second-order
transition and thus a well-defined critical field $H_{c1}$ only for specific directions of the magnetic field. For $\varepsilon^{(2)}_T = 0$ these directions are located on the great circles on the sphere, that connect the $⟨111⟩$ points [see Fig. 1(d)]. A finite $\varepsilon^{(2)}_T$ induces a warping of these lines [see panel (e)]. As the ratio $\varepsilon^{(2)}_T/\varepsilon^{(1)}_T \sim \lambda^2_{\text{SOC}}$ is of second order in spin-orbit coupling this effect is expected to be small.

In Cu$_2$OSeO$_3$, the sixth order term only quantitatively influences the reorientation transitions. This is different to MnSi where it is crucial to take the $\varepsilon^{(2)}_T$ term into account as discussed in Ref. [12]. There, $\varepsilon^{(1)}_T$ is positive which yields $⟨111⟩$ as preferred directions in zero field. For a field along $[100]$, four of those are equally close suggesting a $Z_4$ transition. However, a finite $\varepsilon^{(2)}_T$ splits this $Z_4$ transition into two subsequent $Z_2$ transitions.

### C. Helix orientation trajectory for the experimental setup

In the following, we neglect the sixth-order correction $\varepsilon^{(2)}_T = 0$ as its influence is weak and cannot be resolved within the experimental accuracy. The investigated sample [see section II] is approximately a plate so that we use $N_x = N_y = 0$ and $N_z = 1$ for the demagnetization factors in the basis of principal axis. The normal axis of the plate-like sample approximately corresponds to a crystallographic $[110]$ direction. Within the crystallographic bases the demagnetization tensor is then given by

$$ N = \begin{pmatrix} 1/2 & 1/2 & 0 \\ 1/2 & 1/2 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (6) $$

The magnetic field is always approximately aligned along the surface normal so that we restrict ourselves to the magnetic field direction $H^T = (1, 1, 0)/\sqrt{2}$. For the longitudinal susceptibility of Cu$_2$OSeO$_3$ we use the value $\chi^\text{int}_\parallel = 1.76$ given in Ref. [35]. The transition between the conical and field-polarized phase occurs at the critical field $\mu_0 H_{c2} \approx 192$ mT (see below), which we will use later on to normalize the field axis.

For a field along $[110]$ the reorientation process is either first-order for the $[001]$ domain (yellow), or second-order for the $[100]$ and $[010]$ domains (purple) [see Fig. 2(a)]. The continuous trajectory of the helix axis can be parametrized as $\vec{Q}^T = (\cos \phi, \sin \phi, 0)$ with $\phi$ the azimuthal angle that depends on the magnetic field, $\phi = \phi(\vec{H})$. Its dependence is shown in Fig. 2(b) where the kink defines the critical field, that for Eq. (6) is given by

$$ \mu_0 H_{c1} = 2(1 + \chi^\text{int}_\parallel) \sqrt{\frac{\mu_0 \varepsilon^{(1)}_T}{\chi^\text{int}_\parallel}}. \quad (7) $$

As we will see later, experimentally we find $\mu_0 H_{c1} \approx 70$ mT corresponding to a value $\varepsilon^{(1)}_T = -0.0014 \mu\text{eV}/\text{Å}^3$ for the magnetocrystalline potential.

In Fig. 3 we illustrate the Landau potential $V(\vec{Q})$ for the above parameters for various values of the magnetic field $H$. At zero field, all $⟨100⟩$ directions are energetically degenerate, see panel (a). For a finite field along $[110]$, the direction $[001]$ remains a local minimum until it disappears at a certain spinodal field $H_{sp}$ of $H_{sp}/H_{c2} \approx 0.25$. At the same time, the other minima remain global minima and move towards the field direction. They merge at the critical field $H_{c1}/H_{c2} \approx 0.36$ and a single global minimum is obtained for $H \geq H_{c1}$.

### D. Electric polarization

The magnetoelectric coupling in Cu$_2$OSeO$_3$ induces an electric polarization that is given in terms of the magne-
Figure 3. Effective Landau-potential for the helix axis, $V(Q)$, for the experimental parameters. The magnetic field is applied along [110] and various values of the reduced field $h = H/H_{c2}$ are shown, see text. The color coding varies from panel to panel; red and blue color correspond to the minimal and maximal potential value at each specific field, respectively.

The second term is given by a harmonic helix

$$\langle M_s(\vec{r}) M_s(\vec{r}') \rangle = M_s(\vec{r}) \langle M_s(\vec{r}') \rangle + S_{ij}(\vec{r}) \delta \vec{r} \delta \vec{r}'$$

(9)

with $S_{ij}(\vec{r})$ the correlation function. In the mean-field approximation, $S_{ij}$ is neglected and the polarization reduces to a product of expectation values $\langle \hat{M}(\vec{r}) \rangle$.

Within the framework of the Landau theory of section III A this expectation value is given in terms of a Fourier series,

$$\langle \hat{M}(\vec{r}) \rangle = \bar{M}_H + \bar{M}_{\text{helix}}(\vec{r}) + \delta \vec{M}(\vec{r}).$$

(10)

The second term is given by a harmonic helix

$$\bar{M}_{\text{helix}}(\vec{r}) = M_{\text{helix}} \left[ \epsilon_1 \cos(\vec{Q}_{\text{min}} \vec{r}) + \sigma \epsilon_2 \sin(\vec{Q}_{\text{min}} \vec{r}) \right]$$

(11)

with the orthogonal unit vectors $\hat{e}_1 \times \hat{e}_2 = \vec{Q}_{\text{min}} / Q$. Depending on the chirality of the system, see Eq. (1), the helix can be right-handed or left-handed corresponding to $\sigma = +1$ or $-1$, respectively. Here, the orientation of the helix axis $\vec{Q}_{\text{min}}(H)$ minimizes the Landau potential $V(\vec{Q})$ at a given $H$. The first term in Eq. (10) represents the uniform part, $\bar{M}_H = M_H H$, that can be obtained with the help of the Landau potential:

$$M_H = -\frac{1}{\mu_0} \frac{\partial V(\vec{Q}_{\text{min}}(H))}{\partial H}.$$ 

(12)

The magnitude $M_H$ as well as the total susceptibility $\partial_H M_H$ are shown in Fig. 2(c) and (d) respectively. The susceptibility shows a pronounced mean-field jump at the critical field $H_{c1}$.

If variations of the amplitude are negligible, the length of the magnetization should be locally given by the saturation magnetization $\langle \hat{M}(\vec{r}) \rangle^2 = M_s^2$ which gives rise to anharmonicities represented by $\delta \vec{M}(\vec{r})$ in Eq. (10). Minimizing the energy (1) in the presence of this constraint, we find in lowest order, i.e., neglecting $3Q$ Fourier components that $\delta \vec{M}$ also assumes the form of a helix,

$$\delta \vec{M}(\vec{r}) \approx |\vec{M}_{H,\perp}| \left[ \epsilon'_1 \cos(2\vec{Q}_{\text{min}} \vec{r}) + \sigma \epsilon'_2 \sin(2\vec{Q}_{\text{min}} \vec{r}) \right].$$

(13)

The prefactor is determined by the magnetization projected onto the plane perpendicular to $\vec{Q}_{\text{min}}$, i.e., $\vec{M}_{H,\perp} = \vec{M}_H - (\vec{M}_H \vec{Q}_{\text{min}}) \vec{Q}_{\text{min}}$. The unit vectors $\hat{e}_1 \times \hat{e}_2 = \vec{Q}_{\text{min}}$ are given by

$$\begin{align*}
\hat{e}_1' &= \hat{e}_2(\vec{M}_{H,\perp} \hat{e}_2) - \hat{e}_1(\vec{M}_{H,\perp} \hat{e}_1), \\
\hat{e}_2' &= -\hat{e}_2(\vec{M}_{H,\perp} \hat{e}_1) - \hat{e}_1(\vec{M}_{H,\perp} \hat{e}_2),
\end{align*}$$

(14-15)

where $\vec{M}_{H,\perp} = \vec{M}_H / |\vec{M}_{H,\perp}|$. The component $\delta \vec{M}$ is proportional to the uniform magnetization $M_H$ and thus vanishes linearly with the applied magnetic field. Moreover, it vanishes for the conical state where $\vec{M}_H \parallel \vec{Q}_{\text{min}}$ so that $\vec{M}_{H,\perp} = 0$. The anharmonicity is thus most pronounced at intermediate fields as observed in MnSi and FeGe [4, 36, 37]. Within this approximation, the amplitude of the helix is given by

$$M_{\text{helix}} = \sqrt{M_s^2 - \vec{M}_H^2 - \vec{M}_{H,\perp}^2}.$$ 

(16)

In the experiment, the polarization $\vec{P}(\vec{r})$ cannot be spatially resolved on the scale of the helix wavelength. For this reason, we consider the polarization spatially averaged over a single period,

$$\vec{P} = \frac{1}{2\pi} \int_0^{2\pi} dx \vec{P}(\vec{r}) \bigg|_{x=\vec{Q}_{\text{min}} \vec{r}}^{\text{MF}}$$

(17)

where the upper index MF indicates that we employ the mean-field approximation. In our experimental setup, it turns out that only the z-component $P_z$ is expected to remain finite. For a (110) surface this z-component amounts to an in-plane polarization along [001], $\vec{P}_{[001]} = P_z \hat{e}_z$.

For the continuous trajectories, i.e., the purple paths of Fig. 2(a), we get

$$P_z = \frac{\text{CME}}{2} \left[ M_H^2 - \frac{1}{2} \sin(2\phi) (M_s^2 - M_H^2) \right],$$

(18)

with the azimuthal angle $\phi = \phi(H)$ of Fig. 2(b). Its magnetic field dependence corresponds to the purple line in
Fig. 2(e). At the first critical field, $H_{c1}$, the polarization is minimal and shows a kink. For $H_{c2} > H > H_{c1}$, the angle $\phi = \pi / 4$ and the uniform magnetization $M_H = M_z H / H_{c2}$ so that the polarization reduces to the known expression $[15, 22, 38]$ 
$$ \bar{P}_z = \frac{c_{ME}}{2} M_H^2, $$
that is shown in a yellow line in Fig. 2(e).

IV. EXPERIMENTAL RESULTS

In this section, we present the experimental findings obtained via MFM and KPFM measurements that are both sensitive to signals attributed to the surface of the material. In the present setup an approximate (110) surface is considered so that the surface normal $\hat{n} = (1, 1, 0)/\sqrt{2}$. Moreover, the applied field is approximately parallel to $\hat{n}$. It is important to note that helimagnetic order with orientation $\hat{Q}$ and an intrinsic wavelength $\lambda_h = 2\pi / Q \approx 60$ nm [7] gives rise to periodic magnetic structures appearing at the sample surface characterized by a projected wavevector 
$$ \vec{Q}' = \vec{Q} - \hat{n}(\vec{Q} \hat{n}) = Q(\vec{Q} - \hat{n} \cos \Theta), $$
where $\Theta \in [0, \pi / 2]$ is the angle between the helix axis vector $\hat{Q}$ and the surface normal $\hat{n}$. This results in a projected wavelength $\lambda' = \frac{2\pi}{|\vec{Q}'|}$ given by [25]
$$ \lambda' = \frac{\lambda_h}{\sin \Theta}. $$

For a helix with an in-plane $\hat{Q}$ the angle $\Theta = \pi / 2$ and $\lambda' = \lambda_h$. However, for a helix oriented along the surface normal $\Theta = 0$ the wavelength $\lambda'$ diverges, and the surface should appear homogeneous.

Furthermore, for the later analysis we introduce the in-plane angle $\alpha = \alpha(\hat{e}_{[001]}, \vec{Q}')$ defined as the angle enclosed by the projected wavevector $\vec{Q}'$ and the in-plane vector $\hat{e}_{[001]} = (0, 0, 1)$.

A. Magnetic imaging of helimagnetic order

We start the presentation of our experimental results with typical real-space images depicted in Fig. 4. A slideshow of the complete dataset as well as of additional measurements can be retrieved from the supplementary materials. As MFM essentially tracks the out-of-plane component of the local magnetization, the images represent the projection of the magnetization onto the surface normal $\vec{M}(\vec{r}) \hat{n}$.

The image series in Fig. 4 is measured on the downwards branch of the hysteresis loop sweeping the external magnetic field from positive to negative values. After applying a saturating field of $\mu_0 H = 250$ mT, the field was decreased and the series starts with $\mu_0 H = 100$ mT shown in Fig. 4(a) where a periodic pattern is visible. Decreasing the field further, the magnetization on the surface is reconstructed at about $\mu_0 H \approx 60$ mT and multiple helical domains form and increase in size preferentially showing a stripy pattern along the [110] direction [see panel (c) and (d)]. Close to zero field, an additional helimagnetic domain oriented along the [001]-direction is observed giving rise to domain walls as shown in panel (e). The surface wavelength $\lambda'$ associated with the various domains depends on the applied magnetic field in a characteristic manner. When decreasing the field further to negative values, the domains start to split and magnetization reconstructs at about $\mu_0 H \approx -70$ mT [see Fig. 4(g) and (h)]. At $\mu_0 H \approx -100$ mT a periodic modulation oriented along [001] is again visible in Fig. 4(i) similar to panel (a). Finally, at large field of $\mu_0 H = -250$ mT, the magnetization is fully polarized and the corresponding image in panel (k) is featureless.

We observed a manifold of co-existing domains as shown in Fig. 4(e) after field cycling. In contrast, after zero field cooling to $T = 10$ K only one single domain with an in-plane helix axis along [001] could be observed, similarly to our previous measurements close to the critical temperature $T_c$ [22].

B. Analysis of the MFM data

Assuming that the periodic patterns observed in the MFM images correspond to helimagnetic ordering projected onto the sample surface, we extract the projected wavevector $\vec{Q}'$, the projected wavelength $\lambda' = \frac{2\pi}{|\vec{Q}'|}$, and the corresponding angles $\Theta$ and $\alpha$ as defined at the beginning of section IV. Exemplified in Fig. 5(a), we can experimentally distinguish three types of domains depending on the in-plane angle $\alpha$ at zero field, namely type I with $\alpha \sim 0^\circ$, type II with $\alpha \lesssim 90^\circ$, and type III with $\alpha \gtrsim 90^\circ$.

It was previously established by neutron scattering that the helices at zero field point along a crystallographic (100) direction [7]. Correspondingly, one expects indeed three different domains for a (110) surface with in-plane angle $\alpha = 0$ for $\vec{Q} \parallel [001]$ and $\alpha = 90^\circ$ for $\vec{Q}$ along [100] and [010]. The deviations from these values in Fig. 6(c) indicate an uncertainty of about $4^\circ$ due to a combination of systematic errors. First, the sample is slightly miscut so that the surface normal might be
Figure 4. Typical scanning probe images of Cu$_2$OSeO$_3$ at $T = 10$ K. The magnetic field was applied perpendicular to the plane of projection along the [110]-direction changing from positive to negative values. Periodic magnetic textures are observed whose wavelength and orientation depend on the strength of the magnetic field (see text). The span of the color scale is adapted individually, ranging from 1 Hz to 2.5 Hz.

Figure 5. (a) Close to field zero three types of domains, I, II, and III, can be observed. The projected wavevector $\vec{Q}$ and the [001] direction enclose the in-plane angle $\alpha$. (b) Relaxation events during the scanning process give rise to discontinuity lines (red arrows) within the periodic pattern with phase jumps of 180°.

C. Relaxation processes during helix reorientation

Whenever changing the magnetic field, the magnetic structure relaxes on relatively long time scales, especially close to $H_{c1}$ as discussed in Ref. [12]. An example of such a relaxation process is shown in Fig. 5(b). The MFM image is scanned from top to bottom. During this scan the magnetic structure might change due to relaxation events. They are reflected in discontinuity lines marked with (#1) and (#2) in Fig. 5(b), where the helix pattern is shifted by 180°. Such 180° shifts were observed before in Ref. [13] and attributed to the motion of dislocation defects in the helimagnetic background. Interestingly, the discontinuity lines do not continue through the full image frame but terminate. Probably, the termination points coincide with a helimagnetic domain wall separating different $\langle 100 \rangle$ domains [14]. This suggests that the discontinuity lines arise from motion of dislocations close...
Figure 6. Experimentally determined helix orientation characterized by (a) the projected wavelength $\lambda'$ of Eq. (21), (b) out-of-plane angle $\Theta = \langle \hat{n}, \hat{Q} \rangle$ and (c) measured in-plane angle $\alpha$. Yellow and green dots denote [001]-domains (type I) observed during field sweeps or after zero-field cooling, respectively. Blue and red dots denote type II domains and type III domains, respectively. Grey dots belong to domains, which where not in the image frame at zero field.

D. Contact potential and polarization

Compensating electrostatic forces at the MFM tip with the help of KPFM allows to extract differences in the contact potential $\Delta U_{cpd}$. On a highly insulating sample as is Cu$_2$OSeO$_3$, this potential is measured on length scales of the mesoscopic MFM-tip so that it corresponds to an average over entire domains. As explained in detail in Ref. [22], for the current experimental setup this potential $\Delta U_{cpd}$ for a single domain is proportional to the in-plane polarization $\bar{P}_z$ of Eqs. (18) or (19). The measured $\Delta U_{cpd}$ as a function of magnetic field is displayed in Fig. 7(a) where the background colours indicate the various phases previously identified with MFM.

Similar to our previous measurement [22] performed close to the critical temperature $T_c$, we find a plateau-like region close to the zero field, a minimum at the critical field $H_{c1}$, an increase of $\Delta U_{cpd}$ within the conical phase $H_{c1} < H < H_{c2}$, and a kink at the second critical field $H_{c2}$. The main difference to the previous study in Ref. [22] is found at intermediate fields due to the absence of the skyrmion phase at 10 K in the present case. In addition, the hysteresis associated with the helix reorientation is more pronounced at lower temperatures due to slow relaxation processes already mentioned in section IV C. Performing a closed hysteresis loop, hysteretic effects are observed at both reorientation transitions $\pm H_{c1}$ [see Fig. 7(a)]. The hysteresis of both transitions is basically the same as illustrated in panel Fig. 7(b) where $\Delta U_{cpd}$ has been replotted so that all histories run from left to right.
In the following, our experimental results of section IV need to be critically scrutinized. First of all, this model aimed at describing the reorientation of helimagnetic order within the bulk of the material. Additional contributions arising from the surface of the material to misalignments on the order of 5° probably is due to measuring artifacts at larger fields originating from a change in the distance between sample and tip.

In section IV C we provided experimental evidence for the involved relaxation processes. The 180° discontinuities observed in the MFM pattern hint at the motion of dislocations along domain boundaries [see Fig. 5(b)]. Similar 180° discontinuities have been previously observed in FeGe after a field quench [13]. Upon increasing the field towards $-H_{c1}$ the single helimagnetic domain splits into two, resulting in sharp signatures. However, increasing the field towards $+H_{c1}$, two or even three populated domains need to transform into a single domain which requires slow relaxation processes. The field-sweep employed in the experiment was probably too fast for the system to equilibrate giving rise to the apparent hysteretic behavior close to the continuous transition at $H_{c1}$. Close to the critical field $H_{c2}$, the measured polarization deviates from the theoretical prediction as it does not reach the same maximal value $P_{z2}$ at $H_{c2}$. Furthermore, it decreases in the field-polarized phase instead of staying constant as theoretically expected. This disagreement probably is due to measuring artifacts at larger fields originating from a change in the distance between sample and tip.

In Fig. 8(b) the electric polarization is compared to theory. The measured polarization is spatially averaged over various domains so that it presents in general the combined signal from all three populated domains. Upon increasing the field from negative values, only two of the domains are populated so that the polarization closely follows the purple curve. However, when the [001] domain gets spontaneously populated close to field zero, the corresponding polarization contributes possibly explaining the plateau-like feature of $P_{z}$ for small positive fields. The behavior at the reorientation transition $H_{c1}$ is hysteretic and strongly depends on the history, which we attribute to a non-equilibrium effect similar to previous observations in MnSi [12]. Upon increasing the field towards $-H_{c1}$ the single helimagnetic domain splits into two, resulting in sharp signatures. However, increasing the field towards $+H_{c1}$, two or even three populated domains need to transform into a single domain which requires slow relaxation processes. The field-sweep employed in the experiment was probably too fast for the system to equilibrate giving rise to the apparent hysteretic behavior close to the continuous transition at $H_{c1}$. Close to the critical field $H_{c2}$, the measured polarization deviates from the theoretical prediction as it does not reach the same maximal value $P_{z2}$ at $H_{c2}$. Furthermore, it decreases in the field-polarized phase instead of staying constant as theoretically expected. This disagreement probably is due to measuring artifacts at larger fields originating from a change in the distance between sample and tip.

In section IV C we provided experimental evidence for the involved relaxation processes. The 180° discontinuities observed in the MFM pattern hint at the motion of dislocations along domain boundaries [see Fig. 5(b)]. Similar 180° discontinuities have been previously observed in FeGe after a field quench [13].

The assumptions employed in the theoretical model of section III need to be critically scrutinized. First of all, this model aimed at describing the reorientation of helimagnetic order within the bulk of the material. Additional contributions arising from the surface of the ma-
terial can easily modify our assumption that the MFM images essentially reflect the projection of bulk helimagnetic order. It is known that so-called surface twists can lead to modification of helimagnetic order close to the surface [40], which is neglected in the present work. In particular, such surface twists due to the magnetic boundary condition could lead to an anchoring of the helix axis within the surface plane. The boundary condition is automatically fulfilled for the pristine helix in case that the helix axis is aligned with the surface normal $\hat{Q} \parallel \hat{n}$. However, in the opposite limit $\hat{Q} \perp \hat{n}$ the boundary conditions will induce distortions to the helical texture, which might lower the surface energy of the magnetic structure and potentially favours surface domains with $\hat{Q} \perp \hat{n}$. This could explain the unexpected population of the [001] domain with $\hat{Q} \perp \hat{n}$ observed in the present experiment for field-cooling with $\vec{H} \parallel [110]$. In addition, we exclusively observed [001] helix configurations at higher temperatures [22] as well as for zero-field cooling to $T = 10$ K. This suggests that the three (100) domains, which are degenerate within the bulk at $\vec{H} = 0$, are not evenly populated close to the surface so that the $\hat{Q} \perp \hat{n}$ surface domain is indeed energetically favoured.

Furthermore, the theory presented is valid in the limit of small spin-orbit coupling $\lambda_{SOC}$. However, this coupling is sufficiently strong in Cu$_2$OSeO$_3$ so that additional phases are stabilized for magnetic fields along (100) [19, 20]. As discussed in Ref. [18], the stabilization of a metastable tilted conical phase can be phenomenologically described in terms of a modified parameter $\varepsilon^{(1)}_T$ in Eq. (2) that is field dependent and changes sign as a function of $\vec{H}$. Whereas these effects are believed to be important mainly for fields along (100), they might give rise to quantitative corrections for the present experimental setup with $\vec{H} \parallel [110]$.

We note that our theory of the electric polarization, $P_z$, for the reorientation process presented in section III D is also relevant for the spin-Hall magnetoresistance of Cu$_2$OSeO$_3$ that was found to be proportional to $P_z$ [38].

In summary, we investigated the helix reorientation in Cu$_2$OSeO$_3$ for a magnetic field aligned close to [110] by means of magnetic force microscopy. This technique allows to probe the manifestations of the reorientation process at the sample surface with high spatial resolution. We observed the formation of domains close to the transition $H_{c1}$, and we identified relaxation events in real space that accompany the slow reorientation process. Given the experimental uncertainties, the periodicity of the observed surface patterns are consistent with the projected wavelength of the bulk helimagnetic order, and its magnetic field dependence is in good agreement with theoretical predictions. Nevertheless, we also found evidence for a surface anchoring of the helix wavevector $\hat{Q}$ favouring domains with in-plane $\hat{Q}$. An interesting extension of the present work might be the detailed comparison between MFM and bulk measurements as well as the study of the reorientation process for fields along (111) where a $Z_3$ transition is expected for Cu$_2$OSeO$_3$.
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