Comparative Study: Statistical Approach and Deep Learning Method for Automatic Segmentation Methods for Lung CT Image Segmentation
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Abstract: Recently, deep learning technique is playing important starring role for image segmentation field in medical imaging of accurate tasks. In a critical component of diagnosis, deep learning is an organized network with homogeneous areas to provide accurate results. It is proved its superior quality with statistical model automatic segmentation methods in many critical condition environments. In this research article, we focus the improved accuracy and speed of the system process compared with conservative automatic segmentation methods. Also we compared performance metrics such as accuracy, sensitivity, specificity, precision, RMSE, Precision-Recall Curve with different algorithm in deep learning method. This comparative study covers the constructing an efficient and accurate model for Lung CT image segmentation.
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1. INTRODUCTION

In a recent medical research, early prediction of lung cancer is enormous research. There are many algorithms to detect the lung nodule automatically in early diagnosis. Though there are many algorithms used in the field of radiology, oncology, neurology for early prediction of lung cancer, they fails to attain good accuracy and efficiency [8]. Because of earlier systems were built on outdated algorithm such as edge detection filters with mathematical methods. The machine learning techniques are constraint with small data set and providing good results [9]. Now a day, these segmentation techniques are altered by deep learning method algorithm intensively. The deep learning contains multiple nonlinear layers for processing which consist of input layer, inner layer and output layer. These layers are interconnected with each other layers. This figure 1 is showing simple flow of deep learning method analysis in image segmentation.
The owing to improve the accuracy of the process, deep learning approaches addresses correlation of the critical challenges during the segmentation process in a trained manner. In this process, there are three main attributes as frame the network, collect the data and trained the network [9].

2. RELATED WORK

Statistical analysis based automatic image segmentation methods are not feasible in current practical real time scenario in medical image analysis. Previously, lot of researches had been done about automatic image segmentation with the help of mathematical modelling, statistical analysis. It is acceptable that performance of process is lagging in efficient and accuracy with current recent trends of image segmentation. So the automatic image segmentation is directed towards machine learning methods currently.

There are many researches has done with machine learning methods for early prediction for lung nodule segmentation. In order to increase the accuracy level of image segmentation, randomly splitting Ts and Tr using machine learning methods proposed by Yu et al [1]. With the help of support vector machine algorithm, accuracy level was improved a bit due to splitting Ts and Tr in a machine learning process. This one gave high accuracy with small amount of data set with homogenous function which was proposed by yuan et al [2]. Splitting training data (Tr) and testing data (Ts) will be improving performance of the system. Manually 70% and 30% was divided the Tr and validation data respectively in the data set proposed and implemented in machine learning algorithm by Hart et al [3].

Similarly, Hazra et al [4] contains logistics regression and implemented with 80% T and 20% Ts provided 78% accuracy in a validation. Ye et al [5] proves in his research with the help of support vector machine algorithm with 99.4% of accuracy. It is pertaining high accuracy with splitting of 70% Tr and 30% Ts. Machine learning with decision tree methods performs good results in accuracy with 93.5% was proposed by gunaydin et al [6]. Here they split Tr and Ts in 70% and 30% respectively for the evaluation. Purely, statistical approach automatic segmentation can segment the nodule with percentages of error [7]. Here RMSE parameter is a measuring the error of the model. The noisy image creates individual section to deal it and process getting slower down. So this process leads to perform poorly with lot of subdivisions in the processes [10]. Subsequently, the deep learning process can improve and rectify that older automatic segmentation process in terms of speed and accuracy of the process [11]. This survey has motivated us to do this article to study the comparative analysis with state of art methods.
3. THEORETICAL ANALYSES

Segments an image by assuming pixel by pixel value distribution of each region will be comprised with the distribution function and selecting a density function according to the statistical principles and estimating the parameters [17]. Calculating the probability of malignancy is the one of the statistical approach to find the proper segmentation of images. Based on this measuring metrics, the overall system performance can be calculated. These property parameters are explained enough from the past research [16]. The following distribution are normal, uniform, beta, gamma is not such a simple problem to select a probability density function; but it will simulates the distribution of pixel values from the actual image to be segmented. Generally, the distribution of pixel values from the image will be acquired. Subsequently, computing the error between this distribution and above mentioned six common distribution factors are using least square error. The image should be divided into several regions by cumulative density function for segmenting lung nodule in the image. After apply the cumulative density function probability band to the grey scale images of lung cancer CT images, it divides pixel with same probability or same interval as one region. This pixel of same probability band will not affect the image with noise. So here we have to approach the pre-processing to eliminate the noise distribution in the CT images.

Overview of Deep Learning Method

The deep learning method is used to classify the region of interest in the medical images for segment the infected region and healthy region. Generally, this deep learning method is associated with denoising and contrast filters to enhance the input images. So it can show the supremacy than other conservative methods easily. With the help of principal component analysis the features are calculated in this method. The alternative way to determine the feature is statistical analysis. Subsequently, input features are considering these determined features for the process by machine learning. The learning methods are classifying the input feature analysis vector along with class labels. After determine the model boundary in the images that splits each class for training of machine learning classifier [12].

Deep learning classifier doesn’t need any type of preprocessing such as feature extraction and segmentation. But in order to improving the accuracy level in this approach, it requires image resizing due to the limit on the input values. Theoretically, this representation learning approach in the each layer transforms the input data from the previous one. So these input data’s are modeled and learn both input layer and hidden layer in a hierarchical structure. The representation of the data between the layers of a deep learning process is a result of nonlinear function [13]. Generally, the first layer is used to identify the edges in the ROC of the image. This edges position will be recognized by second layer and discards the discontinuities edges if any unwanted noisy state in the same position. The third layers associates all those patterns to transform into detect the objects successfully with good accuracy level. The feature representation learning is used to lead in the many artificial intelligence approaches [14]. The construction of deep learning with CNN is shown in the picture below.

![Figure 3 Convolutional Neural Network Construction design](image)

This research construction work contains the two main parts such as network structure, training techniques of deep learning method. Finally it is concluding the challenges by the methods. Input and output layers are used for encoder and decoder functions respectively. This process is that stack of convolution and de-convolution process of input vectors. The encoder and decoder are used to compress and reconstruct the inputs in the networks [15].
Construction of convolutional Neural Network architecture

While construction of CNN architecture, the layers are bundled of nonlinear activation layer which comprises non-linear unit layer, pooling layer, fully connected layer. In order to obtain the volume of feature maps, convolution operation is the only way between pixel of the input image and a filter. All constructed layers are performing the specific function apiece. For example, pooling layer is taking care of improve the training speed due to down sampling the input values. Moreover, Also it prevents the over fitting problem and are translation invariant problem which are common challenges in training deep models. Usually, the translation invariant is elevating due to similarity in the neighbouring pixels. Subsequently, the fully connected layer neurons linked with preceding layer neuron well. In order to classify the input values, the CNN starts classification from the centre pixel of the region. Obviously, this approach moves towards next region centre pixel even though, this method is leading to inefficient and loss of spatial information of the input image. This problem also can solve by fully convolutional network which is concentrating up sampling in the less spatial region in the maps to retaining the good resolution in the segmentation. These glitches are not elucidated in the conservative automatic segmentation methods.

Remarks
The dataset is splitting in to two training and testing data in order to improve the accuracy and efficiency of machine learning algorithm. Also identify the parameters easily with the output linear variable.

Consideration: Cost and selection of Tr and Ts should be narrowed based on the network structure.

4. RESULTS AND DISCUSSIONS
Deep learning algorithm comprises training, validation and testing set of images; obviously very superior than older methods which was having minimum data set. The statistical approach automatic segmentation shows poor performance for large data set comparison.

Figure 4 Architecture of Deep Encoder-Decoder of vector inputs

Figure 5 a & b Different approach for same segmented image by different algorithm for accuracy measurement
Also the statistical approach methods are failed to detect the lung cancer in slight reforms in the medical images as shown in above figure 5. It loses the accuracy of the model when it goes big data evaluation as shown in all the graphs. In these graphs in a figure 6 and 7, X axis are mentioned less, medium, high no of images for testing for segmentation purpose. Here we are considering 1000 images samples are in “less” measures.

![Figure 6](a, b) Accuracy & Root Mean Square Error evaluations between two methods

![Figure 7](a, b) Speed & Sensitivity evaluations between two methods

From these graphs, we tabulated the detailed description of the performance metrics as shown below in table 1. Some of the parameter are analysed with deep learning algorithm alone. So it is not mentioned in graphs.

| S.No | Performance Measuring Metrics | Statistical approach for Automation Segmentation | Deep learning Algorithm for segmentation |
|------|--------------------------------|-------------------------------------------------|----------------------------------------|
| 1    | Accuracy                       | Decaying                                        | Stable                                 |
| 2    | Sensitivity                    | Less                                            | High                                   |
| 3    | Specificity                    | Bad                                             | Good                                   |
| 4    | Precision                      | Low                                             | High                                   |

Table 1 Comparison of performance metrics in different approach
The above table 1 shows comparison between automation segmentation and deep learning method with the measuring metrics. Deep learning method shows the good amenities in all measuring metrics. Both accuracy and sensitivity tells deep learning method is superior to conservative methods. The percentage of accuracy is 99.6% by using deep learning method compared with traditional statistical segmentation methods. This accuracy measure phenomenon is used to measure the performance of a model. Sensitivity also superior as shown in table which is indicating that how many are relevant data out of correctly classified data. Precision parameter also how many data’s are correctly classified by the model out of all data’s. Minimum RMSE value can state in other words of better accuracy of the model also standard way to determine the error of the model. In order to measure the multiclass classification problems, the Area Under Curve – Receiver Operating Characteristics metrics are consider in deep learning approach which is not feasible in statistical process. Finally PR curve is used for evaluate output quality of the classifier.

5. CONCLUSION
Our test images are 512*512 pixels, 16-bit grey level matrices with ranges from 0.7mm and 1.2mm; in addition, minimum set of CT scan image with and without lung cancer for automatic segmentation from the Lung Image Database Consortium (LIDC) [6] which is a database for lung images headed by the US National Cancer Institute.

We compared both the technique and evaluated with different types of dataset. Also, we show the compared performance metrics to evaluate between these approaches. Clearly, we can conclude that deep learning methods are very effective algorithm for image segmentation that measured by performance metrics compared with statistical approach. Deep learning approach is applied to wide range of different medical image segmentation tasks with maximum accuracy. Different type of deep learning algorithms should be constructed and compared for image segmentation process in future. Also, we strongly believe that our study will help many researchers to identify deep learning technique in segmentation process that provides more accuracy and efficiency.
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