MULTI-ININVARIANT MEASURES AND SUBSETS ON NILMANIFOLDS

ZHIREN WANG

Abstract. Given a $\mathbb{Z}^r$-action $\alpha$ on a nilmanifold $X$ by automorphisms and an ergodic $\alpha$-invariant probability measure $\mu$, we show that $\mu$ is the uniform measure on $X$, unless modulo finite index modification, one of the following obstructions occurs for an algebraic factor action:

1. The factor measure has zero entropy under every element of the action;
2. The factor action is virtually cyclic.

We also deduce a rigidity property for invariant closed subsets.
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1. Introduction

1.1. Main results. A $\mathbb{Z}^r$-action $\alpha$ on a topological space $\Omega$ is a group morphism $\alpha : n \mapsto \alpha^n$ from $\mathbb{Z}^r$ to Homeo($\Omega$), the group of self-homeomorphisms of $\Omega$. The rank of the action is the torsion-free rank of the image of this morphism. When the rank is 0 or 1, then the action is, up to torsion elements, generated by a single transformation, and we say in this case that $\alpha$ is \textbf{virtually cyclic}.

By a nilmanifold we mean the quotient $X = G/\Gamma$, where $G$ is a simply connected nilpotent Lie group and $\Gamma$ is a cocompact lattice in $G$. Let $m_X$ denote the unique left $G$-invariant probability measure on $X$.

We focus on $\mathbb{Z}^r$-actions on $X$ by automorphisms, that is, a group morphism $\alpha : n \mapsto \alpha^n$ from $\mathbb{Z}^r$ to the automorphism group Aut($X$) of $X$. An automorphism of $X$ is a homeomorphism of $X$ descending from a group automorphism of $G$ that preserves $\Gamma$.

Our main result is:

\textbf{Theorem 1.1.} Let $\alpha : \mathbb{Z}^r \curvearrowright X$ be a $\mathbb{Z}^r$-action on a nilmanifold $X$ by automorphisms and $\mu$ be an ergodic $\alpha$-invariant probability measure on $X$. Then $\mu = m_X$, unless there is a finite index subgroup $\Sigma \subset \mathbb{Z}^r$, such that for every $\alpha|_{\Sigma}$-ergodic component $\mu'$ of $\mu$, there is a non-trivial algebraic factor action $\dot{\alpha} : \Sigma \curvearrowright \dot{X}$ of the restriction $\alpha|_{\Sigma}$ of $\alpha$ to $\Sigma$, which satisfies at least one of the following:

1. The projection of $\mu'$ to $\dot{X}$ has entropy 0 for every $\dot{\alpha}^n$, $n \in \Sigma$;
2. $\dot{\alpha}$ is virtually cyclic.
For definition of algebraic factor actions, see §2.1. It should be re-
marked that the second obstruction, namely the restriction \( \alpha|_\Sigma \) to some finite index subgroup has a virtually cyclic algebraic factor, is equiv-
ouivalent to that \( \alpha \) has such a factor (see Remark 2.7). The theorem is stated in its present form for conciseness.

When either of the two obstructions is present, no classification of invariant measures is available in the factor \( \hat{X} \), even in the simplest case where \( \hat{X} \) is a torus on which \( \hat{\alpha} \) acts hyperbolically and totally irreducibly. In fact, the action being virtually cyclic is known to be a genuine obstruction that makes such classification impossible, in the sense that the action virtually becomes a Markov process and invariant measures can be quite arbitrary. On the other hand, it is a long-
standing open problem and a generalization of Furstenberg Conjecture, to characterize zero entropy measures invariant under higher-rank actions (see §1.2 below). In this sense, Theorem 1.1 is optimal within the scope of current technologies.

In certain special cases, Theorem 1.1 has been known by the works of Katok-Spatzier [KS96], Einsiedler-Lindenstrauss [EL03] and Kalinin-Spatzier[KS05], see §1.2.

We also study the rigidity of \( \alpha \)-invariant subsets. For a nilmanifold \( X = G/\Gamma \), there is a maximal torus factor \( G/[G,G]\Gamma \), which we denote by \( X\text{ab} \). Moreover, a \( \mathbb{Z}^r \)-action by automorphisms of \( X \) naturally projects to a factor \( \mathbb{Z}^r \)-action on \( X\text{ab} \) by toral automorphisms.

Theorem 1.2. Let \( \alpha : \mathbb{Z}^r \curvearrowright X \) be an action by nilmanifold automor-
phisms. Suppose \( \alpha \) has no virtually cyclic algebraic factors.

If \( A \) is an \( \alpha \)-invariant closed subset whose projection to the maximal torus factor \( X\text{ab} \) is \( X\text{ab} \) itself, then \( A = X \).

A \( \mathbb{Z}^r \)-action on a torus \( \mathbb{T}^d \) by automorphisms is totally irreducible if the restriction to any finite index subgroup of \( \mathbb{Z}^r \) leaves invariant no proper non-trivial subtorus of \( \mathbb{T}^d \).

When the factor action of \( \alpha \) on the maximal torus action \( X\text{ab} \) is totally irreducible, one can say more about invariant measures and subsets on \( X \).

Corollary 1.3. Suppose \( \alpha : \mathbb{Z}^r \curvearrowright X \) is an action by nilmanifold au-
tomorphisms and it factors to a totally irreducible, non-virtually cyclic action on \( X\text{ab} \). If \( \mu \) is an ergodic \( \alpha \)-invariant measure, then

- either the projection of \( \mu \) to \( X\text{ab} \) has zero entropy under the projection of \( \alpha^n \) for all \( n \in \mathbb{Z}^r \);
- or \( \mu = m_X \).
We remark that behaviors of invariant subsets can be very different from those of invariant measures. In fact, after comparing Theorem 1.2 with Theorem 1.1, one might wonder if, in Theorem 1.2, the weaker assumption that $A$ has full projection in every totally irreducible torus factor action would also force $A$ to be $X$. This is false in general, even when $X$ is a torus, unless $X_{ab}$ is totally irreducible under the action. But when the action on $X_{ab}$ is totally irreducible and hyperbolic, we do have such rigidity:

**Corollary 1.4.** Let $\alpha : \mathbb{Z}^r \curvearrowright X$ be an action by nilmanifold automorphisms. Suppose the factor action on $X_{ab}$ is totally irreducible, not virtually cyclic, and contains a hyperbolic toral automorphism. If $A \subset X$ is an $\alpha$-invariant closed subset, then

- either $A$ projects to a finite subset of $X_{ab}$;
- or $A = X$.

In the cases studied by [KS96, EL03, KS05], in the absence of virtually cyclic factors, when an ergodic invariant measure $\mu$ has positive entropy, some finite index component of $\mu$ is invariant under left translations by some connected closed subgroup $H \subset G$ and $H$ has compact orbits at all points in the support of this component. Whereas, this fibration property fails in general, as the following theorem shows.

**Theorem 1.5.** There exists a nilmanifold $X$, a $\mathbb{Z}^2$-action $\alpha$ by automorphisms on $X$ without virtually cyclic algebraic factors, and an $\alpha$-invariant probability measure $\mu$, such that:

1. There is an algebraic factor of $\alpha$, which takes place on a torus factor of $X$, such that the factor action is totally irreducible and not virtually cyclic, and the projection of $\mu$ to the factor is Lebesgue;
2. $\mu$ is ergodic under the restriction of $\alpha$ to every finite index subgroup $\Sigma \subset \mathbb{Z}^2$;
3. For any finite index subgroup $\Sigma$, there does not exist a non-trivial $\alpha|_{\Sigma}$-invariant connected closed subgroup $H$ of $G$, such that $\mu$ can be desintegrated into $H$-invariant probability measures on compact $H$-orbits.

1.2. **Background.** There has been a long history of studies of the rigidity of higher rank abelian algebraic actions, which we partially survey here.

In the seminal work [Fur67] of Furstenberg on the multiplicative semigroup action generated by $\times 2$ and $\times 3$ on $\mathbb{R}/\mathbb{Z}$, it was showed that any invariant closed subset is either a finite set of rational points or $\mathbb{R}/\mathbb{Z}$ itself. In the measure category, Furstenberg’s conjecture asks if
any ergodic invariant probability measure $\mu$ is either supported by a finite invariant set or the Lebesgue measure on $\mathbb{R}/\mathbb{Z}$.

While the conjecture remains open, it has been confirmed under the assumption that $\mu$ has positive entropy with respect to an element of the action, by Rudolph [Rud90]. The complete positive entropy case had been previously settled by Lyons [Lyo88]. Though there has been various strengthenings as well as alternative proofs ([Joh92, Fel93, Hos95, JR95, Par96, Hoc12, HS12], to list a few) to Rudolph’s theorem, so far nothing is yet known in the zero entropy case.

It is important that the action has rank 2. Indeed, the action generated by $\times 2$ alone is isomorphic to the Bernoulli shift on $\{0, 1\}^{\mathbb{Z}}$ and enjoys no rigidity in either measure or subset settings.

A natural model in higher dimension is a $\mathbb{Z}^r$-action by toral automorphisms. In this setting, besides higher rank, the known rigidity results also need the positive entropy assumption. Actually, these requirements should hold for every algebraic factor action, since non-standard invariant measures and sets lift from a factor to the original space.

**Theorem 1.6.** [KS96, EL03] Suppose $\alpha : \mathbb{Z}^r \curvearrowright \mathbb{T}^d$ acts by toral automorphisms and has no virtually cyclic algebraic factors and $\mu$ is an ergodic $\alpha$-invariant probability measure. Then there is a finite index subgroup $\Sigma \subset \mathbb{Z}^r$, such that for every $\alpha|_{\Sigma}$-ergodic component $\mu^i$ of $\mu$, there is an $\alpha|_{\Sigma}$-invariant subgroup $T^i \subset \mathbb{T}^d$ satisfying:

- The projection of $\mu^i$ to $\mathbb{T}^d/T^i$ has zero entropy with respect to the projection of every $\alpha^\mathbb{Z}$-invariant subgroup $T^i \subset \mathbb{T}^d$ satisfying:
- $\mu^i$ is invariant under translation by $T^i$.

In particular, if some ergodic component $\mu^i$ has positive entropy projection for every non-trivial algebraic factor action, then $T = \mathbb{T}^d$ and $\mu = m_{\mathbb{T}^d}$. Theorem 1.1 is a generalization of this fact.

Theorem 1.6 was first proved by Katok and Spatzier in [KS96] under an additional assumption called totally non-symplecticity (TNS). The general case was obtained by Einsiedler and Lindenstrauss in [EL03]. A detailed proof of this theorem, extended to certain slightly more general settings, is the subject of a forthcoming paper [ELW].

The set-theoretic analogue of Theorem 1.6 is available only when the action is totally irreducible. Berend showed that

**Theorem 1.7.** [Ber83] Let $\alpha : \mathbb{Z}^r \curvearrowright \mathbb{T}^d$ be an action by toral automorphisms. Suppose $\alpha$ is totally irreducible and not virtually cyclic, and contains a hyperbolic element, then every invariant closed subset is either finite or $\mathbb{T}^d$.

Corollary 1.4 generalizes Theorem 1.7.
When the action on $\mathbb{T}^d$ is not totally irreducible, the situation is more complicated and there can be non-homogeneous invariant closed subsets. See [Mau10, LW12].

In [Ber84] and [EL03], actions by automorphisms on solenoids, which are non-archimedean cousins of tori, were also studied.

The question of whether under Berend’s assumptions every ergodic invariant measure is either atomic or Lebesgue, is an open problem which, through the analogy between tori and solenoids, roughly equivalent to Furstenberg’s conjecture.

One moves next from tori to nilmanifolds. Nilmanifold automorphisms are natural generalizations of toral automorphisms. They are also important because, for example, the only known examples of hyperbolic diffeomorphisms of algebraic nature are given by nilmanifold automorphisms modulo finite covering.

In the nilmanifolds setting, generalizing [KS96], Kalinin and Spatzier [KS05] established an analogue of Theorem 1.6 under the following additional assumptions: (1) the action is TNS; (2) the derivative of every $\alpha^n$ is diagonalizable over $\mathbb{C}$; (3) either every derivative has only real eigenvalues or $\mu$ is mixing.

In this paper, we adapt the approach of Einsiedler and Lindenstrauss [EL03] to establish Theorem 1.1. Many definitions and lemmas will be borrowed from the nicely written lecture notes [EL10] on Einsiedler-Katok-Lindenstrauss’s work [EKL06] towards Littlewood’s conjecture.

An important difference between our settings in Theorem 1.1 and those in [KS96, EL03, KS05] is that, under our assumptions an action can still carry virtually cyclic behaviors. A nilmanifold is a tower of bundles where each level is made of torus fibers. An action by automorphisms, after restricting to a finite index subgroup, induces actions by fiber maps on every level. The assumption that there is no virtually cyclic algebraic factor only guarantees that the induced actions on the bottom levels, which make up the maximal torus factor $X_{ab}$, are of higher rank. However, on the upper levels, $\alpha$ may still induce virtually cyclic fiber actions. This issue is absent for actions on tori. And in [KS05], the TNS assumption prevents this from happening.

Due of this phenomenon, a general analogue of Theorem 1.6 on nilmanifolds, in the form that the measure (or possibly a finite index ergodic component) can be projected to an algebraic factor, such that the factor is dominated by a mixture of zero entropy and virtually cyclic behaviors and the measure is uniform along the fibers, is not possible. This kind of failure is indicated by Theorem 1.5.
Finally, we would like to remark that a parallel line of research (see [KN11, §Introduction 3] and references therein and more recent progresses [FKS11, FKS13, RHW]) is the smooth rigidity of higher rank abelian actions by automorphisms, which aims to classify actions by diffeomorphisms that are topologically equivalent to a given action by automorphisms. This question can be thought of as the classification of smooth structures invariant under an action by automorphisms. In this regard, Theorem 1.1 might be viewed as a parallel result to our recent joint work [RHW] with Federico Rodriguez Hertz, in which \( C^\infty \) Anosov \( \mathbb{Z}^r \)-actions without virtually cyclic factors by nilmanifold automorphisms are smoothly classified.

1.3. **Organization of paper.** Section 2 consists of preliminaries.

Section 3 puts Theorem 1.1 as a special case of a more general Theorem 3.1, which studies the joining of \( \alpha \) with another action. We then give an inductive argument that proves Theorem 3.1 under a certain assumption (Property 3.2), which says locally at every point, the measure is invariant by the left translation of some element of \( G \). We also deduce topological properties from their measure-theoretic counterparts.

The verification of Property 3.2 is divided into four different cases, which will be taken care of separately by Sections 4–7.

It will be showed in Section 8 that Property 3.2 is indeed sufficient to complete the inductive argument.

Finally, in Section 9, a non-homogeneous example as in Theorem 1.5 will be constructed on the 13-dimensional Heisenberg nilmanifold.
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An essential portion of this paper is based on Manfred Einsiedler and Elon Lindenstrauss’s proof of Theorem 1.6. I am deeply indebted to them for explaining their approach to me in details, as well as for guiding me through homogeneous dynamics over the years.

Thanks are also due to Federico Rodriguez Hertz and Andrew Torok for helpful discussions.

The author was supported by NSF grant DMS-1201453 and an AMS-Simons travel grant.

2. **Preliminaries**

2.1. **Fibration of nilmanifolds.**

**Definition 2.1.** Given a simply connected nilpotent Lie group \( G \) and a cocompact lattice \( \Gamma \subset G \), a rational subgroup is a connected closed subgroup \( H \subset G \) such that \( H \cap \Gamma \) is a cocompact lattice in \( H \).
It is a well known fact that $\exp^{-1}(\Gamma)$ is a lattice in the Lie algebra $\mathfrak{g}$. Furthermore, a connected closed subgroup $H$ is rational if and only if its Lie algebra $\mathfrak{h}$ satisfies the condition that $\mathfrak{h} \cap \exp^{-1}(\Gamma)$ is a lattice in $\mathfrak{h}$. Equivalently, $\exp^{-1}(\Gamma)$ determines a $\mathbb{Q}$-structure on $\mathfrak{g}$, and $\mathfrak{h}$ is a rational subspace with respect to this structure, see e.g. [Rag72].

**Remark 2.2.** Suppose $H \triangleleft G$ is a rational normal subgroup. It is easy to show that the image $\Gamma/(H \cap \Gamma)$ of $\Gamma$ in the quotient group $G/H$ is a cocompact lattice. The compact nilmanifold $G/\Gamma$ decomposes as a bundle whose base is the nilmanifold $G/H\Gamma = (G/H)/(\Gamma/(H \cap \Gamma))$ and whose fibers are isomorphic to the nilmanifold $H/(H \cap \Gamma)$.

In this case, we will call $G/\Gamma$ an algebraic factor of $X$ and denote it by $X/H$.

Let $\alpha : \mathbb{Z}^r \curvearrowright X$ be a $\mathbb{Z}^r$-action by automorphisms of $X = G/\Gamma$, and identify $\alpha$ with its lift, which is an action on $G$ by group automorphisms. Then the lifted action $\alpha$ preserves $\Gamma$. Therefore, if $H$ is an $\alpha$-invariant rational subgroup, then $H \cap \Gamma$ is also $\alpha$-invariant. And hence $\alpha$ induces a natural actions on $H/(H \cap \Gamma)$. Moreover, if $H$ is normal, then $\alpha$ factors onto a $\mathbb{Z}^r$-action on the quotient nilmanifold $X/H$. All such actions will be denoted by $\alpha$ indifferently in this paper.

**Definition 2.3.** An algebraic factor of $\alpha$ is the induced action by $\alpha$ on some $X/H$ where $H$ is an $\alpha$-invariant normal rational subgroup in $G$. We say this factor action is a torus factor action if $X/H$ is a torus, or equivalently $G/H$ is abelian.

We also say that $X/H$ is an $\alpha$-equivariant algebraic factor of $X$ in this case.

Before stating the following lemma, we recall that any finite index subgroup of $\mathbb{Z}^r$ is isomorphic to $\mathbb{Z}^r$ itself.

**Lemma 2.4.** If $\alpha$ is a $\mathbb{Z}^r$-action on a compact nilmanifold $X = G/\Gamma$ by automorphisms, then there is a non-trivial abelian subgroup $Z$ of $G$, such that:

1. $Z$ is in the center of $G$, rational with respect to $\Gamma$, and invariant under the restriction of $\alpha$ to a finite index subgroup $\Sigma \subset \mathbb{Z}^r$;
2. The induced and restricted action $\alpha|_{\Sigma} : \Sigma \curvearrowright Z/(Z \cap \Gamma)$ is totally irreducible.

**Proof.** The center $G_0$ of $G$ is rational with respect to $\Gamma$ by [Rag72, Prop. 2.17], and $\alpha$-invariant because $\alpha$ acts on $G$ by automorphisms.

If the torus $G_0/(G_0 \cap \Gamma)$ is totally irreducible under $\alpha$ then we are done.
Otherwise, there must be a minimal non-trivial subtorus whose stabilizer under $\alpha$ has finite index in $\mathbb{Z}^r$. The subtorus can be written as $Z/(Z \cap \Gamma)$ and we denote its stabilizer by $\Sigma$. Then $Z$ is $\alpha|_{\Sigma}$-invariant and rational. It is also normal as it is a subgroup of $G_0$. Moreover, the quotient torus $Z/(Z \cap \Gamma)$ is totally irreducible under $\alpha|_{\Sigma}$ by the minimality assumption.

Remark 2.5. Repeated applications of the Lemma shows that there exist a finite index subgroup $\Sigma$ and sequence of $\alpha|_{\Sigma}$-invariant normal rational subgroups $\{e\} = H_0 \subset H_1 \subset H_2 \subset \cdots \subset H_k = G$, such $H_{i+1}/H_i$ is abelian for all $i$ and the induced $\Sigma$-action $\alpha|_{\Sigma}$ on $H_{i+1}/H_i(H_{i+1} \cap \Gamma)$ is totally irreducible. This gives rise to an $\alpha|_{\Sigma}$-equivariant fibration of $M$ as a tower of torus bundle extensions $M \mapsto M/H_1 \mapsto \cdots M/H_k = \{\text{point}\}$, where each $M_i$ is a principle torus bundle on $M_k$ with fibers isomorphic to $H_{i+1}/H_i(H_{i+1} \cap \Gamma)$.

In the present paper we will primarily deal with $\mathbb{Z}^r$-actions without virtually cyclic factors by nilmanifold automorphisms. The following lemma is another characterization of this property.

Lemma 2.6. Suppose $\alpha$ is a $\mathbb{Z}^r$-action on a nilmanifold $X$ by automorphisms. Then the following are equivalent:

1. $\alpha$ has no virtually cyclic algebraic factor;
2. There is a subgroup $\Lambda \subset \mathbb{Z}^r$ isomorphic to $\mathbb{Z}^2$, such that for every non-trivial element $n \in \Lambda$, $\alpha^n$ is ergodic with respect to the standard volume $m_X$.

This is a well-known fact essentially due to Starkov [Sta99]. See [RHW, Lemma 2.9] for more explanation.

Remark 2.7. If $\Sigma$ is of finite index in $\mathbb{Z}^r$, one see from the lemma that $\alpha$ has no virtually cyclic algebraic factor if and only if $\alpha|_{\Sigma}$ has no such factor.

Corollary 2.8. If $\alpha$ as in Lemma 2.6, and $\beta : \mathbb{Z}^r \curvearrowright (Y, \nu)$ is an arbitrary ergodic measure-preserving action, then:

1. $m_X \times \nu$ is ergodic under the product $\mathbb{Z}^r$-action $\tilde{\alpha} = \alpha \times \beta$ on $\tilde{X} = X \times Y$;
2. For any subgroup $\Sigma \subset \mathbb{Z}^r$ of finite index, the ergodic decomposition of $m_X \times \nu$ with respect to $\tilde{\alpha}|_{\Sigma}$ can be written as $\frac{1}{N} \sum_{i=1}^{N} m_X \times \nu^i$, where the $\nu^i$’s are the $\beta|_{\Sigma}$-ergodic components of $\nu$.

Proof. (1) By Lemma 2.6, $\alpha^n$ is an ergodic nilmanifold automorphism for some $n$. It was proved by Parry [Par69] that ergodic nilmanifold automorphisms are mixing, and in particular, weakly mixing.
Take the ergodic decomposition \( \nu = \int \nu_{y} \, d\nu(y) \) with respect to \( \beta^{n} \), where \( \mathcal{E} \) is the \( \sigma \)-algebra of \( \beta^{n} \)-invariant sets. Then for each \( y \), \( m_{X} \times \nu_{y} \) is ergodic with respect to \( \alpha^{n} \times \beta^{n} \). This implies that any \( \alpha \times \beta \)-invariant set is \( \pi_{y}^{-1}(\mathcal{E}) \)-measurable modulo \( (m_{X} \times \nu) \)-null sets. Since \( \nu \) is \( \beta \)-ergodic, it follows that \( m_{X} \times \nu = \int (m_{X} \times \nu_{y}) \, d\nu(y) \) is \( \tilde{\alpha} \)-ergodic.

(2) Since \( \nu \) is ergodic under \( \beta \), it has a finite ergodic decomposition \( \nu = \frac{1}{N} \sum_{i=1}^{N} \nu^{i} \) with respect to \( \beta|_{\Sigma} \). By Lemma 2.6, the property of having no virtually cyclic factors passes from the action \( \alpha \) to the restriction \( \alpha|_{\Sigma} \). Therefore, by part (1), each \( m_{X} \times \nu^{i} \) is \( \tilde{\alpha}|_{\Sigma} \)-ergodic.

Hence \( m_{X} \times \nu = \frac{1}{N} \sum_{i=1}^{N} (m_{X} \times \nu^{i}) \) is the ergodic decomposition we want.

\[ \blacksquare \]

2.2. Common eigenspaces under the action. Given a \( \mathbb{Z}^{r} \)-action \( \alpha \) by automorphisms of \( X \), the differential \( D\alpha \) gives a \( \mathbb{Z}^{r} \) action on the Lie algebra \( \mathfrak{g} \) of \( G \) by Lie algebra automorphisms. Abusing notation again, we will denote this action by \( \alpha \) as well.

Recall that for all \( n \) and \( w \in \mathfrak{g} \), \( \alpha^{n}.\exp w = \exp(\alpha^{n}w) \) as \( \alpha^{n} \) is an automorphism.

Since the action is commutative, the Lie algebra automorphisms \( \alpha^{n} \) can all be upper triangularized simultaneously. More precisely, \( \mathfrak{g} \otimes_{\mathbb{R}} \mathbb{C} \) can be decomposed as a direct sum \( \bigoplus_{k} W_{k} \), where for all \( W_{k} \) and \( \alpha^{n} \), \( W_{k} \) is a generalized eigenspace of \( \alpha^{n} \), the eigenvalue of which is denoted by \( \zeta_{k}^{n} \) (see for instance [RHW, §2.3]). The map \( n \mapsto \zeta_{k}^{n} \) is a group morphism from \( \mathbb{Z}^{r} \) to \( \mathbb{C}^{\times} \).

Suppose a connected closed subgroup \( H \) is \( \alpha \)-invariant, then its Lie algebra \( \mathfrak{h} \) is also \( \alpha \)-invariant and \( \mathfrak{h} \otimes_{\mathbb{R}} \mathbb{C} = \bigoplus_{k} ((\mathfrak{h} \otimes_{\mathbb{R}} \mathbb{C}) \cap W_{k}) \).

Remark 2.9. If \( H_{1} \subsetneq H_{2} \subsetneq \cdots \subsetneq H_{m} = H \) is a sequence of \( \alpha \)-invariant connected closed subgroup \( H \). Then \( \mathfrak{h}_{i} \) are all \( \alpha \)-invariant, and \( \alpha \) induces a linear \( \mathbb{Z}^{r} \)-action on all the quotients \( \mathfrak{h}_{i}/\mathfrak{h}_{i-1} \). Again, \( \mathfrak{h}_{i}/\mathfrak{h}_{i-1} \) can be decomposed into generalized eigenspaces. It is a simple fact of linear algebra that, the eigenvalue functionals \( n \mapsto \zeta_{k}^{n} \) of \( \alpha \) on \( \mathfrak{h} \) are made up by all eigenvalue functionals of \( \alpha \) on \( (\mathfrak{h}_{1}) \otimes_{\mathbb{R}} \mathbb{C}, (\mathfrak{h}_{2}/\mathfrak{h}_{1}) \otimes_{\mathbb{R}} \mathbb{C}, \ldots, (\mathfrak{h}/\mathfrak{h}_{m-1}) \otimes_{\mathbb{R}} \mathbb{C} \), with multiplicities counted.

Therefore, using Remark 2.5 to describe \( X \) as a tower of iterated torus bundles, where each layer of tori fibers supports a totally irreducible action induced by \( \alpha \), finding eigenvalue functionals for \( \alpha : \mathbb{Z}^{r} \curvearrowright X \) can be reduced to the simpler task of finding eigenvalues of totally irreducible toral actions. This is the content of the next lemma.

Lemma 2.10. Suppose \( \alpha \) is a totally irreducible \( \mathbb{Z}^{r} \)-action on the torus \( \mathbb{T}^{d} \) by automorphisms. Then:
(1) The complexified tangent space $\mathbb{C}^d = \mathbb{R}^d \otimes \mathbb{R} \mathbb{C}$ splits into $d$ eigenspaces;

(2) There exists a number field $K$ of degree $d$ and a group morphism $\zeta$ from $\mathbb{Z}^r$ to the group of units $O_K^\times$ of $K$, such that the eigenvalue functionals of the action $\alpha$ are $\xi_i = \sigma_i \circ \zeta$, $i = 1, \ldots, d$. Here $\sigma_1, \ldots, \sigma_d$ are all the archimedean embeddings of $K$.

In particular, in this case $\alpha^n$ is an automorphism of finite order if and only if $\zeta^n$ is a root of unity.

**Proof.** The proposition is a special case of a well-known fact, a general form of which can be found in [Sch95, §7&29] and [EL03, Prop 2.1]. □

Together with Remark 2.5, Lemma 2.10 shows that given a $\mathbb{Z}^r$ action by nilmanifold $G/\Gamma$, every eigenvalue functional of $\alpha : \mathbb{Z}^r \actson g$ is a group morphism from $\mathbb{Z}^r$ to the group of units of an archimedeanly embedded number field.

### 2.3. Coarse Lyapunov decomposition.

Given a $\mathbb{Z}^r$-action $\alpha$ by automorphisms on $X$, the tangent space $g$ of $X$ can be decomposed as a direct sum of different coarse Lyapunov subspaces. Two non-zero tangent vectors belong to the same coarse Lyapunov subspace component if and if they cannot be distinguished by the action, in the sense that no element of the action expands one of the vectors while contracting the other in the long run. The existence and some properties of this decomposition are collected in the proposition and definition below.

**Proposition 2.11.** If $\alpha$ is a $\mathbb{Z}^r$-action on a nilmanifold $X = G/\Gamma$ by automorphisms. Then there exists finitely linear functionals $\chi \in (\mathbb{R}^r)^\times$, to each of which is associated a non-trivial subspace $v^\chi$ of the Lie algebra $g$ of $G$, such that:

1. $g = \bigoplus v^\chi$;
2. For all $v \in v^\chi \setminus \{0\}$,

$$\lim_{|n| \to \infty} \frac{\log |\alpha^n v| - \chi(n)}{|n|} = 0,$$

(3) If $[v^\chi, v^{\chi'}]$ is not empty, then it is contained in $v^{\chi+\chi'}$.

These facts can be proved by simple arguments from linear algebra. In fact, given the generalized eigenspace decomposition $g = \bigoplus_k W_k$ from §2.2. The logarithm map $\mathbf{n} \mapsto \log |\xi_k^n|$ is a linear map from $\mathbb{Z}^r$ to $\mathbb{R}$. The subspace $v^\chi$ is given by

$$v^\chi = \bigoplus_{\{k : \log |\xi_k^n| = \chi(n), \forall \mathbf{n}\}} W_k. \quad (2.1)$$
For details, see for instance [RHW].

The functionals $\chi$ and the subspaces $v^\chi$ are respectively called Lyapunov exponents and Lyapunov subspaces. It should be stressed that $v^\chi$ is in general not a Lie subalgebra. However, if one take the direct sum of all Lyapunov subspaces whose Lyapunov exponents are positively proportional to $\chi$, then these exponents form a semigroup under addition. And in particular, by part (3) of the proposition, the direct sum is closed under Lie bracket and hence a Lie subalgebra.

**Definition 2.12.** In the Lyapunov decomposition above,

1. For a Lyapunov exponent $\chi$ that is present in the Lyapunov decomposition, the corresponding coarse Lyapunov subspace is the Lie subalgebra
   \[ v^{[\chi]} = \bigoplus_{\chi' = c\chi, c > 0} v^{\chi'}; \]

2. To each coarse Lyapunov subspace $v^{[\chi]}$ is associated a closed connected subgroup $V^{[\chi]} = \exp v^{[\chi]} \subset G$, which will be called a coarse Lyapunov subgroup.

In particular, there is a finite set $\mathcal{L}$ of homothety equivalence classes $[\chi]$, such that
\[ g = \bigoplus_{[\chi] \in \mathcal{L}} v^{[\chi]}. \] (2.2)

For any element $n \in \mathbb{Z}^r$, set
\[ g^{\alpha n}_u = \bigoplus_{[\chi] \in \mathcal{L}, \chi(n) > 0} g^{[\chi]}, \quad g^{\alpha n}_s = \bigoplus_{[\chi] \in \mathcal{L}, \chi(n) < 0} g^{[\chi]}. \] (2.3)

$\alpha^n$ exponentially expands vectors in the unstable subspace $g^{\alpha n}_u$ and exponentially contracts the stable subspace $g^{\alpha n}_s$. Both $g^{\alpha n}_u$ and $g^{\alpha n}_s$ are Lie subalgebras. Denote the corresponding Lie subgroups by $G^{\alpha n}_u$ and $G^{\alpha n}_s$.

**Lemma 2.13.** Both $G^{\alpha n}_u$ and $G^{\alpha n}_s$ act freely by left translations on $X$.

**Proof.** We prove the claim for $G^{\alpha n}_s$. The other half follows by switching $n$ and $-n$.

We claim that there is a constant $a > 0$ depending only on $G$ and $\Gamma$, such that for any $g \in \Gamma$, $\min_{\gamma \in \Gamma \setminus \{e\}} d(g\gamma g^{-1}, e) > a$. To see this, observe that it suffices to show the inequality for all the $g$’s in a fundamental domain $F$ of $G/\Gamma$, which we can take to be precompact. For $g \in F$, the map $h \mapsto g^{-1}hg$ is uniformly bi-Lipschitz on a given neighborhood $B^G_1$ of $e \in G$. Hence $\bigcup_{g \in F} g^{-1}B^G_1g$ is bounded and therefore contains only a finite subset $\Lambda \subset \Gamma$. Thus only when $\gamma \in \Lambda$, there could be some $g \in F$ such that $g\gamma g^{-1}$ falls in $B^G_1$. Again by uniform bi-Lipschitz
continuity, $\bigcup_{g \in F} \bigcup_{\gamma \in \Lambda \setminus \{e\}} g\gamma g^{-1}$ is uniformly bounded away from the identity. This proves the claim.

For $v \in C_n^s$, $\alpha^{kn}v$ is contracted towards the identity exponentially fast as $k \to \infty$. But $\alpha^{kn}v \in \alpha^{kn}(g\Gamma g^{-1}) = (\alpha^{kn}g)\Gamma(\alpha^{kn}g)^{-1}$ since $\Gamma$ is an $\alpha$-invariant lattice, and thus, by the claim above, $d(\alpha^{kn}v, e) > a$, which is a contradiction. The lemma is hence proved. \(\square\)

The next fact relates the position of Lyapunov exponents to the rank of the action.

**Lemma 2.14.** Suppose $\alpha$ is a totally irreducible $\mathbb{Z}^r$-action on the torus $\mathbb{T}^d$ by automorphisms. Then the action is virtually cyclic if and only if all Lyapunov exponents are proportional to each other.

**Proof.** A virtually cyclic action is generated by finitely many automorphisms of finite order and possibly another automorphism $\alpha^n$. The Lyapunov exponents of the finite order elements are always identically zero. So every Lyapunov exponent $\lambda$ is completely decided by $\chi(n)$. Which implies all the $\chi$’s are proportional as linear functionals.

Conversely suppose all Lyapunov exponents are proportional. That is, for any elements $n, m \in \mathbb{Z}^r$ and Lyapunov exponents $\lambda, \lambda'$, $\frac{\lambda(n)}{\lambda(m)} = \frac{\lambda'(m)}{\lambda'(n)}$, or equivalently $\lambda(n) = c\lambda(m)$ for a constant $c$ that depends only on $n$ and $m$ but not on $\lambda$ (one may assume $c \neq \infty$ by switch $n$ and $m$ if necessary).

Thus for any $\epsilon > 0$, one can always find a sufficiently close approximation $c \approx \frac{p}{q}$, $p, q \in \mathbb{Z}$ such that $|p\lambda(n) - q\lambda(m)| < \epsilon$. As there are only finitely many $\chi$, there is a pair $(p, q)$ making this true for all of them. Then the element $\bar{n} = pn - qm$ satisfies $|\lambda(\bar{n})| < \epsilon$ for all $\lambda$. This is equivalent to that, in Lemma 2.10, each algebraic conjugate of the corresponding eigenvalue $\zeta^{\bar{n}} \in K$ has absolute value between $e^{-\epsilon}$ and $e^\epsilon$. However, by Dirichlet’s Unit Theorem, if $\epsilon$ is chosen to be small enough, then this implies that $\zeta^{\bar{n}}$ is a root of unity.

By Lemma 2.10, $\alpha^\mathbb{N}$ is of finite order. Furthermore, this shows that the group of automorphisms generated by $\alpha^n$ and $\alpha^m$ is virtually cyclic. Since this is true for all pairs $(n, m)$, the entire acting group $\{\alpha^n : n \in \mathbb{Z}^r\}$ is virtually cyclic. The lemma is proved. \(\square\)

**Corollary 2.15.** Suppose $\alpha$ is a $\mathbb{Z}^r$-action on a nilmanifold $X$ by automorphisms such that, for any finite index subgroup $\Sigma \subset \mathbb{Z}^r$ and any $\alpha|\Sigma$-equivariant algebraic factor $X_0 = X/H$, the induced action by $\alpha$ on $X_0$ is not virtually cyclic. Then in the Lyapunov decomposition on $X$, not all Lyapunov exponents are proportional to each other.
Proof. As Remark 2.5 explains, there is always a finite index subgroup \( \Sigma \), such that one can find an \( \alpha|_{\Sigma} \)-equivariant torus factor \( X_0 \) on which \( \alpha|_{\Sigma} \) acts totally irreducibly. By Remark 2.9 and (2.1), all Lyapunov exponents on \( X_0 \) are Lyapunov exponents on \( X \) as well. The corollary follows immediately from the previous lemma. \[\square\]

2.4. Leafwise measures and entropies. Take a \( \mathbb{Z}^r \)-action \( \alpha \) on \( X \) by nilmanifold automorphisms. Suppose a closed connected group \( V \subset G \) acts freely on \( X \) by left translations, i.e. \( \text{Stab}_V(x) = \{e\} \) for all \( x \in X \).

Take another continuous \( \mathbb{Z}^r \)-action \( \beta \) on a compact metric space \( Y \). Let \( \tilde{X} = X \times Y \) and \( \tilde{\alpha} = \alpha \times \beta \) be the product action on \( \tilde{X} \). Denote by \( \mathcal{B}_Y \) the Borel \( \sigma \)-algebra of \( Y \) and regard it as a subalgebra of \( \mathcal{B}_{\tilde{X}} \), the Borel \( \sigma \)-algebra of \( \tilde{X} \).

\( V \) acts freely on \( \tilde{X} \) by translation on the \( X \)-component. Let \( \mu \) be a Borel probability measure on \( \tilde{X} \). One can define leafwise measures along the \( H \)-orbits. These measures were previously used in various homogeneous dynamical settings (for instance [KS96, EK03, EL03, KS05, Lin06]); detailed explanations can be found in [EL10].

Denote by \( \mathcal{M}(V) \) the space of positive Radon (i.e. locally finite) measures on \( V \), and define an equivalence relation on \( \mathcal{M}(V) \) by \( \nu \simeq \nu' \) if and only if \( \nu = c\nu' \) for some \( c > 0 \). Let \( \mathcal{M}_1(V) \) be the quotient space \( \mathcal{M}(V)/\simeq \) of normalized measures. If one further pose certain mild growth conditions, then one gets a compact metric space \( \mathcal{M}_0^0(V) \subset \mathcal{M}_1(V) \). We refer the reader to [EL10, 8.4] for the norm that defines \( \mathcal{M}_0^0(V) \).

From now on, \( B^H_\delta = \exp\{v \in \mathfrak{h}, |v| \leq \delta\} \subset H \) will denote be the compact ball of radius \( \delta \) around identity in a Lie group \( H \).

Definition 2.16. A Borel \( \sigma \)-algebra \( A \) of \( \tilde{X} \) is \( V \)-subordinate if \( A \) is countably generated and for \( \mu \)-a.e. \( \tilde{x} \in \tilde{X} \), there exists \( \delta > 0 \) such that the atom \( [\tilde{x}]_A \) satisfies \( B^V_{\delta} \cdot \tilde{x} \subset [\tilde{x}]_A \subset B^V_{\delta^{-1}} \cdot \tilde{x} \).

Given a continuous map \( T : \tilde{X} \mapsto \tilde{X} \), \( A \) is \( T \)-increasing if \( TA \subset A \).

Recall that the conditional measure \( \tilde{\mu}_x^A \) is the uniquely defined measure system (up to a null measure set) such that for all \( f \in L^1(\mu) \) and \( \tilde{\mu}\)-a.e. \( \tilde{x} \), \( \mathbb{E}_{\tilde{\mu}}(f|A) (\tilde{x}) = \int f d\tilde{\mu}_x^A \).

Proposition 2.17. [EL10, Thm. 6.3] Suppose \( V \) acts freely by left translations on \( \tilde{X} \), and \( \mu \) is a probability measure on \( \tilde{X} \). Then there is a set \( \tilde{X}^* \subset \tilde{X} \) of full \( \tilde{\mu} \)-measure, and a Borel measurable map \( \tilde{x} \mapsto \tilde{\mu}_x^V \) from \( \tilde{X}^* \) to \( \mathcal{M}_0^0(V) \), such that:

(1) For \( \tilde{\mu}\)-a.e. \( \tilde{x} \), \( e \) is in the support of \( \tilde{\mu}_x^V \);
Lemma 2.18. Suppose $V$ is an $\alpha$-invariant subgroup of $G_n^u$ for some $n$, and $\tilde{\mu}$ is an $\tilde{\alpha}$-invariant probability measure. Then
\[
\alpha^n_\ast \tilde{\mu}_x^V \simeq \tilde{\mu}^V_{\tilde{\alpha}^m \cdot \tilde{x}}, \text{ for } \tilde{\mu}\text{-a.e. } \tilde{x}, \forall m \in \mathbb{Z}^r.
\]

Proof. Take $\mathcal{A}$ to be an $\alpha^n$-increasing, $V$-subordinate $\sigma$-algebra. Eichhorn and Lindenstrauss [EL03] proved there do exist such nice $\sigma$-algebras, which we will explain later in §2.5.

Then $\tilde{\alpha}^{kn} \mathcal{A}$ is also $V$-subordinate. By Proposition 2.17, via the identification $h \mapsto h \tilde{x}$, $\tilde{\mu}_x^V$ is proportional to $\tilde{\mu}^{\tilde{\alpha}^{kn} \mathcal{A}}_{\tilde{x}}$ for $\tilde{\mu}$-a.e. $\tilde{x} \in \tilde{X}$. As $\tilde{\alpha}$ is $\tilde{\alpha}$-invariant, $\tilde{\mu}^{\tilde{\alpha}^{kn} \mathcal{A}}_{\tilde{x}} \simeq \tilde{\alpha}^{-n} \tilde{\alpha}^{(k+1)n} \tilde{x}^\mathcal{A}$. As $\mathcal{A}$ is $\alpha^n$-increasing, it follows that $\tilde{\mu}_x^V$ is proportional to $\alpha^n_\ast \tilde{\mu}^V_{\tilde{\alpha}^n \cdot \tilde{x}}$ for some $\mathcal{A}$-subordinate then $\tilde{\alpha}^{kn} \mathcal{A}$.

As $\mathcal{A}$ is $V$-subordinate and $V \subset G_n^u$, for almost every $\tilde{x}$, there is $k \in \mathbb{N}$ such that $[\tilde{x}]_{\tilde{\alpha}^{kn} \mathcal{A}} = \tilde{\alpha}^{kn} \cdot [\tilde{\alpha}^{-kn} \tilde{x}]_{\mathcal{A}}$ contains arbitrarily large neighborhoods in $V.\tilde{x}$. To see this, observe that for any $\epsilon$ there is a subset $\Omega \subset \tilde{X}$ of measure $\tilde{\mu}(\Omega) > 1 - \epsilon$, such that for all $\tilde{x} \in \Omega$, $B_{\delta}^V \tilde{x} \subset [\tilde{x}]_{\mathcal{A}}$ for some uniform $\delta > 0$. To prove the claim for almost every $\tilde{x} \in \Omega$, it sufficient to take values of $k$ for which $\tilde{\alpha}^{-kn} \tilde{x}$ reverts to $\Omega$. By letting $\epsilon$ approach 0, we see the claim is actually true for almost every $\tilde{x} \in \tilde{X}$.

So we have proved that $\alpha^n_\ast \tilde{\mu}_x^V \simeq \tilde{\mu}^V_{\tilde{\alpha}^n \cdot \tilde{x}}$ for almost all points.

For any $m \in \mathbb{Z}^r$, one can always find a large $s$ such that $\chi(m) + s\chi(n) < 0$ for all Lyapunov exponents $\chi$ from $G_n^u$. Then the element $m'$ also has negative Lyapunov exponents on $G_n^u$, so $V \subset G_n^u \subset G_n^u$. By the same proof, $\alpha^{n'}_\ast \tilde{\mu}_x^V \simeq \tilde{\mu}^V_{\tilde{\alpha}^{n'} \cdot \tilde{x}}$ almost everywhere. By writing $\tilde{\alpha}^m$ as $\tilde{\alpha}^{n'} \circ \tilde{\alpha}^{-sn}$, the almost everywhere equivariance property for $m$ follows from those for $n$ and $m'$.

One of the main advantage of studying leafwise measures is that they characterize quantitatively the source of entropies. In general smooth dynamics, this is the Ledrappier-Young formula [LY85]. In a homogeneous setup, things can be made more precise.

Lemma 2.19. For $n \in \mathbb{Z}^r$, an $\alpha$-invariant closed subgroup $V \subset G_n^u$, and any $\tilde{\alpha}$-invariant probability measure $\tilde{\mu}$ on $\tilde{X}$,

$(1)$ The limit
\[
D_{\tilde{\mu}}(\tilde{\alpha}^n, V)(\tilde{x}) = \lim_{k \to \infty} \frac{1}{k} \log \tilde{\mu}_x^V(\tilde{\alpha}^{-kn} B_1^V)
\]
exists for \( \tilde{\mu} \)-a.e. \( \tilde{x} \) and is an \( \tilde{\alpha}^n \)-invariant function;

(2) For \( \tilde{\mu} \)-a.e. \( \tilde{x} \), \( D_{\tilde{\mu}}(\tilde{\alpha}^n, V)(\tilde{x}) = 0 \) if and only if \( \tilde{\mu}_x^V \) is trivial.

(3) For \( \tilde{\mu} \)-a.e. \( \tilde{x} \), \( D_{\tilde{\mu}}(\tilde{\alpha}^n, V)(\tilde{x}) \leq h_{\tilde{\mu}_x^\xi}(\tilde{\alpha}^n|\mathcal{B}_Y) \), where \( \tilde{\mu}_x^\xi \) stands for the \( \alpha^n \)-ergodic component \( \tilde{\mu}_x^\xi \) of \( \tilde{\mu} \) at \( \tilde{x} \). The equality holds when \( V = G_n^u \).

This is the conditional version of [EL10, Thm. 7.6] and the proof is identical.

**Definition 2.20.** When \( \tilde{\mu} \), \( \tilde{n} \) and \( V \) are as in Lemma 2.19, the **entropy contribution** of \( V \) is

\[
h_{\tilde{\mu}}(\tilde{\alpha}^n, V) = \int_{\tilde{X}} D_{\tilde{\mu}}(\tilde{\alpha}^n, V)(\tilde{x})d\tilde{\mu}(\tilde{x}).
\]

Notice that, \( D_{\tilde{\mu}}(\tilde{\alpha}^n, V) \) is also \( \tilde{\alpha}^m \)-invariant for all \( m \), because of Lemma 2.18 and the fact that \( \alpha^m \) commutes with \( \alpha^n \). So if \( \tilde{\mu} \) is \( \tilde{\alpha} \)-ergodic then \( D_{\tilde{\mu}}(\tilde{\alpha}^n, V)(\tilde{x}) \) is constant and equal to \( h_{\tilde{\mu}}(\tilde{\alpha}^n, V) \) almost everywhere.

**Proposition 2.21.** \( h_{\tilde{\mu}}(\tilde{\alpha}^n, V) \) has the following properties:

(1) \( h_{\tilde{\mu}}(\tilde{\alpha}^n, V) = 0 \) if and only if \( \tilde{\mu}_x^V \) is trivial almost everywhere;

(2) \( h_{\tilde{\mu}}(\tilde{\alpha}^n, V) \leq h_{\tilde{\mu}}(\tilde{\alpha}^n|\mathcal{B}_Y) \). The equality holds when \( V = G_n^u \);

(3) \( h_{\tilde{\mu}}(\tilde{\alpha}^n, V) \leq \log|\det\alpha^n|_o| \), where \( o \) is the Lie algebra of \( V \). The equality holds if and only if \( \tilde{\mu} \) is invariant under left translations by \( V \).

**Proof.** By Proposition 7.22 of [EL10], which can be transplanted here without modification, \( (\tilde{\mu}_x^\xi)_y = \tilde{\mu}_y^\xi \) for \( \tilde{\mu} \)-almost every \( \tilde{x} \) and \( \tilde{\mu}_x^\xi \)-almost every \( y \). It follows that

\[
D_{\tilde{\mu}}(\tilde{\alpha}^n, V)(\tilde{y}) = \int_{\tilde{X}} D_{\tilde{\mu}_x^\xi}(\tilde{\alpha}^n, V)(\tilde{y})d\tilde{\mu}(\tilde{x}). \tag{2.4}
\]

And therefore,

\[
h_{\tilde{\mu}}(\tilde{\alpha}^n, V) = \int_{\tilde{X}} D_{\tilde{\mu}}(\tilde{\alpha}^n, V)(\tilde{y})d\tilde{\mu}(\tilde{y})
= \int_{\tilde{X} \times \tilde{X}} D_{\tilde{\mu}_x^\xi}(\tilde{\alpha}^n, V)(\tilde{y})d(\tilde{\mu} \times \tilde{\mu})(\tilde{x}, \tilde{y}) \tag{2.5}
= \int_{\tilde{X}} h_{\tilde{\mu}_x^\xi}(\tilde{\alpha}^n, V)d\tilde{\mu}(\tilde{x})
\]

Given this, part (1) is a direct corollary of Lemma 2.19.

Conditional entropies are known to spread linearly in ergodic decompositions:

\[
h_{\tilde{\mu}}(\tilde{\alpha}^n|\mathcal{B}_Y) = \int_{\tilde{X}} h_{\tilde{\mu}_x^\xi}(\tilde{\alpha}^n|\mathcal{B}_Y)d\tilde{\mu}(\tilde{x}). \tag{2.6}
\]
So we obtain part (2) by integrating Lemma 2.19 (3).

When \( \tilde{\mu} \) is \( \alpha^n \)-ergodic, the last part of the proposition is a adaption of [EL10, Theorem 7.9], whose proof works verbatim in the current setting. In the general case, it suffices to apply (2.5).

Lemma 2.22. Let \( V \subset G \) be an \( \alpha \)-invariant closed subgroup. If \( V \) is contained in both \( G^u_n \) and \( G^u_m \) for two different elements \( n, m \in \mathbb{Z}^r \), then \( h_{\tilde{\mu}}(\tilde{\alpha}^m, V) > 0 \) if and only if \( h_{\tilde{\mu}}(\tilde{\alpha}^n, V) > 0 \).

Proof. As the claim is symmetric, we treat the “if” direction here. It suffices to prove the almost everywhere property that \( D_{\tilde{\mu}}(\tilde{\alpha}^m, V)(\tilde{x}) \geq \frac{1}{s} D_{\tilde{\mu}}(\tilde{\alpha}^n, V)(\tilde{x}) \) for some constant \( s \in \mathbb{N} \). For this purpose, one only needs that for all sufficiently large \( k \),

\[
\alpha^{-skm}.B^V_1 \subset \alpha^{-kn}.B^V_1. \tag{2.7}
\]

Let \( \theta = \chi(m) \) and \( \theta' = \chi(n) \) respectively be the smallest Lyapunov exponent of \( \alpha^m \) and the largest one of \( \alpha^n \) on \( v \). Then both are strictly positive. Then for all \( \epsilon > 0 \), \( \alpha^m \) contracts all vectors of \( v \) at an exponential rate faster than \( e^{-(\theta - \epsilon)k} \), and \( \alpha^n \) contracts at a slower rate than \( e^{-(\theta' + \epsilon)k} \). Then there is some constant \( C \) such that \( \alpha^{-skm}.B^V_1 \subset B^V_{Ce^{-s(\theta - \epsilon)}k} \) and \( \alpha^{-kn}.B^V_1 \supset B^V_{C^{-1}e^{-(\theta' + \epsilon)k}} \). In order to make (2.7) valid for large values of \( k \), one only has to fix \( \epsilon < \theta \) and some \( s \in \mathbb{N} \) such that \( s(\theta - \epsilon) > \theta' + \epsilon \). \( \square \)

2.5. Subordinate \( \sigma \)-algebras. In this part we explain a proof, which was outlined by Einsiedler and Lindenstrauss in [EL03], of the fact that there do exist \( V \)-subordinate \( \sigma \)-algebras.

Let \( \tilde{X}, \tilde{\alpha}, G \) and \( V \) be as in Section 2. For a finite partition \( \mathcal{P} \) is a compact metric space \( \Omega \) into Borel measurable sets, let \( \partial_{\epsilon} \mathcal{P} = \{ x \in \Omega : B(x, \epsilon) \not\subset [\tilde{x}]_{\mathcal{P}} \} \) for all \( \epsilon > 0 \). In the case where \( \Omega = \tilde{X} \), we define \( \partial_{\epsilon} V \mathcal{P} = \{ x \in \tilde{X} : B_V(x, \epsilon) \not\subset [\tilde{x}]_{\mathcal{P}} \} \subset \partial_{\epsilon} \mathcal{P} \).

Lemma 2.23. For \( n \in \mathbb{Z}^r \), an \( \tilde{\alpha}^n \)-invariant probability measure \( \tilde{\mu} \) on \( \tilde{X} \), an \( \alpha^n \)-invariant closed subgroup \( V \subset G^u_n \) and any \( \delta > 0 \), there exist on \( \tilde{X} \) a finite partition \( \mathcal{P} \) of \( \tilde{X} \) and a countably generated \( \sigma \)-algebra \( \mathcal{A} \), such that:

(1) Any atom in \( \mathcal{P} \) is of diameter \( < \delta \), and \( \tilde{\mu}(\partial_{\epsilon} V \mathcal{P}) < C\epsilon \) for all \( \epsilon > 0 \);
(2) \( \mathcal{A} \) is \( \tilde{\alpha}^n \)-increasing and \( V \)-subordinate;
(3) \( [\tilde{x}]_{\mathcal{A}} = [\tilde{x}]_{\mathcal{V}}^{\infty}_{k=-\infty} \tilde{\alpha}^{km} \mathcal{P} \cap (V, \tilde{x}) \).

Proof. Indeed, for any \( \delta > 0 \), there is a finite partition \( \mathcal{P}_X \) of \( X \) into sets of diameter \( < \frac{\delta}{2} \), and a constant \( C > 0 \), such that \( (\pi_X)_*(\mu)(\partial_{\epsilon} \mathcal{P}_X) < C\epsilon \) for all \( \epsilon > 0 \) ([EL10, Lemma 7.27]). Then the same proof in
from the partition $P$ suffices to show such that every leaf has diameter less than $\delta$.

atoms of $\alpha$ into sets of diameter less than $\delta$.

Notice $\hat{\pi}X$ is just the local $V$-foliation of $\pi X$, also contained in $[\tilde{x}]_{\hat{\pi}X}$. So $\hat{B}^V_\epsilon x \subset [\tilde{x}]_{\hat{\pi}X}$. On the other hand, $[\tilde{x}]_{\hat{\pi}X} \subset [\tilde{x}]_{\hat{\pi}X} \subset B^V_\epsilon x$. Thus, $\hat{\pi}X$ is $V$-subordinate with respect to $(\pi X)_*\mu$. This shows part (2).

Property (3) follows directly from the discussion above. $\square$

2.6. The suspension flow. It is a standard practice to extend a $\mathbb{Z}$-action to an $\mathbb{R}$-one using the suspension construction of Katok and Spatzier [KS96]. We now set up notations regarding the suspension flow $\hat{\alpha}$.

Let $\check{X}_S = \mathbb{R}^r \times \check{X} / \sim$ where $\sim$ is the the equivalence relation given by

$$((\eta, x) \sim (\eta - m, \tilde{\alpha}^m \tilde{x}), \forall \eta \in \mathbb{R}^r, m \in \mathbb{Z}^r, x \in \check{X}). \quad (2.8)$$

The space $\check{X}_S$ is a bundle over $\mathbb{T}^r = \mathbb{R}^r / \mathbb{Z}^r$ where each fiber is isomorphic to $\check{X}$. 

[EL10, 7.32] shows for $(\pi X)_*\mu$-a.e. $x \in X$, there is $\epsilon > 0$, such that $B^\epsilon_{k^n} x \subset [x]_{\mathcal{P}_k^{\infty}X \sigma}$. When $\delta$ is sufficiently small, each member $P$ from the partition $\mathcal{P}_X$ can be uniquely foliated by the action of $V$, such that every leaf has diameter less than $\delta$ inside some $V$-orbit.

Define a $\sigma$-algebra $\hat{\mathcal{P}}_X \triangleright \mathcal{P}_X$ by taking the $V$-leaves inside each $P \in \mathcal{P}_X$. Then $\hat{\mathcal{P}}_X$ is countably generated as the leaves in each $P$ can be parametrized by points from a neighborhood of identity in $V \setminus G$, which is a second countable space.

One constructs a countably generated $\sigma$-algebra $\mathcal{A}_X$ on $X$ by $\mathcal{A}_X = \hat{\mathcal{P}}_X \vee (\bigvee_{k=0}^\infty \alpha^{kn}\mathcal{P}_X)$.

Let $\mathcal{P}$ be the joining of $\mathcal{P}_X$ with an arbitrary finite partition $\mathcal{P}_Y$ of $Y$ into sets of diameter less than $\frac{\delta}{2}$. And define $\mathcal{A} = \mathcal{A}_X \times \mathcal{B}_Y$.

Then $\mathcal{P}$ is again finitely generated. Furthermore, any atom of $\mathcal{P}$ is the product of an atom of $\mathcal{P}_X$ and one of $\mathcal{P}_Y$, and hence has diameter less than $\frac{\delta + \delta}{2} = \delta$.

$\alpha^n\mathcal{A} = \alpha^n\mathcal{A}_X \vee \beta^n\mathcal{B}_Y = \alpha^n\mathcal{A}_X \vee \mathcal{B}_Y$. So in order to show part (2) it suffices to show $\mathcal{A}_X$ is $\alpha^n$-increasing, and $V$-subordinate with respect to $(\pi X)_*\mu$.

Because $n$ is fixed, if $\delta$ is smooth enough, then $\alpha^n\mathcal{P}_X$ has sufficiently small atoms, and atoms of $\alpha^n\mathcal{P}_X$ are the local $V$-leaves that foliate atoms of $\alpha^n\mathcal{P}_X$. Notice $\hat{\mathcal{P}}_X \vee \alpha^n\mathcal{P}_X$ is the $\sigma$-algebra whose atoms are $V$-leaves foliating atoms of $\mathcal{P}_X \vee \alpha^n\mathcal{P}_X$. Thus $\alpha^n\hat{\mathcal{P}}_X \subset \hat{\mathcal{P}}_X \vee \alpha^n\mathcal{P}_X \subset \mathcal{A}$. Moreover, $\bigvee_{k=0}^\infty \alpha^{kn}\mathcal{P}_X$ is clearly $\alpha^n$-increasing. It follows that $\mathcal{A}_X$ is $\alpha^n$-increasing.

By the choice of $\mathcal{P}$, for $(\pi X)_*\mu$-a.e. $x \in X$, there is $\epsilon > 0$, such that $[\tilde{x}]_{\mathcal{P}_X}$ contains $B^\epsilon_\epsilon x$. In particular, $B^V_\epsilon x$ is contained in $[x]_{\mathcal{P}_X}$, and, since $\hat{\mathcal{P}}_X$ is just the local $V$-foliation of $\mathcal{P}_X$, also contained in $[\tilde{x}]_{\hat{\mathcal{P}}_X}$. So $B^V_\epsilon x \subset [\tilde{x}]_{\hat{\mathcal{P}}_X}$. On the other hand, $[\tilde{x}]_{\mathcal{A}_X} \subset [\tilde{x}]_{\hat{\mathcal{P}}_X} \subset B^V_\epsilon x$. Thus, $\mathcal{A}_X$ is $V$-subordinate with respect to $(\pi X)_*\mu$. This shows part (2).
We write \((\eta, x) \in \tilde{X}_S\) for the equivalence class containing \((\eta, x)\). For all point in \(\tilde{X}_S\), there is a unique representative \((\eta, x)\) with \(\eta \in [0, 1)^r\).

The suspension flow \(\tilde{\alpha}_S : \mathbb{R}^r \curvearrowright \tilde{X}_S\) is given by translations on the first component of \(\mathbb{R}^r \times \tilde{X}\). It is easy to check that this is compatible with the equivalence relation \(\sim\). And for \(m \in \mathbb{Z}^r\), \(\tilde{\alpha}_S^m(\eta, x) = (\eta, \tilde{\alpha}^m(x))\).

For an \(\tilde{\alpha}\)-invariant measure \(\tilde{\mu}\) on \(\tilde{X}\), define a probability measure \(\tilde{\mu}_S\) on \(\tilde{X}_S\) by

\[
\int_{\tilde{X}_S} f d\tilde{\mu}_S := \int_{[0,1)^r} \int_{\tilde{X}} f((\eta, x)) d\tilde{\mu}(x) d\eta, \forall f \in C(\tilde{X}_S). \tag{2.9}
\]

Then \(\tilde{\mu}_S\) is \(\tilde{\alpha}_S\)-invariant. If \(\tilde{\mu}\) is ergodic under \(\tilde{\alpha}\), then so is \(\tilde{\mu}_S\) under \(\tilde{\alpha}_S\).

For a subgroup \(V \subset G\) that acts freely on \(X\), it is not obvious whether one can make a canonical construction of a free \(V\)-action on \(\tilde{X}_S\). Using the uniqueness of representative from \([0, 1)^r \times \tilde{X}\), we define a free \(V\)-action on \(\tilde{X}_S\) by

\[
v(\eta, x) = (\eta, v.\tilde{x}), \forall \eta \in [0, 1)^r, \tilde{x} \in \tilde{X}. \tag{2.10}
\]

We stress that this action is in general discontinuous at \(\tilde{x}_S \in \tilde{X}_S\) when \(\tilde{x}_S\) projects to the boundary of the fundamental domain \([0, 1)^r\).

When \(\tilde{\mu}\) is \(\tilde{\alpha}\)-invariant and \(\tilde{\mu}_S\) is defined by 2.9, we can define the leafwise measure \((\tilde{\mu}_S)^V_{\tilde{x}_S}\) by

\[
(\tilde{\mu}_S)^V_{\tilde{x}_S}(\eta, x) := \tilde{\mu}_S(\eta, x), \eta \in [0, 1)^r. \tag{2.11}
\]

The leafwise measure is defined on the set \(\tilde{X}_S^* = \{(\eta, \tilde{x}) : \eta \in [0, 1)^r, x \in X^*\}\), where \(X^*\) is as in Proposition 2.17. Notice \(\tilde{\mu}_S(\tilde{X}_S^*) = 1\) and \((\tilde{\mu}_S)^V_{\tilde{x}_S}\) is a measurable function in \(\tilde{x}_S\).

For a general vector \(p \in \mathbb{R}^r\) and \(\tilde{x}_S = (\eta, x) \in \tilde{X}_S\) where \(\eta \in [0, 1)^r\), there is a unique vector \(m\) such that \(\eta + p - m \in [0, 1)^r\). Hence \(\tilde{\alpha}_S^p.\tilde{x}_S = \tilde{\alpha}_S^{p-m}.\tilde{\alpha}_S^m(\eta, \tilde{x}) = \tilde{\alpha}_S^{p-m}.(\eta, \tilde{\alpha}^m(\tilde{x})) = (\eta + p - m, \tilde{\alpha}^m(\tilde{x}))\). It follows that \(\tilde{\alpha}_S^p\) acts along the \(\tilde{x}\) fiber by \(\alpha^m\). In particular, by Proposition 2.17 we have

\[
\alpha^m(\tilde{\mu}_S)^V_{\tilde{x}_S} \simeq (\tilde{\mu}_S)^V_{\tilde{x}_S} \tilde{\alpha}_S^m. \tag{2.12}
\]

It also follows from Lemma 2.18 that, if \(v \in V\) and \(\tilde{x}_S, v.\tilde{x}_S \in \tilde{X}_S^*\), then

\[
(\tilde{\mu}_S)^V_{\tilde{x}_S} \simeq (\tau_v)_*(\tilde{\mu}_S)^V_{v.\tilde{x}_S}. \tag{2.13}
\]

Notice \(m\) depends not only on \(p\) but also on the initial position \(\eta\), however it always approximates \(p\) in the sense that \(p - m \in (-1, 1)^r\). Especially, for each Lyapunov exponent \(\chi, \chi(m)\) is of bounded distance
away from \( t\chi(p) \). Hence if \( \chi(p) > 0 \) (resp. \( < 0 \)), then \( \alpha_S^{p} \) expands (resp. contracts) exponentially fast along the \( V[x] \) leaves as \( k \to \infty \).

### 2.7. The isometric direction.

When \( \chi(p) = 0 \), \( \alpha_S^{p} \) behaves along \( V[x] \) direction with zero Lyapunov exponent. In this case, it may or may not acts approximately as a sequence of isometries.

**Definition 2.24.** For an element \( v \in G \) and \( p \in \mathbb{R}^r \). We say \( v \) is isometric under \( \alpha_S^{p} \) if for all \( t \in \mathbb{R} \), \( \eta \in [0,1)^r \) and \( m \in \mathbb{Z}^r \) with \( \eta + tp - m \in [0,1)^r \), \( \alpha^m.v \) is uniformly bounded.

Clearly, if \( g \in V[x] \) and is isometric under \( \alpha_S^{p} \), then \( \chi(p) = 0 \).

Let \( v_0[x] \subset v[x] \) be the collection of all vectors on which all \( \alpha^m \)'s that are as in Definition 2.24 act in a uniformly bounded fashion. Since \( \alpha^m \) acts as a Lie algebra automorphism, \( v_0[x] \) is a Lie subalgebra. Therefore the isometric elements in \( V[x] \) under \( \alpha_S^{p} \) form a closed connected subgroup \( V_0[x] \exp v_0[x] \), called the isometric subgroup of \( V[x] \) under \( \alpha_S^{p} \).

By commutativity of the action \( \alpha \), \( v_0[x] \) and \( V_0[x] \) are \( \alpha \)-invariant.

**Definition 2.25.** We say an \( \alpha \)-invariant measure \( \tilde{\mu} \) has isometric support along a coarse Lyapunov subgroup \( V[x] \), if for all \( p \in \ker \chi \) and \( \tilde{\mu} \)-a.e \( \tilde{x} \in \tilde{X} \), supp \( \tilde{\mu}_{\tilde{x}[x]} \) is contained in the \( \alpha_S^{p} \)-isometric subgroup \( V_0[x] \) of \( V[x] \).

**Lemma 2.26.** There exists a compact subset of \( \text{Aut}(V_0[x]) \) that contains all \( \alpha^m|_{v_0[x]} \) if \( t \), \( \eta \) and \( m \) are as in Definition 2.24.

**Proof.** It is equivalent to find a compact set of \( \text{Aut}(v_0[x]) \) that contains all \( \alpha^m|_{v_0[x]} \). By definition \( \alpha^m|_{v_0[x]} \) is uniformly bounded as a matrix. To show it comes from a fixed compact set of \( \text{Aut}(v_0[x]) \) it suffices to prove that the inverse \( \alpha^{-m}|_{v_0[x]} \) is also uniformly bounded. Note that for some integer vectors \( \xi, \xi' \in \{ -1, 0, 1 \}^r \), the triple \( (-t, \xi - \eta, \xi' - m) \) also satisfies the conditions in Definition 2.24. So \( \alpha^{\xi - m}|_{v_0[x]} \) is uniformly bounded, which is equivalent to the uniform boundedness of \( \alpha^{-m}|_{v_0[x]} \) as \( \xi \) is chosen from a finite set.

Next, we give an alternative description of \( v_0[x] \).

Consider the Lie algebra \( v[x] = \bigoplus_{X \in [x]} V_X \), by (2.1), it can be decomposed as \( \bigoplus_{j=1}^r W_j \), where each \( W_j \) is a common generalized eigenspace for all \( \alpha^m \)'s, with eigenvalues \( \zeta_j^m \). Consider the linear transform \( U_j^m \) of \( W_j \) given by \( \zeta_j^{-m} \cdot \alpha^m|_{W_j} \). Then \( \{ U_j^m : m \in \mathbb{Z}^r \} \) is an
abelian group and each $U_j^m$ is unipotent. Hence there is a basis of $W_j$ that simultaneously upper-triangularize all $U_j^m$’s.

On the group of upper-triangular matrices, which is a nilpotent Lie group, the logarithm map is a well-defined diffeomorphism, and the map $h \mapsto h^a$ is well defined for all $a \in \mathbb{R}$. As the $U_j^m$’s commute with each other, for all $q \in \mathbb{R}^r$ we can uniquely define $U_j^q = \prod_{i=1}^r (U_j^i)^{q_i}$ where $q = \sum_{i=1}^r q_i e_i$ is the standard coordinate decomposition of $q$. When $q = m$ is an integer vector, this coincides with the already defined $U_j^m$. Furthermore, set $U^q = \bigoplus_{j=1}^J U_j^q$. Then $U^q$ is also a unipotent linear transform and $q \mapsto U^q$ is a group morphism from $\mathbb{R}^r$.

Write $Z^m = \bigoplus_{j=1}^J \zeta_j^m \text{Id}|_{W_j}$ and $U^q = \bigoplus_{j=1}^J U_j^q$. Then $\alpha^m|_{\mathfrak{u}(\chi)} = Z^mU^m$ and all the $Z^m$’s and $U^q$’s commute with each other.

**Lemma 2.27.** $\mathfrak{v}_0^{[\chi]}$ is the maximal eigenspace $\ker(U^p - \text{Id})$ of $U^p$ in the generalized eigenspace $\mathfrak{v}^{[\chi]}$.

**Proof.** (1) We prove first $\ker(U^p - \text{Id}) \subset \mathfrak{v}_0^{[\chi]}$.

If $v \in \mathfrak{v}^{[\chi]}$ is fixed by $U^p$. Let $t$, $\eta$ and $m$ be as in Definition 2.24, then $\alpha^m.v = Z^m.v$. In order to show $\alpha^m.v$ is uniformly bounded for all such $m$, it suffices to show the $Z^m$’s are uniformly bounded as matrices.

Actually, we claim there is a compact subset of $\text{GL}^{[\chi]}(\mathfrak{v})$ that contains all such $Z^m$’s. By the construction of $Z^m$, it suffices to show for each $j$, $|\zeta_j^m|$ is uniformly bounded from 0 and $\infty$ if $m$ is as in Definition 2.24.

As $W_j \subset \mathfrak{v}^{[\chi]}$, $\log |\zeta_j^m|$ is given by $\chi'(m)$ for some Lyapunov functional $\chi'$ proportional to $\chi$. Therefore, $\chi'(m) = \chi'(tp) + \chi'(m - tp) = \chi'(m - tp)$ because $p \in \ker \chi$. Now since there are only finitely many choices of $\chi'$ and $m - tp \in (-1, 1)^r$, it follows that $\log |\zeta_j^m|$ is uniformly bounded, which is what we want.

(2) We show next $\mathfrak{v}^{[\chi]} \subset \ker(U^p - \text{Id})$. Assume $v \in \mathfrak{v}^{[\chi]}$ is not fixed by $U^p$. As $U^p$ is a unipotent matrix, $U^\mathfrak{u}p.v$ is unbounded. Let $\eta \in [0, 1)^r$ and $m \in \mathbb{Z}^r$ be such that $\eta + tp - m \in [0, 1)^r$.

We have already shown that $Z^m$ takes value in a compact subset of $\text{GL}(\mathfrak{v}^{[\chi]})$. Since $m - tp \in \eta - [0, 1)^r \subset (-1, 1)^r$ and $q \mapsto U^q$ is a group morphism, $U^{m-tp}$ also takes value in a compact subset of $\text{GL}(\mathfrak{v}^{[\chi]})$. These compact sets are independent of the triple $(t, \eta, m)$.

Therefore since $U^\mathfrak{u}p.v$ is unbounded and $Z^mU^{m-tp}$ comes from a compact set of invertible matrices, $\alpha^m.v = Z^mU^m.v = Z^mU^{m-tp}U^\mathfrak{u}p.v$ is unbounded when the triple $(t, \eta, m)$ varies. That is, $v \notin \mathfrak{v}_0^{[\chi]}$. This shows the claim.

**Corollary 2.28.** For all $m' \in \mathbb{Z}^r$ and $p' \in \mathbb{R}^r$, $\mathfrak{v}_0^{[\chi]}$ is invariant under $Z^{m'}$ and $U^{p'}$. 

\[\square\]
Proof. This follows from the previous lemma and the fact that $Z^m'$ and $U^p'$ both commute with $U^p$. \hfill □

3. THE INDUCTIVE ARGUMENT

3.1. Statement of inductive claim. In the rest of the paper, let $X = G/\Gamma$ be a compact nilmanifold and $Y$ be a compact metric space, respectively equipped with $\mathbb{Z}^r$-actions $\alpha$ and $\beta$, where $\alpha$ acts by automorphisms of $X$. Denote by $\tilde{\alpha} = \alpha \times \beta$ the product action on $\tilde{X} = X \times Y$. If $X/H$ is an algebraic factor of $X$, denote $\tilde{X}/H = (X/H) \times Y$. When $H$ is $\alpha$-invariant, $\tilde{\alpha}$ factors naturally onto a $\mathbb{Z}^r$-action on $\tilde{X}/H$, which we still denote by $\tilde{\alpha}$.

The proof of Theorem 1.1 is carried out by induction. More precisely, we aim to prove the following slightly stronger statement.

Theorem 3.1. Let $\tilde{\mu}$ be an ergodic $\tilde{\alpha}$-invariant probability measure on $\tilde{X}$. Suppose that, for all finite index subgroups $\Sigma \subset \mathbb{Z}^r$ and all $\alpha|\Sigma$-invariant rational proper normal subgroups $H$ of $G$, the following conditions hold:

1. The algebraic factor action $\alpha|\Sigma$ on $X/H$ is not virtually cyclic;
2. For any $\tilde{\alpha}|\Sigma$-ergodic component $\tilde{\mu}'$ of $\tilde{\mu}$, there exists at least one $n \in \Sigma$, such that the induced isomorphism $\tilde{\alpha}^n$ on $\tilde{X}/H$ has positive conditional entropy $h_{\tilde{X}/H\tilde{\mu}'}(\tilde{\alpha}^n|B_Y)$ with respect to the natural projection $\pi_{\tilde{X}/H\tilde{\mu}'}$ of $\tilde{\mu}'$.

Then $\tilde{\mu}$ is the product measure between the Lebesgue measure $m_X$ and an ergodic $\beta$-invariant probability measure on $Y$.

3.2. The proof. We give the proof of Theorem 3.1, while acknowledging several propositions that will be established in later sections.

Proof of Theorem 3.1. The theorem is proved inductively, based on the dimension of the nilmanifold $X$.

If $\dim X = 0$, then $X$ is a point and $\tilde{X} = Y$, so the theorem holds trivially.

Suppose now the theorem was true for all configurations with $\dim X < d$. Let $\dim X = d$, by Lemma 2.4, there is a non-trivial rational central subgroup $Z \subset G$ such that $\alpha$, when restricted to a finite index subgroup $\Lambda \subset Z^r$, preserves $Z$ and induces a totally irreducible action on the quotient torus $Z/(Z \cap \Gamma)$.

$\tilde{\mu}$ can be written as the average of at most $|\mathbb{Z}^r/\Lambda|$ ergodic components $\tilde{\mu}_j$. These components are permuted transitively among themselves by the $\mathbb{Z}^r$ action. So it suffices to prove $\tilde{\mu}_1 = m_X \times \nu_1$ for some $\nu_1$. 


We will keep the following settings throughout the rest of the paper.

• Without loss of generality, assume $\Lambda = \mathbb{Z}^r$, and thus $\tilde{\mu}_1 = \tilde{\mu}$.
• Let $\tilde{G} = G/Z$, $\tilde{\Gamma} = \Gamma/(Z \cap \Gamma)$, $\tilde{X} = \tilde{G}/\tilde{\Gamma} = X/Z$ and $\tilde{X} = \tilde{X}/Z = \tilde{X} \times Y$.
• Write by $\tilde{\mu}$ the projection of $\tilde{\mu}$ to $\tilde{X}$. The induced action on $(\tilde{X}, \tilde{\mu})$ is still denoted by $\tilde{\alpha} = \alpha \times \beta$. Regard the Borel $\sigma$-algebra $\mathcal{B}_{\tilde{X}}$ of $\tilde{X}$ as a subalgebra of the Borel $\sigma$-algebra $\mathcal{B}_{\tilde{X}}$ of $\tilde{X}$.

For any finite index subgroup $\Sigma$, let $\tilde{\mu} = \frac{1}{N} \sum_{i=1}^{N} \tilde{\mu}^i$ be the $\tilde{\alpha}|_{\Sigma}$-ergodic decomposition of $\tilde{\mu}$. Then $\hat{\mu} = \frac{1}{N} \sum_{i=1}^{N} \hat{\mu}^i$, while for each $i$, the projection $\hat{\mu}^i$ of $\hat{\mu}^i$ is also $\tilde{\alpha}|_{\Sigma}$-ergodic. Hence every $\tilde{\alpha}|_{\Sigma}$ ergodic component of $\hat{\mu}$ must be one of the $\hat{\mu}^i$'s. Because any algebraic factor of $(\tilde{\alpha}|_{\Sigma}, \tilde{X}, \tilde{\mu}^i)$ is also one of $(\tilde{\alpha}, \tilde{X}, \tilde{\mu})$. The action $\tilde{\alpha}|_{\Sigma}$ on $(\tilde{X}, \tilde{\mu})$ satisfies the conditions of the theorem, too. By the inductive hypothesis,

$$\hat{\mu} = m_{\tilde{X}} \times \nu,$$  \hspace{1cm} (3.1)

where $\nu = (\pi_Y)_* \tilde{\mu}$ is an ergodic $\beta$-invariant probability measure on $Y$.

Given the hypothesis above, the following questions can be asked:

A. Is the action $\alpha : \mathbb{Z}^r \curvearrowright \mathbb{Z}$ virtually cyclic?
B. Does $h_{\mu} (\tilde{\alpha}^n|_{\mathcal{B}_{\tilde{X}}}) = 0$ hold for all $n \in \mathbb{Z}^r$?
C. Does $\hat{\mu}$ has isometric support along every coarse Lyapunov subgroup $V^{[x]}$?

Any combination of answers to these questions is covered by at least one of the following four cases:

|   | A | B | C |
|---|---|---|---|
| I | No | No |   |
| II| Yes|    |   |
| III|    | No |   |
| IV| Yes| Yes|   |

The following property will be established in Sections 4, 5, 6, 7 respectively for each of these cases:

**Property 3.2.** (Translational Invariance) There exists a non-zero class $[\chi]$ of Lyapunov exponent functional, and a non-trivial connected closed subgroup $V \subset V^{[x]}$, such that for $\tilde{\mu}$-a.e. $\tilde{x} \in \tilde{X}$, there is a non-zero element $v \in V$ such that the leafwise measure $\tilde{\mu}_{\tilde{x}}^V$ satisfies $(\tau_v)_* \tilde{\mu}_{\tilde{x}}^V \simeq \tilde{\mu}_{\tilde{x}}^V$, where $\tau_v$ denotes the right translation by $v$.\(^1\)

\(^1\)In fact, this would force $(\tau_v)_* \tilde{\mu}_{\tilde{x}}^V \simeq \tilde{\mu}_{\tilde{x}}^V$ and thus one can take $V = V^{[x]}$. \(
Here it makes sense to talk about $\tilde{\mu}_V^V$, because by Lemma 2.13, $V \subset V[\chi]$ acts freely on $X$ and therefore on $\tilde{X}$ as well.

Once Property 3.2 is verified, by Proposition 8.1 there exists a finite index subgroup $\Sigma \subset \mathbb{Z}^r$, such that in the ergodic decomposition $\tilde{\mu} = \frac{1}{N} \sum_{i=1}^{N} \tilde{\mu}^i$ with respect to the restriction $\alpha|_{\Sigma}$, each ergodic component $\tilde{\mu}^i$ is invariant under left translations by some $\alpha|_{\Sigma}$-invariant normal rational subgroup $L^i$.

Each point in $\tilde{X}$ has a compact $L^i$-orbit. The quotient space modulo the orbit equivalence is $\tilde{X}/L^i = X/L^i \times Y$.

For any finite index subgroup $\Sigma' \subset \Sigma$, any algebraic factor of the induced action $\tilde{\alpha}|_{\Sigma'}$ on $\tilde{X}/L^i$, is also an algebraic factor of the action $\tilde{\alpha}|_{\Sigma'}$ on $\tilde{X}$, and thus is not virtually cyclic.

Furthermore, any $\tilde{\alpha}|_{\Sigma'}$-ergodic component $(\hat{\mu}^i)^j$ of the projection $\hat{\mu}^i$ to $\tilde{X}/L^i$ is the projection of some $\tilde{\alpha}|_{\Sigma'}$-ergodic component of $\tilde{\mu}^i$. Therefore by assumption (2) of Theorem 3.1, the projection of $(\hat{\mu}^i)^j$ to any $\tilde{\alpha}|_{\Sigma'}$-equivariant algebraic factor has positive entropy for at least one $\tilde{\alpha}^n$.

Therefore both assumptions in Theorem 3.1 remain valid for $\hat{\mu}^i$. Since $L^i$ is non-trivial, $\dim(X/L^i) < \dim X$ and the inductive hypothesis applies. So $\hat{\mu}^i = m_{X/L^i} \times \nu^i$ where $\nu^i$ is some ergodic $\beta$-invariant measure on $Y$. Because $\hat{\mu}^i$ is $L^i$-invariant, it must be equal to $m_X \times \nu^i$.

Since this can be carried out for every $\tilde{\mu}^i$, we conclude that $\tilde{\mu} = \frac{1}{N} \sum_{i=1}^{N} m_X \times \nu^i = m_X \times \nu$ where $\nu$ is the average of the $\nu^i$'s. This completes the proof of Theorem 3.1. $\square$

Theorem 1.1 is a direct consequence of Theorem 3.1

Proof of Theorem 1.1. In Theorem 3.1, let $Y$ be a single point. We obtain that in the setting of Theorem 1.1, if $\mu \neq m_X$ then for some finite index subgroup $\Sigma \subset \mathbb{Z}^r$ and some $\alpha|_{\Sigma}$-ergodic component $\mu'$, one of the two obstructions happens on an $\alpha|_{\Sigma'}$-equivariant algebraic factor $X/H$. But because of finite index, there are only finitely many $\alpha|_{\Sigma'}$-ergodic components, and each of them can be written as $\alpha^m \mu'$ for some $m \in \mathbb{Z}^r$. It is easy to check that for each $\alpha^m \mu'$, one of the obstructions is present on the $\alpha|_{\Sigma'}$-equivariant algebraic factor $X/\alpha^m(H)$. This completes the proof. $\square$

Corollary 3.3. If $\alpha : \mathbb{Z}^r \curvearrowright X$ has no virtually cyclic algebraic factors, and $\mu$ is an $\alpha$-invariant measure that projects to $m_{X_{ab}}$ on the maximal torus factor $X_{ab}$, then $\mu = m_X$.

No ergodicity is required here.
Proof. For any subgroup  $\Sigma \subset \mathbb{Z}^r$ of finite index, by Remark 2.7 $\alpha|_{\Sigma}$ has no virtually cyclic algebraic factor action either. This is also true for the projected action $\alpha|_{\Sigma}$ on $X_{ab}$. Therefore by Lemma 2.6, $m_{X_{ab}}$ is ergodic under $\alpha|_{\Sigma}$.

Let $\mu'$ be an $\alpha|_{\Sigma}$-ergodic component of $\mu$, then $\mu'$ projects to an $\alpha|_{\Sigma}$-ergodic component of $m_{X_{ab}}$, which has to be $m_{X_{ab}}$ itself.

Moreover, for any non-trivial $\alpha|_{\Sigma}$-equivariant factor $\tilde{X}$ of $X$, its maximal torus factor $\tilde{X}_{ab}$ is a non-trivial algebraic factor of $X_{ab}$. The projection of $\mu'$ to $\tilde{X}_{ab}$ factors through $m_{X_{ab}}$, and is hence equal to $m_{X_{ab}}$. Since the action $\alpha|_{\Sigma}$ on $\tilde{X}_{ab}$ is not virtually cyclic, this guarantees positive entropy for some $\alpha^n$ with respect to the projection of $\mu'$ to $\tilde{X}_{ab}$. The positive entropy then lifts to the projection of $\mu'$ to $\tilde{X}$.

Therefore neither of the obstructions in Theorem 1.1 occurs. So $\mu = m_X$. □

Proof of Corollary 1.3. For any non-trivial $\alpha$-equivariant algebraic factor $\tilde{X}$ of $X$. The maximal torus factor $\tilde{X}_{ab}$ is a non-trivial $\alpha$-equivariant factor of $X_{ab}$. By total irreducibility of $X_{ab}$, $\tilde{X}_{ab} = X_{ab}$. Thus the induced action on $X_{ab}$, and hence the one on $\tilde{X}$ as well, is not virtually cyclic.

Furthermore, the projection $\mu_{ab}$ of the $\alpha$-ergodic measure $\mu$ to $X_{ab}$ remains ergodic under the factor action. When $\mu_{ab}$ has positive entropy under some $\alpha^n$, Einsiedler and Lindenstrauss [EL03] proved that $\mu_{ab} = m_{X_{ab}}$. By Corollary 3.3, $\mu = m_X$. □

3.3. **Topological rigidity.** We then deduce the topological Theorem 1.2 from measure rigidity.

Proof. As the action $\alpha$ has no virtually cyclic factor, by Lemma 2.6, the Lebesgue measure $m_{X_{ab}}$ is ergodic under the induced action $\alpha : \mathbb{Z}^r \curvearrowright X_{ab}$. Take a generic point $z \in X_{ab}$ such that the Birkhoff ergodic averages \[
\frac{1}{(2N+1)^r} \sum_{n \in \{-N, \ldots, N\}^r} \delta_{\alpha^n z}\]
equidistribute towards $m_{X_{ab}}$. Let $x \in A$ be a point that projects to $z$, and $\mu$ be a weak*-limit of a subsequence of \[
\frac{1}{(2N+1)^r} \sum_{n \in \{-N, \ldots, N\}^r} \delta_{\alpha^n z}\.
\] Then $\mu$ is $\alpha$-invariant and projects to $m_{X_{ab}}$. By Corollary 3.3, $\mu = m_X$. We conclude that $A = X$ because $\mu$ is supported on $A$. □

Proof of Corollary 1.4. If the projection of $A$ in $X_{ab}$ is infinite, then by Berend’s theorem (Theorem 1.7), the projection is $X_{ab}$. Hence by Theorem 1.2, $A = X$. □

4. **Case of higher rank fibers with positive entropy**

In this section, we prove that
Proposition 4.1. In the settings of §3.2, if the $\mathbb{Z}^r$-action $\alpha$ on the normal abelian subgroup $Z$ has at least rank 2 and $h_\mu(\bar{\alpha}^n|\mathcal{B}_\dot{X}) > 0$ for some $n \in \mathbb{Z}^r$, then Property 3.2 holds.

We quote the following theorem of Einsiedler and Lindenstrauss.

Theorem 4.2. [EL03] Suppose $\alpha$ is a totally irreducible, not virtually cyclic $\mathbb{Z}^r$-action on a torus $\mathbb{T}^d$ and $\tilde{\alpha} = \alpha \times \beta$ is the product of $\alpha$ with a $\mathbb{Z}^r$ action $\beta$ on a compact metric space $Y$. Use $V[x] \subset \mathbb{R}^d$ to denote the coarse Lyapunov subgroups with respect to $\alpha$.

Suppose $\tilde{\mu}$ is a $\tilde{\alpha}$-invariant measure on $\mathbb{T}^d \times Y$.

(1) If $\chi$ and $\chi'$ are two different coarse Lyapunov exponents of $\alpha$, then

\[ \frac{h_{\tilde{\mu}}(\tilde{\alpha}, V[\chi])}{h_{\tilde{\mu}}(\tilde{\alpha}, V[\chi'])} = \frac{h_{m_{\mathbb{T}^d}}(\alpha, V[\chi])}{h_{m_{\mathbb{T}^d}}(\alpha, V[\chi'])}. \]

(2) Suppose for some $n \in \mathbb{Z}^r$, $h_{\tilde{\mu}}(\tilde{\alpha}^n|\mathcal{B}_\dot{X}) > 0$. Then for any non-zero Lyapunov exponent $\chi$ of $\alpha$, at $\tilde{\mu}$-almost every $\tilde{x} \in \mathbb{T}^d \times Y$, $\tilde{\mu}_{\tilde{x}}^{\tilde{\nu}(\chi)} \simeq (\tau_v)_* \tilde{\mu}_{\tilde{x}}^{\tilde{\nu}(\chi)}$ some non-zero vector $v \in V[\chi]$.

In this case, as shown in [EL03], the invariance of the leafwise measure actually forces $\tilde{\mu}$ to be invariant under translation by any element in $\mathbb{R}^d$, in other words, $\tilde{\mu}$ is uniform in all $\mathbb{T}^d$ fibers.

It should be remarked that in the proof of the above theorem in [EL03], the assumption that the underlying space is a direct product is not used. And the theorem generalizes to skew products with $\mathbb{T}^d$ fibers.

Proposition 4.3. Suppose $\alpha$ is a totally irreducible, not virtually cyclic $\mathbb{Z}^r$-action on a torus $\mathbb{T}^d$. Let $Y$ be a compact metric spaces and $\Omega$ be a principal $\mathbb{T}^d$-bundle over $Y$. For $x \in \Omega$, $v \in \mathbb{R}^d$, denote by $x + v$ the translation of $x$ by $v$ along the fiber.

Assume $\tilde{\alpha}$ is a continuous $\mathbb{Z}^r$-action on $\Omega$ such that

\[ \tilde{\alpha}^n(x + v) = \tilde{\alpha}^n . x + \alpha^n v \]

for all $x \in \Omega$, $v \in \mathbb{R}^d$, $n \in \mathbb{Z}^r$. Then the same conclusions from Theorem 4.2 hold.

Proof. The proof in [EL03] works here without change, using the partition $\mathcal{P}$ in Lemma 2.23.

Proof of Proposition 4.2. The space $X$ is a torus bundle over $\dot{X}$ with fibers isomorphic to $\mathbb{Z}/(\mathbb{Z} \cap \Gamma) \cong \mathbb{T}^d$, where $\mathbb{Z} \cong \mathbb{R}^d$. Moreover, if $v \in \mathbb{Z}$ then $\tilde{\alpha}^n(v, \tilde{x}) = (\alpha^n v)(\tilde{\alpha}^n . \tilde{x})$. Hence Property 3.2 holds by Proposition 4.3, as we assume $h_\mu(\bar{\alpha}^n|\mathcal{B}_\dot{X}) > 0$ for some $n$. □
5. Case of lower rank fibers

**Proposition 5.1.** In the settings of §3.2, if the induced action $\alpha$ on $Z$ is virtually cyclic, then Property 3.2 holds.

### 5.1. Leafwise measures along fibers.

The quotient $T := Z/(Z \cap \Gamma)$ is a group isomorphic to some $\mathbb{T}^d$ as $Z$ is a connected abelian Lie group.

Note that $T$ acts on $X$, and the action is free. To see this, it suffices to show that for all $g \in G$, the stabilizer of $gx_0 \in X$ inside $Z$ is $Z \cap \Gamma$, where $x_0$ denotes the origin of $G/\Gamma$; or equivalently $Z \cap g\Gamma g^{-1} = Z \cap \Gamma$. This follows easily from the condition that $Z$ is in the center of $G$.

Hence $T$ acts on $\tilde{X}$ freely as well, and each orbit is a fiber of the projection $\pi$ to $\dot{\tilde{X}}$. Therefore we can talk about the leafwise measure $\tilde{\mu}_T$. In this case, it is more convenient to define it through the conditional measure with respect to the Borel $\sigma$-algebra $B_{\tilde{X}}$.

Let $\tilde{\mu}_x^{B_{\tilde{X}}}$ be the conditional measure of $\tilde{\mu}$ with respect to $B_{\tilde{X}}$, which is a priori defined only for $\tilde{\mu}$-almost every $\tilde{x}$. It is a probability measure supported on $[\tilde{x}]_{B_{\tilde{X}}} = T.\tilde{x}$ and

$$\tilde{\mu}_x^{B_{\tilde{X}}} = \tilde{\mu}_{x'}^{B_{\tilde{X}}} \text{ if } \tilde{x}' \in T.\tilde{x}. \quad (5.1)$$

Imposing equation (5.1), one can actually define $\tilde{\mu}_x^{B_{\tilde{X}}}$ for $\tilde{\mu}$-almost every $\tilde{x}$ and every $\tilde{x} \in \pi^{-1}(\tilde{x})$. Note that after this extension, it is no longer true that almost every $\tilde{x}$ belongs to the support of $\tilde{\mu}_x^{B_{\tilde{X}}}$. The map $\tilde{x} \mapsto \tilde{\mu}_x^{B_{\tilde{X}}}$ is $B_{\tilde{X}}$-measurable.

So for almost every $\dot{\tilde{x}} \in \dot{\tilde{X}}$ we can define $\dot{\mu}_x^{B_{\tilde{X}}} = \tilde{\mu}_x^{B_{\tilde{X}}}$ using any $\tilde{x} \in \pi^{-1}(\dot{\tilde{x}})$. Then

$$\tilde{\mu} = \int_{x \in \hat{X}} \mu_x^{B_{\tilde{X}}} d\tilde{\mu}(x) = \int_{x \in \hat{X}} \hat{\mu}_{\pi(\tilde{x})}^{B_{\tilde{X}}} d\hat{\mu}(x) = \int_{\tilde{x} \in \hat{X}} \mu_{\tilde{x}}^{B_{\tilde{X}}} d\hat{\mu}(\tilde{x}). \quad (5.2)$$

For $\tilde{x} \in \hat{X}$, define $\tilde{\mu}_x^{T}$ to be the pullback of $\mu_x^{B_{\tilde{X}}}$ from $T.\tilde{x}$ to $T$ with respect to the homeomorphism $t \mapsto t.\tilde{x}$. Then (5.1) implies

$$\tilde{\mu}_x^{T} = (\tau_t)_* \mu_{t.\tilde{x}}^{T}, \quad (5.3)$$

for all points in almost every fiber. The support of $\tilde{\mu}_x^{T}$ does not have to contain identity. $\tilde{x} \mapsto \tilde{\mu}_x^{T}$ is a Borel measurable map from $\hat{X}$ to the space of probability measures on $T$.

Since the action $\bar{\alpha}$ sends fibers to fibers, $\tilde{\mu}_{\bar{\alpha}_n.\tilde{x}}^{B_{\tilde{X}}} = \bar{\alpha}_n^* \tilde{\mu}_{\tilde{x}}^{B_{\tilde{X}}}$. Because of this and the fact that $\bar{\alpha}_n(t.\tilde{x}) = (\alpha^n) \cdot (\bar{\alpha}_n.\tilde{x})$ for all $t \in T$, we have,
similarly to Lemma 2.18,
\[ \tilde{\mu}_{\tilde{\alpha}^{n}\tilde{x}}^{T} = \alpha_{*}^{n}\tilde{\mu}_{\tilde{x}}^{T}. \] (5.4)

5.2. Invariance along the stable foliation. Let \( \Xi \subset \mathbb{Z}^{r} \) be the subgroup consisting of all \( n \in \mathbb{Z}^{r} \) such that \( \alpha^{n} \) acts on \( Z \), hence on \( T \), trivially. The hypothesis that the action induced by \( \alpha \) on \( Z \) is virtually cyclic implies that \( \text{rank } \Xi \geq (r - 1) \).

Note that \( \tilde{\chi} \) is not trivial. Otherwise, the action \( \alpha \) on \( X = Z/(Z \cap \Gamma) \) is virtually cyclic. This contradicts the condition in Theorem 3.1 that all algebraic factors of the action \( \alpha : \mathbb{Z}^{r} \curvearrowright X \) has rank 2 or higher.

The projected action on \( \tilde{X} \) has no virtually cyclic algebraic factors. Therefore by Corollary 2.15, its Lyapunov exponents are not all proportional. In particular, there is at least one coarse Lyapunov exponent \( \chi \) of \( \alpha \) on \( \tilde{G} \) whose kernel does not contain \( \Xi \). By Remark 2.9 and equation (2.1), this is also a Lyapunov exponent of \( \alpha \) on \( G \).

Therefore, we may fix a Lyapunov subgroup \( V^{\lfloor x \rfloor} \subset G \), and some \( n \), such that:

- \( V^{\lfloor x \rfloor} \) is non-trivial and has non-trivial projection with respect to \( \tilde{G} \);
- \( \chi(n) < 0 \), or equivalently \( V^{\lfloor x \rfloor} \in G_{n}^{s} \);
- \( \alpha^{n} \) acts trivially on \( T \).

**Proof of Proposition 5.1.** Fix \( \varepsilon \in (0, \frac{1}{3}) \), by Luzin’s Theorem, there is a compact subset \( A_{0} \subset \tilde{X} \) with \( \tilde{\mu}(A_{0}) > 1 - \varepsilon^{2} \) such that \( \tilde{\mu}_{\tilde{x}}^{T} \) is uniformly continuous in \( \tilde{x} \) on \( A_{0} \). Let \( \hat{A} = \pi(A_{0}) \), then \( \hat{\mu}(\hat{A}) > 1 - \varepsilon^{2} \), and thanks to (5.3), \( \hat{\mu}_{\hat{x}}^{T} \) is uniformly continuous on \( A = \pi^{-1}(\hat{A}) \), which consists of entire fibers.

By the maximal ergodic theorem, \( \hat{\mu}(\{ \hat{x} : \sup_{n \geq 1} \frac{1}{n} \sum_{k=0}^{n-1} 1_{\hat{A}}(\hat{\alpha}^{kn}\hat{x}) > \varepsilon \}) < \varepsilon \). Denote by \( \hat{B} \) the complement of this set.

Recall that by inductive hypothesis, \( \hat{\mu} \) is invariant under left translation by \( \hat{G} \). Fix any \( v \in V^{\lfloor x \rfloor} \) with non-zero projection \( \hat{v} \in \hat{G} \), then \( \hat{\mu}(\hat{v}^{-1}B) = \hat{\mu}(B) > 1 - \varepsilon \).

Consider \( \hat{x} \in \hat{v}^{-1}\hat{B} \cap \hat{B} \) and \( \hat{x} \in \pi^{-1}(\hat{x}) \). Let \( \hat{x}' = v.\hat{x} \), then \( \pi(\hat{x}') = \hat{x}.\hat{x} \in \hat{B} \). Thus by choice of \( \hat{B} \), there are respectively two subsequences \( S, S' \), both of asymptotic density \( > 1 - \varepsilon \), in \( \mathbb{N} \), such that \( \hat{\alpha}^{kn}\hat{x}' \) (resp. \( \hat{\alpha}^{kn}\hat{x} \)) belongs to \( \hat{A} \) if \( k \in S \) (resp. \( S' \)). Since \( 2(1 - \varepsilon) > 1 \), the intersection \( S \cap S' \) is an infinite sequence. Then for \( k \in S \cap S' \), the points \( \hat{\alpha}^{kn}\hat{x} \) and \( \hat{\alpha}^{kn}\hat{x}' \) are both in \( A \); and the distance between them decays exponentially fast as \( k \) grows since \( \alpha \) contracts \( V \) exponentially fast. Hence
\[ \text{dist}(\tilde{\mu}_{\tilde{\alpha}^{kn}\tilde{x}}^{T}, \tilde{\mu}_{\tilde{\alpha}^{kn}\tilde{x}'}^{T}) \to 0. \] But as \( \alpha^{n} \) acts trivially on \( T \), using equation (5.4), it follows that \( \tilde{\mu}_{\tilde{x}}^{T} = \tilde{\mu}_{\tilde{x}'}^{T} \). By the construction of
\[\tilde{\mu}_x^T\] as well as the fact that \(V\) commutes with \(Z\) in \(G\), this implies \(\tilde{\mu}^B_\hat{x} = (\iota_v)_* \tilde{\mu}_\hat{x}^B\), where \(\iota_v\) denotes the left-translation by \(v\). Or equivalently

\[\tilde{\mu}_\dot{v}_\hat{x}^B = (\iota_v)_* \tilde{\mu}_\hat{x}^B. \tag{5.5}\]

(5.5) holds for all \(\hat{x}\) from \(\hat{v}^{-1}.B \cap B\). Since \(\tilde{\mu}(\hat{v}^{-1}.B \cap B) > 1 - 2\epsilon\), by letting \(\epsilon \to 0\), this actually holds for \(\tilde{\mu}\)-almost all \(\hat{x}\).

Hence by (5.2),

\[\tilde{\mu} = \int_{\hat{x} \in \hat{X}} \tilde{\mu}_\hat{x}^B d\tilde{\mu}(\hat{x}) = \int_{\hat{x} \in \hat{X}} (\iota_v)_* \tilde{\mu}_\hat{x}^B d\tilde{\mu}(\hat{x}) = (\iota_v)_* \tilde{\mu}, \tag{5.6}\]

where we used the fact that \(\tilde{\mu}\) is invariant under \(\hat{x} \mapsto \hat{v}.\hat{x}\).

So we proved \(\tilde{\mu}\) is invariant under the left translation by the non-trivial element \(v \in V^{[x]}\), which implies Property 3.2 with respect to \(V = V^{[x]}\) by Proposition 2.17.(2). \(\square\)

6. Case of non-isometric leafwise measures

We now show that if \(\tilde{\mu}\) does not have isometric support along a coarse Lyapunov subgroup \(V^{[x]}\) (see Definition 2.25), then one gets translational invariance along \(V_0^{[x]}\).

Proposition 6.1. In the settings of §3.2, assume that for some coarse Lyapunov subgroup \(V^{[x]}\), \(\tilde{\mu}\) does not have isometric support along \(V^{[x]}\).

Then Property 3.2 holds. Actually, for \(\tilde{\mu}\)-almost every \(\hat{x} \in \hat{X}\), there exists a non-zero element \(v \in V_0^{[x]}\) such that \(\tilde{\mu}_\hat{x}^{V_0^{[x]}} = (\tau_v)_* \tilde{\mu}_\hat{x}^{V_0^{[x]}}\).

In the rest of this section, we assume the conditions from the proposition, and simply write \(V, V_0\) respectively for \(V^{[x]}\) and the \(\alpha_p^S\)-isometric subgroup \(V_0^{[x]} \subset V^{[x]}\). Let \(\mathfrak{v}, \mathfrak{v}_0\) be the corresponding Lie algebras.

In order to prove the proposition, we will work with the suspension flow \(\tilde{\alpha}_S \curvearrowright \tilde{X}_S\). Construct \(\tilde{\mu}_S\) as in (2.9), then it is \(\tilde{\alpha}_S\)-invariant and ergodic as \(\tilde{\mu}\) is \(\tilde{\alpha}\)-ergodic.

From now on, we assume for the sake of contradiction that there is a positive portion of points \(\hat{x} \in \hat{X}\) at which \(\tilde{\mu}_\hat{x}^{V_0}\) has no translational invariance property as in Proposition 6.1. Equivalently, in the suspension \((\tilde{\alpha}_S, \tilde{\mu}_S)\), there is a set of positive measure on which \((\tilde{\mu}_S)^{V_0}_{\tilde{x}_S}\) is not invariant under the right translation by any non-zero element from \(V_0\). By (2.12) and Corollary 2.28, this set is \(\tilde{\alpha}_S\)-invariant modulo a null set.

Therefore by ergodicity, for \(\tilde{\mu}_S\)-almost every \(\tilde{x}_S\), \((\tilde{\mu}_S)^{V_0}_{\tilde{x}_S}\) does not have this invariance property.
6.1. Mass out of isometric leaves. Whenever $\tilde{\mu}_x^V$ is defined, let
\[
\ell(\tilde{x}) = \inf \{ l > 0 : \tilde{\mu}_x^V \left( \{ v \in V \setminus V_0, \| \log v' \| < l \} \right) > 0 \}. \tag{6.1}
\]

By Lemma 2.18 and Corollary 2.28,
\[
\tilde{\mu}_{\alpha^n \tilde{x}}^V \left( \{ v \in V \setminus V_0, \| \log v' \| < l \} \right)
= \alpha^n \tilde{\mu}_x^V \left( \{ v \in V \setminus V_0, \| \log v' \| < l \} \right)
\geq \tilde{\mu}_x^V \left( \{ v \in V \setminus V_0, \| \log v' \| < \| \alpha^n \|^{-1} \cdot l \} \right). \tag{6.2}
\]

Thus, $\ell(\tilde{\alpha^n \tilde{x}}) \geq \| \alpha^n \|^{-1} \cdot \ell(\tilde{x})$ for all $n$. Thus $\{ \tilde{x} : \ell(\tilde{x}) < \infty \} \subset \tilde{X}$ is $\tilde{\alpha}$-invariant. Moreover, by assumptions in Proposition 6.1, the subset $\{ \tilde{x} : \ell(\tilde{x}) < \infty \}$ has positive measure. Hence by ergodicity, $\ell(\tilde{x}) < \infty$ for $\tilde{\mu}$-almost every $\tilde{x}$.

**Lemma 6.2.** $\ell(\tilde{x}) = 0$ for $\tilde{\mu}$-almost every $\tilde{x}$.

*Proof.* Suppose this is not true, then for some $M > 0$, $\tilde{X}_M := \{ \tilde{x} : \ell(\tilde{x}) > M \}$ has positive measure. As $\chi \neq 0$, we can fix some $n$ with $\chi(n) > 0$. Reversing the equation above, we get $\ell(\tilde{\alpha^{-kn} \tilde{x}}) \leq \| \alpha^{-kn} \| \cdot \ell(\tilde{x})$. However, as $\chi(n) > 0$, $\| \alpha^{-kn} \| \cdot \ell(\tilde{x})$ decays to 0 as $k \to \infty$. Hence for every $\tilde{x}$, $\tilde{\alpha^{-kn} \tilde{x}}$ eventually leaves $\tilde{X}_M$ and never returns, which cannot happen because of Poincaré’s Recurrence Theorem. This proves the claim. \qed

We still fix $n \in \mathbb{Z}^r$ with $\chi(n) > 0$. By Lemma 2.23 one can find a $V$-subordinate $\tilde{\alpha}^n$-increasing $\sigma$-algebra $A$ of $\tilde{X}$. Actually, the proposition allows to assume that for almost every $\tilde{x}$, $[\tilde{x}]_A \subset B^V_1 \cdot \tilde{x}$.

Denote by $A_S$ the image of the product $\sigma$-algebra $B_{[0,1]^r} \times A$ under the bijection $(\eta, \tilde{x}) \mapsto (\eta, \tilde{x})$. Then $A_S$ is a $V$-subordinate $\tilde{\alpha}^n_S$-increasing $\sigma$-algebra of $\tilde{X}_S$.

Furthermore, notice $[\tilde{x}_S]_{A_S} = \{ (\eta, \tilde{x}') : \tilde{x}' \in [\tilde{x}]_A \}$ in this case. Therefore, since $\tilde{\mu}_x^V \tilde{x}$ is proportional to $\tilde{\mu}_x^A$ on $[\tilde{x}]_A$, $\tilde{\mu}_S^V \tilde{x}_S$ is proportional to $\tilde{\mu}_S^A$ on $[\tilde{x}_S]_{A_S}$.

By Lemma 6.2 and equation (2.11), for $\tilde{\mu}_S$-almost every $\tilde{x}_S$ and any $l > 0$, $\tilde{\mu}_S^V \left( B^V_1 \setminus V_0 \right) > 0$. Since for almost every $\tilde{x}_S$, $[\tilde{x}_S]_{A_S}$ is a bounded open neighborhood of $\tilde{x}_S$ in $V \cdot \tilde{x}_S$, it follows that
\[
(\tilde{\mu}_S)^{A_S}_{\tilde{x}_S} \left( [\tilde{x}_S]_{A_S} \setminus (V_0 \cdot \tilde{x}_S) \right) > 0, \text{ for } \tilde{\mu}_S\text{-a.e. } \tilde{x}_S. \tag{6.3}
\]

It follows that for all $\epsilon_1 > 0$, there exists a constant $\delta_1 > 0$ and a subset $\Omega_1 \subset \tilde{X}_S$ with $\tilde{\mu}_S(\Omega_1) > 1 - \epsilon_1$, such that for every $\tilde{x}_S \in \Omega_1$,
\[
(\tilde{\mu}_S)^{A_S}_{\tilde{x}_S} \left( [\tilde{x}_S]_{A_S} \setminus (V_0 \cdot \tilde{x}_S) \right) > \delta_1. \tag{6.4}
\]
6.2. **Generic points.** As the leafwise measure \((\hat{\mu}_S)^{V_0}_{\bar{x}_S}\) is a measurable function in \(\bar{x}_S\), by Luzin’s Theorem, for all \(\epsilon_2 > 0\), there is a compact set \(K \subset \Omega\) on which \((\hat{\mu}_S)^{V_0}_{\bar{x}_S}\) varies uniformly continuously, with \(\hat{\mu}_S(K) > 1 - \frac{\epsilon_2}{2}\).

In addition to this, we may assume for every \(\bar{x}_S \in K\),

\[
(\hat{\mu}_S)^{V_0}_{\bar{x}_S} \neq (\tau_v)_*(\hat{\mu}_S)^{V_0}_{\bar{x}_S}, \forall v \in V_0, \tag{6.5}
\]
as this is supposed to be true for almost every \(\bar{x}_S \in \bar{X}_S\).

Define a subset \(\Omega_2 \subset \bar{X}_S\) by

\[
\Omega_2 = \left\{ \bar{x}_S : \inf_{T \geq 1} \frac{1}{T} \int_{t=0}^{T} 1_K(\hat{\alpha}_S^{\mathbf{p}}.\bar{x}_S) > 1 - \epsilon_2 \right\} \cap K, \tag{6.6}
\]

where \(\mathbf{p}\) is as in Proposition 6.1. By the maximal ergodic theorem, the \(\hat{\mu}_S\)-measure of the first set on the right hand side is greater than \(1 - C \cdot \frac{\hat{\mu}_S(K)}{\epsilon} \geq \frac{\epsilon_2}{2}\) where \(C \geq 1\) is some absolute constant. Thus \(\hat{\mu}_S(\Omega_2) > \hat{\mu}_S(K) - \frac{C\epsilon_2}{2} > 1 - \frac{\epsilon_2}{2} - \frac{C\epsilon_2}{2} > 1 - C\epsilon_2\).

Since \(A_S\) is \(\bar{\alpha}_S^k\)-increasing, \(A_S \supset \bar{\alpha}_S^{2n}.A_S \supset \bar{\alpha}_S^{4n}.A_S \supset \cdots\). And the sequence \(\{E_{\mu_S}(1_{\Omega_k}|\bar{\alpha}_S^{-kn}.A_S)\}_{k=0}^{\infty}\) forms a martingale. By the martingale maximal inequality,

\[
\hat{\mu}_S\left\{ \bar{x}_S : \sup_{k \in \mathbb{N}} E_{\mu_S}(1_{\Omega_k}|\bar{\alpha}_S^{-kn}.A_S) \geq \epsilon_2 \right\} \leq \frac{\hat{\mu}_S(\Omega_2)}{\epsilon_2} < C\epsilon_2. \tag{6.7}
\]

In other words, if we denote

\[
\Omega_3 = \left\{ \bar{x}_S \in \bar{X}_S : \inf_{k \in \mathbb{N}} \hat{\mu}_S(\bar{\alpha}_S^{-kn}.A_S)(\Omega_2) > 1 - \epsilon_2 \right\}, \tag{6.8}
\]

then \(\hat{\mu}_S(\Omega_3) > 1 - C\epsilon_2\).

We fix \(\epsilon_1 > 0\), which decides the value of \(\delta_1\). Choose \(0 < \epsilon_2 < \min\left(\frac{\epsilon_1}{2}, \delta_1, \frac{1 - \epsilon_1}{2\epsilon_2}\right)\). Since for any \(k > 0\), \(\hat{\mu}_S(\bar{\alpha}_S^{-kn}.A_1) = \hat{\mu}_S(\Omega_1) > 1 - \epsilon_1\), \(\hat{\mu}_S(\bar{\alpha}_S^{-kn}.A_1) \cap \Omega_2 \cap \Omega_3 > 1 - \epsilon_1 - C\epsilon_2 - C\epsilon_2 > 1 - \epsilon_1 - 2C\epsilon_2 > 0\), and in particular there is a sequence of points \(\bar{x}_{S,k} \in (\bar{\alpha}_S^{-kn}.A_1) \cap \Omega_2 \cap \Omega_3\).

Consider the probability measure \((\hat{\mu}_S)^{\bar{\alpha}_S^{-kn}.A_S}_{\bar{x}_{S,k}}\) on \((\bar{x}_{S,k})\bar{\alpha}_S^{-kn}.A_S\). With respect to this probability, at least a \(\delta_1\)-portion of points are out of \(V_0.\bar{x}_{S,k}\) by the construction of \(\Omega_1\), and at most an \(\epsilon_2\)-portion is out of \(\Omega_2\) as \(\bar{x}_S \in \Omega_3\). Because \(\epsilon_2 < \delta_1\), there is \(\bar{y}_{S,k} \in [\bar{x}_{S,k}]\bar{\alpha}_S^{-kn}.A_S\) such that \(\bar{y}_{S,k} \not\in V_0.\bar{x}_{S,k}\) but \(\bar{y}_{S,k} \in \Omega_2\).

Because \([\bar{x}_{S,k}]\bar{\alpha}_S^{-kn}.A_S \subset (\alpha^{-kn}.B_1^V) . \bar{x}_{S,k}\) and \(\alpha^n\) exponentially expands \(V\), we actually proved:

**Lemma 6.3.** There are pairs of points \(\bar{x}_{S,k}, \bar{y}_{S,k} \in \Omega_2\) such that \(\bar{y}_{S,k} \in (B_1^V_a \setminus V_0) . \bar{x}_{S,k}\) for some \(a > 1\).
6.3. The H-principle. We are interested in how two points from the same $V$-foliation drift apart from each other under the dynamics of $\alpha_S^p$.

Such drifting is controlled by Ratner’s H-principle as described in the general lemma below.

**Lemma 6.4.** Suppose $\{U^t\}$ is a unipotent one-parameter subgroup of $\text{SL}(d, \mathbb{R})$. Then for all $\epsilon > 0$, there is a constant $\kappa \in (0, 1)$, such that for all $v \in \mathbb{R}^d$ with $0 < |v| \ll 1$, if $v$ is not fixed by $\{U^t\}$ then there exists $T > 0$ and a subset $B \subset [0, T]$ with Lebesgue measure greater than $(1 - \epsilon)T$, such that for all $t \in B$, $U^t.v$ can be written as $w + w^\perp$, where:

1. $w$ is a fixed vector of the one-parameter group $\{U^t\}$;
2. $|w| \in [\kappa, \kappa^{-1}]$; and
3. $|w^\perp| \lesssim_d |v|^\frac{1}{2}$.

The lemma is pretty standard, for completeness we sketch the proof here, following the treatment in [Ein06].

**Proof.** By properly choosing a basis $U^1$ splits into a direct sum $\bigoplus_{l=1}^L U^1_l$ on a splitting $\mathbb{R}^d = \bigoplus_{l=1}^L F_l$ where each $U^1_l$ is a Jordan block with eigenvalue 1.

For each $l$, fix a basis $e_{l,0}, \ldots, e_{l,d_l-1}$ of $F_l$ with $U^1.e_{l,i} = e_{l,i} + e_{l,i-1}$ unless $i = 0$, in which case $U^1.e_{l,0} = e_{l,0}$.

Decompose $v = \sum_{l,i} v_{l,i}e_{l,i}$. Then $U^t.v = \sum_{l,i} \sum_{j=i}^{d_l-1} c_{j-i}v_{l,i} t^{j-i} e_{l,i}$ where $c_n = \frac{1}{n!}$. Denote the coefficient $\sum_{j=i}^{d_l-1} c_{j-i}v_{l,i} t^{j-i}$ of $e_{l,i}$ by $f_{l,i}(t)$.

For sufficiently short $v \neq 0$, $|v_{l,i}|$ is short for all $1 \leq l \leq L$ and $0 \leq i \leq d_l - 1$, and at least one $v_{l,i}$ is non-zero. Hence $|c_j v_{l,j} t^j| \ll 1$ at $t = 0$. Let $T$ be the first positive value at which some $c_j v_{l,j} t^j$ has absolute value 1.

It is a priori possible that $T = \infty$. In this case $v_{l,j} = 0$ for all pairs $0 \leq i < j \leq d_l - 1$, which in turn means $v_{l,j} = 0$ unless $j = 0$. That implies $U^1.v = v$ and $U^t.v = v$ for all $t$, which has been excluded by assumption. Hence $T < \infty$.

Set $w(t) = \sum_l f_{l,0}(t)e_{l,0}$ and $w^\perp(t) = \sum_l \sum_{j=1}^{d_l} f_{l,j}(t)e_{l,j}$. Then $U^t.v = w(t) + w^\perp(t)$. Furthermore, as $e_{l,0}$ is fixed by $\{U^t\}$, so is $w(t)$.

One estimates first the size of $f_{l,i}(t)$ for $0 < i \leq d_l - 1$. For $i \leq j \leq d_l - 1$, if $v_{l,j} \neq 0$ then $|c_j v_{l,j} t^j| \leq 1$. Therefore $T \leq c_j^{-\frac{1}{j}} |v_{l,j}|^{-\frac{1}{j}}$. Thus, if $i \geq 1$ and $t \in [0, T]$, then $|c_{j-i}v_{l,j} t^{j-i}| \lesssim_d |v_{l,j}|^{\frac{1}{j}} \leq |v_{l,j}|^{\frac{1}{j}} \leq |v|^\frac{1}{j}$. So $|f_{l,i}(t)| \lesssim_d |v|^\frac{1}{j}$, for $0 < i \leq d_l - 1$ and $t \in [0, T]$. And therefore, $|w^\perp(t)| \lesssim_d |v|^\frac{1}{j}$ for $t \in [0, T]$. 


It remains to show $1 \lesssim_{d, \epsilon} |w(t)| \lesssim_{d, \epsilon} 1$ for most values $t \in [0, T]$. Recall that $y$ the choice of $T$, there is an index $l$ such that $|c_j v_l T^j| \leq 1$ for all $0 \leq j \leq d_l - 1$ and the equality holds for at least one $j$. The right part of the desired inequality follows trivially for all $t \in [0, T]$.

In order to obtain the left part, for $\kappa > 0$ consider $B = \{t \in [0, T] : |f_{l,0}(t)| > \kappa\}$. We need that for some $\kappa = \kappa(\epsilon) > 0$, the lebesgue measure of $B$ is at least $(1 - \epsilon)T$.

If the lebesgue measure of $B$ is bounded by $(1 - \epsilon)T$ then there are at least $2d_l - 1$ disjoint subintervals in $[0, T]$ of length $T / 2d_l$ that intersect $B^c$. Order them in the usual way and pick all the ones who get odd numberings. Find a point from the intersection of $B^c$ with each of the $d_l$ subintervals picked. Then the chosen points $t_0 < t_1 < \cdots < t_{d_l-1}$ satisfy

$$t_j - t_{j-1} > \frac{\epsilon T}{2d_l}.$$  

(6.9)

Denote $s_j = \frac{t_j}{\epsilon}$, and write the Vandermonde matrix $A = (a_{jk})_{j,k=0}^{d_l-1}$ where $a_{jk} = s_j^k$. Let $b$ be a row vector with $b_j = c_j v_l T^j$, then $Ab = (f_{l,0}(t_0), \cdots, f_{l,0}(t_{d_l-1}))$. So all entries in $Ab$ have absolute values bounded by $\kappa$ since $t_j \notin B$. In other words $\frac{|Ab|}{|b|} \leq \kappa$ for at least one non-zero vector $b$. Furthermore, since $s_j \leq 1$, $|A| \lesssim_d 1$. It follows that $|\det A| \lesssim_d \kappa$.

On the other hand,

$$\det A = \prod_{0 \leq j < j' \leq d_l-1} (s_{j'} - s_j).$$  

(6.10)

By (6.9), $s_{j'} - s_j > \frac{\epsilon}{2d_l}$ and thus $\det A \gtrsim_d \epsilon^{\frac{d_l(d_l-1)}{2}}$. Comparing this with the previous paragraph gives $\kappa \gtrsim_d \epsilon^{\frac{d_l(d_l-1)}{2}}$. So for $\kappa = C \epsilon^{\frac{d(d-1)}{2}}$ where $C$ is some constant depending only on $d$, the measure of $B$ is at least $(1 - \epsilon)T$. This completes the proof. \(\square\)

6.4. The shearing argument. Assume two points $\tilde{x}_S, \tilde{y}_S \in \Omega_2 \subset \tilde{X}_S$ are such that $\tilde{y}_S = (\exp v).\tilde{x}_S$, where $v \in \mathfrak{v} \setminus \mathfrak{v}_0$ and $|v|$ is very small.

For $p$ as in Proposition 6.1, we compare the difference between $\tilde{\alpha}_S^{\text{ip}}.\tilde{x}_S$ and $\tilde{\alpha}_S^{\text{ip}}.\tilde{y}_S$ for properly chosen values of $t$.

One can write $\tilde{x}_S = (\eta, \tilde{x})$ and $\tilde{y}_S = (\eta, (\exp v).\tilde{x})$ for some $\eta \in (0, 1)^r$. For each $t$ there is $m_t$ such that $\eta + t p - m_t \in [0, 1)^r$. Then $\tilde{\alpha}_S^{\text{ip}}$ acts by $\tilde{\alpha}^{m_t}$ on the $\tilde{X}$ fiber containing $\tilde{x}_S$. And thus $\tilde{\alpha}_S^{\text{ip}}.\tilde{x}_S$ and $\tilde{\alpha}_S^{\text{ip}}.\tilde{y}_S$ differ by $\alpha^{m_t}.\exp(v) = \exp(\alpha^{m_t}.v)$.

$$\alpha^{m_t} | v = Z^{m_t} U^{m_t + t p} U^{\text{ip}} \text{ as in } \S 2.7,$$ and

$$\tilde{\alpha}_S^{\text{ip}}.\tilde{y}_S = \exp(Z^{m_t} U^{m_t - t p} U^{\text{ip}}.v).(\tilde{\alpha}_S^{\text{ip}}.\tilde{x}_S)$$  

(6.11)
We obtain that:

**Lemma 6.5.** There exist a compact subset $D \in \mathcal{V}_0 \setminus \{0\}$ and a constant $C > 0$, both of which are independent of $\bar{x}_S$ and $\bar{y}_S$, such that given the pair $\bar{x}_S$, $\bar{y}_S$, there exists $t > 0$, satisfying that:

1. $\bar{\alpha}_S^{\mathfrak{t}p} \otimes \bar{x}_S \in K$, $\bar{\alpha}_S^{\mathfrak{t}p} \otimes \bar{y}_S \in K$;
2. $\bar{\alpha}_S^{\mathfrak{t}p} \otimes \bar{y}_S = \exp(\alpha^{\mathfrak{m}t} w + u').(\bar{\alpha}_S^{\mathfrak{t}p} \otimes \bar{x}_S)$, where $w \in D$, and $|u'| \leq C|v|^\frac{1}{2}$.

**Proof.** Fix $0 < \epsilon < 1 - 2\epsilon_2$, and some $\kappa < 1$ that is decided by $\epsilon$, Lemma 6.4 gives a value $T > 0$ such that for at least a $(1 - \epsilon)$-portion $B$ of $t \in [0,T]$, $U^{\mathfrak{t}p} \otimes v$ can be written as $w + w'$ where $w \in \mathcal{V}_0$ with $|w| \in [\kappa, \kappa^{-1}]$, and $w' \in O_d(|v|^\frac{1}{2})$. $T > 1$ if $|v|$ is sufficiently small.

On the other hand, because $\bar{x}_S, \bar{y}_S \in \Omega_2$, by (6.6) there is a $(1 - \epsilon_2)$-portion $B_{\bar{x}_S}$ of $t \in [0,T]$ for which $\bar{\alpha}_S^{\mathfrak{t}p} \otimes \bar{x}_S \in K$, and the same is true for a $(1 - \epsilon_2)$-portion $B_{\bar{y}_S}$ if one replaces $\bar{x}_S$ by $\bar{y}_S$. As $\epsilon + 2\epsilon_2 < 1$, it follows that $B \cap B_{\bar{x}_S} \cap B_{\bar{y}_S}$ is non-empty.

Take a value $t$ from this intersection. Then part (1) of the lemma is satisfied.

Finally, let $u' = Z^{\mathfrak{m}t} U^{\mathfrak{m}t - \mathfrak{t}p} w'$. Since $Z^{\mathfrak{m}t} U^{\mathfrak{m}t - \mathfrak{t}p}$ and $w$ take value from compact sets respectively in $GL(v)$ (by the proof of Lemma 2.28) and $\mathcal{V}_0 \setminus \{0\}$, and $w' \lesssim_d |v|^\frac{1}{2}$, part (2) follows. □

**Proof of Proposition 6.1.** Now by Lemma 6.3, we can apply Lemma 6.5 to a sequence of pairs $(\bar{x}_S, \bar{y}_S)$ with $\bar{y}_S \subset Aut(\mathcal{V}_0)$ by Lemma 2.26, and $u_k \in D$ for all $k$. By passing to a subsequence we can assume they have limits $A \in D_*$ and $u \in D$.

Then $u_k' \to 0$ because $|u_k'| \leq C|v_k|^\frac{1}{2}$. For all $k$, $\alpha^{\mathfrak{m}k} \otimes v_0$ is from some given compact set $D_* \subset Aut(\mathcal{V}_0)$ by Lemma 2.26, and $u_k \in D$ for all $k$. By passing to a subsequence we can assume they have limits $A \in D_*$ and $u \in D$.

On the other hand, $\bar{\alpha}_S^{\mathfrak{t}p} \otimes \bar{x}_S, \bar{\alpha}_S^{\mathfrak{t}p} \otimes \bar{y}_S \in K$ for all $k$, again by taking a subsequence, we assume there are limits $\bar{x}_S$ and $\bar{y}_S$.

Therefore because $\bar{\alpha}_S^{\mathfrak{t}p} \otimes \bar{y}_S = \exp(\alpha^{\mathfrak{m}k} \otimes v_0 + u_k').(\bar{\alpha}_S^{\mathfrak{t}p} \otimes \bar{x}_S)$, by taking limit we have

$$\bar{y}_S = (\exp u).\bar{x}_S. \quad (6.12)$$

It follows from this, (2.11) and Proposition 2.17 that

$$(\bar{\mu}_S \otimes v_0)^{\mathcal{V}_0}_{\bar{x}_S} \simeq (\tau_{\exp u} \otimes v_0)^{\mathcal{V}_0}_{\bar{y}_S}. \quad (6.13)$$

By (2.12), $\alpha^{-\mathfrak{m}k} (\bar{\mu}_S \otimes \bar{x}_S) = (\bar{\mu}_S \otimes \bar{y}_S)$ and $\alpha^{-\mathfrak{m}k} (\bar{\mu}_S \otimes \bar{x}_S, \bar{\mu}_S \otimes \bar{y}_S) = (\bar{\mu}_S \otimes \bar{y}_S)$. Recall that $\bar{x}_S, \bar{y}_S \in \Omega_2 \subset K$ and $(\bar{\mu}_S \otimes \bar{x}_S$ varies uniformly
continuously for $\tilde{x}_S \in K$. Thus because $|v_k| \to 0$,
\[
\text{dist}_{\mathcal{M}^0(\mathfrak{g}_0)} \left( \alpha^*_{-m_k} (\tilde{\mu}_S)^{V_0}_{\tilde{\alpha}^k_{S,k} \tilde{x}_S,k} ; \alpha^*_{-m_k} (\tilde{\mu}_S)^{V_0}_{\tilde{\alpha}^k_{S,k} \tilde{y}_S,k} \right) \to 0. \tag{6.14}
\]

Because the group automorphism $\alpha^{m_k}|_{V_0}$ takes value from a compact subset of $\text{Aut}(V_0)$ for all $t$, it follows that
\[
\text{dist}_{\mathcal{M}^0(\mathfrak{g}_0)} \left( (\tilde{\mu}_S)^{V_0}_{\tilde{\alpha}^k_{S,k} \tilde{x}_S,k} ; (\tilde{\mu}_S)^{V_0}_{\tilde{\alpha}^k_{S,k} \tilde{y}_S,k} \right) \to 0. \tag{6.15}
\]

Moreover, since $\tilde{\alpha}^k_{S,k} \tilde{x}_S,k, \tilde{\alpha}^k_{S,k} \tilde{y}_S,k$ are also in $K$ and converge respectively to $\tilde{x}'_S, (\tilde{\mu}_S)^{V_0}_{\tilde{x}'_S}$, and a similar equality holds at $\tilde{y}'_S$. Therefore we deduce from (6.15) that
\[
(\tilde{\mu}_S)^{V_0}_{\tilde{x}'_S} = (\tilde{\mu}_S)^{V_0}_{\tilde{y}'_S}. \tag{6.16}
\]

Comparing (6.16) with (6.13), we see $(\tilde{\mu}_S)^{V_0}_{\tilde{x}'_S}$ is invariant in the $\sim$ sense by the right translation by $\exp u$. As $\tilde{x}'_S \in K$ and $u \in \mathfrak{v}_0 \setminus \{0\}$, this contradicts (6.5).

We conclude that the main assumption in this section, namely that $\tilde{\mu}_S^{V_0}$ has no translational invariance property for a $\tilde{\mu}$-positive portion of $\tilde{x}_S \in \tilde{X}$, cannot hold. This establishes Proposition 6.1. \qed

7. Case of zero entropy fibers

The last case we need to treat is:

**Proposition 7.1.** In the settings of §3.2, assume in addition that:
1. $h_{\tilde{\mu}}(\tilde{\alpha}^n|_{\mathcal{B}_{\tilde{x}}}^\mathcal{X}) = 0$ for all $n \in \mathbb{Z}^r$;
2. $\tilde{\mu}$ has isometric support along all coarse Lyapunov subgroups.

Then Property 3.2 holds.

In the rest of this section, we will work under the assumptions of the proposition.

7.1. The product structure. Making use of the isometric assumption on each coarse Lyapunov subgroup, we may get a product-lemma of Einsiedler-Katok type [EK03]. Especially, this will show that the total entropy of any group element can be decomposed as the sum of entropy contributions from all unstable coarse Lyapunov subgroups.

**Definition 7.2.** A pair $(\mathfrak{v}, \mathfrak{u})$, where $\mathfrak{v} = \mathfrak{v}[\mathfrak{x}]$ is a coarse Lyapunov subspace, and $\mathfrak{u}$ is a direct sum of coarse Lyapunov subspaces, is called admissible if:
1. $\mathfrak{u}$ is a Lie subalgebra;
2. $\mathfrak{u}$ is normalized by $\mathfrak{v}$;
(3) There exists \( p \in \ker \chi \) such that \( \chi'(p) > 0 \) for all non-trivial coarse Lyapunov subgroups \( V |\chi| \subset u \).

Let \([\chi]\) be the Lyapunov exponent class of \( V = V |\chi| \). Since \( v \) normalizes \( u \), \( VU = UV \) is also a Lie subgroup.

**Lemma 7.3.** Suppose \((v, u)\) is an admissible pair and \( \mu \) is a \( \alpha \)-invariant probability measure on \( X \) that has isometric support along \( V \).

Then there is a subset \( X' \subset X \) with \( \mu(X') = 1 \), such that:

1. If \( u \in U \) and \( \bar{x} \) and \( u \bar{x} \) both belong to \( X' \), then \( \bar{x}^V \simeq \mu^V \).
2. If \( \bar{x} \in X' \), then \( \bar{x}^V \simeq \mu^V \mu^U \), by which we mean the pushforward of \( \mu^V \times \mu^U \) by \( (v, u) \mapsto vu \).
3. If \( n \in \mathbb{Z}^r \) satisfies \( V \subset G_n \), then \( h_\mu(\bar{x}^n|VU) = h_\mu(\bar{x}^n, V) + h_\mu(\bar{x}^n, U) \).

**Proof.** (1) Passing to the suspension \( \bar{X}_S \), let \( \bar{\mu}_S \) be defined by (2.9). We show that there is a full measure subset \( \bar{X}'_S \subset \bar{X}_S \), such that if \( \bar{x}_S, u \bar{x}_S \) both lie in \( \bar{X}'_S \) for some \( u \in U \), then \( (\bar{\mu}_S)^V_{\bar{x}_S} = (\bar{\mu}_S)_{u \bar{x}_S} \). The proof is similar to that of Proposition 5.1.

Fix \( \epsilon > 0 \), there is a compact Luzin set \( K \subset \bar{X}_S \) such that \( (\bar{\mu}_S)^V_{\bar{x}_S} \) varies uniformly continuously on \( K \) and \( \bar{\mu}_S(K) > 1 - \epsilon^2 \). Let \( \Omega = \{ \bar{x}_S : \inf_{T \geq 1} \frac{1}{T} \int_{t=0}^T 1_K(\bar{x}_S|\bar{x}_S) > 1 - \epsilon \} \). By the isometric support hypothesis on \( \bar{\mu}_S \) for \( \mu \)-almost every \( \bar{x} \), we may modify \( \Omega \) by removing a null set, such that for every \( \bar{x}_S \in \Omega \), \( (\bar{\mu}_S)^V_{\bar{x}_S} \) is supported on the \( \alpha_S \)-isometric subgroup \( V_0 \subset V \).

\[
\bar{\mu}_S \left( \left\{ \bar{x}_S : \sup_{T \geq 1} \frac{1}{T} \int_{t=0}^T 1_{K}(\bar{x}_S|\bar{x}_S) \geq \epsilon \right\} \right) \leq C \cdot \frac{\bar{\mu}_S(K^\epsilon)}{\epsilon} < C \epsilon \text{ for an absolute constant } C \text{ by the maximal ergodic theorem. So } \bar{\mu}_S(\Omega) \geq 1 - C \epsilon.
\]

Suppose \( \bar{x}_S \) and \( u \bar{x}_S \) are both in \( \Omega \), then for all \( T \), there is a \( 1 - 2C \epsilon \) portion of \( t \in [0, T] \) such that both \( \alpha_S^{-t} \bar{x}_S \) and \( \alpha_S^{-t}(u \bar{x}_S) \) are in \( K \). In particular, there is some \( t \geq (1 - 2C \epsilon)T \) for which this is true. If \( \epsilon < \frac{1}{2C} \), by letting \( T \to \infty \) there are arbitrarily large values of \( t \) that satisfy this requirement.

Choose a sequence of such \( t_k \)'s that grow to infinity. By discussions in §2.6, for each \( t_k \), there is an integer vector \( m_{-t_k} \in -t_k p + (-1, 1)^r \), such that \( \alpha^{-t_k} \) sends the \( X \) fiber containing \( \bar{x}_S \) to the one containing \( \alpha_S^{-t_k} \bar{x}_S \) by \( \alpha^{-m_{-t_k}} \). Especially, \( \alpha_S^{-t_k}(u \bar{x}_S) = (\alpha^{-m_{-t_k}}(u \bar{x}_S)) \). It follows from the remark at the end of §2.6 that, for all coarse Lyapunov exponents \( \chi \) on \( u \), \( \chi(m_{-t_k}) \) is of bounded distance from \( -t_k \chi(p) \), and thus tends to \(-\infty \) as \( \chi(p) < 0 \). So for \( u \in U \), \( \alpha^{-m_{-t_k}} u \to e \) as \( k \to \infty \), and

\[
\text{dist} \left( \alpha_S^{-t_k} \bar{x}_S, \alpha_S^{-t_k}(u \bar{x}_S) \right) \to 0. \quad (7.1)
\]
Multi-invariant Measures and Subsets on Nilmanifolds

By (2.12),
\[ \alpha_{m - tk}^*(\tilde{\mu}_S)_{\tilde{x}_S} \simeq (\tilde{\mu}_S)_{\tilde{\alpha}_{S}^{tk} \cdot \tilde{x}_S}; \quad (7.2) \]
\[ \alpha_{m - tk}^*(\tilde{\mu}_S)^V_{\tilde{x}_S} \simeq (\tilde{\mu}_S)^V_{\tilde{x}_S}; \quad (7.3) \]
Since \( \tilde{\alpha}_{S}^{tk} \cdot \tilde{x}_S \) and \( \tilde{\alpha}_{S}^{tk} \cdot (u \cdot \tilde{x}_S) \) belong to the set \( K \), where the leafwise measure along \( V \) is a uniform continuous function, (7.1), (7.2) and (7.3) together imply that
\[ \text{dist}_{\mathcal{M}_V^0}(\alpha_{m - tk}^*(\tilde{\mu}_S)_{\tilde{x}_S}, \alpha_{m - tk}^*(\tilde{\mu}_S)^V_{\tilde{x}_S}) \to 0. \quad (7.4) \]

Whereas, \((\tilde{\mu}_S)^V_{\tilde{x}_S}\) and \((\tilde{\mu}_S)^V_{u \cdot \tilde{x}_S}\) are supported on \( V_0 \). Similar to what happens in the proof of Proposition 6.1, due to Lemma 2.26, \( \alpha_{m - tk}|_{V_0} \) is from a fixed compact set of group automorphisms and may even be assumed to converge to some limit \( A \subset \text{Aut}(V_0) \). Then (7.4) shows
\[ (\tilde{\mu}_S)^V_{\tilde{x}_S} \simeq (\tilde{\mu}_S)^V_{u \cdot \tilde{x}_S}, \text{ whenever } u \in U, \tilde{x}_S, u \cdot \tilde{x}_S \in \Omega. \quad (7.5) \]

By taking a sequence \( \epsilon_n \to 0 \), there is a sequence \( \{\Omega_n\} \) with \( \tilde{\mu}_S(\Omega_n) \to 1 \) satisfying (7.5). \( \tilde{X}'_S = \bigcup_{n=1}^{\infty} \Omega_n \) gives us the subset we want.

By the construction (2.9), for almost every \( \eta \in [0, 1)^r \), the intersection of \( \tilde{X}'_S \) with the \( \tilde{X} \) fiber \( \{(\eta, \tilde{x}) : \tilde{x} \in \tilde{X}\} \) has full measure with respect to \( \tilde{\mu} \). Part (1) of the lemma follows immediately, thanks to (2.11).

(2) The second part of the Lemma is [EL10, Cor. 8.8].

(3) Define a neighborhood \( B \) of identity in \( VU \) by \( B = B_1^V \cdot B_1^U \). Then
\[ \alpha^{-kn} \cdot B = (\alpha^{-kn} \cdot B^V) (\alpha^{-kn} \cdot B^U). \quad (7.6) \]
Thanks to the product structure in (2), it follows that
\[ \lim_{k \to \infty} -\frac{1}{k} \log \tilde{\mu}_{\tilde{x}}^{VU}(\tilde{\alpha}^{-kn} \cdot B) = h_{\tilde{\mu}}(\tilde{\alpha}^n, V) + h_{\tilde{\mu}}(\tilde{\alpha}^n, U). \quad (7.7) \]
Observe that because \( \alpha^n \) has positive Lyapunov exponents on \( VU \), there exists a constant \( s \in \mathbb{N} \) such that \( \tilde{\alpha}^{-sn} \cdot B \subset B_1^{VU} \subset \tilde{\alpha}^{sn} \cdot B \) and thus
\[ \lim_{k \to \infty} -\frac{1}{k} \log \tilde{\mu}_{\tilde{x}}^{VU}(\tilde{\alpha}^{-kn} \cdot B) = \lim_{k \to \infty} -\frac{1}{k} \log \tilde{\mu}_{\tilde{x}}^{VU}(\tilde{\alpha}^{-kn} \cdot B_1^{VU}) \]
\[ = h_{\tilde{\mu}}(\tilde{\alpha}^n, VU). \quad (7.8) \]
Part (3) is deduced from (7.7), (7.8).

In order to apply such product properties, we have the next lemma which produces admissible pairs.
Lemma 7.4. Suppose \( \mathfrak{w} \subset \mathfrak{g} \) is a Lie subalgebra that can be written as the direct sum of coarse Lyapunov subalgebras. If there is \( p \in \mathbb{R}^r \) such that \( \chi'(p) > 0 \) for all \( \mathfrak{g}^{[x]} \subset \mathfrak{w} \), then \( \mathfrak{w} \) can be decomposed as \( \mathfrak{v} \oplus \mathfrak{u} \) where \( (\mathfrak{v}, \mathfrak{u}) \) is an admissible pair.

Proof. For each \([x']\) appearing in the decomposition of \( \mathfrak{w} \), \( p \) lies on the half-space \( \{ p : \chi'(p) > 0 \} \). The intersection of all these half-spaces is a open convex simplicial cone with finitely many faces, and \( p \) is in the interior of this cone. Fix an arbitrary face of the cone, which is itself a cone inside \( \ker \chi \) for some \( \mathfrak{g}^{[x]} \subset \mathfrak{w} \). Let \( p' \) be an arbitrary vector from the interior of this face, then the line segment \( p \to p' \) does not intersect any other cone \( \chi' \). Hence for \( \mathfrak{g}^{[x']} \subset \mathfrak{w} \), \( \chi'(p') \) is positive as \( \chi(p) \) is, unless \( \chi' = \chi \). Let \( \mathfrak{v} = \mathfrak{v}^{[x]} \) and \( \mathfrak{u} = \bigoplus_{\mathfrak{g}^{[x]} \subset \mathfrak{w}} \mathfrak{g}^{[x']} \).

Clearly \( \mathfrak{w} = \mathfrak{v} \oplus \mathfrak{u} \). We now check that \( (\mathfrak{v}, \mathfrak{u}) \) is admissible. Suppose \( \mathfrak{v}^{[x_1]} \) and \( \mathfrak{v}^{[x_2]} \) are respectively two coarse Lyapunov subspaces inside \( \mathfrak{w} \) and \( \mathfrak{u} \). Then \( \chi_1(p') \geq 0 \) and \( \chi_2(p') > 0 \). By Proposition 2.11.(3), \([\mathfrak{v}^{[x_1]}, \mathfrak{v}^{[x_2]}] \), if non-trivial, is contained in \( \mathfrak{v}^{[x_1+x_2]} \). Note \( \chi_1 \neq \chi_2 \) has positive value at \( p' \), and \([\mathfrak{v}^{[x_1]}, \mathfrak{v}^{[x_2]}] \subset \mathfrak{w} \). Thus \([\mathfrak{v}^{[x_1]}, \mathfrak{v}^{[x_2]}] \) must be inside \( \mathfrak{u} \). This verifies both (1) and (2) in Definition 7.2. Part (3) holds with respect to \( p' \).

Corollary 7.5. For all \( n \in \mathbb{Z}^r \), there is an ordering \( V^{[x_1]}, \ldots, V^{[x_l]} \) of all coarse Lyapunov subgroups inside \( \mathcal{G}^u_n \), with \( G = V^{[x_1]}V^{[x_2]} \cdots V^{[x_l]} \), such that:

1. For each \( j \), \( V^{[x_{j+1}]} \cdots V^{[x_l]} \) is a Lie subgroup and normalizes \( V^{[x_j]} \).
2. There is a subset \( \tilde{X}' \subset \tilde{X} \) with \( \tilde{\mu} (\tilde{X}') = 1 \), such that for all \( \tilde{x} \in \tilde{X}' \), \( \tilde{\mu}^{G_n \tilde{x}} \) is proportional to \( \tilde{\mu}^{V^{[x_1]} \cdots V^{[x_l]}} \tilde{\mu}^{V^{[x_1]} \cdots V^{[x_l]}} \) by which we mean the pushforward of \( \tilde{\mu}^{V^{[x_1]} \cdots V^{[x_l]}} \tilde{\mu}^{V^{[x_1]} \cdots V^{[x_l]}} \) by \( (v_1, \ldots, v_l) \mapsto v_1 \cdots v_l \).
3. \( h\tilde{\mu} (\tilde{\alpha}^n | \mathcal{B}_Y) = \sum_{i=1}^l h\tilde{\mu} (\tilde{\alpha}^n, V^{[x_i]} \).

Proof. Start with \( u_0 = \mathfrak{g}^u_n \) and repeat applying Lemma 7.4. We get admissible splittings \( u_0 = \mathfrak{v}^{[x_1]} \oplus \mathfrak{u}_1, \mathfrak{u}_1 = \mathfrak{v}^{[x_2]} \oplus \mathfrak{u}_2, \ldots \). Let \( U_j = \exp \mathfrak{u}_j \). Then \( U_j = V^{[x_{j+1}]} \cdots V^{[x_l]} \) and normalizes \( V^{[x_j]} \), which proves (1). By Lemma 7.3, \( \tilde{\mu}^{U_j} \propto \tilde{\mu}^{V^{[x_{j+1}]} \cdots V^{[x_l]}} \tilde{\mu}^{U_{j+1}} \). Part (2) follows immediately by iterating this. Given Proposition 2.21.(2), Part (3) is a repeated application of Lemma 7.3.(3).

7.2. Fibrating the action. In this part we construct a new measure-preserving system, which is essentially a fibration of \((\tilde{X}, \tilde{\alpha}, \mathcal{B}_\tilde{X})\) with
respect to values of the map \( \tilde{x} \mapsto \tilde{\mu}_x^V \) for some coarse Lyapunov subgroup \( V \).

By assumption in Theorem 3.1 \( \tilde{X} \) has positive entropy for some \( n \) unless \( X \) is trivial. By Corollary 7.5, this in particular implies there is at least one non-trivial coarse Lyapunov subgroup \( V^{[\chi]} \) with positive entropy contribution \( h_\mu(\tilde{\alpha}^n, V^{[\chi]}) \) for at least one \( n \in \mathbb{Z}^r \).

Suppose \([\chi']\) is another homothety class of exponents appearing in the coarse Lyapunov decomposition such that \( \chi' \) is not negatively proportional to \( \chi \). Then \( \ker \chi' \cap \ker \chi \) is a proper subspace in \( \ker \chi \). Since there are only finitely many choices of \([\chi']\), there is \( p \in \ker \chi \) such that \( \chi'(p) \neq 0 \) for all \([\chi']\)'s that are non-proportional to \([\chi]\).

Let \( u = \bigoplus_{[\chi']: \chi'(p) > 0} v^{[\chi']} \) and \( s = \bigoplus_{[\chi']: \chi'(p) < 0} v^{[\chi']} \). Then by Proposition 2.11.(3), \( u \) and \( s \) are Lie subalgebras.

**Lemma 7.6.** Given \( p \in \mathbb{R}^r \) as above, let \( \theta > 0 \) be any constant less than \( \min \chi'(\frac{p}{\|p\|}) \) where the minimum is taken over all \( \chi' \)'s with \( V^{\chi'} \) appearing in the Lyapunov decomposition and \( \chi'(p) > 0 \).

Then for any \( \epsilon > 0 \), one can pick \( m \in \mathbb{Z}^r \) such that

1. \( 0 < \chi'(m) < \epsilon |m| \) for all non-trivial Lyapunov subspace \( v^{\chi'} \subset V^{[\chi]} \);
2. \( \chi'(m) > \theta |m| \) for all non-trivial Lyapunov subspace \( v^{\chi'} \subset u \);
3. \( \chi'(m) < 0 \) for all non-trivial Lyapunov subspace \( v^{\chi'} \subset s \).

**Proof.** It is enough to pick \( m \) sufficiently close to the line \( \mathbb{R}p \), on the correct side of \( \ker \chi \). \( \square \)

We fix the choice of \( m \) from now on in this section.

Thanks to the choice of \( p \), any Lyapunov subspace \( V^{\chi'} \) is either in \( u \) or \( s \), or such that \( \chi' \) is proportional to \( \chi \). It is thus easy to see that \( g^u_m = v^{[\chi]} \oplus u \). Furthermore, Lemma 2.11.(3) implies that \([v^{[\chi]}, u] \subset u \).

For simplicity, write \( v = v^{[\chi]} \), \( V = V^{[\chi]} \) and \( U = \exp u \). Let \( V_0 \subset V \) be the \( \tilde{\alpha}^n \)-isometric subgroup and \( v_0 \) be the corresponding Lie sub-algebra.

Then the unstable subgroup \( G^u_m = Vu \) and \( V \) normalizes \( U \). Moreover \((v, u)\) is an admissible pair via \( p \). By Lemma 7.3, there is a subset \( \bar{X}' \subset \bar{X} \) with \( \tilde{\mu}(\bar{X}') = 1 \), such that if \( u \in U \) and \( \bar{x}, \bar{u}, \bar{x} \in \bar{X}' \), then \( \tilde{\mu}_x^V = \tilde{\mu}_x^\bar{\alpha}^n \).

By replacing \( \bar{X}' \) with \( \bigcap_{n \in \mathbb{Z}^r} \tilde{\alpha}^n \bar{X}' \) one may assume \( \bar{X}' \) is \( \tilde{\alpha} \)-invariant.

Let \( U' \) be the smallest \( \sigma \)-algebra that renders the map \( \bar{x} \mapsto \tilde{\mu}_x^V \) from \( \bar{X} \) to \( \mathcal{M}_1^0(V) \) measurable. Keep in mind that, points in \( \mathcal{M}_1^0(V) \) are equivalence classes of positive proportional measures.
Corollary 7.7. There is a countably generated, \( \tilde{\alpha} \)-invariant \( \sigma \)-algebra \( \mathcal{U} \) on \( \tilde{X} \), such that:

1. \( \mathcal{U} \) is equivalent to \( \mathcal{U}' \) modulo \( \mu \)-null sets;
2. Each \( \mathcal{U} \)-atom is a union of full \( U \)-leaves.

Proof. \( \mathcal{U}' \) is countably generated since \( \tilde{x} \mapsto \tilde{\mu}_x \) maps into the compact metric space \( \mathcal{M}_0^1(V) \). By Lemma 2.18, \( \mathcal{U}' \) is \( \tilde{\alpha} \)-invariant.

By the lemma, for all \( \tilde{x} \) and \( A \in \mathcal{U}' \), \( \tilde{\mu}(\tilde{x}) \cap \tilde{X}' \) completely lies in either \( A \) or \( A^c \).

One can take a countable generating family \( A_i' \) of \( \mathcal{U}' \), and modify each \( A_i' \) to get a new set \( A_i = \tilde{x} \cap A_i' \). Then by the property above and the fact that \( \tilde{X}' \) has full measure, \( \tilde{\mu}(A_i) = \tilde{\mu}(A_i' \cap \tilde{X}') = \tilde{\mu}(A_i') \). In addition, this modification preserves the set-theoretic relations between the sets.

It suffices to take \( \mathcal{U} \) to be the \( \sigma \)-algebra generated by the \( A_i \)'s. □

Let \( \beta_U : \mathbb{Z}^r \curvearrowright Y_U \) be a continuous realization of the factor with respect to \( \mathcal{U} \), that is, a compact metric space equipped with a continuous \( \mathbb{Z}^r \)-action such that \( (Y_U, \beta_U, \mathcal{B}_Y) \) is isomorphic to the dynamical system \( (\tilde{X}, \tilde{\alpha}, \mathcal{U}) \). Denote by \( \phi : \tilde{X} \mapsto Y_U \) the corresponding conjugacy.

Write \( \tilde{X}_U = \tilde{X} \times Y_U = X \times Y \times Y_U \) and \( \tilde{\alpha}_U = \tilde{\alpha} \times \beta_U = \alpha \times \beta \times \beta_U \).

Remark that, while working with the action \( \tilde{X}_U \) we are still within the product scheme introduced at the beginning of §3, with \( (Y, \beta) \) being replaced with \( (Y \times Y_U, \beta \times \beta_U) \).

The map \( \Phi : \tilde{X} \mapsto \tilde{X}_U \), \( \Phi(\tilde{x}) = (\tilde{x}, \phi(\tilde{x})) \) intertwines the actions \( \tilde{\alpha} \) and \( \tilde{\alpha}_U \). Let \( \tilde{\mu}_U \) be the pushforward of \( \tilde{\mu} \) by \( \Phi \), which is invariant and ergodic under \( \tilde{\alpha}_U \). Constructions in §2 such as leafwise measures all work for \( \tilde{\mu}_U \) as well.

Notice that \( \Phi \) is injective and is hence just an isomorphism between \( \tilde{X} \) and \( \Phi(\tilde{X}) \).

Our first observation is that, since \( \mathcal{U} \) does not break \( U \)-leaves. The leafwise structures along \( U \) are preserved under the map \( \Phi \).

Lemma 7.8. For \( \tilde{\mu} \)-almost every \( \tilde{x} \), \( \tilde{\mu}_x^U = (\tilde{\mu}_U)^{\Phi(\tilde{x})} \).

Proof. Let \( \mathcal{A} \) be a \( U \)-subordinate \( \sigma \)-algebra on \( \tilde{X} \), which exists by Lemma 2.23. Let \( \Phi_*(\mathcal{A}) \) be the \( \sigma \)-algebra generated by the images of \( \mathcal{A} \)-measurable sets and the complement \( \tilde{X}_U \setminus \Phi(\tilde{X}) \).

If two \( \tilde{\mu} \)-generic points \( \tilde{x}, \tilde{y} \) are in the same \( \mathcal{A} \)-atom, then \( \tilde{y} = u.\tilde{x} \) for some \( u \) from a bounded neighborhood of identity in \( U \), and hence they are in the same \( \mathcal{U} \)-atom. Thus \( \phi(\tilde{x}) = \phi(\tilde{y}) \) and

\[
\Phi(\tilde{y}) = (u.\tilde{x}, \phi(\tilde{x})) = u.\Phi(\tilde{x}).
\] (7.9)
Therefore, for \( \tilde{\mu} \)-almost every \( \tilde{x} \), the image of \( [\tilde{x}]_A \) by \( \Phi \), which is just \( [\Phi(\tilde{x})]_{\Phi_*A} \), is still a bounded neighborhood in \( U \)-leaves. Thus \( \Phi_*A \) is \( U \)-subordinate with respect to \( \tilde{\mu}_{U} \). (Recall that by Definition 2.16, being subordinate is an almost everywhere property with respect to a measure.)

With this, the lemma is deduced from Proposition 2.17.(3) and relation (7.9).

\[ \square \]

One can also comment about the leafwise structure of \( \tilde{\mu} \) along \( V \).

**Lemma 7.9.** \( \tilde{\mu}_{U} \) has isometric support along \( V \).

**Proof.** Let \( A \) be a \( V \)-subordinate \( \sigma \)-algebra on \( \tilde{X} \), instead. Then \( A_U = A \times B_{Y_U} \) is a \( V \)-subordinate, \( \tilde{\sigma}_U \)-increasing \( \sigma \)-algebra on \( \tilde{X}_U \). As \( \Phi = Id \times \tilde{\phi}, \Phi^{-1}(A_U) = A \vee \phi^{-1}(B_{Y_U}) = A \cup U \). So for \( \tilde{\mu} \)-almost every \( \tilde{x} \),

\[
(\tilde{\mu}_{U}^\phi)^A_{\Phi(\tilde{x})} = (\Phi_*\tilde{\mu}^\phi)^A_{\Phi(\tilde{x})} = \Phi_* (\tilde{\mu}^\phi \mu_{A \cup U}).
\]

Because \( \tilde{\mu} \) has isometric support along \( V \), \( supp \tilde{\mu}_x^A \subset supp \tilde{\mu}_{\tilde{x}}^A \subset V_0.\tilde{x} \). And therefore \( supp(\tilde{\mu}_{U}^\phi)^A_{\Phi(\tilde{x})} \subset \Phi(V_0.\tilde{x}) \). Thus, every point in \( supp(\tilde{\mu}_{U}^\phi)^A_{\Phi(\tilde{x})} \) can be written as \( \tilde{y}, \phi(\tilde{y}) \) where \( \tilde{y} \in V_0.\tilde{x} \). Since \( A_U \) refines \( B_{Y_U} \), \( \phi(\tilde{y}) \) must coincide with \( \phi(\tilde{x}) \) in \( U \). Thus \( (\tilde{y}, \phi(\tilde{y})) = (v.\tilde{x}, \phi(\tilde{x})) \) with \( v \in V_0 \), and therefore \( supp(\tilde{\mu}_{U}^\phi)^A_{\Phi(\tilde{x})} \subset V_0.\Phi(\tilde{x}) \).

So for \( \tilde{\mu}_{U} \)-almost every point \( \tilde{x}_U \), \( supp(\tilde{\mu}_U)^A_{\tilde{x}_U} \subset V_0.\tilde{x}_U \) as \( \tilde{x}_U \) can almost surely be written as \( \Phi(\tilde{x}) \) for some \( \tilde{\mu} \)-generic point \( \tilde{x} \). By Proposition 2.17.(3), \( (\tilde{\mu}_U)^Y_{\tilde{x}_U} \) is almost surely supported on \( V_0.\tilde{x}_U \). By the same recurrence argument involving coarser and coarser \( V \)-subordinate \( \sigma \)-algebras \( \alpha^{kn} \) as in the proof of Lemma 2.18, one can deduce that \( (\tilde{\mu}_U)^Y_{\tilde{x}_U} \) is completely supported on \( V_0.\tilde{x}_U \) for almost every \( \tilde{x}_U \).

\[ \square \]

**7.3. Entropy comparison.** Consider all non-trivial algebraic factor actions \( \alpha|_\Sigma : \Sigma \curvearrowright X_0 \) of the action \( \alpha|_\Sigma \) on \( \tilde{X} \), where \( \Sigma \) is any finite index subgroup of \( \mathbb{Z}^+ \). Let \( \tilde{X}_0 = X_0 \times Y \) and \( \alpha|_\Sigma, \tilde{\alpha}|_\Sigma \) be defined accordingly on \( X_0 \) and \( \tilde{X}_0 \). Let \( \tilde{\mu}_0 \) be the projection of \( \tilde{\mu} \) to \( \tilde{X}_0 \), which also descends from the measure \( \tilde{\mu} \) on \( \tilde{X} \).

Without loss of generality, we may assume \( m \in \Sigma \) by replacing it with a positive integer multiple of itself if necessary, this would not effect the properties required in Lemma 7.6.

The aim of this part is to compare entropies of \( \tilde{\alpha}^m \) and \( \alpha^m|_U \). For this purpose we need \( \tilde{\alpha}|_\Sigma \)-ergodic measures to work with.

Since \( \Sigma \) has finite index, \( \tilde{\mu} \) has a finite ergodic decomposition \( \tilde{\mu} = \frac{1}{N} \sum_{i=1}^N \tilde{\mu}^i \) where the \( \tilde{\mu}^i \)'s are distinct, ergodic under \( \tilde{\alpha}|_\Sigma \) and transitively permuted among themselves by \( \tilde{\alpha} \). Denote \( \tilde{\mu}^i_U = \Phi_* \tilde{\mu}^i \). Let \( \tilde{\mu}^i \)}
and \( \tilde{\mu}^i_0 \) respectively be the projections of \( \tilde{\mu}^i \) to \( \tilde{X} \) and \( \tilde{X}_0 \), and let \( \tilde{\mu}^i_{0,U} \) be the projection of \( \tilde{\mu}^i_U \) to \( \tilde{X}_0 \times Y_U = X_0 \times Y \times Y_U \).

**Lemma 7.10.** For each \( i \), there is an ergodic \( \beta|_\Sigma \)-invariant probability measure \( \nu^i \) on \( Y \) such that \( \tilde{\mu}^i = m_{\tilde{X}} \times \nu^i \) and \( \tilde{\mu}^i_0 = m_{X_0} \times \nu^i \).

*Proof.* As \( \tilde{\mu} \) is equal to \( m_X \times \nu \) by (3.1), the statement about \( \tilde{\mu} \) is just Corollary 2.8.(2). Projecting to \( \tilde{X}_0 \), the second claim follows. \( \square \)

Since each \( \tilde{\mu}^i \) has positive weight in the decomposition of \( \tilde{\mu} \), every \( \tilde{\mu} \)-null set is also a \( \tilde{\mu}^i \)-null set. Hence the \( \sigma \)-algebras \( A \) in the proof of Lemma 7.8 is also \( U \)-subordinate with respect to \( \tilde{\mu}^i \), and similarly \( \Phi_*A \) is \( U \)-subordinate to \( \tilde{\mu}^i_U \). So, the same argument yields

**Lemma 7.11.** For \( \tilde{\mu}^i \)-almost every \( \tilde{x} \), \( \tilde{\mu}^i_U \big| \tilde{X}_0^i (\tilde{x}) \subseteq \tilde{\mu}^i_U \big| \tilde{X}_0 \).

\( \tilde{\mu}^i \) inherits the isometric property of \( \tilde{\mu} \) as well.

**Lemma 7.12.** \( \tilde{\mu}^i \) has isometric support along \( V \).

*Proof.* Let \( A \) be an arbitrary \( V \)-subordinate \( \sigma \)-algebra with respect to \( \tilde{\mu} \), then it is also a \( \tilde{\mu} \)-subordinate with respect to \( \tilde{\mu}^i \). And for \( \tilde{\mu}^i \)-almost every \( \tilde{x} \), \( \tilde{\mu}^i \big| \tilde{x} \big) \subseteq m_{\tilde{X}} \). By Proposition 2.17.(3), this implies that for \( \tilde{\mu}^i \)-almost every \( \tilde{x} \), \( \text{supp}(\tilde{\mu}^i)_{\tilde{x}} \subseteq \text{supp} \tilde{\mu}^i_{\tilde{x}} \), which is contained in \( V_0 \).

Using the lemmas above, we are ready to link entropies in the two different spaces \( \tilde{X} \) and \( \tilde{X}_U \).

**Lemma 7.13.** Let \( \epsilon > 0 \) and \( \mathbf{m} \in \Sigma \) be as in Lemma 7.6. Then

\[
h_{\tilde{\mu}^i_U} (\tilde{\alpha}^m_U | \mathcal{B}_{Y \times Y_U}) > h_{\tilde{\mu}^i} (\tilde{\alpha}^m | \mathcal{B}_Y) - (\dim V)\epsilon | \mathbf{m} |.
\]

*Proof.* By Proposition 2.21.(2) and Lemma 7.11, \( h_{\tilde{\mu}^i_U} (\tilde{\alpha}^m_U, U) = h_{\tilde{\mu}^i} (\tilde{\alpha}^m, U) \).

It follows that

\[
h_{\tilde{\mu}^i} (\tilde{\alpha}^m | \mathcal{B}_{Y \times Y_U}) \geq h_{\tilde{\mu}^i} (\tilde{\alpha}^m, U). \tag{7.10}
\]

On the other hand, as \( \tilde{\mu}^i \) has isometric support along \( V \) and \( (\mathbf{v}, \mathbf{u}) \) is admissible. By Lemma 7.3.(3),

\[
h_{\tilde{\mu}^i} (\tilde{\alpha}^m | \mathcal{B}_Y) = h_{\tilde{\mu}^i} (\tilde{\alpha}^m, V) + h_{\tilde{\mu}^i} (\tilde{\alpha}^m, U). \tag{7.11}
\]

Comparing (7.10) and (7.11), it is clear that to prove the lemma one only needs

\[
h_{\tilde{\mu}^i} (\tilde{\alpha}^m, V) < (\dim V)\epsilon | \mathbf{m} |. \tag{7.12}
\]

Using Proposition 2.21.(3), we see \( h_{\tilde{\mu}^i} (\tilde{\alpha}^m, V) \leq \log | \det \tilde{\alpha}^m | \mathbf{v} |. \) By the choice of \( \mathbf{m} \) in Lemma 7.6, all eigenvalues of \( \alpha^m | \mathbf{v} \) are less than \( \exp(\epsilon | \mathbf{m} |) \). Hence (7.12) is verified. \( \square \)
Lemma 7.14. If \( m \in \Sigma \) and \( \theta > 0 \) are as in Lemma 7.6, then \( h_{\tilde{\rho}_0}(\tilde{\alpha}^m|B_Y) \geq \theta|m| \).

Proof. \( X_0 \) inherits from \( X \) the property that, for any finite index subgroup \( \Sigma' \), there is no \( \alpha|\Sigma' \)-equivariant algebraic factor on which the action is virtually cyclic. In the Lyapunov decomposition on \( X_0 \), by Corollary 2.15, not all the Lyapunov exponents are proportional to \( \chi \). Thanks to the choice of \( p \), these exponents do not all vanish at \( p \). Furthermore, since the action is by nilmanifold automorphisms, which are volume preserving, the sum of the exponents is identically zero. Hence there must be exponents of both positive and negative values at \( p \). In particular, there is at least one exponent \( \chi' \) from \( u \) that also appears in the Lyapunov decomposition on \( X_0 \). By Lemma 7.6, \( \chi'(m) > \theta|m| \).

\[ h_{\tilde{\rho}_0}(\tilde{\alpha}^m|B_Y) \] is at least the entropy contribution \( h_{\tilde{\rho}_0}(\tilde{\alpha}^m|G_0|) \) of the Lyapunov subgroup \( V_0^{\chi'} \subset G_0 \). However, by Lemma 7.10, \( \tilde{\rho}_0 \) is the product of the Lebesgue measure \( m_{X_0} \) on \( X_0 \) with some measure \( \nu \) on \( Y \). In particular, the leafwise measure \( (\tilde{\rho}_0|\tilde{\mu}_{0,l}) \) is the Haar measure for almost every \( \tilde{x}_0 \in \tilde{X}_0 \). It follows that \( h_{\tilde{\rho}_0}(\tilde{\alpha}^m, V_0^{\chi'}) \geq \dim V_0^{\chi'} \cdot \chi'(m) \geq \theta|m| \). The proof is complete. \( \square \)

Corollary 7.15. If \( (\dim V)\epsilon < \theta \) then \( h_{\tilde{\rho}_0|\tilde{\mu}_{0,l}}(\tilde{\alpha}^m|B_{Y \times \tilde{U}_l}) > 0 \).

Proof. We have the following diagram that interwines actions \( \tilde{\alpha}|\Sigma \) on the left column and \( \tilde{\alpha}|\Sigma \) on the right column:

\[
\begin{array}{c}
\tilde{X}, \tilde{\mu}^i \rightarrow \tilde{X}_U, \tilde{\mu}_U^i \\
\downarrow \quad \downarrow \\
(\tilde{X}_0, \tilde{\mu}_0^i) \quad (\tilde{X}_0U, \tilde{\mu}_{0U}^i)
\end{array}
\] (7.13)

If we identify factor maps between dynamical systems with inclusions between action-invariant \( \sigma \)-algebras, then the diagram is equivalent to:

\[
\begin{array}{c}
(\tilde{X}, B_X \vee B_Y, \tilde{\mu}^i) \rightarrow (\tilde{X}, B_X \vee B_Y, \tilde{\mu}^i) \\
\downarrow \quad \downarrow \\
(\tilde{X}, B_{X_0} \vee B_Y, \tilde{\mu}^i) \quad (\tilde{X}, B_{X_0} \vee B_Y, \tilde{\mu}_{0U}^i)
\end{array}
\] (7.14)

Here by \( B_{X_0}, B_X \) and \( B_Y \) are all viewed as \( \sigma \)-subalgebras of \( B_{\tilde{X}} = B_X \vee B_Y \). Note that in the upper-right corner of the diagram, \( B_{X_0} \vee B_Y \vee \tilde{U}_l \) is actually just \( B_X \times B_Y \), which corresponds to the fact that \( \Phi \) is an isomorphism between \( \tilde{\mu} \) and \( \tilde{\mu}_{0U} \).
Using Abramov-Rokhlin formula, what was proved in Lemmas 7.13 and 7.14 can be respectively written as:

\[ h_{\bar{\mu}}(\tilde{\alpha}m|B_Y \cup U) > h_{\bar{\mu}}(\tilde{\alpha}m|B_Y) - (\dim V)\epsilon|m|; \quad (7.15) \]

\[ h_{\bar{\mu}}(\tilde{\alpha}m|B_Y) - h_{\bar{\mu}}(\tilde{\alpha}m|B_{X_0} \cup B_Y) > \theta|m|. \quad (7.16) \]

Adding the two inequalities yields

\[ h_{\bar{\mu}}(\tilde{\alpha}m|B_Y \cup U) - h_{\bar{\mu}}(\tilde{\alpha}m|B_{X_0} \cup B_Y) > (\theta - (\dim V)\epsilon)|m| > 0. \quad (7.17) \]

Again by Abramov-Rokhlin formula,

\[ h_{\bar{\mu}_U}(\tilde{\alpha}m|B_{Y \times Y_U}) = h_{\bar{\mu}}(\tilde{\alpha}m|B_Y \cup U) - h_{\bar{\mu}}(\tilde{\alpha}m|B_{X_0} \cup B_Y \cup U) \]

\[ \geq h_{\bar{\mu}}(\tilde{\alpha}m|B_Y \cup U) - h_{\bar{\mu}}(\tilde{\alpha}m|B_{X_0} \cup B_Y) > 0, \quad (7.18) \]

which is the corollary.

7.4. Getting invariance. We can now conclude the proof of Proposition 7.1.

Proof of Proposition 7.1. Recall that, in Lemma 7.6 the constant \( \theta \) is independent of the choice of \( \epsilon \). Hence by choosing \( \epsilon < \frac{\theta}{\dim X} \), Corollary 7.15 becomes applicable to all non-trivial \( \tilde{\alpha}|_{\Sigma} \)-equivariant algebraic factors \( X_0 \) of \( \tilde{X} \), where \( \Sigma \) is any finite index subgroup. Any such factor, being also non-trivial factors of \( X \), is equipped with an induced action with rank at least 2 by assumption (2) of Theorem 3.1, and positive entropy with respect to (possibly some integer multiple of) \( m \) by the corollary. Therefore the assumptions in Theorem 3.1 hold for \((\tilde{\alpha}_U, \tilde{X}_U, \tilde{\mu}_U)\), where \( \tilde{X}_U = \tilde{X} \times Y_U = \tilde{X} \times Y \times Y_U \) and \( \tilde{\mu}_U \) is the projection of \( \tilde{\mu}_U \).

As \( \dim \tilde{X} < \dim X \), by inductive hypothesis \( \tilde{\mu}_U \) is the Haar measure \( m_X \) in the \( \tilde{X} \) component. In particular,

\[ h_{\bar{\mu}_U}(\tilde{\alpha}m|B_{Y \times Y_U}) = h_{m_X}(\alpha m) = h_{\bar{\mu}}(\tilde{\alpha}m|B_Y). \quad (7.19) \]

On one hand, by assumption (1) in Proposition 7.1,

\[ h_{\bar{\mu}}(\tilde{\alpha}m|B_Y) = h_{\bar{\mu}}(\tilde{\alpha}m|B_Y) + h_{\bar{\mu}}(\tilde{\alpha}m|B_{\tilde{X}_U}) = h_{m_X}(\alpha m) + 0 \]

\[ = h_{m_X}(\alpha m). \quad (7.20) \]

On the other hand,

\[ h_{\bar{\mu}}(\tilde{\alpha}m|B_Y) = h_{\bar{\mu}}(\tilde{\alpha}m|B_Y \times Y_U) \geq h_{\bar{\mu}}(\tilde{\alpha}m|B_{Y \times Y_U}) \]

\[ \geq h_{\bar{\mu}_U}(\tilde{\alpha}m|B_{Y \times Y_U}) = h_{m_X}(\alpha m). \quad (7.21) \]

Here the first equality is because \( \Phi \) is a measure-theoretic isomorphism between \((\tilde{X}, \bar{\mu})\) and \((\tilde{X}_U, \bar{\mu}_U)\) preserving the \( Y \) component. The last inequality is because entropy cannot increase on a factor.
Comparing with (7.20), we see that both inequalities in (7.21) must be equalities. In particular, \( h_{\tilde{\mu}}(\tilde{\alpha}^m|\mathcal{B}_Y) = h_{\tilde{\mu}_U}(\tilde{\alpha}^m|\mathcal{B}_{Y \times Y_U}) \).

As \( \tilde{\mu} \) and \( \tilde{\mu}_U \) both have isometric supports along \( V \), by Lemma 7.3 the equation above can be rewritten as

\[
h_{\tilde{\mu}}(\tilde{\alpha}^m, V) + h_{\tilde{\mu}}(\tilde{\alpha}^m, U) = h_{\tilde{\mu}_U}(\tilde{\alpha}^m, V) + h_{\tilde{\mu}_U}(\tilde{\alpha}^m, U). \tag{7.22}
\]

But by (7.11), the two contributions along \( U \) coincide, thus so do the two contributions along \( V \). Recall that, by our assumption, \( V \) has positive entropy contribution \( h_{\tilde{\mu}}(\tilde{\alpha}^n, V) \) for some \( n \) where \( V \subset G_n^\mathbb{Z} \). By Lemma 2.22, \( h_{\tilde{\mu}_U}(\tilde{\alpha}^m, V) = h_{\tilde{\mu}}(\tilde{\alpha}^m, V) > 0 \).

By Proposition 2.21.(1), the leafwise measure \( (\tilde{\mu}_U)^Y_{\tilde{\mu}} \) is not the atomic mass \( \delta_n \) at identity for a positive portion of \( \tilde{x}_U \in \tilde{X}_U \) with respect to \( \tilde{\mu}_U \). By Lemma 2.18, this property is preserved by the action \( \tilde{\alpha}_{U} \), hence must hold \( \tilde{\mu}_U \)-almost everywhere because of ergodicity. Or equivalently, \( (\tilde{\mu}_U)^Y_{\tilde{\mu}}(\{e\}) = 0 \) almost everywhere with respect to \( \tilde{\mu} \). Let \( A_U \) be a \( V \)-subordinate \( \sigma \)-algebra on \( \tilde{X}_U \), then \( (\tilde{\mu}_U)^{A_U}_{\Phi(\tilde{x})}(\{\Phi(\tilde{x})\}) = 0 \) for \( \tilde{\mu} \)-almost every \( \tilde{x} \).

On the other hand, by the construction given in Corollary 7.7, if \( \tilde{x}, \tilde{x}' \in \tilde{X}' \) and \( [\tilde{x}]_U = [\tilde{x}']_U \), then \( \tilde{\mu}^V_{\tilde{x}} \simeq \tilde{\mu}^V_{\tilde{x}'} \), where \( \tilde{X}' \subset \tilde{X} \) is some fixed set of full measure. Furthermore, we may require that \( \tilde{X}' \) is contained in the set \( \tilde{X}^* \) in Proposition 2.17.(2).

Since \( \tilde{\mu}_U(\Phi(\tilde{X}')) = 1 \), \( \tilde{\mu}_{\Phi(\tilde{x})}(\Phi(\tilde{X}')) = 1 \) for almost every \( \tilde{x} \). Therefore, for almost every \( \tilde{x} \) (which may be required to belong to \( \tilde{X}' \)), there exists \( \tilde{x}_U' \in [\Phi(\tilde{x})]_{A_U} \setminus \{\Phi(\tilde{x})\} \) with \( \tilde{x}_U' \in \Phi(\tilde{X}') \).

Fix \( \tilde{x}' \in \tilde{X}' \) with \( \Phi(\tilde{x}') = \tilde{x}_U' \). Then

\[
(\tilde{x}', \phi(\tilde{x}')) = \Phi(\tilde{x}') = v.\Phi(\tilde{x}) = (v.\tilde{x}, \phi(\tilde{x})) \tag{7.23}
\]

for some non-trivial \( v \in V \). So \( \tilde{x} \) and \( \tilde{x}' \) satisfy:

1. both belong to \( \tilde{X}' \);
2. \( \phi(\tilde{x}') = \phi(\tilde{x}) \), in other words, \( [\tilde{x}']_U = [\tilde{x}]_U \);
3. \( \tilde{x}' = v.\tilde{x} \).

The first two properties imply \( \tilde{\mu}^V_{\tilde{x}} \simeq \tilde{\mu}^V_{\tilde{x}'} \), and the last one yields \( \tilde{\mu}^V_{\tilde{x}} \simeq (\tau_v)_* \tilde{\mu}^V_{\tilde{x}'} \), by Proposition 2.17.(2). Therefore, \( \tilde{\mu}^V_{\tilde{x}} \simeq (\tau_v)_* \tilde{\mu}^V_{\tilde{x}'} \), as Proposition 7.1 claims. \( \square \)

8. CONSEQUENCE OF TRANSLATIONAL INVARIANCE

This section is devoted to establish:

**Proposition 8.1.** In the settings of Theorem 3.1, if Property 3.2 holds, then there is a finite index subgroup \( \Sigma \subset \mathbb{Z}' \), such that in the ergodic decomposition \( \tilde{\mu} = \frac{1}{N} \sum_{i=1}^N \tilde{\mu}_i \) of \( \tilde{\mu} \) under the restricted action \( \alpha|_{\Sigma} \),
for each ergodic component $\tilde{\mu}$, there is a non-trivial normal rational subgroup $L^i \subset G$ that is invariant under $\alpha|_{\Sigma}$, such that $\tilde{\mu}$ is invariant under left translations by $L^i$.

To prove Proposition 8.1, we begin with an argument from [BQ13, §8], then use facts about algebraic groups.

8.1. Decomposition into Ratner measures. Let $\tilde{X}$, $\tilde{\alpha}$, $\tilde{\mu}$ and $\mathfrak{n}$ be as in §3.1, and $V^{[\chi]}$ be the coarse Lyapunov subgroup in Property 3.2. As $\chi \neq 0$, we can fix $\mathfrak{n} \in \mathbb{Z}'$ with $\chi(\mathfrak{n}) > 0$, or in other words, $V^{[\chi]} \subset G_{\mathfrak{n}}^u$. Again, we denote $V^{[\chi]}$ by $V$ and $V^{[\chi]}$ by $\mathfrak{v}$ for simplicity.

Define a subgroup of $V$ at $\tilde{\mu}$-almost every $\tilde{x} \in \tilde{X}$ by

$$V_{\tilde{x}} = \{v \in V : (\tau_v)_* \tilde{\mu}_{\tilde{x}}^V \simeq \tilde{\mu}_{\tilde{x}}^V\},$$

and let $\mathfrak{v}_{\tilde{x}} = \{\log v : v \in V_{\tilde{x}}\} \subset \mathfrak{v}$. In other words, $V_{\tilde{x}}$ is the stabilizer of $\tilde{\mu}_{\tilde{x}}^V$ in $\mathcal{M}_0^\alpha(V)$ with respect to right translations. In particular, $V_{\tilde{x}}$ is a closed subgroup. It is non-trivial by Property 3.2, which we assume throughout this section.

It follows from the equivariance property in Lemma 2.18 that

$$\alpha^n V_{\tilde{x}} = V_{\tilde{x} \alpha^n},$$

for $\tilde{\mu}$-a.e. $x$. (8.2)

**Lemma 8.2.** For $\tilde{\mu}$-almost every $\tilde{x} \in \tilde{X}$, $V_{\tilde{x}}$ is connected.

**Proof.** Assume the opposite, then $V_{\tilde{x}}$ is disconnected, and denote by $\mathfrak{v}_{\tilde{x},0}$ its identity component. The function $l(\tilde{x}) := \inf_{\mathfrak{v} \in \mathfrak{v}_{\tilde{x},0}} \|w\|$ is positive at a $\tilde{\mu}$-positive portion of $\tilde{x}$. In particular, there is some $M > 0$ such that $\tilde{X}_M = \{\tilde{x} : M < l(\tilde{x}) \leq 2M\}$ has positive measure. Moreover, by our assumption, $l(\tilde{x}) < \infty$ almost everywhere. By (8.2),

$$l(\tilde{\alpha}^{kn}x) = \inf_{w \in \mathfrak{v}_{\tilde{x},0}} \|\alpha^{kn}w\|. (8.3)$$

As $V \subset G_{\mathfrak{n}}^u$, $\|\alpha^{-kn}\| \to 0$, as $k \to \infty$. Thus for almost all $\tilde{x}$ with $l(\tilde{x}) > 0$, $\frac{l(\tilde{\alpha}^{-kn} \tilde{x})}{l(\tilde{x})}$ decays uniformly to 0 as $k$ grows. In particular, for sufficiently large $k$, $\tilde{\alpha}^{-kn} \tilde{X}_M$ is disjoint from $\tilde{X}_M$, which violates Poincaré's recurrence theorem. So $V_{\tilde{x}}$ must be connected. \hfill \Box

Therefore $V_{\tilde{x}} = \exp \mathfrak{v}_{\tilde{x}}$ with $\mathfrak{v}_{\tilde{x}}$ being a Lie subalgebra in $\mathfrak{v}$.

We emphasize that Property 3.2 is only invariance in a proportional sense and is weaker than actual invariance $\tilde{\mu}_{\tilde{x}}^V = (\tau_v)_* \tilde{\mu}_{\tilde{x}}^V$. We now show that the two are in fact equivalent.

**Lemma 8.3.** For $\tilde{\mu}$-almost every $\tilde{x}$ and all $v \in V_{\tilde{x}}$, $(\tau_v)_* \tilde{\mu}_{\tilde{x}}^V = \tilde{\mu}_{\tilde{x}}^V.$

Proof. By definition of the relation \(\simeq\), there is a continuous function \(\hat{\rho}_\tilde{x}: V_{\tilde{x}} \mapsto \mathbb{R}_+\) such that for almost every \(\tilde{x}\) and \(v \in V_{\tilde{x}}\), \((\tau_v)_* \hat{\rho}_\tilde{x}^V = \hat{\rho}_\tilde{x}(v) \hat{\rho}_\tilde{x}^V\). One see easily that \(\hat{\rho}_\tilde{x}\) is a group morphism into the multiplicative group \(\mathbb{R}_+\). Let \(\rho_\tilde{x}: v_{\tilde{x}} \mapsto \mathbb{R}\) be the Lie algebra morphism given by the derivative of \(\hat{\rho}_\tilde{x}\).

Assume \(\rho_\tilde{x}\) is non-trivial at a positive portion of points. Then at these \(\tilde{x}\), \(\rho_\tilde{x}\) is a non-trivial linear map with \(\|\rho_\tilde{x}\| > 0\). Similar to the proof of Lemma 8.2, there is \(M\) such that \(\tilde{X}_M := \{\tilde{x}: M < \|\rho_\tilde{x}\| \leq 2M\}\) has positive measure.

On the other hand, (8.2) implies \(\rho_{\alpha^{kn}\tilde{x}} = \rho_\tilde{x} \circ \alpha^{-kn}\). Using the same argument in the proof of Lemma 8.2, we see that \(\|\rho_{\alpha^{kn}\tilde{x}}\|\|\rho_\tilde{x}\|\) decays uniformly for almost all \(\tilde{x}\) as \(k \to \infty\). This implies \(\alpha^{kn}\tilde{X}_M\) becomes disjoint from \(\tilde{X}_M\) for all large \(k\) and again contradicts Poincaré’s recurrence theorem.

Hence at almost every point \(\rho_\tilde{x} \equiv 0\) and \(\hat{\rho}_\tilde{x} \equiv 1\). In other words, \((\tau_v)_* \hat{\rho}_\tilde{x}^V = \hat{\rho}_\tilde{x}^V\).

Desintegrating \(\tilde{\mu}\) with respect to the measurable map \(\tilde{x} \mapsto v_{\tilde{x}}\) from \(\tilde{X}\) to the Grassmanian of \(v\), we get a decomposition

\[
\tilde{\mu} = \int \tilde{\mu}_{\tilde{x}} d\tilde{\mu}(x) \tag{8.4}
\]

**Lemma 8.4.** For \(\tilde{\mu}\)-almost every \(\tilde{x}\), the probability measure \(\tilde{\mu}_{\tilde{x}}\) on \(\tilde{X}\) is invariant under left translations by \(V_{\tilde{x}}\).

**Proof.** This follows from [BQ11, Prop. 4.3].

Equation (8.4) and Lemma 8.4 allow us to desintegrate \(\tilde{\mu}\) into ergodic \(V_{\tilde{x}}\)-invariant components.

**Definition 8.5.** Let \(\mathcal{E}(X)\) be the collection of Ratner measures on \(X\). These are all probability measures on \(X\) which can be written as the unique \(H\)-invariant probability measure on a compact orbit \(H.x\) of some connected closed subgroup \(H \subset G\).

Define \(\mathcal{E}(\tilde{X}) := \{\xi \times \delta_y : \xi \in \mathcal{E}(X), y \in Y\}\), which is the collection of uniform probability measures on compact orbits in \(\tilde{X}\).

**Proposition 8.6.** (1) \(\tilde{\mu}\) admits a decomposition

\[
\tilde{\mu} = \int \tilde{\xi}_{\tilde{x}} d\tilde{\mu}(\tilde{x}),
\]

\[\text{In the statement of [BQ11, Prop. 4.3], the acting group, which we denote by \(V\) here, is \(\mathbb{R}^d\). But as in [BQ13], the switch to a nilpotent Lie group \(V\) does not impose any difference, thanks to the unimodularity of nilpotent Lie groups.}\]
where \( \tilde{x} \mapsto \tilde{\xi}_x \) is a measurable map from \( \tilde{X} \) to \( \mathcal{E}(\tilde{X}) \) that is defined for \( \tilde{\mu} \)-almost every \( \tilde{x} \). In addition, \( \tilde{x} \in \text{supp} \tilde{\xi}_x \).

(2) \( \tilde{\xi}_{\alpha^m \tilde{x}} = \alpha^m \tilde{\xi}_x \) for \( \tilde{\mu} \)-almost every \( \tilde{x} \).

Proof. (1) By (8.4), it suffices to prove the claim for \( \tilde{\mu}_{\tilde{x}} \) instead of \( \tilde{\mu} \). However, by Lemma 8.4, \( \tilde{\mu}_{\tilde{x}} \) can be desintegrated into ergodic invariant components under left translations by \( V_{\tilde{x}} \). Since \( V_{\tilde{x}} \) is a connected nilpotent Lie group that acts only on the \( X \) component of \( \tilde{X} = X \times Y \), by Ratner’s Theorem [Rat91], each of these components belongs to the family \( \mathcal{E}(\tilde{X}) \).

(2) It follows from (8.2) that the desintegration of \( \tilde{\mu} \) into \( \tilde{\mu}_{\tilde{x}} \), as well as the decomposition of \( \tilde{\mu}_{\tilde{x}} \) into \( V_{\tilde{x}} \)-ergodic components, are equivariant under the group action. \( \square \)

If \( \xi \in \mathcal{E}(X) \), then \( g_*\xi \in \mathcal{E}(X) \) as well for all \( g \in G \), where \( g_* \) is the left translation pushforward by \( g \). This defines a left \( G \)-action on \( \mathcal{E}(X) \).

Hereafter, \( x_0 \) stands for the origin in \( G/\Gamma \).

Remark 8.7. As the uniform measure on a compact orbit \( L.gx_0 \) of some closed subgroup \( L \subset G \) is a left translate of \( g^{-1}Lg.x_0 \), every class in \( G/\mathcal{E}(X) \) can be represented by the uniform measure on the compact orbit \( L.x_0 \) of a rational subgroup \( L \).

Recall a rational subgroup \( L \) is connected and its Lie algebra is a rational subspace in \( g \) with respect to the lattice \( \exp^{-1}(\Gamma) \). Due to the fact that there are only countably many rational subspaces in a real vector space with a \( \mathbb{Q} \)-structure, the family of rational subgroups are countable. Thanks to the bijection between rational subgroups \( L \) and the class in \( G/\mathcal{E}(X) \) represented by \( L.x_0 \), one has the following lemma.

Lemma 8.8. \( G/\mathcal{E}(X) \) is countable.

This is a special case of a general theorem fact, due to Ratner, and other authors, on general homogeneous spaces.

On \( \mathcal{E}(\tilde{X}) \), we define an equivalence relation \( \sim : \xi \times \delta_y \sim \xi' \times \delta_{y'} \) if and only if \( \xi' = g_*\xi \) for some \( g \in G \). Then \( \mathcal{E}(\tilde{X})/\sim \) is identified naturally with \( G/\mathcal{E}(X) \).

Notice for \( \xi \times \delta_y \in \mathcal{E}(\tilde{X}) \), \( \tilde{\alpha}_s^m(\xi \times \delta_y) = \alpha_s^m\xi \times \delta_{\gamma_m(y)} \) is also in \( \mathcal{E}(\tilde{X}) \). Moreover, \( \alpha_s^m(g_*\xi) = (\alpha_s^m g)_*(\alpha_s^m\xi) \). Hence \( \tilde{\alpha}_s \) induces a \( \mathbb{Z}^r \)-action on \( \mathcal{E}(\tilde{X})/\sim \), which we still denote by \( \tilde{\alpha}_s \).

Consider the map \( \tilde{P} : x \mapsto [\tilde{\xi}_x] \), where \( [\tilde{\xi}_x] \) is the class containing \( \tilde{\xi}_x \) in \( \mathcal{E}(X)/\sim \), and the pushforward \( \tilde{P}_*\tilde{\mu} \) on the countable space \( \mathcal{E}(X)/\sim \). By Proposition 8.6.(2), \( \tilde{P}_*\tilde{\mu} \) is \( \tilde{\alpha}_s \)-invariant and ergodic as \( \tilde{\mu} \).
is. However, as $E(X)/\sim$ is countable by Lemma 8.8, $P_\ast \tilde{\mu}$ must be an atomic measure uniformly distributed on finitely many points. In light of Remark 8.7, this yields

**Lemma 8.9.** There is a finite index subgroup $\Sigma \subset \mathbb{Z}^r$, with respect to which $\tilde{\mu}$ has an ergodic decomposition $\frac{1}{N} \sum_{i=1}^{N} \tilde{\mu}^i$, so that for each $i$, there exist a rational subgroup $L^i \subset G$, and a decomposition

$$\tilde{\mu} = \int_X \tilde{\xi}^i_x \, d\tilde{\mu}^i(x),$$

such that:

1. $\tilde{\mu}^i$ is $\tilde{\alpha}|\Sigma$-invariant and ergodic, and the $\tilde{\mu}^i$'s are permuted transitively by $\tilde{\alpha}$;
2. For $\tilde{\mu}^i$-almost every $\tilde{x} \in \tilde{X}$, $\tilde{x} \in \text{supp} \tilde{\xi}^i_x$. And there exists $g_{\tilde{x}} \in G$ and $y_{\tilde{x}} \in Y$ such that $\tilde{\xi}^i_{\tilde{x}} = (g_{\tilde{x}})_x \xi^i \times \delta_{y_{\tilde{x}}}$, where $\xi^i$ is the unique $L^i$-invariant probability measure on $L^i x_0$.

Since $\tilde{x} \in \text{supp} \tilde{\xi}^i_x$, $y_{\tilde{x}}$ is just the $y$-component of $\tilde{x}$.

As $\tilde{\mu}$ has large projection on factors, we expect the same is true for $\tilde{\mu}^i$ because the $\tilde{\mu}^i$'s form a finite decomposition.

Recall the commutator subgroup $[G, G] \subset G$ is normal, connected and invariant under automorphisms of $G$. It is also rational (see [CG90, Cor. 5.22]).

Denote the maximal abelian factor $X/[G, G]$ by $X_{ab}$, and $\tilde{X}/[G, G] = X_{ab} \times Y$ by $\tilde{X}_{ab}$. They are $\alpha$-equivariant algebraic factors respectively of $X$ and $\tilde{X}$.

Let $\tilde{\mu}_{ab}$ and $\tilde{\mu}_{ab}^i$ respectively be the projections of $\tilde{\mu}$ and $\tilde{\mu}^i$ to $\tilde{X}_{ab}$.

**Lemma 8.10.** If $G$ is not abelian. Then the projection of each $\tilde{\mu}^i$ to $\tilde{X}_{ab}$ can be written as $m_{X_{ab}} \times \nu^i$, where $\nu^i$ is some ergodic $\beta|\Sigma$-invariant probability measure on $Y$.

**Proof.** Take any finite index subgroup $\Sigma_0$, and any $\alpha|\Sigma_0$-equivariant algebraic factor $X_0$ of $X_{ab}$. As $X_0$ is also a factor of $X$, by assumptions in Theorem 3.1 the induced action on $X_0$ is not virtually cyclic, and the projection $\tilde{\mu}_0$ of $\tilde{\mu}$ to $\tilde{X}_0 = X_0 \times Y$ has positive conditional entropy $h_{\tilde{\mu}_0}(\tilde{\alpha}^n|B_Y)$ for some $n \in \Sigma_0$. As $G$ is non-abelian, $\dim X_{ab} = \dim X - \dim [G, G] < \dim X$. So by inductive hypothesis, $\tilde{\mu}_{ab} = m_{X_{ab}} \times \nu$, where $\nu$ is the projection of $\tilde{\mu}$ on $Y$.

As $\tilde{\mu}^i$ is $\tilde{\alpha}|\Sigma$-ergodic, so is $\tilde{\mu}_{ab}^i$. So $\tilde{\mu}_{ab}^i$ is one of the $\tilde{\alpha}|\Sigma$-ergodic components of $m_{X_{ab}} \times \nu$. The lemma follows from Corollary 2.8. □

### 8.2. Reducing support to the normalizer

From now on we fix a component $\tilde{\mu}^i$ from Lemma 8.9. In this part, we prove $\tilde{\mu}^i$ is invariant
under left translations by a non-trivial subgroup of $G$ and its support is characterized by the normalizer of this subgroup up to a compactly supported factor.

For $m \in \Sigma$, $\alpha^m$ sends $\xi_\tilde{x}$ to $(\alpha^m g_\tilde{x})_*(\alpha^m \xi_i)$, which must be in the same $\mathcal{E}(\tilde{X})/\sim$ equivalence class as $\xi_i$. Thus $\alpha^m \xi_i \sim \xi_i$.

On the other hand, $\alpha^m \xi_i$ is the uniform probability measure on the compact homogeneous subspace $(\alpha^m L^i)x_0$. Therefore, the group $\alpha^m L^i$ must coincide with $L^i$ for all $m \in \Sigma$, in other words, $L^i$ is $\alpha|_{\Sigma}$-invariant.

Let $\hat{L}^i$ be the stabilizer in $G$ of $\xi_i$. Then $\hat{L}^i$ is $\alpha|_{\Sigma}$-invariant and closed in $G$. Furthermore $L^i \triangleleft \hat{L}^i$ and $L^i$ is the identity component of $\hat{L}^i$.

Notice that given $\tilde{x}$, $g_\tilde{x}$ is uniquely defined up to right translation by $\hat{L}^i$. Hence $G/\hat{L}^i$ can be naturally identified with the equivalence class $[\xi^i] \subset \mathcal{E}(X)$ with respect to the $G$-action. As $\xi_i$ is $\alpha|_{\Sigma}$-invariant, $\Sigma$ acts on $[\xi^i]$ by $\alpha_*$. This is identified with the natural $\Sigma$-action on $G/\hat{L}^i$ by $\alpha|_{\Sigma}$.

Let $d = \dim L^i$. The $\mathbb{Z}^r$-action $\alpha$ naturally gives rise to an action $\wedge^d \alpha : \mathbb{Z}^r \curveship \wedge^d g$. Define a base point $\theta_0 \in \wedge^d g$ by fixing a volume form on the Lie algebra $l$ of $L^i$. Then $\theta_0$ is preserved by $(\wedge^d \alpha)|_{\Sigma}$ up to orientation. By replacing $\Sigma$ with a subgroup of index 2 (and hence doubling the cardinality $N$ in Lemma 8.9) if necessary, we may assume $\theta_0$ is actually preserved.

Given $x$, consider the pushforward $\theta_{\tilde{x}} \in \wedge^d g$ of $\theta$ by $\wedge^d \text{Ad}_{g_\tilde{x}}$, which is in the $d$-th exterior product space of the Lie subalgebra $\text{Ad}_{g_\tilde{x}}l$. Because $\hat{L}^i$ normalizes $L^i$ and $G$ is nilpotent, $\text{Ad}_g$ fixes $\theta_0$ if $g \in \hat{L}^i$. So $\theta_{\tilde{x}}$ is well defined, as $g_\tilde{x}$ is unique up to right translation by $\hat{L}^i$.

For any $m \in \Sigma$, one can choose $g_{\alpha^m \tilde{x}} = \alpha^m g_\tilde{x}$. Then for $m \in \Sigma$, using the invariance of $\theta_0$ under $\wedge^d \alpha^m$, we have

$$\theta_{\alpha^m \tilde{x}} = (\wedge^d \text{Ad}_{\alpha^m g_\tilde{x}})_* \theta_0 = (\wedge^d \alpha^m \circ \wedge^d \text{Ad}_{g_\tilde{x}} \circ \wedge^d \alpha^{-m}) \theta_0 = (\wedge^d \alpha^m \circ \wedge^d \text{Ad}_{g_\tilde{x}}) \theta_0 = (\wedge^d \alpha^m) \theta_{\tilde{x}}. \tag{8.5}$$

Hence the maps

$$\tilde{x} \mapsto g_{\tilde{x}} \hat{L}^i \mapsto \theta_{\tilde{x}} \quad \tilde{X} \mapsto G/\hat{L}^i \mapsto \wedge^d g \tag{8.6}$$

interwines the actions $\hat{\alpha}|_{\Sigma}$ on $\tilde{X}$, the induced one on $G/\hat{L}^i$ and $(\wedge^d \alpha)|_{\Sigma}$ on $\wedge^d g$.

Recall that any simply connected nilpotent Lie group $G$ is an algebraic group, and its adjoint representation is algebraic. Consider two
$G$-actions by regular maps on algebraic varieties: one is the representation $\wedge^d \text{Ad}$ of $G$ on the affine variety $\wedge^d \mathfrak{g}$; the other is its projectivization, which we denoted by $\wedge^d \text{Ad}$ indifferently, on the projective variety $\mathbb{P}(\wedge^d \mathfrak{g})$. Let $\pi_\mathbb{P} : \theta \mapsto [\theta]$ be the projection from $\wedge^d \mathfrak{g}$ to $\mathbb{P}(\wedge^d \mathfrak{g})$. Notice that $\pi_\mathbb{P}$ commutes the two actions.

$[\theta_0]$ is the normalized volume form on $\mathfrak{f}^i$.

The stabilizers of both $\theta_0$ and $[\theta_0]$ in $G$ are $N_G(L^i)$. For $[\theta_0]$ this is obvious. For $\theta_0$, this is because, since the ambient group is nilpotent, any element normalizing $L^i$ also preserves the invariant volume on it. Denote respectively by $\mathcal{O}$ and $\mathcal{O}_\mathbb{P}$ the $G$-orbits of $\theta_0$ and $[\theta_0]$, both of which are set-theoretically identified with $G/N_G(L^i)$. Then because the stabilizers are the same and $\pi_\mathbb{P}$ interchanges the two actions, $\pi_\mathbb{P}$ is a bijection between $\mathcal{O}$ and $\mathcal{O}_\mathbb{P}$.

It is more than that: $\pi_\mathbb{P}$ is an algebraic morphism from $\mathcal{O}$ to $\mathcal{O}_\mathbb{P}$. For this purpose we need to explain first $\mathcal{O}$ and $\mathcal{O}_\mathbb{P}$ are varieties.

A theorem of Rosenlicht [Ros61, Thm. 2] says all orbits of an algebraic action by a unipotent algebraic group on an affine variety are closed. In our case, this says $\mathcal{O}$ is a Zariski closed subset of the affine variety $\wedge^d \mathfrak{g}$. In particular, it is also closed in the Hausdorff sense.

On the other hand, $\mathcal{O}_\mathbb{P}$ is a constructible subset in $\mathbb{P}(\wedge^d \mathfrak{g})$, and, with the natural Zariski topology, is a quasi-projective variety isomorphic to the homogeneous space $G/N_G(L^i)$. In fact, one can use $\mathcal{O}_\mathbb{P}$ as a definition of the quotient variety $G/N_G(L^i)$, see [Hum75, §12].

Let $N_{\text{ab}}$ be the projection of $N_G(L^i)$ to the maximal abelian quotient group $G_{\text{ab}} = G/[[G, G]]$. It is a general fact about nilpotent Lie groups that $N_G(L^i)$ is connected, rational and closed in $G$. Therefore $N_{\text{ab}}$ remains a connected rational Lie subgroup (with respect to the lattice $\Gamma_{\text{ab}}$, which is the projection of $\Gamma$). Furthermore, $G_{\text{ab}}, N_{\text{ab}}$ and $G_{\text{ab}}/N_{\text{ab}}$ are all connected torsion-free abelian groups, or equivalently, vector spaces over $\mathbb{R}$.

From now on, denote by $\pi$ the natural projection from $G$ to $G_{\text{ab}}/N_{\text{ab}}$.

There is a canonical quotient map $\pi_{\text{F,ab}}$ between homogeneous spaces from $G/N_G(L^i)$ to $G_{\text{ab}}/N_{\text{ab}} \cong G/N_G(L^i)[G, G]$, which is a regular morphism and projects the coset $gN_G(L^i)$ to $\pi(g) = gN_G(L^i)[G, G]$. As the Zariski structure of $G/N_G(L^i)$ is intrinsic and does not depend on the model $\mathcal{O}_\mathbb{P}$, we can view $\pi_{\text{F,ab}}$ as a regular map from $\mathcal{O}_\mathbb{P}$ to $G_{\text{ab}}/N_{\text{ab}}$, that sends $[(\wedge^d \text{Ad}_g).\theta_0]$ to the natural projection $\pi(g)$ of $g$.

Define a new map $\iota = \pi_{\text{F,ab}} \circ \pi_\mathbb{P}$ from $\mathcal{O}$ to $G_{\text{ab}}/N_{\text{ab}}$, then from the discussion above, we know immediately $\iota$ has the following properties:

**Lemma 8.11.** (1) $\iota(\wedge^d \text{Ad}_g.\theta_0) = \pi(g)$ is the natural projection of $g \in G$ in $G_{\text{ab}}/N_{\text{ab}}$. 
(2) \( \iota \) is regular in Zariski topology, and hence continuous in Hausdorff topology.

Finally, construct another map \( \psi \) from \( \tilde{X} \) to \( G_{ab}/N_{ab} \) by
\[
\psi : \tilde{x} \mapsto \pi(g_{\bar{x}}).
\] (8.7)
Again, since \( g_{\bar{x}} \) is defined up to right translation by \( \hat{L} \subset N_G(L) \subset \ker \pi \), \( \psi \) is well defined.

The relations between the maps we are discussing are clarified in the commutative diagrams below:

\[
\begin{array}{ccc}
G & \xrightarrow{\pi} & G/N_G(L) \\
\downarrow{\pi} & & \downarrow{\pi_{ab}} \\
G_{ab}/N_{ab} & \xrightarrow{\psi} & \tilde{X}
\end{array}
\] (8.8)

**Lemma 8.12.** \( \text{supp} \psi_* \tilde{\mu}^i \) is compact in \( G_{ab}/N_{ab} \).

We need the following fact from linear algebra to prove the lemma.

**Lemma 8.13.** Suppose \( W \) is a real vector space, \( \phi \) is a \( \mathbb{Z}^r \)-action on \( W \) by linear isomorphisms, and \( \rho \) is an ergodic \( \phi \)-invariant probability measure on \( W \). Then there exist a \( \phi \)-invariant subspace \( W_0 \) of \( W \), and a non-degenerate inner product \( q_0 \) on \( W_0 \), such that:

1. The restriction of \( \phi \) to \( W_0 \) acts as a subgroup of \( \text{SO}(W_0, q_0) \);
2. \( \rho \) is supported on some sphere \( \{ w \in W_0 : \|w\|_{q_0} = R \} \) inside \( W_0 \).

**Proof.** By Poincare’s recurrence theorem, for any \( m \in \mathbb{Z}^r \), \( \phi \) can only be supported on the non-wandering points of \( \phi^m \).

As the action is commutative, we can decompose \( W \otimes_{\mathbb{R}} \mathbb{C} \) into a direct sum \( \bigoplus_{j=1}^J W_j \) of common generalized eigenspaces for \( \phi^m \), with eigenvalue \( \theta_j^m \in \mathbb{C}^\times \) for \( m \in \Sigma \) on \( W_j \). Suppose \( q = \bigoplus_j q_j \) is a non-wandering point in \( W \). We claim that each \( W_j \)-component \( w_j \) is non-zero only if \( w_j \) is a common eigenvector, with all eigenvalues \( \theta_j^m \) from the unit circle \( \{ |\theta| = 1 \} \).

In fact, if \( w_j \neq 0 \) and for some \( m \),
• either \( w_j \) is not an eigenvector of the Jordan block \( \phi^m \)|\( W_j \),
• or \( |\theta^m_j| > 1 \),
then \( \phi^k w_j \to \infty \) as \( k \) grows, which prevents \( w_j \), and thus \( w \), from being non-wandering. Since \( w_j \) should be non-wandering for \( \phi^{-m} \) as well, \( |\theta^m_j| < 1 \) is also an obstruction. This shows the claim.

Therefore the set of non-wandering points are characterized by the direct sum \( W_c^0 \) of the common eigenspaces of \( \phi \) with eigenvalues only from the unit circle. Take \( W_0 = W_c^0 \cap W \), and \( q_0 = \sum_{j: W_j \subset W_c^0} |w_j|^2 \).

Then part (1) is satisfied.

Given part (1), any point \( q \in \text{supp} \rho \) must belong to \( W_0 \), and thus has its orbit under \( \phi \) contained in a sphere. Since \( \rho \) is ergodic, it is supported on the closure of a single orbit, which is sufficient to complete the proof.

\[ \square \]

**Proof of Lemma 8.12.** Let \( \theta_* \tilde{\mu}^i \) be the pushforward by \( \theta : \tilde{x} \mapsto \theta \tilde{x} \) on \( \wedge^d g \). Then \( \theta_* \tilde{\mu}^i \) is invariant and ergodic under \( (\wedge^d \alpha)|\Sigma \). By Lemma 8.13, \( \theta_* \tilde{\mu}^i \) is compactly supported in \( \wedge^d \). On the other hand, by Rosenlicht’s theorem, \( O \) is Zariski closed, and hence Hausdorff closed as well, in \( \wedge^d \). Because \( \psi \) maps into \( O \) and the support of \( \psi_* \tilde{\mu}^i \) is actually a compact subset of \( O \).

Moreover, one can easily check that \( \psi = \iota \circ \theta \). Because \( \iota : O \mapsto G_{ab}/N_{ab} \) is continuous by Lemma 8.11, \( \psi_* \tilde{\mu}^i = \iota_* (\theta_* \tilde{\mu}^i) \) is compactly supported.

\[ \square \]

8.3. **Normalizer is full.** Provided Lemma 8.12, we show that

**Lemma 8.14.** \( N_G(L^i) \) is equal to \( G \).

Note that, if \( G \) is abelian then the statement trivially holds. Therefore we focus on the non-abelian case, in which case we show that:

**Lemma 8.15.** If \( G \) is not abelian, then \( N_{ab} = G_{ab} \).

**Proof.** As \( [G, G] \) is invariant under all automorphisms of \( G \) and \( N_G(L^i) \) is \( \alpha|\Sigma \) invariant, there is a natural induced action \( \alpha|\Sigma \) on \( G_{ab}/N_{ab} \). For a \( \tilde{\mu} \)-generic point \( \tilde{x} \in \tilde{X} \) and \( m \in \Sigma \), one can choose \( g_{\tilde{a}^m} \tilde{x} = \alpha^m \tilde{g} \).

Thus
\[
\psi(\tilde{a}^m \tilde{x}) = \pi(\alpha^m \tilde{g}) = \alpha^m \pi(\tilde{g}) = \alpha^m \psi(\tilde{x}).
\] (8.9)

It follows that \( \psi_* \tilde{\mu}^i \) is an ergodic \( \alpha|\Sigma \)-invariant probability measure on \( G_{ab}/N_{ab} \). However, as we remarked before, \( G_{ab}/N_{ab} \) is just a vector space. And the \( \alpha^m \)'s, descending from automorphisms of \( G \), act as linear isomorphisms on \( G_{ab}/N_{ab} \). So by Lemma 8.13, there is a linear subspace \( W_0 \) of \( G_{ab}/N_{ab} \), equipped with a non-degenerate inner-product \( q_0 \), such that \( \psi_* \tilde{\mu}^i \) is supported on a single sphere \( S = \{ w \in \)
$W_0 : \|w\|_{q_0} = R$ with respect to the norm $q_0$. If $G_{ab}/N_{ab}$ is not trivial, then $\dim S < \dim (G_{ab}/N_{ab})$.

Recall that $N_{ab}$ is rational with respect to the projection $\Gamma_{ab}$ of $\Gamma$ to $G_{ab}$. Let $x_{0,ab} = \Gamma_{ab}$ be the origin in the torus $G_{ab}/\Gamma_{ab}$. Then $N_{ab}x_{0,ab}$ is a compact orbit, and hence must be a subtorus $T$ in the torus $X_{ab} = G_{ab}/\Gamma_{ab}$. Especially, $T$ is a connected closed subgroup of $X_{ab}$ and is invariant under $\alpha|_{\Sigma}$.

Consider the quotient $X_{ab}/T$; it is a lower dimensional torus and can also be written as $G_{ab}/(N_{ab}\Gamma_{ab})$. The diagram below, with all unmarked arrows representing natural projections, is commutative in a $\tilde{\mu}^i$-almost everywhere sense:

\[
\begin{array}{ccc}
\tilde{X} & \rightarrow & \tilde{X}_{ab} \\
\downarrow_{\psi} & & \downarrow \\
G_{ab}/N_{ab} & \rightarrow & G_{ab}/(N_{ab}\Gamma_{ab}) \rightarrow X_{ab}/T
\end{array}
\]  

(8.10)

Indeed, for $\tilde{\mu}^i$-almost every point $\tilde{x}$, choose any $g_{\tilde{x}}$ that satisfies Lemma 8.9. Then $\psi(\tilde{x})$ is the natural projection $\pi(g_{\tilde{x}})$ of $g_{\tilde{x}}$ from $G$ to $G_{ab}/N_{ab}$, and hence the image of $\tilde{x}$ through $G_{ab}/N_{ab}$ to $X_{ab}/T$ is the natural projection of $\pi(g_{\tilde{x}})$.

On the other hand, by Lemma 8.9, $\tilde{x}$ can be written as $(x, y_{\tilde{x}})$, where $x \in \text{supp}(g_{\tilde{x}}), L^i = g_{\tilde{x}}(L^i) = g_{\tilde{x}}N_{G}(L^i)x_0$. Therefore the projection of $\tilde{x}$ to $\tilde{X}_{ab}$ is inside $g_{\tilde{x}}N_{ab}x_{0,ab} \times \{y_{\tilde{x}}\}$. When one further projects to $X_{ab}$, the image is inside $g_{\tilde{x}}N_{ab}x_{0,ab}$, which is just $\pi(g_{\tilde{x}})T$. Therefore, the projection through the upper-right path in the diagram also sends $\tilde{x}$ to the natural projection of $\pi(g_{\tilde{x}})$ in $X_{ab}/T$. So the diagram (8.10) commutes.

Now call the map from the diagram by $\Pi : \tilde{X} \mapsto X_{ab}/T$. On one hand, by Lemma 8.10, the pushforward of $\tilde{\mu}^i$ to $X_{ab}$ is $m_{X_{ab}}$, and therefore $\Pi_*\tilde{\mu}^i$ is the uniform probability measure on the quotient torus $X_{ab}/T$.

Whereas, when one takes the other path, unless $G_{ab} = N_{ab}$, $\psi_*\tilde{\mu}_i$ is supported on a lower dimensional sphere $S$ inside the vector space $G_{ab}/N_{ab}$. Moreover, $X_{ab}/T = G_{ab}/(N_{ab}\Gamma_{ab}) = (G_{ab}/N_{ab})/(\Gamma_{ab}/(\Gamma_{ab}\cap N_{ab}))$ is a quotient torus of $G_{ab}/N_{ab}$ by a lattice. The further projection of the compact sphere $S$ to $X_{ab}/T$ has the same dimension as $S$, which is less than $\dim X_{ab}/T$. Thus $\Pi_*\tilde{\mu}_i$, which is the pushforward of $\psi_*\tilde{\mu}_i$ and is supported on the projection of $S$, cannot be the uniform measure.

This contradiction forces $N_{ab}$ to be equal to $G_{ab}$.  \[\square\]
Proof of Lemma 8.14. As remarked earlier, a proof is required only if $G$ is not abelian. Let $G_0 = G$, $G_1 = [G, G]$, $G_2 = [G, G_1]$, \ldots, $G_k = \{e\}$ be the lower central series of $G$. And denote by $N_j$ the projection of $N_G(L_i)$ to the quotient group $G/G_j$. We claim that $N_j = G/G_j$ for all $j \geq 1$.

For $j = 1$ this is the content of Lemma 8.15. Assuming $j \geq 2$ and the claim holds for $j - 1$, we prove by induction.

Because $G/G_{j-1} = (G/G_j) / (G_{j-1}/G_j)$ and the projection of $N_j$ to $G/G_{j-1}$ is $N_{j-1} = G/G_{j-1}$, it suffices to show that $N_j$ contains $G_{j-1}/G_j$.

As $G_{j-1} = [G, G_{j-2}]$, for this purpose we only need that for all $h \in G$ and $h' \in G_{j-2}$, $N_G(L^i)$ has non-trivial intersection with $[h, h']G_j$. Since $N_G(L^i)$ has full projection modulo $G_{j-1}$, we can pick elements $g \in hG_{j-1}$ and $g' \in h'G_{j-1}$ from $N_G(L^i)$. Then $[g, g']$ is congruent to $[h, h']$ modulo $[G_{j-1}, G_{j-1}] \subset G_j$. This proves the claim.

The lemma is the $j = k$ case of the claim. □

The implication from Lemma 8.14 to Proposition 8.1 is straightforward.

Proof of Proposition 8.1. By Lemma 8.14, $L^i \triangleleft G$. In Lemma 8.9, for $\tilde{\mu}'$-almost every $\tilde{x}$, the measure component $\tilde{\xi}_\tilde{x}$ at $\tilde{x}$ equals $(g_{\tilde{x}})^* \tilde{\xi}^i \times \delta_{y_\tilde{x}}$. Note $(g_{\tilde{x}})^* \tilde{\xi}^i$ is $g_{\tilde{x}}L^i g_{\tilde{x}}^{-1}$-invariant, but $g_{\tilde{x}}L^i g_{\tilde{x}}^{-1} = L^i$ as $L^i$ is normal. So almost every component $\tilde{\xi}_\tilde{x}$ is $L^i$-invariant. By the decomposition in Lemma 8.9, $\mu'$ is $L^i$-invariant. Recall that $L^i$ is a non-trivial rational subgroup, so Proposition 8.1 follows. □

9. Example of non-rigidity

9.1. The Heisenberg nilmanifold. Write $(x, y, z)$ for the coordinates on $\mathbb{R}^{13} = \mathbb{R}^6 \oplus \mathbb{R}^6 \oplus \mathbb{R}$. Define the Lie bracket by

$$\left[(x, y, z), (x', y', z)\right] = (0, 0, 2x^Ty' - 2(x')^T y).$$

(9.1)

This turns $\mathbb{R}^{13}$ into the 13-dimensional Heisenberg Lie algebra, which is two-step nilpotent.

Denote this Lie algebra by $\mathfrak{g}$ and let $G = \exp \mathfrak{g}$ be the corresponding Heisenberg Lie group. $\exp$ is a diffeomorphism between $\mathfrak{g}$ and $G$. We denote $\exp(x,y,z) \in G$ indifferently by $(x,y,z)$. Then $G$ is
set-theoretically $\mathbb{R}^{13}$, with identity $(0,0,0)$. Using Baker-Campbell-Hausdorff formula, the group rule is
\[
(x, y, z) \cdot (x', y', z') = (x, y, z) + (x', y', z) + \frac{1}{2}[(x, y, z), (x', y', z)]
\]
(9.2)
\[
= (x + x', y + y', z + z' + x^T y - (x')^T y).
\]
In particular, $(x, y, z)^{-1} = (-x, -y, -z)$.

The integer points $\Gamma = \{(x, y, z) \in G : x, y \in \mathbb{Z}^6, z \in \mathbb{Z}\}$ is a cocompact lattice in $G$. The resulting quotient $X = G/\Gamma$ is the 13-dimensional Heisenberg nilmanifold.

Let $\{x\} \in [-\frac{1}{2}, \frac{1}{2})^6$ and $\{z\} \in [-\frac{1}{2}, \frac{1}{2})$ be the unique representatives that are respectively congruent to $x \in \mathbb{R}^6$ and $z \in \mathbb{R}$, modulo $\mathbb{Z}^6$ and $\mathbb{Z}$. Write $[x] = x - \{x\}$ and $[z] = z - \{z\}$ for the integer parts.

There is a unique integer part\(^3\) $[(x, y, z)] \in \Gamma$ for every $(x, y, z) \in G$, such that the difference $\{(x, y, z)\} = (x, y, z)[(x, y, z)^{-1}]$ lies in $[-\frac{1}{2}, \frac{1}{2})^{13}$. With simple calculations, one find
\[
[(x, y, z)] = \left(\{x\}, \{y\}, \{z - x^T y + [x]^T y\}\right)
\]
(9.3)
\[
= \left(\{x\}, \{y\}, \{z + x^T y - \{x\}^T y\}\right);
\]
\[
\{(x, y, z)\} = \left(\{x\}, \{y\}, \{z - x^T y + [x]^T y\}\right)
\]
(9.4)
\[
= \left(\{x\}, \{y\}, \{z + x^T y - \{x\}^T y\}\right).
\]
So $[-\frac{1}{2}, \frac{1}{2})^{13} \subseteq G$ is a fundamental domain of $\Gamma$, and $\{(x, y, z)\}$ is the representative of $(x, y, z)$ in this domain.

9.2. The action. We now equip $X$ with an action by automorphisms.

We make use of the following partially hyperbolic irreducible $\mathbb{Z}^2$ action by 6-dimensional toral automorphisms discovered by S. Katok. The concrete construction can be found in [KN11, Example 2.2.20].

There are two commuting matrices $A, B \in \text{SL}(6, \mathbb{Z})$, which can be diagonalized over $\mathbb{C}$ simultaneously, respectively into $\text{diag} (\zeta_1^A, \cdots, \zeta_6^A)$ and $\text{diag} (\zeta_1^B, \cdots, \zeta_6^B)$, such that:

(1) $A$ is irreducible over $\mathbb{Q}$, that is, its characteristic polynomial is irreducible;

(2) $\zeta_1^A = \overline{\zeta_2^A}$ and $\zeta_1^B = \overline{\zeta_2^B}$ are conjugate pairs of imaginary eigenvalues, and both pairs have absolute value 1;

\(^3\)Depending on the context, the symbol should not cause confusion with the Lie bracket.
(3) All the other eigenvalues \( \zeta_3^A, \cdots, \zeta_6^A, \zeta_3^B, \cdots, \zeta_6^B \) are real;
(4) \( \zeta_3^A, \cdots, \zeta_6^A \) have distinct absolute values;
(5) \( A \) and \( B \) are multiplicatively independent, i.e., \( A^{n_1}B^{n_2} \neq \text{Id} \) for
all non-trivial integer pairs \((n_1, n_2)\).

Therefore there is a two-dimensional subspace \( W \subset \mathbb{R}^6 \) on which \( A \) and \( B \) act as twisted isometries. More precisely, \( W \) is preserved by both \( A \) and \( B \), and after a change of basis on \( W \), \( A \) and \( B \) respectively act on \( W \) by rotations of angles \( \arg \zeta_1^A \) and \( \arg \zeta_1^B \). Since \( \zeta_1^A \) is not a root of unity, these angles are both irrational.

Let \( \beta \) be the \( \mathbb{Z}^2 \)-action on \( \mathbb{T}^6 = \mathbb{R}^6/\mathbb{Z}^6 \) generated by the multiplications by \( A \) and \( B \). Namely, \( \beta^{(n_1, n_2)} \) is the integer matrix \( A^{n_1}B^{n_2} \). Let \( \hat{\beta} : \mathbb{Z}^2 \curvearrowright \mathbb{R}^6 \) be the action in which \( n \) acts by \( \beta^n = (\beta^{-n})^T \).

Define an action \( \alpha \) on \( G \) by
\[
\alpha^n(x, y, z) = (\beta^n x, \hat{\beta}^n y, z). \tag{9.5}
\]

From (9.1), we get
\[
[\alpha^n(x, y, z), \alpha^n(x', y', z')] = \left(0, 0, 2x^T(\beta^n)^T(\beta^{-n})^Ty' - 2(x')^T(\beta^n)^T(\beta^{-n})^T y\right). \tag{9.6}
\]
\[
= (0, 0, 2x^T y' - 2(x')^T y) = [(x, y, z), (x', y', z)].
\]

Because the action \( \alpha \) preserves the linear structure as well as the Lie bracket \([\cdot, \cdot]\), it also preserves the group rules (9.2). Thus \( \alpha \) consists of group automorphisms of \( G \).

Moreover, since \( \alpha \) acts by integer matrices, it leaves the lattice \( \Gamma \)
invariant. So \( \alpha \) descends to an action on \( X \) by nilmanifold automorphisms, which we still denote by \( \alpha \).

Notice that, the center of \( G \) is \([G, G] = \{(0, 0, z)\}\). The abelianization \( G_{ab} = G/[G, G] \) is \( \mathbb{R}^6 \oplus \mathbb{R}^6 \), parametrized by \((x, y)\). The maximal abelian factor \( X_{ab} \) is just \( \mathbb{T}^6 \times \mathbb{T}^6 \), and the action \( \alpha \) projects to the product action \( \beta \times \hat{\beta} \) on \( X_{ab} \).

9.3. **The invariant measure.** As remarked earlier, \( \beta \) acts on the two
dimensional plane \( W \subset \mathbb{R}^6 \) by rotations, modulo a change of basis. Let \( S_0 \subset W \) be a non-trivial circle centered at the origin of small radius, that is preserved by these rotations. We may assume
\[
S_0 \subset \left[-\frac{1}{2}, \frac{1}{2}\right]^6 \tag{9.7}
\]
with respect to the original metric of \( \mathbb{R}^6 \). There is a unique rotation-
invariant uniform probability measure \( m_{S_0} \) on \( S_0 \). The projection of \( S_0 \)
from \( \mathbb{R}^6 \) into \( \mathbb{T}^6 \) is injective because of the small radius. Let \( S \) and \( m_S \)
be respectively the projections of \( S_0 \) and \( m_{S_0} \).
Lemma 9.1. $m_S$ is $\beta$-invariant. Furthermore, for any finite index subgroup $\Sigma \subset \mathbb{Z}^2$, $m_S$ is ergodic under $\beta|_{\Sigma}$.

Proof. As $m_S$ is the $\beta$-equivariant projection of $m_{S_0}$, it suffices to prove the same properties for $m_{S_0}$. The invariance is obvious. Observe that $\beta|_{\Sigma}$ contains a non-trivial power of $A$, which acts by an irrational rotations as $\arg \zeta^A_1$ is irrational. The ergodicity follows. $\square$

Lemma 9.2. The actions $\beta$ and $\hat{\beta} : \mathbb{Z}^2 \curvearrowright \mathbb{T}^6$ is totally irreducible and not virtually cyclic.

Proof. $\beta$ is generated by $A$ and $B$, while $\hat{\beta}$ is generated by $(A^{-1})^T$ and $(B^{-1})^T$. We prove the lemma for $\beta$, and the $\hat{\beta}$-part is similary.

$\beta$ is not virtually cyclic since $A$ and $B$ are multiplicatively indepen-dent.

To show that $\beta$ is totally irreducible, notice that every finite index subaction contains a non-trivial power of $A$. It suffices to show that for $m \neq 0$, $A^m$ is irreducible over $\mathbb{Q}$.

Suppose $A^m$ is not irreducible. That means there are repeated roots among the eigenvalues $(\zeta_1^A)^m, \ldots, (\zeta_6^A)^m$ of $A^m$. Since $\zeta_3^A, \ldots, \zeta_6^A$ are irrational real numbers of distinct absolute values, and $\zeta_1^A$ and $\zeta_2^A$ are conjugate imaginary numbers from the unit circle, this may happen only if $(\zeta_1^A)^m = (\zeta_2^A)^m$, which is not the case because $\zeta_1^A$ and $\zeta_2^A$ are not roots of unity. So $A^m$ must be irreducible. $\square$

Lemma 9.3. The measure $m_S \times m_{\mathbb{T}^6}$ is $\beta \times \hat{\beta}$-invariant and is ergodic under any restriction $(\beta \times \hat{\beta})|_{\Sigma}$ to a finite index subgroup.

Proof. The invariance is clear; we prove the ergodicity.

Lemma 9.2 contains that the action $\hat{\beta}$ on $\mathbb{T}^6$ has no virtually cyclic factor. By Corollary 2.8, any ergodic component of $m_S \times m_{\mathbb{T}^6}$ with respect to $(\beta \times \hat{\beta})|_{\Sigma}$ can be written as $\nu \times m_{\mathbb{T}^6}$ where $\nu$ is an $\beta|_{\Sigma}$-ergodic component of $m_S$. But $\nu = m_S$ by Lemma 9.1, completing the proof. $\square$

Write respectively $(x, y)$ and $(x, y, z)$ for the points represented by $(x, y)$ and $(x, y, z)$ in $X_{ab} = \mathbb{T}^6 \times \mathbb{T}^6$ and $X$. Let $\pi : (x, y, z) \mapsto (x, y)$ be the projection from $X$ to $X_{ab}$.

Notice that every point in the $\beta \times \hat{\beta}$-invariant set $S \times \mathbb{T}^6 \subset X_{ab}$ is uniquely represented by some point from $S_0 \times [-\frac{1}{2}, \frac{1}{2})^6$. Define a map $\psi : S \times \mathbb{T}^6 \mapsto X$ by:

$$\psi((x, y)) = (x, y^T y), \forall x \in S_0, \forall y \in [-\frac{1}{2}, \frac{1}{2})^6.$$ (9.8)
Then $\psi$ is a piecewise continuous section map over $S \times T^6$, as
\[
\pi \circ \psi = \text{Id}|_{S \times T^6}. \tag{9.9}
\]

**Lemma 9.4.** For all $n \in \mathbb{Z}^2$, $\psi \circ (\beta^n \times \hat{\beta}^n) = \alpha^n \circ \psi$.

**Proof.** Given $(x, y) \in S_0 \times T^6$, we calculate separately the image of $(x, y)$ under both maps. The left hand side gives
\[
\psi((\beta^n \times \hat{\beta}^n)(x, y)) = \psi((\beta^n x, (\beta^{-n})^T y)) = \psi((\beta^n x, \{(\beta^{-n})^T y\})) = (9.8)
\]
\[
(\beta^n x, \{(\beta^{-n})^T y\}, x^T((\beta^n)^T \{(\beta^{-n})^T y\})) \tag{9.10}
\]
Here one can apply the definition of $\psi$ in the last equality because $\beta^n x \in S_0$ and $\{(\beta^{-n})^T y\} \in [-\frac{1}{2}, \frac{1}{2})^6$.

On the other hand, the image by the map on the right hand side is
\[
\alpha^n \psi((x, y)) = \alpha^n ((x, y, x^T y) = (\beta^n x, (\beta^{-n})^T y, x^T y) = (9.4)
\]
\[
(\beta^n x, \{(\beta^{-n})^T y\}, x^T y + x^T((\beta^n)^T \{(\beta^{-n})^T y\} - \{\beta^n x\}^T (\beta^{-n})^T y) \tag{9.11}
\]
However, notice that $\{\beta^n x\} = \beta^n x$, because $\beta^n x \in [-\frac{1}{2}, \frac{1}{2})^6$ by (9.7).

We deduce that $\{(\beta^n)^T (\beta^{-n})^T y = (\beta^n x)^T (\beta^{-n})^T y = x^T y$. Therefore, (9.10) = (9.11) and the two maps do coincide. \qed

Therefore, over the subset $S \times T^6$, $\psi$ interwines $\alpha$ with its projection $\beta \times \hat{\beta}$ to $X_{\text{ab}}$.

**Proof of Theorem 1.5.** Let $\mu = \psi_* (m_S \times m_{T^6})$. We verify that $\mu$ satisfies the requirements of Theorem 1.5.

Since $\psi$ commutes $\alpha$ and $\beta \times \hat{\beta}$ and $m_S \times m_{T^6}$ is $\beta \times \hat{\beta}$-invariant, $\mu$ is $\alpha$-invariant.

By (9.9), $\pi_* \mu = m_S \times m_{T^6}$, it further projects to $m_{T^6}$ on the second copy of $T^6$, on which $\alpha$ projects to $\hat{\beta}$. By Lemma 9.2, the action $\hat{\beta}$ on $T^6$ is totally irreducible and not virtually cyclic. Property (1) from Theorem 1.5 is hence verified. In addition, since $\beta$ is also totally irreducible and not virtually cyclic, $\alpha$ does not have any virtually cyclic factor.
Moreover, by restricting both $\alpha$ and $\beta \times \hat{\beta}$ to an arbitrary finite index subgroup $\Sigma \subset \mathbb{Z}^2$, one deduce from Lemma 9.3 that $\mu$ is ergodic under $\alpha|_{\Sigma}$. This proves the second part of the theorem.

It remains to check part (3) of the theorem. Suppose, in order to derive a contradiction, that for some subgroup $\Sigma \subset \mathbb{Z}^2$ of finite index, $H \subset G$ is an $\alpha|_{\Sigma}$-invariant connected closed subgroup such that $\mu$ desintegrates into $H$-invariant components supported by compact orbits of the left translation action by $H$. In particular, $\mu$ is $H$-invariant, and $\mu$-almost every point has a compact $H$-orbit.

Consider first the projection $H_{ab}$ of $H$ to the maximal abelian factor $\mathbb{R}^6 \oplus \mathbb{R}^6$. The left translation by $H$ must preserve the projection $m_S \times m_{T^6}$. But inside the first $T^6$ component, the circle measure $m_S$ is not invariant under any translations except those by integer vectors. Since $H$ is connected, this implies that $H_{ab}$ lives in $\{0\} \times \mathbb{R}^6$.

As $H$ is $\alpha|_{\Sigma}$-invariant, $H_{ab}$, while regarded as a subgroup of $\mathbb{R}^6$, is $\hat{\beta}|_{\Sigma}$-invariant. Moreover, since $H$ has compact orbit for almost every point. $H_{ab}$ has compact orbit for almost every point in $X_{ab}$, or equivalently, for every point on the second $T^6$ component.

The $H_{ab}$-orbit of the origin in $T^6$ has to be a $\hat{\beta}|_{\Sigma}$-invariant subtorus. Whereas the $\hat{\beta}$-action on $T^6$ is totally irreducible, forcing this $H_{ab}$-orbit to be the full torus $T^6$. Thus $H_{ab}$ is $\mathbb{R}^6$.

In our coordinates, which identify the Lie group with the Lie algebra, $H$ is just an $\alpha|_{\Sigma}$-invariant subspace of $\mathbb{R}^6 \oplus \mathbb{R}$ which has full projection on $\mathbb{R}^6$. In addition, $\alpha$ acts linearly by $\hat{\beta} \oplus \text{Id}$ on $\mathbb{R}^6 \oplus \mathbb{R}$. In particular, for some element $n$ from the finite index subgroup $\Sigma$, $\alpha^n$ acts by $A^m \oplus \text{Id}$ where $m \neq 0$. Due to the fact that all eigenvalues of $A$ are not roots of unity, all eigenvalues of $A^m \oplus \text{Id}$ on the subspace $\mathbb{R}^6$ are different from 1. Therefore, $H$ must be either $\mathbb{R}^6$ or $\mathbb{R}^6 \oplus \mathbb{R}$.

Because $\mu$ is supported on the section $\psi(S \times T^6)$, which intersects every fiber of $\pi$ at most once, it is not invariant under translations by the $\mathbb{R}$ subgroup that corresponds to the $z$-direction. Thus $H$ cannot be $\mathbb{R}^6 \oplus \mathbb{R}$.

Therefore $H$ must be the second $\mathbb{R}^6$ component in $G$, more precisely $H = \{(0, v, 0) : v \in \mathbb{R}^6\}$.

However, it is a direct computation to check which points of $X$ have compact orbits under this subgroup. The $H$-orbit of a point $(x, y, z)$ is compact if and only if $x$ is rational.

Observe that there are only countably many rational points in the $T^6$ parametrized by $x$, while the measure $m_S$ is an absolutely continuous measure on a twisted circle. So $m_S$-almost every point is irrational. Therefore, with respect to the measure $\mu = \psi_*(m_S \times m_{T^6})$, a generic
point does not have compact $H$-orbit, which is the contradiction we want.
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