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We investigate the chiral phase transition in the strong coupling lattice QCD at finite temperature and density with finite coupling effects. We adopt one species of staggered fermion, and develop an analytic formulation based on strong coupling and cluster expansions. We derive the effective potential as a function of two order parameters, the chiral condensate σ and the quark number density ρq, in a self-consistent treatment of the next-to-leading order (NLO) effective action terms. NLO contributions lead to modifications of quark mass, chemical potential, and the quark wave function renormalization factor. While the ratio μc(T = 0)/Tc(μ = 0) is too small in the strong coupling limit, it is found to increase as β = 2Nc/g2 increases. The critical point is found to move in the lower T direction as β increases. Since the vector interaction induced by ρq is shown to grow as β, the present trend is consistent with the results in Nambu-Jona-Lasinio models. The interplay between two order parameters leads to the existence of partially chiral restored matter, where effective chemical potential is automatically adjusted to the quark excitation energy.
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I. INTRODUCTION

Exploring the chiral phase transition and its phase diagram in quantum chromodynamics (QCD) is one of the most challenging problems in quark hadron physics. The chiral phase transition may really happen in compact astrophysical phenomena such as the early Universe and compact stars, and can be investigated in heavy-ion collision experiments. The large magnitude of the elliptic flow parameter observed in the relativistic heavy-ion collider (RHIC) experiments indicates the formation of strongly interacting quark-gluon plasma [1–4] at high temperature. The future experiments at FAIR and in low-energy programs at RHIC are expected to provide new discoveries in the phase diagram investigations.

The most rigorous and reliable framework to investigate the QCD phase transition would be the lattice QCD Monte Carlo (MC) simulations. In the high temperature and low density region, the lattice MC can provide the quantitative predictions, and the critical temperature is estimated to be Tc ≈ (160–190) MeV [5,6]. In comparison, the lattice MC simulations do not work well in the high baryon density region because of the notorious sign problem of the Dirac determinant. Many ideas have been proposed to overcome this problem [7], for example, the Taylor expansion around μ = 0 [8], analytic continuation [9,10], canonical ensemble method [11], improved reweighting method [12], and the density of states method [13]. It has become possible to access the relatively small density region μ/T ≤ 1.0 [6,7]. One of the interesting objects is the critical end point (CEP) [14]. Recent works indicate that the CEP may locate in the region μ/T ≳ 1.0 [15–17], while de Forcrand and Philipsen suggest that the CEP might not exist [18]. The larger chemical potential region is still under debate, and alternative methods are necessary to reveal the whole structure of the phase diagram.

In the phase diagram investigation, the strong coupling lattice QCD (SC-LQCD), the lattice QCD formulation based on the expansion of the action in the power series of the inverse bare coupling squared (1/g2), is an interesting approach, since the sign problem can be weakened or avoided. The SC-LQCD was applied first to the confinement study in pure Yang-Mills theories [19–21]. Wilson suggested the confinement mechanism in an analytic study of the strong coupling limit (SCL) of lattice QCD [21]. Creutz showed that the β = 2Nc/g2 dependence of the lattice spacing a in the MC simulation smoothly connects the strong coupling behavior and the continuum spacetime scaling behavior [22]. By using the character expansion technique, Münster demonstrated that the pure Yang-Mills SC-LQCD with high order corrections could explain the above MC results [23]. The scaling behavior in MC simulations indicates that the confinement is actually realized in the continuum spacetime, and the success of SC-LQCD suggests that the scaling region would be accessible in SC-LQCD within the conversion radius, which is shown to be finite in pure Yang-Mills theories [24]. We may expect that the scaling and convergent properties are also kept with fermions. Then it would be possible that the SC-LQCD could provide useful results on the phase diagram in the whole region of the $T$–$\mu$ plane.

The SC-LQCD with fermions has a long history of chiral symmetry studies for more than 20 years [25–61], and
many theoretical tools have been developed; the large dimensional or $1/d$ ($d = \text{spatial or spacetime dimension}$) expansion [30], the finite temperature treatments in the Polyakov gauge [34] and in the temporal gauge [36], the finite quark chemical potential effect [35] with the help of the lattice chemical potential [62]. The analytic expression of the SCL effective potential has been derived at finite $T$ [34,36] or at finite $\mu$ [35]. In the 1990s, phase diagram studies met some successes [37–39] based on the SC-LQCD effective action [36]. We also find several works on the Polyakov loop [63] based on SC-LQCD, and the functional form of the effective potential in SC-LQCD has provided basic ingredients in the SC-LQCD related models [64–66] and the Nambu-Jona-Lasinio model with Polyakov loop (PNJL) [67].

Based on these successes, the SC-LQCD is recently revisited and expected to provide an instructive guide to QCD under extreme conditions. The pure Yang-Mills SC-LQCD [23] is extended to finite $T$ [68], and the shear viscosity below the deconfinement transition temperature is also studied [69]. In color $SU(2)$ QCD, the interplay between the diquark condensate $\Delta$ and the chiral condensate $\sigma$ is investigated at finite $T$ and $\mu$ [40]. The diquark effect is also investigated for color $SU(3)$ at zero temperature [41]. We find remarkable developments in the $SU(N_c = 3)$ phase diagram investigations [42–44,51], where a “naïve” structure of the phase diagram with first and second transition lines separated by a tricritical point (TCP) is obtained in the strong coupling limit with zero quark masses. With nonzero quark masses, TCP becomes a CEP, whose discovery is one of the physics goals in low-energy programs at RHIC.

In order to discuss the chiral symmetry on the lattice, the SC-LQCD has been developed in several fermion formalisms. We find some pioneering works based on the staggered [25,26], the Wilson [25,28], and the naïve [29] fermions. The domain-wall [70] and the overlap [71] fermion provide modern formulation of the lattice chiral symmetry, and some SC-LQCD based investigations are found in [58,59] (domain-wall) and [60,61] (overlap). In the present work, we adopt one species ($n_f = 1$) of (unrooted) staggered fermion. Its simple realization of the chiral symmetry on the lattice [25,72,73] is useful to develop analytic formulations. It has been theoretically suggested [32,74] and numerically established [75] that the unrooted staggered QCD is equivalent to the four flavor ($N_f = 4$) QCD with degenerate masses in the continuum limit.

In this paper, we investigate the phase diagram evolution with finite coupling effects. We employ one species of (unrooted) staggered fermion, and take account of the next-to-leading order [NLO, $O(1/g^2)$] terms in the strong coupling expansion. We concentrate on the leading order of the large dimensional ($1/d$) expansion [30] for simplicity. The gluon field is evaluated in the Polyakov gauge [34] with respect for the finite temperature $T$ effects, and the finite density effects are introduced via the quark chemical potential $\mu$ on the lattice [62]. In these setups, we derive an analytic expression of the effective potential in the mean field approximation. In particular, the following points are newly developed. First, we introduce the NLO effective action terms through the systematic cluster expansion. Second, we evaluate the NLO effective action by using a recently developed extended Hubbard-Stratonovich (EHS) transformation [45,46]. As a result, several auxiliary fields including the chiral condensate $\sigma$ are introduced on the same footing, and the NLO effects are self-consistently evaluated. In particular, we find that the quark number density naturally appears as an order parameter, whose self-consistent solution in equilibrium plays essential roles in the large $\mu$ region. This point would be an advantage to the previous works with NLO effects [36–39]. Third, we discuss the evolution of the first and second order transition lines and the critical point with $\beta = 2\pi_c/g^2$. The finite coupling effects on the critical point have not been investigated before. Fourth, the NLO contribution is expressed as modifications of the constituent quark mass, chemical potential, and the quark wave function renormalization factor. Hence the mechanism of the phase diagram evolution becomes clear.

While we are working based on the strong coupling expansion with NLO effects, we expect the present work would give a valuable picture in understanding the QCD phase diagram in the real world through the relation with the MC simulations. Since the SC-LQCD is based on the same formulation as lattice MC simulations, its results should be consistent with MC results as long as the applied approximations are valid. This speculation is supported by previous works on the hadron mass spectrum [27,30,31]. Very recently, the structure of the phase diagram suggested in SC-LQCD is qualitatively confirmed by a lattice MC simulation in the strong coupling limit [51] based on a monomer-dimer-polymer formulation [53]. Thus the phase diagram in the strong coupling limit is established from both sides of analytic and numerical studies, and provides a good starting point to explore the true phase diagram by evaluating finite coupling effects in the strong coupling expansions. We find MC studies using one species of unrooted staggered quarks, and the results around $\beta \sim 5$ have been extensively discussed [10,76]. In order to compare the SC-LQCD results with those in MC simulations, we discuss the results in the region $\beta \leq 6$ expecting that these $\beta$ values are within the conversion radius.

Although the number of flavors ($N_f = 4$) used in the present work is different from the real world ($N_f = 2 + 1$), we could provide valuable results for the phase diagram investigations. Flavor dependence of the phase diagrams at strong coupling has been studied by using several species ($n_f = 2, 3$) of staggered fermions [38,43], and we find that the phase diagrams with $n_f = 2$ and 3 are
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qualitatively the same as that with \( n_f = 1 \). The critical chemical potentials at \( T = 0 \) (\( \mu_c T = 0 \)) are found to be almost the same. The critical temperatures at \( \mu = 0 \) (\( T_c \mu = 0 \)) are found to be around 1.2 \[38,43\] and 1.06 \[38\] for \( n_f = 2 \) and 3, respectively. These values differ from the result of \( n_f = 1 \) (\( T_c \mu = 0 \approx 5/3 \)) by 30–40\%, but the obtained phase diagram structure is very similar. The flavor dependence of the phase diagram is found to be moderate also in the continuum region. In Ref. \[10\], the small \( \mu \) region of phase diagram is investigated by using MC simulations with four flavor staggered quarks, and the results are compared with two flavor results \[9\]. The difference between the phase boundaries in two and four results are compared with two flavor results \[9\]. The difference is indicated by the shape of the phase boundary may not be crucially affected by the flavor effects. It should be noted that the number of flavors is important to some of the key features of the phase diagram, such as the order of the phase transition and the position of the critical point.

The organization of this paper is as follows. In Sec. II, we provide a brief review on the strong coupling (\( 1/g^2 \)), the large dimensional (\( 1/d \)) and cluster expansions, and derive the effective action including the \( O(1/g^2, 1/d^d) \) effects. In Sec. III, we derive an analytic expression of the critical temperature and chemical potential modifications. The partially chiral restored (PCR) matter is found to appear in the high density region, and we also discuss its origin. Finally we summarize our work in Sec. V. All through this paper, we use the lattice unit \( a = 1 \), and physical values are normalized by \( a \).

II. EFFECTIVE ACTION

A. Lattice QCD action

We start from the lattice QCD action and the partition function with one species of staggered fermion \( \chi \) with a quark mass \( m_0 \). Gluons are represented by the temporal link (\( U_0 \)) and spatial link (\( U_j, j = 1, 2, \cdots, d \)) variables,

\[
Z = \int \mathcal{D}[\chi, \bar{\chi}, U_0, U_j] \exp[-S_{\text{LQCD}}],
\]

\[
S_{\text{LQCD}} = S_F^{(r)} + \sum_x m_0 M_x + S_F^{(s)} + S_G,
\]

\[
S_F^{(r)} = \frac{1}{2} \sum_x [e^{i \bar{\chi}_x U_0 \chi_{x+0}} - e^{-i \bar{\chi}_{x+0} U_0^\dagger \chi_x}]
\]

\[
= \frac{1}{2} \sum_x [V_+^x(\mu) - V_+^x(-\mu)],
\]

\[
S_F^{(s)} = \sum_{x,j} \frac{\eta_{ij}}{2} \left[ \bar{\chi}_x U_{j,x} \chi_{x+j} - (\text{H.c.}) \right] \equiv \sum_{x,j} s_{j,x},
\]

\[
S_G = \frac{2N_c}{g^2} \sum_p \left[ 1 - \frac{1}{2N_c} [U_p + U_p^\dagger] \right].
\]

Here the trace of the plaquette \( U_p \) is defined as

\[
U_{\mu=\nu,r,x} = \text{tr}_r [U_{\mu,x} U_{\nu,x+\mu} U_{\mu,x+\nu}^\dagger].
\]

In this action, \( M_x \) denotes the mesonic composite, \( \chi \), and we have defined two other mesonic composites, \( V^\pm \), which contain the temporal link variables. Sums over color indices are assumed. Quark chemical potential on the lattice (\( \mu \)) is introduced as a weight of the temporal hopping in the exponential form \[62\], and the staggered phase factor \( \eta_{i,x} = (-1)^{n_0 + \cdots + n_{d-1}} \) in the spatial action is related to the Dirac’s \( \gamma \) matrices \[25,32\]. By using a \( \gamma_3 \)-related factor \( \epsilon_x = (-1)^{n_0 + \cdots + n_d} \), a staggered chiral transformation is given as \( \chi_x \to e^{i \epsilon_x} \chi_x \) \[25,72,73\]. The lattice kinetic action \( S_F^{(r,s)} \) is invariant under this chiral transformation in the chiral limit \( m_0 \to 0 \).

Throughout the paper, we consider the color \( SU(N_c = 3) \) case in \( 3 + 1 \) dimensions (\( d = 3 \)). Temporal and spatial lattice sizes are \( \Lambda_c \) and \( L \), respectively. While \( T = 1/N_c \) takes discrete values, we consider \( T \) as a continuous valued temperature. We take account of finite \( T \) effects by imposing periodic and antiperiodic boundary conditions on link variables and quarks, respectively. We take the static and diagonalized gauge (called the Polyakov gauge) for temporal link variables with respect for the periodicity \[34\].

B. Spatial link integral in the strong coupling limit

In the finite temperature (\( T \)) treatment, we obtain the effective action of quarks (\( \chi, \bar{\chi} \)) and temporal link variable (\( U_0 \)) by integrating out the spatial link variables (\( U_j \)). We shall evaluate the spatial partition function,

\[
Z^{(s)} = \int \mathcal{D}U_j \exp[-S_F^{(s)} - S_G],
\]

and integrate out the spatial link variables (\( U_j \)). In the strong coupling region (\( g \gg 1 \)), we can treat the plaquette action term (\( S_G \approx 1/g^2 \)) through the expansion in the power series of \( 1/g^2 \) (strong coupling expansion).

In the SCL, we can omit \( S_G \), and the spatial partition function is decomposed into that on each link,

\[
Z_{\text{SCL}}^{(s)} = \int \mathcal{D}U_j e^{-S_F^{(s)}} = \prod_{j,x} \left[ \int dU_j \exp[-s_{j,x}] \right].
\]

We can carry out the \( U_j \) integral on each link (\( j, x \)) by utilizing the one-link \( SU(N_c) \) group integral formulas \[77\],

\[
\int dU U_{ab} U_{cd}^\dagger = \frac{1}{N_c} \delta_{ad} \delta_{bc},
\]

\[
\int dU U_{ab} U_{cd} \cdots U_{ef} = \frac{1}{N_c} \epsilon_{abc} \cdots \epsilon_{def},
\]

and other higher order integral formulas. The spatial part of
the hadronic effective action density is obtained as [26],

\[
\int dU_j \exp[-s_{j,x}] = \exp[-s_{j,x}^{(\text{eff})}],
\]

where \( s_{j,x}^{(\text{eff})} = \sum_{n=1}^{N_c} A_n (M_x M_{x+j})^n + A_{j,x} (B_x B_{x+j} + (-1)^N \text{H.c.}), \)

and \( B_x = e^{a b c} c (\chi^a \chi^b \cdots \chi^e) / N_c ! \) represents baryonic composites. Coefficients \( (A_n, A_{j,x}) \) are summarized in Table I for \( N_c = 3 \). The spatial partition function in the SCL is obtained as

\[
Z_{\text{SCL}}^{(s)} = \exp \left[ -\sum_{j,x} s_{j,x}^{(\text{eff})} \right].
\]

The sum over spatial directions \( \sum_j \) in Eq. (13) would give rise to a factor \( d \) due to the spatial isotropy. Suppose that the action \( \sum_j s_{j,x}^{(\text{eff})} \) stays finite at large \( d \), the quark field \( (\chi, \bar{\chi}) \) should scale as \( d^{-1/4} \). As a result, the mesonic hopping term \( \sum M_x M_{x+j} \) remains finite \( O(1/d^2) \), while higher power terms of quarks are found to be suppressed as \( O(1/\sqrt{d}) \) for \( N_c \approx 3 \). This is called the systematic \( 1/d \) expansion, which is proposed first in the application to the Ising model [78]. A spin exchanging term \( \sum_j S_i S_{i+j} \) is assumed to be finite at large \( d \), and the mesonic hopping \( \sum_j M_x M_{x+j} \) could be analogue of that [30]. In the leading order of the \( 1/d \) expansion, the SCL spatial partition function becomes

\[
\begin{align*}
V_x^+ & \quad V_x^- \\
M_x M_{x+j} & \quad V_x^+ V_{x+j}^-
\end{align*}
\]

\begin{align*}
& X + \bar{\chi} \\
& X + j \bar{\chi} + \chi \quad X + k \bar{\chi} + \chi
\end{align*}

\[
Z_{\text{SCL}}^{(s)} = \exp \left[ \frac{1}{4N_c} \sum_{j,x} M_x M_{x+j} + O(1/\sqrt{d}) \right].
\]

In the third diagram of Fig. 1, we display the leading order diagram of the \( 1/d \) expansion.

### C. Strong coupling and cluster expansion

In order to evaluate the plaquette contribution \( S_G \), it is useful to define an expectation value,

\[
\langle O \rangle = \frac{1}{Z_{\text{SCL}}^{(s)}} \int dU_j O[U_j] e^{-S_{\text{eff}}^{(s)}},
\]

which has a normalization property \( \langle 1 \rangle = 1 \). The full spatial partition function Eq. (7) can be expressed as

\[
Z^{(s)}_{\text{SCL}}(e^{-S_G}) = \exp \left[ \sum_{n=1}^{N_c} (-1)^n \frac{1}{n!} \langle S_G^n \rangle_c \right].
\]

where \( \langle \cdots \rangle_c \) is called a cumulant, and corresponds to the correlation part in the connected diagram contributions, e.g. \( \langle S_G^2 \rangle_c = \langle S_G^2 \rangle - \langle S_G \rangle^2 \). We find that the effective action from plaquettes is expressed in terms of cumulants as

\[
\Delta S_{\text{eff}} = -\log(e^{-S_G}) = -\sum_{n=1}^{N_c} \frac{1}{n!} \langle S_G^n \rangle_c.
\]

The \( n \)-th term in the right-hand side is proportional to \( 1/g^{2n} \), and we can identify \( n = 1 \) term as the NLO effective action, and \( n = 2 \) term as the next-to-next-to-leading order (NNLO) effective action.

The above identification of the effective action and the strong coupling order is consistent with the cluster expansion. In the first line of Eq. (17), the average of \( S_G^n \) is decomposed into cumulants as

\[
\langle S_G^n \rangle_c = \prod_{\alpha} \langle S_G^n \rangle_{\alpha},
\]

\[
= \langle S_G \rangle^{n} + \frac{n!}{2!(n-2)!} \langle S_G \rangle^{n-2} \langle S_G \rangle + \cdots + \langle S_G^n \rangle_c,
\]

where the sum runs over all partitions satisfying \( \sum_{\alpha} n_{\alpha} = n \). The plaquette action \( S_G \) is proportional to a large volume factor \( \sum_x \sim \text{Vol} \) and a small coupling factor \( 1/g^2 \), hence it is necessary to count both of them. The first term in Eq. (19) is estimated as

\[
\langle S_G^n \rangle_c \propto \left[ \frac{1}{g^2} \sum_{x} \right]^n \sim O(1/g^{2n}, \text{Vol}^n).
\]

In comparison, other terms have smaller powers in volume.
For example, the cumulant of the $n$-th power operator is proportional to $(\text{Vol})^n$,
\[
\langle S^n_G \rangle_c \propto \sum_{\{x\} \in \text{conn}} \left[ \frac{1}{g^{2n}} \right] \sim \mathcal{O}(1/g^{2n}, \text{Vol}^n),
\]
where $\{x\} \in \text{conn}$ represents that the sum over $\{x\}|i = 1, \cdots, n|$ is restricted to connected diagrams, and such a summation is $\mathcal{O}(\text{Vol})^n$. In a fixed order of $1/g^{2n}$, $(S_G^n)$ gives the leading order contribution in terms of the volume in the thermodynamical limit, $\text{Vol} \to \infty$. Resumming all leading order contributions in volume of the connected diagrams, we obtain the exponential form shown in the right-hand side of Eq. (18). This resummation corresponds to the so-called cluster expansion [79], and is consistent with the strong coupling expansion of the effective action presented in Eq. (18).

**D. NLO effective action**

The NLO contribution to the effective action Eq. (18) is found to be
\[
\Delta S_{NLO} = \langle S_G \rangle_c = -\frac{1}{g^2} \sum_P \langle U_P + U_P^\dagger \rangle_c.
\]
As long as we consider NLO terms, the cumulant $\langle \cdots \rangle_c$ is equivalent to the expectation value $\langle \cdots \rangle$,
\[
\langle U_P \rangle_c = \langle U_P \rangle = (1/2\pi)_\text{SCl} \int D U_j U_P e^{-S^{(i)}_P}.
\]
We decompose the spatial kinetic action $S^{(s)}_P$ to the plaquette related and nonrelated part,
\[
S^{(s)}_P \rightarrow s_P + \sum_{(j,x) \in P} s_{j,x},
\]
\[
s_P = \sum_{(j,x) \in P} s_{j,x},
\]
In the above sum $\sum_P$, four links, $(j,x), (k,x + \hat{y}), (j,x + \hat{k}), (k,x)$ are included in a spatial plaquette $P = (jk,x)$ as shown in the fifth diagram of Fig. 1. The link integral in Eq. (23) is also decomposed as follows:
\[
\langle U_P \rangle_c = \left[ \prod_{(j,x) \in P} e^{s_{j,x}} \right] \left[ \int dU_P U_P \exp[-s_P] \right] \times \prod_{(k,y) \in P} \left[ e^{s_{k,y}} \right] \left[ \int d U_{k,y} \exp[-s_{k,y}] \right].
\]
The second line shows the plaquette nonrelated part, and is found to be unity from the definition of $s^{(eff)}_{j,x}$ shown in Eq. (11). The prefactor in the first line corresponds to the normalization factor in the plaquette related part. This factor is also found to be unity in the leading order of the $1/d$ expansion, since $s^{(eff)}_{j,x}$ contains four quarks, and is proportional to $d^{-1}$ at large $d$. 

The $U_P$ integral part in Eq. (26) contains at most only four links, and we can perform the link integrals by using the group integral formulas Eq. (10) again. For a temporal plaquette, $P = (j0,x)$, we find [31,36]
\[
\langle U_{j0,x} \rangle_c = -\frac{1}{4N^2} V^- (\mu) V^+ (\mu) + \mathcal{O}(d^{-3/2}),
\]
where the first term in Eq. (27) corresponds to the leading order in the $1/d$ expansion and shown in the fourth diagram of Fig. 1. Note that the temporal link variable $U_0$ remains in the nonlocal color singlet composites $V^\pm$, and will be integrated out later. For a spatial plaquette, $P = (jk,x)$, $U_P$ integral in Eq. (26) is found to be [31,36],
\[
\langle U_{jk,x} \rangle_c = \frac{1}{16N^4} M_x M_j k M_k + \mathcal{O}(d^{-5/2}),
\]
where $MMM$ term is the leading order contribution and is illustrated in the fifth diagram of Fig. 1.

Substituting Eqs. (27) and (28) in Eq. (22), we obtain the NLO effective action from plaquettes, $\Delta S_{NLO}$. The plaquette sum $\sum_P \Delta S_{NLO}$ leads to $\Delta S^{(s)} \sim d$ and $\Delta S^{(r)} \sim d^2$ for temporal and spatial plaquettes, respectively. Since the quark fields $(x,k)$ scales as $d^{-1/2}$, the composites in Eq. (27) and (28) scale as $V^- V^+ \sim d^{-1}$ and $MMM \sim d^{-2}$. Putting all together, $V^- V^+$ and $MMM$ give $\mathcal{O}(1/d^3)$ contributions in $\Delta S_{NLO}$.

In the following, we consider the leading (SCL) and the NLO in the strong coupling expansion, and the leading order of the $1/d$ expansion. The effective action is found to be
\[
S_{\text{eff}} = S_{\text{SCL}} + \Delta S^{(r)} + \Delta S^{(s)} + \mathcal{O}(1/\sqrt{d}, 1/g^4),
\]
\[
S_{\text{SCL}} = \frac{1}{2} \sum_x [V^+_x (\mu) - V^-_x (\mu)] + m_0 \sum_x M_x
\]
\[
- \frac{1}{4N_c} \sum_{x,j=0} M_x M_{x+j},
\]
\[
\Delta S^{(r)} = \frac{\beta_\tau}{4d} \sum_{x,j=0} [V^+_x (\mu) V^-_{x+j} (\mu) + V^+_x (\mu) V^-_{x-j} (\mu)],
\]
\[
\Delta S^{(s)} = \frac{\beta_z}{d(d-1)} \sum_{x>0<k<j} M_x M_{x+j} M_{x+k} M_{x+k+j},
\]
\[
\beta_\tau = \frac{d}{N_c g^2}, \quad \beta_z = \frac{d(d-1)}{8N_c g^2},
\]
where $\Delta S^{(r)}$ and $\Delta S^{(s)}$ come from the temporal and spatial plaquettes shown in Eq. (27) and (28) including their hermit conjugates, respectively. The considered contributions $S^{(r)}_F, MM,$ and $\Delta S^{(r,s)}$ are summarized in Fig. 1.
III. EFFECTIVE POTENTIAL

The effective action derived in the previous section still contains quark fields \((\chi, \bar{\chi})\) and temporal link variables \(U_0\). In this section, we obtain the effective potential \(\mathcal{F}_{\text{eff}}\) by integrating out these variables in the mean field approximation,

\[
\int \mathcal{D}(U_0, \chi, \bar{\chi}) e^{-S_{\text{eff}}} = \int \mathcal{D}(\Phi) e^{-N_c L^d \mathcal{F}_{\text{eff}}[\Phi]} = e^{-N_c L^d \mathcal{F}_{\text{eff}}[\Phi]}_{\text{stationary}}.
\]

In this step, several auxiliary fields (\(\Phi\)) including the chiral condensate \(\langle \bar{\chi} \chi \rangle\) are introduced on the same footing, and the NLO effects are self-consistently evaluated.

A. Effective potential in the strong coupling limit

Before discussing the NLO effects, we briefly summarize the procedure to obtain the effective potential in the SCL. The effective action \(S_{\text{SCL}}\) contains the chirally invariant four-fermion interaction term \(MM\). We apply the so-called Hubbard-Stratonovich (HS) transformation. The four-fermion interaction term \(MM\) is reduced to bilinear forms in \(\chi\) and \(\bar{\chi}\) by performing the Gaussian transformation with a auxiliary field \(\sigma\),

\[
\mathcal{F}_{\text{SCL}} \approx \sum_x \left\{ \frac{V_x^+(\mu) - V_x^-(\mu)}{2} + m_q M_x \right\} + N_c L^d \frac{b_\sigma}{2} \sigma^2,
\]

where \(b_\sigma = d/2N_c\), and the matrix \(V_x = \sum_j (\delta_{x+y, j} + \delta_{x-y, j})/2d\) represents the meson hopping. In the last line, \(\sigma\) is assumed to be a constant, which is determined by the stationary condition \(\partial \mathcal{F}_{\text{SCL}} / \partial \sigma = 0\). Under this condition, the auxiliary field \(\sigma\) is found to be the chiral condensate \(\langle \bar{\chi} \chi \rangle\). Thus the nonlinear term \(MM\) is converted to the quark mass term \(b_\sigma \langle \bar{\chi} \chi \rangle\), where the finite chiral condensate \(\langle \bar{\chi} \chi \rangle\) spontaneously breaks the chiral symmetry and generates the quark mass dynamically.

Now the total effective action reduces to a bilinear form of \((\chi, \bar{\chi})\),

\[
S_{\text{SCL}} \approx \sum_x \left\{ \frac{V_x^+(\mu) - V_x^-(\mu)}{2} + m_q M_x \right\} + N_c L^d \frac{b_\sigma}{2} \sigma^2,
\]

where \(m_q = m_0 + b_\sigma \sigma\) represents the constituent quark mass, and the inverse propagator of quarks is given as

\[
G^{-1}_{xy}(m_q, \mu) = \frac{\delta_{xy}}{2} \left\{ e^{\mu U_{0_x}} \delta_{x+\bar{\delta}_y} - e^{-\mu U_{0_x}} \delta_{x-\bar{\delta}_y} \right\} + m_q \delta_{xy}.
\]

We take account of finite \(T\) effects by imposing periodic and antiperiodic boundary conditions on link variables and quarks, respectively. We take the static and diagonalized gauge (called the Polyakov gauge) for temporal link variables with respect for the periodicity [34],

\[
U_0(\tau, x) = \text{diag}(e^{i\theta_0(x)/N_\tau}, \ldots, e^{i\theta_0(x)/N_\tau}).
\]

The corresponding Haar measure is given in the form of the Van der Monde determinant,

\[
\mathcal{F}_{\text{SCL}}^{\text{eff}}(\sigma, T, \mu) = \frac{b_\sigma}{2} \sigma^2 + \mathcal{V}(m_q(\sigma); T, \mu),
\]

where \(N_\tau^{-1}\) is identified as temperature \(T\), and \(E(m_q(\sigma)) = \sinh^{-1}[m_q(\sigma)]\) corresponds to the quark excitation energy. Substituting Eq. (39) for Eq. (40), the remnant \(U_0\) integral can be carried out in a straightforward manner [34] (the explicit procedure is summarized in the appendix in Ref. [43]). The resultant effective potential \([34,36]\) is a function of the chiral condensate \(\sigma\), temperature \(T\), and quark chemical potential \(\mu\),

\[
\mathcal{F}_{\text{SCL}}^{\text{eff}}(\sigma, T, \mu) = \frac{b_\sigma}{2} \sigma^2 + \mathcal{V}(m_q(\sigma); T, \mu),
\]
\[ \mathcal{V}_q(m_q; T, \mu) = -T \log \left[ X_{Nc}(m_q) + 2 \cosh \left( \frac{N_c \mu}{T} \right) \right]. \]  
(42)

\[ X_{Nc}(m_q) = \frac{\sinh[(N_c + 1)E_q(m_q)/T]}{\sinh[E_q(m_q)/T]}. \]  
(43)

The same result is also obtained by another method [36], by utilizing recursion formulas. The phase diagram is obtained by performing the minimum search of the effective potential \( F_{\text{eff}} \), and its structure has been investigated in Refs. [37–39,42–44].

### B. Extended Hubbard-Stratonovich transformation

We shall now evaluate NLO correction terms \( \Delta S^{(r.s)} \) in the effective action Eq. (29) in the mean field approximation. The temporal plaquette term \( \Delta S^{(\tau)} \) is composed of the product of different composites \( V_i^\tau \) and \( V_{x+j}^\tau \). The standard HS transformation shown in Eq. (35) cannot be applied for such a term. Hence we apply here a recently developed method named extended Hubbard-Stratonovich (EHS) transformation [45,46]. Let us consider to evaluate a quantity \( e^{\alpha AB} \), where \( (A, B) \) and \( \alpha \) represent arbitrary composite fields and a positive constant, respectively. We can represent \( e^{\alpha AB} \) in the form of a Gaussian integral over two auxiliary fields \( (\varphi, \phi) \).

\[ e^{\alpha AB} = \int d\varphi d\phi e^{-\alpha[(\varphi-(A+B)/2)^2+(\phi-i(A-B)/2)^2] + \alpha AB} \]
(44)

The integral over the new fields \( (\varphi, \phi) \) is approximated by the saddle point value, \( \varphi = (A+B)/2 \) and \( \phi = i(A-B)/2 \). Specifically in the case where both \( A \) and \( B \) are real, which applies to the later discussion, the stationary value of \( \phi \) becomes purely imaginary. Thus we replace \( \phi \rightarrow i\omega \) and require the stationary condition for the real value of \( \omega \).

\[ e^{\alpha AB} \approx e^{-\alpha[(\varphi-(A+B)/2)^2+\omega^2+(A-B)i\omega)]} \]  
(45)

In the case of \( A = B \), Eq. (45) reduces to the standard HS transformation. We find that \( e^{\alpha AB} \) is invariant under the scale transformation, \( A \rightarrow \lambda A \) and \( B \rightarrow \lambda^{-1} B \). In our previous work [44], a similar invariance exists but is broken after the saddle point approximation. As a result, a careful treatment is necessary in order to determine the explicit value of the parameter. In the present derivation, the scale invariance is kept in the right-hand side of Eq. (45), since the combinations \( \varphi - \omega = \langle A \rangle \) and \( \varphi + \omega = \langle B \rangle \) transform in the same way as \( A \) and \( B \), respectively. This means that the effective potential is independent of the choice of \( \lambda \).

Now we apply EHS to NLO terms. For the spatial plaquette action terms, \( \Delta S^{(\tau)} \), we substitute \( (\beta_s/d(d-1)) \), \( M_{x,M_{x+j}}, M_{x+j,M_{x+j}} \) in Eq. (45), and obtain

\[ \Delta S^{(\tau)} = \frac{\beta_s}{d(d-1)} \sum_{x,j=0} \left[ \varphi_x^2 - \omega_x^2 - (\varphi_x - \omega_x)M_{x,M_{x+j}} \right. 
- (\varphi_x + \omega_x)M_{x+j,M_{x+j}} 
\]
(46)

In the last line, we have assumed that the auxiliary fields take constant and isotropic values. Under this constant auxiliary field assumption, \( \omega_x \) effects disappear and the sum \( \sum_{j=0} \) leads to a factor \( d(d-1)/2 \) for the \( \varphi_x^2 \) term. As shown in the last line, the coupling terms of \( \varphi_x \) and \( M \) are rearranged to the same form as the meson hopping term in the SCL effective action by using the translational invariance. This \( M_{x,M_{x+j}}\varphi_j \) term can be absorbed into the meson hopping effects \( M_{x,M_{x+j}} \) in the SCL,

\[ \frac{b_s}{2d} \sum_x M_{x,M_{x+j}} \rightarrow \frac{b_s}{2d} + \frac{2\beta_s}{d} \sum_x M_{x,M_{x+j}}. \]
(48)

Thus the spatial NLO contributions lead to a shift of the coefficient for the meson hopping effects, which can be evaluated by introducing the chiral condensate \( \sigma \) via Eq. (35). The coefficient modification is cared by replacing \( S_\sigma \) in Eq. (35) with

\[ S_\sigma = N_s L d \tilde{b}_s \sigma^2 + \tilde{b}_s \sigma \sum_x M_x, \]
(49)

where \( \tilde{b}_s = d/(2N_s) + 2\beta_s \varphi_0 \). The constituent quark mass is found to be modified as

\[ m_q = m_0 + \tilde{b}_s \sigma. \]
(50)

For the temporal plaquette action \( \Delta S^{(\tau)} \), we substitute \( (\alpha, A, B) = (\beta_t/4d, -V_x^\tau(\mu), V_{x+j}^\tau(\mu)) \), and obtain

\[ \Delta S^{(\tau)} = \frac{\beta_t}{4d} \sum_{x,j=0} \left[ \varphi_x^2 + \left[ V_x^\tau(\mu) - V_{x+j}^\tau(\mu) \right] \varphi_x - \omega_x^2 
- \left[ V_x^\tau(\mu) + V_{x+j}^\tau(\mu) \right] \omega_x + (j \leftrightarrow -j) \right] 
\]
(50)

In the last line, we again assume that the auxiliary fields \( \varphi_x \) and \( \omega_x \) are constant and isotropic, then \( \sum_j \) leads to a factor \( d \). We combine \( V^\tau \) terms in Eq. (50) with those in the SCL temporal action \( S_F^{(\tau)} \), and the coefficients of \( V^\tau \) are found to become \( Z_{\pm}/2 \), where \( Z_{\pm} = 1 + \beta_t(\varphi_x \pm \omega_x) \). We re-write these coefficients as \( Z_{\pm} = Z_0 \exp(\pm \beta_t \mu) \). Thus the SCL term \( S_F^{(\tau)} \) is modified by the temporal NLO effects as
TABLE II. The auxiliary fields and their stationary values. In the stationary value of \( \varphi, \varphi_0 = N_c - Z_q \tilde{m}_q + \beta_\sigma \omega^\tau_\omega \).

| Auxiliary Fields | Mean Fields | Stationary Values |
|------------------|-------------|-------------------|
| \( \sigma \) | \( \langle -M \rangle \) | \(- (1/Z_x)(\partial V_q/\partial \tilde{m}_q)\) |
| \( \varphi_s \) | \( \langle MM \rangle \sigma^2 \) | \( - (V^+ + V^-)/2\) |
| \( \varphi_\tau \) | \( - (V^+ + V^-)/2\) | \( 2 \nu_0(1 + \sqrt{1 + 4 \beta_\sigma \varphi_0}) \) |
| \( \omega_\tau \) | \( - (V^+ + V^-)/2\) | \( - \partial V_q/\partial \tilde{m}_q = \rho_q \) |

\[
S^{(r)}_F = \frac{1}{2} \sum_x [Z_- V_+^x(\mu) - Z_+ V_-^x(\mu)]
\]

\[
= \frac{Z_x}{2} \sum_x \left( e^\mu e^{-\delta \mu} \bar{X}_x U_{0,0} X_{+;0} - e^{-\mu} e^\delta \mu (H.c.) \right)
\]

\[
= \frac{Z_x}{2} \sum_x \left[ V_+^x(\tilde{\mu}) - V_-^x(\tilde{\mu}) \right],
\]

where

\[
Z_x = \sqrt{Z_+ Z_-}, \quad e^\mu = e^\mu e^{-\delta \mu} = e^\mu \frac{Z_-}{Z_+}.
\]

In this way, temporal NLO contributions are expressed as the quark wave function renormalization factor \( Z_x \) and the dynamical shift of chemical potential \( \delta \mu \). In Table II, we summarize introduced auxiliary fields.

C. Effective potential

Now the effective action reduces to a bilinear form in terms of the quark fields \((\chi, \bar{\chi})\),

\[
S_{\text{eff}} = Z_x \sum_x \bar{\chi}_x G_{xy}^{-1} \bar{m}_q, \bar{\mu}) \chi_y
\]

\[
+ N_c \sum_x \left[ \frac{\bar{b}_\sigma}{2} \sigma^2 + \frac{\bar{b}_\sigma}{2} \varphi_s^2 + \frac{\beta_\sigma}{2} \varphi_\tau^2 + \omega_\tau^2 \right]
\]

where \( G_{xy}^{-1}(\bar{m}_q, \bar{\mu}) \) is given in Eq. (37) with modifications \((\bar{m}_q, \bar{\mu}) \rightarrow (\bar{m}_q, \bar{\mu})\). We note that the constituent quark mass is modified again due to the quark wave function renormalization factor \( Z_x \).

\[
\tilde{m}_q = m_q Z_x = m_0 + \frac{\bar{b}_\sigma \sigma}{Z_x}
\]

The remnant integrals \( \int_{\bar{\chi}; \bar{U}_0} e^{-Z} \bar{\chi} G(\bar{m}_q, \bar{\mu}) \chi \) can be evaluated in the same manner as in the SCL. The effective potential (free energy density) is obtained as a function of the auxiliary fields \( \Phi = (\sigma, \varphi_0, \omega_\tau) \), the temperature \( T \), and the quark chemical potential \( \mu \).

\[
\mathcal{F}_{\text{eff}}(\Phi; T, \mu) = \mathcal{F}_{\text{aux}}(\Phi) + V_q(\tilde{m}_q(\Phi); T, \tilde{\mu}),
\]

\[
\mathcal{F}_{\text{aux}}(\Phi) = \frac{\bar{b}_\sigma \sigma^2}{2} + \frac{\beta_\sigma \varphi_s^2}{2} + \frac{\beta_\sigma \varphi_\tau^2}{2} - N_c \log Z_x
\]

where \( \mathcal{V}_q(\tilde{m}_q; T, \tilde{\mu}) \) has the same functional form as that in the SCL Eq. (42) except for modifications \( m_q \rightarrow \tilde{m}_q(\Phi) \) and \( \mu \rightarrow \tilde{\mu} \). The additional term \(- N_c \log Z_x \), which has no counterpart in the SCL, appears from the quark wave function renormalization factor \( Z_x \) through the fermion determinant contribution, \(- \log(\det(Z_x G^{-1}))\).

We have introduced four kinds of auxiliary fields \( \Phi = (\sigma, \varphi_0, \omega_\tau) \), and they may contain some redundant degrees of freedom. We can reduce their degrees of freedom by considering stationary conditions shown in Eq. (45),

\[
\frac{\partial \mathcal{F}_{\text{eff}}}{\partial \Phi} = \frac{\partial \mathcal{F}_{\text{aux}}}{\partial \tilde{m}_q} \frac{\partial \mathcal{V}_q}{\partial \tilde{m}_q} \frac{\partial \mathcal{V}_q}{\partial \tilde{\mu}} \frac{\partial \tilde{\mu}}{\partial \Phi} = 0.
\]

Note that \( V_q \) depends on the auxiliary fields via the two dynamical variables \( \tilde{m}_q \) and \( \tilde{\mu} \). Substituting \( \sigma \) for \( \Phi \) in Eq. (57), we obtain the relation

\[
\sigma = - \frac{1}{Z_x} \frac{\partial V_q}{\partial \tilde{m}_q}.
\]

By utilizing this result, the stationary condition for \( \varphi_\tau \) leads to \( \varphi_s = \sigma^2 \). Substituting \( \varphi_\tau \) and \( \omega_\tau \) for \( \Phi \), we obtain a coupled equation for \( \varphi_\tau \) and \( \omega_\tau \), whose solution is found to be

\[
\varphi_\tau = \frac{2 \nu_0}{1 + \sqrt{1 + 4 \beta_\sigma \nu_0}},
\]

\[
\omega_\tau = - \frac{\partial V_q}{\partial \tilde{\mu}} = - \frac{\partial \mathcal{F}_{\text{eff}}}{\partial \tilde{\mu}}.
\]

Equation (61) indicates the stationary value of \( \omega_\tau \) is nothing but the quark number density \( \rho_q \). The stationary conditions are summarized in Table II. The auxiliary fields \( \varphi_\tau, \omega_\tau \) are found to be explicit functions of \( \sigma \) and \( \omega_\tau \) via stationary conditions, while \( \omega_\tau \) becomes a \((T, \mu)\) dependent implicit function, \( \omega_\tau = \rho_q(\sigma, \omega_\tau; T, \mu) \). Hence we need a self-consistent treatment in the minimum search of \( \mathcal{F}_{\text{eff}}(\sigma, \omega_\tau) \) in order to determine vacua. This is a consequence of the multiorder parameter \((\sigma, \omega_\tau)\) treatment, and a new feature compared with the previous works [36–39].

The auxiliary field \( \omega_\tau \) may be interpreted as a repulsive vector field for quarks. In relativistic mean field (RMF) models of nuclei [80], the isoscalar-vector field \( \omega \) contributes to the energy density as

\[
\varepsilon_V = -m_\omega^2 \omega^2/2 + g_\omega N \rho_\mu(\mu_B) \omega + \ldots,
\]

where \( \omega \) is the temporal component of the omega meson.
field \( \omega^r \). The negative coefficient of \( \omega^2 \) results in the repulsive potential for nucleons, \( +g_\omega N \alpha \), and the coupling with the baryon density \( \rho_B \) leads to the shift of \( \mu_B \) as

\[
E + g_\omega \omega - \mu_B = E - (\mu_B - g_\omega \omega) = E - \tilde{\mu}_B. \tag{63}
\]

The saddle point constraint gives \( \omega \propto \rho_B \). Most of these characters apply to the auxiliary field \( \omega_z \) introduced in the present work. For example, the \( \omega_z \) contribution to the effective action in Eq. (50) is rewritten as

\[
-\beta_z \omega_z^2/2 + \beta_z \omega_z \rho_q, \tag{51a}
\]

and the stationary condition is \( \omega_z = \rho_q \). When we replace quarks with baryons and introduce an appropriate scaling factor for \( \omega_z \), the above two points are consistent with the properties of \( \omega \) vector field in the RMF.

**IV. PHASE DIAGRAM EVOLUTION**

In the previous section, we have derived an analytic expression of the effective potential \( \mathcal{F}_{eff} \), which contains effects of the NLO of the \( 1/g^2 \) expansion. In this section, we investigate the phase diagram evolution with the finite coupling effects \( \beta = 2N_c/g^2 \) based on the effective potential \( \mathcal{F}_{eff} \). By developing a self-consistent treatment of two order parameters, \( (\sigma, \omega_r) \), we study the \( \beta \) dependence of the critical temperature, critical chemical potential, the critical point, and the phase diagram. We also discuss PCR matter.

**A. Self-consistent treatment in vacuum search**

Solving the stationary condition of \( \mathcal{F}_{eff} \) with respect to \( \sigma \) and \( \omega_r \),

\[
\frac{\partial \mathcal{F}_{eff}}{\partial \sigma} = \frac{\partial \mathcal{F}_{eff}}{\partial \omega_r} = 0, \tag{64}
\]

corresponds to searching for a saddle point of \( \mathcal{F}_{eff} \) in the \((\sigma, \omega_r)\) plane. Since the quark number density \( \rho_q \) is an increasing function of \( \tilde{\mu} \) which is a decreasing function of \( \omega_r \), the stationary condition for \( \omega_r, \omega_r = \rho_q \), has a single solution, \( \omega_r = \omega_{r\,stat}(\sigma, T, \mu) \), for a given value of \( \sigma \) at finite \( T \). The coefficient of \( \omega_r^2 \) is negative in \( \mathcal{F}_{eff} \), hence the solution gives a maximum of \( \mathcal{F}_{eff} \) for a given \( \sigma \). Thus the stationary point in \((\sigma, \omega_r)\) is the saddle point of \( \mathcal{F}_{eff} \), at which \( \mathcal{F}_{eff} \) is convex downward and upward in \( \sigma \) and \( \omega_r \), directions \( (\partial^2 \mathcal{F}_{eff}/\partial \sigma^2 > 0) \) and \( \partial^2 \mathcal{F}_{eff}/\partial \omega_r^2 < 0 \), respectively. Generally, we may have several solutions of Eq. (64), among which the lowest \( \mathcal{F}_{eff} \) dominates the partition function.

In Fig. 2, we show \( \mathcal{F}_{eff} \) as a function of \((\sigma, \omega_r)\). Solid lines show the solution of the stationary condition for \( \omega_r, \omega_r = \omega_{r\,stat} \), and filled circles show the saddle points. At \( \mu = 0 \), \( \mathcal{F}_{eff} \) becomes an even function of \( \omega_r \), and the stationary value of \( \omega_r \) is always zero as shown in the upper panel of Fig. 2. At finite \( \mu \), we have to solve the coupled Eqs. (64) self-consistently. The solution \( \omega_{r\,stat} \) is a smooth function of \( \sigma \) at finite \( T \) as shown in the middle panel of

![FIG. 2 (color online). The effective potential as a function of \( \sigma \) and \( \omega_r \) at \((T, \mu) = (T_{c, \mu=0}/2, 0), (0.2, \mu_{c,T=0}), (0, \mu_{c,T=0})\) in the lattice unit. The solid line represents the set of points which satisfy the stationary condition Eq. (61).](https://repository.kulib.kyoto-u.ac.jp/)
Fig. 2. In the case of \( T = 0 \) and finite \( \mu \), \( \partial F_{\text{eff}} / \partial \omega_r \) is discontinuous at \( \tilde{\mu} = E_q \). This discontinuity comes from the functional form of the quark free energy at \( T = 0 \),

\[
\mathcal{V}_q(\tilde{m}_q, \tilde{\mu}, T = 0) = \begin{cases} -N_c E_q & (E_q \geq \tilde{\mu}) \\ -N_c \tilde{\mu} & (E_q \leq \tilde{\mu}) \end{cases}.
\]

The ridge found in the lower panel of Fig. 2 corresponds to the line \( \tilde{\mu} = E_q \), where \( F_{\text{eff}} \) takes a maximum value for a given \( \sigma \). The stationary value \( \omega_r^{\text{stat}} \) at finite \( T \) approaches this ridge in the limit \( T \to 0 \). Thus the stationary condition for \( \omega_r \) is found to be equivalent to searching for \( \omega_r \) which maximizes \( F_{\text{eff}} \) for each \( \sigma \) also at \( T = 0 \).

The effective potential as a function of \( \sigma \) for given \((T, \mu)\) is defined as \( F_{\text{eff}}(\sigma) = F_{\text{eff}}(\sigma, \omega = \omega_r^{\text{stat}}(\sigma)) \), whose minimum point corresponds to the equilibrium. In Fig. 3, we show \( F_{\text{eff}}(\sigma) \) on the \( T \) axis \((\mu = 0)\) and on the \( \mu \) axis \((T = 0)\) at \( \beta = 4.5 \), as an example. The chiral phase transitions in these cases are found to be the second and first order, respectively, as in the case of the SCL. In the following subsections, we discuss the nature of these phase transitions.

### B. Critical temperature at zero chemical potential

Along the \( T \) axis \((\mu = 0)\), the quark number density \( \rho_q = \omega_r \) is always zero, then the effective potential under the \( \omega_r \) stationary condition is simply given as \( F_{\text{eff}}(\sigma) = F_{\text{eff}}(\sigma, \omega_r = 0) \). In the upper panel of Fig. 3, we show the effective potential at several temperatures \((T/T_c = 0, 0.2, \ldots, 1.0, 1.2)\) at \( \mu = 0 \) for \( \beta = 4.5 \). The effective potential has one local minimum in the region \( \sigma \geq 0 \). As \( T \) becomes large, the minimum point of the effective potential smoothly decreases to zero from a finite value. We find that the phase transition along the \( T \) axis is the second order as in the case of the SCL [42–44].

In Fig. 4, we show the critical temperature at zero chemical potential \( T_{c, \mu = 0} \) as a function of \( \beta \). We find that \( T_c \) is suppressed as \( \beta \) becomes large. This decrease would be a natural consequence of finite coupling, since hadrons are less bound than in the SCL. In the present treatment, the decrease of \( T_c \) is caused by the wave function renormalization factor \( Z_x \) in Eq. (54), which has a similar effect to the temporal lattice spacing modification. The second order phase transition temperature is obtained from the condition \( C_2 = 0 \), where \( F_{\text{eff}} = \sum \sigma C_\sigma \sigma^\prime / n! \). The effective potential \( F_{\text{eff}}(\sigma) \) and auxiliary fields \( \Psi = (\varphi_{x,r}, \omega_r) \) are even functions of \( \sigma \) in the chiral limit \( \partial \Psi / \partial \sigma |_{\sigma = 0} = 0 \) and the first derivative of auxiliary fields are zero from the stationary conditions \( \partial F_{\text{eff}} / \partial \Psi = 0 \). By using these, we find \( C_2 \) is given as

\[
C_2 = \left( \frac{\partial}{\partial \sigma} + \sum \frac{\partial \Psi}{\partial \sigma} \frac{\partial}{\partial \Psi} \right)^2 F_{\text{eff}} - \frac{\partial^2 F_{\text{eff}}}{\partial \sigma^2} \bigg|_{\sigma = 0} = \left[ \frac{\partial^2 F_{\text{aux}}}{\partial \sigma^2} + \frac{b_\sigma^2}{Z_x^2} \frac{\partial^2 \mathcal{V}_q}{\partial \tilde{m}_q^2} \right]_{\sigma = 0} = b_\sigma \frac{b_\sigma^2}{Z_x^2} \frac{N_c(N_c + 1)(N_c + 2)}{3T(N_c + 1) \cosh \left( \frac{N_c \tilde{\mu}}{T} \right)}.
\]

From the condition \( C_2 = 0 \) at \( \mu = 0 \), we find

\[
T_{c, \mu = 0} = \frac{T_c^{(\text{SCL})}}{Z_x^2} = \frac{1}{Z_x^2} \frac{d(N_c + 1)(N_c + 2)}{6(N_c + 3)}.
\]

where \( T_c^{(\text{SCL})} \) represents the second order phase transition temperature at \( \mu = 0 \) in the strong coupling limit. It should be noted that at \( \mu = 0 \) and \( \sigma = 0 \), \( Z_x \) does not depend on the auxiliary field. As shown in Eq. (67), the critical temperature decreases due to the wave function renormalization factor, \( Z_x \gtrsim 1 \) at \( \sigma = 0 \). This mainly originates from the suppression of the constituent quark mass \( \tilde{m}_q \). In this way, the decrease of the critical temperature is understood as the \( \tilde{m}_q \) modification effects caused by the plaquettes. The \( T_c \) values here are consistent with those in Ref. [39].

In Fig. 4, we also show the results of the critical coupling in Monte Carlo simulations with \( N_c = 2 \) [81], 4 [10,76,82], and \( N_r = 8 \) [83] temporal lattice sizes. These results cor-
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C. Chiral transition at finite density

At finite $\mu$, the quark number density $\rho_q = \omega_q$ is generally finite and depends on $\sigma$. We search for $\omega_q$ which maximizes $\mathcal{F}_{\text{eff}}(\sigma, \omega_q)$ for a given $\sigma$, and we substitute the solution, $\omega_q = \omega_q^{\text{stat}}(\sigma)$, in the effective potential. In the lower panel of Fig. 3, we show the effective potential at several chemical potentials ($\mu/\mu_c = 0, 0.2, \ldots, 1, 1.2$) at $T = 0$ for $\beta = 4.5$. The effective potential has one local minimum for $\mu$ smaller than the second order critical chemical potential, $\mu < \mu_c(2\text{nd})$, and two local minima appear in the larger $\mu$ region. For $\beta = 4.5$, the vacuum jumps from the Nambu-Goldstone (NG) phase ($\sigma \approx \sigma_{\text{vac}}$) to the Wigner phase ($\sigma = 0$) at critical chemical potential, $\mu = \mu_c$, and this transition is the first order.

The first order chiral transition at finite $\mu$ necessarily involves the density gap. In the case of $\beta = 4.5$ and $T = 0$ shown in the lower panel of Fig. 2, the effective potentials at two points in $(\sigma, \omega_q)$ plane become equal at $\mu = \mu_c$, and the first order phase transition takes place. In the Wigner phase, the quark mass is small (zero in the chiral limit), then the quark number density is high. At high densities, the chemical potential effects are reduced as $\mu \rightarrow \bar{\mu} = \mu - \delta \mu$ as discussed in the previous section.

In the upper panel of Fig. 4, we show the critical chemical potential at $T = 0$, $\mu_{c,T=0}$, as a function of $\beta$. In the region of $\beta < 6$, the phase transition at $T = 0$ is the first order, as in the case of SCL results. We find that the first order critical chemical potential $\mu_{c,T=0}^{(1\text{st})}$ is not largely modified from the strong coupling limit value $\mu_{c,T=0}^{(\text{SCL},1\text{st})} \approx 0.55$. For example, we find $\mu_{c,T=0}^{(1\text{st})} \approx 0.58(0.60)$ at $\beta = 3.0(4.5)$. This small modification is understood as follows: In the low temperature region, the first order phase transition is described in terms of the competition between the quark chemical potential and the constituent quark mass. Since the temporal plaquette suppresses both, the relative relations between them are not largely changed. Hence $\mu_{c,T=0}^{(1\text{st})} \approx \mu_{c,T=0}^{(\text{SCL},1\text{st})}$ follows. Results by Blic et al. [37–39] are also shown in Fig. 4. Our results are qualitatively consistent with their results.

We can now discuss the critical value ratio $R = \mu_{c,T=0}/T_c\mu=0$, which characterizes the shape of the phase diagram. In the lower panel of Fig. 4, we show this ratio as a function of $\beta$. As already discussed, $T_{c,\mu=0}$ rapidly decreases as $\beta$ increases, while the finite coupling effects give rise to only small modifications of $\mu_{c,T=0}$. As a result, the ratio $R$ significantly increases with $\beta$ as shown in the lower panel of Fig. 4. The ratio $R$ becomes close to 1 at $\beta = 6$, and much larger than the SCL results $R_{\text{SCL}} \sim 0.3–0.45$ [42–44]. The lattice MC results indicate that the critical end point may locate in the region $\mu/T > 1$, which suggests $R > 1.0$. Based on the recent MC results ($T_c = 170–200$ MeV) and a naive estimate $N_c \mu_c \approx M_N$ ($M_N$ is the nucleon mass), the expected ratio in the real world would be $R = 1.5 \sim 3$. Thus the finite coupling
effects are found to increase the ratio \( R \) and make it closer to the empirical value.

D. Partially chiral restored matter

One of the characteristic features of the present treatment is that the second order critical chemical potential \( \mu^{(2nd)}_c \) is finite even at \( T = 0 \). The second order critical chemical potential \( \mu^{(2nd)}_c \) for a given \( T \) is obtained by solving the condition \( C_2 = 0 \) at finite chemical potential. By using Eq. (66), the shifted second order critical chemical potential is obtained as

\[
\mu^{(2nd)}_c = \frac{T}{N_c} \text{arccosh} \left[ 1 + \frac{(N_c + 3)(T^{(SCL)}_c/Z^2 - T)}{2T} \right].
\]

(68)

In the right-hand side, \( \sigma = 0 \) is assumed. This equation is an implicit equation, which should be solved with the condition \( \omega_\tau = \rho_\eta \) simultaneously; \( Z_\chi \) in the right-hand side is a function of \( \omega_\tau \), which is a function of \( \tilde{\mu} \). The second order critical chemical potential differs from \( \mu^{(2nd)}_c \) by \( \delta \mu \),

\[
\mu^{(2nd)}_c = \mu^{(2nd)}_c + \delta \mu = \mu^{(2nd)}_c + \log \sqrt{Z_c/Z_\nu}.
\]

(69)

At \( T = 0 \), \( \mu^{(2nd)}_c \) becomes zero. In the SCL, we do not have the second term in Eq. (69) and \( \mu^{(2nd)}_c \) approaches zero at small \( T \). In the NLO, the second term in Eq. (69) is finite at finite \( \beta \). As a result, there is a possibility that \( \mu^{(2nd)}_c \) overtakes \( \mu^{(1st)}_c \), which leads to the appearance of the partially chiral restored matter [45,46].

We numerically find that \( \mu^{(2nd)}_c \) can overtake \( \mu^{(1st)}_c \) in the case \( \beta \geq 4.5 \). We show the phase diagrams with \( \beta = 3.0 \), 4.5, and 6.0 in comparison with the SCL phase diagram in Fig. 5. The TCP starts to deviate from the second order phase transition boundary at \( \beta \sim 4.5 \), and becomes a CEP at larger \( \beta \) even in the chiral limit. When the CEP exists off the second order phase transition boundary, we have the temperature region, where the second order critical chemical potential is larger than the first order one, \( \mu^{(2nd)}_c(T) > \mu^{(1st)}_c(T) \). In this temperature region, \( \mathcal{F}_{\text{eff}} \) at \( \mu = \mu^{(1st)}_c \) should have two local minima in the \( \sigma > 0 \) region as shown in Fig. 6: At \( \mu = \mu^{(1st)}_c \), \( \mathcal{F}_{\text{eff}} \) at two local minima are equal, and the local minimum with smaller \( \sigma \) cannot be at \( \sigma = 0 \), since the curvature of \( \mathcal{F}_{\text{eff}} \) is negative at around \( \sigma = 0 \) (i.e. \( C_2 < 0 \)) in the chemical potential region \( \mu < \mu^{(2nd)}_c \).

In the temperature region where the condition \( \mu^{(2nd)}_c > \mu^{(1st)}_c \) is satisfied, we have three chemical potential regions, \( \mu < \mu^{(1st)}_c \), \( \mu^{(1st)}_c < \mu < \mu^{(2nd)}_c \), and \( \mu > \mu^{(2nd)}_c \). The vacuum is in the NG phase in the first region, where the chiral condensate is large enough. In the third region, the chiral condensate is completely zero, and it is in the Wigner phase. In the second region, the chiral symmetry is weakly but spontaneously broken, and a PCR matter is realized [45,46]. It is interesting to investigate the transitions

FIG. 5 (color online). The phase diagram for the several value of \( \beta = 2N_c/g^2 \) in the lattice unit. The solid and dashed lines represent the first and second order transition lines, respectively. The actual transition is described by the thick dashed and solid lines.
among them. As $\mu$ increases, the $\sigma$ jumps from the NG local minimum to the PCR local minimum with $\sigma > 0$, as we can guess from the $F_{\text{eff}}$ behavior in Fig. 6. For larger $\mu$, the chiral condensate in PCR matter decreases, and the Wigner phase ($\sigma = 0$) is realized at $\mu = \mu_{c(2n)}$.

The appearance of PCR matter, or equivalently, $\mu_{c(1s)} < \mu < \mu_{c(2n)}$ region may stem from the multiorder parameter treatment [45,46]. To clarify this point, we examine several truncation schemes, where the effective potential $F_{\text{eff}}(\sigma, \rho_q)$ systematically reduces to that with a single order parameter $\sigma$. And we would check the disappearance of the PCR matter.

The first treatment is the same as that we have discussed in previous subsections, and abbreviated as NLO-A. In the second treatment (NLO-B), $O(1/g^4)$ contributions in $Z_\chi$ and $\tilde{\mu}$ are truncated as

$$Z_{\chi}^{(\text{NLO-B})} = 1 + \beta_\tau \varphi_\tau,$$

$$\tilde{\mu}_{(\text{NLO-B})} = \mu - \beta_\tau \omega_\tau.$$

In this treatment, we find that $\varphi_\tau$ and $\omega_\tau$ couple to quarks separately through $\tilde{m}_q$ and $\tilde{\mu}$, respectively. In the third

These truncation schemes are summarized in Table III.

Stationary conditions in NLO-B, C, and D are solved in a similar way to the NLO(NLO-A). In NLO-B and C, $\omega_\tau$ is still an implicit function of $\sigma$, $\omega_\tau = \rho_q(\sigma, \omega_\tau; \mu, T)$, and the multiorder parameter property is still kept. In NLO-D, $\omega_\tau$ is explicitly obtained as a function of $\sigma$,

$$\omega_\tau^{(\text{NLO-D})} = -\frac{\partial \mathcal{V}_q(\tilde{m}_q; \tilde{\mu}; T)}{\partial \mu},$$

where the right-hand side does not contain $\omega_\tau$. The dynamics is described by a single order parameter $\sigma$. In this meaning, the NLO-D gives a similar formulation to those in the previous works [37–39].

In the upper panel of Fig. 7, we show the phase diagrams in NLO-A, B, and C in the large $\mu$ region. In NLO-A and B, the maximum temperature of the first order phase boundary decreases, and the critical point deviates from the second order phase transition boundary at $\beta \approx 4.5$ and 3.0 in NLO-A and NLO-B, respectively. In NLO-C, the second order critical chemical potential $\mu_{c(2n)}$ at $T = 0$ overtakes the first order one at $\beta \approx 3.5$. Between the first and second order phase boundaries, we find PCR matter. In NLO-D, PCR matter does not appear in any region of $(T, \mu, \beta)$.

In the middle and lower panels of Fig. 7, we show the comparison of $\rho_q$ and $\sigma$ in the present treatments NLO-A, B, C, and D [45,46]. The gradual increase of the quark number density $\rho_q$ after the first order transition is a common feature of the multiorder parameter treatments [45,46]. This means that $\rho_q$ is high, but still smaller than the maximum density $N_c$ in PCR matter at small $T$. At low

### Table III

The truncation schemes in NLO-A, B, C, and D. In NLO-C and D, $O(1/g^4)$ terms in $\tilde{m}_q$ are truncated to be $\tilde{m}_q^{(\text{NLO-C,D})} = (b_\mu \sigma + m_0)(1 - \beta_\tau \varphi_\tau) + 2\beta_\tau \varphi_\tau$.

| $\Delta \mu$ | $\tilde{m}_q$ | $\Delta \mathcal{F}_{\text{aux}}$ | $\mathcal{V}_q$ |
|-------------|-------------|-------------------------------|-----------------|
| NLO-A | $\log Z_{\chi}$ | $\tilde{m}_q^{(\text{NLO-A})}$ | $-N_c \log Z_\chi Z_\mu$ | $\mathcal{V}_q(\tilde{m}_q, \tilde{\mu}; T)$ |
| NLO-B | $\beta_\tau \omega_\tau$ | $\frac{\tilde{m}_q}{\gamma_{\beta_\tau \varphi_\tau}}$ | $-N_c \log (1 + \beta_\tau \varphi_\tau)$ | $\mathcal{V}_q(\tilde{m}_q, \tilde{\mu}; T)$ |
| NLO-C | $\beta_\tau \omega_\tau$ | $\tilde{m}_q^{(\text{NLO-C})}$ | $-N_c \beta_\tau \varphi_\tau$ | $\mathcal{V}_q(\tilde{m}_q, \tilde{\mu}; T)$ |
| NLO-D | 0 | $\tilde{m}_q^{(\text{NLO-D})}$ | $-N_c \beta_\tau \varphi_\tau$ | $\mathcal{V}_q(\tilde{m}_q, \tilde{\mu}; T) - \beta_\tau \omega_\tau \frac{\partial \mathcal{V}_q}{\partial \mu}$. |
temperatures, we can investigate the appearance of the PCR matter more intuitively. The quark number density $\rho_q = -\frac{\partial F_{\text{eff}}}{\partial \mu}$ is evaluated as

$$\rho_q = \frac{2 \sinh[N_c \tilde{\mu}/T]}{X_{N_c} + 2 \cosh[N_c \tilde{\mu}/T]} \rightarrow \frac{x^{N_c}}{1 + x^{N_c}}, \quad (76)$$

where $x = \exp[-(E_q - \tilde{\mu})/T]$. When $E_q > \tilde{\mu}$ is satisfied at small $T$, we obtain $x \rightarrow 0$ and $\rho_q \rightarrow 0$, while $E_q < \tilde{\mu}$ leads to $x \rightarrow \infty$ and $\rho_q \rightarrow N_c$. Medium density $0 < \rho_q < N_c$ can appear only in the case where the energy and chemical potential balance, $E_q = \tilde{\mu}$, and $x$ stays finite at $T = 0$. Since $\tilde{\mu}$ is a decreasing function of $\omega$, we may have a medium density solution of Eq. (76) in the region $\tilde{\mu}(\sigma, \omega) = N_c < E_q(\sigma, \omega) < \mu$. Specifically in NLO-B and C, $E_q = \tilde{\mu}$ is found to be equivalent to the density condition $\rho_q = (\mu - E_q)/\beta$, which can take the same medium value. In the large $\beta$ region, this medium density matter can emerge in equilibrium and corresponds to the PCR matter as indicated in Fig. 7. Also in NLO-A, PCR matter appears in a similar mechanism at finite $T$. Thus the multiorder parameter treatment is essential to obtain the PCR matter at low $T$, and we observe the two chiral transitions as $\mu$ increases.

Now we have found following common properties as long as the quark number density is treated as the order parameter in addition to the chiral condensate [45,46].

(I) The PCR matter can appear in the large $\beta$ region;

(II) The PCR matter sits next to the hadronic NG phase in the larger $\mu$ direction;

(III) The quark number density is high as $O(N_c)$ in PCR;

(IV) In PCR matter, the effective chemical potential is adjusted to the quark excitation energy; and

(V) The second order chiral transition to the Wigner phase follows after NG $\rightarrow$ PCR transition. All these properties would be the essence of the quarkyonic matter and transition proposed in Ref. [86]. In the previous work, the quark-driven Polyakov loop evaluated in SC-LQCD is shown to be small as $O(1/N_c)$ [36], and it would not grow much at low temperatures. This feature is also consistent with the proposed property of the quarkyonic matter.

The quarkyonic matter is originally defined as the confined high density matter at large $N_c$ [86], and recently investigated by using the PNJL model [87]. In order to discuss the deconfinement dynamics, the higher order of $1/g^2$ expansion would be essential, and a subject to be studied in future.

E. Phase diagram evolution

We shall now discuss the phase diagram evolution with $\beta$. In Fig. 8, we show dependence of the phase diagram on $\beta$ in the NLO(NLO-A). As $\beta$ increases, the second order phase boundary is compressed in the temporal direction according to the decrease of $T_c^{(2nd)}$. The phase transition of cold ($T = 0$) dense matter is calculated to be the first order, and the critical chemical potential does not move much.

Thick lines in Fig. 8 show the coupling dependence of the first order phase transition boundaries. As is more clearly seen in Fig. 5, the slope of the first order phase transition boundary becomes negative at finite coupling, and it is natural from the Clausius-Clapeyron relation. We expect that the entropy and quark number density is higher in the Wigner phase, $\Delta s = s^{(W)} - s^{(NG)} > 0$ and $\Delta \rho_q = \rho_q^{(NG)} - \rho_q^{(W)} > 0$, where $s^{(W,NG)}$ and $\rho_q^{(W,NG)}$ denote the entropy and quark number density, respectively, in the Wigner and the NG phases. With this expectation, the slope of the first order phase boundary from the Clausius-Clapeyron relation, $d\mu/dT = -\Delta s/\Delta \rho_q$, should be negative. This improvement from the SCL may be related to the gradual increase of the quark number density in the PCR.
matter and in the Wigner phase. In the SCL, the quark number density jumps to an almost saturated value, \( \rho_q \sim N_c \), at low \( T \) at \( \mu = \mu_c(1) \). In this case, the lattice sites are almost filled by quarks, and the entropy density will be very small in the Wigner phase. This density saturation is a lattice artifact, and is expected to be weaken at finite \( \beta \). With NLO effects, the vector field \( \omega_s \) suppresses the sudden increase of \( \rho_q \), and the quark number density gradually increases after the first order phase transition. We have discussed this feature in the PCR matter, and it also applies to the quark matter in the Wigner phase.

We also find that the slope \( d\mu/dT \) is always negative in whole \( T-\mu \) plane at finite \( \beta \). This point is different from the previous NLO works [39].

The end point of the first order phase transition boundary is the critical point, which is either the TCP or the CEP. As we already discussed in the previous subsection, the TCP at small \( \beta \) deviates from the second order phase transition line at \( \beta \approx 4.5 \), and becomes the CEP. The temperature of this critical point gradually decreases, while the chemical potential stays in a narrow range as \( \beta \) increases. We show the evolution of the critical point with \( \beta \) in Fig. 9. The decrease of the critical point temperature, \( T_{CP} \), is consistent with the results in the NJL and PNJL models [88]. In these works, it is demonstrated that \( T_{CP} \) decreases as we adopt a larger vector coupling relative to the scalar coupling. In the present work, \( \beta_s \omega_s \) is regarded as the vector potential for quarks, and it grows as \( \beta \) increases.

In the continuum limit, one species staggered QCD would become the four flavor QCD with degenerate masses [75], where the chiral transition is expected to be the first order due to anomaly contributions [89]. The present behavior of the critical point shows that the NLO SC-LQCD does not contain anomaly effects.

![PHASE DIAGRAM EVOLUTION AT FINITE COUPLING IN](image)

FIG. 8 (color online). The phase diagram evolution with the finite coupling effect \( \beta = 2N_c/g^2 \) in the lattice unit. Thin line surface shows the boundaries between the chiral broken and restored phases, and thick line surface shows the first order boundaries.
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FIG. 9 (color online). Coupling dependence of the critical point. Filled circles show the critical points, and solid and dotted lines show the first and second order boundaries for \( \beta = 0 \) and 6.

V. CONCLUDING REMARKS

We have investigated the chiral phase transition in the strong coupling lattice QCD at finite temperature (\( T \)) and chemical potential (\( \mu \)) with finite coupling (\( \beta = 2N_c/g^2 \)) effects. We have derived an analytic expression of the effective potential using one species of staggered fermion in the leading (SCL) and NLO of the strong coupling (\( 1/g^3 \)) expansion and in the leading order of the large dimensional (\( 1/d \)) expansion. We have focused our attention on the phase diagram evolution.

From the NLO effective action, we have derived the effective potential under the mean field approximation based on a self-consistent treatment of NLO effects with a recently proposed EHS transformation [45,46]. Then the quark number density (\( \rho_q \)) is naturally introduced as an order parameter. NLO contributions are expressed via the shift of the constituent quark mass, dynamical chemical potential, and the quark wave function renormalization factor. The NLO effective potential is found to become a function of \( T, \mu, \beta \), the chiral condensate \( \sigma \), and quark number density \( \rho_q \). Such a formulation has been essential in order to investigate the mechanism of the phase diagram evolution with \( \beta \). The phase diagram has been obtained by performing the minimum search of the effective potential in the multior order parameter treatment.

The effective constituent quark mass \( m_q \) is found to be suppressed as \( \beta \) increases. As a result, the critical temperature \( T_c \) decreases and becomes closer to the Monte Carlo results at \( \mu = 0 \) [81–83], while it is still larger than the MC data. The effective quark chemical potential \( \mu_c \) is also suppressed as \( \beta \) becomes larger. We have found the small modification in the critical chemical potential \( \mu_c \) at low \( T \). In this way, the ratio \( R = \mu_{c,T=0}/\mu_{c,T=0} \) becomes larger and closer to the empirical value. The \( \beta \) dependences of \( T_{c,\mu=0} \) and \( \mu_c,T=0 \) are consistent with the previous results [39]. The first order phase
boundary is found to satisfy $d \mu /dT \leq 0$ at finite $\beta$. This behavior is natural from the Clausius-Clapeyron relation, and is different from the SCL results and previous results with NLO effects [39]. In the phase diagram evolution, the tricritical point is found to move in the lower $T$ direction. This trend is consistent with model results [88]. PCR matter is found to appear in the low $T$ and the large $\mu$ region with $\beta \approx 4.5$. We have shown that the multiorder parameter ($\sigma, \omega_c$) treatment is essential in describing PCR matter, where the effective chemical potential is automatically adjusted to the quark excitation energy.

We have discussed the NLO results in the region $\beta \leq 6$, expecting that the strong coupling expansion is convergent even in the region $\beta = 5 \sim 6$. In the pure Yang-Mills theory, the character and strong coupling expansions seem to be convergent in the region of $2N_c/g^2 \approx 2N_c$ for color SU(2) [23] and SU(3) [20]. For color SU(3), the MC simulations indicate that the critical coupling $\beta_c$ at $\mu = 0$ seems to be a smooth function of $T = 1/N_c$ [10, 51, 76, 81–83, 85] and reaches $\beta_c = 5.08$ for $N_c = 8$ [83]. When we take into account the NNLO contributions in SC-LQCD with quarks for color SU(3), $T_{c,\mu=0}$ and $\mu_{c,T=0}$ are found to be very similar to those in NLO in the region $\beta \leq 6$ [90]. These observations suggest that the strong coupling expansion does not break down in the region $\beta \leq 6$. It would be necessary to investigate the NNLO effects on the critical point and PCR matter in order to examine the present results.

There are several points to be discussed further. When we take into account NNLO contributions, the Polyakov loop can appear from two plaquettes. Hence it becomes possible to investigate the phase transitions with three order parameters, $\sigma, \rho_q$, and the Polyakov loop. In addition, the Polyakov loop contributions in the NNLO may modify the $\beta$ dependence of $T_c$. The higher order of the $1/d$ expansion is also an important subject to be studied. The baryonic contributions are included in the subleading order of the $1/d$ expansion, and would be essential to solve a challenging problem: nuclear matter on the lattice.
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