Abstract. The existence theory for solutions of the linearized field equations for causal variational principles is developed. We begin by studying the Cauchy problem locally in lens-shaped regions, defined as subsets of space-time which admit foliations by surface layers satisfying hyperbolicity conditions. We prove existence of weak solutions and show uniqueness up to vectors in the orthogonal complement of the jets used for testing. The connection between weak and strong solutions is analyzed. Global solutions are constructed by exhausting space-time by lens-shaped regions. We construct advanced and retarded Green’s operators and study their properties.
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1. Introduction

This paper is concerned with the initial value problem in the theory of causal fermion systems (for a general introduction to causal fermion systems and the physical context see the textbook [8] or the survey article [16]). The basic object in this theory is the universal measure, being a measure on a set of linear operators on a Hilbert space. The physical equations are formulated via a variational principle for this measure, the causal action principle. Accordingly, the initial value problem consist in finding a minimizing measure subject to the constraints imposed by the initial data. Since the universal measure describes space-time as well as all structures therein, this initial value problem can be understood in analogy to general relativity: it involves constructing the space-time geometry and the matter fields in one step. Due to the nonlinearity of the interaction as described by the causal action principle, this problem is very difficult. The only results in this direction are the existence and uniqueness theorems in [14] which, however, seem too abstract for getting a direct connection or seeing the analogy to the initial value problem for hyperbolic partial differential equations (PDEs).

Here we are more modest and merely consider the initial value problem for the linearized field equations of a causal fermion system. In the analogous setting of general relativity, this linearization corresponds to studying the initial value problem for linearized fields (like for example the Maxwell field, linearized gravity or the Dirac field) in a given space-time geometry. In the setting of causal fermion systems, such a linearized field is described by a so-called jet \( \mathbf{v} = (b, v) \), which consist of a scalar function \( b \) and a vector field \( v \) (for details see (2.7) in Section 2.2 below). The jet formalism was introduced in [18] for causal variational principles, which are a mathematical generalization of the causal action principle. For convenience and for the sake of larger generality, here we also work in the setting of causal variational principles (the necessary preliminaries will be given in Section 2). The main objective of the present paper is to show that energy methods for hyperbolic PDEs can be adapted to the setting of causal variational principles such as to obtain existence and uniqueness results for solutions to the initial value problem for linearized fields. Moreover, we prove that the linearized fields propagate with finite speed. We also analyze the resulting causal structure.

We note that our methods and results for linearized fields are also a good starting point for tackling the nonlinear problem. Namely, the existence theory for the linearized field equations opens the door for also adapting nonlinear methods from PDEs (like fixed-point methods for nonlinear symmetric hyperbolic systems [28] or methods developed for the Einstein equations [5, 26, 27]). Moreover, our results for linearized fields can be applied directly to the general perturbation expansion for the universal measure as developed in [10]. Indeed, this perturbative description, which resembles the Feynman diagram expansion of quantum field theory, relies heavily on Green's
operators for the linearized fields. In the present paper, we shall prove under general assumptions that these Green’s operators exist and have all the properties needed for the perturbative treatment.

The analogy between linear hyperbolic PDEs and the linearized field equations for causal variational principles deserves a few general words. The linearized field equations take the form

\[ \Delta v = w, \] (1.1)

where \( w \) is a given inhomogeneity, and the operator \( \Delta \) is defined by

\[ \Delta v(x) = \nabla \left( \int_M \left( \nabla_{1,v} + \nabla_{2,v} \right) L(x, y) \, d\rho(y) - \nabla_v \nu \right), \]

where \( L \) is the Lagrangian of the causal variational principle, space-time \( M \) is defined as the support of the universal measure \( \rho \) (for details see Section 2.1), \( \nu \) is a positive parameter, and the jet derivative \( \nabla \) is a combination of multiplication and directional derivative (for details see Sections 2.2 and 2.3). One should keep in mind that these equations are not differential equations, but instead they are nonlocal equations involving space-time integrals of specific integral kernels. The reason why, despite these major structural differences, methods of hyperbolic PDEs are applicable is that there are positive energies which can be controlled in time by suitable energy estimates. Once these positive energies have been identified, we can closely follow the procedure for linear symmetric hyperbolic systems as introduced in [21] (see also the textbooks [6, 24, 28, 20] or similarly in globally hyperbolic space-times [26, 27, 1]).

We now explain our constructions and results more concretely. Recall that, in order to set up the initial value problem for a linear hyperbolic PDE in a Lorentzian space-time \((\mathcal{M}, g)\), one chooses a smooth family \((\mathcal{N}_t)_{t \in [t_0, t_{\text{max}}]}\) of space-like hypersurfaces, which can be thought of as the surfaces of constant time \( t \) of an observer. Given initial data on \( \mathcal{N}_{t_0} \), one seeks for a solution of the linear hyperbolic equation in the space-time region \( L := \cup_{t \in [t_0, t_{\text{max}}]} \mathcal{N}_t \subset \mathcal{M} \) (see for example the textbooks [24, Section 5.3], [28, Section 16], [26, Section 8.3] or [20]). The family \((\mathcal{N}_t)_{t \in [t_0, t_{\text{max}}]}\) is sometimes referred to as a foliation of the lens-shaped region \( L \). In the setting of causal variational principles, the situation is more intricate for two reasons: First, space-time could be discrete, in which case an above foliation does not exist. Second, it is not clear what an integral over a hypersurface should be, making it impossible to work with function spaces at fixed times. The method to overcome these difficulties is to replace hypersurfaces by so-called surface layers, as we now explain. In the above example of a Lorentzian space-time, we can introduce functions \( \eta_t \) as the characteristic functions of the past of \( \mathcal{N}_t \). Then their derivative \( \partial_t \eta_t \) is a \( \delta \)-distribution supported on the surface \( \mathcal{N}_t \). Likewise, integrals over \( \mathcal{N}_t \) can be written as space-time integrals involving the distribution \( \partial_t \eta_t \). In the setting of causal variational principles, on the other hand, space-time \( M \) is by definition the support of the universal measure \( \rho \). We choose a family of non-negative functions \((\eta_t)_{t \in [t_0, t_{\text{max}}]}\) defined in a space-time region \( U \subset M \). These functions should be equal to one in the past and equal to zero in the future, interpolating smoothly between these two values in a neighborhood of a hypersurface. Moreover, we assume that the “time” derivative \( \theta_t := \partial_t \eta_t \) exists and is non-negative. Then the function \( \theta_t \) is supported in a neighborhood of the hypersurface. Using a notion first introduced in [17], we refer to the support of \( \theta_t \) as a surface layer. The integral

\[ \int_U \theta_t(x) \cdots d\rho(x) \]
should be thought of as the generalization of an integral over a hypersurface to the setting of causal variational principles. The integral is not localized on a hypersurface, but instead it is “smeared out” in a small “time strip” around the hypersurface. This picture is made precise by the notion of a local foliation by surface layers (see Definition 3.1).

Working with surface layers is well-suited to our problem also because the above “time strips” reflect the nonlocality of the linearized field equations. Moreover, integral estimates in “time strips” harmonize with the conservation laws for surface layer integrals as found in [18, 19] (for basics see Section 2.4). In order for these structures to fit together even better, we here write the surface layer integrals as

$$\int_U \eta_t(x) \, d\rho(x) \int_U (1 - \eta_t(y)) \, d\rho(y) \, (\cdots) L(x, y),$$

where \((\cdots)\) is a differential operator involving the jets.

Working in the above setup with suitable energies and imposing corresponding hyperbolicity conditions, we obtain energy estimates which in turn give rise to the desired existence and uniqueness results. We consider two alternative energies. The first energy is the surface layer inner product \((.,.)_t\) introduced in [19] (see Section 3.2). This choice is motivated from the physical applications in which \((.,.)_t\) gives the scalar product of quantum theory (see [9, 15]). The second energy, denoted by \(\langle ., . \rangle_{[t_0, t]}\), arises in the study of second variations [12] (see Section 3.3). While it does not have an immediate physical interpretation, it has the advantage that it is positive as a consequence of the mathematical structure of causal variational principles. In both cases, the hyperbolicity condition is stated as a positivity property of the respective energy (see Definitions 3.3 and 3.7). A lens-shaped region \(L\) is defined as a subset of space-time which admits a local foliation by surface layers which satisfies one of the alternative hyperbolicity conditions (see Definition 3.11). In a lens-shaped region, we set up the Cauchy problem and prove uniqueness (see Proposition 3.12). Moreover, we introduce the notion of a weak solution, defined by the equation

$$\langle \Delta u, v \rangle_{L^2(L)} = \langle u, w \rangle_{L^2(L)}$$

which must hold for all test jets \(u\) in a suitable jet space (for details see Section 3.6). We prove existence of weak solutions (Theorems 3.15 and 3.18).

Our uniqueness statement for weak solutions requires an explanation. As mentioned above, we want to allow for the possibility that space-time is discrete or has some other, yet unknown microstructure. In such situations, the hyperbolicity conditions mentioned above are typically known to be satisfied only on the macroscopic scale, i.e. for jets which are almost constant on the microscopic scale and thus do not “see” the unknown microstructure. This concept can be made precise in the weak formulation by testing only with jets which are almost constant on the microscopic scale. In order to allow for such situations, we do not specify the jet space used for testing. In particular, we do not assume that the test jets are dense in \(L^2(L)\). As a consequence, the weak equation determines the solution only up to vectors in the orthogonal complement of the test jets. Except for this obvious freedom, weak solutions are unique (see Proposition 3.16).

With the methods and results explained so far, one can solve the Cauchy problem “locally” in a lens-shaped region. In order to construct global solutions, one must extend local solutions and prove that the resulting globally defined jets satisfy the linearized field equations. Our method for extending a solution \(v\) from \(L\) to \(\tilde{L} \supset L\) is
to enlarge the test space to jets supported in the bigger space-time region \( \tilde{L} \). In view of
the above-mentioned freedom in modifying weak solutions, the extension will coincide
with \( v \) in \( L \) only up to a jet in the orthogonal complement of the test jets in \( L \). This
is a delicate point which we handle using the concept of shielding (see Definitions 3.21
and 4.7 as well as the shielding condition (4.15)). We thus succeed in proving existence
of global weak solutions under general assumptions (Theorem 4.8 and Corollary 5.2).

In view of the fact that the solution of the Cauchy problem for zero initial data van-
ishes identically in the whole lens-shaped region, lens-shaped regions tell us about the
speed of propagation of linearized solutions. Using this information systematically, we
construct future cones (see Definition 4.3). The relation “lies in the future of” induced
by the open future cones is transitive (Theorem 4.4). Moreover, the cone structure is
compatible with the causal propagation speed (as is made precise in Theorem 4.15).
Combining all the assumptions needed for our constructions leads to the notion of
globally hyperbolic space-times (see Definition 4.19).

We finally construct advanced and retarded Green’s operators \( S^\wedge \) and \( S^\vee \) (see (5.2)
and Corollary 5.2). The difference of these Green’s operators \( K \) maps to the homo-
genous linearized solutions (see (5.3)). We show that the operators \( \Delta \) and \( K \) have
useful properties which are summarized in the short exact sequence

\[
0 \to J^\text{test} \xrightarrow{\Delta} J^* \xrightarrow{K} J^\text{sc} \xrightarrow{\Delta} J^* \to 0 ,
\]

where \( J^\text{test} \) and \( J^* \) are spaces of compactly supported jets, whereas \( J^\text{sc} \) and \( J^* \)
have spatially compact support (see Theorem 5.6).

The paper is organized as follows. In Section 2 we provide the necessary preliminar-
ies. Section 3 is devoted to the Cauchy problem in a lens-shaped region. In Section 4
the causal structure of linearized fields is worked out, and it is analyzed how and un-
der which assumptions one can construct global solutions. In Section 5 causal Green’s
operators are introduced, and their properties are analyzed. in Section 6 we conclude
with a discussion and an outlook on open problems.

2. Preliminaries

2.1. Causal Variational Principles in the Non-Compact Setting. We consider
causal variational principles in the non-compact setting as introduced in [18, Section 2].
Thus we let \( \mathcal{F} \) be a (possibly non-compact) smooth manifold of dimension \( m \geq 1 \) and \( \rho \)
a (positive) Borel measure on \( \mathcal{F} \) (the universal measure). Moreover, we are given a
non-negative function \( \mathcal{L} : \mathcal{F} \times \mathcal{F} \to \mathbb{R}_0^+ \) (the Lagrangian) with the following properties:

(i) \( \mathcal{L} \) is symmetric: \( \mathcal{L}(x, y) = \mathcal{L}(y, x) \) for all \( x, y \in \mathcal{F} \).

(ii) \( \mathcal{L} \) is lower semi-continuous, i.e. for all sequences \( x_n \to x \) and \( y_{n'} \to y \),

\[
\mathcal{L}(x, y) \leq \liminf_{n,n' \to \infty} \mathcal{L}(x_n, y_{n'}) .
\]

The causal variational principle is to minimize the action

\[
S(\rho) = \int_{\mathcal{F}} d\rho(x) \int_{\mathcal{F}} d\rho(y) \mathcal{L}(x, y) \quad (2.1)
\]

under variations of the measure \( \rho \), keeping the total volume \( \rho(\mathcal{F}) \) fixed (volume con-
straint). The notion causal in “causal variational principles” refers to the fact that the
Lagrangian induces on \( M \) a causal structure given by
\[
\{ \text{timelike} \} \quad \text{separated if} \quad \begin{cases} \mathcal{L}(x, y) > 0 \\ \mathcal{L}(x, y) = 0 \end{cases}
\] (2.2)

The connection between this notion of causality and the causal structure of linearized fields will be discussed in Section 6.

If the total volume \( \rho(\mathcal{F}) \) is finite, one minimizes (2.1) over all regular Borel measures with the same total volume. If the total volume \( \rho(\mathcal{F}) \) is infinite, however, it is not obvious how to implement the volume constraint, making it necessary to proceed as follows. We need the following additional assumptions:

(iii) The measure \( \rho \) is locally finite (meaning that any \( x \in \mathcal{F} \) has an open neighborhood \( U \) with \( \rho(U) < \infty \)).

(iv) The function \( \mathcal{L}(x, \cdot) \) is \( \rho \)-integrable for all \( x \in \mathcal{F} \), giving a lower semi-continuous and bounded function on \( \mathcal{F} \).

Given a regular Borel measure \( \rho \) on \( \mathcal{F} \), we then vary over all regular Borel measures \( \tilde{\rho} \) with
\[
|\tilde{\rho} - \rho| (\mathcal{F}) < \infty \quad \text{and} \quad (\tilde{\rho} - \rho)(\mathcal{F}) = 0
\]
(where \(|.|\) denotes the total variation of a measure). These variations of the causal action are well-defined.

We point out that, since a manifold is by definition locally compact and separable, \( \mathcal{F} \) is a \( \sigma \)-compact topological space. As a consequence, every closed subset of \( \mathcal{F} \) is also \( \sigma \)-compact; a fact which we will use later on.

2.2. The Euler-Lagrange Equations and Jet Spaces. A minimizer of the causal variational principle satisfies the following Euler-Lagrange (EL) equations: For a suitable value of the parameter \( \nu > 0 \), the lower semi-continuous function \( \ell : \mathcal{F} \to \mathbb{R}_0^+ \)
defined by
\[
\ell(x) := \int_{\mathcal{F}} \mathcal{L}(x, y) \, d\rho(y) - \frac{\nu}{2}
\]
is minimal and vanishes on space-time \( M := \text{supp} \rho \),
\[
\ell|_M \equiv \inf_{\mathcal{F}} \ell = 0 \quad (2.4)
\]
For the derivation and further details we refer to [18, Section 2].

The EL equations (2.4) are nonlocal in the sense that they make a statement on the function \( \ell \) even for points \( x \in \mathcal{F} \) which are far away from space-time \( M \). It turns out that for the applications we have in mind, it is preferable to evaluate the EL equations only locally in a neighborhood of \( M \). This leads to the weak EL equations introduced in [18, Section 4]. Here we give a slightly less general version of these equations which is sufficient for our purposes. In order to explain how the weak EL equations come about, we begin with the simplified situation that the function \( \ell \) is smooth. In this case, the minimality of \( \ell \) implies that the derivative of \( \ell \) vanishes on \( M \), i.e.
\[
\ell|_M \equiv 0 \quad \text{and} \quad D\ell|_M \equiv 0 \quad (2.5)
\]
(see \( D\ell(p) : T_p\mathcal{F} \to \mathbb{R} \) is the derivative). In order to combine these two equations in a compact form, it is convenient to consider a pair \( u := (a, u) \) consisting of a real-valued function \( a \) on \( M \) and a vector field \( u \) on \( T\mathcal{F} \) along \( M \), and to denote the combination of multiplication of directional derivative by
\[
\nabla_u \ell(x) := a(x) \, \ell(x) + (D_u \ell)(x) \quad (2.6)
\]
Then the equations (2.5) imply that \( \nabla u \ell(x) \) vanishes for all \( x \in M \). The pair \( u = (a, u) \) is referred to as a jet.

In the general lower-continuous setting, one must be careful because the directional derivative \( D_u \ell \) in (2.6) need not exist. Our method for dealing with this problem is to restrict attention to vector fields for which the directional derivative is well-defined. Moreover, we must specify the regularity assumptions on \( a \) and \( u \). To begin with, we always assume that \( a \) and \( u \) are smooth in the sense that they have a smooth extension to the manifold \( \mathcal{F} \). Thus the jet \( u \) should be an element of the jet space

\[
\mathcal{J} := \{ u = (a, u) \text{ with } a \in C^\infty(M, \mathbb{R}) \text{ and } u \in \Gamma(M, T\mathcal{F}) \},
\]

(2.7)

where \( C^\infty(M, \mathbb{R}) \) and \( \Gamma(M, T\mathcal{F}) \) denote the space of real-valued functions and vector fields on \( M \), respectively, which admit a smooth extension to \( \mathcal{F} \).

Clearly, the fact that a jet \( u \) is smooth does not imply that the functions \( \ell \) or \( L \) are differentiable in the direction of \( u \). This must be ensured by additional conditions which are satisfied by suitable subspaces of \( \mathcal{J} \) which we now introduce. First, we let \( \Gamma^{\text{diff}} \) be those vector fields for which the directional derivative of the function \( \ell \) exists,

\[
\Gamma^{\text{diff}} = \{ u \in C^\infty(M, T\mathcal{F}) \mid D_u \ell(x) \text{ exists for all } x \in M \}. 
\]

This gives rise to the jet space

\[
\mathcal{J}^{\text{diff}} := C^\infty(M, \mathbb{R}) \oplus \Gamma^{\text{diff}} \subset \mathcal{J}.
\]

For the jets in \( \mathcal{J}^{\text{diff}} \), the combination of multiplication and directional derivative in (2.6) is well-defined. We choose a linear subspace \( \mathcal{J}^{\text{test}} \subset \mathcal{J}^{\text{diff}} \) with the property that its scalar and vector components are both vector spaces,

\[
\mathcal{J}^{\text{test}} = C^{\text{test}}(M, \mathbb{R}) \oplus \Gamma^{\text{test}} \subseteq \mathcal{J}^{\text{diff}},
\]

and the scalar component is nowhere trivial in the sense that

for all \( x \in M \) there is \( a \in C^{\text{test}}(M, \mathbb{R}) \) with \( a(x) \neq 0 \).

Then the weak EL equations read (for details cf. \[13\] (eq. (4.10))]

\[
\nabla_u \ell|_M = 0 \quad \text{for all } u \in \mathcal{J}^{\text{test}}.
\]

(2.8)

The purpose of introducing \( \mathcal{J}^{\text{test}} \) is that it gives the freedom to restrict attention to the portion of information in the EL equations which is relevant for the application in mind. For example, if one is interested only in the macroscopic dynamics, one can choose \( \mathcal{J}^{\text{test}} \) to be composed of jets pointing in directions where the microscopic fluctuations of \( \ell \) are disregarded.

Before going on, we point out that the weak EL equations (2.8) do not hold only for minimizers, but also for critical points of the causal action. With this in mind, all methods and results of this paper (except for the constructions using second variations in Sections 2.5 and 3.3) do not apply only to minimizers, but more generally to critical points of the causal variational principle.

We conclude this section by introducing a few other jet spaces which will be needed later on. It is useful to define the differentiability properties of the jets by corresponding differentiability properties of the Lagrangian. When considering higher derivatives, we always choose charts and work in components. For ease in notation, we usually omit all vector and tensor indices. But one should keep in mind that, from now on, we always work in suitably chosen charts. We first introduce the jet spaces \( \mathcal{J}^\kappa \), where \( \kappa \in \mathbb{N} \cup \{ \infty \} \) can be thought of as the order of differentiability if the derivatives act simultaneously on both arguments of the Lagrangian:
Definition 2.1. For any $\kappa \in \mathbb{N}_0 \cup \{\infty\}$, the jet space $\mathcal{J}^\kappa \subset \mathcal{J}$ is defined as the vector space of jets with the following properties:

(i) For all $y \in M$ and all $x$ in an open neighborhood of $M$, the directional derivatives

\[
(\nabla_{1,v_1} + \nabla_{2,v_1}) \cdots (\nabla_{1,v_p} + \nabla_{2,v_p}) \mathcal{L}(x, y)
\]

(2.9)

(computed componentwise in charts around $x$ and $y$) exist for all $p \in \{1, \ldots, \kappa\}$ and all $v_1, \ldots, v_p \in \mathcal{J}^\kappa$. Here the subscripts 1, 2 refer to the derivatives acting on the first and on the second argument of $\mathcal{L}(x, y)$ respectively.

(ii) The functions in (2.9) are $\rho$-integrable in the variable $y$, giving rise to locally bounded functions in $x$. More precisely, these functions are in the space

\[L_\infty^{\text{loc}} \left( L^1(M, dp(y)), dp(x) \right).\]

(iii) Integrating the expression (2.9) in $y$ over $M$ with respect to the measure $\rho$, the resulting function (defined for all $x$ in an open neighborhood of $M$) is continuously differentiable in the direction of every jet $u \in \mathcal{J}^{\text{test}}$.

Here and throughout this paper, we use the following conventions for partial derivatives and jet derivatives:

- Partial and jet derivatives with an index $i \in \{1, 2\}$, as for example in (2.9), only act on the respective variable of the function $\mathcal{L}$. This implies, for example, that the derivatives commute,

\[\nabla_{1,u} \nabla_{1,v} \mathcal{L}(x, y) = \nabla_{1,v} \nabla_{1,u} \mathcal{L}(x, y).\]

- The partial or jet derivatives which do not carry an index act as partial derivatives on the corresponding argument of the Lagrangian. This implies, for example, that

\[\nabla_u \int_{\mathcal{J}} \nabla_{1,v} \mathcal{L}(x, y) \, dp(y) = \int_{\mathcal{J}} \nabla_{1,u} \nabla_{1,v} \mathcal{L}(x, y) \, dp(y).\]

We point out that, in contrast to the method and conventions used in [18], jets are never differentiated.

We denote the $\ell$-times continuously differentiable test jets by $\mathcal{J}^{\text{test}} \cap \mathcal{J}^\ell$. Moreover, compactly supported jets are denoted by a subscript zero, like for example

\[\mathcal{J}^{\text{test}}_0 := \{u \in \mathcal{J}^{\text{test}} : u \text{ has compact support}\}.\]

(2.10)

In order to make sure that surface layer integrals exist, one needs differentiability conditions of a somewhat different type (for details see [19 Section 3.5]):

Definition 2.2. The jet space $\mathcal{J}^{\text{test}}$ is surface layer regular if $\mathcal{J}^{\text{test}} \subset \mathcal{J}^2$ and if for all $u, v \in \mathcal{J}^{\text{test}}$ and all $p \in \{1, 2\}$ the following conditions hold:

(i) The directional derivatives

\[\nabla_{1,u} (\nabla_{1,v} + \nabla_{2,v})^{p-1} \mathcal{L}(x, y)\]

exist.

(ii) The functions in (2.11) are $\rho$-integrable in the variable $y$, giving rise to locally bounded functions in $x$. More precisely, these functions are in the space

\[L_\infty^{\text{loc}} \left( L^1(M, dp(y)), dp(x) \right).\]
(iii) The $u$-derivative in (2.11) may be interchanged with the $y$-integration, i.e.
\[
\int_M \nabla_{1,u} (\nabla_{1,v} + \nabla_{2,v})^{p-1} \mathcal{L}(x,y) \, d\rho(y) = \nabla_u \int_M (\nabla_{1,v} + \nabla_{2,v})^{p-1} \mathcal{L}(x,y) \, d\rho(y).
\]

The precise regularity assumptions needed for our applications will be specified below whenever we need them.

We finally introduce the space of dual jets $(\mathfrak{J}^{\text{test}})^*$. To this end, we denote the continuous global one-jets taking values in the cotangent bundle restricted to $M$ by
\[
\mathfrak{J}^* := C^0(M, \mathbb{R}) \oplus C^0(M, T^*\mathcal{F}).
\]

We let $(\mathfrak{J}^{\text{test}})^*$ be the quotient space
\[
(\mathfrak{J}^{\text{test}})^* := \mathfrak{J}^* / \{ (g, \varphi) \in \mathfrak{J}^* \mid g(x) a(x) + \langle \varphi(x), u(x) \rangle = 0 \text{ for all } u = (a, u) \in \mathfrak{J}^{\text{test}} \text{ and all } x \in M \},
\]

where $\langle \cdot, \cdot \rangle$ denotes the dual pairing of $T_x^*\mathcal{F}$ and $T_x\mathcal{F}$. Here we take equivalence classes simply because it is convenient to disregard dual jets which are trivial on $\mathfrak{J}^{\text{test}}$.

2.3. The Linearized Field Equations. In simple terms, the homogeneous linearized field equations describe variations of the universal measure which preserve the EL equations. More precisely, we consider variations where we multiply $\rho$ by a non-negative function and take the push-forward with respect to a mapping from $M$ to $\mathcal{F}$. Thus we consider families of measures $(\tilde{\rho}_\tau)_{\tau \in (-\delta, \delta)}$ of the form
\[
\tilde{\rho}_\tau = (F_\tau)_* (f_\tau \rho),
\]

where $f$ and $F$ are smooth,
\[
f \in C^\infty((-\delta, \delta) \times M \rightarrow \mathbb{R}^+) \quad \text{and} \quad F \in C^\infty((-\delta, \delta) \times M \rightarrow \mathcal{F}),
\]

and have the properties $f_0(x) = 1$ and $F_0(x) = x$ for all $x \in M$ (here the push-forward measure is defined for a subset $\Omega \subset \mathcal{F}$ by $((F_\tau)_* \mu)(\Omega) = \mu(F_\tau^{-1}(\Omega))$; see for example [3 Section 3.6]). If we demand that $(\tilde{\rho}_\tau)_{\tau \in (-\delta, \delta)}$ is a family of minimizers, the EL equations (2.14) hold for all $\tau$, i.e.
\[
\tilde{\ell}_\tau |_{M_\tau} \equiv \inf_{\mathfrak{J}} \ell_\tau = 0 \quad \text{with} \quad \tilde{\ell}_\tau(x) := \int_{\mathcal{F}} \mathcal{L}(x,y) \, d\tilde{\rho}_\tau(y) - \frac{\nu}{2}, \tag{2.13}
\]

where $M_\tau$ is the support of the varied measure,
\[
M_\tau := \text{supp } \tilde{\rho}_\tau = \overline{F_\tau(M)}.
\]

In (2.13) we can express $\tilde{\rho}$ in terms of $\rho$. Moreover, it is convenient to rewrite this equation as an equation on $M$ and to multiply by $f_\tau(x)$. We thus obtain the equivalent equation
\[
\ell_\tau |_M \equiv \inf_{\mathfrak{J}} \ell_\tau = 0
\]

with
\[
\ell_\tau(x) := \int_{\mathcal{F}} f_\tau(x) \mathcal{L}(F_\tau(x), y) \, d\tilde{\rho}_\tau(y) - f_\tau(x) \frac{\nu}{2}.
\]

In analogy to (2.8) we write the corresponding weak EL equations as
\[
\nabla_u \ell_\tau |_{M} = 0 \quad \text{for all } u \in \mathfrak{J}^{\text{test}} \tag{2.14}
\]
(for details on why the jet space does not depend on $\tau$ we refer to [10, Section 4.1]). Since this equation holds by assumption for all $\tau$, we can differentiate it with respect to $\tau$. Denoting the infinitesimal generator of the variation by $v$, i.e.

$$v(x) := \frac{d}{d\tau} (f_\tau(x), F_\tau(x)) \bigg|_{\tau=0},$$

we obtain the linearized field equations

$$0 = \langle u, \Delta v \rangle(x) := \nabla_u \left( \int_M (\nabla_{1,\nu} + \nabla_{2,\nu}) L(x, y) \, d\rho(y) - \nabla_\nu \frac{\nu}{2} \right),$$

which are to be satisfied for all $u \in J^\text{test}$ and all $x \in M$ (for details see [10, Section 3.3]). Since these equations hold pointwise in $x$, we here refer to these equations as the strong equations (in distinction of the weak equations obtained by testing and integrating; see Section 3.6). Regarding the brackets $\langle \cdot, \cdot \rangle(x)$ in (2.16) as a dual pairing, the operator $\Delta$ is a mapping to the dual jets,

$$\Delta : J^\text{test} \to (J^\text{test})^*.$$

The corresponding inhomogeneous equation arises for example in the perturbation expansion [10]. It reads

$$\langle u, \Delta v \rangle = \langle u, w \rangle \quad \text{for all } u \in J^\text{test},$$

where $w \in (J^\text{test})^*$ is a given inhomogeneity. In order to avoid confusion, we point out that this equation is again evaluated pointwise for $x \in M$, and therefore we refer to it as the strong linearized field equations. For brevity, sometimes we leave out the pointwise testing and write this equation in the shorter form (1.1).

In [19] higher $\tau$-derivatives of (2.14) are computed. Here we only need the operator $\Delta_2 : J^\text{test} \times J^\text{test} \to J^\text{test} : (\nu_1, \nu_2) \mapsto \frac{1}{2} \left( \nabla_{1,\nu_1} \nabla_{2,\nu_2} \nu \right)$ defined by

$$\langle u, \Delta_2 [\nu_1, \nu_2] \rangle(x) = \frac{1}{2} \nabla_u \left( \int_M (\nabla_{1,\nu_1} + \nabla_{2,\nu_1}) (\nabla_{2,\nu_2} + \nabla_{2,\nu_2}) L(x, y) \, d\rho(y) \right) - \nabla_1 \nu_1 \nabla_2 \nu_2 \frac{\nu}{2}. \quad (2.17)$$

Here we always use the convention that the “partial jet derivatives” do not act on jets contained in other derivatives, so that for example

$$(\nabla_{1,\nu_1} \nabla_{1,\nu_2} \nu)(x) = b_1(x) b_2(x) \nu,$$

where $b_1$ and $b_2$ denote the scalar components of $\nu_1$ and $\nu_2$, respectively.

2.4. Surface Layer Integrals. Surface layer integrals were first introduced in [17] as double integrals of the general form

$$\int_{\Omega} \left( \int_M \cdots L(x, y) \, d\rho(y) \right) \, d\rho(x), \quad (2.18)$$

where $\cdots$ stands for a suitable differential operator formed of jets. A surface layer integral generalizes the concept of a surface integral over $\partial \Omega$ to the setting of causal fermion systems. The connection can be understood most easily in the case when $L(x, y)$ vanishes unless $x$ and $y$ are close together. In this case, we only get a contribution to (2.18) if both $x$ and $y$ are close to the boundary of $\Omega$. A more detailed explanation of the idea of a surface layer integrals is given in [17, Section 2.3].

In [17, 18, 19], conservation laws for surface layer integrals were derived. The statement is that if $v$ describes a symmetry of the system or if $v$ satisfies the linearized
field equations, then suitable surface layer integral (2.18) vanish for every compact \( \Omega \subset M \). The significance of these conservation laws for our problem lies in the fact that it is not a solution of the linearized field equations, then the surface layer integral still is conserved approximately in the sense that its change in time can be controlled by \( \Delta v \).

For this reason, these surface layer integrals are very useful for getting estimates, which we refer to as energy estimates. More specifically, the following surface layer integrals are important for developing energy estimates and will (in a slightly modified form) play a crucial role in our analysis: The symplectic form \( \sigma_\Omega \) defined by (for details see [18, Section 4.3])

\[
\sigma_\Omega(u,v) := \int_\Omega d\rho(x) \int_{M\setminus\Omega} d\rho(y) \left( \nabla_{1,u} \nabla_{2,v} - \nabla_{1,v} \nabla_{2,u} \right) \mathcal{L}(x,y) \tag{2.19}
\]

and the surface layer inner product \( (u,v)_\Omega \) (for details see [19, Theorem 1.1 and Corollary 3.11])

\[
(u,v)_\Omega := \int_\Omega d\rho(x) \int_{M\setminus\Omega} d\rho(y) \left( \nabla_{1,u} \nabla_{1,v} - \nabla_{2,u} \nabla_{2,v} \right) \mathcal{L}(x,y) \tag{2.20}
\]

In [9], these surface layer integrals were computed for Dirac systems in the presence of an electromagnetic potential in Minkowski space.

2.5. Positive Functionals Arising from Second Variations. For the alternative energy estimates of Section 3.3 we will work with positive functionals which arise in the analysis of second variations [12]. We now recall a few concepts and results (the reader who prefers to work with the energy estimates of Section 3.2 may skip this section).

Clearly, if \( \rho \) is a minimizing measure, then second variations are non-negative. For our purposes, it again suffices to consider variations of the form (2.12), where for simplicity we assume that \( f_\tau \) and \( F_\tau \) are trivial outside a compact set. Under these assumptions, it is proven in [12, Theorem 1.1] that

\[
\int_M d\rho(x) \int_M d\rho(y) \left( \nabla_{1,v} \nabla_{2,v} \mathcal{L}(x,y) + \int_M \nabla^2 \mathcal{L}(x,v) \right) d\rho(x) \geq 0 ,
\]

where jet \( v \) is again the infinitesimal generator of the variation (2.15). For our purposes, it is preferable to write this inequality as

\[
\frac{1}{2} \int_M d\rho(x) \int_M d\rho(y) \left( \nabla_{1,v} + \nabla_{2,v} \right)^2 \mathcal{L}(x,y) - \frac{1}{2} \left( \nabla^2 \mathcal{L}(v,v) \right) \geq 0 . \tag{2.21}
\]

Then it is obvious that the integrals are well-defined if we assume that \( u,v \in J^2 \) (see Definition 2.1). Moreover, using (2.3) and (2.16), the inequality can be written in the compact form

\[
\langle v, \Delta v \rangle_M \geq 0 , \tag{2.22}
\]

where we used the notation

\[
\langle u, \Delta v \rangle_M := \int_M \langle u, \Delta v \rangle(x) d\rho(x) . \tag{2.23}
\]

In other words, the operator \( \Delta \) is positive semi-definite. This might come as a surprise, because the analogous inequality for the wave operator in Minkowski space is violated. Instead, this inequality holds (up to an irrelevant sign) for the Laplacian in the Riemannian setting. These facts are not a contradiction if one keeps in mind that the operator \( \Delta \) has a structure which is very different from a PDE. The basic reason
why (2.22) holds is that, in the setting of causal variational principles, we consider minimizers. In contrast, the Dirichlet energy in the hyperbolic setting is unbounded from below, making it necessary to work merely with critical points.

3. Hyperbolic Subsets of Space-Time

3.1. Local Foliations by Surface Layers. Following the procedure for hyperbolic partial differential equations, our first goal is to analyze the initial value problem “locally” in an open subset $U$ of space-time $M$. In analogy to the usual procedure of choosing a local time function $t$ (like for example the time coordinate of a local observer) and considering the foliation by the hypersurfaces $t = \text{const}$, we here want to choose a foliation of a compact subset $L \subset U$ by surface layers. This motivates the following definition.

**Definition 3.1.** Let $U \subset M$ be an open subset of space-time and $I \subset \mathbb{R}$ a compact interval. Moreover, we let $\eta \in C^\infty(I \times U, \mathbb{R})$ be a function with $0 \leq \eta \leq 1$ which for all $t \in I$ has the following properties:

(i) The function $\theta(t,.) := \partial_t \eta(t,.)$ is non-negative and compactly supported in $U$.

(ii) For all $x \in \text{supp} \theta(t,.)$ and all $y \in M \setminus U$, the function $\mathcal{L}(x,y)$ as well as its first and second derivatives in the direction of $\mathcal{J}_0^\text{test}$ vanish.

We also write $\eta(t,x)$ as $\eta_t(x)$ and $\theta(t,x)$ as $\theta_t(x)$. We refer to $(\eta_t)_{t \in I}$ as a local foliation inside $U$.

The situation in mind is shown in Figure 1. The parameter $t$ can be thought of as the time of a local observer and will often simply be referred to as time. The support of the function $\theta_t$ is a surface layer. The function $\eta_t$ should be thought of as being equal to one in the past and equal to zero in the future of this surface layer (where the distinction between future and past will become clear later; see the last paragraph of Section 3.1 below). The condition (i) implies that the set $L$ defined by

$$L := \bigcup_{t \in I} \text{supp} \theta_t$$

is compact. It is the region of space-time described by the local foliation. The condition (ii) has the purpose to ensure that the dynamics in the region $L$ does not depend on the jets outside $U$, making it possible to restrict attention to the space-time region $U$. Sometimes, we refer to this property that $L$ is $\mathcal{L}$-localized in $U$. One way of satisfying (ii) is to simply choose $U = M$. However, in the applications it may be desirable to “localize” the problem for example by choosing $U$ as the domain of a
coordinate chart. In applications when $\mathcal{L}(x, y)$ is of short range (as introduced in [18, Section 2.3]), the condition (ii) can be arranged easily by choosing $U$ to be relatively compact and sufficiently large. When constructing global solutions, it will be useful to assume that $U$ is relatively compact (see Definition 4.4 in Section 4.3).

For the following constructions, it will be useful to combine the functions $\eta_t$ and $\theta_t$ with the measure $\rho$ such as to form new measures: The measure

$$d\rho_t(x) := \theta_t(x) \, d\rho(x)$$

with $t \in I$ is supported in the surface layer at time $t$. Likewise, the measures

$$\eta_t \, d\rho$$

and

$$(1 - \eta_t) \, d\rho$$

are supported in the past respectively future of the surface layer at time $t$. For the measures supported in a space-time strip, we use the notation

$$\eta_{[t_0, t_1]} \, d\rho$$

with

$$\eta_{[t_0, t_1]} := \eta_{t_1} - \eta_{t_0} \in C^\infty_0(U),$$

where we always choose $t_0, t_1 \in I$ with $t_0 \leq t_1$. Note that the function $\eta_{[t_0, t_1]}$ is supported in $L$.

### 3.2. Energy Estimates Using the Surface Layer Inner Product

For the analysis of local foliations we shall make use of the following surface layer integrals. We let $\mathfrak{J}_U$ be the jets which are compactly supported in $U$,

$$\mathfrak{J}_U := \{ u \in \mathfrak{J}_0^{\text{test}} | \supp u \subset U \}.$$  

(where we used the notation introduced in (2.10)). For any $t \in I$ we introduce the bilinear form

$$I^t_U(\cdot, \cdot) : \mathfrak{J}_U \times \mathfrak{J}_U \to \mathbb{R},$$

$$I^t_U(u, v) = \int_U d\rho(x) \, \eta_t(x) \int_U d\rho(y) \, (1 - \eta_t(y)) \times \left( \nabla_{1,u} - \nabla_{2,u} \right) \left( \nabla_{1,v} + \nabla_{2,v} \right) \mathcal{L}(x, y).$$

In order to ensure that the integrals are well-defined, we assume throughout this section that $\mathfrak{J}_0^{\text{test}}$ is surface layer regular (see Definition 2.2). Symmetrizing and antisymmetrizing gives the bilinear forms

$$(u, v)_t = \frac{1}{2} \left( I^t_U(u, v) + I^t_U(v, u) \right)$$

$$= \int_U d\rho(x) \, \eta_t(x) \int_U d\rho(y) \, (1 - \eta_t(y)) \left( \nabla_{1,u} \nabla_{1,v} - \nabla_{2,u} \nabla_{2,v} \right) \mathcal{L}(x, y)$$

$$(u, v)_t = \frac{1}{2} \left( I^t_U(u, v) - I^t_U(v, u) \right)$$

$$= \int_U d\rho(x) \, \eta_t(x) \int_U d\rho(y) \, (1 - \eta_t(y)) \left( \nabla_{1,u} \nabla_{2,v} - \nabla_{1,v} \nabla_{2,u} \right) \mathcal{L}(x, y),$$

referred to as the surface layer inner product and the symplectic form, respectively. These surface layer integrals are “softened versions” of the surface layer integrals (2.20) and (2.19) mentioned in Section 2.4 where the characteristic functions $\chi_\Omega$ and $\chi_{M_t \Omega}$ are replaced by the smooth cutoff functions $\eta_t$ and $1 - \eta_t$, respectively.

The quantity $(u, u)_t$ will be of central importance in the following constructions. It plays the role of the energy used in our energy estimates (for its physical interpretation.
We multiply this equation by two and add \((3.8)\). This gives
\[ y \]

Using the property in Definition 3.1 (ii), in the end, we first take the difference quotient and rewrite it as
\[ U \]

in (2.16) from \( \theta \) using the notation (3.2) gives (3.7).

Next, for all \( x \in L \) we may use Definition 3.1 (ii) to change the integration range in (2.16) from \( M \) to \( U \),
\[ \langle v, \Delta v \rangle(x) = \int_U \nabla_{1,v} (\nabla_1 + \nabla_2) L(x, y) \, d\rho(y) - \frac{\nu}{2} b(x)^2. \]

Next, for all \( x \in L \) we may use Definition 3.1 (ii) to change the integration range in (2.16) from \( M \) to \( U \),
\[ \langle v, \Delta v \rangle(x) = \int_U \nabla_{1,v} (\nabla_1 + \nabla_2) L(x, y) \, d\rho(y) - \frac{\nu}{2} b(x)^2. \]

Multiplying by \( \theta_t \) and integrating, we obtain
\[ 0 = \int_U \theta_t(x) \langle v, \Delta v \rangle(x) \, d\rho(x) + \frac{\nu}{2} \int_U \theta_t(x) b(x)^2 \, d\rho(x) \]
\[ - \int_U d\rho(x) \theta_t(x) \int_U d\rho(y) \left( \nabla_{1,v} + \nabla_{2,v} \right) L(x, y). \]

We multiply this equation by two and add (3.8). This gives
\[ \frac{d}{dt} \langle v, v \rangle_t = - \int_U d\rho(x) \theta_t(x) \int_U d\rho(y) \left( \nabla_{1,v} + \nabla_{2,v} \right)^2 L(x, y) \]
\[ + 2 \int_U \theta_t(x) \langle v, \Delta v \rangle(x) \, d\rho(x) + \nu \int_U \theta_t(x) b(x)^2 \, d\rho(x) . \]

Using the property in Definition 3.1 (ii), in the \( y \)-integral we may replace the integration range \( U \) by \( M \), making it possible to apply (2.17). Rewriting the obtained integrals using the notation (3.2) gives (3.7).

It remains to give a rigorous justification of taking the time derivative of (3.5). To this end, we first take the difference quotient and rewrite it as
\[ \frac{1}{\Delta t} \left( \langle v, v \rangle_{t+\Delta t} - \langle v, v \rangle_t \right) \]
\[ = \int_U d\rho(x) \frac{\eta_t + \Delta t(x) - \eta_t(x)}{\Delta t} \int_U d\rho(y) \left( \nabla_{1,v} \nabla_{1,v} - \nabla_{2,v} \nabla_{2,v} \right) L(x, y) \]
\[ - \int_U d\rho(x) \frac{\eta_t + \Delta t(x) - \eta_t(x)}{\Delta t} \int_U d\rho(y) \left( \eta_t + \Delta t + \eta_t \right)(x) \left( \nabla_{1,v} \nabla_{1,v} - \nabla_{2,v} \nabla_{2,v} \right) L(x, y) \]

Since \( J^{\text{test}} \) is assumed to be surface layer regular, we know from Definition 2.2 (ii) and Definition 2.1 (ii) (both evaluated for \( p = 2 \)) that the above jet derivatives exist and
are in $L^\infty_{\text{loc}}(L^1(M, d\rho(y)), d\rho(x))$. Therefore, the above $y$-integrals can be all be bounded uniformly in $\Delta t$ by the function

$$
2 \int_M \left| (\nabla_{1,p} \nabla_{1,p} - \nabla_{2,p} \nabla_{2,p}) \mathcal{L}(x, y) \right| d\rho(y) \in L^1_{\text{loc}}(M, d\rho).
$$

Clearly, the factor $\eta_{t+\Delta t} + \eta_t$ converges pointwise to $2\eta_t$. Moreover, the difference quotient $(\eta_{t+\Delta t} - \eta_t)/\Delta t$ has uniformly compact support and converges pointwise to $\theta_t$. Therefore, we can take the limit $\Delta t \to 0$ with the help of Lebesgue’s dominated convergence theorem.

In order to make use of this energy identity, we need to impose a condition which we call hyperbolicity condition. This notion can be understood as follows. In the theory of hyperbolic partial differential equations, the hyperbolicity of the equations (as expressed for example by the notions of normally hyperbolic operators or symmetric hyperbolic systems) gives rise to a positive energy. In our setting, we clearly have no partial differential equation. Instead, we take a positivity condition for the energy to define hyperbolicity. As we shall see, this condition is precisely what is needed in order to obtain existence and uniqueness of solutions. We first define the hyperbolicity condition and explain it afterward.

For all $x \in M$ we choose the subspace of the tangent space spanned by the jets,

$$
\mathcal{J}_x := \{ u(x) \mid u \in \mathcal{J}^0_{\text{test}} \} \subset T_x \Omega.
$$

We introduce a Riemannian metric $g_x$ on $\mathcal{J}_x$. The Riemannian metric also induces a pointwise scalar product on the jets,

$$
\langle \mathbf{v}, \mathbf{\tilde{v}} \rangle_x := b(x) \mathbf{\tilde{b}}(x) + g_x(v(x), \mathbf{\tilde{v}}(x)). \quad (3.9)
$$

We denote the corresponding norm by $\| \cdot \|_x$.

**Definition 3.3.** The local foliation $(\eta_t)_{t \in I}$ inside $U$ satisfies the **hyperbolicity condition** if there is a constant $C > 0$ such that for all $t \in I$,

$$
(\mathbf{v}, \mathbf{\mathbf{v}})_t \geq \frac{1}{C^2} \int_U \left( \| \mathbf{v}(x) \|_x^2 + |\Delta_2 [\mathbf{v}, \mathbf{\mathbf{v}}]| \right) d\rho_t(x) \quad \text{for all } \mathbf{v} \in \mathcal{J}_U. \quad (3.10)
$$

Let us explain the hyperbolicity condition. The inner product $(\cdot, \cdot)_t$ was first introduced in [19] in a slightly different form where the smooth cutoff function $\theta_t$ is replaced by the characteristic function of a set $\Omega$. In [9] it was shown by longer explicit computations that for Dirac sea configurations in Minkowski space and choosing $\eta_t$ as a characteristic function being identically equal to one in the past of the hypersurface $t = \text{const}$, the inner product $(\cdot, \cdot)_t$ reduces to a (positive definite) scalar product on Dirac wave functions and on the Maxwell field tensor. With this in mind, it is physically sensible to assume that $(\mathbf{v}, \mathbf{\mathbf{v}})_t$ is positive.

The lower bound in (3.10) is a stronger and more quantitative version of positivity. Again for Dirac sea configurations in Minkowski space and for $\theta_t$ replaced by a characteristic function of the past of the surface $t = \text{const}$, this inequality is satisfied in view of the explicit formulas in [9]. In more general situations, the inequality (3.10) is not obvious and must be verified in all applications. More specifically, in the applications one can use the freedom in choosing the jet space $\mathcal{J}^{\text{test}}$, the Riemannian metric in the scalar product (3.9) and the functions $\eta_t$ in order to arrange that (3.10) holds. Clearly, the smaller the space of test jets $\mathcal{J}^{\text{test}}$ is chosen, the easier it is to satisfy (3.10). The
drawback is that the Cauchy problem will be solvable for more restrictive initial data (as will be made precise in Section 3.11).

We now explain how the above hyperbolicity condition can be used to derive energy estimates. We let $L$ be a lens-shaped region inside $U$ with the local foliation $(\eta_t)_{t \in I}$. We denote the norm corresponding to the jet scalar product by $\|v\|_t := \sqrt{\langle v, v \rangle_t}$. We begin with a simple estimate of the energy identity in Lemma 3.2.

**Lemma 3.4.** Assume that the hyperbolicity condition of Definition 3.3 holds. Then for every $t \in I$ and all $v \in \mathcal{J}_U$,

$$\frac{d}{dt} \|v\|_t \leq C \|\Delta v\|_{L^2(U, d\rho_t)} + c \|v\|_t$$

with $c := C^2 + \frac{C^2 v}{4}$.

**Proof.** Applying (3.10) in (3.7), we obtain

$$\frac{d}{dt} \langle v, v \rangle_t \leq 2 \int_U \langle v, \Delta v \rangle_x \, d\rho_t(x) - 2 \int_U \Delta_2 [v, v] \, d\rho_t(x) + \frac{v}{2} \int_U b(x)^2 \, d\rho_t(x)$$

$$\leq 2 \int_U \langle v, \Delta v \rangle_x \, d\rho_t(x) + \left( 2C^2 + \frac{C^2 v}{2} \right) \langle v, v \rangle_t$$

$$\leq 2 \|v\|_{L^2(U, d\rho_t)} \|\Delta v\|_{L^2(U, d\rho_t)} + 2c \langle v, v \rangle_t$$

$$\leq 2C \|v\|_t \|\Delta v\|_{L^2(U, d\rho_t)} + 2c \langle v, v \rangle_t,$$

where in the last line we applied (3.10). Using the relation $\partial_t \|v\|_t = \partial_t (\langle v, v \rangle_t / (2\|v\|_t))$ gives the result. \qed

Applying Grönwall-type estimates, the inequality (3.11) shows that $\|v\|_t$ grows at most exponentially in time, provided that $\Delta v$ decays in time sufficiently fast. We here make this statement precise by estimates in Hilbert spaces of jets with zero initial values. In the lens-shaped region $L$ we work with the $L^2$-scalar product

$$\langle u, v \rangle_{L^2(L)} := \int_L \langle u(x), v(x) \rangle_x \eta_t(x) \, d\rho(x),$$

which, according to (3.2) and (3.3), can also be written in terms of a time integral,

$$\langle u, v \rangle_{L^2(L)} = \int_{t_0}^{t_{\max}} \langle u, v \rangle_{L^2(U, d\rho_t)} \, dt.$$

The corresponding norm is denoted by $\|\cdot\|_{L^2(L)}$.

**Proposition 3.5. (energy estimate)** Assume that the hyperbolicity condition of Definition 3.3 holds. Then, choosing

$$\Gamma = 2C e^{2c(t_{\max} - t_0)} (t_{\max} - t_0),$$

the following estimate holds,

$$\|v\|_{L^2(L)} \leq \Gamma \|\Delta v\|_{L^2(L)} \text{ for all } v \in \mathcal{J}_U \text{ with } \|v\|_{t_0} = 0.$$

**Proof.** We write the energy estimate of Lemma 3.4 as

$$\frac{d}{dt} \langle e^{-2ct} (v, v) \rangle_t \leq 2e^{-2ct} C \|v\|_t \|\Delta v\|_{L^2(U, d\rho_t)}.$$
Integrating over $t$ from $t_0$ to some $t \in I$ and using the hyperbolicity condition (3.3), we obtain
\[ e^{-2ct} (v, v)_t = \int_{t_0}^{t} \frac{d}{dt'} \left( e^{-2ct'} (v, v)_{t'} \right) dt' \leq 2C \int_{t_0}^{t} e^{-2ct'} \|v\|_{t'} \|\Delta v\|_{L^2(U, d\rho_{t'})} dt' . \]

Multiplying by $e^{2ct}$ gives the inequality
\[ (v, v)_t \leq 2C \int_{t_0}^{t} e^{2c(t-t')} \|v\|_{t'} \|\Delta v\|_{L^2(U, d\rho_{t'})} dt' \leq 2C e^{2c(t_{\text{max}}-t_0)} \int_{t_0}^{t_{\text{max}}} \|v\|_{t'} \|\Delta v\|_{L^2(U, d\rho_{t'})} dt' \leq 2C e^{2c(t_{\text{max}}-t_0)} \|\Delta v\|_{L^2(L)} \left( \int_{t_0}^{t_{\text{max}}} (v, v)_{t'} dt' \right)^{\frac{1}{2}} , \]

where in the last step we used the Schwarz inequality and (3.13). Integrating once again over $t$ from $t_0$ to $t_{\text{max}}$ gives
\[ \left( \int_{t_0}^{t} (v, v)_{t'} dt \right)^{\frac{1}{2}} \leq 2C e^{2c(t_{\text{max}}-t_0)} (t_{\text{max}} - t_0) \|\Delta v\|_{L^2(L)} . \] (3.15)

Finally, we apply the hyperbolicity condition (3.3) in (3.13),
\[ \|v\|_{L^2(L)} = \left( \int_{t_0}^{t} \|v\|_{L^2(U, d\rho_{t'})}^2 dt \right)^{\frac{1}{2}} \leq C \left( \int_{t_0}^{t} (v, v)_{t'} dt \right)^{\frac{1}{2}} . \]

Combining this inequality with (3.15) gives the result. \( \square \)

3.3. Alternative Energy Estimates Using Second Variations. The energy estimates of the previous section were based on the hyperbolicity condition of Definition 3.3. Working with the surface layer inner product $(.,.)_t$ has the advantage that it has a clear physical interpretation and significance (in particular, it gives rise to the scalar product of quantum theory [15]). Also, it can be verified in important examples that the hyperbolicity condition (3.10) is indeed satisfied. But one should keep in mind that the positivity of the surface layer inner product is a physical assumption which needs to be verified in all applications. From the mathematical point of view, it would be more convincing to work with quantities which are positive as a consequence of the mathematical structure of the causal variational principle. Such positive quantities were obtained in [12] by considering second variations (for basics see Section 2.5). We now show that positive quantities obtained from second variations can indeed be used for energy estimates, giving an alternative to the energy estimates in the previous section. The corresponding hyperbolicity condition (see Definition 3.7 below) is more natural from the mathematical point of view. The energy estimates in this section shed new light on the mathematical structure of causal variational principles. The reader who prefers to work with the surface layer inner product and the hyperbolicity condition of Definition 3.3 may skip this section.

Throughout this section, we assume that $\rho$ is a minimizing measure and that $\mathcal{J}_{\text{test}}$ is surface layer regular (see Definition 2.2). Then, according to Definition 2.1 (ii)
for \( p = 2 \), we know that for all \( u, v \in J_{\text{test}} \),
\[
(\nabla_{1,u} + \nabla_{2,u})(\nabla_{1,v} + \nabla_{2,v}) \mathcal{L}(x, y) \in L^\infty_{\text{loc}}(L^1(M, dp(y)), dp(x)) .
\]
Using that the function \( \eta_{[t_0,t]} \) has compact support (see (3.3)), if follows that the following expression is well-defined,
\[
\int_U d\rho(x) \int_U d\rho(y) (\nabla_{1,\eta_{[t_0,t]}u} + \nabla_{2,\eta_{[t_0,t]}u})(\nabla_{1,\eta_{[t_0,t]}v} + \nabla_{2,\eta_{[t_0,t]}v}) \mathcal{L}(x, y)
- \int_U \eta_{[t_0,t]}(x)^2 (\nabla^2\nu)(u, v)|_x \, d\rho(x) .
\tag{3.16}
\]
Exactly as explained after (2.21), this expression can be written in the more compact form \( \langle \eta_{[t_0,t]}u, \Delta(\eta_{[t_0,t]}v) \rangle_M \), giving rise to a bilinear form
\[
\langle u, v \rangle_{[t_0,t]} : J_{\text{U}} \times J_{\text{U}} \to \mathbb{R} , \quad \langle u, v \rangle_{[t_0,t]} := \langle \eta_{[t_0,t]}u, \Delta(\eta_{[t_0,t]}v) \rangle_M .
\tag{3.17}
\]
According to (2.22), this inner product is positive semi-definite, i.e.
\[
\langle v, v \rangle_{[t_0,t]} \geq 0 \quad \text{for all } v \in J_{\text{U}} . \tag{3.18}
\]
We denote the corresponding semi-norm by \( \| \cdot \|_{[t_0,t]} \). Before going on, we point out that the jet \( \eta_{[t_0,t]}u \) will in general not lie in \( J_{\text{test}} \), because the condition (iii) in Definition 2.1 may be violated. Therefore, one should always keep in mind our jets are in \( J_{\text{U}} \) only before multiplying by the cutoff function \( \eta_{[t_0,t]} \).

We again begin with an energy identity.

**Lemma 3.6. (energy identity)** For all \( v \in J_{\text{U}} \),
\[
\frac{d}{dt} \langle \eta_{[t_0,t]}v, \Delta(\theta_t v) \rangle_M = 2 \langle \eta_{[t_0,t]}v, \Delta(\theta_t v) \rangle_M \tag{3.19}
\]
(where we again used the notation (2.23)).

**Proof.** The identity is obtained immediately by formally differentiating (3.17) and using the symmetry of the bilinear form \( \langle \cdot, \Delta \rangle_M \). Therefore, the only task is to justify the differentiation and the product rule. To this end, similar as in the proof of Lemma 3.2 we analyze the difference quotient in the limit \( \Delta t \to 0 \). In the last integral in (3.16), this is straightforward because the integrand converges pointwise and has uniformly compact support. Therefore, it remains to consider the first line in (3.16) for \( u = v \). Using the symmetry in the arguments \( x \) and \( y \), we can write the difference quotient as
\[
2 \int_U d\rho(x) \int_U d\rho(y) \frac{1}{\Delta t} \left( \nabla_{1,\eta_{[t_0,t+\Delta t]}v} - \nabla_{1,\eta_{[t_0,t]}v} \right)
\times \left( (\nabla_{1,\eta_{[t_0,t+\Delta t]}v} + \nabla_{2,\eta_{[t_0,t+\Delta t]}v}) + (\nabla_{1,\eta_{[t_0,t]}v} + \nabla_{2,\eta_{[t_0,t]}v}) \right) \mathcal{L}(x, y) .
\]
Since \( J_{\text{test}} \) is surface layer regular, we know from Definition 2.2 (i) that the derivatives exist. Moreover, the \( y \)-integral can be estimated uniformly in \( \Delta t \) by
\[
2 \int_M \left| \nabla_{1,v} (\nabla_{1,v} + \nabla_{2,v}) \mathcal{L}(x, y) \right| d\rho(y) \in L^1_{\text{loc}}(M, dp) .
\]
Now we can take the limit \( \Delta t \to 0 \) exactly as in the proof of Lemma 3.2. \( \square \)
Lemma 3.8. Assume that the alternative hyperbolicity condition of Definition 3.7 holds. Then for every \( t \in I \) and all \( \mathbf{v} \in J_U \),

\[
\frac{d}{dt} \| \mathbf{v} \|_{[t_0,t]} \leq C^2 \| \mathbf{v} \|_{L^2(L)} + c \| \mathbf{v} \|_{[t_0,t]},
\]

where \( c = 2C \).

Proof. We estimate (3.19) using (3.21) to obtain

\[
\left| \frac{d}{dt} \langle \mathbf{v}, \mathbf{v} \rangle_{[t_0,t]} \right| \leq 2C \left( \| \mathbf{v} \|_{[t_0,t]}^2 + \left| \langle \eta_{[t_0,t]} \mathbf{v}, \Delta(\Delta - \eta_{[t_0,t]}) \mathbf{v} \rangle \right|_M \right)
\]

\[
\leq 4C \| \mathbf{v} \|_{[t_0,t]}^2 + 2C \left| \langle \eta_{[t_0,t]} \mathbf{v}, \Delta \mathbf{v} \rangle_M \right|
\]

\[
= 4C \| \mathbf{v} \|_{[t_0,t]}^2 + 2C \left( \| \mathbf{v} \|_{L^2(L)} \right)^2 \| \Delta \mathbf{v} \|_{L^2(L)}
\]

Applying the Schwarz inequality as well as (3.20) gives

\[
\left| \frac{d}{dt} \langle \mathbf{v}, \mathbf{v} \rangle_{[t_0,t]} \right| = 4C \| \mathbf{v} \|_{[t_0,t]}^2 + 2C \| \mathbf{v} \|_{L^2(L)} \| \Delta \mathbf{v} \|_{L^2(L)}
\]

\[
\leq 4C \| \mathbf{v} \|_{[t_0,t]}^2 + 2C^2 \| \mathbf{v} \|_{[t_0,t]} \| \Delta \mathbf{v} \|_{L^2(L)}.
\]

Using the relation \( \partial_t \| \mathbf{v} \|_{[t_0,t]} = \partial_t \langle \mathbf{v}, \mathbf{v} \rangle_{[t_0,t]}/(2\| \mathbf{v} \|_{[t_0,t]}^2) \) gives the result. \( \square \)
Proposition 3.9. (energy estimate) Assume that the alternative hyperbolicity condition of Definition 3.7 holds. Then, choosing
\[ \Gamma = \frac{C^2}{c} (e^{c(t_{\max} - \Delta)} - 1), \]
the following estimate holds,
\[ \|\boldsymbol{v}\|_{L^2(L)} \leq \Gamma \|\Delta\boldsymbol{v}\|_{L^2(L)} \quad \text{for all} \ \boldsymbol{v} \in \mathcal{J}_U \quad \text{with} \quad \|\boldsymbol{v}\|_{[0,\Delta]} = 0. \] (3.22)
Proof. We write the energy estimate of Lemma 3.8 as
\[ \frac{d}{dt} (e^{-ct} \|\boldsymbol{v}\|_{[t_0,t]}) \leq C^2 e^{-ct} \|\Delta\boldsymbol{v}\|_{L^2(L)}. \]
Integrating from \( t \) to \( t_{\max} \) and using that the initial data vanishes gives
\[ e^{-ct_{\max}} \|\boldsymbol{v}\|_{t} \leq \frac{C^2}{c} (e^{-ct} - e^{-ct_{\max}}) \|\Delta\boldsymbol{v}\|_{L^2(L)}. \]
Multiplying by \( e^{ct_{\max}} \) gives the result. \( \square \)

We finally motivate the hyperbolicity conditions of Definition 3.7 and clarify the connection between the norms \( \|\boldsymbol{v}\|_{L^2} \) and \( \|\boldsymbol{v}\|_{L^2(L)} \). We first show that, under general assumptions on the Lagrangian, the norm \( \|\boldsymbol{v}\|_{L^2} \) can be estimated from above by the \( L^2 \)-norm.

Lemma 3.10. Assume that the Lagrangian satisfies the condition
\[ C^2_L := \|\eta \nabla^2\ell\|_{L^\infty(M)} + \sup_{x \in M} \|\nabla_1 \nabla_2 \mathcal{L}(x,y)\|_{L^1(M)} < \infty \]
(where, similar to the notation in (3.12), \( L^2(L) \) refers to the measure \( \eta \, d\rho \)). Then for any \( \boldsymbol{v} \in \mathcal{J}_U \),
\[ \|\boldsymbol{v}\|_{L^2} \leq C \|\boldsymbol{v}\|_{L^2(L)}. \] (3.23)
Proof. We first note that, according to (2.23),
\[ \langle \boldsymbol{v}, \boldsymbol{v} \rangle_{L^2} = \langle \eta \nabla \Delta (\eta \nabla \boldsymbol{v}) \rangle_M \]
\[ = \int_M d\rho(x) \nabla \eta \nabla (\int_M (\nabla_1 \eta \nabla + \nabla_2 \eta \nabla) \mathcal{L}(x,y) \, d\rho(y) - \nabla \eta \nabla \frac{\nu}{2}) \]
\[ = \int_M \eta^2 \nabla^2 \ell(x) \, d\rho(x) \]
\[ + \int_M \eta \nabla \ell(x) \, d\rho(x) \int_M \eta \nabla \nabla \mathcal{L}(x,y). \]
We estimate the first integral by
\[ \left| \int_M \eta^2 \nabla^2 \ell(x) \, d\rho(x) \right| \leq \|\boldsymbol{v}\|_{L^2(M)} \|\eta \nabla \nabla \ell\|_{L^\infty(M)}. \]
The second integral, on the other hand, can be estimated by
\[ \left| \int_M \eta \nabla \ell(x) \, d\rho(x) \int_M \eta \nabla \nabla \mathcal{L}(x,y) \right| \]
\[ \leq \int_M d\rho(x) \int_M d\rho(y) f(x,y) f(y,x) K(x,y), \]
where we introduced the abbreviations
\[ f(x,y) = \sqrt{\eta(x)} \|\boldsymbol{v}(x)\|_x \sqrt{\eta(y)} \quad \text{and} \quad K(x,y) = \|\nabla_1 \nabla_2 \mathcal{L}(x,y)\|. \]
The last integral can be estimated as follows,
\[
\int_M d\rho(x) \int_M d\rho(y) f(x, y) f(y, x) K(x, y)
\leq \frac{1}{2} \int_M d\rho(x) \int_M d\rho(y) \left( f(x, y)^2 + f(y, x)^2 \right) K(x, y)
= \int_M d\rho(x) \int_M d\rho(y) f(x, y)^2 K(x, y)
\leq \left( \int_M \|v(x)\|^2 \eta_I(x) d\rho(x) \right) \sup_{z \in M} \int_M |K(z, y)| \eta_I(y) d\rho(y)
= \|v\|^2_{L^2(L)} \sup_x \|K(x, \cdot)\|_{L^1(L)}.
\]
Combining the terms gives the result. \qed

We finally note (3.20) is the converse inequality to (3.23). The inequality (3.20) in general does not hold for \(L^2\)-jets. The same is true for the inequality (3.21). This is why in Definition 3.7 we restrict attention to jets in \(J_u\).

3.4. Lens-Shaped Regions and Time Orientation. We combine the previous concepts in the following useful notion:

**Definition 3.11.** A compact set \(L \subset M\) is a **lens-shaped region** inside \(U\) if there is a local foliation \((\eta_t)_{t \in I}\) inside \(U\) satisfying (3.1) which satisfies the hyperbolicity conditions of either Definition 3.3 or Definition 3.7.

We now discuss the question of **time orientability**. A local foliation \((\eta_t)_{t \in I}\) distinguishes the future (the region where \(\eta_t \equiv 0\)) from the past (where \(\eta_t \equiv 1\)). But the time orientation was arbitrary; we could just as well have chosen a local foliation with the opposite time orientation. Indeed, the hyperbolicity condition of Definition 3.3 removes this arbitrariness, because it distinguishes a direction of time. In order to explain how this comes about, we note that changing the time direction corresponds to the replacement \(\eta_t \to (1 - \eta_t)\). In the above surface layer integrals, this corresponds to interchanging \(x\) and \(y\), which in (3.5) gives rise to a minus sign. Consequently, if we changed the time orientation, the inner product \((v, v)_t\) in (3.10) became negative. Therefore, a lens-shaped region which satisfies the hyperbolicity condition of Definition 3.3 always comes with a distinguished time orientation. If we assume that \(M\) can be covered by lens-shaped regions (as is made precise by the notion of local hyperbolicity in Definition 4.1 below), we automatically obtain a global time orientation.

The alternative hyperbolicity condition of Definition 3.7 however, does not distinguish a time direction. Therefore, when working with this hyperbolicity condition, we must always assume that space-time can be oriented in the sense that we can distinguish lens-shaped regions with mutually compatible time directions. For brevity, we do formalize this assumption.

3.5. The Cauchy Problem and Uniqueness of Strong Solutions. We want to study the Cauchy problem to the future (the solution to the future and past will be studied in Section 3.9 below). Therefore, we assume that we are given a local foliation with \(I = [t_0, t_{\text{max}}]\) of a lens-shaped region \(L\) inside \(U\), where \(t_0\) and \(t_{\text{max}}\) are the initial and final times, respectively.
In preparation of setting up the initial value problem, we need to specify what we mean by “\(v\) vanishes in the past of \(t_0\).” The obvious notion is to demand that \(v\) vanishes identically in the region where \(\eta_t\) is strictly positive, i.e. that \(\eta_t \cdot v = 0\). This condition is quite strong, because it also implies that \(v\) vanishes inside the surface layer at time \(t_0\). Nevertheless, this condition is not strong enough for two reasons. First, if working with the alternative hyperbolicity condition of Definition 3.7, the jet \(v\) should vanish even in the past of \(t\). For this reason, we always demand that \(\eta_t \cdot v = 0\), and in case we do not work with the alternative hyperbolicity condition, we simply choose \(t = t_{\text{min}}\). Second, if working with the hyperbolicity condition of Definition 3.3, we need in addition that the norm \(\|v\|_{t_0}\) vanishes. Moreover, it will be useful to also impose that the symplectic form vanishes in the sense that \(\sigma_t(u, v) = 0\) for all \(v \in \mathfrak{J}_U\). For convenience, we combine the last two conditions for the surface layer inner product and the symplectic form by expressing them in terms of the surface layer integral \(I^0_2\) in (3.4). This motivates the definition of the jet space

\[
\mathfrak{J}_{U_0} := \{ u \in \mathfrak{J}_U \mid \eta_t \cdot u = 0 \quad \text{and} \quad I^0_2(u, v) = 0 \quad \text{for all} \quad v \in \mathfrak{J}_U \}.
\]

Similarly, we define the space of jets which vanish at time \(t_{\text{max}}\) by

\[
\mathfrak{J}_{\text{U}_{\text{max}}} := \{ u \in \mathfrak{J}_U \mid (1 - \eta_t) \cdot u = 0 \quad \text{and} \quad I^0_2(u, v) = 0 \quad \text{for all} \quad v \in \mathfrak{J}_U \},
\]

where \(T \in [t_0, t_{\text{max}}]\) is chosen equal to \(t_{\text{max}}\) in case we do not work with the alternative hyperbolicity condition.

A strong solution of the Cauchy problem is a jet \(v \in \mathfrak{J}_U\) which satisfies the equations

\[
\Delta v = w \quad \text{in } L \quad \text{and} \quad v - v_0 \in \mathfrak{J}_{U_{0}},
\]

where \(v_0 \in \mathfrak{J}_U\) is the initial data and \(w\) is the inhomogeneity. According to (2.16), the inhomogeneity \(w \in (\mathfrak{J}_{\text{test}})^*\) is a dual jet. Having the scalar product (3.3) at our disposal, we can identify jets with dual jets. For technical simplicity, we here choose \(w \in \mathfrak{J}_U\).

**Proposition 3.12. (uniqueness of strong solutions)** If \(L\) is a lens-shaped region inside \(U\) with foliation \((\eta_t)_{t \in I}\), then the Cauchy problem (3.26) with \(v_0, w \in \mathfrak{J}_U\) has at most one solution \(v\) in \(L\).

**Proof.** Let \(v\) be the difference of two solutions. Then \(v\) is a solution of the homogeneous equation with zero initial data. Applying Lemma 3.4 or Lemma 3.8 we obtain

\[
\left| \frac{d}{dt} \|v\|_t \right| \leq c \|v\|_t \quad \text{and thus} \quad \frac{d}{dt} (e^{-ct} \|v\|_t) \leq 0.
\]

It follows that \(\|v\|_t\) vanishes for all \(t \in I\). Using (3.10), we conclude that \(v\) vanishes identically in \(L\). This gives the result. \(\square\)

3.6. Weak Solutions of the Cauchy Problem. Our goal is to construct solutions of the Cauchy problem (3.26). As usual, replacing \(v\) by \(v - v_0\) and \(w\) by \(w - \Delta v_0 \in \mathfrak{J}_U\), it suffices to consider the Cauchy problem for zero initial data, i.e.

\[
\Delta v = w \quad \text{in } U \quad \text{and} \quad v \in \mathfrak{J}_{U_{0}}.
\]

In order to derive the notion of a weak solution, we take the inner product with a test jet \(u \in \mathfrak{J}_U\) and integrate over space-time. In order to integrate only over \(L\), we
Proof. Using the definitions (3.12) and (2.16),

$$\langle u, (\Delta v - w) \rangle_{L^2(L)} = 0 \quad \text{for all } u \in J_U.$$  \hfill (3.28)

Before going on, we compare this equation with (3.27). If the space $J_U$ is dense in $L^2(L)$, then these equations are equivalent. However, as explained after (2.8), in most situations the space of jets will not be dense. In this case, the equation (3.28) contains less information than (3.27). This information loss can be understood similar as explained after (2.8) by our wish for restricting attention to part of the information contained in the linearized field equations. With this in mind, in what follows we are content with constructing solutions of (3.28).

The following Lemma makes it possible to “integrate by parts.”

**Lemma 3.13. (Green’s formula)** For all $u, v \in J_U$,

$$\sigma_{t_{\max}}(u, v) - \sigma_{t_0}(u, v) = \langle \Delta u, v \rangle_{L^2(L)} - \langle u, \Delta v \rangle_{L^2(L)}.$$  \hfill (3.29)

**Proof.** Using the definitions (3.12) and (2.16),

$$\langle \Delta u, v \rangle_{L^2(L)} - \langle u, \Delta v \rangle_{L^2(L)} = \int_J \left( \langle \Delta u, v \rangle - \langle u, \Delta v \rangle \right) \eta_J \, d\rho$$

$$= \int_J \rho(x) \eta_J(x) \int \left( \int_M \left( \nabla_{1,v} + \nabla_{2,v} \right) \mathcal{L}(x, y) \, d\rho(y) - \nabla_{v} \nu^2 \right) \eta_J(x) \, d\rho(x)$$

$$- \int_J \rho(x) \eta_J(x) \int \left( \int_M \left( \nabla_{1,u} + \nabla_{2,u} \right) \mathcal{L}(x, y) \, d\rho(y) - \nabla_{u} \nu^2 \right).$$

Here the point $x$ is in $L$. Using Definition 3.1 (ii), we get a contribution to the integrals only if $y \in U$. Therefore, we may replace the integration range $M$ by $U$. We thus obtain

$$\langle \Delta u, v \rangle_{L^2(L)} - \langle u, \Delta v \rangle_{L^2(L)}$$

$$= \int_J \rho(x) \eta_J(x) \int \left( \int_M \left( \nabla_{1,v} - \nabla_{2,v} \right) \mathcal{L}(x, y) \, d\rho(y) \right) \eta_J(x) \, d\rho(x)$$

$$+ \int_J \rho(x) \eta_J(x) \left( \nabla_{[u,v]} \int U \mathcal{L}(x, y) \, d\rho(y) - \nabla_{[u,v]} \nu^2 \right) \eta_J(x) \, d\rho(x)$$

$$= \int_J \rho(x) \eta_J(x) \int \left( \nabla_{1,v} \mathcal{L}(x, y) \, d\rho(y) \right) \eta_J(x) \, d\rho(x)$$

$$+ \int_J \nabla_{[u,v]} \mathcal{L}(x, y) \, d\rho(x),$$

where in (3.30) we used that the integrand is antisymmetric, and in (3.31) we applied (2.3). The integrand of (3.31) vanishes as a consequence of the weak EL equations (2.8). Using the anti-symmetry of the integrand, the term (3.30) can be rewritten as

$$\int_J \rho(x) \eta_J(x) \int \left( \nabla_{1,v} \mathcal{L}(x, y) \, d\rho(y) \right)$$

$$= \int_J \rho(x) \int \left( \eta_J(x) \eta_J(y) \right) \left( \nabla_{1,v} \mathcal{L}(x, y) \, d\rho(y) \right) \bigg|_{t_{\max}}^{t_{\min}}$$

$$= \sigma_{t_{\max}}(u, v) + \sigma_{t_0}(v, u).$$

This gives the result. \hfill \square
Assume that \( v \) is a strong solution of the Cauchy problem (3.27). Then, applying the above Green’s formula, we obtain for any \( u \in \mathfrak{U}_t \),
\[
\langle u, w \rangle_{L^2(L)} = \langle u, \Delta v \rangle_{L^2(L)} = \langle \Delta u, v \rangle_{L^2(L)} - \sigma_{t_0}(u, v) + \sigma_{\max}(u, v).
\]
Having implemented the vanishing initial data by the condition \( v \in \mathfrak{U}_{t_0} \), the symplectic form vanishes at time \( t_0 \) (note that the symplectic form is obtained by antisymmetrizing the functional \( J_2 \) in (3.24). In order to also get rid of the boundary values at time \( t_{\max} \), we restrict attention to test jets which vanish at \( t_{\max} \). This leads us to the following definition:

**Definition 3.14.** A jet \( v \in L^2(L) \) is a weak solution of the Cauchy problem (3.27) if
\[
\langle \Delta u, v \rangle_{L^2(L)} = \langle u, w \rangle_{L^2(L)} \quad \text{for all } u \in \mathfrak{U}_{t_{\max}}.
\]

**3.7. Existence of Weak Solutions.** Our existence proof is inspired by the method invented by K.O. Friedrichs for symmetric hyperbolic systems in [21]; see also [24, Section 5.3] and [20, Chapter 10].

We want to construct a weak solution (3.32). Clearly, the energy estimate of Propositions 3.5 or 3.9 also holds if we exchange the roles of \( t_{\max} \) and \( t_0 \), i.e.
\[
\|u\|_{L^2(L)} \leq \Gamma \|\Delta u\|_{L^2(L)} \quad \text{for all } u \in \mathfrak{U}_{t_{\max}}
\]
(where the constant \( \Gamma \) is again given by (3.14)).

We introduce the positive semi-definite bilinear form
\[
\langle \cdot, \cdot \rangle : \mathfrak{U}_{t_{\max}} \times \mathfrak{U}_{t_{\max}} \to \mathbb{R}, \quad \langle u, v \rangle = \langle \Delta u, \Delta v \rangle_{L^2(L)}.
\]
Dividing out the null space and forming the completion, we obtain a Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \). The corresponding norm is denoted by \( \| \cdot \| \).

We now consider the linear functional \( \langle w, \cdot \rangle_{L^2(L)} \) on \( \mathfrak{U}_{t_{\max}} \). Applying the Schwarz inequality and (3.33), we obtain
\[
|\langle w, u \rangle_{L^2(L)}| \leq \|w\|_{L^2(L)} \|u\|_{L^2(L)} \leq \Gamma \|w\|_{L^2(L)} \|u\|,
\]
proving that the linear functional \( \langle w, \cdot \rangle_{L^2(L)} \) on \( \mathfrak{U}_{t_{\max}} \) is bounded on \( \mathcal{H} \). Therefore, it can be extended uniquely to a bounded linear functional on all of \( \mathcal{H} \). Moreover, by the Fréchet-Riesz theorem there is a unique vector \( V \in \mathcal{H} \) with
\[
\langle w, u \rangle_{L^2(L)} = \langle V, u \rangle = \langle \Delta V, \Delta u \rangle_{L^2(L)} \quad \text{for all } u \in \mathfrak{U}_{t_{\max}}.
\]
Hence \( v := \Delta V \in L^2(L) \) is the desired weak solution. We point out that in the above estimates, the inhomogeneity \( w \) enters only via its \( L^2 \)-norm, making it possible to generalize our methods to \( w \in L^2(L) \). We have obtained the following result:

**Theorem 3.15.** Assume that \( L \) is a lens-shaped region inside \( U \) with foliation \( (\eta_t)_{t \in I} \) with \( I = [t_0, t_{\max}] \). Then for every \( w \in L^2(L) \) there is a weak solution \( v \in L^2(L) \) of the Cauchy problem (3.32). This solution is bounded by
\[
\|v\|_{L^2(L)} \leq \Gamma \|w\|_{L^2(L)}.
\]

**Proof.** It remains to prove the estimate (3.34). To this end, we use that the Fréchet-Riesz theorem also yields that the norm of \( v \) equals the sup-norm of the linear functional. Hence
\[
\|v\|_{L^2(L)} = \|\Delta V\|_{L^2(L)} = \|v\| = \|\langle w, \cdot \rangle_{L^2(L)}\|_{\mathcal{H}^*} \leq \Gamma \|w\|_{L^2(L)},
\]
concluding the proof.
3.8. Are Weak Solutions Unique? We now analyze the uniqueness problem for weak solutions. It is obvious from (3.32) that a weak solution \( v \in L^2(L) \) is unique up to vectors which are orthogonal to all vectors \( \Delta u \) with \( u \in \tilde{J}^{U^{\text{max}}} \).

**Proposition 3.16.** Let \( v, \tilde{v} \in L^2(L) \) be two solutions of the weak Cauchy problem (3.32). Then

\[
\mathbf{v} - \bar{\mathbf{v}} \in \left( \Delta \tilde{\tilde{J}}^{U^{\text{max}}} \right) \perp \subset L^2(L).
\]  

(3.35)

As an immediate consequence, we obtain the following result:

**Corollary 3.17.** If \( \Delta \tilde{\tilde{J}}^{U^{\text{max}}} \) is dense in \( L^2(L) \), then the weak Cauchy problem (3.32) has a unique solution.

This result is not the final answer because in most applications, the space \( \Delta \tilde{\tilde{J}}^{U^{\text{max}}} \) will not be dense in \( L^2(L) \). This corresponds to our general concept explained after (2.8) that by choosing \( J^{\text{test}} \) we want to restrict attention to the portion of information in the EL equations which is relevant for the application in mind. Using notions from information theory, one can say equivalently that \( J^{\text{test}} \) determines the bandwidth of the information relevant for our application. With this in mind, the freedom to modify the weak solution according to (3.35) is not relevant to us because it only affects the information which we disregard. Implementing this point of view mathematically, one could regard the freedom in (3.35) as an equivalence relation and regard the uniquely determined equivalence classes as the physically relevant solutions. In order to keep the setting as simple as possible, we here prefer not to form equivalence classes, but to work instead with solutions in \( L^2(L) \), which are determined only up to the freedom in (3.35). Using this freedom, one can try to find solutions which are particularly simple. For example, the construction of the previous section gives us a canonical solution \( \mathbf{v} = \Delta \mathbf{V} \), which is distinguished by the fact that the \( L^2 \)-norm of \( \mathbf{v} \) is minimal.

3.9. Weak Solutions in the Future and Past. In the previous section we solved the weak Cauchy problem to the future from the initial time \( t_0 \) to the final time \( t_{\text{max}} \). We now analyze how to construct a solution also to the past. Thus we consider a local foliation with \( I = [t_{\text{min}}, t_{\text{max}}] \) of a lens-shaped region \( L \) inside \( U \). Our goal is to construct a weak solution in \( L \) for zero initial data at time \( t_0 \in I \).

In preparation, we reconsider the solution to the future constructed in the previous section. Thus setting

\[
I^+ = [t_0, t_{\text{max}}] \quad \text{and} \quad L^+ = \bigcup_{t \in I^+} \text{supp} \theta_t = \text{supp} \eta_{[t_0, t_{\text{max}}]},
\]

in Theorem 3.15 we constructed a solution \( \mathbf{v} \in L^2(L^+) \) of the weak equation

\[
\langle \Delta \mathbf{u}, \mathbf{v} \rangle_{L^2(L^+)} = \langle \mathbf{u}, \mathbf{w} \rangle_{L^2(L^+)} \quad \text{for all } \mathbf{u} \in \tilde{J}_U^{U_{\text{max}}}.
\]  

(3.36)

We now want to transform this equation with the goal of working instead of the measure \( \tilde{J}_U^{U_{\text{max}}} \) (see (3.12)) with the measure \( \rho \). We first note that, by definition of \( \tilde{J}_U^{U_{\text{max}}} \) (see (3.25)), the jet \( \mathbf{u} \) vanishes identically unless \( \eta_{\text{max}} \) is equal to one. Therefore, the
right hand side of (3.36) can be rewritten as
\[
\langle u, w \rangle_{L^2(L^+)} = \int_{L^+} \langle u(x), w(x) \rangle_x \eta_{[t_0, t_{\text{max}}]} \, dp
\]
\[
= \int_{L^+} \langle u(x), w(x) \rangle_x (1 - \eta_0) \, dp = \langle u, w \rangle_{L^2(L^+, (1-\eta_0)dp)}.
\]
In order to also remove the dependence of the integration measure on \(\eta_0\), we write
\[
\langle u, w \rangle_{L^2(L^+, (1-\eta_0)dp)} = \langle u, w^+ \rangle_{L^2(L^+, dp)}
\]
with
\[
w^+ := (1 - \eta_0) w \in L^2(L^+, dp). \tag{3.37}
\]
On the left hand side of (3.36), we rewrite the integral as
\[
\langle \Delta u, v \rangle_{L^2(L^+)} = \int_{L^+} \langle (\Delta u)(x), v(x) \rangle_x \eta_{[t_0, t_{\text{max}}]} \, dp = \langle \Delta u, v^+ \rangle_{L^2(L^+, dp)},
\]
where we set
\[
v^+ := \eta_{[t_0, t_{\text{max}}]} v \in L^2(L^+, dp). \tag{3.38}
\]
Thus we can rewrite (3.32) as
\[
\langle \Delta u, v^+ \rangle_{L^2(L^+, dp)} = \langle u, w^+ \rangle_{L^2(L^+, dp)} \quad \text{for all } u \in \mathcal{U}^{t_{\text{max}}}. \tag{3.39}
\]
In this formulation, the existence result of Theorem 3.15 can be stated that for every \(w^+\) of the form (3.37) there is a weak solution \(v^+ \in L^2(L^+, dp)\) of (3.39).

Changing the time orientation in an obvious way by reparametrizing \(\eta_t\) by
\[
\eta_t = (1 - \eta_{t'}) \quad \text{with} \quad t' = t_{\text{max}} + t_{\text{min}} - t
\]
and flipping the sign in the hyperbolicity condition (3.10) we obtain similarly a solution \(v^- \in L^2(L^-, dp)\) to the past, i.e.
\[
\langle \Delta u, v^- \rangle_{L^2(L^-, dp)} = \langle u, w^- \rangle_{L^2(L^-, dp)} \quad \text{for all } u \in \mathcal{U}^{t_{\text{min}}}, \tag{3.40}
\]
where in analogy to (3.37) and (3.38) we now set
\[
w^- := \eta_{[t_{\text{min}}, t_0]} w \tag{3.41}
\]
\[
v^- := \eta_{[t_{\text{min}}, t_0]} v \in L^2(L^-, dp). \tag{3.42}
\]

The interesting point is that, according to (3.39), (3.40) and (3.37), (3.41), by extending the solutions \(v^+\) and \(v^-\) by zero to \(L\) and adding them, we get a weak solution in \(L\) for the desired inhomogeneity \(w\). We thus obtain the following result:

**Theorem 3.18.** Assume that \(L\) is a lens-shaped region inside \(U\) with foliation \((\eta_t)_{t \in I}\) with \(I = [t_{\text{min}}, t_{\text{max}}]\). Then for every \(w \in L^2(L, dp)\) and every \(t_0 \in I\), there is a solution \(\tilde{v} \in L^2(L, dp)\) of the weak equation
\[
\langle \Delta u, \tilde{v} \rangle_{L^2(L, dp)} = \langle u, w \rangle_{L^2(L, dp)} \quad \text{for all } u \in \mathcal{U}^{t_{\text{max}}}.
\]
where \(\mathcal{U}^{t_{\text{max}}} := \mathcal{U}^{t_{\text{max}}} \cap \mathcal{U}^{t_{\text{min}}}\). Moreover, the solution \(\tilde{v}\) vanishes at time \(t_0\) in the following sense: There is a decomposition
\[
\tilde{v} = v^+ + v^- \quad \text{with} \quad \text{supp } v^\pm \subset L^\pm
\]
such that \(v^+\) and \(v^-\) are weak solutions of (3.39) and (3.40), respectively.

The solution \(\tilde{v}\) satisfies the energy estimate
\[
\|\tilde{v}\|_{L^2(L, dp)} \leq \Gamma \|w\|_{L^2(L, dp)} \quad \text{with} \quad \Gamma = \sqrt{2} \max(\Gamma^+, \Gamma^-), \tag{3.44}
\]
where $\Gamma^+$ and $\Gamma^-$ are the constants in the energy estimate (3.34) for the lens-shaped regions $L^+$ and $L^-$, respectively.

Proof. It remains to prove the energy estimate (3.44). We first consider $v^+$ as given by (3.38). Applying (3.34) to $v$ gives

$$
\|v^+\|_{L^2(L^+,d\rho)}^2 = \int_{L^+} \eta_{\Gamma(t_{\max})}(x) \|v(x)\|_x^2 \, d\rho(x)
\leq \int_{L^+} \|v(x)\|_x^2 \eta_{\Gamma(t_{\max})}(x) \, d\rho(x)
= \|v\|_{L^2(L^+)}^2 \leq (\Gamma^+)^2 \|w\|_{L^2(L^+)}^2.
$$

Adding the corresponding inequality for $v^-$ gives

$$
\|v^+\|_{L^2(L^+,d\rho)}^2 + \|v^-\|_{L^2(L^-,d\rho)}^2
\leq (\max(\Gamma^+,\Gamma^-))^2 \int_{L^+} \eta_I(x) \|w(x)\|_x^2 \, d\rho(x)
\leq (\max(\Gamma^+,\Gamma^-))^2 \|w(x)\|_{L^2(L^+,d\rho)}^2.
$$

We finally combine this estimate with the inequality

$$
\|v\|_{L^2(L,d\rho)}^2 = \|v^+ + v^-\|_{L^2(L,d\rho)}^2 \leq 2 \left( \|v^+\|_{L^2(L^+,d\rho)}^2 + \|v^-\|_{L^2(L^-,d\rho)}^2 \right)
$$

and take the square root.

For clarity, we point out that the energy estimate (3.44) does not hold for $v^+$ separately. Indeed, the norm $\|w\|_{L^2(L^+)}$ in (3.45) cannot be bounded from above by $\|w^+\|_{L^2(L^+,d\rho)}$, because the inequality

$$
\|w\|_{L^2(L^+)}^2 = \int_{L^+} \|w(x)\|_x^2 \eta_{\Gamma(t_{\max})}(x) \, d\rho(x)
\geq \int_{L^+} \eta_{\Gamma(t_{\max})}(x) \|w(x)\|_x^2 \, d\rho(x)
= \|w^+\|_{L^2(L^+,d\rho)}^2
$$

goes in the wrong direction.

3.10. Restricting and Extending Weak Solutions. We now turn attention to the following questions. Suppose that we are given a weak solution $v$ in a lens-shaped region $L$. If $\hat{L}$ is another lens-shaped region contained in $L$, is the restriction of $v$ to $\hat{L}$ again a weak solution? Conversely, if $\hat{L}$ is a lens-shaped region containing $L$, can $v$ be extended to a weak solution in $\hat{L}$?

In preparation, we specify what we mean by “a lens-shaped region is contained in another lens-shaped region.” In addition to the obvious inclusion of the lens-shaped regions, we must also impose that the jet spaces and the initial data surface layers fit together.

**Definition 3.19.** Let $L$ be a lens-shaped region inside $U$ with foliation $(\eta_t)_{t \in [\tau_{\min},\tau_{\max}]}$, and $\hat{L}$ a lens-shaped region inside $\hat{U}$ with foliation $(\hat{\eta}_t)_{t \in [\tau_{\min},\tau_{\max}]}$. We say that $L$ is *nested* in $\hat{L}$, denoted by

$$
L \prec \hat{L},
$$

if the following conditions are satisfied:

(i) $L \subset \hat{L}$ and $U \subset \hat{U}$.

"
(ii) The jet spaces are contained in each other, i.e.

\[ J_{U_{t_{\max}}} \subseteq \tilde{J}_{U_{t_{\max}}}, \quad \text{and} \quad \tilde{J}_{U_{t_{\max}}} \subseteq J_{\tilde{U}_{t_{\min}}}, \]

where we extended the jets in \( U \) by zero to \( \tilde{U} \).

(iii) The initial data surfaces layers are compatible in the sense that for suitable \( t_0 \in [t_{\min}, t_{\max}] \) and \( \tilde{t}_0 \in [\tilde{t}_{\min}, \tilde{t}_{\max}] \),

\[ \eta_{t_0} = \tilde{\eta}_{\tilde{t}_0} \big|_U. \]

We begin with the restriction problem. Based on the weak formulation of Theorem 3.18, this problem has a simple answer:

**Proposition 3.20.** (restriction property) Let \( \hat{L} \prec L \) be two nested lens-shaped regions. Moreover, let \( v \in L^2(L, d\rho) \) be the weak solution of the Cauchy problem for the inhomogeneity \( w \in L^2(L, d\rho) \) with zero initial data at time \( t_0 \) as constructed in Theorem 3.18. Then the jet \( \hat{v} := v \big|_{\hat{L}} \in L^2(\hat{L}, d\rho) \) is a weak solution for the inhomogeneity \( w \) with zero initial data at time \( \hat{t}_0 \).

**Proof.** The result follows immediately from the fact that the weak equations (3.39), (3.40) and (3.43) remain valid if the jet space used for testing is made smaller. \( \square \)

The extension problem is more subtle. The basic difficulty can be understood as follows. Suppose that \( v \) and \( \hat{v} \) are weak solutions in \( L \) respectively \( \hat{L} \) with \( L \prec \hat{L} \).

Due to the nonlocality of the operator \( \Delta \), we cannot expect that \( \hat{v} \big|_L = v \) (due to the restriction property of Proposition 3.20, we know that \( \hat{v} \big|_L \) is again a weak solution in \( L \), but in view of the non-uniqueness result of Proposition 3.16 this does not imply that \( \hat{v} \big|_L = v \)). For example for constructing global solution (for details see Section 4.3 below), it is important to quantify \( \hat{v}^+ \big|_L - v^+ \) depending on the size of the lens-shaped region \( \hat{L} \). Since the necessary estimates are a bit technical, we begin with the following simpler question: Is there an open set \( \Omega \subset L \) in which \( \hat{v} \) coincides with \( v \)? The next proposition shows that, under certain conditions, this question has an affirmative answer. We first state and prove our result and explain it afterward.

**Definition 3.21.** Let \( A, B \subset L^2(M, d\rho) \) be two (not necessarily closed) subspaces of the Hilbert space of square-integrable jets. Moreover let \( V \subset M \) be a subset of spacetime. The subspace \( A \) shields \( V \) from \( B \) if all jets in \( A \perp \cap B \) vanish identically in \( V \).

We introduce the jet spaces\(^1\)

\[ \mathcal{R}(L^+) := \text{span} \left\{ \eta_{[t_0, t_{\max}]} \Delta(3U_{t_{\max}}) \mid t \in [t_0, t_{\max}] \right\} \]

\[ \mathcal{R}(L^-) := \text{span} \left\{ \eta_{[t_{\min}, t]} \Delta(3U_{t_{\min}}) \mid t \in [t_{\min}, t_0] \right\} \]

(3.46)

(and similarly with hats), where the multiplication of a function in space-time with a jet space means that all jets are multiplied pointwise by this function. We extend all jets by zero to all of \( M \) and consider them as vectors in \( L^2(M, d\rho) \).

\(^1\) At this stage, it would be sufficient to define the set \( \mathcal{R}(L^+) \) (and similarly \( \mathcal{R}(L^-) \)) by \( \mathcal{R}(L^+) = \eta_{[t_0, t_{\max}]} \Delta(3U_{t_{\max}}) \). The more general definition with \( t \in [t_0, t_{\max}] \) is of advantage in view of the constructions in Section 4.3.
Proposition 3.22. (extension property) Let $L < \hat{L}$ be two nested lens-shaped regions. Moreover, let $v \in L^2(L, d\rho)$ be the weak solution of the Cauchy problem with inhomogeneity $w := \hat{w}|_{\Omega}$ with zero initial data at time $t_0$ as constructed in Theorem 3.18. Finally, assume that $\Omega \subset L$ is an open set such that

$$
\chi_L^+ \Delta \left( \frac{\Omega_{\text{max}}}{U} \right) \text{ shields } \Omega \text{ from } \text{span}(\mathfrak{R}(\hat{L}^+), \mathfrak{R}(L^+))
$$

$$
\chi_L^- \Delta \left( \frac{\Omega_{\text{min}}}{U} \right) \text{ shields } \Omega \text{ from } \text{span}(\mathfrak{R}(\hat{L}^-), \mathfrak{R}(L^-))
$$

(3.47)

(where $\chi_L^{\pm}$ denote the characteristic functions of $L^{\pm}$). Then there is a weak solution $\hat{v}$ of the Cauchy problem in $\hat{L}$ with zero initial data at time $t_0$ which extends $v$ in $\Omega$ in the sense that

$$
\hat{v}|_{\Omega} = v|_{\Omega}.
$$

Proof. We let $v$ and $\hat{v}$ be the solutions constructed in Theorem 3.18. It suffices to consider the solutions $v^+$ and $\hat{v}^+$ in the future (as defined by (3.39)), because the solutions to the past are treated analogously.

The first step is to show that

$$
v^+ \in \overline{\mathfrak{R}(L^+)} \quad \text{and} \quad \hat{v}^+ \in \overline{\mathfrak{R}(\hat{L}^+)}
$$

(3.48)

(where the overline denotes the closure in $L^2(M, d\rho)$). To this end, we note that the solution constructed in Theorem 3.15 lies in the $L^2(L^+)-$completion of $\Delta \frac{\Omega_{\text{max}}}{U}$. The solution $\hat{v}^+$ is obtained from this solution by multiplication with cutoff functions (3.38).

We also saw that this solution is in $L^2(L, d\rho)$. Hence it lies in the $L^2$-completion of $\mathfrak{R}(L^+)$ as defined in (3.46). The argument for $\mathfrak{R}(\hat{L}^+)$ is the same.

According to (3.39), $v^+$ and $\hat{v}^+$ satisfy the weak equations

$$
\langle \Delta u, v^+ \rangle_{L^2(L^+, d\rho)} = \langle u, w^+ \rangle_{L^2(L^+, d\rho)} \quad \text{for all } u \in \overline{\frac{\Omega_{\text{max}}}{U}}
$$

$$
\langle \Delta u, \hat{v}^+ \rangle_{L^2(\hat{L}^+, d\rho)} = \langle u, \hat{w}^+ \rangle_{L^2(\hat{L}^+, d\rho)} \quad \text{for all } u \in \overline{\frac{\Omega_{\text{max}}}{U}}.
$$

According to Definition 3.19 (ii), we may restrict the second equation to $u \in \overline{\frac{\Omega_{\text{max}}}{U}}$ and combine it with the first equation to obtain

$$
\langle \Delta u, \hat{v}^+ - v^+ \rangle_{L^2(L^+, d\rho)} = 0 \quad \text{for all } u \in \overline{\frac{\Omega_{\text{max}}}{U}}.
$$

In other words, extending $\hat{v}^+ - v^+$ by zero to all of $M$, this function lies in the orthogonal complement of $\chi_L \Delta \frac{\Omega_{\text{max}}}{U}$. Moreover, from (3.48) we know that the extension of $\hat{v}^+ - v^+$ lies in the completion of the span of $\mathfrak{R}(\hat{L}^+)$ and $\mathfrak{R}(L^+)$. The shielding property implies that $\hat{v}^+ - v^+$ vanishes identically in $\Omega$. This concludes the proof. \qed

We now explain the concept of shielding and discuss if the conditions (3.47) are sensible assumptions for the applications in mind. Intuitively speaking, the shielding property of Definition 3.21 means that, restricting attention to the space-time region $V$, the jets are described completely by the jets in $A$. This intuitive picture is made precise by demanding that all jets in the orthogonal complement of $A$ should vanish identically in $V$. In order to illustrate the notion of shielding, we now discuss a few examples, for simplicity for real-valued functions on the real line. In the first example, we choose the Hilbert space $L^2(\mathbb{R})$ and the subspaces

$$
A := L^2((0, 1)) \subset B := L^2(\mathbb{R}).
$$
Moreover, we choose $V = (0, 1)$. In this example, the functions in the space
\[ A^\perp \cap \overline{B} = L^2(\mathbb{R} \setminus (0, 1)) \]
vanish identically in $V$. Thus $A$ shields $V$ from $B$. The situation is similar if we consider smooth functions, like in the example
\[ A := \{ u \in C^\infty_0(\mathbb{R}) \mid \text{supp } u \subset [0, 1] \} \subset B := C^\infty_0(\mathbb{R}). \]
In this example, the set $A^\perp \cap \overline{B}$ is again given by (3.49), showing that $A$ again shields $V$ in $B$.

As explained after (2.8), the purpose of $\mathcal{J}^{\text{test}}$ is to restrict attention to part of the information contained in the EL equations. Of particular interest are situations when the jets describe only the macroscopic behavior but disregards structures which are smaller than a microscopic length scale $\delta$. In order to illustrate this situation in a simple example, we consider the functions
\[ u_\ell(x) := \eta(x - \delta \ell), \quad \ell \in \mathbb{N}_0, \]
where $\eta \in C^\infty_0((-\delta, \delta))$ (see Figure 2). We consider again the Hilbert space $L^2(\mathbb{R})$ and choose
\[ A := \text{span}(u_0, \ldots, u_L) \subset B := \text{span}(u_0, u_1, \ldots), \]
with a parameter $L > 2$. Moreover, we choose $V = [0, \delta]$. In this example, the shielding property is more subtle. If the vectors $u_\ell$ are orthogonal; i.e. by symmetry if
\[ 0 = \langle u_0, u_1 \rangle_{L^2(\mathbb{R})} = \int_0^\delta \eta(x) \eta(\delta - x) \, dx \]
(see the left of Figure 2), then
\[ A^\perp \cap \overline{B} = \text{span}(u_{L+1}, u_{L+2}, \ldots), \]
showing that $A$ again shields $V$ from $B$. However, if the vectors $u_\ell$ are not orthogonal, then the space $A^\perp \cap \overline{B}$ contains functions which do not vanish identically in $V$. Thus the shielding property is violated, although, intuitively speaking, $A$ does describe the jets in $V$ completely. The reason for this seeming inconsistency is that taking the orthogonal complement also involves the behavior of the functions in $A$ outside $V$. More precisely, a short computation shows that the space $A^\perp \cap \overline{B}$ is spanned by the vector
\[ u_{L+1} - \kappa u_L + \kappa^2 u_{L-1} - \cdots + (-\kappa)^{L+1} u_0 \quad \text{with} \quad \kappa := \frac{\langle u_0, u_1 \rangle_{L^2(\mathbb{R})}}{\| u_0 \|_{L^2(\mathbb{R})}} \]
as well as the vectors $u_{L+2}, u_{L+3}, \ldots$. The overlap of the jets $u_L \in A$ with $u_{L+1} \not\in A$ has the effect that the vector $\langle 3.50 \rangle$ does not vanish identically in $V$. But at least, the
equation (3.50) shows that the error of shielding decays exponentially if \( L \) is increased, in the sense that for all functions in \( A^+ \cap \overline{F} \) the inequality
\[
\|u\|_{L^2(V)} \leq e^{-\kappa L} \|u\|_{L^2(\mathbb{R})}
\] (3.51)
holds.

We next consider the typical length scales. As mentioned above, \( \delta \) is a microscopic length scale (which can be thought of as the Planck scale). Therefore, the inequality (3.51) shows that shielding takes place on a microscopic length scale. Taking into account that all other length scales (like for example the constant \( 1/c \) in the hyperbolic estimate (3.22) and (3.14)) are macroscopic, from the physical point of view the shielding assumption (3.47) is an extremely good approximation.

From the mathematical perspective, however, the assumption (3.47) is too strong because it is violated in most applications of interest. Inspecting how (3.47) enters the proof of Proposition 3.22, one also sees that the extension property does not hold. Instead, extending a solution necessarily changes the solution slightly in \( V \). While this effect is not surprising in view of the nonlocality of the causal action principle, it is a major complication of the mathematical analysis. For a mathematically convincing treatment, in (3.47) we must allow for an error term of a form similar to (3.51), and this error term must be controlled in the subsequent estimates. This method will be introduced when constructing global solutions in Section 4.3.

3.11. Estimates of the Initial Data. We now analyze if a weak solution is a strong solution. It is most convenient to work with the weak formulation of Theorem 3.18. Thus let \( v \in L^2(L, d\rho) \) be a weak solution of (3.43) with zero initial data at time \( t = 0 \) (as is made precise in the statement of Theorem 3.18). At this point, it is convenient to work instead of \( \rho \) with the measure \( \overline{\rho}^{t_{\max}} \). To this end, we divide the solution in (3.43) by the function \( \eta \) (which is possible in view of (3.38) and (3.42)). We thus obtain a solution of the weak equation
\[
\langle \Delta u, v \rangle_{L^2(L)} = \langle u, w \rangle_{L^2(L)} \quad \text{for all } u \in J_{U_t^{t_{\min}}},
\]
where we used the abbreviation \( L^2(L) = L^2(L, d\overline{\rho}^{t_{\max}}) \). After extending \( v \) by zero to \( U \), we can apply the Green’s formula in Lemma 3.13 and use that the symplectic form (3.29) vanishes in view of the definition of the jet space \( J_{U_t^{t_{\max}}} \) (see (3.24) and (3.25)). We thus obtain
\[
\langle u, (\Delta v - w) \rangle_{L^2(L)} = 0 \quad \text{for all } u \in J_{U_t^{t_{\max}}}.
\] (3.52)
This is the strong equation tested with the jet \( u \). Similar as explained after (3.28), this is precisely the equation we are aiming for.

The remaining question is whether and in which sense the weak solution satisfies the initial conditions. Recall that for the strong solution in (3.27), the trivial initial data was imposed by demanding that \( v \in J_{U_t^{0}} \). In the weak formulation (3.32), however, the initial condition is encoded implicitly by the fact that the test jets \( u \in J_{U_t^{t_{\max}}} \) do not need to vanish at time \( t_0 \). But does this equation imply that \( v \) vanishes at time \( t_0 \)? If yes, in which sense? These questions are rather subtle. In order to understand the basic difficulty, we “integrate by parts” in (3.32) with the help of the Green’s formula in Lemma 3.13. This gives the equation
\[
\langle u, (\Delta v - w) \rangle_{L^2(L)} = \sigma_{t_0}(u, v - v_0) \quad \text{for all } u \in J_{U_t^{t_{\max}}}.
\] (3.53)
Similar to (3.52), the left side of this equation is the strong equation tested with $u$. However, this is the formulation where we solve only to the future, making it impossible to deduce from (3.52) that the left side of (3.53) vanishes. As a consequence, we cannot conclude that the right side of (3.53) is zero. In other words, (3.53) involves a combination of volume and boundary terms, making it impossible to read off the boundary data. The situation does not become easier in Section 3.9 when constructing solutions to the future and past, because in the weak formulation of Theorem 3.18, the boundary conditions are encoded only implicitly in the weak equations (3.39) and (3.40).

In order to clarify the situation, we now give a method for estimating the initial data $\|v\|_{t_0}$. We again use the concept of shielding (see Definition 3.21). The assumption of shielding should be regarded mainly as a technical simplification. Indeed, in situations where shielding does not hold (as explained at the end of Section 3.10), the following method can still be used if combined in a straightforward way with quantitative estimates of the error of shielding (see Definition 4.7 and the proofs of Theorem 4.8 in Section 4.3 below).

Let $v$ be the weak solution constructed in Theorem 3.18. Moreover, choosing a subinterval $\hat{I} := [\hat{t}_{\text{min}}, \hat{t}_{\text{max}}] \subset I$ and setting

$$\hat{L} := \bigcup_{t \in \hat{I}} \text{supp} \theta_t,$$

the set $\hat{L}$ is again a lens-shaped region in $U$, having the local foliation $(\eta_t)_{t \in \hat{I}}$. We again define the sets $K(L^\pm)$ by (3.46) (and similarly with hats).

**Theorem 3.23.** Assume that

$$\chi_{L^+} \Delta (\hat{t}_{\text{max}}) \quad \text{shields supp} \theta_{t_0} \text{ from } \text{span}(\mathcal{R}(L^+), \mathcal{R}(L^+))$$

$$\chi_{L^-} \Delta (\hat{t}_{\text{min}}) \quad \text{shields supp} \theta_{t_0} \text{ from } \text{span}(\mathcal{R}(L^-), \mathcal{R}(L^-)).$$

Then

$$\|v\|_{t_0} \leq \hat{c} \|\mathbf{w}\|_{L^2(\hat{L}, d\rho)},$$

where the constant $\hat{c}$ is given by

$$\hat{c} = 4 C e^{2c(\hat{t}_{\text{max}} - \hat{t}_{\text{min}})} (\hat{t}_{\text{max}} - \hat{t}_{\text{min}}) \sqrt{\|\theta_{t_0}\|_{L^\infty}} \cdot (3.55)$$

**Proof.** We first consider the solution $v^+$ in $L^+$ and the corresponding solution $\hat{v}^+$ in $\hat{L}^+$. Applying Proposition 3.22, these solutions coincide in $\text{supp} \theta_{t_0}$. Similarly, the solutions $v^-$ and $\hat{v}^-$ coincide on $\text{supp} \theta_{t_0}$. As a consequence, the functions $v$ and $\hat{v}$ coincide on $\text{supp} \theta_{t_0}$. Therefore, it suffices to estimate $\hat{v}$.

The energy estimate (3.44) gives

$$\|\hat{v}\|_{L^2(\hat{L}, d\rho)} \leq \hat{\Gamma} \|\mathbf{w}\|_{L^2(L, d\rho)},$$

where we choose $\hat{\Gamma} = 2 (\Gamma^+ + \Gamma^-)$ with $\Gamma^+$ and $\Gamma^-$ according to (3.14). Finally, we estimate the norm on the left by

$$\|\hat{v}\|_{L^2(\hat{L}, d\rho)}^2 = \int_{\hat{L}} \|\hat{v}(x)\|_{L^2}^2 d\rho(x) \geq \frac{1}{\|\theta_{t_0}\|_{L^\infty}} \int_{\hat{L}} \theta_{t_0}(x) \|\hat{v}(x)\|_{L^2}^2 d\rho(x).$$

This gives the result. \(\square\)
We now explain this result and formulate two corollaries. The main point of the above estimate is that the constant \( \hat{c} \) in (3.55) becomes small if \( \hat{t}_{\text{max}} - \hat{t}_{\text{min}} \) tend to zero. This means that the error of the initial values is directly related to the shielding. In physical applications, shielding occurs on a microscopic scale \( \delta \) (as explained at the end of Section 3.10). Therefore, we can choose \( \hat{t}_{\text{max}} - \hat{t}_{\text{min}} \sim \delta \), showing that the error in the initial data is extremely small. Moreover, one sees that an error in the initial data occurs only if \( w \) does not vanish near the boundary, as is made precise by the following statement.

**Corollary 3.24.** Under the assumptions of Theorem 3.23, the following implication holds:

\[
|w|_L \equiv 0 \implies |v|_L \equiv 0.
\]

We finally rewrite the above results for solutions of the Cauchy problem with non-trivial initial data. To this end, we return to the strong Cauchy problem for non-trivial initial data in (3.26). The method for solving this equation is to construct a strong solution \( \tilde{v} \) for the inhomogeneity \( \tilde{w} = w - \Delta v_0 \) with trivial initial data (3.26) and to set \( \tilde{v} = \tilde{v} + v_0 \). Now suppose that \( \tilde{v} \in L^2(L) \) is a corresponding weak solution as constructed in Theorem 3.18. Then the jet \( \tilde{v} := \tilde{v} + v_0 \) satisfies in generalization of (3.43) the weak equation

\[
\langle \Delta u, (\tilde{v} - v_0) \rangle_{L^2(L,d\rho)} = \langle u, (\tilde{w} - \Delta v_0) \rangle_{L^2(L,d\rho)} \quad \text{for all } u \in \mathcal{C}^{\text{max}}_{\text{max}}.
\]

The equations for \( \tilde{v} \) as well as the estimate of Theorem 3.23 are obtained similarly by the simple replacements

\[
v \rightarrow \tilde{v} - v_0 \quad \text{and} \quad w \rightarrow \tilde{w} - \Delta v_0.
\]

This gives the following result:

**Corollary 3.25.** Assume that the shielding property (3.54) holds. Then

\[
\|v - v_0\|_{t_0} \leq \hat{c} \|\Delta v_0 - w\|_{L^2(L,d\rho)}
\]

with \( \hat{c} \) as in (3.55). Moreover, the following implication holds:

\[
(\Delta v_0 - w)|_L \equiv 0 \implies (v - v_0)|_L \equiv 0.
\]

Intuitively speaking, this result can be understood as follows: If the Cauchy problem for the initial value \( v_0 \) can be solved “locally” in a small lens-shaped region \( \hat{L} \), then it also has a solution in the larger lens-shaped region \( L \). The size of \( \hat{L} \) is determined by the shielding of the jets; in physical applications this size will be of the order of the microscopic length scale \( \delta \). This result fits nicely to our earlier concept of prescribing the initial data not on a hypersurface, but in a surface layer. In applications, it seems natural and easiest to choose the width of the surface layers of the same order as the length scale \( \delta \) of shielding.

4. **Causal Structure and Global Hyperbolicity**

4.1. **Causal Cones and Transitive Causal Relations.** In this section we shall clarify the causal structure of space-time by introducing causal cones. In particular, we shall get the connection to partially ordered sets. Our method is to construct cone structures from the lens-shaped regions. The construction is based on the assumption that there are arbitrarily large lens-shaped regions, as is made precise by the following notion of compact hyperbolicity:
**Definition 4.1.** Space-time is **locally hyperbolic** if every \( x \in M \) has an open neighborhood \( \Omega \) contained in a lens-shaped region \( L \). It is **compactly hyperbolic** if every compact subset \( K \subset M \) has an open neighborhood \( \Omega \supset K \) contained in a lens-shaped region \( L \).

In what follows, for every lens-shaped region we always choose a corresponding local foliation \( (\eta_t)_{t \in [0, t_{\text{max}}]} \) inside a set \( U \) (see Definition 3.11). For ease in notation, the corresponding objects \((L, U, \eta_t)\) always carry the same indices, tildes and hats.

Since \( M \) is \( \sigma \)-compact (see the last paragraph of Section 2.1 on page 6), we can choose an *exhaustion* of \( M \) by compact sets \( (K_n)_{n \in \mathbb{N}} \), i.e.

\[
K_1 \subset \overset{\circ}{K}_2 \subset K_2 \subset \overset{\circ}{K}_3 \subset \cdots \quad \text{and} \quad \bigcup_{n \in \mathbb{N}} K_n = M.
\]

In the following constructions, we will frequently work with such exhaustions. Clearly, we must always verify that the resulting objects and notions do not depend on the choice of the exhaustion.

**Definition 4.2.** A lens-shaped region \( L \) is **past-contained** in \( \overset{\circ}{L} \), denoted by \( L \ll \overset{\circ}{L} \), if

\[
U = \overset{\circ}{U} \quad \text{and} \quad \overline{3U}^{t_{\text{max}}} \supset \overline{\overset{\circ}{U}}^{t_{\text{max}}}. \tag{4.1}
\]

The inclusion in (4.1) means that \( L \) involves weaker boundary conditions at \( t_{\text{max}} \) than \( \overset{\circ}{L} \), which in turn can be understood intuitively by the condition that the future boundary of \( L \) must be contained in the future boundary of \( \overset{\circ}{L} \) (see Figure 3).

**Definition 4.3.** Let \( (K_n)_{n \in \mathbb{N}} \) be an exhaustion of \( M \) by compact sets. Given \( x \in M \) and \( N \in \mathbb{N} \), the set \( J_N^L(x) \subset M \) is defined as the set of all space-time points \( y \) with the property that for all lens-shaped regions \( \overset{\circ}{L} \) and \( L \) with \( L \ll \overset{\circ}{L} \supset K_N \) and \( x \) contained in the interior of \( L \), the point \( y \) lies in \( L \), i.e.

\[
J_N^L(x) := \left\{ y \in M \mid \forall \overset{\circ}{L} \supset K_N \forall L \ll \overset{\circ}{L} : x \in \overset{\circ}{L} \implies y \in L \right\}. \tag{4.2}
\]

Its interior is denoted by \( I_N^L(x) \),

\[
I_N^L(x) := \overset{\circ}{J_N^L(x)}. \tag{4.3}
\]

Moreover, the sets \( J^L(x) \) and \( I^L(x) \) are defined by taking the union over \( N \),

\[
J^L(x) := \bigcup_{N \in \mathbb{N}} J_N^L(x) \quad \text{and} \quad I^L(x) := \bigcup_{N \in \mathbb{N}} I_N^L(x). \tag{4.4}
\]

Finally, for a compact set \( K \subset M \), we set

\[
J^L(K) := \bigcup_{x \in K} J^L(x) \quad \text{and} \quad I^L(K) := \bigcup_{x \in K} I^L(x). \tag{4.5}
\]
We refer to $J^\triangleright$ as the future cone and $I^\triangleright$ as the open future cone.

Note that, being the union of open sets, the open light cone is indeed an open subset of $M$. Using quantifiers, the sets $J^\triangleright(x)$ and $I^\triangleright(x)$ can be written as

$$J^\triangleright(x) = \left\{ y \in M \mid \exists N \in \mathbb{N} \forall L \geq K_N \forall L \leq L : x \in \overset{\circ}{L} \implies y \in L \right\} \quad (4.6)$$

$$I^\triangleright(x) = \left\{ y \in M \mid \exists N \in \mathbb{N} \exists \tilde{y} \in U_y \forall L \geq K_N \forall L \leq L : x \in \overset{\circ}{L} \implies \tilde{y} \in L \right\} , \quad (4.7)$$

where $U_y$ denotes an open neighborhood of $y$ in $M$. Since the sets $J^\triangleright_N(x)$ are increasing, i.e.

$$J^\triangleright_1(x) \subset J^\triangleright_2(x) \subset \cdots \quad (4.8)$$

their union $J^\triangleright(x)$ is characterized purely by the lens-shaped regions enclosing large compact sets $K_N$ for large $N$. This is why the definition of $J^\triangleright$ (and similarly of $I^\triangleright$) does not depend on the choice of the exhaustion $(K_n)_{n \in \mathbb{N}}$. We also point out that the set $I^\triangleright(x)$ in general does not coincide with the interior of $J^\triangleright(x)$. Namely, writing this interior as

$$\overset{\circ}{J^\triangleright}(x) = \left\{ y \in M \mid \exists N \in \mathbb{N} \forall \tilde{y} \in U_y \forall L \geq K_N \forall L \leq L : x \in \overset{\circ}{L} \implies \tilde{y} \in L \right\} , \quad (4.9)$$

the parameter $N$ may depend on $\tilde{y}$, giving rise to a weaker condition. Therefore, in general we only have the inclusion

$$I^\triangleright(x) \subset \overset{\circ}{J^\triangleright}(x) .$$

Before coming back to this subtle point (see Section 4.5), we prove that the sets $I^\triangleright(x)$ induce a transitive causal relation on space-time:

**Theorem 4.4.** The partial relation defined by the sets $I^\triangleright(x)$ is transitive, meaning that

$$y \in I^\triangleright(x) \text{ and } z \in I^\triangleright(y) \implies z \in I^\triangleright(x) .$$

**Proof.** Let $(K_n)_{n \in \mathbb{N}}$ be an exhaustion by compact sets. Then, by our definition (4.4) and using that the sets $I^\triangleright_N$ are increasing in view of (4.8), there is $N$ such that

$$y \in I^\triangleright_N(x) \text{ and } z \in I^\triangleright_N(y) .$$

Thus, using (4.3), there are open neighborhoods $U_y$ of $y$ and $U_z$ of $z$ with

$$U_y \subset J^\triangleright_N(x) \text{ and } U_z \subset J^\triangleright_N(y) . \quad (4.10)$$

We choose any lens-shaped regions $\overset{\circ}{L}$ and $L$ with $L \ll \overset{\circ}{L} \supseteq K_N$ and $x \in \overset{\circ}{L}$. Combining the first inclusion in (4.10) with (4.2), it follows that $U_y \subset L$. Hence $y \in \overset{\circ}{L}$, and combining the second inclusion in (4.10) again with (4.2), we conclude that $U_z \subset L$. It follows that $U_z \subset J^\triangleright_N(x)$ and thus $z \in I^\triangleright_N(x)$. Using again (4.4) implies that $z \in I^\triangleright(x)$, concluding the proof. \qed

The result of this lemma allows us to introduce the relation $\ll$ on $M \times M$ by the condition that $x \ll y$ if $x = y$ or if $y \in I^\triangleright(x)$. According to Theorem 4.4 this relation is transitive. Forming equivalence classes of points $x, y$ for which $x \ll y$ and $y \ll x$, we obtain the structure of a partially ordered set. Such a structure was already obtained in the setting of causal fermion systems in Sections 5.1
and 5.2] with a different construction. The method here has the advantage that it is conceptually more convincing and works in greater generality. We finally remark that if space-time is discrete and the sets \( \{ z \in M \mid x \ll z \ll y \} \) are finite for all \( x, y \in M \), one recovers the structure of a causal set (see for example [11]).

4.2. Definition of Global Retarded Weak Solutions. We now introduce the notion of global retarded weak solutions of the linearized field equations. A global weak solution \( v \in L^2_{\text{loc}}(M, d\rho) \) is defined by the inhomogeneous weak equation

\[
\langle \Delta u, v \rangle_{L^2(M, d\rho)} = \langle u, w \rangle_{L^2(M, d\rho)} \quad \text{for all } u \in \mathcal{F}_0^{\text{test}}.
\]  

(4.11)

For technical simplicity, for the moment we restrict attention to inhomogeneities with compact support, i.e.

\[
w \in L^2_0(M, d\rho),
\]  

(4.12)

where \( L^2_0(M, d\rho) \) denotes the square integrable jets with essentially compact support (more general inhomogeneities will be considered in Section 5.1).

It remains to make precise what we mean by a retarded solution. In order to implement the notion that the solution should vanish “in the distant past” we again assume that space-time is compactly hyperbolic. Then we can choose an exhaustion of \( M \) by lens-shaped regions \( (L_n)_{n \in \mathbb{N}} \), i.e.

\[
L_1 \subset U_1 \subset L_2 \subset U_2 \subset \cdots \quad \text{and} \quad \bigcup_{n \in \mathbb{N}} U_n = M.
\]  

(4.13)

We take it as a definition that \( v \) should be a local \( L^2 \)-limit of retarded solutions in the lens-shaped regions \( L_n \):

**Definition 4.5.** Assume that space-time is compactly hyperbolic. A global weak solution \( v \in L^2_{\text{loc}}(M, d\rho) \) of (4.11) with compactly supported inhomogeneity (4.12) is said to be retarded if there is an exhaustion by lens-shaped regions \( (L_n)_{n \in \mathbb{N}} \) (4.13) such that the corresponding retarded weak solutions \( v_n \in L^2(L_n, d\rho) \) of the Cauchy problem with zero initial data, i.e.

\[
\langle \Delta u, v_n \rangle_{L^2(L_n, d\rho)} = \langle u, w \rangle_{L^2(L_n, d\rho)} \quad \text{for all } u \in \mathcal{F}_0^{U_n},
\]  

(4.14)

converge in \( L^2_{\text{loc}}(M, d\rho) \) to \( v \).

4.3. Constructing Unique Global Weak Retarded Solutions. We now give a procedure for constructing global retarded weak solutions of the linearized field equations and specify all the necessary assumptions. In order to keep the setting as simple as possible, we shall make the following assumption:

**Definition 4.6.** The Lagrangian has finite range if for for every lens-shaped region \( L \) in \( U \), the set \( U \) can be chosen to be relatively compact.

This assumption could be replaced by suitable decay assumptions on the Lagrangian; for the sake of technical simplicity, we shall not enter such generalizations here.

Let \( w \in L^2_0(M, d\rho) \) be a compactly supported jet. Assuming again that \( M \) is compactly hyperbolic and using that \( M \) is \( \sigma \)-compact, we can exhaust space-time by a sequence of lens-shaped regions \( (L_n)_{n \in \mathbb{N}} \) in space-time regions \( (U_n)_{n \in \mathbb{N}} \) with local foliations \( (\eta_n, t)_{t \in [t_0, t_{\max}]} \). Moreover, we choose \( L_1 \) such that it contains the support of \( w \), i.e.

\[
supp w \subset L_1 \subset U_1 \subset L_2 \subset U_2 \subset \cdots \quad \text{and} \quad \bigcup_{n \in \mathbb{N}} U_n = M.
\]
Using property (ii) in Definition 3.1, these lens-shaped regions are indeed nested in the sense of Definition 3.19. Applying the existence result of Theorem 3.15 in each lens-shaped region, we obtain a sequence of solutions with zero initial data. Working for convenience with the weak equation (3.39), we obtain a sequence of weak solutions \( v_n \) of (4.14). Our goal is to show that this sequence of weak solutions converges in a suitable sense to the desired solution \( v \). The difficulty is that the solutions \( v_n \) are not unique (see Proposition 3.16), implying that the solutions do not need to coincide locally. Thus, using again the notion introduced in Section 3.10, we need to control the shielding.

**Definition 4.7.** Given two lens-shaped regions \( L \) and \( \hat{L} \), we define the shielding constant by

\[
\mathfrak{s}(V, L, \hat{L}) = \sup \left\{ \frac{\| u \|_{L^2(V, dp)}}{\| u \|_{L^2(L, dp)}} \left| u \in \left( \chi_L \Delta \big( \overline{3U}^{\text{max}} \big) \right)^{\perp} \cap \overline{\text{span}(\mathfrak{R}(L), \mathfrak{R}(\hat{L}))} \right\}.
\]

If the shielding constant vanishes, we obtain shielding in the sense of Definition 3.21.

Therefore, the shielding constant quantifies to which extent shielding is violated.

In the following theorem we control the shielding by a condition which involves both the shielding constant and the constant \( \Gamma \) in the energy estimate of Proposition 3.5.

In order to get finer control of the dependence on the considered space-time region, we introduce the constant \( \Gamma(L, \hat{L}) \) by modifying the inequality (3.33) to

\[
\| u \|_{L^2(L)} \leq \Gamma(L, \hat{L}) \| \Delta u \|_{L^2(L)} \quad \text{for all} \quad u \in \overline{3U}^{\text{max}}
\]

(plus this is an estimate in \( L \), but the jet space must vanish only in the future of the bigger lens-shaped region \( \hat{L} \)). Typically, the constant \( \Gamma(L, \hat{L}) \) stays finite in the limiting case that \( L \) is fixed and \( \hat{L} \) exhausts the whole space-time.

**Theorem 4.8.** Assume that the Lagrangian has finite range and that space-time is compactly hyperbolic. Moreover, assume that the shielding constant goes to zero so fast that every \( x \in M \) has an open neighborhood \( V \) such that

\[
\sum_{n=1}^{\infty} \mathfrak{s}(V, L_n, L_{n+1}) \left( \Gamma(L_n, L_n) + \Gamma(L_n, L_{n+1}) \right) < \infty. \quad (4.15)
\]

Then for any compactly supported \( w \in L^2(M, dp) \) there is a global retarded weak solution.

**Proof.** We introduce the subspaces

\[
A := \Delta \overline{3U_n^{\text{max}}} \quad \text{and} \quad B := \text{span}(\mathfrak{R}(L_n), \mathfrak{R}(L_{n+1})) \subset L^2(L_{n+1}, dp).
\]

The consideration in the proof of Proposition 3.22 shows that

\[
v_{n+1} - v_n \in A^{\perp} \cap B.
\]

Given \( x \in M \), we choose an open neighborhood \( V \) such that (4.15) holds. Then, by definition of the shielding constant,

\[
\| v_{n+1} - v_n \|_{L^2(V, dp)} \leq \mathfrak{s}(V, L_n, L_{n+1}) \| v_{n+1} - v_n \|_{L^2(L_n, dp)} \leq \mathfrak{s}(V, L_n, L_{n+1}) \left( \Gamma(L_n, L_n) + \Gamma(L_n, L_{n+1}) \right) \| w \|_{L^2(V, dp)}. \quad (4.16)
\]

The assumption (4.15) ensures that the sequence \( v_n \) converges in \( L^2(V, dp) \) to a function \( v \in L^2(V, dp) \). Since \( V \) can be chosen as a small neighborhood of any point \( x \in M \), we conclude that \( v_n \) converges in \( L^2_{\text{loc}}(M, dp) \) to \( v \in L^2_{\text{loc}}(M, dp) \).
In particular \( v_n \) converges in \( L^2 \) in the lens-shaped region \( L_2 \) and therefore in \( U_1 \). Using that the Lagrangian has finite range, we can apply Lebesgue’s dominated convergence theorem to infer that \( \Delta v_n \) converges in \( L^2 \) in the lens-shaped region \( L_1 \). Hence \( \Delta v_n |_V \rightarrow \Delta v |_V \) in \( L^2(V, dp) \). Again using that \( V \) can be chosen as a small neighborhood of any point \( x \in M \), we conclude that \( \Delta v_n \) converges in \( L^2 \) in the lens-shaped region \( L_1 \). Hence \( \Delta v_n |_V \rightarrow \Delta v |_V \) in \( L^2 \)(\( (V, d\rho) \)). Again using that \( V \) can be chosen as a small neighborhood of any point \( x \in M \), we conclude that \( \Delta v_n \) converges in \( L^2 \) loc \( (M, d\rho) \). To summarize, \( v_n \rightarrow v \) in \( L^2 \) loc \( (M, d\rho) \), and \( \Delta v_n \rightarrow \Delta v \) in \( L^2 \) loc \( (M, d\rho) \).(4.17)

Let us verify that \( v \) satisfies the weak equation (4.11). Thus let \( u \in J_{\text{test}} \). Then there is \( n \) such that \( \text{supp} \ u \subset U_n \). Using again that the Lagrangian has finite range, it follows that \( u \in \mathfrak{J}_{U_{n+2}}^{\text{test}} \). Hence (4.11) holds for all \( v_\ell \) and all sufficiently large \( \ell \). Using (4.17), we can take the limit \( \ell \rightarrow \infty \) to conclude that \( v \) satisfies (4.11). □

Let us briefly discuss condition (4.15). As explained after (3.51), shielding takes place on a microscopic length scale \( \delta \). This means that, similar to (3.51), the shielding constant \( s(V, L_n, L_{n+1}) \) should decay exponentially on the scale \( \delta \) if \( n \) is increased. The constant \( \Gamma \) of the energy estimate, however, increases exponentially on a macroscopic scale. With this in mind, the bound (4.15) seems unproblematic and easy to verify in the applications.

We finally explain in which sense global retarded weak solutions are unique. We first recall that the equations (4.14) determine the \( v_n \) only up to vectors which are orthogonal to the subspace \( \chi L \mathfrak{J}_{U_{n+2}}^{\text{test}} \subset L^2 \)(\( (M, d\rho) \)). Similar as explained in Section 3.8, this means that the global retarded weak solutions are unique up to microscopic details which we deliberately filtered out by our choice of \( \mathfrak{J}_{\text{test}} \). Nevertheless, we can hope that, similar as in Theorem 3.15, our construction gives a distinguished solution, which is determined uniquely by our construction. This is indeed the case under suitable assumptions, as we now explain.

**Definition 4.9.** Space-time has the **uniform shielding property** if every \( x \in M \) has an open neighborhood \( V \) such that for any exhaustion by lens-shaped regions \( (L_n)_{n \in \mathbb{N}} \) of the form (4.13), the shielding condition (5.1) holds.

**Theorem 4.10.** If space-time has the uniform shielding property, then the global retarded weak solution of Theorem 4.8 is unique.

**Proof.** We consider two exhaustions by lens-shaped regions \( (L_n)_{n \in \mathbb{N}} \) and \( (\tilde{L}_n)_{n \in \mathbb{N}} \). We iteratively choose subsequences \( (L_n)_{k \in \mathbb{N}} \) and \( (\tilde{L}_n)_{k \in \mathbb{N}} \) such that

\[ L_{n_1} \subset U_{n_1} \subset \tilde{L}_{n_1} \subset \tilde{U}_{n_1} \subset L_{n_2} \subset \cdots . \]

We denote the resulting exhaustion by \( (L_n)_{n \in \mathbb{N}} \). Corollary 5.2 gives a corresponding global retarded weak solution \( \tilde{u} \). This solution coincides with both \( u \) and \( \tilde{u} \), concluding the proof. □

4.4. Finite Propagation Speed.

**Definition 4.11.** Let \( K \subset M \) be compact. We let \( F(K) \) be the set of space-time points \( x \) with the property that there is an open neighborhood \( U \subset M \) of \( x \) and an
exhaustion of $M$ by lens-shaped regions $(L_n)_{n \in \mathbb{N}}$ such that for every $n \in \mathbb{N}$ there is $t \in [t_0, t_{\text{max}}]$ with
\[
\eta_t|_K \equiv 1 \quad \text{and} \quad \eta_t|_U \equiv 0.
\] (4.18)
We refer to $F(K)$ as the Cauchy separated future of $K$.

Intuitively speaking, the Cauchy separated future of $K$ consists of all points which can be separated from $K$ by surface layers in exhaustions by lens-shaped regions; see Figure 4.

**Theorem 4.12.** Let $w \in L^2_0(M, d\rho)$ with $\text{supp} \ w \subset F(K)$. Then there is a global retarded weak solution $v$ with $v|_K \equiv 0$.

**Proof.** Let $x \in F(K)$. We choose an open neighborhood $U$ and an exhaustion $(L_n)_{n \in \mathbb{N}}$ according to Definition 4.11. For any $n$, we choose $t$ such that (4.18) holds. Then the subregion $\tilde{L} := \bigcup_{t \in [t, t_{\text{max}}]} \text{supp} \theta_t$ is again a lens-shaped region in $U_n$ with local foliation $(\eta_t)_{t \in [t, t_{\text{max}}]}$. We let $v^+$ be the corresponding solution of Theorem 3.18 with zero initial data at time $t$ and with inhomogeneity $\chi_U w$. Extending this solution by zero to the past gives a solution in $L^2_n$ which vanishes identically on $K$.

We now consider the resulting sequence $(v_n)_{n \in \mathbb{N}}$ of solutions. Using the uniform shielding property (see Definition 4.9), we conclude that this sequence converges in $L^2_{\text{loc}}$. We thus obtain a global retarded weak solution $v$ with inhomogeneity $\chi_U w$ which vanishes identically on $K$.

In order to obtain a corresponding solution with inhomogeneity $w$, we use linearity and a covering argument: We cover $\text{supp} w$ by a finite number of open sets $U_1, \ldots, U_L$ as above and construct corresponding global retarded weak solutions, choosing the inhomogeneity in the $\ell$th step as
\[
v_{\ell} := \chi_{U_\ell \setminus (U_1 \cup \cdots \cup U_{\ell-1})} w.
\]
Adding these solutions gives the desired global retarded weak solution with inhomogeneity $w$ which vanishes identically on $K$. □

**Definition 4.13.** Let $L$ be a lens-shaped region in $U$ with local foliation $(\eta_t)_{t \in [t_0, t_{\text{max}}]}$. The jet space $J_U$ is future-partitioned by the function $\bar{\eta} \in C^\infty(U, \mathbb{R})$ if the following conditions hold:
\[
(1 - \bar{\eta}) \eta_0 \equiv 0 \equiv \bar{\eta} (1 - \eta_{t_{\text{max}}})
\] (4.19)
\[
\bar{\eta} u \in \overline{J^U_{t_{\text{max}}}} \quad \text{for all } u \in J_U.
\] (4.20)
This condition means in words that the zero boundary conditions at time $t_{\text{max}}$ can be realized by multiplying jets $u \in J^U$ by a cutoff function $\hat{\eta}$.

**Definition 4.14.** *Space-time is future localizable* if for every compact $K \subset M$ there is an exhaustion of $M$ by lens-shaped regions $(L_n)_{n \in \mathbb{N}}$ such that for all $n \in \mathbb{N}$ the following condition holds: The jet space $J^U_{\hat{\eta}_n}$ is future-partitioned by a function $\hat{\eta}_n$ such that for all $x \in \text{supp}(1 - \hat{\eta}_n)$ and for all $y \in U \setminus F(K)$ the function $L(x, y)$ as well as its first and second derivatives in the direction of $\mathcal{J}^0_{\text{test}}$ vanish.

Intuitively speaking, space-time is future localizable if there is an exhaustion by lens-shaped regions such that the future boundaries of the lens-shaped region lie inside and are $\mathcal{L}$-localized in the separated future of $K$ (as shown on the right of Figure 5; see also the notion introduced on page 12).

**Theorem 4.15.** Assume that space-time is future localizable. Let $w \in L^2_0(M, d\rho)$ be an inhomogeneity with compact support $K := \text{supp} w$. Moreover, let $y \notin J^\vee(K)$. Then there is an open neighborhood $W$ of $y$ as well as a global retarded weak solution $v \in L^2_{\text{loc}}(M, d\rho)$ with $v|_W \equiv 0$.

**Proof.** Let $y \notin J^\vee(K)$ and $K_y$ a compact set whose interior contains $y$. Let $(L_n)_{n \in \mathbb{N}}$ be an exhaustion of $M$ by lens-shaped regions chosen according to Definition 4.14 for the set $K_y$. Choose $x \in K$. Then from (4.5) we know that $y \notin J^\vee(x)$. Hence, inverting (4.6), we obtain

$$\forall N \in \mathbb{N} \quad \exists L \supset K_N \quad \exists L \ll L^\vee \quad \text{with} \quad x \in L \quad \text{but} \quad y \notin L.$$ 

Since $L$ is closed, we can choose open neighborhoods $U_x$ of $x$ and $V_y \subset K_y$ of $y$ with $\overline{U_x} \subset L^\vee$ and $\overline{V_y} \subset M \setminus L$.

Then the function

$$\hat{w} := \frac{1}{\eta_{[t_0, t_{\text{max}}]}(U_x \cap \mathcal{J}^0_{\text{test}})} \chi_{U_x} w$$

is bounded (because $\chi_{U_x}$ vanishes near the boundary of $L$ where the function $\eta_{[t_0, t_{\text{max}}]}$ is zero). We let $\hat{v}$ be the solution of Theorem 3.15 corresponding to the inhomogeneity $\hat{w}$. Then the function

$$v := \eta_{[t_0, t_{\text{max}}]} \hat{v}$$
is a weak solution in $L^2(L, dp)$ with zero initial data, i.e.
\[
\langle \Delta u, v \rangle_{L^2(L, dp)} = \langle \Delta u, \chi u_x w \rangle_{L^2(L, dp)} \quad \text{for all } u \in \mathcal{J}_U^\max.
\]

Now let $u \in \mathcal{J}_U$ (not necessarily vanishing at time $t_{\text{max}}$). Extending the function $v$ by zero to $U$ and choosing the function $\tilde{\eta}$ according to Definition \ref{def:boundary}, we obtain
\[
\langle \Delta u, v \rangle_{L^2(U, dp)} = \langle \Delta (\tilde{\eta} u), v \rangle_{L^2(U, dp)} + \langle \Delta ((1 - \tilde{\eta}) u), v \rangle_{L^2(U, dp)}
\]
\[
= \langle u, \chi u_x w \rangle_{L^2(U, dp)} + \langle \Delta ((1 - \tilde{\eta}) u), v \rangle_{L^2(U, dp)},
\]
where in the last step we used \eqref{eq:4.19} and \eqref{eq:4.20}. Moreover,
\[
\langle \Delta ((1 - \tilde{\eta}) u), v \rangle_{L^2(U, dp)} = \int_U (1 - \tilde{\eta}(x)) \nabla u \nabla v \ell(x) \, dp(x)
\]
\[
+ \int_U dp(x) \int_U dp(y) (1 - \tilde{\eta}(x)) \nabla_{1,u} \nabla_{2,v} \mathcal{L}(x, y).
\]

Again using that space-time is future localizable (see Definition \ref{def:boundary}), we can write this equation as
\[
\langle \Delta ((1 - \tilde{\eta}) u), v \rangle_{L^2(U, dp)} = -\langle u, w_{\text{err}} \rangle_{L^2(U, dp)}
\]
with an “error jet” $w_{\text{err}}$ supported inside $F(K_y)$. Therefore, we can apply Theorem \ref{thm:4.12} to obtain a global retarded weak solution with inhomogeneity $w_{\text{err}}$ which vanishes on $K$. Adding this solution to the jet $v$, we obtain a global retarded weak solution which vanishes in $\nabla_y$.

To summarize the result so far, we have shown that for every $y \notin J^\nu(K)$ and for every $x \in K$, there are open neighborhoods $U_x$ and $V_y$ as well as a global weak retarded solution $v_x$ of the equation
\[
\langle \Delta u, v_x \rangle_{L^2(U, dp)} = \langle u, \chi u_x w \rangle_{L^2(U, dp)} \quad \text{for all } u \in \mathcal{J}_U
\]
which vanishes identically in $V_y$,
\[
v_x|_{V_y} \equiv 0.
\]

Similar as in the proof of Theorem \ref{thm:4.12} we cover $K$ by a finite number of such neighborhoods $U_{x_1}, \ldots, U_{x_L}$. Summing these solutions and setting $W = V_{x_1} \cap \cdots \cap V_{x_L}$ gives the result.

Having specified in which sense $J^\nu(K)$ determines the propagation speed, we can also generalized other notions familiar from hyperbolic PDEs (see for example \cite[Section 8.3]{26}).

\textbf{Definition 4.16.} \textit{The domain of influence $\mathcal{I}(K)$ of a compact subset $K \subset M$ is defined by}
\[
\mathcal{I}(K) = J^\nu(K) \cup J^\wedge(K).
\]

\textit{The domain of determination $\mathcal{D}(A)$ of a subset $A \subset M$ is defined by}
\[
\mathcal{D}(A) = M \setminus \bigcup \left\{ \mathcal{I}(K) \mid K \subset M \text{ compact and } \mathcal{I}(K) \cap A = \emptyset \right\}.
\]

\textit{A set $A \subset M$ is a domain of dependence for the point $x \in M$ if $x \in \mathcal{D}(A)$.}
4.5. Globally Hyperbolic Space-Times. The causal relations introduced in Section 4.4 seem somewhat artificial because the condition \( y \in J^\lor(x) \) may depend on the structure of the lens-shaped regions in an arbitrarily distant space-time region. While it is sensible that the condition \( y \in J^\lor(x) \) involves the lens-shaped regions in a sufficiently large region containing \( x \) and \( y \), this region should nevertheless be compact. Moreover, in (4.9) there is the technical complication that even for points \( \tilde{y} \) in a small neighborhood of \( y \), it might be necessary to choose the parameter \( N \) arbitrarily large.

Finally, our definitions do not imply that the future cone is a closed subset of \( M \). We now introduce a setting which avoids all these subtleties. This definition will not be used in the remainder of this paper, but it might be a suitable starting point for the future.

**Definition 4.17.** Space-time is causal simple if the following conditions hold:

(i) For all \( x \in M \) and every compact set \( K \subset M \) there are compact sets \( K_1 \) and \( K_2 \) with \( K_1 \subset K_2 \subset M \) such that

\[
J^\lor(x) \cap K = \left\{ y \in K \mid \forall \ L \subset L \in L : x \in \circ L \Rightarrow y \in L \right\}.
\]

(ii) For any compact subset \( K \subset M \), the set \( J^\lor(K) \) is closed in \( M \).

The condition (i) implies that the parameter \( N \) in (4.6) can be chosen locally uniformly in \( y \). As a consequence, in (4.9) the quantifiers may be interchanged to obtain

\[
I^\lor(x) = J^\lor(x).
\]

We thus recover the familiar setting where the open future light cone is the interior of \( J^\lor \), which in view of (ii) we can refer to as the closed future light cone. Clearly, the name “causally simple” is inspired by the related notion in Lorentzian geometry (see for example [23, Section 6.3] or [25, Section 3.10]), but we point out that the connection between these notions is not more than a superficial analogy.

Here is another property which does not seem to be satisfied for general minimizers of causal variational principles, but which seems reasonable to impose because it holds in globally hyperbolic space-times (see for example [25, Proposition 3.38]).

**Definition 4.18.** The open future cones \( I^\lor(x) \) are inner continuous if for every compact \( K \subset I^\lor(x) \) there is an open neighborhood \( U_x \) of \( x \) such that \( K \subset I^\lor(\tilde{x}) \) for all \( \tilde{x} \in U_x \).

We finally combine previous notions and assumptions to a proposal of what could be a sensible generalization of the class of globally hyperbolic Lorentzian manifolds to the setting of causal variational principles:

**Definition 4.19.** Space-time is globally hyperbolic if it has the following properties:

(i) Space-time is compactly hyperbolic (see Definition 4.1) and has the uniform shielding property (see Definition 4.9 and likewise for advanced solutions).

(ii) Space-time is causally simple (see Definition 4.17).

(iii) The open cones are inner continuous (see Definition 4.18 and similarly for past cones).

(iv) Space-time is future localizable (see Definition 4.14) and similarly past localizable.

(v) Space-time has compact diamonds, meaning that for all compact \( K \subset M \), the set \( J^\lor(K) \cap J^\land(K) \) is compact.
4.6. Global Foliations by Cauchy Surface Layers. The previous constructions were based on energy estimates in compact subregions of space-time (more precisely, lens-shaped regions admitting a local foliation satisfying suitable hyperbolicity conditions). By extending local solutions we succeeded in constructing global solutions. But so far we avoided working with global foliations covering all of space-time. In a globally hyperbolic Lorentzian space-time, global foliations are known to exist (see [2]). Therefore, it seems an interesting question whether a globally hyperbolic space-time (see Definition 4.19) admits global foliations by surface layers. This question is an open problem which goes beyond the scope of the present paper. But we now give a possible definition of a global foliation and indicate how a global foliation could be used for constructing global solutions of the Cauchy problem. We also mention the points which, from our point of view, would be the main difficulties in carrying out this program. Here is a first suggestion for a definition of a global foliation:

**Definition 4.20.** A function \( \eta \in C^\infty(\mathbb{R} \times M, \mathbb{R}) \) with \( 0 \leq \eta \leq 1 \) is called a global foliation by Cauchy surface layers if the following conditions hold:

(i) The function \( \theta(t,.) := \partial_t \eta(t,.) \) is non-negative.

(ii) The surface layers cover all of \( M \) in the sense that

\[
M = \bigcup_{t \in \mathbb{R}} \text{supp} \theta(t,.)
\]

(iii) The following hyperbolicity conditions hold: For every \( T > 0 \) there is a constant \( C > 0 \) such that for all \( t \in [-T, T] \),

\[
(v, v)_t \geq \frac{1}{C} \int_M \left( \|v(x)\|^2 + |\Delta v(x)| \right) d\rho_t(x) \quad \text{for all } v \in \mathcal{V}_0^{\text{test}},
\]

where we again use the notation (3.2) and (3.5), writing \( \eta(t,x) \) as \( \eta_t(x) \) and similarly \( \theta(t,x) \) as \( \theta_t(x) \).

One difficult is that, since the surface layers are no longer compact, proving the inequality (4.21) makes it necessary to control the behavior of the jets at spatial infinity. Once this rather subtle issue has been settled, one could follow the strategy in Section 3 to prove existence and uniqueness, but now globally in space-time. With this in mind, it would be desirable to work with global foliations. However, as mentioned above, the existence of global foliations is a challenging open problem.

5. Causal Green’s Operators and their Properties

Having developed the existence theory for global solutions, we can now construct advanced and retarded Green’s operators and analyze their properties. In preparation, we extend the existence result for global solutions of Theorem 4.8 to inhomogeneities whose support is not necessarily compact (Section 5.1). Then the causal Green’s operators can be defined in a straightforward way (Section 5.2). We finally explain how the difference of the advanced and retarded Green’s operator can be used to describe the homogeneous solution space (Section 5.3).

5.1. Past and Spatially Compact Inhomogeneities.

**Definition 5.1.** A jet \( w \in L^2_{\text{loc}}(M, d\rho) \) is called past and spatially compact if its support lies in the causal future of a compact set \( K \), i.e

\[
\text{supp } w \subset J^+(K).
\]
Similarly, a jet is **future and spatially compact** if $\text{supp } w \subset J^\wedge(K)$.

**Corollary 5.2.** Under the assumptions of Theorem 4.8, let $w$ be a past and spatially compact jet with the property that every $x \in M$ has an open neighborhood $V$ such that for any exhaustion by lens-shaped regions $(L_n)_{n \in \mathbb{N}}$ of the form (4.13), the following shielding condition holds:

$$
\sum_{n=1}^{\infty} s(V, L_n, L_{n+1}) \left( \Gamma(L_n, L_n) + \Gamma(L_n, L_{n+1}) \right) \|w\|_{L^2(L_n, d\rho)} < \infty.
$$

Then there is a global retarded weak solution with inhomogeneity $w$.

**Proof.** Since $M$ is $\sigma$-compact (see the last paragraph of Section 2.1 on page 6), we can write $w$ as $w = \sum_{p=1}^{\infty} w^{(p)}$ with compactly supported $w$. According to Theorem 4.8, there are corresponding global advanced weak solutions $v^{(p)}$. Our task is to show that the series $\sum_{p=1}^{\infty} v^{(p)}$ converges in $L^1_{\text{loc}}(M, d\rho)$.

Choosing the lens-shaped region $L_1$ such that it contains the compact set $K$ with $\text{supp } w \subset J^\wedge(K)$, we can arrange that all the $w^{(p)}$ vanish at initial time $t_{\text{min}}$ for all lens-shaped regions $L_1, L_2, \ldots$. This makes it possible to construct all the solutions $v^{(p)}$ with the same series of lens-shaped regions, exactly as in the proof of Theorem 4.8. Noting that the estimate (4.16) involves the $L^2$-norm of $w^{(p)}$, the inequality (5.1) ensures convergence of the series $\sum_{p=1}^{\infty} v^{(p)}$. □

**Definition 5.3.** The space of all past and spatially compact jets (and similarly future and spatially compact sets) which satisfy the shielding condition (5.1) is denoted by $L^2_{\text{loc}, \text{psc}}(M, d\rho)$ (and $L^2_{\text{loc}, \text{fsc}}(M, d\rho)$).

Obviously, every jet $v \in L^2_{\text{loc}, \text{psc}}(M, d\rho)$ with essentially compact support is past and spatially compact as well as future and spatially compact. Clearly, the converse is true if we assume that the diamonds are compact. If we assume in addition that space-time has the uniform shielding property (see Definition 4.9), then the shielding condition (5.1) is satisfied for all compactly supported jets. We thus obtain the following result:

**Lemma 5.4.** Assume that space-time is globally hyperbolic (see Definition 4.19). Then

$$
L^2_0(M, d\rho) = L^2_{\text{loc}, \text{psc}}(M, d\rho) \cap L^2_{\text{loc}, \text{fsc}}(M, d\rho).
$$

5.2. **Causal Green’s Operators.** We again assume that the Lagrangian has finite range (see Definition 4.6). Then $\Delta$ maps compactly supported jets to compactly supported jets,

$$
\Delta : J_0^{\text{test}} \to L^2_0(M, d\rho).
$$

Given $w \in L^2_{\text{loc}, \text{psc}}(M, d\rho)$, in Corollary 5.2 we constructed a corresponding retarded solution $v \in L^2_{\text{loc}}(M, d\rho)$. We define the **retarded Green’s operator** $S^\wedge$ by

$$
S^\wedge : L^2_{\text{loc}, \text{psc}}(M, d\rho) \to L^2_{\text{loc}}(M, d\rho), \quad w \mapsto v.
$$

The **advanced Green’s operator** $S^\vee$ is defined similarly,

$$
S^\vee : L^2_{\text{loc}, \text{fsc}}(M, d\rho) \to L^2_{\text{loc}}(M, d\rho).
$$
5.3. The Causal Fundamental Solution and its Properties. The causal fundamental solution is defined by

\[ K = \frac{1}{2\pi i} \left( S^\uparrow - S^\downarrow \right) : L^2_0(M, dp) \to L^2_{\text{loc}}(M, dp). \]  

(5.3)

It maps to homogeneous weak solutions of the linearized field equations.

In the above definitions of \( S^\uparrow, S^\downarrow \) and \( K \), we chosen the domain of definition as large as possible. For the applications, however, it is convenient to restrict attention to a smaller domain of “nice” jets. To this end, we define

\[
\mathcal{J}_0^* := \{ u \in L^2_0(M, dp) \mid S^\uparrow u, S^\downarrow u \in \mathcal{J}_{\text{test}} \}
\]

\[
\mathcal{J}_{\text{sc}} := \{ S^\uparrow u_1 + S^\downarrow u_2 \mid u_1 \in L^2_{\text{loc},\text{psc}}(M, dp) \text{ and } S^\uparrow u_1 \in \mathcal{J}_{\text{test}}, \quad u_2 \in L^2_{\text{loc},\text{psc}}(M, dp) \text{ and } S^\downarrow u_2 \in \mathcal{J}_{\text{test}} \}
\]

\[
\mathcal{J}_{\text{sc}}^* := \{ u_1 + u_2 \mid u_1 \in L^2_{\text{loc},\text{psc}}(M, dp) \text{ and } S^\uparrow u_1 \in \mathcal{J}_{\text{test}}, \quad u_2 \in L^2_{\text{loc},\text{psc}}(M, dp) \text{ and } S^\downarrow u_2 \in \mathcal{J}_{\text{test}} \}.
\]

In order to avoid confusion, we point out that, identifying the jet space with their duals using the pointwise scalar product (3.9), the space \( \mathcal{J}_0^* \) does in general not agree with \( \mathcal{J}_{\text{sc}}^* \), and \( J_{\text{sc}} \) does not coincide with \( J_{\text{sc}}^* \). The above definitions identify the correct dual jet spaces, independent of the arbitrarily chosen scalar product (3.9).

It follows immediately from the definitions that \( K \) maps \( \mathcal{J}_0^* \) to \( \mathcal{J}_{\text{sc}}^* \) and that \( \Delta \) can be extended to a well-defined operator from \( \mathcal{J}_{\text{sc}}^* \) to \( \mathcal{J}_{\text{sc}}^* \).

Lemma 5.5. The operator \( \Delta \) maps \( \mathcal{J}_0^\text{test} \) to \( \mathcal{J}_0^* \).

Proof. Let \( u \in \mathcal{J}_0^\text{test} \). Then \( \Delta u \) is in \( L^2_0(M, dp) \). Since the Lagrangian has finite range and \( M \) is assumed to be compactly hyperbolic, we can choose a lens-shaped region \( L \) in \( U \) such that \( u \in \overline{U}_t^{\text{max}} \). Obviously, \( u \) is a strong solution of the Cauchy problem with zero initial data in the past and in the future. By the uniqueness of strong solutions of the Cauchy problem (Proposition 3.12) and the fact that every strong solution is a weak solution, we infer that \( S^\uparrow \Delta u = S^\downarrow \Delta u = u \). It follows by definition of \( \mathcal{J}_0^* \) that \( \Delta u \in \mathcal{J}_0^* \).

In the next theorem we combine the properties of the causal fundamental solution in a short exact sequence, similar as obtained for linear hyperbolic PDEs in globally hyperbolic space-times in [22, Proposition 8] and [1, Theorem 4.3].

Theorem 5.6. Assume that space-time is globally hyperbolic (see Definition 4.19) and that the Lagrangian has finite range (see Definition 4.0). Then the following short sequence is exact:

\[
0 \to \mathcal{J}_0^\text{test} \xrightarrow{\Delta} \mathcal{J}_0^* \xrightarrow{K} \mathcal{J}_{\text{sc}} \xrightarrow{\Delta} \mathcal{J}_{\text{sc}}^* \to 0.
\]  

(5.4)

Proof. We proceed in several steps:

(i) \( \Delta : \mathcal{J}_0^\text{test} \to \mathcal{J}_0^* \) is injective: Let \( v \in \mathcal{J}_0^\text{test} \) with \( \Delta v = 0 \). We choose a lens-shaped region \( L \) containing the support of \( u \) such that \( v \in \overline{U}_t^{\text{min}} \). The energy estimate of Propositions 3.3 or 3.22 yields \( v = 0 \).

(ii) The product \( K \circ \Delta : \mathcal{J}_0^\text{test} \to \mathcal{J}_{\text{sc}} \) vanishes: As shown in the proof of Lemma 5.5, the uniqueness of the solution of the Cauchy problem implies that for any \( u \in \mathcal{J}_0^\text{test} \), \( S^\uparrow \Delta u = S^\downarrow \Delta u = u \), and thus \( K \Delta u = 0 \).
(iii) If \( Ku = 0 \) for \( u \in J^*_0 \), then \( u \) can be represented as \( u = \Delta v \) with \( v \in J^*_0 \). By definition of \( K \) and \( J^*_0 \), we know that
\[
v := S^v u = S^\wedge u \in J^\text{test}.
\]
Lemma 5.3 yields that \( v \in J^0 \). Finally, the equation \( \Delta v = u \) follows by definition of the Green’s operators.

(iv) The product \( \Delta \circ K : J^*_0 \to J^*_\text{sc} \) vanishes: This follows immediately from the definition of the Green’s operators.

(v) If \( \Delta v = 0 \) for \( u \in J^*_{\text{sc}} \), then \( v \) can be represented as \( v = Ku \) with \( u \in J^*_0 \):

Representing \( v \) as in the definition of \( J^*_{\text{sc}} \), we obtain by definition of the Green’s operators
\[
\Delta v = u_1 + u_2 \quad \text{with } u_1 \in L^2_{\text{loc},\text{psc}}(M, d\rho) \text{ and } u_2 \in L^2_{\text{loc},\text{fsc}}(M, d\rho).
\]
Hence \( u_1 = -u_2 = -2\pi i u \) is compactly supported and \( S^\wedge u, S^v u \in J^\text{test} \). In other words, \( u \in J^*_0 \). Moreover, \( Ku = v \) by construction.

(vi) The operator \( \Delta : J^*_\text{sc} \to J^*_\text{sc} \) is surjective: Let \( u \in J^*_\text{sc} \). According to the definition of \( J^*_\text{sc} \), we can represent \( u \) as
\[
u = u_1 + u_2 \quad \text{with } u_1 \in L^2_{\text{loc},\text{psc}}(M, d\rho) \text{ and } u_2 \in L^2_{\text{loc},\text{fsc}}(M, d\rho).
\]
Then by definition, the jet \( v := S^\wedge u_1 + S^v u_2 \) is in \( J^\text{sc} \). Moreover, \( \Delta v = u \) by definition of the Green’s operators.

This concludes the proof. \( \square \)

Remark 5.7. We note for completeness that it seems reasonable to extend the above construction to jets which do not have spatially compact support, similarly to the procedure followed in the study of linear hyperbolic PDEs in globally hyperbolic spacetimes, cf. [1]. However, the construction also involves difficulties, as we now outline:

A jet \( w \in L^2_{\text{loc}}(M, d\rho) \) is called past compact if for any \( x \in M \), the intersection
\[
J^\wedge(x) \cap \text{supp } w \quad \text{is compact.}
\]
Future compact jets are defined analogously. A jet is called timelike compact if it is both future and past compact. Then the goal would be to prove in analogy to (5.4) the exact sequence
\[
0 \to J^\text{test} \xrightarrow{\Delta} J^*_{\text{te}} \xrightarrow{K} J \xrightarrow{\Delta} J^* \to 0,
\]
where the index “te” denotes jets \( w \) which are timelike compact and have the property that the there are global advanced and retarded weak solutions with inhomogeneity \( w \).

The main difficulty in establishing (5.5) is that, in order to extend the existence result of Corollary 5.2 to jets which do not have spatially compact support, one would have to get uniform control of our estimates near spatial infinity. More precisely, the shielding condition (5.1) seems problematic if \( w \) grows rapidly at spatial infinity, making it necessary to work out detailed growth conditions at spatial infinity. Moreover, one would have to make sure that there is an exhaustion by lens-shaped regions with the property that the support of \( w \) lies in the future of every surface layer at initial time \( t_0 \). Exactly as explained at the end of Section 4.6 in the context of global foliations, these are subtle issues which we leave as open problems for future research. \( \Diamond \)
6. Discussion and Outlook

We conclude this paper with a few remarks. We first recall that we encountered different notions of causality. At the level of the causal variational principle, there was a distinction between timelike and spacelike separation (2.2). When studying the dynamics of linearized waves, on the other hand, we obtained the structure of past and future cones (see Definition 4.3), which gave us a transitive relation “lies in the future of” (see Theorem 4.4) and was compatible with the speed of propagation (see Theorem 4.15). This raises the questions: How is this cone structure related to the causal structure (2.2)? Are these structures compatible or are there differences?

The answers to these questions are rather subtle. Before beginning, we point out that in the so-called continuum limit as worked out in detail in [8, both the causal structure of (2.2) as well as the cone structure of Definition 4.3 agree and go over to the causal structure of Minkowski space. More generally, in [13, Section 5] it was shown that the causal structure (2.2) goes over to the causal structure on a globally hyperbolic space-time if the ultraviolet regularization is removed by taking the limit $\varepsilon \searrow 0$. Therefore, in the limiting case of a classical space-time in which the linearized field equations go over to linear hyperbolic PDEs, all the different notions of causality agree.

Clearly, the main interest in the constructions of the present paper lies in the fact that they also apply to generalized “quantum space-times” in which space-time does not have a manifold structure and the linearized field equations cannot be expressed in terms of PDEs. In this general setting, the precise connection between the causal structure in (2.2) and the cone structures in Definition 4.3 is unclear. We expect that these structures agree “at the macroscopic scale,” but at present there is no mathematically precise formulation of this statement. In order to explain the connection in some more detail, we note that in the more specific setting of causal fermion systems, in addition to (2.2) there is also a functional $\mathcal{C}: M \times M \to \mathbb{R}$ which distinguishes a time direction (for details see [8, §1.1.2])

\[
\begin{cases}
  y \text{ lies in the future of } x & \text{if } \mathcal{C}(x,y) > 0 \\
  y \text{ lies in the past of } x & \text{if } \mathcal{C}(x,y) < 0.
\end{cases}
\]

Combining this functional with (2.2), one could define an alternative cone structure by

\[
I_{\mathcal{L}}^x = \{ y \in M \mid \mathcal{L}(x,y) > 0 \text{ and } \mathcal{C}(x,y) > 0 \}
\]

(6.1)

(where the subscript $\mathcal{L}$ indicates that this cone structure is induced directly by the Lagrangian). This definition is easier and more elementary than our previous definition in (4.7). However, it is not clear whether it gives rise to transitive causal relations and whether it is compatible with the propagation speed of linearized solutions. At present, the only result in this direction are the extensive computations in [7] which indicate that if Dirac sea configurations in Minkowski space are regularized and the regularization is adjusted such as to satisfy the EL equations, then the cone structure (6.1) does not seem to give rise to transitive causal relations. But these results seem too special for giving a definitive answer.

The basic difficulty in clarifying the connection between the different cone structures is that our energy estimates are based on hyperbolicity conditions (see Definitions 3.3 or 3.7) which involve positivity properties of certain surface layer integrals. These positivity properties should be related to or a consequence of the fact that $\rho$ is a minimizer of the causal variational principle. But understanding in detail how this
connection comes about and how it is related to the cones in (6.1) remains a challenging open problem.
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