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 ABSTRACT. The linearization of the equations of motion of a robotics system about a given state-input trajectory, including a controlled equilibrium state, is a valuable tool for model-based planning, closed-loop control, gain tuning, and state estimation. Contrary to the case of fixed based manipulators with prismatic or rotary joints, the state space of moving-base robotic systems such as humanoids, quadruped robots, or aerial manipulators cannot be globally parametrized by a finite number of independent coordinates. This impossibility is a direct consequence of the fact that the state of these systems includes the system’s global orientation, formally described as an element of the special orthogonal group SO(3). As a consequence, obtaining the linearization of the equations of motion for these systems is typically resolved, from a practical perspective, by locally parameterizing the system’s attitude by means of, e.g., Euler or Cardan angles. This has the drawback, however, of introducing artificial parameterization singularities and extra derivative computations. In this contribution, we show that it is actually possible to define a notion of linearization that does not require the use of a local parameterization for the system’s orientation, obtaining a mathematically elegant, recursive, and singularity-free linearization for moving-based robot systems. Recursiveness, in particular, is obtained by proposing a nontrivial modification of existing recursive algorithms to allow for computations of the geometric derivatives of the inverse dynamics and the inverse of the mass matrix of the robotic system. The correctness of the proposed algorithm is validated by means of a numerical comparison with the result obtained via geometric finite difference.
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1. Introduction. This section provides the motivation, literature review, and contribution of this book chapter, as well as the chapter outline.

1.1. Motivation. Due to increase of computational power in combination with advances in computational efficiency of dynamics and optimization solvers, the model-based control of complex robot systems such as humanoids and quadrupeds is more and more making use of advanced methods such as optimal whole-body control [28, 34, 27, 20], model predictive control (MPC), and [21, 17, 13], offline/online trajectory planning [33, 46].

Numerical optimization methods, such as optimal planners or MPC strategies, in particular, typically require the computation of the sensitivity of state trajectory with respect to variation of the input or initial conditions (see, e.g., [11] and reference therein for optimal control of multibody systems), other than the efficient computation of the dynamics. This entails the computation of the linearization of the control vector field with respect the state and input variables, about a given trajectory.

When dealing with the dynamical system

\[ \dot{x}(t) = f(x, u, t), \]

whose state evolves on a vector space, namely, with state \( x(t) \in \mathbb{R}^n \), input \( u(t) \in \mathbb{R}^m \), time \( t \in \mathbb{R} \), and control vector field \( f : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R} \rightarrow \mathbb{R}^n \), that the sensitivity of \( f \) with respect to \( x \) and \( u \) about the nominal trajectory \( \eta(x(t), u(t)) \) is straightforward to compute. Namely, it is given by

\[ \dot{z}(t) = A(\eta, t)z(t) + B(\eta, t)w(t), \]

where \( z(t) \in \mathbb{R}^n \) is the perturbation vector, \( w(t) \in \mathbb{R}^m \) the perturbed input vector, \( A(\eta, t) \in \mathbb{R}^{n \times n} \) the state matrix and \( B(\eta, t) \in \mathbb{R}^{n \times m} \) the input matrix [19, Section 3.3]. For fixed-base systems, such as industrial robot manipulators, whose configuration spaces are vector spaces, computationally efficient algorithms exist to compute the state and input matrices of (2) [8]. For moving-base systems such as drones, humanoids, and quadrupeds (also known as floating-base systems [14]), the configuration space is naturally written as the Cartesian product of the robot pose—an element of the Lie group \( SE(3) \)– and the robot shape, described as \( n \) dimensional manifold describing the robot’s internal joint displacements. For 1-DOF joints, the most common type of actuated robot joints, the shape manifold can be further thought of as the Cartesian product of \( n \) 1-DOF manifolds: one copy of \( \mathbb{R} \) for each prismatic joint and one copy of \( \mathbb{R} \) or the unit circle \( S^1 \) for revolute joints [24], depending if one needs to treat 360-degrees rotation as being the same configuration or not. In the robotics literature, revolute joints are commonly parameterized using \( \mathbb{R} \) either because robot joints are physically constrained to less than a full rotation or, when a rotation of more than 360 degrees is possible, because encoders allow to count the actual number of rotations: such counting is essential as the robot configuration is actually not the same due to the presence of external cabling needed to collect and send signals from and to the end effector. This robotic perspective is adopted explicitly in this paper, and therefore we will consider the specific case of moving-base robotic dynamics when the configuration manifold can be parameterized as the Lie group \( SE(3) \times \mathbb{R}^n \). In current robotics literature, by means of local parametrization of the orientation (using, e.g., Euler or Tait-Bryan angles), the configuration space of a moving-base system can be artificially considered as that of a fixed-base system, leading to computations performed in the configuration space.
\[ R^{6+n}, \text{ with } 6 \text{ being the dimension of } \text{SE}(3). \] Therefore, algorithms for computing the sensitivity analysis for fixed-based systems can be applied to moving-based systems, although this gives rise to (parametrization) singularity issues \([2, 10]\). In this paper, we explore how to obtain the sensitivity of a moving-base system treating the configuration space for what it is, namely, the Lie group \(\text{SE}(3) \times \mathbb{R}^n\), without resorting to any local parametrization of the rotation part.

When a system evolves on a Lie group \(G\), computing the sensitivity needs a different approach \([39, 45]\). In \([39]\), the authors have provided a definition of sensitivity analysis for systems evolving on a generic Lie group and demonstrated it numerically on the rotational dynamics of a rigid body on \(T\text{SO}(3)\). In this approach, that can be described compactly as the linearized dynamics written in terms of exponential coordinates centered about the nominal trajectory described in a global fashion, the linearized system \(\dot{z} = Az + Bw\) evolves on the Lie algebra of the Lie group. This theory can applied to full rigid body dynamics (both translational and rotational) defined on \(T\text{SE}(3)\) \([29, \text{Chapter 4}]\), and even to moving-base dynamics defined on \(T(\text{SE}(3) \times \mathbb{R}^n)\) such as those described in \([15, 35, 3]\), making it possible to define a notion of singularity-free sensitivity for moving-base rigid robot dynamics. The idea of representing the linearized equations of a dynamic system on a Lie group making use of the tangent space (Lie Algebra) has been presented, limited to equilibrium points, also in \([24, \text{Appendix B}]\).

Moving-base robots such as humanoids are typically controlled at a discrete sampling time that varies in the range from hundreds to a few KHz and the amount of computations for inverse-kinematics-based control or optimal whole-body control can increase at least quadratically with number of degrees of freedom. Adding to these reactive control strategy also predictive or offline planning strategies such as model-predictive control or trajectory optimization, it is evident that the computational time needed to obtain the sensitivity is a limiting factor and more efficient computational methods are therefore always of interest and of practical value. In the following sections, we provide an overview of the existing approaches and highlight our contribution within this context.

1.2. Literature overview. This section provides an overview of existing methods to compute the linearization of the equation of motions of a multibody model of a robotic system. Four known methods to compute or approximate the sensitivity of multibody systems are discussed in the following subsections: finite differences \([46]\), Lagrangian derivation \([16]\), automatic differentiation \([18]\), and recursive analytical derivation \([8]\). After that, the literature about recursive multibody dynamics algorithms \([14, 26, 49]\) is reviewed, as these algorithms are the foundation of computationally efficient methods for multibody dynamics. Finally, sensitivity analysis on Lie groups \([45]\) and geometric linearization on Lie groups \([39, 37]\), \([44, \text{Section II.G}]\) is discussed, posing the basis for the understanding of this contribution.

**Sensitivity analysis using finite differences.** Finite differences is a relatively simple method to approximate the linearization. It evaluates the dynamics several times: once unperturbed, and multiple times with an added perturbation for each degree of freedom and for each input variable. For systems with a large number of degrees of freedom (e.g. humanoids or quadrupeds), this method becomes however time-consuming. Furthermore, the finite difference method is prone to numerical rounding errors. Despite the time-consuming computations, there is literature available showing successful usage of finite differences on real-time applications. In \([28]\), a method to compute the sensitivity of moving-base systems is
The moving-base is modelled in a singularity-free way, although little details are provided regarding how this is done (sensitivity computations appear to be done at 1 Hz). In [46], a method is shown to apply model predictive control to humanoids, using the sensitivity computed by finite differences. The authors of [46] claim that almost all CPU time is spent computing the sensitivity. Implementation of this strategy required careful implementation and parallel processing.

**Sensitivity analysis using Lagrangian derivation.** In [16], by taking a Lagrangian perspective, explicit analytical expressions are provided for the dynamic matrices and their derivatives. The paper provides an interesting historical perspective for the need of computing the sensitivity, however the provided expressions do not use the inherent sparsity of the dynamic matrices, resulting in unnecessary computations. The authors of [16] mention moving-base systems in the introduction, but do not model them in a singularity-free way in the derivation.

**Sensitivity analysis using automatic differentiation.** Automatic differentiation (AD) also known as algorithmic differentiation is a software tool capable of generating a new computer program to numerically evaluate the derivative of a function specified by a given computer program. At its core, AD applies the chain rule to all operations and function calls performed by the computer program. More specifically, AD relies on the fact that the derivatives of basic operations (i.e. addition, subtraction, multiplication) and trigonometric functions (e.g., sin, cos, exp) are known to create a new binary expression tree that computes the derivative starting from the original binary expression tree. In [18, 31], this method is applied to multibody systems. A tool called RobCoGen is used to automatically generate robot-specific rigid body dynamics code. Automatic differentiation is applied to this code, to compute the the derivatives. Moving-base systems are mentioned, but the followed approach is to use Euler-like angles to prescribe the orientation and therefore introducing parametric singularity and extra computations deriving from the trigonometric parametrization of the orientation. In [1] the author warns that automatic differentiation may give wrong results if it is based on pure syntactical analysis and is implemented without knowledge of the problem structure. Generally speaking, AD does not have a notion of geometric differentiation (e.g., the direct derivative of a rotation-matrix-valued function) and therefore it is unclear at this point how a singularity-free geometric derivative could be obtained automatically.

**Sensitivity analysis using recursive analytical derivation.** Recursive analytical derivation uses recursive algorithms (in particular, the Recursive Newton Euler Algorithm (RNEA) and the Articulated Body Algorithm (ABA)) to obtain the linearization, by line-by-line differentiating these algorithms using the chain rule. The reader not familiar with the algorithms RNEA and ABA—well-known and established in the robotic community— is referred to next subsection ‘Recursive algorithms’ for detailed references. Recursive analytical derivation requires algebraic differentiation of spatial algebra. In [43], an algorithm which focuses on underactuated systems is presented. This algorithm is a hybrid algorithm: it computes partly forward dynamics for passive (also known as not actuated) joints and partly inverse dynamics for active (actuated) joints. The configuration space is assumed to be a vector space, therefore the moving-base cannot be represented in a singularity-free manner, plus there is the issue of uniqueness of the local parametrization that can avoided only by taking a differential geometry perspective (cf., e.g., [24]). In [32, Chapter 6], an analytical algorithm computing the sensitivity of the inverse dynamics is presented. Moving-bases are not discussed. The authors of [8] present an
analytical algorithm that computes the sensitivity of the inverse dynamics, based on the RNEA. The derivatives of the forward dynamics can be computed by deriving the ABA, although the authors state that it may also be found by using a relation between the inverse and forward dynamics, which result in lower computation times. The computation times needed to derive the sensitivity of both the inverse and forward dynamics are found to be much lower compared to the finite difference method. In [7], the same authors present an algorithm to directly compute the inverse of the mass matrix, without first computing the mass matrix itself. As it is the inverse that is needed, and not the mass matrix itself, this also leads to lower computation times. This method is also found to have lower computational times than the standard approach of using Cholesky decomposition.

**Recursive algorithms.** Recursive algorithms are highly efficient methods to compute robot dynamics. The equations of motion of robotic systems written in matrix form often present sparse matrices, where the sparsity is induced by the tree structure of robot kinematics. Recursive algorithms exploit the tree-structure-induced matrix sparsity by omitting unnecessary computations. Three well-known algorithms for robotic systems within this context are the Recursive Newton Euler Algorithm (RNEA) [26], the Composite Rigid Body Algorithm (CRBA) [49] and the Articulated Body Algorithm (ABA) [14, Chapter 7]. The RNEA computes the inverse dynamics, i.e., the necessary joint torques to achieve desired joint accelerations. The CRBA computes the mass matrix. The ABA computes the forward dynamics, i.e., the resulting joint accelerations with given joint torque. In [14], an overview of these three algorithms is presented, as well as how to use these algorithms to obtain the equations of motion for multibody systems. In [14, Chapter 9], floating-base versions of the recursive algorithms are presented. These modifications are fully geometric, i.e., they make no use of Euler-like parameterization for the orientation as well as the angular velocities and accelerations. We will refer to them in the following as the Recursive Newton Euler Algorithm for moving-base systems (RNEAmb), the Composite Rigid Body Algorithm for moving-base systems (CRBAmb), and the Articulated Body Algorithm for moving-base systems (ABAmb).

**Sensitivity on Lie groups and the geometric linearization.** The theory of geometric linearization for a continuous-time dynamical system evolving on an arbitrary matrix Lie group has been developed within the context of geometric numerical optimal control in [38] and further refined and illustrated in [39, 37]. It allows to compute the sensitivity for control systems on Lie groups, by exploiting the fact that a Lie group’s Lie algebra is a vector space with a special binary operation. In [39], the authors apply this method to linearize rotational dynamics on TSO(3), demonstrated in the context of numerical optimal control. The resulting linearization does not suffer from parameterization-induced singularities and the obtained expressions can be straightforwardly validated against a brute-force (geometric) finite difference approach.

In the context of multibody systems, a strictly related and independently developed approach for computing the continuous-time geometric sensitivity is presented in [45], stemming from [6]. The approach in [45] does not address the exploitation of sparsity by means of a recursive formulation to speed up the computations. The same authors are however well aware that the exploitation of sparsity/recursion would be computationally advantageous, as validated in a specific example in [11].

In [44, Section II.G], a compact introduction to Lie groups theory and its use in robotics for state estimation is given, which too shows the same concept of
continuous-time geometric linearization (apparently being unaware of previously published results in this direction). A software implementation of these concepts is presented in [9].

Although in this work we focus on the (recursive) computation continuous-time linearization of a mechanical system evolving on a Lie group, for sake of completeness, in the following we provide an overview of geometric linearization concepts that has been developed for discrete-time systems on Lie groups. In the context of discrete-time variational integrators and discrete optimal control on Lie groups, discrete-time linearized equations of motion for the specific case of $SE(3)$ are presented in [25] and [23]. In the context of discrete-time Bayesian Filtering on Lie groups, a linearization of Lie group variational integrator have been developed in [42] in order to propagate the estimates and the uncertainty ellipsoids of an Extended Kalman Filter. A related work about filtering on Lie groups, that develops a linearization of the invariant error around a fixed point, is presented in [4] and used to construct a Kalman filter for the linearized model. Finally, in [12], a discrete-time linearization for discrete-time dynamics on Lie groups is presented. While it is expected that the various concepts of discrete-time linearization developed in these work are consistent with the continuous-time version employed here as time step goes to zero, such an analysis is beyond the scope of the present work.

1.3. Contribution. The main contribution of the present manuscript is the development of a recursive algorithm to obtain the singularity-free geometric linearization of moving-base multibody robotic systems. In the development of this algorithm, the following four requirements are explicitly addressed:

- **(MB)** Computation of the sensitivity for rigid moving-base multibody dynamics
- **(SF)** Singularity-free representation of (the orientation of) the moving base
- **(RF)** Recursive formulation, exploiting the tree-structure kinematics
- **(ED)** Exact derivatives (no approximations as, e.g., finite differences)

To the best of our knowledge, there is no existing approach which satisfies all these four requirements. The expectation is that such a recursive formulation, as well known in non-geometric context [8, 14], will lead to a substantial computational speed up. This detailed computation efficiency analysis is however deemed as future work, the main focus of this work being the detailing and verification of the correctness of the derived algorithm. A visual comparison, highlighting the similarity/difference with the existing approaches, is provided by Table 1.

| Approach                                           | SF | MB | RF | ED |
|----------------------------------------------------|----|----|----|----|
| Geometric linearization [42, 4, 39, 37, 12, 25, 23, 44] | ✓  | ✓  | ✓  | ✓  |
| Sensitivity for multibody systems on Lie groups [45, 11] | ✓  | ✓  | ✓  | ✓  |
| Recursive algorithms [14, 26, 49]                   | ✓  | ✓  | ✓  | ✓  |
| Finite differences [46, 28]                        | ✓  | ✓  | ✓  | ✓  |
| Lagrangian derivation [16]                        | ✓  | ✓  | ✓  | ✓  |
| Automatic differentiation [18, 31]                  | ✓  | ✓  | ✓  | ✓  |
| Analytical derivation [8, 43, 32]                  | ✓  | ✓  | ✓  | ✓  |
| This manuscript                                    | ✓  | ✓  | ✓  | ✓  |
Without loss of generality, the derivation presented in this document will make use of the following assumption:

**Assumption 1.** We assume that all joints but the moving base are conventional joints, i.e., joints of the following types: revolute, prismatic, helical, cylindrical or planar.

Furthermore, we limit our investigation to the case of unconstrained systems:

**Assumption 2.** We assume that the system is unconstrained (i.e., that are no closed kinematics loops/contacts and resulting contact/constraint forces acting on the system).

More specifically, a thorough discussion about the geometric constrained linearization is left for future work, knowing that the geometric unconstrained linearization can be efficiently exploited for computing the constrained linearization as done in commercial multibody software (see, e.g., [30]).

The present contribution has been achieved by setting and reaching the following three objectives:

1. Derive and present the mathematical formulas for the singularity-free geometric linearization of moving-base multibody systems.
2. Derive numerically efficient and accurate algorithms to compute the singularity-free geometric linearization of moving-base multibody systems.
3. Verify the correctness of the derived algorithms.

This manuscript details these accomplishments, together with providing necessary mathematical background, as detailed in the following section.

1.4. Outline. In addition to this introduction, the present manuscript is structured as follows. Section 2 introduces notation, multibody system definitions, the equations of motion for moving-base systems, and provides the basis of (left-trivialized) geometric linearization. Section 3 presents the explicit expressions for the geometric linearization for moving-base multibody systems. Section 4 shows how the geometric linearization can be computed efficiently by means of newly derived numerical recursive algorithms. Numerical validation of the computationally efficient algorithm for geometric linearization of moving-based multibody systems is presented in Section 5. Conclusion and future research directions are presented in Section 6.

2. Preliminaries. In this section we introduce the notation, definitions, and equations of motion for moving-base systems employed in what follows, and we recall the theory of left-trivialized geometric linearization. We assume the reader to be have some familiarity with the basic concepts of differential geometry [22] and, more in particular, matrix Lie groups [48, 30].
2.1. Lie groups and differential geometry related notation.

- **$M, N$**: Smooth manifolds
- **$x$**: Point on a manifold
- **$T_xM, T^*_xM$**: Tangent and cotangent spaces of $M$ at $x$
- **$TM, T^*M$**: Tangent and cotangent bundles of $M$ at $x$
- **$f : M \rightarrow N$**: (Smooth) mapping for $M$ to $N$
- **$Df : TM \rightarrow TN$**: Tangent map of $f$
- **$D_if : TM \rightarrow TN$**: Tangent map of $f$ with respect to the $i$-th argument of $f : \cdots \times M \times \cdots \rightarrow N$
- **$G$**: Lie group
- **$g \in G$**: Element of Lie group
- **$e$**: Group identity
- **$\cdot : G \times G \rightarrow G$**: Operation associated to the Lie group $G$
- **$g\mathfrak{g}$**: Lie algebra of $G$
- **$[\cdot, \cdot]_g$**: Lie brackets on $g$
- **$L_gx, R_gx$**: Left and right translations of $x \in G$ by $g \in G$
- **$gx, xg$**: Shorthand notation for $L_gx, R_gx$
- **$g v, v g$**: Shorthand notation for $D L_g(x) \cdot v, D R_g(x) \cdot v$ with $v \in T_xG$
- **$\text{Ad}$**: Adjoint representation of a Lie group to its algebra
- **$\text{ad}$**: Adjoint representation of a Lie algebra onto itself
- **$S_1 \times S_2$**: Cartesian product of sets $S_1$ and $S_2$
- **$G_1 \times G_2$**: Direct product of the Lie groups $G_1$ and $G_2$
- **$\mathfrak{g}_1 \oplus \mathfrak{g}_2$**: Direct sum of the Lie algebras $\mathfrak{g}_1$ and $\mathfrak{g}_2$
- **$\exp : \mathfrak{g} \rightarrow G$**: Exponential map of $G$
- **$\log : G \rightarrow \mathfrak{g}$**: Logarithm map (inverse of exp in a neighbourhood of $e$)
- **$\text{SO}(3)$**: Special Orthogonal group of dimension 3
- **$\text{SE}(3)$**: Special Euclidean group of dimension 3
- **$\mathfrak{so}(3)$**: Lie algebra of $\text{SO}(3)$
- **$\mathfrak{se}(3)$**: Lie algebra of $\text{SE}(3)$
- **$\mathbb{R}^3_\times$**: Lie algebra given by $\mathbb{R}^3$ with the cross product as Lie bracket
- **$\mathbb{R}^6_\times$**: Lie algebra given by $\mathbb{R}^6$ with the 6D cross product as Lie bracket
- **$\wedge$ (read: wedge)**: Lie algebra isomorphism from $\mathbb{R}^6_\times$ to $\mathfrak{so}(3)$ (or from $\mathbb{R}^3_\times$ to $\mathfrak{so}(3)$)
- **$\vee$ (read: vee)**: Lie algebra isomorphism from $\mathfrak{se}(3)$ to $\mathbb{R}^6_\times$ (or from $\mathfrak{so}(3)$ to $\mathbb{R}^3_\times$)
- **$I_n \in \mathbb{R}^{n \times n}$**: Identity matrix of dimension $n$
- **$\partial x / \partial y$**: Partial derivative of $x$ with respect to scalar or vector $y$
- **$\partial x / \partial y$**: Left-trivialized partial derivative of $x$ with respect to Lie group element $y$ (defined in Section 4.3)
- **$[a; b]$**: row concatenation operator ($[a; b] := [a^T, b^T]^T$)

2.2. Definitions for moving-base systems. In this subsection, all definitions regarding bodies and joints are presented. These are used, in particular, in the multibody algorithms presented in Section 4. First of all, we define a multibody system as a group of rigid bodies connected by joints, so that the bodies may undergo relative translational and rotational displacements.

It is possible to model multiple-degrees-of-freedom joints (namely, cylindrical and planar) as multiple 1-DoF joints (namely, revolute, prismatic, helical), which allows simplification of the recursive algorithms (in this manuscript, we just present the case of 1-DoF joints). The cylindrical joint can be modelled as a combination of a
revolute and a prismatic joint about the same axis. The planar joint can be modelled as a combination of two prismatic joints in the same plane and a rotational joint orthogonal to it. We warn the reader that rewriting joints as a cascade of 1-DoF joints is not fully possible for a spherical joint (also known as ball and socket joint). A spherical joint’s configuration is described by a rotational matrix in \( \text{SO}(3) \). They should not be confused with ideal 2-DoF joints evolving on the unit sphere \( \mathbb{S}^2 \) and whose geometric dynamics is described, e.g., in the excellent monograph [24, Chapter 5]. For sake of ease of presentation, we have decided to leave out a detailed discussion about how to handle spherical joints both from a modeling and geometric linearization perspective. It should be noted, however, that because a spherical joint’s displacement can be represented as a rotational matrix, the developed machinery of geometric linearization, detailed in this manuscript, would allow to handle them directly in a geometrically consistent and computationally efficient manner.

Body numbering starts at the moving-base, which is defined as body 0, and going outwards the body numbers increase up to \( n_B \), the total number of bodies excluding the moving base, implying that each body’s number must be higher than the one of its parent (there are clearly multiple possibilities to number tree-based multibody systems). The parent of body \( i \) will be indicated with \( \lambda(i) \) and its children with \( \mu(i) \), that is a set of indices (array-structure). An example of body numbering is depicted in Figure 1, where \( \mu(i) = \{j, k\} \).

![Figure 1. An example of body numbering for moving-base multibody systems with tree-topology kinematics. The moving base is denoted 0. In the image, \( j > i \) and \( k > i \). The parent body of body \( i \) is denoted \( \lambda(i) \).](image)

By convention, we define joint \( i \) to be the joint connecting body \( i \) (successor) to body \( \lambda(i) \) (predecessor), as shown in Figure 2. Note that the number of joints \( n_J \) is equal to the number of bodies, \( n_B \).

Various coordinate frames are defined to express the position of rigid bodies in space. In particular, frame \( A \) represents the inertial frame. Frame \( i \) represents the frame attached of body \( i \) at the location where it connects to its predecessor joint.
Figure 2. Joint numbering convention. Joints are numbered according to the successor body.

$\lambda(i)$. Frame $\lambda(i)|i$ represents the frame attached to body $\lambda(i)$ at the location where it connects to joint $i$. The transformation matrix from frame $\lambda(i)$ to frame $\lambda(i)|i$ is denoted $\lambda(i)|i H_{\lambda(i)} \in \text{SE}(3)$ and it is a constant parameter of body $\lambda(i)$ because both frames are fixed relative to body $\lambda(i)$. The transformation matrix from frame $\lambda(i)|i$ to frame $i$ is denoted $i H_{\lambda(i)|i}$ (it is a parameterized rotation about the joint axis if, e.g., the joint is revolute). An example is shown in Figure 3.

Figure 3. A general example of body and joint frames.

To represent quantity used in recursive multibody dynamics algorithms, in this manuscript use Eindhoven-Genoa (EG) notation [47]. This notation is inspired by the one used in multibody dynamics algorithms literature [14], but clearly defined to be compact, non-ambiguous, and in harmony with Lie Group formalism. A short introduction of this notation is given in Table 2. For more details about the notation, see [47].
Table 2. Introduction of Eindhoven-Genoa (EG) notation.

| EG       | Dimension | Explanation                                                                 |
|----------|-----------|-----------------------------------------------------------------------------|
| $^A H_B$ | SE(3)     | Transformation matrix of frame $B$ w.r.t. frame $A$                          |
| $^A R_B$ | SO(3)     | Rotation matrix of frame $B$ w.r.t. frame $A$                               |
| $^A o_B$ | $\mathbb{R}^3$ | Origin of frame $B$ w.r.t. frame $A$                                      |
| $^C v_{A,B}$ | $\mathbb{R}^6$ | Twist of frame $B$ w.r.t. frame $A$ expressed in frame $C$                         |
| $^A a_{A,B}$ | $\mathbb{R}^6$ | Intrinsic [47, Section 5.1] acceleration of frame $B$ w.r.t. frame $A$ expressed in frame $C$ |
| $^A f_B$ | $\mathbb{R}^6$ | Wrench w.r.t. frame $A$ (often written as $b$ for bias wrench)            |
| $^A X_B$ | $\mathbb{R}^{6 \times 6}$ | Velocity transformation of frame $B$ w.r.t. frame $A$                        |
| $^A X_B$ | $\mathbb{R}^{6 \times 6}$ | Wrench transformation of frame $B$ w.r.t. frame $A$                        |
| $s$ | $\mathbb{R}^{n_J}$ | Generalized position vector or system shape                                  |
| $r$ | $\mathbb{R}^{n_J}$ | Generalized velocity vector                                                 |
| $\tau$ | $\mathbb{R}^{n_J}$ | Joint torques or generalized forces vector                                  |
| $^C v_{A,B} \times$ | $\mathbb{R}^{6 \times 6}$ | 6D twist cross product on $\mathbb{R}^6$ (defined in Section 3.1)         |
| $^C v_{A,B} \times$ | $\mathbb{R}^{6 \times 6}$ | 6D twist/wrench cross product on $\mathbb{R}^6$                                    |

2.3. Equations of motion for moving-base systems. We write the configuration of a moving-base system with $n_J$ 1-DoF joints as $q := (H, s)$, where $H := ^A H_0 \in \text{SE}(3)$ is the moving-base transformation matrix and $s \in \mathbb{R}^{n_J}$ the joint displacements vector. The total number of degrees of freedom is denoted by $n = n_J + 6$. The time-derivative of the configuration is given by $\dot{q} := (\dot{H}, \dot{s})$, which we identify with $T \text{SE}(3) \times T \mathbb{R}^{n_J}$. Through left-trivialization, the system velocity $\dot{q}$ will be written equivalently as $\nu := (v, r)$, where $v := 0 v_{A,0} \in \mathbb{R}^6$ is the moving-base twist and $r := \dot{s} \in \mathbb{R}^{n_J}$ is the generalized velocity vector. More explicitly, the kinematics of the moving base and of the joints are given by

$$\dot{H} = H v^\wedge, \tag{3}$$
$$\dot{s} = r. \tag{4}$$

The unconstrained forced dynamics of a moving-base system in $\text{SE}(3) \times \mathbb{R}^{n_J}$ is

$$M \dot{\nu} + C \nu + G = S \tau, \tag{5}$$

where $M \in \mathbb{R}^{n \times n}$ is the mass matrix, $C \in \mathbb{R}^{n \times n}$ the Coriolis matrix, $G \in \mathbb{R}^{n}$ the gravitational wrench vector, $S := [0_{6 \times n_J}; I_{n_J}] \in \mathbb{R}^{n \times n_J}$ the joint selection matrix, and $\tau \in \mathbb{R}^{n_J}$ the joint torques. Employing the generalized bias vector $h := C \nu + G \in \mathbb{R}^{n}$, (5) can be rewritten as

$$M \dot{\nu} + h = S \tau. \tag{6}$$

In matrix form, (6) reads

$$\begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \begin{bmatrix} \dot{v} \\ \dot{r} \end{bmatrix} + \begin{bmatrix} h_1 \\ h_2 \end{bmatrix} = \begin{bmatrix} 0_{6 \times 1} \\ \tau \end{bmatrix}, \tag{7}$$

where $M_{11} \in \mathbb{R}^{6 \times 6}$ is sometimes called the locked inertia [41] corresponding to the 6D inertia matrix of the whole system when considering its joints as locked (composite rigid body), $M_{12} = M_{21}^T \in \mathbb{R}^{6 \times n_J}$ is a matrix stacking the wrenches
required to support unit acceleration [14, Section 9.3], \( M = M_{22} = \mathbb{R}^{n_J} \times \mathbb{R}^{n_J} \) the generalized inertia matrix corresponding to assuming the moving base as fixed, \( h_1 \in \mathbb{R}^6 \) the bias wrench for the whole system as a composite rigid body and \( h_2 \in \mathbb{R}^{n_J} \) the generalized bias wrench vector of the joints.

2.4. Left-trivialized geometric linearization on Lie groups. In this section, we recall the definition of left-trivialized geometric linearization as detailed in [39, 37], which is the cornerstone of our derivation.

Given a Lie group \( G \), a controlled dynamical system evolving on \( G \) is defined as

\[
\dot{g}(t) = f(g, u, t),
\]

where \( g \in G \) is the system state, \( u \in \mathbb{R}^m \) the system input and \( t \in \mathbb{R} \) is time. The left-trivialized vector field associated to \( f \) is the map \( \lambda : G \times \mathbb{R}^m \times \mathbb{R} \to \mathfrak{g} \),

\[
\lambda(g, u, t) := g^{-1}(t)f(g, u, t),
\]

that allows to rewrite (8) as

\[
\dot{g}(t) = g(t)\lambda(g, u, t).
\]

Given a nominal trajectory \( \eta(t) := (g(t), u(t)) \in G \times \mathbb{R}^m, t \geq 0 \), the left-trivialized geometric linearization of the dynamical system (8) about \( \eta(t) \) is the time-varying linear system

\[
\dot{z}(t) = A(\eta, t)z(t) + B(\eta, t)w(t),
\]

with \( z(t) \in \mathfrak{g} \) the perturbation vector, \( w(t) \in \mathbb{R}^m \) the perturbed input vector,

\[
A(\eta, t) := D_1 \lambda(g, u, t) \circ DL_g(e) - \text{ad}_\lambda(g, u, t)
\]

and

\[
B(\eta, t) := D_2 \lambda(g, u, t),
\]

called respectively the state and input linearization matrices. In the following section, we will show how to interpret (5) as a controlled dynamical system on a suitable Lie group and then compute explicitly its left-trivialized linearization.

3. Left-Trivialized Linearization for Multibody Dynamics. In this section, we provide the unconstrained moving-base multibody dynamics with a Lie group structure and use this Lie group to derive the state and input linearization matrices associated to the multibody dynamics. Furthermore, we show how to rewrite this linearization, which is naturally written in terms of the forward dynamics, by using inverse dynamics. This later step is a necessary bridge to the computationally efficient implementation of the geometric linearization making use of recursive algorithms that will be presented in Section 4.

3.1. Lie group of moving-base systems. Under the assumption, typically encountered in practice, that revolute joints configuration include the information about number of revolutions (cf. Section 1.1), the configuration manifold of a moving-base robot composed of a moving base to which \( n_J \) 1-DoF joints are attached is given by

\[
Q = \text{SE}(3) \times \mathbb{R}^{n_J}.
\]

A generic configuration \( q \) is then written as \( q = (H, s) \in Q \), as presented in Section 2.3. The state manifold of the moving-base system is

\[
TQ = T(\text{SE}(3) \times \mathbb{R}^{n_J}),
\]
which can be identified (by means of a diffeomorphism) with
\[ TQ \cong SE(3) \times \mathbb{R}^{n_J} \times \mathbb{R}^6 \times \mathbb{R}^{n_J} \]  
by applying left-trivialization. An element of the state manifold \( TQ \) can be therefore written as \((H, s, v, r) \in TQ\), where \( v \) and \( r \) represent the velocity of the moving base and that of the joints, respectively.

The state manifold (17) is not a Lie group, as we have not yet defined an operation. Taking two elements \((H_1, s_1, v_1, r_1)\) and \((H_2, s_2, v_2, r_2)\) of (the set) \( SE(3) \times \mathbb{R}^{n_J} \times \mathbb{R}^6 \times \mathbb{R}^{n_J} \), we define the group operation as
\[
(H_1, s_1, v_1, r_1) \cdot (H_2, s_2, v_2, r_2) = (H_1 H_2, s_1 + s_2, v_1 + v_2, r_1 + r_2).
\]
It is straightforward to verify that (16) equipped with (17) forms a Lie group. Note that there exist alternative group operations which could have been chosen to turn (16) into a Lie group (one being the so called tangent group). In [39], it has been shown that (for SO(3)) a Lie group operation defined as in (17) leads to simpler computational expressions for the geometric linearization and therefore such an hindsight is also exploited here. Therefore, we defined the Lie group \( G \) of moving-base systems as \(^1 SE(3) \times \mathbb{R}^{n_J} \times \mathbb{R}^6 \times \mathbb{R}^{n_J} \), by combining the set (16) with the operation (17).

The Lie algebra of \( G \) is \(^2 \mathfrak{g} = \mathfrak{se}(3) \oplus \mathbb{R}^{n_J} \oplus \mathbb{R}^6 \oplus \mathbb{R}^{n_J} \), which we can identify with \( \mathfrak{g} \cong \mathbb{R}^6 \oplus \mathbb{R}^{n_J} \oplus \mathbb{R}^6 \oplus \mathbb{R}^{n_J} \). We recall that the sub-algebra \( \mathbb{R}^6 \) is the vector space \( \mathbb{R}^6 \) with the Lie bracket given by the 6D cross product defined by
\[
\nu \times := \begin{bmatrix} \omega \wedge & v^\text{T} \\ 0_{3 \times 3} & \omega \wedge \end{bmatrix}, \quad \text{where} \quad \nu = \begin{bmatrix} v \\ \omega \end{bmatrix},
\]
with \( v \in \mathbb{R}^3 \) and \( \omega \in \mathbb{R}^3 \) (representing the linear and angular velocity of the moving base, respectively).

3.2. State and input linearization matrices for moving-base systems. Recalling that \( G = SE(3) \times \mathbb{R}^{n_J} \times \mathbb{R}^6 \times \mathbb{R}^{n_J} \), from (6), we can write the forward dynamics \( FD : G \times \mathbb{R}^{n_J} \rightarrow \mathbb{R}^n \) relating configuration, velocity, and input to acceleration (i.e., the time derivative of the velocity \( \nu := (v, r) \)) as
\[
FD(H, s, v, r, \tau) := \dot{\nu}(H, s, v, r, \tau) = M^{-1}(s) \left[ -h(H, s, v, r) + S\tau \right].
\]
The forward dynamics (19) can be then partitioned as \( FD = [FD_b; FD_j] \) with
\[
FD_b(H, s, v, r, \tau) := \dot{\nu}(H, s, v, r, \tau),
\]
\[
FD_j(H, s, v, r, \tau) := \dot{r}(H, s, v, r, \tau),
\]
with \( FD_b : G \times \mathbb{R}^{n_J} \rightarrow \mathbb{R}^6 \) the forward dynamics of the moving base and \( FD_j : G \times \mathbb{R}^{n_J} \rightarrow \mathbb{R}^{n_J} \) the forward dynamics of the joints. From the forward dynamics, we obtain the associated left-trivialized linearization, as detailed in the following proposition.

**Proposition 1.** The left-trivialized linearization of the moving-base kinematics \( \dot{H} = Hv \) and \( \dot{s} = r \) and the forward dynamics (19) about a given trajectory \( \eta(t) = (g(t), u(t)) \in G \times \mathbb{R}^{n_J}, t \in \mathbb{R} \), is given by \( \dot{z}(t) = A(\eta, t)z(t) + B(\eta, t)w(t) \),

---

\(^1 \times \) denotes the group direct product.

\(^2 \oplus \) denotes the direct sum of two Lie algebras.
where $z = [z_H; z_s; z_v; z_r] \in \mathfrak{g}$, is the perturbation vector, \( w = \tau \in \mathbb{R}^{n_J} \) the perturbed input vector, and where the state matrix $A$ and input matrix $B$ are given by\(^3\)

\[
A(\eta, t) = \begin{bmatrix}
-\mathbf{v} \times & 0 & I & 0 \\
0 & 0 & 0 & I \\
D_1 FD_b \circ D H(I) & D_2 FD_b & D_3 FD_b & D_4 FD_b \\
D_1 FD_j \circ D H(I) & D_2 FD_j & D_3 FD_j & D_4 FD_j
\end{bmatrix},
\]

and

\[
B(\eta, t) = \begin{bmatrix}
0 & 0 & 0 & 0 \\
D_5 FD_b & 0 & 0 & 0 \\
D_5 FD_j & 0 & 0 & 0
\end{bmatrix},
\]

with the derivatives being evaluated at $FD_b(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \tau)$ and $FD_j(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \tau)$. \( \blacksquare \)

**Proof:** Using $g = (\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r})$ and $u = \tau$, the left-trivialized vector field $\lambda(g, u, t)$ of (9) for the dynamics of comprising (3), (4), and (19) is

\[
\lambda(g, u, t) = (\mathbf{v}, \mathbf{r}, \dot{\mathbf{v}}, \dot{\mathbf{r}}) \in \mathfrak{g}.
\]

For the Lie group $G = \text{SE}(3) \times \mathbb{R}^{n_J} \times \mathbb{R}^6 \times \mathbb{R}^{n_J}$, the state matrix $A$ in (12) and input matrix $B$ in (13) need to be compute as

\[
A(\eta, t) := D_1 \lambda(g, u, t) \circ D L_{(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r})}(I, 0, 0, 0) - \text{ad}_{\lambda(g, u, t)}
\]

and

\[
B(\eta, t) := D_2 \lambda(g, u, t),
\]

with $(I, 0, 0, 0)$ the identity of $G$. The matrix form of the adjoint representation of the Lie algebra onto itself evaluated at $\lambda(g, u, t)$, namely $\text{ad}_{\lambda(g, u, t)}$, is given by

\[
\text{ad}_{\lambda(g, u, t)} = \begin{bmatrix}
\mathbf{v} \times & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

The left-translated tangent map $D L_{(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r})}(I, 0, 0, 0)$ evaluated in the direction $z = (z_H, z_s, z_v, z_r)$ is instead given by

\[
D L_{(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r})}(I, 0, 0, 0) \cdot z = (D L_H(I) \cdot z_H, z_s, z_v, z_r).
\]

The left-trivialized tangent map $D_1 \lambda(g, u, t) \circ D L_{(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r})}(I, 0, 0, 0)$ is found by combining the forward dynamics of the base and joints (20) and (21), the left-trivialized vector field $\lambda(g, u, t)$ (24) and the left-translated tangent map (28), resulting in

\[
D_1 \lambda(g, u, t) \circ D L_{(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r})}(I, 0, 0, 0) =
\]

\(^3\)Number of rows and columns of each submatrices of $A$ and $B$ are explicitly indicated in the expressions to indicate the size of each block.
Note how, in (29), the left-translated tangent maps of $FD_b$ and $FD_j$ with respect to $s$, $v$ and $r$—entries (3, 2), (3, 3), (3, 4), (4, 2), (4, 3), and (4, 4)—are ordinary partial derivatives.

Combining the definition of the state matrix (12), the matrix form of the adjoint representation (27) and the left-trivialized tangent map (29), we arrive at the expression for the state matrix $A(\eta, t)$ given in (22). The expression for the input matrix $B(\eta, t)$ given in (23), derives from the identity

$$D_2 \lambda(g, u, t) = \begin{bmatrix} 0 & 0 & 6 \\ 0 & 0 & n_J \\ D_5 FD_b & 6 & n_J \end{bmatrix}.$$  

(30)

The input matrix $B(\eta, t)$ given in (23) can be computed explicitly as follows. The proof is omitted as straightforward.

**Proposition 2.** The input matrix $B(\eta, t)$ in (23) can be computed as

$$B(\eta, t) = \begin{bmatrix} 0 \\ 0 \\ M^{-1} S \end{bmatrix} 6 + n_J.$$  

(31)

3.3. **Forward dynamics linearization via inverse dynamics.** In this section, we show that the geometric linearization state and input matrices (22) and (23) can be rewritten in terms of (the derivatives of) the inverse dynamics. This is a not trivial task, in particular as moving-base systems are underactuated and thus, strictly speaking, the inverse dynamics is not defined for arbitrary combinations of the system position, velocity, and acceleration. We can, however, provide moving-base systems with a non-physical\(^4\) control input $\bar{\tau} \in \mathbb{R}^6$, to obtain an (artificial) fully actuated system which we name the *extended system*. This non-physical control input can be physically interpreted as a virtual wrench applied to the moving base and that controls all its degrees of freedom, turning the system into a fully actuated one. To this end, we define the *extended input vector* $\bar{\tau} \in \mathbb{R}^n$ as

$$\bar{\tau} := \begin{bmatrix} \bar{\tau}_b \\ \tau \end{bmatrix},$$  

(32)

and consequently the *extended dynamics* as

$$M \ddot{\nu} + h = \bar{\tau}.$$  

(33)

\(^4\)A technique that can be used also in dynamic inversion for underactuated systems [40]
Willing to partition (33) into base and joint dynamics, we can then rewrite it as
\[
\begin{bmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{bmatrix}
\begin{bmatrix}
\dot{v} \\
\dot{r}
\end{bmatrix} + \begin{bmatrix}
h_1 \\
h_2
\end{bmatrix} = \begin{bmatrix}
\tau_b \\
\tau
\end{bmatrix}.
\]

(34)

More abstractly, (33) can also be written similarly to (8) as
\[
\dot{g}(t) = \bar{f}(g, \bar{u}, t),
\]

(35)

where as before \( g(t) = (H(t), s(t), v(t), r(t)) \), while \( \bar{f} : G \times \mathbb{R}^n \times R \rightarrow TG \), \((g, \bar{u}, t) \rightarrow \bar{f}(g, \bar{u}, t)\) and \( \bar{u} = \bar{\tau} \in \mathbb{R}^n \). We define the extended forward dynamics \( \overline{FD} : G \times \mathbb{R}^6 \times \mathbb{R}^n_j \rightarrow \mathbb{R}^n \) of the extended system (33) as
\[
\overline{FD}(H, s, v, r, \bar{\tau}_b, \tau) := \dot{\nu}(H, s, v, r, \bar{\tau}_b, \tau)
\]

\[
= \text{M}^{-1}(s)\left[ -h(H, s, v, r) + \bar{\tau}(\bar{\tau}_b, \tau) \right],
\]

(36)

which can be partitioned, similarly to (20) and (21), as \( \overline{FD} = [\overline{FD}_b; \overline{FD}_j] \) where
\[
\overline{FD}_b(H, s, v, r, \bar{\tau}_b, \tau) := \dot{v}(H, s, v, r, \bar{\tau}_b, \tau)
\]

(37)

\[
\overline{FD}_j(H, s, v, r, \bar{\tau}_b, \tau) := \dot{r}(H, s, v, r, \bar{\tau}_b, \tau),
\]

(38)

with \( \overline{FD}_b : G \times \mathbb{R}^6 \times \mathbb{R}^n_j \rightarrow \mathbb{R}^6 \) and \( \overline{FD}_j : G \times \mathbb{R}^6 \times \mathbb{R}^n_j \rightarrow \mathbb{R}^n_j \). Because the extended system (33) is fully actuated, its inverse dynamics \( \overline{ID} : G \times \mathbb{R}^6 \times \mathbb{R}^n_j \rightarrow \mathbb{R}^n \) is always well defined and reads
\[
\overline{ID}(H, s, v, r, \dot{v}, \dot{r}) := \bar{\nu}(H, s, v, r, \dot{v}, \dot{r}) = \text{M}(s) \dot{v} + h(H, s, v, r),
\]

(39)

which can be partitioned as \( \overline{ID} = [\overline{ID}_b; \overline{ID}_j] \) with
\[
\overline{ID}_b(H, s, v, r, \dot{v}, \dot{r}) = M_{11}(s)\dot{v} + M_{12}(s)\dot{r} + h_1(H, s, v, r)
\]

(40)

\[
\overline{ID}_j(H, s, v, r, \dot{v}, \dot{r}) = M_{21}(s)\dot{v} + M_{22}(s)\dot{r} + h_2(H, s, v, r),
\]

(41)

where \( \overline{ID}_b : G \times \mathbb{R}^6 \times \mathbb{R}^n_j \rightarrow \mathbb{R}^6 \) and \( \overline{ID}_j : G \times \mathbb{R}^6 \times \mathbb{R}^n_j \rightarrow \mathbb{R}^n_j \).

We can now show that the state matrix of the forward dynamics linearization (22) can be expressed in terms of the extended inverse dynamics derivatives and the inverse of the mass matrix.

**Proposition 3.** The geometric linearization state matrix \( A(\eta, t) \) in (22) can be rewritten in terms of the derivatives of the extended inverse dynamics (39) and the inverse of the mass matrix \( \text{M} \) as
\[
A(\eta, t) =
\begin{bmatrix}
6 & n_J & 6 & n_J
\end{bmatrix}
\begin{bmatrix}
-\text{v} \times 0 & I & 0 & \text{M}^{-1} D_1 \overline{ID} \circ D_L (I) & -\text{M}^{-1} D_2 \overline{ID} & -\text{M}^{-1} D_3 \overline{ID} & -\text{M}^{-1} D_4 \overline{ID} & 6 + n_J
\end{bmatrix}
\]

(42)

where \( \overline{ID} \) is the extended inverse dynamics as in (39) and its derivatives are evaluated at \( \overline{ID}(H, s, v, r, \dot{v}, \dot{r}) \).

**Proof:** The extended forward and extended inverse dynamics are related to each other through
\[
\overline{ID} \circ \overline{FD} = \text{id}.
\]

(43)
Evaluated at an arbitrary extended joint torques vector \( \bar{\tau} \in \mathbb{R}^n \), (43) reads

\[
\underline{\tau} = \overline{\tau},
\]

which in extended, matrix form is given by

\[
[\overline{\tau}_b, \tau] = \overline{\underline{\tau}}(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \overline{\bar{\tau}}_b, \tau, \mathbf{T}) = \mathbf{T}D_b(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \overline{\bar{\tau}}_b, \tau), \]

\[
\mathbf{T}D_j(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \overline{\bar{\tau}}_b, \tau) = \begin{bmatrix}
\bar{\tau}_b \\
\tau
\end{bmatrix}.
\]

For the sake of readability, we define

\[
\bar{\mathbf{v}} := \overline{\underline{D}}_b(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \bar{\tau}_b, \tau) \quad \text{and} \quad \bar{\mathbf{r}} := \overline{\underline{D}}_j(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \bar{\tau}_b, \tau).
\]

Differentiating (45) with respect to \( \mathbf{H}, \mathbf{s}, \mathbf{v} \), and \( \mathbf{r} \), applying the chain rule, we get

\[
\begin{bmatrix}
D_i \overline{\underline{D}}_b \quad D_i \overline{\underline{D}}_b \\
D_i \overline{\underline{D}}_j \quad D_i \overline{\underline{D}}_j
\end{bmatrix} + \begin{bmatrix}
D_0 \overline{\underline{D}}_b \\
D_0 \overline{\underline{D}}_j
\end{bmatrix} \begin{bmatrix}
D_i \overline{\underline{D}}_b \\
D_i \overline{\underline{D}}_j
\end{bmatrix} = 0,
\]

with \( i \in \{1, 2, 3, 4\} \), as \( D_i \overline{\underline{D}} \) represents the left-trivialized partial derivative of the extended inverse dynamics with respect to the four system state variables. In (48) the arguments of the inverse and forward dynamics functions are \( \overline{\underline{D}}_b(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \bar{\mathbf{v}}, \bar{\mathbf{r}}), \overline{\underline{D}}_j(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \bar{\mathbf{v}}, \bar{\mathbf{r}}) \), \( \overline{\underline{F}}_b(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \bar{\mathbf{v}}, \bar{\mathbf{r}}) \) and \( \overline{\underline{F}}_j(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \bar{\mathbf{v}}, \bar{\mathbf{r}}) \), which have been left out for the sake of readability. From (40) and (41), it follows that

\[
\begin{bmatrix}
D_0 \overline{\underline{D}}_b \\
D_0 \overline{\underline{D}}_j
\end{bmatrix} \begin{bmatrix}
D_i \overline{\underline{D}}_b \\
D_i \overline{\underline{D}}_j
\end{bmatrix} = \begin{bmatrix}
\mathbf{M}_{11} & \mathbf{M}_{12} \\
\mathbf{M}_{21} & \mathbf{M}_{22}
\end{bmatrix} = \mathbf{M}
\]

Substituting (49) into (48) and pre-multiplying with \( \mathbf{M}^{-1} \) gives

\[
\begin{bmatrix}
D_i \overline{\underline{D}}_b \\
D_i \overline{\underline{D}}_j
\end{bmatrix} = \begin{bmatrix}
\mathbf{M}_{11}^{-1} & \mathbf{M}_{12}^{-1} \\
\mathbf{M}_{21}^{-1} & \mathbf{M}_{22}^{-1}
\end{bmatrix} \begin{bmatrix}
D_0 \overline{\underline{D}}_b \\
D_0 \overline{\underline{D}}_j
\end{bmatrix}.
\]

The equality (50) can be used within the original underactuated dynamics (6) where, due to the definitions in (19) and (36), \( \bar{\tau}_b = 0_{6 \times 1} \) ensuring

\[
\overline{\underline{F}}_b(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \bar{\mathbf{v}}, \bar{\mathbf{r}}) = \overline{\underline{F}}_b(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, 0_{6 \times 1}, \bar{\mathbf{r}}) \quad \text{and} \quad \overline{\underline{F}}_j(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \bar{\mathbf{v}}, \bar{\mathbf{r}}) = \overline{\underline{F}}_j(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, 0_{6 \times 1} , \bar{\mathbf{r}}).
\]

Substituting (51) and (52) on the left-hand side in (50) results in the relation between the forward dynamics of the original moving-base system and extended inverse dynamics

\[
\begin{bmatrix}
D_i \overline{\underline{F}}_b(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}) \\
D_i \overline{\underline{F}}_j(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r})
\end{bmatrix} = \begin{bmatrix}
D_i \overline{\underline{D}}_b \\
D_i \overline{\underline{D}}_j
\end{bmatrix} = \begin{bmatrix}
D_0 \overline{\underline{F}}_b(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \mathbf{v}, \mathbf{r}) \\
D_0 \overline{\underline{F}}_j(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \mathbf{v}, \mathbf{r})
\end{bmatrix}.
\]

where the inverse dynamics derivatives are evaluated at \( (\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \mathbf{v}, \mathbf{r}) \). Combining the original expression for \( A(\eta, t) \) given by (22) with the relationship (53) relating the derivatives of the forward dynamics with those of the extended inverse dynamics, we obtain (42). \( \square \)

We conclude this section with an important observation and a definition that will be used in the following section. Given arbitrary values for \( \mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \bar{\mathbf{v}}, \bar{\mathbf{r}} \), the extended inverse dynamics function \( \overline{\underline{D}} \) in (39) will generally return a non-zero base torque \( \bar{\tau}_b \). Those combination of values for which the moving base torque is zero will be called consistent:
Definition 3.1. The inputs $H, s, v, r, \dot{v}$ and $\dot{r}$ of the extended inverse dynamics function given by (39) are called consistent only if the extended inverse dynamics function returns a vector with the first six elements equal to zero.

When the inputs represent a physical system (i.e. the sensors obtain data from a physical system or the inputs are numerically obtained through simulations), the inputs $H, s, v, r, \dot{v}$ and $\dot{r}$ of the extended inverse dynamics (39) are consistent (neglecting sensor noise or rounding errors). For this reason, commonly used moving-base algorithms in robot control such as the Recursive Newton Euler Algorithm for moving-base systems (RNEAmb) [14, Table 9.6] and Articulated Body Algorithm for moving-base systems (ABAmb) [14, Table 9.4] assume the inputs to be consistent in deriving and simplify the algorithm steps. Such a consistency assumption is however not valid for our goal, specifically because we need to compute derivatives by allowing for arbitrary nonphysically perturbation directions. For this reason, new extended versions of these algorithms are necessary and are developed in the following section.

4. Left-Trivialized Linearization: recursive algorithm. In the previous section and, more in particular, in Proposition 3, we have demonstrated how the computation of the left-trivialize linearization (cf. Proposition 1) can be obtain once the derivative of the (extended) inverse dynamics and the inverse of the mass matrix are known. This section provides new recursive algorithms for this purpose. More specifically, the section is structured in as follows. In Subsection 4.1 we provide a list of symbols commonly used in all algorithms. In Subsection 4.2, we present a recursive algorithm for the extended Inverse dynamics. An algorithm for computing its derivatives is then provided in Subsection 4.3. The section concludes with the inverse mass matrix algorithm for moving-base multibody systems, presented in Subsection 4.4. A sufficient familiarity with the original recursive algorithms presented in [14] is a prerequisite for being able to fully appreciate the content of this section.

4.1. List of symbols for the recursive algorithms. The kinematic and dynamic quantities presented in this subsection, and in particular in Table 3, are used throughout all algorithms presented in this section. The notation employed is based on the coordinate frames and multibody notation detailed in [47] and concisely reported also in Section 2. It is suggested to skip this section at first read (or to read it diagonally) and to return to it when deemed necessary for the understanding of the algorithm details.

The following shorthand notation is also employed to improve readability:

\begin{align*}
    v_i & = i_v A, i \\
    a_i & = i_a A, i \\
    m_{Bi} & = i_m B, i \\
    f_{Bi} & = i f B, i \\
    M_{Bi} & = i M B, i \\
    c_{Fi} & = i c F, i \\
    f_{Fi} & = i f F, i \\
    b_{Fi} & = i b F, i \\
    \Gamma_{Fi} & = i \Gamma F, i \\
    d_{Fi} & = i d F, i \\
    f_{di} & = i f d, i \\
    U_{Bi} & = i U B, i \\
\end{align*}

4.2. Extended Inverse Dynamics Algorithm. In what follows we detail the Extended Inverse Dynamics Algorithm for moving-base systems (EIDAmb), used to compute the extended inverse dynamics $TD$ given by (39). The original RNEAmb presented in [14, Section 5.3] only partly fulfills this purpose, as it computes the joint torques $\tau$ under the assumption that its inputs are consistent (see Definition
3.1). By adding lines of the Generalized Bias Wrench Algorithm for moving-base systems (GBWAmb) [14, Table 9.5] and the Composite Rigid Body Algorithm for moving-base systems (CRBAmb) [14, Table 9.5], we can modify the RNEAmb to also compute the non-physical control input \( \bar{\tau}_b \), so that the extended input vector \( \bar{\tau} \) (32) can be constructed.

From (39), we see that \( \bar{\tau}_b = M_{11} \dot{v} + M_{12} \dot{r} + h_1 \). The variables \( M_{11}, M_{12}, \dot{v} \) and \( h_1 \) can be translated to rigid body dynamics variables used in recursive algorithms as

\[
M_{11} = M_{B0}^c, \quad \dot{v} = a_0, \quad M_{12} = 0 F \quad \text{and} \quad h_1 = b_{B0}^{\text{up}},
\]

where for (55), we made use of the relation between intrinsic and apparent acceleration as seen in [47, Section 5.4]. In terms of the rigid body dynamics variables, the non-physical control input \( \bar{\tau}_b \) can be thus written as

\[
\bar{\tau}_b (H, s, v, r, \dot{v}, \dot{r}) = M_{B0}^c (s) a_0 (\dot{v}) + 0 F (s) \dot{r} + b_{B0}^{\text{up}} (H, s, v, r, \dot{v}, \dot{r}),
\]

where \( b_{B0}^{\text{up}} \in \mathbb{R}^6 \) is the bias wrench of body 0 with zero joint acceleration and \( 0 F = [0 F_{B1} \quad 0 F_{B2} \ldots 0 F_{Bn_j}] \in \mathbb{R}^{6 \times n_j} \) the required wrenches to support unit accelerations. Note that \( 0 F_{B1} \) is defined as

\[
,i F_{B1} := M_{B1}^c \Gamma_{J_i} \in \mathbb{R}^6, \quad 0 F_{B1} = 0 X_i i F_{B1}.
\]

In the EIDAmb, the acceleration term \( a_i^t \) is defined as

\[
a_i^t := i a_{0,i} + i a_{\text{grav}},
\]

thus \( a_i^t \) is the acceleration of body \( i \) relative to the moving-base frame 0 plus the gravitational acceleration. This acceleration is then used to compute the bias wrench, which is later used to compute the acceleration \( a_{A,i} \) of body \( i \) with respect to the inertial frame \( A \).
Table 3. Kinematic, dynamics, and set theoretic quantities used in the recursive algorithms presented in this section.

| EG | Dim. | Explanation |
|----|------|-------------|
| $C_{MB}^{Ri}$ | $\mathbb{R}^{6 \times 6}$ | Inertia matrix of body $i$ |
| $C_{MC}^{Ri,A}$ | $\mathbb{R}^{6 \times 6}$ | Articulated-body inertia matrix of body $i$ |
| $C_{MB}^{Ri,a}$ | $\mathbb{R}^{6 \times 6}$ | Apparent articulated-body inertia matrix of body $i$ |
| $C_{MB}^{Ri,c}$ | $\mathbb{R}^{6 \times 6}$ | Composite rigid body inertia matrix of body $i$ |
| $C_{v}^{A,i}$ | $\mathbb{R}^6$ | Twist or spatial velocity of frame $i$ w.r.t frame $A$ |
| $C_{a}^{A,i}$ | $\mathbb{R}^6$ | Apparent acceleration of frame $i$ w.r.t frame $A$ |
| $C_{a}^{grav}$ | $\mathbb{R}^6$ | Intrinsic acceleration of frame $i$ w.r.t frame $A$ |
| $c_{mgi}$ | $\mathbb{R}^6$ | Intrinsic gravitational acceleration |
| $C_{\Gamma}^{\lambda(i),i}$ | $\mathbb{R}^6$ | Joint velocity subspace matrix of joint $i$ |
| $c_{v}^{\lambda(i),i}$ | $\mathbb{R}^6$ | Velocity of joint $i$ |
| $c_{bgi}$ | $\mathbb{R}^6$ | Bias wrench acting on body $i$ |
| $c_{bggi}$ | $\mathbb{R}^6$ | Composite rigid body bias wrench acting on body $i$ |
| $c_{bgi0}$ | $\mathbb{R}^6$ | Bias wrench of the moving-base with zero joint acceleration |
| $C_{X}^{D}$ | $\mathbb{R}^{6 \times 6}$ | Velocity transformation from frame $D$ to frame $C$ |
| $C_{X}^{P}$ | $\mathbb{R}^{6 \times 6}$ | Wrench transformation from frame $D$ to frame $C$ |
| $c_{Ugi}$ | $\mathbb{R}^6$ | Subexpression used in ABA |
| $D_{gi}$ | $\mathbb{R}$ | Subexpression used in ABA |
| $u_{gi}$ | $\mathbb{R}$ | Subexpression used in ABA |
| $c_{F_{gi}}$ | $\mathbb{R}^6$ | Required wrench to support unit acceleration of joint $i$ |
| $F_j$ | $\mathbb{R}^{6 \times n_j}$ | Wrench set collecting the contributions of the supporting tree rooted at $i$ |
| $P_i$ | $\mathbb{R}^{6 \times n_j}$ | Motion set which contains the contributions of all parents of joint $i$ |

Table 4 presents the full algorithm (EIDAmb). The function jcalc(jtype(i),s_i) appearing in the the algorithm acts as a look-up table, from where joint-type-specific functions are retrieved. These joint-type-specific functions compute the velocity transformation matrix $^{C}X_{\lambda(i),i}$ and the joint velocity subspace matrix $^{\Gamma}_{J;i}$. The explicit joint-type-specific functions can be found in [5, Appendix B.2] or can be straightforwardly derived by using, e.g., [14, Section 4.4].

---

5We use $[i,j]$ and alike to indicate specific submatrices. For example, $H[1:3,4]$ means we consider the column vector obtained taking the first three elements of the fourth column of the $4 \times 4$ matrix $H$. 

**Table 4. EIDAmb.**

**Inputs:** model, $s, r, \dot{r}, A_{H_0}, A_{v_{A,0}}, a_{A,0}, a_{grav}$

| Line | EIDAmb |
|------|--------|
| 1    | $^0H_A = A_{H_0}^{-1}$ |
| 2    | $^0R_A = A_{H_0}[1:3, 1:3]$ |
| 3    | $^0o_A = A_{H_0}[1:3, 4]$ |
| 4    | $^0X_A = [^0R_A, ^0o_A, ^0R_A']_{3x3}$ |
| 5    | $v_0 = A_{v_{A,0}}v_{A,0}$ |
| 6    | $a_{0}^v = A_{a_{v_{A,0}}}$ |
| 7*   | $a_{0}^p = a_{r}^v$ |
| 8    | $M_{B0}^c = M_{B0}$ |
| 9    | $m_{B0} = M_{B0}v_0$ |
| 10   | $b_{B0}^c = M_{B0}a_{r}^v + v_0 \bar{x}^* m_{B0}$ |
| 11*  | $b_{B0}^p = b_{B0}$ |
| 12   | for $i = 1$ to $n_B$ do |
| 13   | $[^iX_{\lambda(i)}]_{ij} = jcalc(jtype(i), s_i)$ |
| 14   | $v_{Ji} = \Gamma_{Ji}r_i$ |
| 15   | $[^iX_{\lambda(i)}] = [^iX_{\lambda(i)}]_{ij}X_{\lambda(i)}$ |
| 16   | $v_i = [^iX_{\lambda(i)}]v_{\lambda(i)} + v_{Ji}$ |
| 17   | $a_{i}^r = [^iX_{\lambda(i)}]a_{\lambda(i)}^r + \Gamma_{Ji}r_i + v_i \times v_{Ji}$ |
| 18*  | $a_{i}^p = [^iX_{\lambda(i)}]a_{\lambda(i)}^p + v_i \times v_{Ji}$ |
| 19   | $M_{B_i}^c = M_{B_i}$ |
| 20   | $m_{B_i} = M_{B_i}v_i$ |
| 21   | $b_{B_i}^c = M_{B_i}a_{r}^v + v_i \bar{x}^* m_{B_i}$ |
| 22*  | $b_{B_i}^p = M_{B_i}a_{r}^p + v_i \bar{x}^* m_{B_i}$ |
| 23   | end |
| 24   | for $i = n_B$ to $1$ do |
| 25   | $M_{c_{B_{\lambda(i)}}} = M_{c_{B_{\lambda(i)}}} + \lambda(i)X_{i}X_{\lambda(i)}$ |
| 26   | $b_{c_{B_{\lambda(i)}}} = b_{c_{B_{\lambda(i)}}} + \lambda(i)X_{i}b_{B_{i}}$ |
| 27*  | $b_{c_{B_{\lambda(i)}}} = b_{c_{B_{\lambda(i)}}} + \lambda(i)X_{i}b_{p_{B_{i}}}$ |
| 28   | end |

*continued on the next page.*
for $i = 1$ to $n_B$ do
  $i^A_{A,0} = i^A_{\lambda(i)} \lambda(i) a_{A,0}$
  $\tau_i = \Gamma_{ji}^T (\mathcal{M}_{\mathcal{B}_i} i^A_{A,0} + b_{\mathcal{B}_i})$
  $\mathcal{F}_{\mathcal{B}_i} = \mathcal{M}_{\mathcal{B}_0} \Gamma_{ji}$
  $j = i$
  while $\lambda(j) > 0$
    $\lambda(j) \mathcal{F}_{\mathcal{B}_i} = \lambda(j) i^A_{A,j} \mathcal{F}_{\mathcal{B}_i}$
    $j = \lambda(j)$
  end
  $\mathcal{F}_{\mathcal{B}_i} = \mathcal{F}_{\mathcal{B}_i} i^A_{A,j} \mathcal{F}_{\mathcal{B}_i}$
end

Output: $\mathcal{F}_{\mathcal{B}_i} = [\tau; \bar{\tau}]$

Remarks:

- Lines marked with * origin from the GBWAmb, lines marked with ** origin from the CRBAmb, and unmarked lines origin from the RNEAmb.
- The line marked with *** computes the extended inverse dynamics of the moving base as given in (58).
- Arbitrary inputs are generally not consistent (see Definition 3.1). If one wants the inputs of the extended inverse dynamics function (39) to be consistent, one can add the computation $a_0 = - (\mathcal{M}_{\mathcal{B}_0})^{-1} b_{\mathcal{B}_0}$ between line 28 and 29 instead of using it as an input to the algorithm. This guarantees the inputs of the extended inverse dynamics function to be consistent, at the cost of losing the freedom to choose $a_0$.
- External wrenches are neglected in the algorithms presented above (see Assumption 2).
- The velocity of the moving base as input of the EIDAmb, $A^A v_{A,0}$ is chosen to be expressed in frame $A$, as it is often measured in that frame. The acceleration of the moving base as input of the EIDAmb, $a_{A,0}$, is chosen to be expressed in frame 0, as it is often computed through the RNEAmb in frame 0. If one desires to express either of both quantities in a different frame, the algorithm can be straightforwardly modified.

4.3. Computing the derivatives of the extended inverse dynamics. This section proposes four new recursive algorithms that compute the left-trivialized derivatives of the extended inverse dynamics (39) with respect to $H, s, v$ and $r$, respectively. To improve the readability and reduce the heaviness of the expressions, we employ a shorthand notation. Namely, the left-trivialized derivative of an arbitrary function $x(H, s, v, r)$ with respect to $H$ is written in shorthand notation as $\partial x / \partial H := D_1 x(H, s, v, r) \circ D L_H(I)$, that is, in words, $\partial x / \partial g$ is defined as the left-trivialized derivative of the function $x$ with respect to Lie group element $g$. Likewise, the partial derivatives (on vector spaces) of an arbitrary function $x(H, s, v, r)$ with respect to $s, v$ and $r$ are written in shortened notation as $\partial x / \partial s := D_2 x(H, s, v, r), \partial x / \partial v := D_3 x(H, s, v, r)$ and $\partial x / \partial r := D_4 x(H, s, v, r)$,
so that $\partial x/\partial y$ is defined as the standard partial derivative of $x$ with respect to the scalar (or vector) quantity $y$.

In the left-trivialized derivatives algorithms, the computation of derivatives of the matrices $\dot{X}_{A(i)\|i}$, $F_{Bi}$ and $M_{E(i)}$ is required, which would result in 3D tensors (requiring 3 indices). Because these matrices are only dependent on vector $s$, we choose to compute their derivatives with respect to the scalars $s_k$ for $k \in \mathbb{R}^n$, resulting in 2D tensors for which we can employ standard matrix multiplication, without the need to resort to the more advanced tensor calculus notation. As $\dot{X}_{A(i)\|i}$ is only dependent on the $i$-th entry of $s$, we only compute $\partial \dot{X}_{A(i)\|i}/\partial s_i$, which saves computational time.

Using the dependencies in the expression for the non-physical control input $\bar{\tau}_b$, of (58), we can omit unnecessary computations by computing the derivatives as

$$
\frac{\partial \dot{\tau}_b}{\partial \dot{H}} = \frac{\partial b_{s0}^B}{\partial \dot{H}},
$$

$$
\frac{\partial \dot{\tau}_b}{\partial s} = \frac{\partial M_{s0}^B}{\partial s} A_0 + \frac{\partial F_{s0}^B}{\partial s} \bar{r} + \frac{\partial b_{s0}^B}{\partial s},
$$

$$
\frac{\partial \dot{\tau}_b}{\partial v} = \frac{\partial b_{s0}^B}{\partial v},
$$

$$
\frac{\partial \dot{\tau}_b}{\partial r} = \frac{\partial b_{s0}^B}{\partial r}.
$$

The last steps in (62), (64) and (65) are derived from the equality

$$
\frac{\partial \bar{a}_i^v}{\partial \dot{H}} = \frac{\partial \bar{a}_i^v}{\partial H},
$$

which also holds for the derivatives with respect to $v$ and $r$, even though $a_i^v$ is not generally equal to $a_i^v$.

**First algorithm (H).** We start discussing the preliminaries required to understand the first algorithm of the four, the one that computes the left-trivialized derivative of the extended inverse dynamics with respect to the transformation matrix $H(= AH_0)$. This is the most complicated of all four. The complexity lays, in particular, in the computation of the left-trivialized derivative of $X_A$. We choose to compute the quantities $0X_A A v_{A,0}$ and $0X_A A a_{grav}$ as a whole, as this allows us to compute the derivative of a vector instead of the derivative of a matrix. This is explained in the following proposition.

**Proposition 4.** The left-trivialized derivatives of $0X_A A v_{A,0}$ and $0X_A A a_{grav}$ with respect to the transformation matrix $A H_0$ are given by

$$
\frac{\partial (0X_A A v_{A,0})}{\partial A H_0} = \begin{bmatrix}
0R_A A \omega_{A,0}^\wedge & 0R_A (A v_{A,0} - A o_0 A \omega_{A,0})^\wedge A R_0 \\
0x3x3 & 0R_A A \omega_{A,0}^\wedge A R_0
\end{bmatrix},
$$

and

$$
\frac{\partial (0X_A A a_{grav})}{\partial A H_0} = \begin{bmatrix}
0R_A A \alpha_{grav}^\wedge A R_0 & 0R_A (A a_{grav} - A o_0 A \alpha_{grav})^\wedge A R_0 \\
0x3x3 & 0R_A A \alpha_{grav}^\wedge A R_0
\end{bmatrix},
$$

where $A v_{A,0} = [A v_{A,0}; A \omega_{A,0}]$ and $A a_{grav} = [A \alpha_{grav}; A \alpha_{grav}]$. Here, $v \in \mathbb{R}^3$ represents translational velocity, $\omega \in \mathbb{R}^3$ rotational velocity, $a \in \mathbb{R}^3$ translational acceleration and $\alpha \in \mathbb{R}^3$ rotational acceleration. The terms $A v_{A,0}$ and $A a_{grav}$ are independent of $A H_0$, as they are inputs to the algorithm.
Proof. In the following, only a proof for (67) will be given. A proof for (68) follows straightforwardly by employing the same techniques. In the following, for sake of readability, we use the abbreviations $H := ^A H_0$, $R := ^A R_0$, $o := ^A o_0$, $v := ^A v_{A,0}$, $O := ^A \omega_{A,0}$ and $X := ^0 X_A$. Explicitly, $Xv$ is given by

$$Xv = \begin{bmatrix} R^T & -R^T o^\wedge \\
0_{3 \times 3} & R^T \end{bmatrix} \begin{bmatrix} v \\
o \wedge \omega \end{bmatrix} = \begin{bmatrix} R^T v - R^T o^\wedge \omega \\
R^T \omega \end{bmatrix}. \quad (69)$$

Define the vector valued functions $f_1 : \mathbb{R}^3 \times \text{SO}(3) \rightarrow \mathbb{R}^3$ and $f_2 : \text{SO}(3) \rightarrow \mathbb{R}^3$ as

$$f_1(o, R) := R^T v - R^T o^\wedge \omega \quad \text{and} \quad f_2(o, R) := R^T \omega, \quad (70)$$

and rewrite (69) as

$$Xv = h(H) = f(o, R) = \begin{bmatrix} f_1(o, R) \\
\end{bmatrix}, \quad (72)$$

where $h(H) : \text{SE}(3) \rightarrow \mathbb{R}^6$ and $f(o, R) : \mathbb{R}^3 \times \text{SO}(3) \rightarrow \mathbb{R}^6$. The left-trivialized derivative of $h(H)$ in a direction $\Delta = [\Delta_v; \Delta_\omega] \in \mathbb{R}^6$ is

$$D h(H) \cdot T_I L_H \Delta = D h(H) \cdot H \Delta^\wedge. \quad (73)$$

Since

$$H \Delta^\wedge = \begin{bmatrix} R \Delta_\omega \\
R \Delta_v \\
0_{1 \times 3} \end{bmatrix}, \quad (74)$$

we can rewrite (73) using (70) and (71) more specifically as

$$D h(H) \cdot T_I L_H \Delta = D_1 f(o, R) \cdot R \Delta_v + D_2 f(o, R) \cdot \Delta_\omega. \quad (75)$$

In matrix form, we express the left-trivialized derivative of $h(H)$ as

$$D h(H) \cdot T_I L_H = \begin{bmatrix} D_1 f_1(o, R)R & D_2 f_1(o, R) \cdot T_I L_R \\
D_1 f_2(o, R)R & D_2 f_2(o, R) \cdot T_I L_R \end{bmatrix}. \quad (76)$$

From this follows immediately that

$$D_1 f_1(o, R)R = R^T \omega^\wedge R, \quad (77)$$

$$D_2 f_1(o, R) \cdot T_I L_R = R^T (v - o^\wedge \omega)^\wedge R, \quad (78)$$

$$D_1 f_2(o, R)R = 0_{3 \times 3} \quad \text{and} \quad (79)$$

$$D_2 f_2(o, R) \cdot T_I L_R = R^T \omega^\wedge R. \quad (80)$$

This concludes the proof.

We are now ready to provide the algorithm that computes the left-trivialized derivative of the extended inverse dynamics given by (39) with respect to the transformation matrix $H$. The algorithm is reported in Table 5.
Table 5. Left-trivialized derivatives of the extended inverse dynamics with respect to the transformation matrix $H$.

| Line | Algorithm | Line in EIDAmb |
|------|-----------|----------------|
| 1    | $\frac{\partial v_0}{\partial H} = \begin{bmatrix} 0 R_A \dot{A} \omega_{A,0} & 0 R_A^T \\ 0 R_A^T & 0 R_A \end{bmatrix} \begin{bmatrix} 0 R_A \dot{A} \omega_{A,0} & 0 R_A^T \\ 0 R_A^T & 0 R_A \end{bmatrix}$ | 5 |
| 2    | $\frac{\partial a_r}{\partial H} = \begin{bmatrix} 0 R_A \dot{A} \alpha_{grav} & 0 R_A^T \\ 0 R_A^T & 0 R_A \end{bmatrix} \begin{bmatrix} 0 R_A \dot{A} \alpha_{grav} & 0 R_A^T \\ 0 R_A^T & 0 R_A \end{bmatrix}$ | 6 |
| 3    | $\frac{\partial m_{g0}}{\partial H} = M_{g0} \frac{\partial v_0}{\partial H}$ | 9 |
| 4    | $\frac{\partial b_{s0}}{\partial H} = M_{g0} \frac{\partial a_r}{\partial H} + \frac{\partial v_0}{\partial H} \times m_{g0} + v_0 \times \frac{\partial m_{g0}}{\partial H}$ | 10 |
| 5    | for $i = 1$ to $n_B$ do | 12 |
| 6    | $\frac{\partial v_i}{\partial H} = i \lambda(i) \frac{\partial v_i}{\partial H}$ | 16 |
| 7    | $\frac{\partial a_r}{\partial H} = i \lambda(i) \frac{\partial a_r}{\partial H} + \frac{\partial v_i}{\partial H} \times v_j i$ | 17 |
| 8    | $\frac{\partial m_{bi}}{\partial H} = M_{bi} \frac{\partial v_i}{\partial H}$ | 20 |
| 9    | $\frac{\partial b_{bi}}{\partial H} = M_{bi} \frac{\partial a_r}{\partial H} + \frac{\partial v_i}{\partial H} \times m_{bi} + v_i \times \frac{\partial m_{bi}}{\partial H}$ | 21 |
| 10   | end | 23 |
| 11   | for $i = n_B$ to 1 do | 25 |
| 12   | $\frac{\partial b_{bi}}{\partial H} = \frac{\partial b_{bi}}{\partial H} + \lambda(i) X^j \frac{\partial b_{bi}}{\partial H}$ | 26 |
| 13   | end | 28 |
| 14   | for $i = 1$ to $n_B$ do | 29 |
| 15   | $\frac{\partial \tau_i}{\partial H} = \Gamma^j \frac{\partial b_{bi}}{\partial H}$ | 31 |
| 16   | end | 39 |
| 17   | $\frac{\partial \tau_B}{\partial H} = \frac{\partial b_{bi}}{\partial H}$ | 40 |

Outputs: $D_1 T D \circ D L H(I) = \frac{\partial \tau}{\partial H} = [\frac{\partial \tau}{\partial H}, \frac{\partial \tau}{\partial H}]$

Remarks:
- Line 1 computes the left trivialized derivative $\frac{\partial (0 X_A \dot{A} v_{A,0})}{\partial A} H_0$ in (67).
- Line 2 computes the left trivialized derivative $\frac{\partial (0 X_A \dot{A} a_{grav})}{\partial A} H_0$ in (68).
- Line 17 computes the left-trivialized derivative of the non-physical control inputs with respect to the transformation matrix $H$ in (62).
Second algorithm (s). The second algorithm computes the derivatives of the extended inverse dynamics (39) with respect to the generalized position vector \( s \). The right column shows which line in the EIDAmb each equation originates from. The function \( \text{jcalcderiv(jtype(i), s_i)} \) acts as in for the EIDAmb treated in the previous subsection as a look-up table, from where joint-type-specific functions are retrieved. These joint-type-specific functions compute the derivative of the velocity transformation matrix \( iX_{i|i} \) with respect to the generalized position \( s_i \). The explicit joint-type-specific functions can be found in [5, Appendix B.3] or can be straightforwardly derived using, e.g., [14, Section 4.4].

### Table 6. Derivatives of the extended inverse dynamics with respect to the generalized position vector \( s \).

| Line | Algorithm |
|------|-----------|
| 1    | for \( i = 1 \) to \( n_B \) do |
| 2    | \( \frac{\partial^i X_{\lambda(i)|i}}{\partial s_i} = \text{jcalcderiv(jtype(i), s_i)} \) |
| 3    | \( \frac{\partial^i X_{\lambda(i)}}{\partial s_i} = \frac{\partial^i X_{\lambda(i)|i}X_{\lambda(i)}}{\partial s_i} \) |
| 4    | \( \frac{\partial v_i}{\partial s} = iX_{\lambda(i)} \frac{\partial v_{\lambda(i)}}{\partial s} \) |
| 5    | \( \frac{\partial v_i}{\partial s} = \frac{\partial v_i}{\partial s_i} + \frac{\partial^i X_{\lambda(i)}}{\partial s_i} v_{\lambda(i)} \) |
| 6    | \( \frac{\partial a^r_i}{\partial s} = iX_{\lambda(i)} \frac{\partial a^r_{\lambda(i)}}{\partial s} + \frac{\partial v_i}{\partial s} \times v_{J_i} \) |
| 7    | \( \frac{\partial a^r_i}{\partial s_i} = \frac{\partial a^r_i}{\partial s_i} + \frac{\partial^i X_{\lambda(i)}}{\partial s_i} a^r_{\lambda(i)} \) |
| 8    | \( \frac{\partial a^{vp}_i}{\partial s} = iX_{\lambda(i)} \frac{\partial a^{vp}_{\lambda(i)}}{\partial s} + \frac{\partial v_i}{\partial s} \times v_{J_i} \) |
| 9    | \( \frac{\partial a^{vp}_i}{\partial s_i} = \frac{\partial a^{vp}_i}{\partial s_i} + \frac{\partial^i X_{\lambda(i)}}{\partial s_i} a^{vp}_{\lambda(i)} \) |
| 10   | \( \frac{\partial m_{Bi}}{\partial s} = M_{Bi} \frac{\partial v_i}{\partial s} \) |
| 11   | \( \frac{\partial b^{c}_{Bi}}{\partial s} = M_{Bi} \frac{\partial a^r_i}{\partial s} + \frac{\partial v_i}{\partial s} \times \bar{m}_{Bi} + v_i \times \frac{\partial m_{Bi}}{\partial s} \) |
| 12   | \( \frac{\partial b^{vp}_{Bi}}{\partial s} = M_{Bi} \frac{\partial a^{vp}_i}{\partial s} + \frac{\partial v_i}{\partial s} \times \bar{m}_{Bi} + v_i \times \frac{\partial m_{Bi}}{\partial s} \) |
| 13   | end |

continued on the next page.
Sensitivity analysis of moving-base systems

continued from the previous page.

for \( i = n_B \) to 1 do
  for \( k = 1 \) to \( n_B \) do
    \[
    \frac{\partial M_{BA}^c(i)}{\partial s_k} = \frac{\partial M_{BA}^c(i)}{\partial s_i} + \lambda(i) X^i M_{B_i}^c X_{\lambda(i)} + \lambda(i) X^i M_{B_i}^c \frac{\partial X_{\lambda(i)}}{\partial s_i}
    \]
  end
  \[
  \frac{\partial b_{BA}^c(i)}{\partial s_i} = \frac{\partial b_{BA}^c(i)}{\partial s} + \lambda(i) X^i \frac{\partial b_{B_i}^c}{\partial s}
  \]
  \[
  \frac{\partial b_{BA}^p(i)}{\partial s_i} = \frac{\partial b_{BA}^p(i)}{\partial s} + \lambda(i) X^i \frac{\partial b_{B_i}^p}{\partial s}
  \]
end

for \( k = 1 \) to \( n_B \) do
  \[
  \frac{\partial M_{B_0} a_0}{\partial s_k} = \frac{\partial M_{B_0}^c}{\partial s_k} a_0
  \]
end

for \( i = 1 \) to \( n_B \) do
  \[
  \frac{\partial^i a_{A,0}}{\partial s} = (X_{\lambda(i)}) \frac{\partial^i a_{A,0}}{\partial s}
  \]
  \[
  \frac{\partial^i a_{A,0}}{\partial s_i} = \frac{\partial^i a_{A,0}}{\partial s_i} + \frac{\partial^i X_{\lambda(i)}}{\partial s_i} a_{A,0}
  \]
end

for \( k = 1 \) to \( n_B \) do
  \[
  \frac{\partial M_{B_i}^{c,i} a_{A,0}}{\partial s_k} = \frac{\partial M_{B_i}^c}{\partial s_k} a_{A,0}
  \]
  \[
  \frac{\partial F_{B_i}}{\partial s_k} = \frac{\partial M_{B_i}^c}{\partial s_k} \Gamma_{fi}
  \]
end

\[
\frac{\partial \tau_i}{\partial s} = \Gamma_{fi} \left( \frac{\partial M_{B_i}^{c,i} a_{A,0}}{\partial s} + M_{B_i}^c \frac{\partial^i a_{A,0}}{\partial s} + \frac{\partial b_{B_i}^c}{\partial s} \right)
\]

\( j = i \)

while \( \lambda(j) > 0 \) do
  for \( k = 1 \) to \( n_B \) do
    \[
    \frac{\partial \lambda(j) F_{B_i}}{\partial s_k} = \frac{\partial \lambda(j) X^j}{\partial s_k} \frac{\partial F_{B_i}}{\partial s_k}
    \]
  end

continued on the next page.
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\[
\frac{\partial \lambda(j) F_{B_i}}{\partial s_j} = \frac{\partial \lambda(j) F_{B_i}}{\partial s_j} + \frac{\partial \lambda(j) X_j}{\partial s_j} F_{B_i}
\]

\[ j = \lambda(j) \]

end

for \( k = 1 \) to \( n_B \) do

\[
\frac{\partial \delta F_{B_i}}{\partial s_k} = \lambda_j \frac{\partial^2 F_{B_i}}{\partial s_k}
\]

end

\[
\frac{\partial \delta F_{B_i}}{\partial s_j} = \frac{\partial \delta F_{B_i}}{\partial s_j} + \frac{\partial \delta X_j}{\partial s_j} F_{B_i}
\]

\[
\frac{\partial \delta F_{B_i}}{\partial s} = \frac{\partial \delta F_{B_i}}{\partial s} + \frac{\partial \delta F_{B_i}}{\partial s}
\]

end

\[
\frac{\partial \bar{\tau}_b}{\partial s} = \frac{\partial M_{B_0}^c a_0}{\partial s} + \frac{\partial \delta F_{B_i}}{\partial s} + \frac{\partial b_{B_0}^{up}}{\partial s}
\]

end

\[
\frac{\partial \bar{\tau}_b}{\partial s} = \frac{\partial M_{B_0}^c a_0}{\partial s} + \frac{\partial \delta F_{B_i}}{\partial s} + \frac{\partial b_{B_0}^{up}}{\partial s}
\]

\[\text{Outputs: } D_2 ID = \partial \bar{\tau}/\partial s = [\partial \bar{\tau}_b/\partial s; \partial \bar{\tau}/\partial s]\]

Remark: Line 49 computes the derivative of the non-physical control input with respect to the generalized position vector \( s \) in (63).

Third algorithm (v). The third algorithm computes the derivatives of the extended inverse dynamics (39) with respect to the moving-base velocity \( v \). The right column shows which line in the EIDAmb each equation origins from.

| Line | Algorithm | Line in EIDAmb |
|------|-----------|----------------|
| 1    | \( \frac{\partial \nu_0}{\partial v} = I_6 \) | 5 |
| 2    | \( \frac{\partial \mathbf{m}_{B_0}}{\partial v} = \mathbf{M}_{B_0} \) | 9 |
| 3    | \( \frac{\partial \mathbf{b}_{B_0}^{up}}{\partial v} = \frac{\partial \nu_0}{\partial v} \mathbf{m}_{B_0} + \mathbf{v}_0 \times \frac{\partial \mathbf{m}_{B_0}}{\partial v} \) | 10 |
| 4    | for \( i = 1 \) to \( n_B \) do | 12 |
| 5    | \( \frac{\partial \nu_i}{\partial v} = X_{\lambda(i)} \frac{\partial \nu_{\lambda(i)}}{\partial v} \) | 16 |
| 6    | \( \frac{\partial \mathbf{a}_r}{\partial v} = \frac{\partial \mathbf{a}_{\lambda(i)}^{r}}{\partial v} + \frac{\partial \nu_i}{\partial v} \times \mathbf{v}_{\mathbf{r}i} \) | 17 |
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\[ \frac{\partial \mathbf{m}_{Bi}}{\partial \mathbf{v}} = \mathbf{m}_{Bi} \frac{\partial \mathbf{v}}{\partial \mathbf{v}} \]  

\[ \frac{\partial \mathbf{b}_{Bi}^c}{\partial \mathbf{v}} = \mathbf{m}_{Bi} \frac{\partial \mathbf{a}_{Bi}^r}{\partial \mathbf{v}} + \mathbf{v}_{Bi} \times \mathbf{m}_{Bi} + \mathbf{v}_{Bi} \times \mathbf{m}_{Bi} \]  

\begin{align*}
\text{end} & \quad 23 \\
\text{for } i = n_B \text{ to } 1 \text{ do} & \quad 24 \\
\frac{\partial \mathbf{b}_{Bi}^{c\lambda(i)}}{\partial \mathbf{v}} & = \frac{\partial \mathbf{b}_{Bi}^{c\lambda(i)}}{\partial \mathbf{v}} + \lambda(i) \mathbf{X}^i \frac{\partial \mathbf{b}_{Bi}^c}{\partial \mathbf{v}} \quad 26 \\
\text{end} & \quad 28 \\
\text{for } i = 1 \text{ to } n_B \text{ do} & \quad 29 \\
\frac{\partial \mathbf{r}_i}{\partial \mathbf{v}} & = \Gamma_{J_i} \frac{\partial \mathbf{b}_{Bi}^c}{\partial \mathbf{v}} \quad 31 \\
\text{end} & \quad 39 \\
\frac{\partial \mathbf{r}_b}{\partial \mathbf{v}} = \frac{\partial \mathbf{b}_{Bi}^c}{\partial \mathbf{v}} & \quad 40 \\
\end{align*}

\[ \begin{bmatrix}
\frac{\partial \mathbf{r}_b}{\partial \mathbf{v}} \\
\frac{\partial \mathbf{r}_i}{\partial \mathbf{v}} \\
\end{bmatrix} = \begin{bmatrix}
\mathbf{X}^i \frac{\partial \mathbf{b}_{Bi}^c}{\partial \mathbf{v}} + \mathbf{v}_i \times \mathbf{v}_{J_i} \\
\mathbf{v}_i \times \frac{\partial \mathbf{r}_i}{\partial \mathbf{v}} \\
\end{bmatrix} \]

Remark: Line 16 computes the derivative of the non-physical control input with respect to the moving-base velocity \( \mathbf{v} \) in (64).

**Fourth algorithm** (r). The fourth algorithm computes the derivatives of the extended inverse dynamics (39) with respect to the generalized velocity vector \( \mathbf{r} \). The right column shows which line in the EIDAmb each equation origins from.

**Table 8.** Derivatives of the extended inverse dynamics w.r.t. the generalized velocity vector \( \mathbf{r} \).

| Line | Algorithm | Line in EIDAmb |
|------|-----------|----------------|
| 1    | for \( i = 1 \) to \( n_B \) do | 12 |
| 2    | \[ \frac{\partial \mathbf{v}_{J_i}}{\partial \mathbf{r}_i} = \Gamma_{J_i} \] | 14 |
| 3    | \[ \frac{\partial \mathbf{v}_i}{\partial \mathbf{r}} = \mathbf{i} \mathbf{X}_{\lambda(i)} \frac{\partial \mathbf{v}_{\lambda(i)}}{\partial \mathbf{r}} \] | 16 |
| 4    | \[ \frac{\partial \mathbf{v}_i}{\partial \mathbf{r}_i} = \frac{\partial \mathbf{v}_i}{\partial \mathbf{r}_i} + \frac{\partial \mathbf{v}_{J_i}}{\partial \mathbf{r}_i} \] | 16 |
| 5    | \[ \frac{\partial \mathbf{a}_{Bi}^r}{\partial \mathbf{r}} = \mathbf{i} \mathbf{X}_{\lambda(i)} \frac{\partial \mathbf{a}_{\lambda(i)}^r}{\partial \mathbf{r}} + \mathbf{v}_i \times \mathbf{v}_{J_i} \] | 17 |
| 6    | \[ \frac{\partial \mathbf{a}_{Bi}^r}{\partial \mathbf{r}_i} = \frac{\partial \mathbf{a}_{\lambda(i)}^r}{\partial \mathbf{r}_i} + \mathbf{v}_i \times \frac{\partial \mathbf{v}_{J_i}}{\partial \mathbf{r}_i} \] | 17 |
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\[
\frac{\partial \mathbf{m}_{B_i}}{\partial \mathbf{r}} = M_{B_i} \frac{\partial \mathbf{v}_i}{\partial \mathbf{r}} + \frac{\partial \mathbf{v}_i}{\partial \mathbf{r}} \times \mathbf{m}_{B_i} + \mathbf{v}_i \times \frac{\partial \mathbf{m}_{B_i}}{\partial \mathbf{r}}
\]

\[
\frac{\partial \mathbf{b}_{c}^{e}}{\partial \mathbf{r}} = M_{B_i} \frac{\partial \mathbf{a}_{i}^{e}}{\partial \mathbf{r}} + \frac{\partial \mathbf{a}_{i}^{e}}{\partial \mathbf{r}} \times \mathbf{m}_{B_i} + \mathbf{a}_{i}^{e} \times \frac{\partial \mathbf{m}_{B_i}}{\partial \mathbf{r}}
\]

\[
\frac{\partial \mathbf{b}_{c}^{e}}{\partial \mathbf{r}} = \frac{\partial \mathbf{b}_{c}^{e}}{\partial \mathbf{r}} + \mathbf{X}^i \frac{\partial \mathbf{b}_{c}^{e}}{\partial \mathbf{r}}
\]

\[
\frac{\partial \bar{\mathbf{r}}}{\partial \mathbf{r}} = \frac{\partial \mathbf{b}_{c}^{e}}{\partial \mathbf{r}}
\]

\[
\text{Outputs: } D_4 \bar{\mathbf{D}} = \frac{\partial \mathbf{\bar{r}}}{\partial \mathbf{r}} = \left[ \frac{\partial \mathbf{\bar{r}}}{\partial \mathbf{r}}; \frac{\partial \mathbf{\bar{r}}}{\partial \mathbf{r}} \right]
\]

Remark: Line 16 computes the derivative of the non-physical control input with respect to the generalized velocity vector \( \mathbf{r} \) in (65).

4.4. Inverse mass matrix algorithm for moving-base systems. In [7], a computational efficient algorithm –we will refer to this algorithm, in the following, as the Inverse Mass Matrix Algorithm (IMMA)– is introduced to compute the inverse of the mass matrix for fixed-base systems. The IMMA is based on the Articulated Body Algorithm (ABA) which computes the joint accelerations as a function of the joint configuration, velocity, and applied torque. In this section, we propose an extended version of the IMMA that computes the mass matrix for moving-base systems. We dub this algorithm the Inverse Mass Matrix Algorithm for moving-base systems (IMMAmb).

The forward dynamics for moving-base systems given in (19) can be rewritten as

\[
\mathbf{FD}(\mathbf{H}, \mathbf{s}, \mathbf{v}, \mathbf{r}, \mathbf{\tau}) := \begin{bmatrix} \mathbf{\dot{v}} \\ \mathbf{\dot{r}} \end{bmatrix} = \begin{bmatrix} \mathbf{M}_{11} & \mathbf{M}_{12} \\ \mathbf{M}_{21} & \mathbf{M}_{22} \end{bmatrix}^{-1} \begin{bmatrix} -\mathbf{h}_1 \\ \mathbf{\tau} - \mathbf{h}_2 \end{bmatrix}.
\]

(81)

The key idea of the IMMAmb is to evaluate the forward dynamics for \( n_J \) appropriate values of the torque vector \( \mathbf{\tau} \) (namely, the \( n_J \) basis vectors \([1,0,\ldots,0], [0,1,0,\ldots,0], \ldots, [0,\ldots,0,1]\)) while discarding the computation of the Coriolis and gravity terms \( \mathbf{h}_1 \) and \( \mathbf{h}_2 \). While this could be done in a for loop, calling the forward dynamics several times, the key idea we use (taken from IMMA) is that such an evaluation can be done in parallel so to evaluate intermediate computations only once. The result of this evaluation is the tall matrix corresponding to the blocks \( \mathbf{M}_{11}^{-1} \) and \( \mathbf{M}_{22}^{-1} \) of the inverse mass matrix \( \mathbf{M}^{-1} \) (more precisely, the IMMAmb only computes the upper diagonal part of the matrix \( \mathbf{M}_{22}^{-1} \)). The block \( \mathbf{M}_{21}^{-1} \) can be computed by symmetry from \( \mathbf{M}_{12}^{-1} \) and \( \mathbf{M}_{11}^{-1} \) with a \( 6 \times 6 \) symmetric matrix inversion. The whole IMMAmb algorithm is reported in Table 9. In the algorithm, the subtree of \( i \) is defined as all bodies that are supported by joint \( i \), including body \( i \) itself, and \( \text{subtree}(i) + 6 \) indicates an addition of 6 to all elements of the subtree.
of the set $\text{subtree}(i)$. For a given matrix $M$, we use Python programming language notation $M[i, :]$ to express all columns of $M[i, :]$ from column $i$ up to and including the last column. Similarly, with $M[; s]$, where $s$ a set of indexes, will denote the matrix resulting from the selection of the columns of $M$ included in $s$.

Table 9. Inverse Mass Matrix Algorithm for moving-base systems

| Inputs | IMMAmb |
|--------|--------|
| Line   | IMMAmb |
| 1      | for $i = 1$ to $n_B$ do |
| 2      | $i X_{\lambda(i)} = \lambda(i)i \lambda(i)$ |
| 3      | $M_{B_i} = \tilde{M}_{B_i}$ |
| 4      | end |
| 5      | for $i = n_B$ to 1 do |
| 6      | $U_{B_i} = M_{B_i}^{A} \Gamma_{B_i}^{T}$ |
| 7      | $D_{B_i} = \Gamma_{B_i}^{T} F_{i}$ |
| 8      | $M[; i + 6, i + 6] = D_{B_i}^{-1}$ |
| 9      | $M[; i + 6, \text{subtree}(i) + 6] = M_{i + 6, \text{subtree}(i) + 6}$ |
| 10     | $\mathcal{F}_{\lambda(i)}[; \text{subtree}(i) + 6] = \mathcal{F}_{\lambda(i)}[; \text{subtree}(i) + 6]$ |
| 11     | $+ \lambda(i) X_{\lambda(i)}[; \text{subtree}(i) + 6]$ |
| 12     | $+ U_{B_i} M_{i + 6, \text{subtree}(i) + 6}$ |
| 13     | $M_{B_i}^{A} = M_{B_i}^{A} - U_{B_i} D_{B_i}^{-1} U_{B_i}^{T}$ |
| 14     | $M_{B_i}^{A} = M_{B_i}^{A} + \lambda(i) X_{\lambda(i)}^{T} M_{B_i}^{A} \lambda(i)$ |
| 15     | end |
| 16     | $P_{0}[; 7:] = - (M_{B_0}^{A})^{-1} \mathcal{F}_{0}[; 7:]$ |
| 17     | for $i = 1$ to $n_B$ do |
| 18     | $M[; i + 6, i + 6] = M_{i + 6, i + 6} - D_{B_i}^{-1} U_{B_i}^{T} X_{\lambda(i)} P_{\lambda(i)}[; i + 6]$ |
| 19     | $P_{0}[; i + 6:] = \mathcal{F}_{\lambda(i)}[; i + 6] + \lambda(i) X_{\lambda(i)} P_{\lambda(i)}[; i + 6]$ |
| 20     | end |
| 21     | $M[1:6, 7:] = P_{0}[; 7:]$ |
| 22     | for $i = 1$ to $n_B$ do |
| 23     | for $j = i$ to $n_B$ do |
| 24     | $M[; j + 6, i + 6] = M_{j + 6, i + 6}$ |
| 25     | end |
| 26     | end |
| Outputs | $M_{i + 6, 1:6}$ |

5. Numerical Validation. In this section, we provide numerical evidence of the correctness of the mathematical expressions presented in Proposition 3 and the corresponding new recursive algorithms presented in Section 4. Such an evidence
is provided comparing the left-trivialized geometric linearization obtained via these algorithms with the same linearization obtained by brute-force (geometric) finite difference.

A representative moving-base multibody system has been created, consisting of a multibody system with tree-topology and prismatic and revolute joints. By construction, the whole framework must provide correct results for all moving-base multibody systems as long as they satisfy Assumption 1, put forward in the introduction, that all joints are conventional and modeled as 1-DoF joints. Three criteria to build the test system have been selected:

1. The test system must contain each type of 1-DoF joint (revolute, prismatic, helical), with at least one for spatial directions \((x, y, z)\).
2. The test system must contain at least one branch, since the algorithms contain several lines of code that only apply to branched systems.
3. The test system must contain at least one branch directly at the base (so body 0 must have multiple children), since the algorithms contain a few lines of code that only apply to branches at the base.

The resulting test system, for which a 3D visualization is provided in Figure 4, has been thus chosen to have nine joints, so to have three joint types oriented in three possible directions. Furthermore, the system has a kinematic branch directly at the base (as well as further branches on child links). A 3D visualization that illustrates our designed model is depicted in Figure 4(a), where the yellow ball represents the moving base, the red bodies are preceded by prismatic joint, the green bodies by a revolute joint, and the blue bodies by a helical joint. Figure 4(b) shows the system in a state where all joint positions are equal to 0, and the right image shows the system in a state where all joint positions are equal to 0.3, to visualize the movement of the joints.

We performed a randomized test using the test model. A total of 100 configurations \((\Delta^0_H, s)\), velocities \((\Delta^{1}v_{A,0}, r)\), and joint accelerations \(\dot{r}\) are randomly selected (uniform distributions over the interval \([0, 1]\), employing exponential map for generating orientation) and the corresponding moving base acceleration \(\dot{\delta}v_{A,0}\) and joint torque \(\tau\) are computed through the RNEAmb for consistency (recall Definition 3.1).

Furthermore, the following model parameters are also randomly selected: the velocity transformation matrices \(\lambda(i)^{t}X_{A(i)}\), which are body fixed constants, and the rigid body inertias\(^6\) \(M_{Bi}\)

We computed numerically the geometric linearization in Proposition 1 by making use of (geometric) finite difference. Namely, we approximate \([D_1 FD(H, s, v, r, \tau) \circ D L_H(I)])\text{,} [D_2 FD(H, s, v, r, \tau)]_k\text{,} [D_3 FD(H, s, v, r, \tau)]_l\text{,} \text{ and } [D_4 FD(H, s, v, r, \tau)]_k\), with \([X]_l\) denoting the \(l\)-th column of matrix \(X\) and \(i \in \{1...6\}\) and \(k \in \{1...n_j\}\) as

\[
\begin{align*}
\frac{1}{\delta} \left( FD(H \exp((\Delta^0_{base})^{t}), s, v, r, \tau) - FD(H, s, v, r, \tau) \right),
\end{align*}
\]

\[
\begin{align*}
\frac{1}{\delta} \left( FD(H, s + \Delta^{j_{joint}}_k, v, r, \tau) - FD(H, s, v, r, \tau) \right),
\end{align*}
\]

\[
\begin{align*}
\frac{1}{\delta} \left( FD(H, s, v + \Delta^{base}_k, r, \tau) - FD(H, s, v, r, \tau) \right),
\end{align*}
\]

\[
\begin{align*}
\frac{1}{\delta} \left( FD(H, s, v, r + \Delta^{j_{joint}}_k, \tau) - FD(H, s, v, r, \tau) \right),
\end{align*}
\]

\[\text{Random variable distribution was again uniform in the interval } [0, 1]. \text{ The inertia matrices is enforced symmetric and only positive definite matrices are considered.}\]
where $\Delta_{\text{base}}^{i} \in \mathbb{R}^6$ is the perturbation vector for the moving base and $\Delta_{\text{joint}}^{k} \in \mathbb{R}^{n_J}$ for the joints. The perturbation vectors $\Delta_{\text{base}}^{i}$ and $\Delta_{\text{joint}}^{k}$ are defined as zero-vectors, except the $i$-th or $k$-th index, which is equal to the perturbation scalar $\delta \in \mathbb{R}$ (for example, $\Delta_{\text{base}}^{2} := [0; \delta; 0; 0; 0; 0]$). We have employed the constant value $\delta = 10^{-6}$. Adaptive finite difference perturbation or central finite difference could have been use to get even more accurate results, but as the main result was to get a confirmation that the correctness of the expressions and their algorithm implementation, this was deemed sufficient.

As numerical validation criteria, we define a maximum error and an average error between the left-trivialized linearization obtained via the approach described in Section 4 and the finite differences as ($\text{idx} \in \{1, 2, 3, 4\}$)

\[
e_{\text{idx}}^{\text{max}} := \max_{e \in E} \left| \frac{D_{\text{idx}} F D^{\text{Alg}}(e) - D_{\text{idx}} F D^{\text{FinDiff}}(e)}{\text{avg}[D_{\text{idx}} F D^{\text{Alg}}]} \right|, \tag{86}
\]

\[
e_{\text{idx}}^{\text{avg}} := \text{avg}_{e \in E} \left| \frac{D_{\text{idx}} F D^{\text{Alg}}(e) - D_{\text{idx}} F D^{\text{FinDiff}}(e)}{\text{avg}[D_{\text{idx}} F D^{\text{Alg}}]} \right|, \tag{87}
\]

where $E$ denotes the set of 100 randomly selected combinations of configurations, geometric, and inertial properties, and $\text{avg}[D_{\text{idx}} F D^{\text{Alg}}] = \text{avg}_{e \in E} [D_{\text{idx}} F D^{\text{Alg}}(e)]$.

The following values where obtained from the set of 100 randomized combinations:

\[
e_1^{\text{max}} = 4.1023 \cdot 10^{-5}, \quad e_1^{\text{avg}} = 2.3560 \cdot 10^{-6}, \tag{88}
\]

\[
e_2^{\text{max}} = 4.6853 \cdot 10^{-3}, \quad e_2^{\text{avg}} = 1.3604 \cdot 10^{-4}, \tag{89}
\]

\[
e_3^{\text{max}} = 1.8230 \cdot 10^{-5}, \quad e_3^{\text{avg}} = 1.3021 \cdot 10^{-6}. \tag{90}
\]
\[ e_{4}^{\text{max}} = 1.5693 \cdot 10^{-4}, \quad e_{4}^{\text{avg}} = 1.3766 \cdot 10^{-6}. \]  
\[ (91) \]

These results provide numerical evidence that our proposed method of computing the left-trivialized geometric linearization and its MATLAB implementation are correct. To provide further evidence, we report a parameter study showing how the mean of \( e_{\text{idx}}^{\text{max}} \) and \( e_{\text{idx}}^{\text{avg}} \), \( \text{idx} \in \{1, 2, 3, 4\} \), vary as a function of delta in Figure 5. The plot illustrates that as expected the error of the finite difference approximation is reduced as \( \delta \) is reduced, up to the point where round off errors become dominant.

![Parametric study with respect to \( \delta \) of the errors illustrating how the maximal and average error of the finite difference approximation is reducing as \( \delta \) is reduced, up to the point where round off errors become dominant.](image)

6. **Conclusions.** In this work, we have shown how to define a notion of mathematically elegant and singularity-free geometric linearization for moving-base robotic systems. Given this new formulation, we have also presented an algorithm to compute the exact linearization quantities in a computationally efficient manner. The algorithm has been derived by combining the proposed geometric linearization with modifications of the recursive dynamics algorithms [14], widely used in robotics and computer graphics.

The algorithm results have been validated by comparing them against geometric finite differences, showing that the results are comparable, up to expected numerical error induced by finite differencing.

Future works include the implementation of the proposed linearization algorithms in a high performance language such as, e.g., C++ for real-time applications and its use for control, estimation, and optimal control planning of humanoid and quadruped robots.
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