Dynamical characterization of inactivation path in voltage-gated Na\(^+\) ion channel by non-equilibrium response spectroscopy
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ABSTRACT
Inactivation path of voltage gated sodium channel has been studied here under various voltage protocols as it is the main governing factor for the periodic occurrence and shape of the action potential. These voltage protocols actually serve as non-equilibrium response spectroscopic tools to study the ion channel in non-equilibrium environment. In contrast to a lot of effort in finding the crystal structure based molecular mechanism of closed-state (CSI) and open-state inactivation (OSI); here our approach is to understand the dynamical characterization of inactivation. The kinetic flux as well as energetic contribution of the closed and open-state inactivation path is compared here for voltage protocols, namely constant, pulsed and oscillating. The non-equilibrium thermodynamic quantities used in response to these voltage protocols serve as improved characterization tools for theoretical understanding which not only agrees with the previously known kinetic measurements but also predict the energetically optimum processes to sustain the auto-regulatory mechanism of action potential and the consequent inactivation steps needed. The time dependent voltage pattern governs the population of the conformational states which when coupled with characteristic rate parameters, the CSI and OSI selectivity arise dynamically to control the inactivation path. Using constant, pulsed and continuous oscillating voltage protocols we have shown that during depolarization the OSI path is more favored path of inactivation however, in the hyper-polarized situation the CSI is favored. It is also shown that the re-factorisation of inactivated sodium channel to resting state occurs via CSI path. Here we have shown how the subtle energetic and entropic cost due to the change in the depolarization magnitude determines the optimum path of inactivation. It is shown that an efficient CSI and OSI dynamical profile in principle can characterize the open-state drug blocking phenomena.
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Introduction
Inactivation of sodium ion channel\(^1,2\) is a self-controlled process necessary to sustain the firing pattern of axon potential in excitable tissues.\(^3-6\) In excitable cells like neurons, muscles, cardiac and endocrine cells, the action potential is initiated when a stimulus causes the membrane potential to reach a threshold which subsequently results in depolarization. After the membrane potential reaches a threshold, voltage gated sodium channels open, allowing an influx of positively charged sodium ions into the cell and further depolarize it.\(^7\) When the cell is depolarized enough the inactivation of sodium channel occurs which inhibits the cell from further excitation.\(^3\) Inactivated state of sodium channel temporarily prevents the channel from reopening until the cell is brought back to the resting potential by potassium channel by out-fluxing the K\(^+\) ions from the cell. If this inactivation process is hampered, various physiological problems appear, like cardiac arrest, hyper excitability, hysteria, epilepsy etc.\(^8-10\) The persistent current has special functions associated with this inactivation process, such as integration of synaptic potentials and acceleration of firing rates etc.\(^11-13\) Various mutations and hereditary diseases also affect the proper inactivation process which makes the sodium channel an optimal drug target.\(^14\)

Inactivation of the Na\(^+\) conductance in a squid giant axon was first characterized by Hodgkin and Huxley.\(^15\) Since then a lot of investigation on inactivation of sodium ion channel at the functional and structural levels\(^4,16-20\) had been performed. These studies showed that the inactivation process involves mainly 2
distinct and complex molecular mechanisms. The well-known first type of the inactivation is the mechanism that occurs from the open-state, so called open-state inactivation (OSI), at strongly depolarized membrane potentials. The other type of inactivation occurs from pre-open closed states, the closed-state inactivation (CSI), at hyper-polarized and modestly depolarized membrane potentials. Thus voltage-gated Na\(^+\) channel utilizes both OSI and CSI\(^{16,17,21,22}\) paths. Although detailed mechanistic description of OSI is there,\(^{23}\) much less is known about the CSI in this regard.\(^{24-26}\)

For the previous few decades the majority of the studies of inactivation had been performed by electrophysiologists using usual voltage clamp and patch clamp techniques. But recently developed non-equilibrium response spectroscopic technique\(^{27,28}\) has become popular method to study the ion channels in non-equilibrium environment\(^{29}\) using continuously oscillating voltage protocol\(^{30}\) or fluctuating voltage\(^{31}\) or pulse train voltage protocol. This sort of non-equilibrium response spectroscopic technique provides new aspects of ion channel gating kinetics which standard stepped-potential protocols cannot provide.\(^{30}\) Beside all these although a great deal of effort has been exercised to kinetically understand the molecular mechanism of inactivation, the nonequilibrium thermodynamics in the problems of inactivation has never been applied. The study of nonequilibrium parameters like total entropy production rates can be used to confirm the kinetic results\(^{32}\). For oscillating voltage protocol, with its biophysically chosen amplitude, frequency and mean voltage, the system replicates the neuronal oscillation which arises due to oscillatory nature of the membrane depolarization. Also the pulse train protocol is applied here which activates and then deactivates the channel providing a scope to study the path of activation and then the recovery path from inactivation to resting state during refractory period. Using these voltage protocols and nonequilibrium response properties we have characterized the inactivation path both kinetically and thermodynamically which has not been studied earlier. In this respect we are mainly interested here to understand the dynamical mechanism of inactivation in contrast to the molecular mechanism which are traditionally searched for. More specifically using the model of Vandenberg and Bezanilla\(^{33}\) for various protocols here we have explored the following queries regarding sodium ion channel inactivation:

1. How the channel does react to the constant voltage protocol and what is the favored path of inactivation in terms of CSI and OSI?
2. What is the preferred path of inactivation during test pulse and base pulses of pulse train protocol and continuously oscillating voltage protocol?
3. How does the non-equilibrium thermodynamic quantities like total entropy production rate contribute to the kinetic understanding?
4. How do these different voltage protocols collectively contribute toward our general understanding of inactivation path or how the different response natures toward different protocols enlighten the mechanism of channels inactivation path?
5. How the channel’s inactivation path does get modified in presence of drugs?

**Kinetic scheme of sodium ion channel**

To describe the kinetics of the Na\(^+\) ion channel, here we have used the familiar 9 state model proposed by Vandenberg and Bezanilla.\(^{33}\) In this proposed model we have considered the data of human cardiac isoform(hH1a)\(^{27}\) of the sodium channel or Nav 1.5. In the Figure 1 we have shown the model. Here it’s worth mentioning the reason why we have chosen this model. Comparing the 2 well known models of sodium channel, namely Vandenberg-Bezanilla\(^{33}\) and Millonas-Hanck\(^{27}\) model, for the same system(i.e, human cardiac isoform, hH1a) Kargol\(^{30}\) showed that both the models fit with the experimental data for the stepped-potential protocols equally well. For custom designed fluctuating voltage pulses that drives the protein molecule far from its equilibrium state, both the models almost equally fit the experimental data.\(^{30}\) Therefore we selected this model for studying non-equilibrium response using time dependent voltage protocols.

At the resting potential (−70 mV) the most preferred state is P\(_0\). After depolarization, several sequential steps occur i.e., transition from P\(_1\) to P\(_4\) occurs corresponding to the different conformational states of the protein involved(attributed to the gradual...
activation of all 4 domains of the protein, D-I to D-IV) are required to finally open the pore to allow influx of sodium ions, resulting in macroscopic ionic current. The single ion conducting or open-state is represented by $P_5$. $P_1$ to $P_4$ are closed states. The next important step observed in sodium channel is inactivation. As soon as the cell depolarization reaches a certain critical value sodium channel automatically inactivates to stop further in-fluxing of sodium ions into the cell which leads to the fall in magnitude of sodium ionic current, $I_{\text{Na}}$.

Parameter, $\alpha_4(V) = \frac{\alpha_4(V)}{\beta_4(V)}$, is a constraint to maintain microscopic reversibility. The total gating charge of the model is 11.8 e. The time evolution of the probabilities of the 9 states can be written in terms of 2 general master equations. For convenience we have considered two indices, “A” and “I” which represent the active states ($P_0$ to $P_5$) and inactive states ($P_6$ to $P_9$), respectively. The master equation corresponding to the active state can be written as:

$$\frac{dP_A(i, t)}{dt} = w_{i-1}^+(V(t))P_A(i-1, t)$$

$$+ w_{i+1}^{-}(V(t))P_A(i+1, t) - w_i^+(V(t))P_A(i, t)$$

$$- w_i^{-}(V(t))P_A(i, t) + \delta_i \left[ -l_i(V(t))P_A(i, t) ight]$$

$$+ l_{i-1}(V(t))P_A[i-1, t] + l_{i+2}(V(t))P_A[i+2, t],$$

where $P_A(i, t)$ represents the probability of remaining in the i-th active state at time t. Similar sort of

| Rate index | $\alpha_i(0) \text{s}^{-1}$ | $\beta_i(0) \text{s}^{-1}$ | $q_i$ | $\delta_i$ |
|------------|-----------------|-----------------|-----|------|
| 1          | 4779            | 10.3            | 2.83| 0.053|
| 2          | 5045            | 12.1            | 3.16| 0.5   |
| 3          | 1684            | 2360            | 0.077| 0.78 |
| 4          | 19.8            | $\frac{10^6}{\text{K}}$ | 5.573| 0.12 |
| 5          | 800             | 59.8            | 0.16| 0.33 |
For active states with population $P_A(i, t)$, the value of $i$ ranges from 0 to 5, whereas for inactive states, $i = 6, 7$ and 8. $w_{(i)}^+(V(t))$ and $w_{(i)}^-(V(t))$ are designated as the forward and backward transition rates of $i$-th state. For example, for the state $PA(3, t)$, the associated rates are $w_{(3)}^+ = \alpha_1$, $w_{(3)}^- = \alpha_2$, $w_{(4)}^- = \beta_2$ and $w_{(3)}^- = \alpha_3$ which can be found from the Figure 1 with $l_1 = \alpha_4$, $l_{-1} = \beta_4$, $l_2 = \alpha_5$ and $l_{-2} = \beta_5$. At any instant of time, $t$, the ionic current, $I(t)$ is calculated by the following equation,

$$I(t) = g_0 g_v (V(t) - V_r) P_5,$$

(4)

where $g_0 = 0.0169$ is the overall scaling factor representing the cell expression rate. $g_v$ is the instantaneous conductance, fitted by a third order polynomial expressed as $g_v(V(t)) = g_0 + g_1 V(t) + g_2 (V(t))^2 + g_3 (V(t))^3$, where unit of $g_v$ is $\mu S$ and $g_1 = -8.21 \times 10^{-4}$, $g_2 = -4.72 \times 10^{-6}$, $g_3 = 1.49 \times 10^{-8}$ with $g_0 = 0.0169$ is the overall scaling factor representing the cell expression rate. $V_r$ is the reversal potential of the sodium ion channel, usually 67.0 mV.

**Dynamical characterization of inactivation**

For the past few decades characterization of inactivation has been an important topic of research. Various models and theories$^{5,16,17}$ regarding fast, slow and ultra-slow inactivation$^3$ have come up. Even though the crystal structure of sodium channel in potentially 2 inactive states$^{34,35}$ are found, still the path of inactivation$^{19}$ happens to be a matter of debate. Almost all recent studies involve molecular structure related information which are very hard to speculate from theoretical perspective. Besides proper non-equilibrium energetics of inactivation path has never been considered. Also how does the different voltage protocols used in the experiments for characterizing the sodium channel inactivation collectively contribute toward our basic understanding of inactivation path is still not addressed in a general framework. Thus studying the simple kinetic flux analysis and thermodynamic contribution of total entropy production rates associated with these inactivation paths we have characterized the dynamical profiles of CSI and OSI in this paper. Before going to the different voltage protocols used, here we have briefly discussed the kinetics and thermodynamics of inactivation path in the following subsections.

**Kinetics of CSI and OSI**

There are 2 possible ways of inactivation as seen from in the model. One is from pre-open closed state, i.e. from $P_3$ to $P_6$ (CSI, closed state inactivation) and another is from open-state, i.e., from $P_5$ to $P_8$ (OSI, open-state inactivation).$^{21,26}$ Both of the paths are responsible for inactivation but depending on the kinetic rate parameters and voltage protocols applied we can qualitatively understand here which one is the most favorable path for inactivation, simply by calculating the net flux direction and magnitude. Here we designate the CSI and OSI as follows,

$$\text{CSI}(t) = [\alpha_4 (V(t)) P_3(t) - \beta_4 (V(t)) P_6(t)]$$

and

$$\text{OSI}(t) = [\alpha_5 (V(t)) P_5(t) - \beta_5 (V(t)) P_8(t)].$$

(5)

**Nonequilibrium thermodynamic characterization of inactivation path**

Next we have studied the non-equilibrium thermodynamic aspect of the inactivation path of sodium channel in terms of the entropy production rates. Here we have considered that the system remains in contact with the environment with temperature, $T$. We begin with the definition of system entropy$^{36}$ as,

$$S_{sys} = \frac{k_B}{2} \sum_{i,j} P_i(t) \ln P_i(t),$$

(6)

where $k_B$ is the Boltzmann constant. The system entropy production rate (epr) is calculated to obtain
the following expression,
\[
\dot{S}_{\text{sys}}(t) = \frac{k_B}{2} \sum_{i,j} [q_{ij}(V(t))P_i(t) - q_{ji}(V(t))P_j(t)] \times \ln\left[\frac{P_i(t)}{P_j(t)}\right].
\]

(7)

Here \(q_{ij}\) is the transition rate which converts the state from \(i\) to \(j\). Similarly reverse transition occurs for \(q_{ji}\). Now the system epr\(^{37,38}\) is defined as,
\[
\dot{S}_{\text{sys}}(t) = \dot{S}_{\text{tot}}(t) - \dot{S}_{\text{med}}(t),
\]

(8)

where is \(\dot{S}_{\text{tot}}(t)\) total epr and \(\dot{S}_{\text{med}}(t)\) is the medium epr, appearing due to entropy flux into the surroundings\(^{39,40}\) as follows,
\[
\dot{S}_{\text{tot}}(t) = \frac{k_B}{2} \sum_{i,j} [q_{ij}(V(t))P_i(t) - q_{ji}(V(t))P_j(t)] \times \ln\left[\frac{q_{ij}(V(t))P_i(t)}{q_{ji}(V(t))P_j(t)}\right].
\]

(9)

and
\[
\dot{S}_{\text{med}}(t) = \frac{k_B}{2} \sum_{i,j} [q_{ij}(V(t))P_i(t) - q_{ji}(V(t))P_j(t)] \times \ln\left[\frac{q_{ij}(V(t))}{q_{ji}(V(t))}\right].
\]

(10)

Now, for the constant voltage case all the transition rates associated with these eprs are time independent and for pulsed and oscillating voltage case they are functions of both voltage and time. In addition one should note that when detailed balance holds the total epr vanishes i.e., \(\dot{S}_{\text{tot}} = 0\), as \(q_{ij}P_i(t) = q_{ji}P_j(t)\), which is clearly a case of equilibrium situation where all other eprs are also zero. On the contrary when \(\dot{S}_{\text{tot}} \neq 0\), it should go to a non-equilibrium steady state which demands the situation of broken detailed balance, i.e. \(q_{ij}P_i(t) \neq q_{ji}P_j(t)\).

Now we shall be concentrating on the total entropy production rates associated with the CSI and OSI paths. Thus the total entropy production rate of the CSI path is written as,
\[
\dot{S}_{\text{CSI}}^{\text{tot}}(t) = \frac{k_B}{2} \sum_{i,j} \left[\alpha_i(V(t))P_i(t) - \beta_i(V(t))P_j(t)\right] \times \ln\left[\frac{\alpha_i(V(t))P_i(t)}{\beta_i(V(t))P_j(t)}\right].
\]

(11)

Similarly for open-state inactivation path the total entropy production rates associated can be written as,
\[
\dot{S}_{\text{OSI}}^{\text{tot}}(t) = \frac{k_B}{2} \sum_{i,j} \left[\alpha_j(V(t))P_j(t) - \beta_j(V(t))P_i(t)\right] \times \ln\left[\frac{\alpha_j(V(t))P_j(t)}{\beta_j(V(t))P_i(t)}\right].
\]

(12)

Next we have defined here quantities such as F-CSI and F-OSI which are the percentages of the total epr associated with the closed-state inactivation path and open-state inactivation path, respectively. These quantities are given as follows.
\[
F - \text{CSI} (\%) = \frac{S_{\text{CSI}}^{\text{tot}}(t)}{S_{\text{tot}}^{\text{tot}}(t)} \times 100,
\]

and
\[
F - \text{OSI} (\%) = \frac{S_{\text{OSI}}^{\text{tot}}(t)}{S_{\text{tot}}^{\text{tot}}(t)} \times 100.
\]

(13)

These nonequilibrium thermodynamic quantities like total entropy production rates provide the information about the entropic cost associated with these 2 paths. The CSI-epr and OSI-epr actually shows the dissipation of energy via these 2 paths. A path which is more dissipative is more favored by the system. The CSI-epr and OSI-epr actually shows which path is more favorable during various depolarizations.

**Constant voltage protocol**

Generally the constant voltage clamp technique is used by electrophysiologists to measure the ionic current through the membrane of excitable cells, while holding the membrane voltage at a set level. The voltage clamp allows the membrane voltage to be manipulated independently of the ionic current, allowing it to study the current-voltage relationship of the voltage gated sodium channel. For the constant voltage case the transition rates become time independent as the
voltage is kept constant throughout the time course of the study. Before we start characterizing the inactivation we have studied the ionic currents, probabilities at different voltages numerically. We have used Runge–Kutta algorithm for solving 9 coupled differential equations here. All the rate constants and the parameters are already given in the section of kinetic scheme.

From the Figure 2A it is seen that with the onset of depolarization ionic current initially increases, allowing influx of sodium ion current inside the cell membrane, and after passing through a maxima (maxima, because, I(t) = -ve, the more negative, the more influx of current into the cell) ionic current decreases. Generally the first part of increasing ionic current is called the activation and the decreasing part of ionic current is called inactivation. From Figure 2B it is observed that open-state probability P5 gradually decreases and the inactive states start rapidly and takes higher values than P0 to P5 states, inferring that the system ultimately goes to inactivated state.

In Figure 2C we have plotted the total epr with time for -45, -30 and +15 mV. For all the voltages it is seen that the system quickly attains the equilibrium as seen from vanishing total epr. For the constant depolarization system always adjust itself with it and equilibrate finally. With the increase in depolarization, system goes to equilibrium in a faster rate. Now as details balance holds in equilibrium with all opposite fluxes are balanced by each other, thereby CSI and OSI also vanish. For this reason if we want to study the paths of inactivation in terms of CSI and OSI, we have to keep the system driven or out of equilibrium by applying some external time dependent voltage protocol, as discussed in the next 2 sections.

**Activation and inactivation dominated regions**

It is also observed from Figure 2A that with the increasing depolarization inactivation occurs in a faster rate. As the activation and inactivation process occurs simultaneously it is hard to differentiate this to process as they are mutually coupled to each other. We can at least find the region of voltages where the activation process predominates and vice versa. So, if we calculate the net amount of ionic current in-fluxed into the cell by calculating the area under the curve of ionic currents in various depolarizations, up to their respective steady-states, we must observe a region of voltage in which the channel will allow more and more current with more depolarizations. After a certain value of depolarization the channel will close with much faster rate, inhibiting ion influx. The integrated ionic current stated above is calculated as

\[ I_{Area} = \int_{0}^{t_s} I(t) dt, \]

where \( t_s \) is the time to achieve the steady state for a certain voltage. \( t_s \) changes as voltage changes. As the voltage increases from -ve region to +ve region the \( t_s \) decreases. In Figure 2D, \( I_{Area} \) is plotted against various depolarizations. From this figure it is observed that up to \(~ -70 \) mV there was no current influx as \(-70 \) mV is the resting potential of the cell. Above \(~ -70 \) mV,
the integrated ionic current, $I_{\text{Area}}$ increases and that is why it is called as the activation dominated region ($-70$ to $-50$ mV). After that the integrated ionic current decreases and so the rest of the part is inactivation dominated region. Given the rate constants the ranges of these domains vary in different sodium channels.

### Choice of voltage region to study inactivation

Choice of voltage region to study inactivation is one of the important task we have to do in constant voltage protocol. To extract information about inactivation it is instructive to study the system in a voltage region where inactivation predominates, especially for the model oriented studies, where activation phenomena can affect the inactivation less. Beside the kinetic model and rate parameters also determine the region where one should study the model for inactivation. In our model we have found that for constant voltage case, it is worth studying inactivation above $-55$ mV. In the Figure 3 we have plotted the sum of the probabilities of all 3 inactive states, $(P_6 + P_7 + P_8)$ along with the 3 resting states, $(P_0 + P_1 + P_2)$. From the curves we can see that the channel actually gains probability of attaining inactivated state above $-55$ mV, below which the probability of remaining in the resting states is very high or the system hardly activates.

Thus for constant voltage protocol it is worth studying the system above $-55$ mV where the channel has maximum probability of attaining inactivation. Once again we want to mention that this voltage region varies from model to model and with associated rate parameters. Thus for the next analysis regarding the inactivation, we have applied the voltage starting from $-55$ mV to above.

### Waiting time analysis of inactive states

To characterize the inactivation process we want to study the mean waiting time for inactivation in different voltages. The inverse of this quantity shows an approximate rate of inactivation. Now we calculate the mean waiting time as follows,

$$\langle t_{\text{in}} \rangle = \int_0^\infty t \frac{d(P_6 + P_7 + P_8)}{dt} dt,$$

where we calculate the mean waiting time of overall inactivation including all the inactive states such as $P_6$, $P_7$ and $P_8$. Then we plot the mean waiting time as a function of voltage.

In Figure 4A and B, the mean waiting time has been plotted for various depolarizations. It is seen that from $-50$ mV the mean waiting time gradually decreases with increasing depolarization. As with increasing

---

Figure 3. Choice of voltage range. In (A to D) The collective probability of the resting states (see text) and the inactive states have been plotted for voltage $-60$, $-55$, $-50$ and $-45$ mV, respectively.
depolarization inactivation occurs with faster rate the mean waiting time decreases. This result is also consistent with the result of Figure 2C.

As we are interested in the inactivation path, next we have shown the effect of change in the rate constants associated with the CSI and OSI paths. The change of rate constants can be physically attributed to the mutation originated disorders. Various mutations and hereditary diseases can change the rates of the path of inactivation. Here we have changed the rate constants $\alpha_5$ and $\alpha_4$ to observe the effect in mean waiting time associated with OSI and CSI, respectively. In Figure 4A we have varied the $\alpha_5(0)$ from 400 to 1000 s$^{-1}$, where green dot-dashed line with 800 s$^{-1}$ is the original rate constant as mentioned in Table 1. Similar plots have been done for Figure 4B for $\alpha_4(0)$ from 10 to 60 s$^{-1}$. It is quite expected that with increasing rate constants, the mean waiting time should decrease as the rate of inactivation increases. This is also evident from Figure 4A and B. It is worth mentioning that the change in the rate constants of CSI path do not affect the mean waiting time or rate to a considerable amount. But the change in the rate constant of OSI path affects the overall rate of inactivation considerably which intern also concludes that the OSI path of inactivation occurs in a much greater extent than CSI in this voltage region.

**Constant voltage inactivation path**

Now we have come to our desired goal of characterization of the inactivation path in constant voltage protocol. Here we have observed the total amount of flux associated with the closed-state inactivation and open-state inactivation. Thus we have calculated the following quantities, which provide the net amount of CSI and OSI occurred in a certain voltage up to the respective steady-state.

$$A_{\text{CSI}} = \int_0^{t_i} \text{CSI}(t) \, dt \text{ and } A_{\text{OSI}} = \int_0^{t_i} \text{OSI}(t) \, dt.$$  \hfill (16)

The definitions of CSI and OSI have been taken from equation (5). In Figure 5A and B $A_{\text{CSI}}$ and $A_{\text{OSI}}$ are plotted. It is seen that the net amount of CSI is lesser than the OSI for all voltages. Also it is seen that with increasing depolarization the amount of CSI decreases but OSI increases. Thus it is observed that in this region of depolarization OSI is the most preferred path of inactivation. In general most of the sodium channels use both CSI and OSI. However some channels undergo more inactivation from the open-state and others undergo more inactivation from CSI. These distinct behaviors can be classified as preferential OSI and preferential CSI. \cite{21} The results here in this paper show that our system is a preferential OSI system.

**Pulse train protocol**

The pulse train protocol is a popular and a very powerful nonequilibrium spectroscopic tool to study the channel gating process, inactivation procedure and recovery from inactivation. \cite{42-45} Here we want to investigate the path of inactivation in presence of consecutive test pulses and base pulses. The pulse train is applied in the following manner. First, a base pulse of $-80$ mV is provided to the system for few milliseconds and then test pulse train of $-45$ mV is initiated. Each
The test pulse in the pulse train is brought back to $-80$ mV base voltage and then again fired to test voltage. The applied pulse train is shown in Figure 6A. This important nonequilibrium spectroscopic tool replicates the real biological situation where sodium channel responds to a repetitive stimulus. Here the $-45$ mV test pulse activates the system and the base pulse causes necessary refractory changes to the system to prepare it ready for the next incoming pulse. An interesting advantage of using pulse train protocol is that we can actually control the population of various states as desired. As for example the test pulse of $-45$ mV will populate the open-state and inactive states while the base pulse will again depopulate them and will populate the resting state. While populating the resting states, it will provide us a scope to identify the path of re-factorization to the resting state, which has been a major part of investigation. In Figure 6B the corresponding ionic current is shown. It is seen that after the first pulse the peak of the ionic current is gradually reduced as seen in the experiments done earlier.

For our purpose of characterization of the inactivation path we concentrate on the first 200 ms of the pulse train and for studying the kinetic and the thermodynamic contribution of the closed-state and open-state inactivation. It enables us to understand

**Figure 5.** Path of inactivation in constant voltage protocol. In (A) the $A_{CSI}$ (see text) and in (B) the $A_{OIS}$ (see text) are plotted for various voltages, respectively.

**Figure 6.** Pulse train protocol. In (A) at first the voltage is kept at $-45$ mV and after few milliseconds it is brought back to base $-80$ mV after that the pulse train begins. Here the base pulse duration is 14 ms and test pulse duration is 2 ms. In (B) the corresponding ionic current is plotted.
which path is more favored during test pulse and during refactoring base pulse.

**Kinetics of CSI and OSI in pulse train protocol**

Here we designate the forward flux of CSI path as $CsF$ and the backward flux as $CsB$. They are expressed as $CsF = \alpha_4 P_3$ and $CsB = \beta_4 P_6$. Similarly for OSI path, $OsF = \alpha_5 P_5$ and $OsB = \beta_5 P_8$.

Now comparing the Figures 7B and F it is clearly seen that during the test pulses the net OSI is almost 10 times of the magnitude of the net CSI and also the magnitude of the OSI is +ve, indicating that during the test pulse the open-state inactivation path is preferred. The magnitude of CSI is 10 times lesser than OSI indicating very small probability of occurring inactivation through CSI path. Also it is seen that the magnitude of the CSI and OSI during the test pulses is gradually decreasing. Thus with time both types of inactivation gradually decreases down. One thing we have noticed that the CSI during base pulses gradually becomes more negative after each pulses as seen from the inset of Figure 7B but the OSI remains almost zero during base pulses for all the time. Now to understand the increasing negative magnitude of CSI and the nature of OSI which is almost zero all the time during base pulses, we need to look at the forward and backward fluxes associated with these paths.

Now as we defined $CSI = (CsF - CsB)$ and $OSI = (OsF - OsB)$, if CSI is +ve then the path $P_3$ to $P_6$ is followed. Again if CSI is -ve, then the path $P_6$ to $P_3$ is followed and similarly for OSI path. Now comparing the Figures 7C and G it is seen that during the test pulse $CsF$ is almost 10 times lesser than $OsF$. Thus closed-state inactivation during test pulse also occurs along with open-state inactivation but with negligibly less amount. During the test pulse the $OsF$ is the most favored path. It is worth mentioning that in Figure 7H the $OsB$ flux is seen to be gradually increasing. It is just a mathematical interpretation of the fact that the inactive states are gradually populating or the channel’s inactivation via open-state is gradually decreasing. It does not mean that the system reverts back from inactive state to open-state, which is not true in real situation. To hold the microscopic reversibility each Markov model has forward and backward rates.

**Figure 7.** Pulse train fluxes. The left panel(A-D) corresponds to the fluxes of closed-state inactivation(CSI) and the right panel(E-H) corresponds to the open-state inactivation(OSI) path. In (A) and (E) the selected first 200ms pulses of Figure 6A has been plotted. In (B) and (F) net CSI and net OSI has been plotted respectively. In (C) and (G) forward flux(CSF) of CSI path and forward flux(OsF) of OSI path are plotted respectively. In (D) and (H) backward flux(CsB) of CSI path and backward flux(OsB) of OSI path are plotted, respectively. The inset figure of (B) shows the gradual increase of negativity of CSI during base pulses.
It is thus always instructive to study the net flux which is OSI/CSI instead of giving much of emphasis on individual fluxes, especially for the model oriented kinetic study. Studying individual fluxes are necessary for detailed theoretical understanding of the dynamics of the system but sometimes in reality they are more or less irreversible.

Now an interesting feature is seen in the base pulses. During the base pulses CsF is close to zero but the CsB is -ve and the negativity gradually increases with time with each base pulse as seen from Figure 7D making the CSI more and more -ve during base pulses as seen in Figure 7B(inset). Here OsF and OsB are approximately zero, indicating that during repolarisation the OSI fluxes has almost no contribution to the system dynamics. This clearly says that during the base pulses the system reverts back to resting state via closed state via CsF path. Shab K$$^{+}$$ channels and most of the sodium channels bypasses the open-state during recovery from inactivation. Our analysis certainly agrees with that. Also the rate of recovery from inactivation increases after each pulse with increase in the inactive states population. Thus we have the following situation during the test pulse and base pulse as seen in Figure 8.

5.2. Non-equilibrium thermodynamics of CSI and OSI in pulse train protocol

In Figure 9 we have plotted the time dependent entropy production rates for pulses starting from 0 ms to 300 ms. From Figure 9B it is seen that the total entropy production rates shows sharp peaks instantly after onset of both test pulses and base pulses. But the peak height gradually decreases down. With the onset of test or base pulses system goes far from the equilibrium as seen by the non-zero values of the dissipation function or the total epr at the peaks. Any change in the depolarization instantly changes the state of the system. Here we want to mention that within this 2 ms test pulse duration the system cannot reach the equilibrium and also during the 14 ms base pulse duration system does not achieve the equilibrium but remains very close to it. These durations are purposefully set so small so that we can study the relaxation or the response dynamics in nonequilibrium environment.

In this situation, we have seen the entropic contributions arising due to closed-state inactivation and open-state inactivation. From the Figures 9C we can see that the entropic contribution of CSI path during the test pulses gradually decreases down. Also during the test pulse $$S_{CSI}^{tot}(t)$$ has significantly higher magnitude than the $$S_{OSI}^{tot}(t)$$ as seen from Figure 9D. Oppositely during the base pulse the CSI contribution gradually increases as seen from of the inset of Figure 9C but $$S_{CSI}^{tot}(t)$$ remains zero all the time during base pulses. As the population of inactive states increase with each test pulse, re-factorization entropy production rate increases with each base pulses. From this thermodynamic analysis we can conclude in correspondence with the kinetic analysis done earlier that during the test pulse OSI path is favored and during base pulse CSI path is favored. The Figures 9E shows
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**Figure 8.** Path during activation and recovery from inactivation. In (A) the test pulse path of inactivation has been shown. During the test pulse the system from resting state P0 goes to closed-state P3 to P5 and then via OsF path goes to inactivation. There is a small probability of occurring inactivation via CsF path. The bold solid arrow line indicates the most preferred path of inactivation, OsF. In (B) the recovery from inactivation or refractory path during base pulse is shown. During the base pulse the system from inactivated state goes to resting state via CsB path.
the percentage of CSI and OSI contributions of total entropy production rate, respectively. Here in both the graphs the responses are slightly left shifted due to the complex natures of the F-CSI and F-CSI functions. But the general trend is similar to the kinetic trend with more clarity now i.e., during the depolarization OSI fraction of the total epr is greater than CSI. But during the repolarization the CSI fraction is greater than OSI. With each test pulse the OSI fraction gradually decreases down.

Oscillating voltage protocol
Oscillating voltage protocol is an emerging technique to study the ion channels in non-equilibrium environment.27,29 In individual neuron the oscillation may appear due to the oscillating nature of action potential and membrane depolarization. Here we have theoretically studied the kinetic as well the thermodynamic response properties of Na⁺ channel by considering the sinusoidal oscillating voltage protocol. Here the sinusoidal external voltage that we apply is expressed as, \( V(t) = V_0 + A \sin(\omega t) \), where \( V_0 = -70 \text{ mV} \) is the mean voltage around which it oscillates as well as is the resting potential of the neuron, \( A \) is the amplitude of the oscillation and \( \omega \) is the frequency as shown in Figure 9A. To get more biophysical insight we have taken the amplitude of the oscillating voltage, \( A = 45 \text{ mV} \) which covers the entire biological range of activation and inactivation depolarization of sodium channel, i.e. \((-115\) to \(-25 \text{ mV})\). By taking these parameters, we have studied the kinetic and thermodynamic response at steady state in one complete cycle of the oscillating voltage. Here the transition rates are time as well as voltage dependent. The idea is to study the inactivation paths and their thermodynamic contributions to the total epr.

In Figure 10A the ionic current is plotted at frequency 50 Hz. The ionic current initially oscillates with larger amplitude and then gradually amplitude decreases and it attains a time periodic steady value. Similarly the total epr finally attains a time periodic steady value. As the total epr is always greater than zero, the system is always out of equilibrium and the steady-state is a nonequilibrium steady state(NESS) or dynamic steady-state.46 At NESS we have studied the directions of the fluxes to understand the OSI and CSI and their contribution to total epr.
**Kinetics of CSI and OSI in oscillating voltage protocol**

In the Figure 11A and B the voltage of the last oscillation or the NESS voltage variation are shown with time. In Figure 11C and D the CSI and the OSI has been plotted, respectively. It is seen that in the first half of the cycle where the voltage is more depolarizing, i.e., (−70 to −25) mV, the magnitude of the OSI time. In Figure 11C and D the CSI and the OSI has been plotted, respectively. It is seen that in the first half of the cycle where the voltage is more depolarizing, i.e., (−70 to −25) mV, the magnitude of the OSI
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**Figure 10.** Ionic current and total epr in oscillating voltage protocol. In (A) the ionic current and in (B) the corresponding total epr has been plotted.

**Figure 11.** Flux analysis at NESS in oscillating voltage protocol. In (A) and (B) the NESS voltage variation for a cycle has been plotted. In (C) and (D) CSI and OSI have been plotted. The inset shows the ionic current at NESS. It shows that the first T/8 time is electrically silent. In (E) CsF and CsB and in (F) OsF and OsB have been shown.
is much larger than the CSI path. But in the 2nd half when the voltage is in the hyper-polarizing region, i.e. (−70 to −115) mV, the CSI is -ve and OSI is zero almost. This is pretty consistent with the constant and pulse train protocol. It means during the depolarization OSI is more favored than CSI. But during hyper-polarization CSI is favored than OSI.

It is worth mentioning that the negative magnitude at the very beginning of the OSI arising from the kinetic analysis of such kind may infer some phenomenon which does not happen in reality. The negativity of OSI denotes that system from inactive state goes to open-state again. If so then it could not be an electrically silent process then. From the inset of Figure 11E, we can see that the first T/8 ms where OSI is negative is actually electrically silent as it is silent during hyper-polarized region. The negativity of OSI comes from the mathematical construction of the model to maintain the microscopic reversibility which indeed does not show up in the ionic current. This happens because the population of $P_8$ gradually increases with time. Initially the $OS_F$ remains greater than $Os_B$. As the time passes the population of inactive states increases such that at NESS $P_8 >> P_5$, but the forward and backward fluxes becomes comparable. The case of oscillating voltage is somewhat different from the pulsed train. As it is a continuous voltage change, so the system shows somewhat continuity in responses at the beginning or in the end of the each oscillating pulse. It does not change suddenly. However, recovery from inactivation on sodium channel using oscillating voltage protocol still can be a subject of experimental verification as recovery process is a highly voltage dependent. Now from Figure 11E and F it is clear that in the first half of the oscillation OSI is favored than CSI and in the second half CsB is the path during re-polarization, as also seen in pulsed train protocol.

**Thermodynamics of CSI and OSI in oscillating voltage protocol**

Next we have seen the thermodynamic contribution of CSI and OSI path. In the left panel of Figure 12 the eprs are plotted with time and in the right panel the eprs are plotted with voltage. The total epr of
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*Figure 12.* Entropy production rate contributions at NESS in oscillating voltage protocol. In (A) the applied voltage at NESS is shown. In (B) and (G) the total epr with time and voltage has been plotted respectively. In (C) and (H) $S_{CSI tot}^e(t)$ has been plotted with time and voltage respectively and in (D) and (I) $S_{CSI tot}^e(t)$ has been plotted with time and voltage respectively. In (E) and (J) F-CSI (%) has been plotted with time and voltage respectively and in (F) and (K) F-OSI (%) has been plotted with time and voltage, respectively.
The system at NESS is plotted in Figure 12B which shows asymmetric response in the 2 halves of the oscillation. It shows the response is more evident on the left side of the oscillation, i.e., between 0 to T/2. After the T/2 the total epr contribution is negligible, which is correct as in the hyper-polarized region only the CsB path contributes, not all states contribute to the total epr. The total epr is plotted with voltage in Figure 12G which also shows hysteresis property. The kinetic\(^{49}\) and thermodynamic analysis\(^{41}\) of dynamic hysteresis of ion channel proves that the ion channel behaves like a memristor device.\(^{50}\) In Figure 12C the \(S_{CSI}^{\text{tot}}(t)\) is plotted which shows the contribution mainly arises in the second half of the oscillation that is between T/2 to T. In this hyper polarized voltage range (−70 to −115 mV) CSI path shows more contribution than the OSI path as seen after comparing the Figure 12D where the \(S_{OSI}^{\text{tot}}(t)\) mainly contributes to the total epr in the first half of the cycle with more depolarised (−70 to −25mV) voltage case. The F-CSI (%) and F-OSI(%) in Figures 12E and F shows it clearly that the CSI contribution arises in the hyper polarized region while OSI contribution arises in more depolarised region. This behavior is consistent with the pulse train analysis where we have seen that OSI contribution comes in test pulses (depolarizing voltage) and CSI contribution comes in base pulses (hyper-polarizing voltage).

The aforesaid fact is also evident from the right panel figures where the similar quantities have been plotted with voltages. From the Figure 12H it is seen that the loop area of \(S_{CSI}^{\text{tot}}(t)\) is more on the hyper-polarizing voltage region and the loop area of \(S_{OSI}^{\text{tot}}(t)\) is more on the depolarised voltage region as seen from Figure 12I. Besides the shape of the hysteresis loop areas of CSI and OSI are clearly distinct to each other. So these 2 paths are also thermodynamically distinguishable or they have distinct thermodynamic signatures. Also we found that the dynamic memory of these 2 paths depends heavily on the frequency and mean voltage, which are not reported here. The fact that OSI occurs in depolarised voltage and refractory changes occur via CSI during hyper-polarization is vivid from the graphs of F-CSI (%) and F-OSI (%) versus voltage in Figure 12J and K, respectively. Thus the thermodynamic analysis very clearly and more efficiently depicts the pathway of activation and re-factorization than kinetic analysis.

**Effect of drug in inactivation path**

The study of local anesthetics and their binding kinetics to the binding site of sodium ion channel has been important since past few decades.\(^{51-55}\) In this section we have investigated the effect of drug in the path of inactivation. We have taken a popular example of an open-state drug blocker, Mexilitine\(^{32,55}\) which mainly attaches to the open-state of the channel and restricts the flow of ions through the channel into the cell. Thus here we add an extra state \(P^M_5\) with \(P_5\) for the study of Mexiletine drug binding kinetics\(^{32}\) as seen from Figure 13. The model is given in Figure 11. We have taken the forward rate constant for binding as \(k_{on} = [D] \times 10^5 \text{ s}^{-1}\), where [D] is the molar drug concentration [M] and backward rate as \(k_{off} = 10^{-2} \text{ s}^{-1}.\(^{32,56}\) Both for system under constant voltage and time dependent voltage protocols such as oscillating voltage protocol and pulse train protocol we use
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Figure 13. Kinetic model of drug binding. Model of Mexiletine drug blocking is a 10 state model.
these rate constants which are not voltage dependent in any case. Next we have plotted the kinetic effect of drug in open-state inactivation and closed-state inactivation path in presence of constant voltage, pulse train protocol and oscillating voltage protocol. Although this sort of theoretical model oriented studies have limitations but it is also true that they can act as useful tools in guiding experimentation and may suggest novel directions in studying inactivation.

**Effect of drug in constant voltage protocol**

In Figure 14A we have shown the effect of Mexilitine in ionic current. It shows with the increase in drug concentrations, ionic current suppresses in a faster rate. Next we have plotted the CSI and OSI for voltages $-50$, $-40$ and $-30$ mV in presence of Mexilitine concentrations such as 0.0001 M, 0.001 M, 0.01 M and 0.1 M. The left panel shows the effect of drug in CSI and the right panel shows the effect on OSI path. From all the CSI curves it is seen that the drug with various concentrations does a little effect on closed-state inactivation path. However the OSI path is greatly affected by the increasing concentration. As the drug has very high binding affinity toward the open-state, inactivation through open-state gradually decreases with increasing drug concentrations.

**Effect of drug in pulse train voltage protocol**

Here we have showed how the Mexilitine affect the OSI and CSI in presence of pulse train protocol. In Figure 15A the ionic current for the first 300 ms pulse is plotted for 3 different concentrations such as 0.001, 0.01 M. We can see from that figure that with increasing drug concentration the ionic current is decreased gradually. Unlike the constant voltage protocol here in pulse train protocol one interesting phenomenon is observed. With increasing the drug concentration the CSI path is also affected as the OSI path. As with the increase in the drug concentrations the channels inactivation through the open-state gradually decreases, the population of the inactivated stated gradually decreases and thus during the refractory period that is in presence of base pulses channels re-factorization to resting state via CsB gradually decreases. This is also a

![Figure 14](image-url) Effect of drug in constant voltage. In (A) ionic current is plotted both without presence of drug and in presence of 0.0001, 0.001, 0.01 M Mexilitine respectively. The left panel of figures (B), (D) and (F) shows the effect of Mexilitine in closed-state inactivation path, whereas the right panel of figures (C), (D) and (G) shows the drug effect on OSI for voltages $-50$, $-40$ and $-30$ mV respectively for aforesaid Mexilitine concentrations.
cross check of the fact that inactivation occurred via OSI, recovery from inaction occurs via CSI. The gradual decrease in the OSI is due to the gradual increase of the population of the drug bound state $P^M_{5}$. 

**Effect of drug in oscillating voltage protocol**

In Figure 16 we have plotted the effect of Mexiltiline in presence of oscillating voltage protocol. In Figure 16A...
we have plotted the ionic current which shows gradual damping of current in presence of Mexilitine. As in the pulse train protocol we see similar explanation for the CSI and OSI to be affected by the increasing drug concentrations. With increasing drug concentration the magnitude of CSI and OSI is decreased.

**Conclusion**

Inactivation dynamics of sodium channel has been studied here under non-equilibrium environment. By changing the voltage protocols from constant through pulsed to continuously oscillating voltage, we have studied the kinetic flux as well as energetic contributions of the closed and open-state inactivation path. The recently developed non-equilibrium thermodynamic properties used here serves as an improved tool for theoretical understanding of the energetically optimum processes to sustain the auto-regulatory mechanism of inactivation which has not been done earlier. Our approach of non-equilibrium dynamical characterization of inactivation path can invite new avenues in experimental and theoretical research of inactivation, especially for drug blocking and dynamic hysteresis. The conclusions drawn here are mainly as follows.

1. We have characterized the activation and inactivation dominated region of ionic current as a function of voltage.
2. In presence of the constant voltage the path of inactivation is characterized. In a preferential OSI system the OSI path is more favored than CSI for inactivation in moderate to high depolarization. The CSI gradually decrease with increasing depolarizations while OSI increases.
3. From the pulse train analysis it is seen that system follows OSI path to respond to test pulses and comes back to resting states or recovery from inactivation occurs via CSI path during base pulse or refractory period. Recovery from inactivation is relatively a slower process than inactivation and it gradually increases after each pulses with increasing population of inactive states.
4. From the oscillating voltage it is seen that during the hyperpolarized voltage, the system follows CSI path and for depolarized voltage system prefers OSI path.
5. From constant to continuously oscillating voltage protocol, the general conclusion is that during depolarized voltage OSI is most favored path and during hyperpolarized voltage CSI is favored.
6. The results of pulse train and oscillating voltage protocols are both kinetically and thermodynamically established. The calculation of fraction of total epr serves as a supporting tool for theoretical understanding of kinetic results. The thermodynamic results also confirm that these paths show characteristic dynamical hysteretic nature. The study of path of inactivation or the validity of the model gets a strong thermodynamic backup which has not been shown earlier. It is also established that only the kinetic study is not sufficient, the thermodynamic study of inactivation is equally important.
7. For all the voltage protocols, the effect of open-state blocker, Mexilitine shows a characteristic decrease in the relative magnitude of the OSI and CSI path. But the CSI path is least affected by the open-state drug blocking in constant voltage protocol. The dynamical profile of inactivation of the channel can in principle be utilized to estimate the presence of drug and vice versa.
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