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Abstract

Continually learning to segment more and more types of image regions is a desired capability for many intelligent systems. However, such continual semantic segmentation exhibits catastrophic forgetting issues similar to those of continual classification learning. Unlike the existing knowledge distillation strategies for alleviating this problem, transferring a new type of information, namely, the relationships between elements (e.g., pixels) within each image that can capture both within-class and between-class knowledge, is proposed in this study. Such information can be effectively obtained from self-attention maps in a Transformer-style segmentation model. Considering that pixels belonging to the same class in each image typically share similar visual properties, a class-specific region pooling operator is novelly applied to provide reliable relationship information for knowledge transfer. Extensive evaluations on multiple public benchmarks reveal that the proposed self-attention transfer method can effectively alleviate the catastrophic forgetting issue. Furthermore, flexible combinations of the proposed method with widely adopted strategies considerably outperform state-of-the-art solutions.

1. Introduction

Continually learning knowledge is a desired capability for intelligent systems in many application scenarios, such as autonomous driving, autonomous stores, and intelligent healthcare. Most studies on continual learning have focused on classification tasks \cite{1, 2, 3, 4} in which the classifier is continually updated to learn to recognize more and more classes over multiple stages of continual learning. In addition to continual classification tasks, continual semantic segmentation of images have been investigated \cite{5, 6, 7, 8} to continually update a segmentation model such that it can learn to segment more and more types of image region. Similar to continual classification, continual semantic segmentation also suffers from the catastrophic forgetting issue \cite{9}, that is, the model rapidly forgets the knowledge obtained from previously learned old classes after learning to segment more classes of image regions, particularly over multiple stages of continual learning.

To alleviate the catastrophic forgetting issue, several strategies originally used for continual classification tasks have been directly adopted and empirically proved to be effective for continual semantic segmentation. One strategy is knowledge distillation, which is used to transfer old knowledge by distilling
Figure 1: Performance of the proposed SATS (Self-Attention Transfer for continual semantic Segmentation) method and current state-of-the-art methods in continual semantic segmentation. Each model with the same backbone initially learns to segment 10 classes of regions and then continually learns to segment one more class at each new stage of continual learning.

the output of the last layer or multiple layers from the previously updated old model to the current model [7], [10]. Another strategy is the use of stored exemplars for each previously learned class when training the new model, allowing the new model to directly refresh old knowledge based on these limited old data. In addition to directly borrowing ideas from continual classification tasks, researchers have identified a specific background-shifting issue in continual semantic segmentation tasks, that is, background regions in images at one learning stage may contain regions of classes learned at another stage, thus confusing the model when discriminating foreground classes against the background class. Several effective remedies, including pseudo-labeling of the background regions in new training images based on the previously learned old model [7], [11], [12] and excluding salient regions from the background as the unknown (future) class during model learning [12], have been proposed to mitigate this problem.

In this study, we propose a simple and novel knowledge distillation strategy called Self-Attention Transfer for effective continual semantic Segmentation (SATS). Unlike existing knowledge distillation methods in which the model output or visual features are distilled from single or multiple convolutional layers, the proposed SATS *distills the visual relationships* between elements (e.g., pixels) within each image to capture both within-class and between-class knowledge. Such relational knowledge is obtained from self-attention maps in a transformer-style segmentation model, and it has never been used for continual semantic segmentation in previous studies. Furthermore, class-specific region pooling (CRP)
is novelly applied to efficiently elucidate the visual relationship for both within-class and between-class knowledge. To the best of our knowledge, this is the first study which applies self-attention and class-region pooling to continual learning. The proposed SATS can be combined with widely adopted continual learning strategies and has achieved state-of-the-art continual segmentation performance on the VOC [13] and ADE [14] semantic segmentation benchmark datasets. The contributions of this study are as follows:

- A novel knowledge distillation method is proposed for continual semantic segmentation. The proposed distillation of relational knowledge is complementary to existing distillation of visual knowledge.
- CRP is applied to continual semantic segmentation. In particular, CRP is used to extract within-class and between-class knowledge for distillation during continual learning.
- This is the first study in which Transformer is innovatively applied in continual semantic segmentation.
- Extensive evaluations on multiple benchmarks and settings reveal that the proposed SATS method can effectively alleviate the catastrophic forgetting issue, and its flexible combinations with widely adopted strategies outperform state-of-the-art methods.

2. Related Work

2.1. Semantic image segmentation

Semantic image segmentation task aims to automatically divide an image into multiple local regions such that each local region corresponds to an object, part of the object, or part of the background. As for other tasks, such as image classification and object detection, the state-of-the-art segmentation performance is based on the supervised training of a certain deep learning model with a set of labeled training data. Most deep-learning models for semantic segmentation have an encoder–decoder architecture, in which the encoder is responsible for extracting features from the input image and the decoder is used to predict the semantic label of each image pixel. While fully convolutional networks were previously dominant for both the encoder and decoder, as the segmentation models: FCN [15], UNet [16], and the DeepLab series [17], [18], [19], [20]. These CNN-based segmentation models have been outperformed by the transformer-style segmentation models such as SETR [21], SegFormer [22], and MaskFormer [23]. Such transformer-based segmentation models can learn to extract features for each local region by considering visual proximity between every pair of local regions using the self-attention operator at multiple scales in the models.
Besides investigating advanced model backbones for supervised semantic image segmentation, studies have focused on challenging conditions, including semi-supervised, weakly supervised, interactive, and domain-adaptive semantic segmentation. In semi-supervised semantic segmentation, only a small portion of the training dataset is assumed to be labeled. In this case, the pseudo-labeling strategy and consistency regularization are typically applied to unlabeled training data to train a better segmentation model [24], [25], [26]. Unlike semi-supervised segmentation, in weakly supervised segmentation, each training image is weakly supervised, either in the form of points [27], [28], scribbles [29], [30], or bounding box [31], [32], [33], or image-level labels [34], [35], [36]. Depending on the specific form of weak annotations, various strategies, such as the use of a class activation map (CAM) [34], [36], have been proposed to estimate more precise regions for objects of interest in the training images [37], [38], [35], and conventional supervised learning is applied based on updated and precise annotations. As an extension of the weakly supervised segmentation task, interactive image segmentation allows humans to iteratively provide feedback to iteratively refine the initial segmentation result [39], [40], [41]. Such interactive segmentation is an efficient strategy for obtaining accurate segmentation results from the model at the inference (i.e., testing) phase and may be practical in real scenarios. Another practical but challenging problem is domain-adaptive semantic segmentation, in which the data domain may be shifted more or less when applying a trained segmentation model to a real-world scenario. In this case, a set of new unlabeled data from the new (target) domains are typically collected to fine-tune the pretrained segmentation model either using the training set from the old (source) domain [42], [43] or not [44], [45]. Pseudolabels are typically estimated for all or part of the unlabeled data, which are then used for model fine-tuning [44], as in the semi-supervised segmentation. Active learning can be applied by estimating a small portion of unlabeled data for humans to annotate [46], and human-annotated data (together with pseudo-labeled data) are then used to fine-tune the model. Even without any human annotations or pseudolabels, the model can be fine-tuned during testing, for example, by modifying the batch normalization parameters in each model layer with statistics for the test data [45]. Techniques for these challenging segmentation tasks have been proposed (e.g., pseudo-labeling) or could potentially (e.g., active learning) be applied to continual semantic segmentation.

2.2. Continual learning and continual semantic segmentation

Most continual learning studies have focused on classification tasks [2], [11], [3], [4], [47], whereas limited studies have focused on continual semantic segmentation using deep learning models [5], [6], [7], [8], [12]. Generally, there exist two types of continual learning tasks, task-incremental and class-
incremental. Compared to task-incremental learning which often assumes task identification and the corresponding model head is available during inference, class-incremental learning is more challenging because the model needs to be continually updated to predict all learned classes using a single model head. This study focused on the class incremental semantic segmentation problem.

Numerous approaches developed originally for continual classification may be adapted for continual semantic segmentation. A widely used approach of continual classification is knowledge distillation [2]. [1], [47], [48]. In this method, the knowledge of previously learned old classes can be demonstrated by the response of the old model to the input data. Therefore, expecting that the new model has a similar response to the same input would gain or maintain a similar old knowledge of the old model. The similarity between the response of the new model and that of the old model can be measured using the cross-entropy loss if the response is the model output, as in the LwF [11] and iCarL methods [2], or generally, by the Euclidean distance or cosine distance when the response is the output of single or multiple intermediate layers, as in the LwM [4] and PODNet methods [49]. Such knowledge distillation has been effectively applied to continual semantic segmentation, for example, by distilling intermediate features [5], model output [6] or spatially pooled outputs at each intermediate layer [7]. [10]. In addition to knowledge distillation, the replay strategy has been proven helpful for continual classification [2], [50], [51] and continual semantic segmentation [12]. A small amount of old data is stored for each previously learned class, and the old data are combined with new classes of training data when updating the model at each subsequent learning stage. Although the stored old data are limited compared with new classes of training data at each learning stage, applying them directly to model update and knowledge distillation can substantially alleviate the catastrophic forgetting of old knowledge [52], [53], [54]. Because of the crucial influence of old data, synthetic old data have been generated for continual classification when original data cannot be preserved because of privacy or security concerns [55]; this has been shown to be helpful for continual semantic segmentation [56].

Since the changing of existing model parameters during continual learning is the primary reason of forgetting old knowledge, researchers have attempted to keep model parameters relevant to old knowledge from changing during learning new classes of knowledge [57], [58]. An example is to fix and combine the major parts (feature extractor) of each old model into the new model structure, and thus expecting to retain all previously learned old knowledge [59]. Although such a model-growing method achieved state-of-the-art performance on continual classification, maintaining a balance between model scale and model performance over several stages of continual learning remains challenging [60]. In continual semantic segmentation, while state-of-the-art performance was achieved when keeping the segmentation model fixed except for the last layer [12], the model is too rigid to learn new classes, and its performance
degrades rapidly over more stages. In comparison, our method allows updating of all model parameters for new knowledge learning and provides an (additional) effective method to transfer old knowledge from the old to the new model.

In addition to alleviating the catastrophic forgetting issue, continual semantic segmentation has to solve the background-shifting issue [6], [7], [12], that is, the background regions in images at one learning stage may contain the regions of the classes learned at another stage. At each new learning stage, part of background regions in the new training images can be pseudo-labeled as learned old classes using the old model. Such pseudo-labeling is often helpful for alleviating this issue [7], [10], [12]. Besides pseudo-labeling, special consideration of the background class during knowledge distillation from the old model to the new model can help alleviate the background shift issue as well. Specifically, since the old model can predict each image pixel as one of old classes or the background class whereas the new model can additionally predict each image as one of the newly learned classes, the probability of each image pixel belonging to each new classes or the background class predicted by the new model should be aggregated (i.e., summed) and such aggregated probability is then compared to the probability of the pixel belonging to the background class predicted by the old model during knowledge distillation [6]. In addition, the detection of salient regions from image background and considering them as possible future classes (as a separate ‘unknown’ class at the current stage) may reduce background shifting in the future stages of continual learning [12]. Strategies to alleviate background-shifting issues can be used with those for alleviating catastrophic forgetting in practice. In this study, the proposed method can also be flexibly combined with existing strategies for continual semantic segmentation.

To date, most continual semantic segmentation models have been based on fully convolutional network (FCN) backbone. Besides FCN, the powerful transformer backbone, based on self-attention between elements within each image, has started to exhibit potential ability in solving various computer vision tasks [61], [62], [63] and Transformer-style segmentation models, such as SegFormer [22], have already shown superior performance than FCN models for semantic segmentation [19], [20]. This study is the first to evaluate the performance of the Transformer backbone on continual semantic segmentation and use of the unique self-attention information in the transformer to alleviate the catastrophic forgetting issue in continual semantic segmentation.

3. Method

The objective of class-incremental semantic segmentation is to continually update a segmentation model that can learn to segment more classes of image regions. In each learning stage, a set of training
images that correspond to a specific number of new classes, sometimes together with a small subset of the stored old data for previously learned old classes are used to update the model. Because few or even no old data of previously learned classes are available, the primary challenge of continual semantic segmentation is alleviating the rapid forgetting of old class knowledge by the updated segmentation model, particularly over multiple stages of continual learning. In this study, by using self-attention information from the recently proposed segmentation backbone, a simple yet effective knowledge distillation strategy is proposed to substantially alleviate the catastrophic forgetting issue (Figure 2).

3.1. Self-attention transfer

The recently proposed transformer model SegFormer [22] achieved state-of-the-art performance on multiple image semantic segmentation tasks [13], [14]. SegFormer and previous FCN-based segmentation models [16], [18], [19], [20] is the self-attention module at each encoder layer in SegFormer. With self-attention between each element and every other element (corresponding to a single pixel or a small local region) in the input image or feature maps from each SegFormer layer, and the difference between further-
apart local regions can be easily learned and globally to help discriminate different classes of pixels or regions. In particular, the elements belonging to the same class will have higher self-attention scores than those from different classes. This result leads to a similar attention-weighted feature vector for the elements that belong to the same classes in the feature map output of the layer. Therefore, self-attention should contain certain essential information from both within-class and between-class information.

Based on these observations, we hypothesize that transferring self-attention information from the old segmentation model to the new model during continual learning may help new model better keep old knowledge. This technique differs from the output feature maps of each layer that represent visual feature information for each input element, self-attention score vectors (from multiple self-attention heads at the layer) for each element contain various relationships between the element and every other element. Thus, self-attention scores within each layer may contain complementary information compared with the feature output of each layer, and distilling such information from the old model to the new model may help the new model remember the knowledge within each old class and across old classes.

Considering that distilling each self-attention score vector at each SegFormer encoder layer could prevent the new model from being flexibly updated to learn new classes of knowledge, we propose applying a class-specific region pooling (CRP) strategy to improve model plasticity during continual learning (Figure 3). Intuitively, given any specific input image, elements belonging to the same class will have similar self-attention vectors at each attention layer. Therefore, pooling self-attention vectors over all elements of the same class results in a single self-attention vector, which is representative of

Figure 3: Class-specific region pooling.
all the elements belonging to the same class. Such pooled self-attention information may even be more robust to small variations or noise in the individual elements. Furthermore, because the feature map output from the last layer of each encoder block is passed to the decoder, the self-attention information from the last self-attention layer in each encoder block contains more information that is useful for segmentation. Therefore, only self-attention information from the last attention layer in each encoder block is considered for distillation (Figure 2), which avoids layer-wise distillation and improves model plasticity during continual learning.

Formally, we denote $x_i$ the $i$-th training image, $A_{i,j,h}$ the three-dimensional self-attention map for the $h$-th attention head at the last attention layer in the $j$-th encoder block, $R_{i,j,c}$ the set of element locations belonging to the $c$-th class in the layer. Subsequently, the pooled self-attention feature vector for each class from each attention head in each encoder block can be obtained by the following equation:

$$f_{i,j,c,h} = \frac{1}{|R_{i,j,c}|} \sum_{(u,v) \in R_{i,j,c}} A_{i,j,h}(u,v)$$

where $(u,v)$ represents the location of elements belonging to class $c$. For any specific image, only those classes appearing in the image are considered for the pooling. Additionally, the background region in an image may contain various visual information that is difficult to be represented by one type of high-level knowledge. Therefore, the background region is excluded from the pooling procedure. Here, $f_{i,c,h}^{t-1}$ and $f_{i,c,h}^t$ denote the concatenated pooled self-attention vectors over all the encoder blocks from the SegFormer at the previous $(t-1)$-th learning stage and the new SegFormer at the current $t$-th stage, respectively, and $C_i$ the set of classes (excluding the background class) appearing in image $x_i$. Next, the distillation of the self-attention information can be achieved by minimizing the loss $L_a(\theta)$ as follows,

$$L_a(\theta) = \frac{1}{N \cdot H} \sum_{i=1}^{N} \left\{ \frac{1}{|C_i|} \sum_{c \in C_i} \sum_{h=1}^{H} \| f_{i,c,h}^t - f_{i,c,h}^{t-1} \|^2 \right\}$$

where $\theta$ is the new model parameters at the $t$-th stage, and $N$ and $H$ represent the number of training images available at the $t$-th stage and the number of attention heads at the last attention layer in the last encoder block, respectively.

This study is the first to apply a class-region pooling (CRP) strategy to continual semantic segmentation. Unlike existing region pooling [64], [65], [66], which operate on the feature map output of the last convolutional layer (representing the class center in the feature space), our CRP operates on self-attention maps (representing relational knowledge within and between classes) of each block of the transformer-style segmentation model. Another difference is in the role of pooling. The region pooling in related...
work [64], [65], [66] is typically part of the segmentation model, and the output of the pooling is used to train a better model under a conventional segmentation setting (that is, training a segmentation model for all classes in a single learning stage). By contrast, pooling in our method is used to distill previously learned knowledge during continual learning.

Furthermore, knowledge distillation in our SATS method differs from existing knowledge distillation for continual learning. Our SATS distills within-class and between-class relational knowledge from self-attention maps during continual semantic segmentation, while existing distillation strategies distill non-relational visual knowledge from the outputs of one or more model layers. Therefore, our method is complementary to existing knowledge distillation methods and can be used to further distill old knowledge during continual learning. Furthermore, knowledge distillation from our SATS is class-specific region-based, whereas existing knowledge distillation is based on the pooling of whole feature maps (as in ILT [5] and MiB [6]) or pooling along various spatial dimensions (as in PLOP [7]). In other words, our method tries to respectively distill each class of knowledge from each image, while existing methods distill globally averaged visual information in each image. Considering that multiple categories regions appear in each image, globally averaged visual features are less precise in representing multiple types of knowledge in the input rather than the visual features pooled from each class-specific region.

3.2. Flexible combination of existing strategies

The proposed SATS is an independent knowledge distillation strategy and can be easily combined with existing continual learning strategies for semantic segmentation. Studies have revealed that (i) pseudo-labeling of background regions in new classes of images [7], [11], [12], (ii) knowledge distillation from the output of the old segmentation model [6], [7], and (iii) maintaining a small number of exemplar images for each old class [12] keeps model performance in continual learning. Thus, these three strategies were adopted as optional components of continual learning.

In the pseudo-labeling strategy, the old model from the previous learning stage is used to annotate the possible regions of the old classes in the background areas of the new image classes. At each learning stage, only regions of new classes were annotated in the new training images. Therefore, the background regions in the new images may contain regions of previously learned old classes. Annotating and collecting such regions of old classes would increase the amount of training data for old classes and benefit the training of the new segmentation model. If the pseudolabels are not available here, the new model will be confused to segment the old classes as background. Following the pseudo-labeling strategy in the PLOP method [7], only the background regions with confident predictions as old classes were pseudo-labeled.
For the output distillation strategy, special considerations were made for the background class [6]. Because the image regions of new classes are typically learned as part of background regions by old models in previous learning stages, for each training image at the new learning stage, the MiB method [6] adds the prediction probabilities of the background class and all the new classes from the new model as the modified unbiased prediction of the background class, and such modified prediction is compared to the output of the old model for each input image during knowledge distillation.

As in continual classification tasks, storing a small subset of images for each old class can substantially improve the performance of the new segmentation model for old classes. In the state-of-the-art SSUL method [6], a memory buffer with a limited size is provided to store old data, and an equivalent number of images for each old class were stored in memory. Some of the stored old data may need to be discarded to store data for more recently learned classes.

It is worth noting these three strategies are supplementary to each other and can be combined with the proposed method. In existing state-of-the-art methods, two or more strategies are always combined during continual segmentation learning. For example, in MiB and PLOP, knowledge distillation and pseudo-labeling strategies are used, whereas in SSUL, knowledge distillation, pseudo-labeling, and example replay strategies are used. In this study, the pseudo-labeling strategy and knowledge distillation from the model output are combined with the proposed method by default, and the inclusion of the memory buffer to store small old data is optional. Overall, the new segmentation model at each new learning stage is updated by minimizing the combined loss function $L(\theta)$ over all current new classes of training images at the new learning stage and the stored small old data for each old class as follows:

$$L(\theta) = L_c(\theta) + \lambda_a L_a(\theta) + \lambda_d L_d(\theta)$$  (3)

where $L_c(\theta)$ is the conventional cross-entropy loss, and $L_a(\theta)$ is the self-attention transfer loss (Equation 2) based on the CRP of the self-attention maps from the old and the new models; here, $L_d(\theta)$ is the unbiased knowledge distillation loss based on the outputs of both the old and new models [6], and $\lambda_a$ and $\lambda_d$ are hyperparameters to balance the loss terms.

4. Experiments

4.1. Settings

**Dataset:** Following existing work on continual semantic segmentation, we used classical image segmentation benchmark datasets named Pascal VOC 2012 [13] and ADE20K [14] for both quantitative and
qualitative evaluations. The VOC dataset includes 20 foreground classes and one background class, with 10582 images for training, 1449 for validation, and 1449 for testing. The ADE20K dataset includes 150 foreground classes and one background class, 20200 images for training, 2000 for validation, and 2000 for testing.

**Protocols:** Following the “m-n” protocols used in previous studies, we used the first m foreground classes and the background class in the dataset to train an initial segmentation model. The model was then updated over the stages of continual learning by each continual learning method, with each stage learning new classes. We used protocols VOC 15-1, 15-5, 5-3, and 10-1 and ADE 100-10 and 25-25. The segmentation model was initially trained and then updated in six stages (one initial stage plus five continual learning stages), two stages, six stages, and 11 stages for the four protocols on VOC and six stages on ADE. On the ADE20K dataset, the ADE 25-25 and 100-10 protocols were used because the 25-25 protocol is more challenging and practical in real applications. Based on previous studies, we used the overlapped setting, that is, in each training and validation image at each stage of learning, only the image regions belonging to classes that are learned at the current stage are considered as foreground regions, and other regions are considered as background, even if some of the regions belong to foreground classes that have been learned or will be learned in the future learning stages. Similarly, for test images, only the foreground classes that have been learned at the current or previous stages are considered foreground regions, and all other regions are considered background.

**Metrics:** Standard mean Intersection-over-Union (mIoU) over classes at each learning stage was used to evaluate the performance of each of these methods. For detailed investigation, the mIoUs were calculated respectively over the first set of classes in the initial learning stage, and the other classes over subsequent continual learning stages, and all the classes for each method with each protocol.

**Implementation details:** SegFormer-B2 [22] was used as the default model, whose backbone encoder MixTransformer-B2 was pretrained on ImageNet [67] following previous studies [5], [6], [7], [8], [12] on continual semantic segmentation, and the SegFormer decoder was randomly initialized. For the baseline methods using Deeplab V3, the model backbone is ResNet-101, according to previous studies [6], [7]. Also following previous studies [6], [7], during model training and updating of SegFormer-B2 or DeepLab V3, the SGD optimizer with a batch size of 24 for VOC, 32 for ADE, and momentum of 0.9, was used with an initial learning rate of 0.01 for the first (initial) learning stage, 0.001 for subsequent learning stages, and then exponentially decreased with a decay rate of 0.9 over epochs. Each model was trained over 30 epochs and was selected from those with the best performance on the validation set. The hyperparameters $\lambda_a$ and $\lambda_d$ were empirically set to 20. For the experiments using memory to store old data, the memory size was set to 100 for VOC and 300 for ADE for all methods following the setting from SSUL [12].
TABLE 1: Semantic segmentation performance after finishing the last stage of continual learning. With each protocol, model performance on the set of classes learned at the first learning stage (e.g., class 0-15 with protocol VOC 15-1), on the other classes learned over stages of continual learning (e.g., class 16-20 with VOC 15-1), and on all the classes (All) were reported for each method. Methods with * indicate the results were directly obtained from the corresponding original work, and all the other results were based on our re-implementations of these methods. Methods with “-M” denote that the memory of limited old data was used. In each column, the numbers in bold represent the highest performance, and the underlined numbers represent the second-highest performance.

| Method   | Network | VOC 15-1 (6 Tasks) | VOC 15-5 (2 Tasks) | VOC 5-3 (6 Tasks) | VOC 10-1 (11 Tasks) |
|----------|---------|--------------------|--------------------|------------------|---------------------|
|          |         | 0-15 16-20 All     | 0-15 16-20 All     | 0-5 6-20 All     | 0-10 11-20 All      |
| Joint Training | DeepLab V3 | 79.77 72.35 77.43 | 79.77 72.35 77.43 | 76.91 77.63 69.0 | 78.41 76.35 77.43 |
| LwF-MC [2] | DeepLab V3 | 6.40 8.90 6.90 | 58.10 35.00 52.30 | 20.91 36.67 24.66 | 4.65 5.90 4.95 |
| ILT* [5] | DeepLab V3 | 8.75 7.99 8.56 | 67.08 39.23 60.45 | 22.51 31.66 29.04 | 7.15 3.67 5.50 |
| MiB* [6] | DeepLab V3 | 35.1 13.5 29.7 | 75.5 49.4 69.0 | 57.1 42.5 46.7 | 12.2 13.1 12.6 |
| PLOP* [7] | DeepLab V3 | 66.25 24.86 56.4 | 75.4 52.6 69.9 | 20.91 36.67 24.66 | 4.65 5.90 4.95 |
| ST-CIL* [11] | DeepLab V3 | 71.4 40.0 63.6 | 76.7 54.3 71.1 | 7.15 3.67 5.50 | 4.65 5.90 4.95 |
| SSUL* [12] | DeepLab V3 | 78.06 28.54 66.27 | 77.42 47.16 70.21 | 71.17 45.38 52.75 | 73.78 41.13 58.23 |
| SSUL-M* [12] | DeepLab V3 | 78.92 43.86 70.58 | 79.53 52.87 73.19 | 72.91 49.02 55.85 | 74.79 48.87 62.45 |
| Joint Training | SegFormer B2 | 80.84 74.97 79.44 | 80.84 74.97 79.44 | 78.36 79.87 79.44 | 80.46 78.32 79.44 |
| ILT [5] | SegFormer B2 | 17.44 12.13 16.18 | 49.07 53.97 50.24 | 13.20 15.43 14.79 | 6.67 6.13 4.41 |
| MiB [6] | SegFormer B2 | 73.21 37.93 64.81 | 78.78 60.93 74.53 | 61.12 58.02 58.56 | 48.7 39.58 44.36 |
| PLOP [7] | SegFormer B2 | 64.59 37.23 58.08 | 72.51 48.37 66.76 | 35.65 32.71 33.54 | 48.53 33.71 41.47 |
| SSUL [12] | SegFormer B2 | 79.91 40.56 70.54 | 79.91 56.83 74.41 | 74.33 60.79 64.66 | 74.06 51.85 63.48 |
| ILT-M | SegFormer B2 | 15.15 11.01 14.16 | 49.85 53.49 50.72 | 12.91 15.43 14.71 | 6.75 6.07 6.42 |
| MiB-M | SegFormer B2 | 73.89 58.39 70.72 | 79.91 63.56 75.20 | 70.11 65.17 66.58 | 69.73 65.28 63.33 |
| PLOP-M | SegFormer B2 | 71.11 52.61 66.70 | 78.53 65.58 75.44 | 67.29 62.91 64.16 | 57.94 51.64 54.94 |
| SSUL-M | SegFormer B2 | 79.84 49.33 72.58 | 79.84 55.82 74.12 | 76.04 61.95 65.98 | 74.23 52.24 63.76 |
| SATS (ours) | SegFormer B2 | 78.38 62.02 74.48 | 80.24 61.17 75.70 | 75.43 64.13 67.36 | 64.27 58.66 61.60 |
| SATS-M (ours) | SegFormer B2 | 80.37 64.54 76.61 | 81.44 70.02 78.72 | 75.58 69.07 71.36 | 76.21 61.82 69.27 |

All experiments were performed on PyTorch 1.8 with CUDA 10.2 using two NVIDIA V100 GPUs.

4.2. Quantitative evaluation

Multiple continual learning settings (15-1, 15-5, 5-3, 10-1 on Pascal VOC2012, and 100-10, 25-25 on ADE20K) were adopted to compare our SATS method with state-of-the-art methods for the two datasets, VOC2012 and ADE20K, respectively. For the VOC2012 dataset, among the prior methods for continual semantic segmentation with the DeepLab series (mainly DeepLab V3), SSUL performed the best regardless of memory usage. However, the performance of SSUL on continually learned classes (that is, except for the classes learned in the first learning stage) was outperformed by other methods that used large amounts of auxiliary unlabeled data, such as RECALL [56], with the setting VOC 15-1 (classes 16-20, 47.8% vs. 43.86%), and ST-CIL with VOC 15-5 (class 16-20, 54.3% vs. 52.87%). This phenomenon is mainly because SSUL fixes the majority of the models and only updates the segmentation head during continual learning. However, this limits its ability to learn new classes. Compared with the
reported results (Table 1 rows 2-10) of the strong baseline from their original work, where the DeepLab backbone was used, the proposed SATS without using the memory of old data (Table 1 second last row, “SATS”) outperformed all existing methods without using memory by a significant margin and even outperformed the state-of-the-art method (SSUL-M*), which used stored small old data during continual learning, except for the VOC 10-1 setting.

Using the same SegFormer backbone for a fair comparison, our SATS method without memory (“SATS”) still outperformed the re-implemented representative methods ILT, MiB, PLOP, and SSUL. (Table 1 rows 12-15), except for the VOC 10-1 setting, in which the proposed method was slightly worse than SSUL for the average classification of all classes (61.60% vs. 63.48%) but significantly better than SSUL for the learned new classes (classes 11–20, 58.66% vs. 51.85%) over the ten stages of continual learning. Again, this phenomenon could be caused by SSUL’s fixing of the model parameters for the first set of 11 classes (ten foreground classes plus one background class) and only adds channels at the last layer for new classes. As a result, SSUL often exhibits superior performance on the initially learned old classes, but the model is too stable to learn new classes, particularly in more stages of learning. Compared with the freezing strategy in SSUL, our proposed method allows flexible updates of all model parameters and enables the updated segmentation model to easily learn new knowledge over continual learning.

![Figure 4: Semantic segmentation performance at each stage of continual learning. Our SATS method always outperforms all existing methods after each stage of learning, with the protocol VOC 15-1 (left) and 5-3 (right). All methods used memory of the same size to store limited old data during continual learning.](image)

This result is further confirmed by another series of experiments in which all the methods used stored small old data during continual learning (Table 1 rows 16-19 and the last row). With the help of stored old data, both our method (‘SATS-M’) and baselines MiB-M and PLOP-M substantially boosted performance. However, the improvement in the SSUL method (‘SSUL-M’) is limited, particularly for the settings VOC.
TABLE 2: Performance comparison on ADE20k dataset.

| Method   | ADE 0-100 | 100-10 (6 Tasks) | 25-25 (6 Tasks) | 0-25 | 26-150 | All |
|----------|-----------|------------------|-----------------|------|--------|-----|
| MiB      | 40.30     | 17.27            | 32.67           | 54.04| 23.6   | 28.84|
| PLOP     | 39.16     | 15.08            | 31.19           | 57.44| 12.76  | 20.41|
| SSUL     | 42.51     | 16.03            | 33.74           | 59.43| 13.87  | 21.88|
| MiB-M    | 41.12     | 18.86            | 33.75           | 54.59| 24.25  | 29.47|
| PLOP-M   | 41.24     | 14.94            | 32.36           | 57.25| 14.42  | 21.80|
| SSUL-M   | 42.79     | 15.84            | 33.86           | 60.12| 16.89  | 24.33|
| SATS (ours) | 41.42 | 19.09            | 34.18           | 57.12| 26.23  | 31.56|
| SATS-M (ours) | 41.55 | 23.13            | 35.45           | 57.42| 27.14  | 32.36|

15-5, 5-3, and 10-1. Because the SSUL fixes model parameters for old classes, storing small amounts of old data would play a limited role in keeping old knowledge from forgetting.

In comparison, our proposed method allows the model to be updated flexibly for new class learning and simultaneously makes superior use of stored old data to alleviate the forgetting of old knowledge. Consequently, our method (‘SATS-M’) achieves state-of-the-art performance in all four VOC settings for continual semantic segmentation. This result is further confirmed in Figures 1 and 4, which reveal that the method outperformed the representative methods at each stage of continual learning and the performance gap between existing methods and gradually increases with more stages of learning.

Similar results were obtained for the ADE20K dataset (see Table 2). For both settings, 100-10 and 25-25, notice that our method (last two rows) outperformed strong baselines on the new classes (columns 2 and 5) and all classes (columns 3 and 6), regardless of whether memory buffer is used (rows 4-6 vs. row 8) (rows 1-3 vs. row 7). These results support the generalizability of our method to different continual semantic segmentation tasks.

4.3. Visualization analysis

Besides the quantitative evaluation, qualitative evaluation was performed with the VOC 15-1 protocol. A set of representative and challenging test input images were selected. In these images, the foreground classes in these images were learned in the first (initial) stage of learning. The images were segmented after each segmentation model completed all stages of continual learning. Therefore, if old knowledge is catastrophically forgotten over learning stages, the model would not effectively segment these images containing earlier learned old classes.

Figure 5 reveals that all baselines except the ILT-M method can find the foreground regions. However, all of these incorrectly segmented parts of the background regions (particularly those background regions
close to the boundary of foreground objects) as foreground classes which even did not appear in the images. Our proposed method (second last column) can accurately discriminate the foreground regions against the background regions, regardless of whether the foreground object is large (first and last rows) or small (fourth row). Another observation is that the proposed method can find more accurate boundaries of foreground objects particularly when multiple foreground objects appear in the images (first, third, and fourth rows, respectively). Superior discrimination between background and foreground classes and between different foreground classes of regions using our SATS method may partly originate from the self-attention transfer, which can capture between-class relationships for knowledge distillation, whereas all existing methods do not directly consider such relationships when distilling old knowledge.

It’s worth noting that this study focuses on alleviating the catastrophic forgetting of old knowledge in continual semantic segmentation rather than on the more accurate segmentation of challenging objects (e.g., very small objects). The missing “person” from the segmentation result (Figure 5, last row, sixth

Figure 5: Demonstration of segmentation results based on our SATS method and four representative baselines.
TABLE 3: Ablation study of the proposed SATS. Left: effect of SATS components on continual learning with three VOC settings. Right: the necessity of using multiscale self-attention transfer. PL: pseudo-labeling.

| PL | $L_a$ | $L_d$ | VOC 15-1 | VOC 5-3 | VOC 10-1 | Blocks for SATS | VOC 15-1 |
|----|-------|-------|----------|---------|----------|----------------|----------|
|    | ✓     | ✓     | 74.04 66.18 72.17 | 76.56 65.89 68.94 | 70.92 58.65 65.08 | Last one block | 78.54 64.54 76.61 |
| ✓  | ✓     | ✓     | 76.88 58.84 72.58 | 75.43 62.51 66.2 | 74.77 52.86 64.33 | Last two blocks | 79.23 53.40 73.10 |
| ✓  | ✓     | ✓     | 78.14 49.14 71.24 | 68.05 64.9 65.78 | 72.03 60.20 66.40 | Last three blocks | 79.47 61.83 75.28 |
| ✓  | ✓     | ✓     | 80.37 64.54 76.61 | 75.58 69.67 71.36 | 76.21 61.62 69.27 | All blocks | 80.37 64.54 76.61 |

(Continued)

...
略
Figure 6: Sensitivity study of hyper-parameters $\lambda_a$ and $\lambda_d$ with the continual learning setting VOC 15-1. When varying one hyper-parameter, the other one is fixed to 20.

to previous studies, where the maximum number of total learning stages is low. It remains unclear how effective our method and other existing strategies are in more (e.g. 20 or 50) stages of continual learning.

Second, the setting of the hyperparameter $\lambda_a$ for the self-attention transfer loss $L_a$ is affected by multiple factors. For example, without pseudo-labeling or storing a small amount of old data, the number of image regions belonging to old classes decreases, causing loss term $L_a$ much smaller (compared with the cross-entropy loss term, $L_c$). In this case, $\lambda_a$ needs to be set to a larger constant for the self-attention transfer loss $L_a$ to play its role during continual learning. A more adaptive setting of the hyperparameter $\lambda_a$ should be further explored. Furthermore, the proposed SATS method can be applied to other continual tasks including continual classification learning. However, such an extension has not been investigated in this study.

5. Conclusion

In this study, a novel method, SATS, is proposed to effectively transfer within-class and between-class relational knowledge information from the old model to the new model during continual semantic segmentation. The relationship information can be obtained using self-attention maps from vision transformer models such as SegFormer, which provides complementary knowledge not satisfactorily captured by the output of the conventional convolution layers or fully connected layers in deep learning models. The proposed class-specific region pooling over self-attention maps can provide more efficient representations of both the within- and between-class knowledge in each image. Such an efficient representation allows the model to be flexibly updated. Therefore, a superior trade-off exists between model stability and flexibility during continual learning. The proposed SATS method is not only complementary to some
knowledge distillation strategies but also to other types of continual semantic segmentation strategies including the pseudo-labeling strategy, and an example replay strategy. We believe that the proposed SATS can become a useful plug-and-play component that can be flexibly embedded in existing or future continual semantic segmentation frameworks. One by-product of this study is the observation of the superior performance of the transformer model over conventional convolutional models on continual semantic segmentation regardless of strategies used for continual learning. The proposed self-attention transfer strategy and the transformer-style models would also work for other continual learning tasks, such as continual classification and detection learning. However, this study is limited in exploring the effectiveness of the proposed SATS method under more continual learning stages or continual learning without storing any old data, which will be investigated in future work.
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