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Abstract—We propose two novel approaches for the recovery of an (approximately) sparse signal from noisy linear measurements in the case that the signal is a priori known to be non-negative and obey given linear equality constraints, such as a simplex signal. This problem arises in, e.g., hyperspectral imaging, portfolio optimization, density estimation, and certain cases of compressive imaging. Our first approach solves a linearly constrained non-negative version of LASSO using the sum-product version of the generalized approximate message passing (GAMP) algorithm, where we consider both quadratic and absolute loss, and where we propose a novel approach to tuning the LASSO regularization parameter via the expectation maximization (EM) algorithm. Our second approach is based on the sum-product version of the GAMP algorithm, where we propose the use of a Bernoulli non-negative Gaussian-mixture signal prior and a Laplacian likelihood, and propose an EM-based approach to learning the underlying statistical parameters. In both approaches, the linear equality constraints are enforced by augmenting GAMP’s linear-observation model with noiseless pseudo-measurements. Extensive numerical experiments demonstrate the state-of-the-art performance of our proposed approaches.

I. INTRODUCTION

We consider the recovery of an (approximately) sparse signal $x \in \mathbb{R}^N$ from the noisy linear measurements

$$y = Ax + w \in \mathbb{R}^M,$$  

(1)

where $A$ is a known sensing matrix, $w$ is noise, and $M$ may be $\ll N$. In this paper, we focus on non-negative (NN) signals (i.e., $x_n \geq 0 \ \forall n$) that obey known linear equality constraints $Bx = c \in \mathbb{R}^P$. A notable example is simplex-constrained signals, i.e., $x \in \Delta_N^+ \triangleq \{x \in \mathbb{R}^N : x_n \geq 0 \ \forall n, \sum x = 1\}$, occurring in hyperspectral image unmixing [2], portfolio optimization [3], [4], density estimation [5], [6], and other applications. We also consider the recovery of NN sparse signals without the linear constraint $Bx = c$ [7]–[9], which arises in imaging applications [10] and elsewhere [11].

One approach to recovering linearly constrained NN sparse $x$ is to solve the $\ell_1$-penalized constrained NN least-squares (LS) problem (2) (see, e.g., [4]) for some $\lambda \geq 0$:

$$\hat{x} = \arg\min_{x \geq 0} \frac{1}{2} \|y - Ax\|_2^2 + \lambda \|x\|_1 \ \text{s.t.} \ Bx = c.$$  

(2)

Although this problem is convex [12], finding a solution can be computationally challenging in the high-dimensional regime. Also, while a larger $\lambda$ is known to promote more sparsity in $\hat{x}$, determining the best choice of $\lambda$ can be difficult in practice. For example, methods based on cross-validation, the L-curve, or Stein’s unbiased risk estimator can be used (see [13] for discussions of all three), but they require much more computation than solving (2) for a fixed $\lambda$. For this reason, (2) is often considered under the special case $\lambda = 0$ [14], where it reduces to linearly constrained NN-LS.

For the recovery of $K$-sparse simplex-constrained signals, a special case of the general problem under consideration, the Greedy Selector and Simplex Projector (GSSP) was proposed in [6]. GSSP, an instance of projected gradient descent, iterates

$$\hat{x}^{i+1} = P_K(\hat{x}^i - \text{step \cdot} \nabla_x \|y - A\hat{x}^i\|_2^2),$$  

(3)

where $P_K(\cdot)$ is the Euclidean projection onto the $K$-sparse simplex, $\hat{x}^i$ is the iteration-$i$ estimate, step is the iteration-$i$ step size, and $\nabla_x$ is the gradient w.r.t $x$. For algorithms of this sort, rigorous approximation guarantees can be derived when $A$ obeys the restricted isometry property [15]. Determining the best choice of $K$ can, however, be difficult in practice.

In this paper, we propose two methods for recovering a linearly constrained NN sparse vector $x$ from noisy linear observations $y$ of the form (1), both of which are based on the Generalized Approximate Message Passing (GAMP) algorithm [16], an instance of loopy belief propagation that has close connections to primal-dual optimization algorithms [17], [18]. When run in “max-sum” mode, GAMP can be used to solve optimization problems of the form $\hat{x} = \arg\min_x \sum_{m=1}^M h_m(\|Ax\|_m) + \sum_{n=1}^N g_n(x_n)$, where $\hat{x}$ can be interpreted as the maximum a posteriori (MAP) estimate of $x$ under the assumed signal prior [4] and likelihood [5]:

$$f(x) \propto \prod_{n=1}^N \exp(-g_n(x_n))$$  

(4)

$$f(y|Ax) \propto \prod_{m=1}^M \exp(-h_m(\|Ax\|_m)).$$  

(5)

When run in “sum-product” mode, GAMP returns an approximation of the minimum mean-squared error (MMSE) estimate of $x$ under the same assumptions. In either case, the linear equality constraints $Bx = c$ can be enforced through the use of noiseless pseudo-measurements, as described in the sequel.

The first of our proposed approaches solves (2) using max-sum GAMP while tuning $\lambda$ using a novel expectation-maximization (EM) [19] procedure. We henceforth refer to this approach as EM-NNL-GAMP, where NNL is short for “non-
negative LASSO\footnote{We demonstrate, via extensive numerical experiments, that 1) the runtime of our approach is much faster than the state-of-the-art TFOCS solver\footref{22} for a fixed $\lambda$, and that 2) the MSE performance of our $\lambda$-tuning procedure is on par with TFOCS under oracle tuning. We also consider the special case of $\lambda = 0$, yielding “non-negative least squares GAMP” (NNLS-GAMP), whose performance and runtime compare favorably to Matlab’s lsqlin routine. In addition, we consider a variation on \footref{22} that replaces the quadratic loss $\frac{1}{2}||y - Ax||^2_2$ with the absolute loss $||y - Ax||_1$ for improved robustness to outliers in $w$\footref{23}, and demonstrate the potential advantages of this technique on a practical dataset.}

We demonstrate, via extensive numerical experiments, that 1) the runtime of our approach is much faster than the state-of-the-art TFOCS solver\footref{22} for a fixed $\lambda$, and that 2) the MSE performance of our $\lambda$-tuning procedure is on par with TFOCS under oracle tuning. We also consider the special case of $\lambda = 0$, yielding “non-negative least squares GAMP” (NNLS-GAMP), whose performance and runtime compare favorably to Matlab’s lsqlin routine. In addition, we consider a variation on \footref{22} that replaces the quadratic loss $\frac{1}{2}||y - Ax||^2_2$ with the absolute loss $||y - Ax||_1$ for improved robustness to outliers in $w$\footref{23}, and demonstrate the potential advantages of this technique on a practical dataset.

The second of our proposed approaches aims to solve not an optimization problem like \footref{22} but rather an inference problem: compute the MMSE estimate of a linearly constrained NN sparse vector $x$ from noisy linear observations $y$. This is in general a daunting task, since computing the true MMSE estimate requires i) knowing both the true signal prior $f(x)$ and likelihood $f(y|Ax)$, which are rarely available in practice, and ii) performing optimal inference w.r.t that prior and likelihood, which is rarely possible in practice for computational reasons.

However, when the coefficients in $x$ are i.i.d and the observation matrix $A$ in \footref{11} is sufficiently large and random, recent work\footref{24} has demonstrated that near-MMSE estimation is indeed possible via the following methodology: place an i.i.d Gaussian-mixture (GM) model with parameters $q$ on the coefficients $\{x_n\}$, run sum-product GAMP based on that model, and tune the model parameters $q$ using an appropriately designed EM algorithm. For such $A$, the asymptotic optimality of GAMP as an MMSE-inference engine was established in \footref{16}, \footref{25}, and the ability of EM-GAMP to achieve consistent estimates of $q$ was established in \footref{26}.

In this work, we show that the GM-GAMP approach from \footref{24} can be extended to linearly constrained non-negative signal models through the use of a non-negative Gaussian-mixture (NNGM) model and noiseless pseudo-measurements, and we detail the derivation and implementation of the resulting algorithm. Moreover, we demonstrate, via extensive numerical experiments, that EM-NNGM-GAMP’s reconstruction MSE is state-of-the-art and that its runtime compares favorably to existing methods.

Both of our proposed approaches can be classified as “empirical-Bayes”\footref{27} in the sense that they combine Bayesian and frequentist approaches: GAMP performs (MAP or MMSE) Bayesian inference with respect to a given prior, where the parameters of the prior are treated as deterministic and learned using the EM algorithm, a maximum-likelihood (ML) approach.

Notation: For matrices, we use boldface capital letters like $A$, and we use $A^T$, $\text{tr}(A)$, and $||A||_F$ to denote the transpose, trace, and Frobenius norm, respectively. For vectors, we use boldface small letters like $x$, and we use $||x||_p = (\sum_n |x_n|^p)^{1/p}$ to denote the $\ell_p$ norm, with $x_n = [x]_n$ representing the $n$th element of $x$. Deterministic quantities are denoted using serif typeface (e.g., $x, x, X$), while random quantities are denoted using san-serif typeface (e.g., $X, X, X$).

For random variable $x$, we write the pdf as $f_x(x)$, the expectation as $E\{x\}$, and the variance as $\text{var}\{x\}$. For a Gaussian random variable $x$ with mean $m$ and variance $v$, we write the pdf as $N(x; m, v)$ and, for the special case of $N(x; 0, 1)$, we abbreviate the pdf as $\phi(x)$ and write the complimentary cdf as $\Phi(x)$. Meanwhile, for a Laplacian random variable $x$ with location $m$ and scale $v$, we write the pdf as $L(x; m, v)$. For the point mass at $x = 0$, we use the Dirac delta distribution $\delta(x)$. Finally, we use $\mathbb{R}$ for the real field and $\int_w g(x)dx$ for the integral of $g(x)$ over $x \in [0, \infty)$.

### II. GAMP Overview

As described in Sec.\footref{11} the generalized approximate message passing (GAMP) algorithm\footref{16} is an inference algorithm capable of computing either MAP or approximate-MMSE estimates of $x \in \mathbb{R}^N$, where $x$ is a realization of random vector $X$ with a prior of the form \footref{6}, from generalized-linear observations $y \in \mathbb{R}^M$ that yield a likelihood of the form \footref{7},
\[
\begin{align*}
    f_x(x) &\propto \prod_{n=1}^N f_{x_n}(x_n) \quad (6) \\
    f_{y|x}(y | Ax) &\propto \prod_{m=1}^M f_{y|m|z_m}(y_m | [Ax]_m), \quad (7)
\end{align*}
\]

where $z \triangleq Ax$ represents “noiseless” transform outputs.

GAMP generalizes Donoho, Maleki, and Montanari’s Approximate Message Passing (AMP) algorithms\footref{28}, \footref{29} from the case of AWGN-corrupted linear observations to the generalized-linear model\footref{7}. As we shall see, this generalization is useful when enforcing the linear equality constraints $Bx = c$ and when formulating non-quadratic variations of \footref{22}.

GAMP is derived from particular approximations of loopy belief propagation (based on Taylor-series and central-limit-theorem arguments) that yield computationally simple “first-order” algorithms bearing strong similarity to primal-dual algorithms\footref{17}, \footref{18}. Importantly, GAMP admits rigorous analysis in the large-system limit (i.e., $M,N \rightarrow \infty$ for fixed ratio $M/N$) under i.i.d sub-Gaussian $A$\footref{16}, \footref{25}, where its iterations obey a state evolution whose fixed points are optimal whenever they are unique. Meanwhile, for finite-sized problems and generic $A$, max-sum GAMP yields the MAP solution whenever it converges, whereas sum-product GAMP minimizes a certain mean-field variational objective\footref{17}. Although performance guarantees for generic finite-dimensional $A$ are lacking except in special cases (e.g.,\footref{18}), in-depth empirical studies have demonstrated that (G)AMP performs relatively well for the $A$ typically used in compressive sensing applications (see, e.g.,\footref{24}).

Table\footref{1} summarizes the GAMP algorithm. Effectively, GAMP converts the computationally intractable MAP and MMSE high-dimensional vector inference problems to a sequence of scalar inference problems. In the end, its complexity is dominated by four\footnote{2 Two matrix multiplies per iteration, those in (R1) and (R9), can be eliminated using the “scalar variance” modification of GAMP, with vanishing degradation in the large-system limit\footref{16}.} matrix-vector multiplies per iteration: steps (R1), (R2), (R9), (R10). Furthermore, GAMP can take
advantage of fast implementations of the matrix-vector multiplies (e.g., FFT) when they exist. For max-sum GAMP, scalar inference is accomplished by lines (R3) and (R11), which involve the proximal operator

$$\text{prox}_g(\hat{\nu}; \mu) \triangleq \arg \min_{x \in \mathbb{R}} g(x) + \frac{1}{2\mu} \| x - \hat{\nu} \|^2$$  \hspace{1cm} (8)

for generic scalar function $g(\cdot)$, as well as lines (R4) and (R12), which involve the derivative of the prox operator with respect to its first argument. Meanwhile, for sum-product GAMP, scalar inference is accomplished by lines (R5) and (R6), which compute the mean and variance of GAMP’s iteration–1 approximation to the marginal posterior on $z_m$,

$$f_{x_m|z_m}(z \mid \hat{p}_m(t); \mu_m(t)) \propto f_{x_m}(y_m | z) \mathcal{N}(z; \hat{p}_m(t), \mu_m(t)), \hspace{1cm} (9)$$

and by lines (R13) and (R14), which compute the mean and variance of the GAMP-approximate marginal posterior on $x_n$,

$$f_{x_n|r_n}(x | \hat{r}_n(t); \mu_n(t)) \propto f_{x_n}(y_n | z) \mathcal{N}(z; \hat{r}_n(t), \mu_n(t)). \hspace{1cm} (10)$$

We now provide background on GAMP that helps to explain (9)-(10) and Table I. First and foremost, GAMP can be interpreted as an iterative thresholding algorithm, in the spirit of, e.g., [20], [31]. In particular, when the GAMP-assumed distributions are matched to the true ones, the variable $\hat{r}_n(t)$ produced in (R10) is an approximately AWGN-corrupted version of the true coefficient $x_n$ (i.e., $\hat{r}_n(t) = x_n + \epsilon_n$ with $\epsilon_n(t) \sim \mathcal{N}(0, \mu_n(t))$ independent of $x_n$) where $\mu_n(t)$ is computed in (R9) and the approximation becomes exact in the large-system limit with i.i.d sub-Gaussian $A$ [16], [25]. Note that, under this AWGN corruption model, the pdf of $x_n$ given $\epsilon_n(t)$ takes the form in (10). Thus, in sum-product mode, GAMP sets $\hat{x}_n(t+1)$ at the scalar MMSE estimate of $x_n$ given $\epsilon_n(t)$, as computed via the conditional mean in (R13), and it sets $\mu_n(t+1)$ as the corresponding MMSE, as computed via the conditional variance in (R14). Meanwhile, in max-sum mode, GAMP sets $\hat{x}_m(t+1)$ at the scalar MAP estimate of $x_n$ given $\epsilon_n(t)$, as computed by the prox step in (R11), and it sets $\mu_n(t+1)$ in accordance with the sensitivity of this proximal thresholding, as computed in (R12). This explains (10) and lines (R9)-(R14) in Table I.

We now provide a similar explanation for (9) and lines (R1)-(R6) in Table I. When the GAMP distributions are matched to the true ones, $\hat{p}_m(t)$ produced in (R2) is an approximately AWGN-corrupted version of the true transform output $z_m$ (i.e., $\hat{p}_m(t) = \hat{z}_m + \hat{p}_m(t)$ with $\hat{p}_m(t) \sim \mathcal{N}(0, \mu_m(t))$ independent of $\hat{p}_m(t)$) where $\mu_m(t)$ is computed in (R1) and the approximation becomes exact in the large-system limit with i.i.d sub-Gaussian $A$ [16], [25]. Under this model, the pdf of $z_m$ given $\hat{p}_m(t)$ and $y_m$ takes the form in (9). Thus, in sum-product mode, GAMP sets $\hat{x}_m(t)$ at the scalar MMSE estimate of $z_m$ given $\hat{p}_m(t)$ and $y_m$, as computed via the conditional mean in (R5), and it sets $\mu_m(t)$ as the corresponding MMSE, as computed via the conditional variance in (R6). Meanwhile, in max-sum mode, GAMP sets $\hat{x}_m(t)$ at the scalar MAP estimate of $z_m$ given $\hat{p}_m(t)$ and $y_m$, as computed by the prox operation in (R3), and it sets $\mu_m(t)$ in accordance with the sensitivity of this prox operation, as computed in (R4).

**Table I**

**The GAMP Algorithm from [16] with Max Iterations $T_{\text{max}}$ and Stopping Tolerance $\epsilon_{\text{gamp}}$.**

Indeed, what sets GAMP (and its simpler incarnation AMP) apart from other iterative thresholding algorithms is that the thresholder inputs $\hat{r}_n(t)$ and $\hat{p}_m(t)$ are (approximately) AWGN corrupted observations of $x_n$ and $z_m$, respectively, ensuring that the scalar thresholding steps (R3)-(R6) and (R11)-(R14) are well justified from the MAP or MMSE perspectives. Moreover, it is the “Onsager” correction $-\mu_m(t)\hat{s}_m(t-1)$ in (R2) that ensures the AWGN nature of the corruptions; without it, AMP reduces to classical iterative thresholding [28], which performs much worse [32]. Computing the Onsager correction involves (R7)-(R8). To our knowledge, the simplest interpretation of the variables $\hat{s}_m(t)$ and $\mu_m(t)$ computed in (R7)-(R8) comes from primal-dual optimization theory, as established in [18]: whereas $\hat{x}_n(t)$ are estimates of the primal variables, $\hat{s}_m(t)$ are estimates of the dual variables; and whereas $\mu_m(t)$ relates to the primal sensitivity at the point $\hat{x}_n(t)$, $\mu_m(t)$ relates to the dual sensitivity at $\hat{s}_m(t)$.

**III. Observation Models**

To enforce the linear equality constraint $Bx = c \in \mathbb{R}^P$ using GAMP, we extend the observation model (1) to

$$\begin{bmatrix} y \\ c \end{bmatrix} = \begin{bmatrix} A & W \\ B & 0 \end{bmatrix} x$$  \hspace{1cm} (11)

and exploit the fact that GAMP supports a likelihood function that varies with the measurement index $m$. Defining

$$y_m = \begin{cases} A_{mn}x + \epsilon_m & \text{if } m \in M_1 \\ B_{mn}x & \text{if } m \in M_2 \end{cases}$$

and

$$c_m = \begin{cases} A_{mn}x_m + \epsilon_m & \text{if } m \in M_1 \\ B_{mn}x_m & \text{if } m \in M_2 \end{cases}$$

the GAMP equations can be extended to the $m$th row as

$$f_{x_m|z_m}(z | \hat{p}_m(t); \mu_m(t)) \propto f_{y_m}(y_m | z) \mathcal{N}(z | \hat{p}_m(t), \mu_m(t))$$

and

$$f_{x_m|r_m}(x | \hat{r}_m(t); \mu_m(t)) \propto f_{y_m}(y_m | x) \mathcal{N}(z | \hat{r}_m(t), \mu_m(t))$$

for $m \in M_1$ and

$$f_{x_m|r_m}(x | \hat{r}_m(t); \mu_m(t)) \propto f_{y_m}(y_m | x) \mathcal{N}(x | \hat{r}_m(t), \mu_m(t))$$

for $m \in M_2$. Note that this extends the GAMP equations to the $m$th row $f_{x_m|z_m}(z | \hat{p}_m(t); \mu_m(t))$ as

$$f_{x_m|z_m}(z | \hat{p}_m(t); \mu_m(t)) \propto f_{y_m}(y_m | z) \mathcal{N}(z | \hat{p}_m(t), \mu_m(t))$$

and

$$f_{x_m|r_m}(x | \hat{r}_m(t); \mu_m(t)) \propto f_{y_m}(y_m | x) \mathcal{N}(x | \hat{r}_m(t), \mu_m(t))$$

for $m \in M_1$ and

$$f_{x_m|r_m}(x | \hat{r}_m(t); \mu_m(t)) \propto f_{y_m}(y_m | x) \mathcal{N}(x | \hat{r}_m(t), \mu_m(t))$$

for $m \in M_2$. Note that this extends the GAMP equations to the $m$th row $f_{x_m|z_m}(z | \hat{p}_m(t); \mu_m(t))$ as
\[ \bar{y} \triangleq [y^T e^T]^T, \quad \bar{A} \triangleq [A^T B^T]^T, \text{ and } \bar{z} \triangleq \bar{A}x, \] the likelihood associated with the augmented model (11) can be written as
\[ f_{\bar{y}|\bar{z}}(\bar{y}_{m}|\bar{z}_{m}) = \begin{cases} f_{y|z}(\bar{y}_{m}|\bar{z}_{m}) & m = 1, \ldots, M \\ \delta(\bar{y}_{m} - \bar{z}_{m}) & m = M+1, \ldots, M+P, \end{cases} \tag{12} \]
where \( f_{y|z} \) is the likelihood of the first \( M \) measurements (1).

Note that, for either max-sum or sum-product GAMP, the quantities in (R3)-(R6) of Table 1 then become
\[ \bar{z}_m(t) = c_{m-M} \quad m = M+1, \ldots, M+P \tag{13} \]
\[ \mu_\bar{z}_m(t) = 0 \quad m = M+1, \ldots, M+P \tag{14} \]
where \( c_{m-M} \) are elements of \( c \).

### A. Additive white Gaussian noise

When the noise \( w \) is modeled as additive white Gaussian noise (AWGN) with variance \( \psi \), the likelihood \( f_{y|z} \) in (12) takes the form
\[ f_{y|z}(y|z) = \mathcal{N}(y; z, \psi). \tag{15} \]

In this case, for either max-sum or sum-product GAMP, the quantities in (R3)-(R6) of Table 1 become (16) (omitting the \( t \) index for brevity)
\[ \bar{z}_m = \tilde{p}_m + \frac{\mu_\psi}{\mu_m + \psi} (y_m - \tilde{p}_m) \quad m = 1, \ldots, M \tag{16} \]
\[ \mu_{\bar{z}}_m = \frac{\mu_m \psi}{\mu_m + \psi} \quad m = 1, \ldots, M \tag{17} \]

### B. Additive white Laplacian noise

The additive white Laplacian noise (AWLN) observation model is an alternative to the AWGN model that is more robust to outliers (23). Here, the noise \( w \) is modeled as AWLN with rate parameter \( \psi > 0 \), and the corresponding likelihood \( f_{y|z} \) in (12) takes the form
\[ f_{y|z}(y|z) = \mathcal{L}(y; z, \psi) \triangleq \frac{\psi}{2} \exp(-\psi |y - z|), \tag{18} \]
and so, for the max-sum case, (R3) in Table 1 becomes
\[ \bar{z}_m = \arg \min_{z_m \in \mathbb{R}} |z_m - y_m| + \frac{(z_m - \tilde{p}_m)^2}{2 \mu_m \psi}. \tag{19} \]
The solution to (19) can be recognized as a \( y_m \)-shifted version of “soft-thresholding” function, and so the max-sum quantities in (R3) and (R4) of Table 1 become, using \( \tilde{p}_m \triangleq \tilde{p}_m - y_m \),
\[ \bar{z}_m = \begin{cases} \tilde{p}_m - \psi \mu_m & \tilde{p}_m \geq \psi \mu_m \\ \tilde{p}_m + \psi \mu_m & \tilde{p}_m \leq -\psi \mu_m \\ y_m & \text{else} \end{cases} \quad m = 1, \ldots, M, \tag{20} \]
\[ \mu_{\bar{z}}_m = \begin{cases} 0 & |\tilde{p}_m| \leq \psi \mu_m \\ \mu_m & \text{else} \end{cases} \quad m = 1, \ldots, M. \tag{21} \]

Meanwhile, as shown in Appendix B-A the sum-product GAMP quantities (R5) and (R6) (i.e., the mean and variance of the GAMP approximated \( z_m \) posterior (9)) become
\[ \bar{z}_m = y_m + \frac{C_m}{C_m} \left( p_m - \sqrt{\mu_p} h(\bar{z}_m) \right), \quad \mu_m = \frac{C_m}{C_m} \left( \mu_m + \sqrt{\mu_p} h(\bar{z}_m) \right) \tag{22} \]
\[ \mu_m = \frac{C_m}{C_m} \left( \mu_m + \sqrt{\mu_p} h(\bar{z}_m) \right) \tag{23} \]
\[ \mu_m = \frac{C_m}{C_m} \left( \mu_m + \sqrt{\mu_p} h(\bar{z}_m) \right) \tag{24} \]
\[ C_m \triangleq \frac{\psi}{2} \exp \left( \psi + \frac{\psi^2 \mu_m}{2} \right) \Phi_c(\bar{z}_m) \tag{25} \]
\[ C_m \triangleq \frac{\psi}{2} \exp \left( -\psi + \frac{\psi^2 \mu_m}{2} \right) \Phi_c(\bar{z}_m) \tag{26} \]
\[ h(a) \triangleq \frac{\varphi(a)}{\Phi_c(a)} \tag{27} \]

### IV. Non-negative GAMP

#### A. NN Least Squares GAMP

We first detail the NNLS-GAMP algorithm, which uses max-sum GAMP to solve the \( \lambda = 0 \) case of (2). Noting that the \( x \geq 0 \) constraint in (3) can be thought of as adding an infinite penalty to the quadratic term when any \( x_n < 0 \) and no additional penalty otherwise, we model the elements of \( x \) as i.i.d random variables with the (improper) NN prior pdf
\[ f_x(x) = \begin{cases} 1 & x \geq 0 \\ 0 & x < 0 \end{cases}, \tag{28} \]
and we assume the augmented model (12) with AWGN likelihood (15) (of variance \( \psi = 1 \)), in which case max-sum GAMP performs the unconstrained optimization
\[ \arg \min_{x} -\sum_{n=1}^{N} \ln \mathbb{I}_{x_n \geq 0} - \ln \mathbb{I}_{Bx = c} + \frac{1}{2} \| y - Ax \|_2^2, \tag{29} \]
where \( \mathbb{I}_A \in \{0, 1\} \) is the indicator function of the event \( A \). Hence, (29) is equivalent to the constrained optimization when \( \lambda = 0 \).

Under the i.i.d uniform prior (28), it is readily shown that the max-sum GAMP steps (R11) and (R12) become
\[ \tilde{r}_n = \begin{cases} 0 & \tilde{r}_n \leq 0 \\ \tilde{r}_n & \tilde{r}_n > 0 \end{cases} \tag{30} \]
\[ \mu_{\tilde{r}}_n = \begin{cases} 0 & \tilde{r}_n \leq 0 \\ \mu_{\tilde{r}}_n & \tilde{r}_n > 0 \end{cases} \tag{31} \]

#### B. NN LASSO GAMP

Next we detail the NNL-GAMP algorithm, which uses max-sum GAMP to solve the \( \lambda > 0 \) case of (2). For this, we again employ the augmented model (12) and AWGN likelihood (15) (with variance \( \psi \)), but we now use i.i.d exponential \( x_n \), i.e.,
\[ f_x(x) = \begin{cases} \chi \exp(-\chi x) & x \geq 0 \\ 0 & \text{else} \end{cases} \tag{32} \]
for \(\chi > 0\). With these priors and the augmented observation model \(\mathbb{E}\), NNL-GAMP solves the optimization problem

\[
\hat{x} = \arg \min_{x \geq 0} \frac{1}{2\psi} \|y - Ax\|_2^2 + \chi \|x\|_1 \quad \text{s.t.} \quad Bx = c,
\]

which reduces to (2) under \(\lambda = \chi \psi\).

It is then straightforward to show that the max-sum lines (R11) and (R12) in Table I reduce to

\[
\hat{x}_n = \begin{cases} \tilde{r}_n - \chi \mu_n^r, & \tilde{r}_n \geq \chi \mu_n^r \\ 0, & \text{else} \end{cases}
\]

\[
\mu_n^r = \begin{cases} \mu_n^r, & \tilde{r}_n \geq \chi \mu_n^r \\ 0, & \text{else} \end{cases}
\]

**C. NN Gaussian Mixture GAMP**

Finally, we detail the NNGM-GAMP algorithm, which employs sum-product GAMP under the i.i.d Bernoulli non-negative Gaussian mixture (NNGM) prior pdf for \(x\), i.e.,

\[
f_x(x) = (1 - \tau)\delta(x) + \tau \sum_{i=1}^{L} \omega_i N_+(x; \theta_i, \phi_i),
\]

where \(N_+(\cdot)\) denotes the non-negative Gaussian pdf,

\[
N_+(x; \theta, \phi) = \begin{cases} \frac{N(x; \theta, \phi)}{\Phi_c(-\theta/\sqrt{\phi})}, & x \geq 0 \\ 0, & x < 0 \end{cases}
\]

\(\tau \in (0, 1]\) is the sparsity rate, and \(\omega_i, \theta_i, \) and \(\phi_i\) are the weight, location, and scale, respectively, of the \(i^{th}\) mixture component. For now, we treat the NNGM parameters \([\tau, \omega, \theta, \phi] \) and the model order \(L\) as fixed and known.

As shown in Appendix C-A, the sum-product GAMP quantities in (R13) and (R14) of Table I then become

\[
\tilde{x}_n = \frac{\tau}{\zeta_n} \sum_{\ell=1}^{L} \beta_n, \ell (\gamma_n, \ell + \sqrt{\nu_n, \ell h}(\alpha_n, \ell))
\]

\[
\mu_n^r = \frac{\tau}{\zeta_n} \sum_{\ell=1}^{L} \beta_n, \ell (\nu_n, \ell g(\alpha_n, \ell) + (\gamma_n, \ell + \sqrt{\nu_n, \ell h}(\alpha_n, \ell))^2) - \hat{z}_n^2,
\]

where \(\zeta_n\) is the normalization factor

\[
\zeta_n \triangleq (1 - \tau)N(0; \hat{r}_n, \mu_n^r) + \tau \sum_{\ell=1}^{L} \beta_n, \ell
\]

\(h(\cdot)\) and \(g(\cdot)\) were defined in (26) and (27), respectively, and

\[
\alpha_n, \ell \triangleq \frac{-\gamma_n, \ell}{\sqrt{\nu_n, \ell}}
\]

\[
\gamma_n, \ell \triangleq \frac{\hat{r}_n/\mu_n^r + \theta_i/\phi_i}{1/\mu_n^r + 1/\phi_i}
\]

\[
\nu_n, \ell \triangleq \frac{1}{1/\mu_n^r + 1/\phi_i}
\]

\[
\beta_n, \ell \triangleq \omega_i N(\hat{r}_n; \theta_i, \mu_n^r + \phi_i) \Phi_c(\alpha_n, \ell) \sqrt{\phi_i}/\sqrt{\theta_i}.
\]

From (10) and (36), it follows that GAMP’s approximation to the posterior activity probability \(Pr[x_n \neq 0 | y]\) is

\[
\pi_n = \frac{1}{1 + \left(\frac{\tau}{1 - \tau} \sum_{\ell=1}^{L} \beta_n, \ell \gamma_n, \ell \sqrt{\phi_i} \right)^{-1}}.
\]

**V. EM LEARNING OF THE PRIOR PARAMETERS**

In the sequel, we will use \(q\) to refer to the collection of prior parameters. For example, if NNGM-GAMP was used with the AWGN observation model, then \(q = [\tau, \omega, \theta, \phi, \psi] \).

Since the value of \(q\) that best fits the true data is typically unknown, we propose to learn it using an EM procedure [19]. The EM algorithm is an iterative technique that is guaranteed to converge to a local maximum of the likelihood \(f(y; q)\).

To understand the EM algorithm, it is convenient to write the log-likelihood as [24]

\[
\ln f(y; q) = Q_p(y; q) + D(\tilde{p} \| f_{xy}(\cdot; y; q)),
\]

where \(\tilde{p}\) is an arbitrary distribution on \(x\), \(D(\tilde{p} \| q)\) is the Kullback-Leibler (KL) divergence between \(\tilde{p}\) and \(q\), and

\[
Q_p(y; q) \triangleq E_{\tilde{p}} [\ln f_{xy}(x, y; q)] + H(\tilde{p}),
\]

where \(H(\tilde{p})\) is the entropy of \(x \sim \tilde{p}\). Importantly, the non-negativity of KL divergence implies that \(Q_p(y; q)\) is a lower bound on [46]. Starting from the initialization \(q^{0}\), the EM algorithm iteratively improves its estimate \(q^{t+1}\) at each iteration \(i \in \mathbb{N}\): first, it assigns \(\tilde{p}^{t+1}(\cdot) = f_{xy}(\cdot; y; q^{t})\) to tighten the bound, and then it sets \(q^{t+1}\) to maximize (47) with \(\tilde{p} = \tilde{p}^{t}\).

Since the exact posterior pdf \(f_{xy}(\cdot; y; q)\) is difficult to calculate, in its place we use GAMP’s approximate posterior \(\prod_{n} f_{x_n | r_n}(\cdot; \hat{r}_n; \mu_n^r; q_t)\) from (10), resulting in the EM update

\[
q^{t+1} = \arg \max_{q} E_{\tilde{p}} [\ln f(x, y; q) | y; q^{t}] ,
\]

where \(E\) denotes expectation using GAMP’s approximate posterior. Also, because calculating the joint update for \(q\) in (48) can be difficult, we perform the maximization (48) one component at a time, known as “incremental EM” [33]. Note that, even when using an approximate posterior and updating incrementally, the EM algorithm iteratively maximizes a lower-bound to the log-likelihood.

Whereas [24] proposed the use of (48) to tune sum-product GAMP, where the marginal posteriors \(f_{x_n | r_n}(\cdot; \hat{r}_n; \mu_n^r; q_t)\) from (10) are computed for use in steps (R13)-(R14) of Table I, we hereby propose the use of (48) to tune max-sum GAMP. The reasoning behind our proposal goes as follows. Although max-sum GAMP does not compute marginal posteriors (but rather joint MAP estimates), its large-system-limit analysis (under i.i.d sub-Gaussian \(A\) [25]) shows that \(\hat{r}_n(t)\) can be modeled as an AWGN-corrupted measurement of the true \(x_n\) with AWGN variance \(\mu_n(t)\), revealing the opportunity to compute marginal posteriors via (10) as an additional step. Doing so enables the use of (48) to tune max-sum GAMP.
A. EM update of AWGN variance

We first derive the EM update of the AWGN noise variance \( \psi \) (recall (51)). This derivation differs from the one in [24] in that here we use \( x \) as the hidden variable (rather than \( z \)), since experimentally we have observed gains in the low-SNR regime (e.g., SNR < 10 dB). Because we can write \( f(x, y; q) = D \prod_{m=1}^{M} f_{y|z}(y_{m}|a_{m}^{T}x; \psi) \) with a \( \psi \)-invariant term \( D \), the incremental update of \( \psi \) from (43) becomes

\[
\psi^{i+1} = \arg \max_{\psi > 0} \left\{ \sum_{m=1}^{M} \tilde{E}\{ \log f_{y|z}(y_{m}|a_{m}^{T}x; \psi) | y; \psi^{i} \} \right\}.
\]  

(49)

In Appendix A we show that (49) reduces to

\[
\psi^{i+1} = \frac{1}{M} \left| y - A \hat{x} \right|^2 + \frac{1}{M} \sum_{m=1}^{M} \sum_{n=1}^{N} a_{mn}^2 \mu_{\hat{n}}^2.
\]  

(50)

B. EM update of Laplacian rate parameter

As in the AWGN case above, the incremental update of the Laplacian rate \( \psi \) from (43) becomes

\[
\psi^{i+1} = \arg \max_{\psi > 0} \sum_{m=1}^{M} \tilde{E}\{ \log f_{y|z}(y_{m}|a_{m}^{T}x; \psi) | y; \psi^{i} \},
\]  

(51)

but where now \( f_{y|z} \) is given by (13). In Appendix B-B we show that (51) reduces to

\[
\psi^{i+1} = M \left( \sum_{m=1}^{M} \tilde{E}\{ a_{m}^{T}x - y_{m} | y; \psi^{i} \} \right)^{-1}
\]  

(52)

where

\[
\tilde{E}\{ a_{m}^{T}x - y_{m} | y; \psi^{i} \} = \Phi_{a_{m}} \left( \frac{\tilde{z}_{m}}{\mu_{\tilde{m}}}, \frac{\tilde{z}_{m} + \sqrt{\mu_{\tilde{m}}} h}{\mu_{\tilde{m}}} \right) - \Phi_{a_{m}} \left( \frac{-\tilde{z}_{m}}{\mu_{\tilde{m}}}, \frac{-\tilde{z}_{m} - \sqrt{\mu_{\tilde{m}}} h}{\mu_{\tilde{m}}} \right)
\]  

(53)

for \( \tilde{z}_{m} \triangleq a_{m}^{T}x - y_{m} \), \( \mu_{\tilde{m}} \) defined in line (R1) of Table I and \( h(\cdot) \) defined in (26).

C. EM update of exponential rate parameter

Noting that \( f(x, y; q) = D \prod_{n=1}^{N} f_{x}(x_{n}; \chi) \) with \( \chi \)-invariant \( D \), the incremental EM update of the exponential rate parameter \( \chi \) is

\[
\chi^{i+1} = \arg \max_{\chi > 0} \left\{ \sum_{n=1}^{N} \tilde{E}\{ \log f_{x}(x_{n}; \chi) | y; \chi^{i} \} \right\},
\]  

(54)

\[
= \arg \max_{\chi > 0} N \log \chi - \chi \sum_{n=1}^{N} \tilde{E}\{ x_{n} | y; \chi^{i} \}
\]  

(55)

which, after zeroing the derivative of (55) w.r.t. \( \chi \), reduces to

\[
\chi^{i+1} = N \left( \sum_{n=1}^{N} \tilde{r}_{n} + \sqrt{\mu_{\tilde{r}}^{n} h} \left( -\frac{\tilde{r}_{n}}{\sqrt{\mu_{\tilde{r}}^{n}}} \right) \right)^{-1}
\]  

(56)

for \( \tilde{r}_{n} \triangleq \tilde{r}_{n} - \chi \mu_{\tilde{r}}^{n}, \mu_{\tilde{r}}^{n} \) defined in line (R9) of Table I and \( h(\cdot) \) defined in (26). The derivation of (56) uses the fact that the posterior used for the expectation in (55) simplifies to \( f_{x|x_{n}}(x_{n} | \tilde{r}_{n}, \mu_{\tilde{r}}^{n}) = N_{\chi}(x_{n} | \tilde{r}_{n}, \mu_{\tilde{r}}^{n}) \). Note that this procedure, when used in conjunction with the AWGN variance learning procedure, automatically “tunes” the LASSO regularization parameter \( \lambda \) in (4), a difficult problem (see, e.g., [13]).

D. EM updates for NNGM parameters and model-order selection

Noting that \( f(x, y; q) = D \prod_{n=1}^{N} f_{x}(x_{n}; \omega, \theta, \phi) \) with \( [\omega, \theta, \phi] \)-invariant \( D \), the incremental EM updates become

\[
\hat{\theta}^{i+1} = \arg \max_{\theta \in \mathbb{R}} \sum_{n=1}^{N} \tilde{E}\{ \log f_{x}(x_{n}; \theta, q^{i}_{\theta n}) | y; q^{i} \},
\]  

(57)

\[
\hat{\phi}^{i+1} = \arg \max_{\phi_{k} > 0} \sum_{n=1}^{N} \tilde{E}\{ \log f_{x}(x_{n}; \phi_{k}, q^{i}_{\phi_{k} n}) | y; q^{i} \},
\]  

(58)

\[
\omega^{i+1} = \arg \max_{\omega > 0} \sum_{k \omega_{k} = 1}^{N} \tilde{E}\{ \log f_{x}(x_{n}; \omega, \psi_{i+1}^{\omega_{k}}) | y; q^{i} \},
\]  

(59)

where we use “\( q_{i+1}^{\omega_{k}} \)” to denote the vector \( q^{i+1} \) with \( \omega \) components removed (and similar for \( q_{i}^{\omega_{k}} \) and \( q_{i}^{\omega_{k}} \)). As derived in Appendix C-B the updates above can be approximated as

\[
\hat{\theta}^{i+1} = \frac{\sum_{n=1}^{N} \tau_{n} \tilde{r}_{n,k} (\gamma_{n,k} + \sqrt{\nu_{n,k}} h(\alpha_{n,k}))}{\sum_{n=1}^{N} \tau_{n}}
\]  

(60)

\[
\hat{\phi}^{i+1} = \frac{\sum_{n=1}^{N} \tau_{n} \tilde{r}_{n,k} (\gamma_{n,k} + \sqrt{\nu_{n,k}} h(\alpha_{n,k}) - \theta_{k})^{2}}{\sum_{n=1}^{N} \tau_{n}}
\]  

(61)

\[
\omega^{i+1} = \frac{\sum_{n=1}^{N} \tau_{n} \tilde{r}_{n,k}^{2}}{\sum_{n=1}^{N} \tau_{n}}
\]  

(62)

where the quantities \( \alpha_{n,t}, \gamma_{n,t}, \nu_{n,t}, \beta_{n,t}, \pi_{n} \) were defined in (41)-(45) and \( \tilde{r}_{n,k} \triangleq r_{n,k}/\sum_{k} r_{n,k} \). The EM update of the GM sparsity rate \( \tau \) (recall (56)) is identical to that for the GM sparsity rate derived in (24):

\[
\tau^{i+1} = \frac{1}{N} \sum_{n=1}^{N} \pi_{n}.
\]  

(63)

Since the quantities in (60)-(63) are already computed by NNGM-GAMP, the EM updates do not significantly increase the complexity beyond that of NNGM-GAMP itself.

The number of components \( L \) in the NNGM model can be selected using the standard penalized log-likelihood approach to model-order-selection [24], i.e., by maximizing

\[
\ln f(y; \hat{q}_{L}) - \eta(L),
\]  

(64)

where \( \hat{q}_{L} \) is the ML estimate of \( q \) under the hypothesis \( L \) (for which we would use the EM estimate) and \( \eta(L) \) is a penalty term such as that given by the Bayesian information criterion (BIC). Since this model-order-selection procedure is identical to that proposed for EM-GM-GAMP in (24), we refer interested readers to (24) for more details. In practice, we find that the fixed choice of \( L = 3 \) performs sufficiently well (see Sec. VI).
E. EM initialization

With EM, a good initialization is essential to avoiding bad local minima. For EM-NNL-GAMP, we suggest setting the initial exponential rate parameter $\tau^0 = 10^{-2}$, as this seems to perform well over a wide range of problems (see Sec. VI).

For EM-NNGM-GAMP, we suggest the initial sparsity rate

$$
\tau^0 = \min \left\{ \frac{M}{\rhoSE(\tau^0)}, 1 - \epsilon \right\}
$$

where $\epsilon > 0$ is set arbitrarily small and $\rhoSE(\cdot)$ is the theoretical noiseless phase-transition-curve (PTC) for $\ell_1$ recovery of sparse non-negative signals, shown in [28] to have the closed-form expression

$$
\rhoSE(\delta) = \max_{c \geq 0} \frac{1 - (1/\delta) \left( (1 + c^2) \Phi(-c) - c \varphi(c) \right)}{1+c^2 - \left( (1 + c^2) \Phi(-c) - c \varphi(c) \right)},
$$

(66)

where $\Phi(\cdot)$ and $\varphi(\cdot)$ denote the cdf and pdf of the standard normal distribution. We then propose to set the initial values of the NNGM weights $\{ \omega_k \}$, locations $\{ \theta_k \}$, and scales $\{ \phi_k \}$ at the values that best fit the uniform pdf on $[0, \sqrt{3\varphi(0)}]$, which can be computed offline similar to the standard EM-based approach described in [35], p. 435. Under the AWGN model [15], we propose to set the initial variance of the noise and signal, respectively, as

$$
\psi^0 = \left( \text{SNR} + 1 \right) M, \quad \varphi^0 = \frac{\| y \|^2_2 - \| M \psi^0 \|^2_2}{\| A \|^2_F \tau^0},
$$

(67)

where, without knowledge of the true SNR $\triangleq \| Ax \|^2_2 / \| w \|^2_2$, we suggest using the value $\text{SNR} = 100$. Meanwhile, under the i.i.d Laplacian noise model [15], we suggest to initialize the rate as $\psi^0 = 1$ and $\varphi^0$ again as in (67).

VI. Numerical Results

The subsections below describe numerical experiments used to ascertain the performance of the proposed methods to existing methods for non-negative signal recovery.

A. Validation of NNL-GAMP and NNL-GAMP

We first examine the performance of our proposed algorithms on the linearly constrained NNLS problem [2] with $\lambda = 0$. In particular, we compare the performance of NNL-GAMP to Matlab’s solver lsqlin. To do this, we drew realizations of $K$-sparse simplex $x \in \Delta_N^K$, where the nonzero elements $\{ x_k \}_{k=1}^K$ were placed uniformly at random and drawn from a symmetric Dirichlet distribution with concentration $a$, i.e.,

$$
f(x_1, \ldots, x_{K-1}) = \begin{cases} 
\frac{\Gamma(aK)}{\Gamma(a)} \prod_{k=1}^K x_k^{a-1}, & x_k \in [0, 1] \\
0 & \text{else}
\end{cases}
$$

(68a)

$$
f(x_K | x_1, \ldots, x_{K-1}) = \delta(1 - x_1 - \cdots - x_{K-1}),
$$

(68b)

where $\Gamma(\cdot)$ is the gamma function. For this first experiment, we used $a = 1$, in which case $\{ x_k \}_{k=1}^K$ are i.i.d uniform on $[0, 1]$, as well as $K = N$ (i.e., no sparsity). We then constructed noised measurements $y \in \mathbb{R}^M$ according to (1) using $A$ with i.i.d $N(0, M^{-1})$ entries, $\text{SNR} \triangleq \| Ax \|^2_2 / \| w \|^2_2 = [10, 100, 1000]$.

3We implemented the proposed algorithms using the GAMMatlab package available at [http://sourceforge.net/projects/gamplabmatlab/](http://sourceforge.net/projects/gamplabmatlab/).

and sampling ratio $M/N = 3$. Table II reports the resulting comparative $\text{NMSE} \triangleq \| y \|^2_2 - \| x \|^2_2 / \| y \|^2_2$ and runtime averaged over $R = 100$ realizations for signal lengths $N = [100, 250, 500]$. From the table, we see that NNL-GAMP and lsqlin return identical solutions (up to algorithmic tolerance), but that NNL-GAMP’s runtime scales like $O(N^2)$ while lsqlin’s scales like $O(N^3)$, making NNL-GAMP much faster for larger problem dimensions $N$. Moreover, we see that NNL-GAMP’s runtime is invariant to SNR, whereas lsqlin’s runtime quickly degrades as the SNR decreases.

Next, we examine the performance of our proposed algorithms on the non-negative LASSO problem [2] with $\lambda > 0$. In particular, we compare NNL-GAMP to TFOCS [22]. For this, $K$-sparse non-negative $x$ and noisy observations $y$ were constructed as before, but now with $M = 1000$, $N = 500$, $K < N$, and $\text{SNR} = 20$ dB. Table III shows the runtimes and comparative $\text{NMSE}$ between NNL-GAMP and TFOCS for various combinations of sparsity $K$ and regularization weight $\lambda$. Table III shows that the solutions returned by the two algorithms were identical (up to algorithmic tolerance) but that NNL-GAMP ran about 4 to 8 times faster than TFOCS.

B. Noiseless Empirical Phase Transitions

It has been established (see, e.g., [28]) that, for the recovery of a non-negative $K$-sparse signal $x \in \mathbb{R}^N$ from noiseless observations $y = Ax \in \mathbb{R}^M$, there exists a sharp phase-transition separating problem sizes $(M, N, K)$ that are perfectly solvable (with very high probability) from those that are not. The precise location of the phase-transition curve (PTC) differs among algorithms, offering an avenue for comparison.

Below, we present empirical PTCs for the recovery of $K$-sparse $N$-length simplex signals from $M$ noiseless measurements. To compute each PTC, we fixed $N = 500$ and constructed a $20 \times 20$ uniformly spaced grid on the $M/N$ versus $K/N$ plane for $M/N \in [0.05, 1]$ and $K/N \in [0.05, 1]$. At each grid

4The algorithms under test include user-adjustable stopping tolerances. As these tolerances are decreased, we observe that the comparative $\text{NMSE}$ also decreases, at least down to Matlab’s numerical precision limit.

5We used Matlab code from [http://cvxr.com/tfocts/download/](http://cvxr.com/tfocts/download/).
Fig. 1. Empirical PTCs and $\ell_1$-SNN theoretical PTC for noiseless recovery of length-$N = 500$, $K$-sparse, simplex signals with Dirichlet concentration $\alpha = 1$ from $M$ measurements.

Fig. 2. Empirical PTCs and $\ell_1$-SNN theoretical PTC for noiseless recovery of length-$N = 500$, $K$-sparse, simplex signals with Dirichlet concentration $\alpha = 100$ from $M$ measurements.

Fig. 3. Sparse non-negative image of a satellite: original image on left and EM-NNGM-GAMP recovery at $\frac{M}{N} = \frac{1}{2}$ on right.

point, we drew $R = 100$ independent realizations of the pair $(A, x)$, where $A$ was drawn from i.i.d $\mathcal{N}(0, M^{-1})$ entries and $x \in \mathbb{R}^N$ had $K$ nonzero elements $\{x_k\}_{k=1}^K$ (placed uniformly at random) drawn from a symmetric Dirichlet distribution $\mathcal{D}(\alpha)$ with concentration parameter $\alpha$. For the $r^{th}$ realization of $(A, x)$, we attempted to recover non-negative sparse $\hat{x}$ from the augmented observations $\{y_r\} = \frac{1}{A}x$, which implicitly enforce the simplex constraint. The resulting recovery $\hat{x}$ was considered to be “successful” if the relative error

$$
\frac{\|x - \hat{x}\|_2^2}{\|x\|_2^2} < 10^{-6},
$$

Using $S_r = 1$ to record a success and $S_r = 0$ a failure, the average success rate was then computed as $\overline{S} \triangleq \frac{1}{M} \sum_{r=1}^{R} S_r$, and the corresponding empirical PTC was plotted as the $\overline{S} = 0.5$ level-curve using Matlab’s contour command.

Figures 1 and 2 show the empirical PTCs under the Dirichlet concentration $\alpha = 1$ (i.e., i.i.d uniform $\{x_k\}_{k=1}^K$) and $\alpha = 100$ (i.e., i.i.d Gaussian, the solution to the non-negative LS problem $\arg\min_{x \geq 0} \frac{1}{2} \|y - Ax\|_2^2$ is not guaranteed to be unique when $M < N$ [14] Thm. 1), which is the setting considered here. Figures 1 and 2 also show $\rho_{SE}(M)$ from [6], i.e., the theoretical large-system-limit PTC for $\ell_1$-based recovery of sparse non-negative (SNN) signals.

Looking at Figures 1 and 2 we see that the empirical PTCs of EM-NNL-GAMP are close to the theoretical $\ell_1$ PTC, as expected, and significantly better than those of GSSP. More striking is the far superior PTCs of EM-NNGM-GAMP. We attribute EM-NNGM-GAMP’s success to three factors: i) the generality of the NNGM prior [6], ii) the ability of the proposed EM approach to accurately learn the prior parameters, and iii) the ability of sum-product GAMP to exploit the learned prior. In fact, Fig. 2 shows EM-NNGM-GAMP reliably reconstructing $K$-sparse signals from only $M = K$ measurements in the compressive (i.e., $M < N$) regime.

For GSSP, we used code provided by its authors, but found that its performance was greatly enhanced by initializing the algorithm at the Basis Pursuit solution (as computed by SPGL1 [7]) and using the stepsize $100/\|A\|_2^2$.

C. Sparse Non-negative Compressive Imaging

As a practical example, we experimented with the recovery of a sparse non-negative image. For this, we used the $N = 256 \times 256$ satellite image shown on the left of Fig. 3 which contained $K = 6678$ nonzero pixels and $N - K = 58858$ zero-valued pixels, and thus was approximately 10% sparse. Measurements $y = Ax + w \in \mathbb{R}^M$ were collected under i.i.d Gaussian noise $w$ whose variance was selected to achieve an SNR = 60 dB. Here, $x$ represents the (rasterized) image and $A$ a linear measurement operator configured as $A = \Phi \Psi S$, where $\Phi \in \{0,1\}^{M \times N}$ was constructed from rows of the $N \times N$ identity matrix selected uniformly at random, $\Psi \in \{-1,1\}^{N \times N}$ was a Hadamard transform, and $S \in \mathbb{R}^{N \times N}$ was a diagonal matrix with $\pm 1$ diagonal entries chosen uniformly at random. Note that multiplication by $A$ can be executed using a fast binary algorithm, making it attractive for hardware implementation. For this experiment, no linear equality constraints exist and so the observation model was not augmented as in [11].

As a function of the sampling ratio $\frac{M}{N}$, Fig. 4 shows the NMSE and runtime averaged over $R = 100$ realizations of $A$ and $w$ for the proposed EM-NNGM-GAMP and EM-NNL-GAMP in comparison to EM-GM-GAMP from [23], genie-tuned non-negative LASSO via TFOCS [22] and genie-

7Using EM-NNL-GAMP’s $\hat{x}$, we ran TFOCS over an $11 \times 11$ grid of hypothesized non-negative $\ell_1$ penalty $\lambda \in \{0.5\|A\|_1, \ldots, 2\|A\|_1\}$ and then reported the total runtime and best NMSE.
tuned standard LASSO implemented via SPGL1 [37]. NNLS methods were not considered because of the non-uniqueness of their solutions in the $M < N$ regime (recall [14, Thm. 1]).

Figure 4 shows that the proposed EM-NNNGM-GAMP algorithm provided the most accurate signal recoveries for all undersampling ratios. Remarkably, its phase-transition occurred at $M/N \approx 0.25$, whereas that of the other algorithms occurred at $M/N \approx 0.35$. The gain of EM-NNNGM-GAMP over EM-GM-GAMP can be attributed to the former’s exploitation of signal non-negativity, whereas the gain of EM-NNNGM-GAMP over non-negative LASSO (either via EM-NNL-GAMP or genie-tuned TFOCS) can be attributed to former’s learning/exploitation of the true signal distribution. Finally, the gain of non-negative LASSO over standard LASSO can be attributed to the former’s exploitation of signal non-negativity.

Figure 4 also demonstrates that the LASSO tuning procedure proposed in Sec. [X] works very well: the NMSE of EM-NNNGM-GAMP is nearly identical to that of oracle-tuned TFOCS for all sampling ratios $M/N$.

Finally, Fig. 4 shows that EM-NNNGM-GAMP was about 3 times as fast as EM-GM-GAMP, between 3 to 15 times as fast as SPGL1 (implementing standard LASSO), and between 10 to 20 times as fast as TFOCS (implementing non-negative LASSO). The proposed EM-NNL-GAMP was about 2 to 4 faster than EM-NNNGM-GAMP, although it did not perform as well in terms of NMSE.

### D. Portfolio Optimization

As another practical example, we consider portfolio optimization under the return-adjusted Markowitz mean-variances (MV) framework [3]: if $\mathbf{x} \in \Delta_N^+$ is a portfolio and $\mathbf{r}_{\mathbf{M}+1} \in \mathbb{R}^N$ is a random vector that models the returns of $N$ commodities at the future time $M+1$, then we desire to design $\mathbf{x}$ so that the future sum-return $\mathbf{r}_{\mathbf{M}+1}^T \mathbf{x}$ has relatively high mean and low variance. Although $\mathbf{r}_{\mathbf{M}+1}$ is unknown at design time, we assume knowledge of the past $M$ returns $\mathbf{A} \triangleq [\mathbf{r}_1, \ldots, \mathbf{r}_M]^T$, which can be time-averaged to yield $\mathbf{A} \triangleq 1/M \sum_{m=1}^M \mathbf{r}_m = 1/M \mathbf{A}^T \mathbf{1}$, and then (assuming stationarity) design $\mathbf{x}$ that minimizes the variance around a target sum-return of $\rho$, i.e.,

$$\widehat{\mathbf{x}} = \arg \min_{\mathbf{x} \in \Delta_N^+} \| \mathbf{1} \rho - \mathbf{A} \mathbf{x} \|^2 + \lambda \| \mathbf{x} \|_1 \quad \text{s.t.} \quad \mathbf{x}^T \mathbf{x} = \rho. \quad (69)$$

In (69), the use of sparsity promoting $\ell_1$ regularization aims to help the portfolio designed from past data $\{\mathbf{r}_m\}_{m=1}^M$ generalize to the future data $\mathbf{r}_{M+1}$. Without $\ell_1$ regularization, the solutions to (69) are often outperformed by the “naïve” portfolio $\mathbf{x}_{\text{naïve}} \triangleq \mathbf{1}/M$ in practice [38].

Noting that (69) is a special case of [2], MV portfolio optimization is a natural application for the algorithms developed in this paper. We thus tested our proposed algorithms against lsqlin and cross-validated (CV) TFOCS using the FF49 portfolio database [4] which consists of monthly returns for $N = 49$ securities from July 1971 (i.e., $\mathbf{r}_1$) to July 2011 (i.e., $\mathbf{r}_{181}$). In particular, starting from July 1981 and moving forward in yearly increments, we collected the past $M = 120$ months of return data in $\mathbf{A}(i) \triangleq \{\mathbf{r}_{12(i-1)+1}, \ldots, \mathbf{r}_{12(i-1)+M}\}^T$ and computed the corresponding time-average return $\mu(i) \triangleq 1/M \mathbf{A}(i)^T \mathbf{1}$, where $i \in \{1, \ldots, 30\}$ indexed the years from 1981 to 2010. Then, we chose the target sum-return $\rho(i)$ to be that of the naïve scheme, i.e., $\rho(i) = \frac{1}{M} \mathbf{1}^T \mathbf{1}$, and computed the portfolio $\widehat{\mathbf{x}}(i)$ from $\{\mathbf{A}(i), \mu(i), \rho(i)\}$ for each algorithm under test. The resulting $\hat{\mathbf{x}}(i)$ was evaluated on the future $T = 12$ months of return data using the Sharpe ratio $\hat{\mathbf{S}}(i) \triangleq \hat{\rho}(i)/\hat{\sigma}(i)$, where

$$\hat{\rho}(i) \triangleq \frac{1}{T} \sum_{t=1}^T \mathbf{r}_{12(i-1)+M+t}^T \widehat{\mathbf{x}}(i), \quad (70)$$

$$\hat{\sigma}^2(i) \triangleq \frac{1}{T} \sum_{t=1}^T \left( \mathbf{r}_{12(i-1)+M+t}^T \widehat{\mathbf{x}}(i) - \hat{\rho}(i) \right)^2, \quad (71)$$

For lsqlin, the constraints were specified directly. For NNLS-GAMP, EM-NNL-GAMP, and EM-NNNGM-GAMP, the constraints were enforced using (11) with $\mathbf{B} = [\mu, 1]^T$ and $\mathbf{c} = [\rho, 1]^T$, and for CV-TFOCS, the constraints were enforced using the augmentation

$$\overline{\mathbf{y}} \triangleq \begin{bmatrix} \rho(i) \\ 500 \mu(i) \end{bmatrix} \quad \text{and} \quad \overline{\mathbf{A}} = \begin{bmatrix} \mathbf{A}(i) \\ 500 \mathbf{m}(i)^T \end{bmatrix}, \quad (72)$$

where the gain of 500 helped to weight the constraints above the loss. Lastly, we tried our GAMP-based approaches using both the AWGN likelihood [15] as well as the AWLN likelihood [18].

Table [14] reports the average Sharpe ratios $\hat{\mathbf{S}} \triangleq \frac{1}{30} \sum_{i=1}^{30} \hat{\mathbf{S}}(i)$ and runtimes for each algorithm under test. In addition, it reports the average squared constraint error $\mathcal{E} \triangleq \frac{1}{30} \sum_{i=1}^{30} \| \mu(i) \hat{\mathbf{x}}(i) - \rho(i) \|^2$, showing that all algorithms near-perfectly met the target sum-return constraint $\mu(i)^T \hat{\mathbf{x}}(i) = \rho(i)$. The table shows that Matlab’s lsqlin and

9We were not able to configure GSSP in a way that maintained $\mu^T \hat{\mathbf{x}} = \rho$, even approximately, after the simplex projection step in [3].

10For CV-TFOCS, we used 4-fold cross-validation to tune $\lambda$ over a 15-point grid between 0.001 and 0.1.

11The FF49 database and other financial datasets can be obtained from http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html.
AWGN NNLS-GAMP (which solve the same NNLS problem) yielded identical Sharpe ratios, which were \( \approx 19\% \) larger than the naïve value. Meanwhile, CV-TFOCS and AWGN EM-NNL-GAMP (which solve the same NN LASSO problem) yielded very similar Sharpe ratios, also \( \approx 19\% \) larger than the naïve value. As in previous experiments, AWGN EM-NNGM-GAMP outperformed both NNLS and NN LASSO, in this case improving on the naïve Sharpe ratio by 24\%. The table also shows that the use of an AWLN likelihood (robust to outliers \[23\]) resulted in across-the-board improvements in Sharpe ratio. Among the algorithms under test, AWLN EM-NNGM-GAMP yielded the best performance, improving the naïve Sharpe ratio by 27\%.

In terms of runtimes, Matlab’s \texttt{lsqlin} was by far the fastest algorithm, CV-TFOCS was by far the slowest, and the AMP approaches were in-between. NNLS-GAMP and NNL-GAMP were slower here than in Table II and Table III because the matrix \( A \) in this financial experiment had correlated columns and thus required the use of a stronger damping factor in the GAMPmatlab implementation \[36\].

### E. Hyperspectral Image Inversion

As a final practical example, we consider hyperspectral image inversion \[2\]. A hyperspectral image is like a color image, but instead of 3 spectral bands (red, green, and blue) it contains \( M \gg 3 \) spectral bands. With \( T = T_1 \times T_2 \) spatial pixels, such an image can be represented by a matrix \( Y \in \mathbb{R}^{M \times T} \) and, under the macroscopic model, “unmixed” into

\[
Y = AX + W
\]  

where the \( n \)th column in \( A \in \mathbb{R}^{M \times N} \) is the spectral signature (or “endmember”) of the \( n \)th material present in the scene, the \( n \)th row in \( X \in \mathbb{R}_{\geq 0}^{N \times T} \) is the spatial abundance of that material, and \( W \) is additive noise. The \( t \)th column of \( X \), henceforth denoted as \( x_t \), describes the distribution of materials within the \( t \)th pixel, and so for a valid distribution we need \( x_t \in \Delta_N \). We will assume that the endmembers \( A \) have been extracted from \( Y \) (e.g., via the well known VCA algorithm \[39\]) and therefore focus on image inversion, where the goal is to estimate \( X \) in (73) given \( Y \) and \( A \). In particular, the goal is to estimate a (possibly sparse) simplex-constrained \( x_t \) from the observation \( y_t = Ax_t + w_t \) at each pixel \( t \).

We evaluated algorithm performance using the

| Algorithm | SR (dB) | Constraint Error (dB) | Runtime (sec) |
|-----------|---------|------------------------|---------------|
| naïve     | 0.315   | \(-\infty\)          |               |
| NNLS-GAMP | 0.3725  | -30.7                 | 0.06          |
| CV-TFOCS | 0.3747  | -56.9                 | 31.92         |
| EM-NNL-GAMP | 0.3725 | -60.9                 | 1.48          |
| EM-NNGM-GAMP | 0.3900 | -41.5                 | 6.98          |
| NNLS-GAMP | 0.3818  | -56.1                 | 1.80          |
| EM-NNL-GAMP | 0.3829 | -43.2                 | 5.14          |
| EM-NNGM-GAMP | 0.3995 | -42.3                 | 2.95          |

**TABLE IV**

Average Sharpe Ratio SR, Constraint Error \( \varepsilon \) (in dB), and Runtime (in sec) versus algorithm for the FF49 dataset.

SHARE 2012 Avon dataset\[40\], which uses \( M = 360 \) spectral bands, corresponding to wavelengths between 400 and 2450 nm, over a large rural scene. To do this, we first cropped down to the scene shown in Fig. 5 known to consist primarily of pure grass, dry sand, black felt, and white TyVek \[41\]. We then extracted the endmembers \( A \) from \( Y \) using VCA. Finally, we estimated the simplex-constrained columns of \( X \) from \( (Y, A) \) using NNLS-GAMP, EM-NNL-GAMP, EM-NNGM-GAMP, \texttt{lsqlin} (known in the hyperspectral literature as “fully constrained least squares” \[42\]), and GSSP. For both EM-NNL-GAMP and EM-NNGM-GAMP, we opted to learn the prior parameters separately for each row of \( X \), since the marginal distributions can be expected to differ across materials. For GSSP, we assumed that each pixel was at most \( K = 3 \)-sparse and used a step size of \( 3/\|A\|_F^2 \) as these choices seemed to yield the best results.

Since we have no knowledge of the true abundances \( X \), we are unable to present quantitative results on estimation accuracy. However, a qualitative comparison is made possible using the fact that most pixels in this scene are known to be pure \[40\] (i.e., contain only one material). In particular, each row of Fig. 6 shows the \( N = 4 \) abundance maps recovered by a given algorithm, and we see that all recoveries are nearly pure. However, the recoveries of EM-NNGM-GAMP are the most pure, as evident from the deep blue regions in the first and third columns of Fig. 5 as well as the deep red regions in the first and second columns. In terms of runtime, GSSP was by far the slowest algorithm, whereas all the other algorithms were similar (with \texttt{lsqlin} beating the others by a small margin).
In this paper, we proposed new solvers for (2) based on the min-sum AMP methodology, yielding NNLS-GAMP (for \( \lambda = 0 \)) and NNL-GAMP (for \( \lambda > 0 \)), and we demonstrated computational advantages relative to standard solvers in the large-\( N \) regime. In addition, we proposed a novel EM-based approach to optimizing \( \lambda \) that, in our empirical experiments, worked nearly as well as cross-validation and oracle methods. Moreover, we proposed a new approximate-MMSE estimation scheme that models \( x \) using an i.i.d Bernoulli non-negative Gaussian-mixture, learns the distributional parameters via the EM algorithm, and exploits the learned distribution via sum-product AMP. In all of our experiments, the resulting EM-NNGM-GAMP algorithm yielded superior performance while maintaining a reasonable computational efficiency. Finally, for problems where the noise may be non-Gaussian, we developed Laplacian likelihood models for both min-sum and sum-product GAMP, in addition to EM-tuning procedures, and demonstrated performance gains on practical datasets.
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### Appendix A

**EM update for AWGN variance**

Inserting the Gaussian likelihood (15) into (49), we see that the EM update for the noise variance \( \psi \) becomes

\[
\psi^{i+1} = \operatorname{arg} \max_{\psi} \frac{M}{2 \psi} \ln \left( \frac{1}{\psi} \right) - \frac{1}{2\psi} \mathbb{E}\left\{ \| y - Ax \|_2^2 \mid y; \psi^i \right\},
\]

where, for the joint posterior \( f_{x,y}(x,y;\psi^i) \), we use the product of the approximate marginal GAMP posteriors from (10). By zeroing the derivative of the objective in (74) w.r.t. \( \psi \), we find that

\[
\psi^{i+1} = \frac{1}{M} \mathbb{E}\left\{ \| y - Ax \|_2^2 \mid y; \psi^i \right\},
\]

where the expectation simplifies to

\[
\mathbb{E}\left\{ \| y - Ax \|_2^2 \mid y; \psi^i \right\} = y^T y - y^T Ax + \mathbb{E}\left\{ x^T A^T Ax \mid y; \psi^i \right\}
\]

where

\[
= y^T y - y^T Ax + \text{tr}(A^T A \Sigma) + x^T A^T Ax
\]

(77)

\[
= \| y - Ax \|_2^2 + \text{tr}(A^T A \Sigma).
\]

(78)

Here, \( \Sigma \) is the posterior covariance matrix of \( x \), which—based on our assumptions—is diagonal with \( \Sigma_{nn} = \mu_n^2 \). Plugging in (78) into (75), we obtain the EM update (50).

### Appendix B

**Derivation of Laplacian likelihood quantities**

#### A. Laplacian likelihood steps for sum-product GAMP

Inserting the Laplacian likelihood (18) into the GAMP-approximated posterior (9), the posterior mean in line (R5) of Table II becomes (removing the \( n \) subscript for brevity)

\[
\hat{x} \triangleq \mathbb{E}\{ x \mid p = \tilde{p} ; \mu^p \} = \frac{1}{C} \int_z \mathbb{L}(z; y; \psi) \mathcal{N}(z; \tilde{p}, \mu^p)
\]

(79)

where the scaling constant \( C \) is calculated as

\[
C = \int_z \mathbb{L}(z; y; \psi) \mathcal{N}(z; \tilde{p}, \mu^p)
\]

(80)

\[
= \int_z \mathbb{L}(z'; 0; 0) \mathcal{N}(z'; \tilde{p} - y, \mu^p)
\]

(81)

\[
= \tilde{\psi} \int_{-\infty}^\psi \frac{1}{2} \mathcal{N}(z; \tilde{p}, \mu^p) e^{z \tilde{\psi}} dz + \frac{\psi}{2} \int_0^\infty \mathcal{N}(z; \tilde{p}, \mu^p) e^{-z \tilde{\psi}} dz
\]

(82)

where \( \tilde{\psi} \triangleq \tilde{\psi} - y \). The expressions for \( \bar{C} \) and \( \bar{C} \) reported in (24)-(25) result after completing the square inside the exponential terms in the integrands in (82) and simplifying.

Following similar techniques (i.e., shifting \( z \) by \( y \) and splitting the integral), it can be shown that (79) becomes

\[
\hat{x} = y + \frac{\bar{C}}{C} \int_z z \mathcal{N}_-(z; \tilde{p}, \mu^p) + \frac{\bar{C}}{C} \int_z z \mathcal{N}_+(z; \tilde{p}, \mu^p),
\]

(83)

where \( \mathcal{N}_-(\cdot) \) is defined in (37) and where \( \mathcal{N}_-(x; a, b^2) \) is the pdf that results from taking a Gaussian with mean \( a \)
and variance $b^2$, truncating its support to $x \in (-\infty, 0]$, and normalizing. Supposing that $u \sim N(\alpha, b^2)$, (43) shows that

$$E\{u \mid u > 0\} = \int_u uN_+(u, \alpha, b^2) = a + bh(-\frac{\alpha}{b})$$  
(84)

$$E\{u \mid u < 0\} = \int_u uN_-(u, \alpha, b^2) = a - bh(\frac{\alpha}{b})$$  
(85)

where $h(\cdot)$ is defined in (26). Inserting (84) and (85) into (83) yields the posterior mean expression in (22).

To calculate the posterior variance $\mu^2$ used in line (R6) of Table I, we begin with

$$E\{z^2 \mid p = \hat{p}; \mu^p\} = \frac{1}{C} \int_z z^2N(z, \gamma)N(z; \hat{p}, \mu^p)$$  
(86)

$$= \frac{1}{C} \int_z (z' + y)^2L(z'; 0; \gamma)N(z'; \hat{p}, \mu^p)$$  
(87)

$$= 2y\hat{z} - y + y^2 + \frac{1}{C} \int_z z^2N(z; \hat{p}, \mu^p) + \frac{1}{C} \int_z z^2N_+(z; \hat{p}, \mu^p).$$  
(88)

Given that $u \sim N(\alpha, b^2)$, (43) shows that

$$E\{u^2 \mid u > 0\} = \text{var}\{u \mid u > 0\} + E\{u \mid u > 0\}^2$$

$$= b^2g(-\frac{\alpha}{b}) + (a + bh(-\frac{\alpha}{b}))^2,$$  
(90)

$$E\{u^2 \mid u < 0\} = \text{var}\{u \mid u < 0\} + E\{u \mid u < 0\}^2$$

$$= b^2g(\frac{\alpha}{b}) + (a - bh(\frac{\alpha}{b}))^2.$$  
(91)

where $g(\cdot)$ is defined in (27). Inserting (70) and (21) into (89) and noting that $\text{var}\{z \mid p = \hat{p}; \mu^p\} = E\{z^2 \mid p = \hat{p}; \mu^p\} - E\{z \mid p = \hat{p}; \mu^p\}^2$, we obtain (23).

**B. EM update for Laplacian rate**

Inserting the Laplacian likelihood (13) into (51), we see that the EM update for the Laplacian rate parameter $\psi$ becomes.

$$\psi^{(i+1)} = \arg \max_\psi \sum_{m=1}^M \hat{E}\{\ln L(y_m; a_m^T x, \psi) \mid y; \psi^i\}$$  
(92)

$$= \arg \max_\psi \sum_{m=1}^M \ln \psi - \psi \sum_{m=1}^M \hat{E}\{|a_m^T x - y_m| \mid y; \psi^i\}.$$  
(93)

Zeroing the derivative of the objective in (93) w.r.t. $\psi$ yields the update (52). The expectation in (92) can be written as

$$\hat{E}\{|a_m^T x - y_m| \mid y; \psi^i\} = \int_x |a_m^T x - y_m| f_{x|y}(x \mid y; \psi^i),$$(94)

where $f_{x|y}(x \mid y; \psi^i)$ is taken to be the product of the approximated GAMP marginal posteriors in (10).

In the large system limit, the central limit theorem implies that $z_m^* \triangleq a_m^T \hat{x}$, when conditioned on $y = y$, is $N(\mu_m^0, \Sigma_m)$, yielding the approximation

$$\hat{E}\{|a_m^T x - y_m| \mid y; \psi^i\} \approx \int_{z_m^*} |z_m^* - y_m| N(z_m^*; a_m^T \hat{x}, \sum_{n=1}^N a_{mn}^2 \mu_m^0)$$  
(95)

$$= \int_{z_m^*} |z_m^*| N(z_m^*; a_m^T \hat{x} - y_m, \sum_{n=1}^N a_{mn}^2 \mu_m^0).$$  
(96)

Defining $\bar{z}_m \triangleq a_m^T \hat{x} - y_m$, and using a derivation similar to that used for (83), leads to (53).

**APPENDIX C**

**DERIVATION OF NNGM-GAMP QUANTITIES**

**A. BNNGM prior steps for sum-product GAMP**

Inserting the Bernoulli NNGM prior (36) into the GAMP approximated posterior (10), the posterior mean in line (R13) of Table I becomes (removing the $n$ subscript for brevity)

$$\hat{x} \triangleq E\{x \mid r = \hat{r}; \mu^r\} = \int_x x f_{x|r}(x \mid \hat{r}; \mu^r)$$  
(97)

$$= \frac{1}{\zeta} \int_+ x N(x; \hat{r}, \mu^r) \left(1 - \tau \delta(x) + \tau \sum_{t=1}^L \omega_t N(x; \theta_t, \phi_t)\right)$$  
(98)

where $\zeta \triangleq \int_+ f_{x}(x) N(x; \hat{r}, \mu^r)$ is a scaling factor. Using the Gaussian-pdf multiplication rule (6) we get

$$\hat{x} = \frac{1}{\zeta} \sum_{\ell=1}^L \omega_{\ell} N(\hat{r}; x^{\ell}, \mu^{\ell} + \phi_{\ell})$$  
(99)

with $\gamma_{\ell}$ and $\nu_{\ell}$ defined in (42) and (43), respectively.

Using similar techniques, the scaling factor

$$\zeta = \int_+ N(x; \hat{r}, \mu^r) \left(1 - \tau \delta(x) + \tau \sum_{t=1}^L \omega_t N(x; \theta_t, \phi_t)\right)$$  
(100)

can be shown to be equivalent to (40). Finally, using the mean of a truncated Gaussian (84), and inserting (40) into (99), we get the NNGM-GAMP estimate (38).

To calculate the variance of the GAMP approximated posterior (10), we note that

$$\mu^x \triangleq \text{var}\{x \mid r = \hat{r}; \mu^r\}$$

$$= \int_+ x^2 f_{x|r}(x \mid \hat{r}; \mu^r) - E\{x \mid r = \hat{r}; \mu^r\}^2.$$  
(101)

Following (97) and (99) and using the Gaussian-pdf multiplication rule, we find the second moment to be

$$\int_+ x^2 f_{x|r}(x \mid \hat{r}; \mu^r) = \frac{\tau}{\zeta} \sum_{\ell=1}^L \frac{\beta_{\ell}}{\Phi_{\ell}(\alpha_{\ell})} \int_+ x^2 N(x; \gamma_{\ell}, \nu_{\ell})$$  
(102)

where $\beta_{\ell}$ and $\alpha_{\ell}$ are given in (44) and (41), respectively.

Leveraging the second moment of a truncated Gaussian (90) in (102), and then inserting (38) and (102) into (101), we obtain the NNGM-GAMP variance estimate (39).

**B. EM updates of NNGM parameters**

We first derive the EM update for $\theta_k$, the $k^{th}$ component location, given the previous parameter estimate $q^i$. The maximizing value of $\theta_k$ in (57) is necessarily a value of $\hat{\theta}_k$ that

$$N(x; a, A)N(x; b, B) = N\left(x; \frac{a \mu + b \nu}{A + B}, \frac{1}{A + B}\right) N(a; b, A+B).$$
zeros the derivative of the sum, i.e., that satisfies
\[
\frac{d}{d\theta_k} N \sum_{n=1}^{N} \int f_{k|x}(x_n | \bar{r}_n; \mu_n, q^1) \ln f_k(x_n; \theta_k, q^1_{\theta_k}) = 0
\]
(103)
\[
\Leftrightarrow \sum_{n=1}^{N} \int f_{k|x}(x_n | \bar{r}_n; \mu_n, q^1) \frac{d}{d\theta_k} \ln f_k(x_n; \theta_k, q^1_{\theta_k}) = 0.
\]
(104)
For all \( x_n \geq 0 \), the derivative in (104) can be written as
\[
\frac{d}{d\theta_k} \ln f_k(x_n; \theta_k, q^1_{\theta_k}) = \frac{d}{d\theta_k} \tau \omega_k N \Phi_k(-\theta_k / \sqrt{\phi_k}) = \Phi_k(-\theta_k / \sqrt{\phi_k}) = \Phi_k(-\theta_k / \sqrt{\phi_k})
\]
(105)
Because plugging (105) into (104) yields an intractable integral, we use the approximation\footnote{This approximation becomes more accurate as \( \theta_k / \sqrt{\phi_k} \) tends to zero, i.e., when \( \theta_k / \sqrt{\phi_k} \) gets large, which was observed for the real-world experiments considered in Sec. \ref{sec:experiments}.} \( \Phi_k(-\theta_k / \sqrt{\phi_k}) \approx \Phi_k(-\theta_k / \sqrt{\phi_k}) \)
\[
\frac{d}{d\theta_k} \ln f_k(x_n; \theta_k, q^1_{\theta_k}) = \frac{d}{d\theta_k} \tau \omega_k N \Phi_k(-\theta_k / \sqrt{\phi_k}) = \Phi_k(-\theta_k / \sqrt{\phi_k})
\]
(106)
\[
\times (1 - \tau) \delta(x_n + \tau \omega_k \Phi_k(-\theta_k / \sqrt{\phi_k}) + \sum_{\ell \neq k} \omega_k \Phi_k(-\theta_k / \sqrt{\phi_k}))
\]
(107)
We also note that (106) is zero at \( x_n = 0 \) due to the Dirac delta function in the denominator.

Now, plugging in (106) and the approximated GAMP posterior \( f_{k|x}(x_n | \bar{r}_n; \mu_n, q^1) \) from (10), integrating (104) separately over \((\epsilon, \infty)\) and its complement, and taking \( \epsilon \to 0 \), we find that the \((\epsilon, \epsilon)\) portion vanishes, giving the necessary condition
\[
\sum_{n=1}^{N} \int \frac{\tilde{p}(x_n | x_n \neq 0, y; q^1)}{\Phi_k(-\theta_k / \sqrt{\phi_k})} (x_n - \theta_k) = 0
\]
(109)
\[
\text{where } \tilde{p}(x_n | x_n \neq 0, y; q^1) \triangleq f_{k|x}(x_n | \bar{r}_n, x_n \neq 0; \mu_n, q^1).
\]
Since this integral cannot be evaluated in closed form, we apply the approximation \( N(x_n; \theta_k, \phi_k) \approx N(x_n; \theta_k, \phi_k) \) in both the numerator and denominator, and subsequently exploit the fact that, for \( x_n \geq 0 \), \( \tilde{p}(x_n | x_n \neq 0, y; q^1) = N(x_n; \bar{r}_n, \mu_n) \sum_{\ell \neq k} \omega_k \Phi_k(-\theta_k / \sqrt{\phi_k}) \) from (10) to cancel terms, where we obtain the necessary condition
\[
\sum_{n=1}^{N} \int \frac{\omega_k N(x_n; \bar{r}_n, \mu_n) N(x_n; \theta_k, \phi_k)}{\Phi_k(-\theta_k / \sqrt{\phi_k})} (x_n - \theta_k) = 0
\]
(108)
Now using the Gaussian-pdf multiplication rule, we get
\[
\sum_{n=1}^{N} \frac{\beta_{n,k}}{\Phi_k(\alpha_n \omega_{n,k})} J_n(x_n; \gamma_{n,k}, \nu_{n,k}) (x_n - \theta_k) = 0
\]
(109)
Following similar techniques as in Appendix C-A and noting that \( \beta_{n,k} = \pi_{n,k} \beta_{n,k} \), we see that after all of these cancellations,
\[
\sum_{n=1}^{N} \int f_{k|x}(x_n; q^1) N(x_n; \bar{r}_n, \mu_n) \frac{d}{d\theta_k} \ln f_k(x_n; \omega, q^1_{\omega}) = \xi \]
(116)
where, for non-negative \( x_n \),
\[
\frac{d}{d\omega_k} \ln f_k(x_n; \omega, q^1_{\omega}) = \frac{\tau N_k(x_n; \theta_k, \phi_k)}{f_k(x_n; \omega, q^1_{\omega})}
\]
(117)
Similarly, the maximizing value of \( \phi_k \) in (88) is necessarily a value of \( \phi_k \) that zeros the derivative, i.e.,
\[
\sum_{n=1}^{N} \int f_{k|x}(x_n; \bar{r}_n, \mu_n, q^1) \frac{d}{d\phi_k} \ln f_k(x_n; \phi_k, q^1_{\phi_k}) = 0
\]
(110)
Using the prior given in (60), and simultaneously applying the approximation \( \Phi_k(-\theta_k / \sqrt{\phi_k}) \approx \Phi_k(-\theta_k / \sqrt{\phi_k}) \), we see that the derivative in (110) can be written as
\[
\sum_{n=1}^{N} \int f_{k|x}(x_n; \bar{r}_n, \mu_n, q^1) \frac{d}{d\phi_k} \ln f_k(x_n; \phi_k, q^1_{\phi_k}) = \frac{1}{2} \left( \frac{(x_n - \theta_k)^2}{\phi_k} - 1 \right)
\]
(111)
\[
\times \frac{\tau N_k(x_n; \theta_k, \phi_k)}{f_k(x_n; \omega, q^1_{\omega})} \approx \frac{(1 - \tau) \delta(x_n + \tau \omega_k \Phi_k(-\theta_k / \sqrt{\phi_k}) + \sum_{\ell \neq k} \omega_k \Phi_k(-\theta_k / \sqrt{\phi_k}) \times \left( \frac{(x_n - \theta_k)^2}{\phi_k} - 1 \right) = 0
\]
(112)
Again, this integral is difficult to compute, so we apply the approximation \( \Phi_k(-\theta_k / \sqrt{\phi_k}) \approx N(x_n; \theta_k, \phi_k) \) in both the numerator and denominator. After some cancellation (as in (107)), we get the necessary condition
\[
\sum_{n=1}^{N} \int N(x_n; \bar{r}_n, \mu_n) N(x_n; \theta_k, \phi_k) \left( \frac{(x_n - \theta_k)^2}{\phi_k} - 1 \right) = 0
\]
(113)
To find the value of \( \phi_k \) that solves (113), we expand \( (x_n - \theta_k)^2 = x_n^2 - 2x_n \theta_k + (\theta_k)^2 \) and apply the Gaussian-pdf multiplication rule, yielding
\[
\sum_{n=1}^{N} \frac{\beta_{n,k}}{\Phi_k(\alpha_n \omega_{n,k})} \int N(x_n; \gamma_{n,k}, \nu_{n,k}) \left( x_n^2 - 2x_n \theta_k + (\theta_k)^2 \right) \frac{d}{d\theta_k} \ln f_k(x_n; \omega, q^1_{\omega}) = 0
\]
(114)
Using similar techniques as in Appendix C-A and simplifying, we see that \( \phi_k \) in (61) is the value of \( \phi_k \) that solves (114).
Finally, we calculate the EM update in (59) for positive \( \omega \) under the pmf constraint \( \sum_{k=1}^{K} \omega_k = 1 \) by solving the unconstrained optimization problem \( \max_{\omega, \xi} J(\omega, \xi) \), where \( \xi \) is a Lagrange multiplier and
\[
J(\omega, \xi) \triangleq \sum_{n=1}^{N} \tilde{E} \{ \ln f_k(x_n; \omega, q^1_{\omega}) \mid y; q^1 \} - \xi \left( \sum_{\ell=1}^{L} \omega_{\ell} - 1 \right).
\]
First, we set \( \frac{d}{d\omega_k} J(\omega, \xi) = 0 \), which yields
\[
\sum_{n=1}^{N} \int f_k(x_n; q^1) N(x_n; \bar{r}_n, \mu_n) \frac{d}{d\omega_k} \ln f_k(x_n; \omega, q^1_{\omega}) = \xi
\]
(115)
Inserting (117) into (116), we get
\[
\sum_{n=1}^{N} \int f_{x}(x_{n}; q^{i}) N(x_{n}; \bar{r}_{n}, \mu_{n}^{r}) \frac{\tau^{N} N_{k}(x_{n}; \theta_{k}^{i}, \phi_{k}^{i})}{\zeta_{n}} f_{x}(x_{n}; \omega, q^{i}_{\omega}) = \xi. \tag{118}
\]
As in (107) and (112), the above integral is difficult to evaluate, and so we apply the additional approximation \( \omega \approx \omega_{k} \), which reduces the previous equation to
\[
\xi = \sum_{n=1}^{N} \int \tau^{N} N_{k}(x_{n}; \theta_{k}^{i}, \phi_{k}^{i}) N(x_{n}; \bar{r}_{n}, \mu_{n}^{r}) \frac{\omega_{k}}{\zeta_{n}} = \xi. \tag{119}
\]
We then multiply both sides by \( \omega_{k} \) for \( k = 1, \ldots, L \), and sum over \( k \). Leveraging the fact that \( L = \sum_{k} \omega_{k} \), and simplifying, we obtain the equivalent condition
\[
\xi = \sum_{n=1}^{N} \int \tau^{N} \sum_{k=1}^{L} \omega_{k} N_{k}(x_{n}; \theta_{k}^{i}, \phi_{k}^{i}) N(x_{n}; \bar{r}_{n}, \mu_{n}^{r}) \frac{\omega_{k}}{\zeta_{n}} = \xi. \tag{120}
\]
Plugging (121) into (119) and multiplying both sides by \( \omega_{k} \), the derivative-zeroing value of \( \omega_{k} \), is seen to be
\[
\omega_{k} = \frac{\sum_{n=1}^{N} \int \tau^{N} \omega_{k} N_{k}(x_{n}; \theta_{k}^{i}, \phi_{k}^{i}) N(x_{n}; \bar{r}_{n}, \mu_{n}^{r})}{\sum_{n=1}^{N} \pi_{n}}. \tag{122}
\]
where, if we use \( \omega_{k} \approx \omega_{k}^{+} \) on the right of (116), then we obtain the approximate EM update \( \omega_{k}^{+}+1 \) in (2).
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