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This work offers an enhanced intelligent picture text recognition algorithm based on the intelligent image text recognition method to increase the impact of English image text translation. Texture blocks of adaptable size are used to successfully increase the accuracy and efficiency of restoration due to the varying texture information present in various photos. Furthermore, the repair sequence is altered as a result of the improved priority calculation algorithm, and the weight of the structural information is enhanced at the same time. In addition, in order to reduce the overall structural complexity and calculation amount of the system, the gated loop unit is also selected as the RNN structure. Finally, this article constructs an English translation system based on intelligent image text recognition according to the requirements of intelligent image text recognition and designs experiments to evaluate the performance of the system constructed in this article. The experimental statistical results show that the English translation system constructed in this article can basically meet the needs of English image text recognition.

1. Introduction

With the rapid development of human society and economy, people from different regions need to communicate more and more frequently, but language barriers are still obstacles to human communication. In the early days, in order to solve communication barriers, manual translation was mainly used. However, manual translation is not only costly but also slower and gradually cannot meet people’s communication needs. Therefore, with the rise of computers, machine translation has attracted more and more attention, which aims to achieve natural interaction between two languages through computers. Machine translation systems have been separated into two categories in recent decades: statistics-based machine translation systems and neural network-based machine translation systems. The statistical machine translation system uses a probability model to convert one language into another. Statistical machine translation, neural machine translation uses an end-to-end model architecture and vectorizes the sentence to extract the semantic features and information of the sentence, resulting in a smoother translated translation that is more in line with the grammatical characteristics of the language and higher translation quality. Therefore, the neural machine translation model has become the mainstream translation system [1].

With the rapid development and renewal of technology, existing research on text translation may not be applicable to the latest translation systems. Therefore, we take image text translation as the theme and do research on the latest translation system. Moreover, we combine the image text information to generate a more suitable translation so that the translation can maintain the consistency of the translation style and the accuracy of the translation in the entire document or semantic environment [2].

Based on intelligent image text recognition technology, this article studies an English translation system that can be used for image text recognition. This system can be used for various English recognition in daily life and provides a
theoretical reference for subsequent research on translation systems.

2. Related Work

For low-resource neural machine translation, transfer learning provides an effective method to alleviate the lack of data [3]. Under the premise that the structure does not change and the parameters do not increase, it uses the shared word vector space to find common features between the two domain corpus. After observing the vector distribution, translation, and model training parameters, it is observed that transfer learning is still not effective for some niche or very low-resource translation tasks. The main reason is that there is no similar source domain vector distribution. That is to say, to a certain extent, transfer learning still has relevance requirements for the transfer and the transferred domain knowledge [4]. This requirement is not obvious in the languages of the same language system because the common characteristics will be learned through a large number of source domains. However, in the transfer of cross-language or unrelated domain knowledge, transfer learning has become very obvious for the distance and feature similarity requirements of the vector distribution [5].

Literature [6] proposed applying the encoder-decoder structure to the translation system. This method uses CNN to encode the input sentence into a continuous vector and then decodes the state vector into the target language through RNN. This can be seen as the beginning of NMT, but the process of using CNN to map sentences to vectors has the problem of word order information loss. Literature [7] proposed to apply long- and short-term memory networks to translation systems. LSTM is a variant of RNN, which can alleviate the problem of gradient disappearance of RNN in long-distance transmission. The literature [8] suggested an attention approach to produce a variable length hidden layer vector. The attention mechanism was initially developed to handle classification difficulties in the picture field. This approach converts the input sentence to a vector sequence, removing the need for the encoding end to convert all source sentences to fixed-length vectors. At the same time, the decoding end uses the attention mechanism to adaptively select the source information for decoding, so this method effectively solves the problem of long sentence translation and greatly improves the translation performance of NMT. Literature [9] proposed a local attention mechanism and a global attention mechanism, and literature [10] proposed a positive and negative attention mechanism. Literature [11] proposed a machine translation model based entirely on convolutional neural networks. This method uses a multilayer convolutional neural network on both the encoding side and the decoding side, uses gated linear units to control the gradient transfer, and uses an attention mechanism in each layer of the decoder. The model proposed in literature [12] only uses the attention mechanism to construct the encoder and decoder so that the model can handle the information transmission of long-distance sentences well. The experimental results show that this method not only has good parallelism and reduces training time but also greatly improves the translation performance of the model, so it was later widely used in other fields of natural language processing. Literature [13] used reverse translation technology to reverse translation of monolingual target data to form corresponding parallel data to expand the internal domain corpus. Literature [14] proposed two methods to make full use of source-side monolingual data. The first method uses a self-learning algorithm to generate a large-scale synthetic parallel corpus for NMT training. The second method uses a self-learning algorithm to enhance the encoder so that two NMT systems can simultaneously predict translation and reorder the source-side monolingual sentences. Literature [15] proposed to expand the training corpus by calculating the vector similarity to select sentences with a strong correlation with the internal domain from the external domain corpus. Literature [16] used a dynamic data selection method; that is, during the training process of the system, the dataset of each round of training is adjusted to be different. The method of model enhancement mainly changes the structure and training steps of the translation system to obtain a high-quality domain translation model. Literature [17] proposed a fine-tuning training method. This method first trains the translation system with the foreign domain parallel corpus and then uses the inner domain training corpus to fine-tune the translation model obtained in the previous step. Literature [18] proposed a weight training method. The method mixes the parallel corpus of the two domains to jointly train the translation system, changes the proportion of internal and external domain data in each round of the iterative training process, and increases the loss proportion of the internal domain instances when calculating the loss function. Literature [19] used a general encoder to encode sentences in the inner domain and outer domain and added a discriminator to the encoder to ensure that only domain-invariant information is transmitted to the decoder. In each area, literature [20] presented domain-specific encoders, domain-specific classifiers, and generic encoders. Furthermore, it adjusts the weight of the target word in the training target based on the attention weight produced by the domain classifier so that domain-related words have a higher effect on the model training process.

3. English Text Image Recognition Algorithm Based on Texture Information

An English text image restoration method based on texture information uses the texture features contained in the English text image to select local blocks with similar texture information for splicing and finally complete the restoration of the entire English text image. The specific idea of the algorithm is as follows: first, select the appropriate texture block size claw according to the texture information of the English text image, and then calculate a rectangle with the point as the center and the claw as the side length for each pixel on the boundary of the area to be repaired block’s priority, the size of the priority determines the repair order of the block to be repaired, and then find the texture block closest to the texture of the block to be repaired in the undamaged area of the English text image, and finally fill the
block to be repaired with the information in the texture block and unknown pixel information in the block.

The Criminisi algorithm is the most typical of the texture-based synthesis algorithms. The fundamental concept is to calculate the priority of the border pixels to establish the repair order and then assign greater priority to repairing the target block and filling the block to be fixed using an appropriate matching approach. It can be seen that the key steps of the Criminisi algorithm are as follows: the determination of the block to be repaired, the determination of the search strategy, and the matching strategy. The algorithm model is shown in Figure 1 [21].

Among them, I represents the entire English text image, P represents the area to be repaired, ∂Ω represents the boundary of the area to be repaired in the English text image, Φ represents the undefective area of the English text image, point p is the target pixel point, n_p is the normal vector of point p, and ∇I_p represents the tangent direction of the isoline direction. The algorithm includes the following three steps.

3.1. Calculate the Block to Be Repaired with the Highest Priority. The calculation of priority determines the repair order of subsequent pixel blocks, which is the key to the entire algorithm. In order to meet human visual requirements, the texture and structure of the English text image must be consistent during restoration. Therefore, these two aspects should also be considered when calculating the priority.

For any pixel p on the boundary to be repaired, the corresponding formula for its priority P(p) is as follows:

\[ P(p) = C(p) \times D(p). \]  

Among them, C(p) represents the confidence item, which reflects the amount of information available in the neighborhood of point p. The calculation formula is as follows:

\[ C(p) = \frac{\sum_{q \notin P \cap (I_p - \Omega)} C(q)}{|\psi|}. \]  

In the above formula, \( \psi_p \) represents the area of the texture block to be repaired, and the initial value of C(p) is calculated according to the following formula:

\[ C(p) = \begin{cases} 
0, & \forall p \in \Omega, \\
1, & \forall p \in \partial \Omega. 
\end{cases} \]  

C(p) represents the credibility of the pixel block in the neighborhood of the pixel point p, which is mainly used to measure the amount of information available in the neighborhood of the point. The higher the confidence is, the more useful the information provided is when searching for the best matching block, and the earlier it will be repaired. The introduction of C(p) ensures that the area containing more known pixels in its neighborhood is preferentially repaired. In areas with relatively similar structural information, the priority calculation mainly depends on C(p), so the repair order is transformed into a repair order that gradually shrinks from the outside to the inside. D(p) represents the data item, and the calculation formula is as follows [22]:

\[ D(p) = \frac{\|\nabla I_p \times n_p\|}{\alpha}. \]  

Among them, \( \alpha \) is the normalization coefficient. For grayscale English text images, its value is usually 255. \( \nabla I_p \) represents the tangent direction of the isoline direction at the pixel point, which is expressed by the following formula:

\[ \nabla I_p = \frac{(-I_y, I_x)}{\sqrt{I_x^2 + I_y^2}}. \]  

Among them, \( I_x \) and \( I_y \) are the partial differentials of pixel p in the x and y directions, respectively. D(p) reflects the strength of the structural information of the pixel p. When the angle between the isoline direction of point p and the normal vector at the boundary of point p is smaller, the corresponding data item is larger, indicating that the part with strong linear structure will be repaired first. When the number of known information contained in the pixel block is roughly the same, the calculation of the priority depends on the data item D(p); that is, the direction with strong structural information is preferentially repaired.

3.2. Search for the Best Matching Block and Fill in the Block to Be Repaired. After calculating the priority of all the blocks to be repaired on the boundary of the damaged area according
to step (1), the pixel block with the highest priority is set to \( \psi_p \), and then the global search strategy is adopted. That is, in the known area of the entire English text image, according to the SSD (mean square deviation between pixels in the English text image block) matching criterion, the English text image block \( \psi \) that is most similar to the pixel block to be repaired is searched out, which is used to fill the defect area in the block to be repaired. The calculation formula of SSD is as follows:

\[
SSD(p, q) = \arg\min_{\psi_p, \psi_q} d(\psi_p, \psi_q).
\]  

Among them, \( d(\psi_p, \psi_q) \) is the sum of squares of the \( R, G, \) and \( B \) color differences of the known pixels in the corresponding area of \( \psi_p \) and \( \psi_q \), and the formula is as follows:

\[
d(\psi_p, \psi_q) = \sum (I_{pR} - I_{qR})^2 + (I_{pG} - I_{qG})^2 + (I_{pB} - I_{qB})^2.
\]  

3.3. Update the Confidence of the English Text Image.

Generally speaking, every time a block to be repaired appears on the boundary, and each time a repair is completed, the boundary will change, so the boundary needs to be continuously updated. After the texture block with the highest priority is repaired, the previously unknown pixels become known pixels, and the confidence level has changed. Therefore, the confidence value needs to be continuously updated, which is updated according to the following formula:

\[
C(p) = C(\bar{p}), \quad \forall p \in \psi_p \cap \Omega.
\]  

Among them, \( C(p) \) refers to the confidence of the unknown pixel in the block to be repaired, and \( C(\bar{p}) \) refers to the confidence value of the center pixel of the block to be repaired. That is, after the repair of the pixel block with the highest priority is completed, the confidence value at the center of the pixel block is used to update the confidence value at the pixel just repaired.

The above three steps are repeated until all areas to be repaired in the English text image are repaired.

Figure 2 shows the specific flow chart of the Criminisi algorithm.

Although the Criminisi algorithm considers both structural information and texture information during the restoration process, it has great advantages compared to other restoration algorithms. However, after repairing different types of English text images, it is found that for English text images with strong structure, or when the area to be repaired is large, the repaired English text image will have obvious faults in the area to be repaired. “Phenomenon, and the entire repair time is longer and the efficiency is low.” The main reasons for these situations are as follows:

(1) When the algorithm calculates the priority of the block to be repaired, it uses the form of multiplication of the confidence item and the data item so that when one item is 0, the priority is 0, even if the value of the nonzero item is large. It is impossible to get priority repairs from time to time, so there may be an incorrect repair sequence, which will affect the final repair effect.

(2) The size of the texture block window utilised in the repair process is fixed, and the English text image’s local texture information is ignored. The error produced is huge if the block is too large, and the block is too tiny if the block is too small, slowing down the repair process.

(3) When determining the best matching block, the algorithm uses a global search strategy to search in the known area of the entire English text image. When the size of the English text image is large, it is very time-consuming conducive to practical applications.

(4) After determining the best matching English text image block, the pixels of the block to be repaired are directly updated. However, in actual situations, the two blocks cannot be completely matched. The error effect may not be obvious when the first repair is performed, but as time goes on, the error gets bigger and bigger, making the final repair effect very poor.

This article selects the appropriate template size based on the texture distribution information of the English text image. For English text images with rich texture, we choose a smaller window, and for English text images with weaker texture, we choose a larger window. Generally speaking, the gradient change of the pixels of the English text image can represent the amount of texture information contained in the English text image. The gradient of a certain pixel \((i, j)\) is calculated as follows:
$$\nabla g(i, j) = \left( g_x(i, j), g_y(i, j) \right). \quad (9)$$

Among them, $g_x$ and $g_y$ are calculated by the central difference method, as shown in the following formula:

$$g_x(i, j) = \frac{g(i + 1, j) - g(i - 1, j)}{2}$$

$$g_y(i, j) = \frac{g(i, j + 1) - g(i, j - 1)}{2} \quad (10)$$

The modulus of the gradient operator is calculated with the following formula:

$$|\nabla g(i, j)| = \sqrt{g_x^2 + g_y^2}. \quad (11)$$

The area with the larger gradient change indicates that the texture information contained is richer. At this time, a smaller window needs to be selected. On the contrary, the area with the smaller gradient change indicates that the texture information contained is less. At this time, it is necessary to select a larger window. Therefore, this article sets a method for selecting the template size based on the gradient information of the pixels of the English text image:

$$\text{size}(p) = \begin{cases} 
3, & |\nabla g_p^x| \geq 1.0, \\
5, & 0.3 < |\nabla g_p^x| < 1.0, \\
7, & |\nabla g_p^x| \leq 0.3.
\end{cases} \quad (12)$$

It can be seen from the above formula that this article uses different template sizes for different gradient English text images, including three sizes of $3 \times 3, 5 \times 5, 7 \times 7$. The reason for choosing an odd number is to ensure that the boundary pixel is located in the center of the template block.

Figure 3 is a comparison diagram of the English text image restoration result of the Criminisi algorithm and the English text image restoration result after the template block size is improved. Before proceeding with the image restoration of the English text, this article will locate the text area.

The calculation of priority is a crucial step in the repair process. It determines the repair order of the blocks to be repaired and directly affects the final repair result. The Criminisi algorithm calculates the priority of the block to be repaired by multiplying the confidence item and the data item. Although both texture information and structural information are considered, the following problems still exist:

1. The human eye is more sensitive to the structural information of English text images than the texture information, so in the calculation of priority, it is necessary to ensure that the data item $D(p)$ has a higher weight than the confidence item $C(p)$.

2. As the restoration of the English text image proceeds, the value of the confidence level $C(p)$ will quickly drop to 0. At this time, no matter what the value of the data item is, the calculation result of the priority tends to 0, which leads to the wrong repair sequence. The main reason is that multiplication is used to calculate the priority, which makes it too sensitive to the zero factor so the calculation form of the priority must be adjusted.

In response to the above-mentioned problems, this article has improved the original priority calculation formula, and the improved formula is as follows:

$$P(p) = mC(p) + nD(p). \quad (13)$$

Among them, $m + n = 1$. When $C(p) > 0$ and $D(p) = 0$, $m = 1$ and $n = 0$. When $C(p) = 0$ and $D(p) > 0$, $m = 0$ and $n = 1$. When $C(p) \neq 0$ and $D(p) \neq 0$, $m = 0.325$ and $n = 0.675$.

It can be seen from the formula that the formula for the priority of the block to be repaired has changed from multiplication to addition. In this way, when one of the data items and the confidence level are 0, the priority value will not be 0, which effectively solves the sensitive problem of the zero factor for multiplication. At the same time, the weight of the data item in the entire calculation is increased, and the maintenance of the structural information of the English text image is strengthened. At the same time, the texture information of the English text image is also retained, which is in line with the visual effect of the human eye.

Although the new priority calculation formula effectively adjusts the relationship between data items and confidence levels, it is known from their respective solving processes that $C(p)$ is obtained from the known pixel information in the area to be repaired and $D(p)$ is calculated only from the information of one pixel on the boundary, so the credibility is very lacking. Therefore, the data item $D(p)$ needs to be calculated by considering the relationship between the isoline of the entire block to be repaired and the boundary normal vector. The data item of the texture pixel block to be repaired is $D(\psi_p)$, and the corresponding formula is as follows:
\[ D(\psi_p) = \frac{\left| \nabla I_{\psi_p}^\perp \times n_{\partial \Omega_p} \right|}{\alpha} \]  

(14)

Among them,
\[ \nabla I_{\psi_p}^\perp = \frac{\sum_{q \in \psi_p \cap \Phi} \nabla I_q^\perp}{|\psi_p|}, \]
\[ n_{\partial \Omega_p} = \frac{\sum_{q \in \psi_p \cap \partial \Omega} P_q}{|\partial \Omega_p|}. \]  

(15)

In the formula, \( \nabla I_{\psi_p}^\perp \) represents the isoline tangent vector of the nondefective area in the texture pixel block to be repaired and \( |\psi_p| \) represents the area of the nondefective area in the to-be-repaired block, \( n_{\partial \Omega_p} \) represents the normal vector of the boundary in the texture block to be repaired, and \( |\partial \Omega_p| \) represents the total number of boundary pixels in the block to be repaired. Figure 4 is the corresponding texture restoration map.

Figure 5 is a comparison diagram of the repair result of the algorithm after improving the priority calculation of the block to be repaired and the repair result of the Criminisi algorithm.

The algorithm in this article not only improves the accuracy of the English text image restoration but also improves the efficiency of the restoration. The priority of each pixel on the boundary is calculated, and the pixel block with the highest priority is obtained. Then, it is necessary to search the most in the undamaged part of the English text image. The optimal matching block is used to replace the unknown pixel value in the block to be repaired. In the traditional Criminisi algorithm, a global search strategy is used, and SSD (Mean Square Error) is used as the matching criterion. Since location information is not considered during search and matching, the selected matching block may not be optimal, which leads to error repair; if such errors accumulate to a certain extent, it will affect the final repair effect.

The best matching block generally occurs in the zone that is comparable to the structure of the block to be repaired in an English text picture, which may be separated into multiple regions based on the different structure. The things in the neighborhood, according to the local similarity principle of the English text picture, are comparable. The structure and texture have a stronger association, but the correlation between items in other areas is less. As a result, there is a better chance that the matching block will emerge in the neighborhood. The standard for measuring the neighborhood is generally distance; the corresponding distance is smaller at this time. Therefore, in order to improve the accuracy of matching, the influence of distance needs to be considered in the matching calculation. When the SSDs between the matching blocks are the same, the one with the closest distance to the block to be repaired should be the best matching pixel block.

In summary, this article defines a new matching function as follows:
\[ D(\psi_p, \psi_q) = S(\psi_p, \psi_q) \times d(\psi_p, \psi_q). \] (16)

Among them, \( S(\psi_p, \psi_q) \) represents the sum of squares of the difference in color values of all pixels between the pixel block to be repaired and the source block of the known area, that is, the SSD matching function in the traditional Criminisi algorithm:

\[
S(\psi_p, \psi_q) = \sqrt{\sum (r_{\psi_p} - r_{\psi_q})^2 + (g_{\psi_p} - g_{\psi_q})^2 + (b_{\psi_p} - b_{\psi_q})^2}.
\] (17)

\[ d(\psi_p, \psi_q) \] represents the distance between the pixel block to be repaired and the coordinate point of the center pixel of the source block:

\[
d(\psi_p, \psi_q) = \sqrt{(x_{\psi_p} - x_{\psi_q})^2 + (y_{\psi_p} - y_{\psi_q})^2}.
\] (18)

Figure 6 is a comparison diagram of the repair result of the algorithm after the improved matching function and the repair result of the Criminisi algorithm.

In Figure 6, there is a texture repair error. For example, the color of the clothes on the legs of the person on the far right is filled, and the error is obvious. Secondly, there was a matching error in the place where the beach and the sea were grounded, which caused the error to accumulate and spread, and finally, a large piece of wrong texture appeared, which seriously affected the final repair effect. In contrast, there is no obvious texture repair error in Figure 6, including human legs and beaches, which have been correctly repaired.

It can be concluded that the matching criterion adopted in this article takes into account the influence of distance and guarantees the optimality of matching while ensuring the minimum SSD, thereby effectively avoiding the accumulation of errors and improving the repair effect.

4. Construction and Performance Testing of English Translation System Based on Intelligent Image Text Recognition

The input scene text image has been converted into a vector sequence containing local static feature information and context-related feature information. On this basis, it can be decoded in sequence to complete the positioning and recognition of the text according to the relevant feature information, and it will be completed content recognition and analysis of Chinese and English texts in images. The improved decoder is mainly composed of three parts: the local attention mechanism module, the cyclic neural network model, and the classifier. Among them, the local attention mechanism module will quantify and compare the vectors associated with the current position in the feature information vector sequence through the soft attention mechanism, measure the relative priority of each vector according to the quantized results, and screen out the vectors that are highly associated with the current position. By using normalized weight averaging, the input vector is utilized to synthesize the current position’s attention mechanism vector. The cyclic neural network will use the synthesized vector obtained through the local attention module as the input of the network, and combine the state of the previous moment in the network to complete the update of the state of the hidden layer at that moment. In order to reduce the overall structural complexity and computational complexity of the system, the gated recurrent unit (GRU) is also selected as the RNN structure. The classifier takes the current hidden state of the recurrent neural network as input, uses a 3-layer fully connected network to complete the classification of English text, finally completes the normalization of the probability distribution through a softmax layer, and selects the text with the highest probability. The recognition result of the current position is obtained.

Figure 6: Comparison of repair effects before and after the matching function improvement.
Table 1: Statistical table of the effect of image text feature recognition of English translation system based on intelligent image text recognition.

| No. | Image text feature recognition | No. | Image text feature recognition |
|-----|--------------------------------|-----|--------------------------------|
| 1   | 98.89                          | 34  | 98.28                          |
| 2   | 98.09                          | 35  | 97.57                          |
| 3   | 96.25                          | 36  | 98.71                          |
| 4   | 94.63                          | 37  | 96.99                          |
| 5   | 95.61                          | 38  | 96.18                          |
| 6   | 95.42                          | 39  | 96.25                          |
| 7   | 96.58                          | 40  | 98.86                          |
| 8   | 97.90                          | 41  | 94.14                          |
| 9   | 95.74                          | 42  | 96.43                          |
| 10  | 94.33                          | 43  | 95.18                          |
| 11  | 94.14                          | 44  | 93.38                          |
| 12  | 94.69                          | 45  | 98.95                          |
| 13  | 97.69                          | 46  | 95.97                          |
| 14  | 97.30                          | 47  | 97.70                          |
| 15  | 97.13                          | 48  | 93.94                          |
| 16  | 98.08                          | 49  | 95.02                          |
| 17  | 95.10                          | 50  | 95.98                          |
| 18  | 95.39                          | 51  | 96.28                          |
| 19  | 95.94                          | 52  | 95.61                          |
| 20  | 97.70                          | 53  | 98.39                          |
| 21  | 94.46                          | 54  | 95.58                          |
| 22  | 96.45                          | 55  | 95.03                          |
| 23  | 93.02                          | 56  | 95.78                          |
| 24  | 98.44                          | 57  | 96.34                          |
| 25  | 97.00                          | 58  | 94.55                          |
| 26  | 94.56                          | 59  | 94.92                          |
| 27  | 93.16                          | 60  | 95.33                          |
| 28  | 96.25                          | 61  | 95.09                          |
| 29  | 94.28                          | 62  | 95.74                          |
| 30  | 96.14                          | 63  | 98.86                          |
| 31  | 98.86                          | 64  | 98.62                          |
| 32  | 95.09                          | 65  | 95.51                          |
| 33  | 98.66                          | 66  | 96.73                          |

Figure 9: Statistical diagram of the effect of image text feature recognition of English translation system based on intelligent image text recognition.
The overall flow of the decoding process is shown in Figure 7.

In the classification process, because the English text in the natural scene in the selected dataset in this article mainly includes uppercase letters A–Z, lowercase letters a–z, numbers 0–9, and space characters, there are a total of 63 categories. Therefore, this is equivalent to a classification problem with 63 categories. Therefore, the output of the classifier is 63 dimensions, which is suitable for the 63 classification problems involved in this article. After that, the probability is normalized through a layer of softmax; that is, the probability distribution diagram of each possible character at the current moment is obtained, and the result with the highest confidence level can be selected as the output character at this time, as shown in Figure 8.

On the basis of the above analysis, the performance of the system constructed in this article is verified. The system in this article can extract English characters from image text and recognize English character features. In this article, 69 sets of image data are used to test the performance of the system, and the results are shown in Table 1 and Figure 9.

| No. | Image English translation effect | No. | Image English translation effect |
|-----|---------------------------------|-----|---------------------------------|
| 1   | 80.00                           | 34  | 79.84                           |
| 2   | 88.57                           | 35  | 86.71                           |
| 3   | 79.48                           | 36  | 85.46                           |
| 4   | 87.00                           | 37  | 80.67                           |
| 5   | 79.68                           | 38  | 78.03                           |
| 6   | 85.84                           | 39  | 85.16                           |
| 7   | 83.26                           | 40  | 80.69                           |
| 8   | 83.24                           | 41  | 84.84                           |
| 9   | 83.20                           | 42  | 87.72                           |
| 10  | 81.49                           | 43  | 83.57                           |
| 11  | 84.27                           | 44  | 86.68                           |
| 12  | 85.15                           | 45  | 79.96                           |
| 13  | 78.51                           | 46  | 85.60                           |
| 14  | 78.36                           | 47  | 88.59                           |
| 15  | 81.14                           | 48  | 82.69                           |
| 16  | 82.32                           | 49  | 82.13                           |
| 17  | 82.84                           | 50  | 82.65                           |
| 18  | 81.36                           | 51  | 84.55                           |
| 19  | 84.59                           | 52  | 80.50                           |
| 20  | 86.28                           | 53  | 78.14                           |
| 21  | 82.67                           | 54  | 83.73                           |
| 22  | 82.16                           | 55  | 81.71                           |
| 23  | 80.60                           | 56  | 88.73                           |
| 24  | 87.56                           | 57  | 85.37                           |
| 25  | 82.28                           | 58  | 84.33                           |
| 26  | 86.64                           | 59  | 81.03                           |
| 27  | 87.32                           | 60  | 82.52                           |
| 28  | 83.46                           | 61  | 84.58                           |
| 29  | 79.82                           | 62  | 81.85                           |
| 30  | 87.66                           | 63  | 87.23                           |
| 31  | 86.75                           | 64  | 78.42                           |
| 32  | 87.60                           | 65  | 80.69                           |
| 33  | 81.20                           | 66  | 81.92                           |

5. Conclusion

English recognition in natural settings has a wide range of applications, and it also involves the intersection of multiple disciplines. On one hand, the research on this problem can promote the development of application effects and popularity in various fields, and on the other hand, it will also lead to further theoretical development and technological innovation in related disciplines. In this article, considering the three aspects of texture template, block size, priority calculation, and optimal matching block search, an improved machine learning algorithm is proposed. In view of the different texture information contained in different images, texture blocks of adaptive size are used to effectively improve the accuracy and efficiency of repair. The restoration order is adjusted and the weight of structural information is enhanced by refining the priority calculation method, which effectively retains the image’s structural information and corresponds to the visual impact of human eyes. An English translation system based on intelligent visual text recognition is built based on the aforesaid analysis, and the performance of the English translation system in this study is confirmed by experimental research. The findings of this study back up the algorithm’s efficacy.
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