An automated approach for developing neural network interatomic potentials with FLAME
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Abstract

The performance of machine learning interatomic potentials relies on the quality of the training dataset. In this work, we present an approach for generating diverse and representative training data points which initiates with ab initio calculations for bulk structures. The data generation and potential construction further proceed side-by-side in a cyclic process of training the neural network and crystal structure prediction based on the developed interatomic potentials. All steps of the data generation and potential development are performed with minimal human intervention. We show the reliability of our approach by assessing the performance of neural network potentials developed for two inorganic systems.
Introduction

In the context of molecular dynamics (MD) simulation, the classical force field and *ab initio* MD are the two limits. While the former is known to be more efficient and the method of choice for large-scale simulations, the latter has proved to be a more accurate method and is applicable for the short-scale simulation of systems with less than a few hundred atoms. Atomistic modeling based on machine learning interatomic potentials (MLIPs), on the other hand, has the advantages of both methods. Meaning, MLIPs can potentially enable performance of large-scale simulations (large length scales and long time scales) with quantum accuracy orders of magnitude faster than current methods based on density functional theory (DFT).

The success of MD simulations relies on the accuracy of the potential energy surface (PES). In the context of MLIPs, the PES is described as a function of atomic coordinates through local environment descriptors. MLIPs employ machine learning (ML) algorithms and local environment descriptors to describe atomic interactions. Numerous MLIPs have emerged in recent years. Examples of such potentials include high-dimensional neural network potentials (NNPs) and Gaussian approximation potential (GAP), among others. The remarkable performance of MLIPs has already been demonstrated for inorganic solids, hybrid materials, water, interfaces, and the dynamics of defects in crystalline and amorphous materials.

A key component for developing reliable potentials in ML-based PES models is building a robust and representative reference dataset for model training. The training dataset is usually composed of atomic configurations with corresponding energies, forces, and/or stress tensors from DFT calculations. A diverse and extensive dataset consists of not only data points for configurations close to equilibrium but also those for energetically less favorable configurations to avoid the tendency of developing biased potentials and overfitted models. Often, training datasets are generated by performing MD calculations at various temperatures and/or densities, followed by electronic structure calculations for snapshots extracted.
from MD trajectories. *Ab initio* MD calculations for large systems, however, are demanding, making the development of MLIPs slow and computationally expensive.

In this work, we adopt a different approach to generating robust and representative training datasets. Namely, we perform *ab initio* geometry optimization solely for periodic bulk structures and extract samples from geometry optimization calculations to initiate training of neural network (NN) interatomic potentials. The bulk structures are taken from the Materials Project database (MPDB). In addition, crystal structure prediction based on ionic substitution is performed to increase the diversity of bulk structures. NN interatomic potentials are further trained in iterative training cycles by including data from crystal structure prediction based on the minima hopping method. Although hops from one local minimum to another in minima hopping is based on MD calculations, these calculations are performed with generated NNPs, therefore, they are not computationally demanding.

Generating extensive training datasets requires performing a substantial number of calculations and handling a large amount of data. An important task in modern computational materials science is to accomplish these tasks automatically. In this respect, our Python-based script generates NNPs with minimal human intervention. To demonstrate the performance of NNPs constructed with our approach, we compare the results of molecular statics and molecular dynamics calculations using the NNPs to reference DFT results.

**Computational details**

All DFT calculations were carried out by the Vienna Ab initio Simulation Package (VASP) employing projector augmented wave (PAW) pseudopotentials. A plane-wave cutoff of 520 eV and the Perdew-Burke-Ernzerhof (PBE) form of the generalized gradient approximation for the exchange-correlation potential were used for geometry optimization and single point energy calculations.

Phonon dispersion relations were calculated using the frozen phonon approach as imple-
Convergence tests were performed to obtain converged force constants and phonon density of states. For calculating lattice thermal conductivity, we used the ShengBTE code, which solves the Boltzmann transport equation for phonons. This code requires the second- and third-order interatomic force constants (IFCs), which were computed with PHONOPY and thirdorder.py, respectively. The second- and third-order IFCs were calculated with $3 \times 3 \times 3$ (for CuInSe$_2$) and $4 \times 4 \times 4$ (for the anatase phase of TiO$_2$) supercells. For the third-order IFCs, the interactions up to eleventh nearest neighbors were considered, for which the lattice thermal conductivity of both structures are converged.

To minimize human control in the training process, we took advantage of atomate, an open-source Python framework for materials science simulation and analysis with an emphasis on automation. Atomate is built on top of open-source libraries such as pymatgen (an open-source Python library for materials analysis), Custodian (a just-in-time job management framework), and FireWorks (a code for defining, managing, and executing workflows), allowing automatic job submission and result collection. Atomic configurations are taken from the MPDB, which makes its data available through the open Materials Application Programming Interface (API) and the pymatgen materials analysis package.

We trained and utilized high-dimensional NNPs using algorithms implemented in FLAME, an open-source software package that enables performance of a wide range of atomistic simulations for the construction and exploration of PESs. FLAME has been used in several development and application studies in the context of MLIPs. We refer to Reference for more details.

In our approach, two crystal structure prediction methods are employed to increase the diversity of the training dataset: crystal structure prediction based on minima hopping and that on ionic substitutions. Minima hopping is a method for finding the global minimum of a PES. It not only searches for the global minimum but also explores low-energy configurations. Ionic-substitution crystal structure prediction is based on the common ap-
approach to proposing new compounds by replacing one ion with another chemically similar ion. The mathematical model provides a probability distribution for ionic substitutions that it has learned from a database of experimentally observed crystal structures.

To compare atomic configurations generated during the potential development process, the distances between structural fingerprints\cite{1150} are calculated. If the distance between two fingerprints is less than a defined value, then the structures are considered similar.

**Workflow**

In the following sections, we describe the workflow of our script, which is shown in Figure\cite{1}.

In the course of constructing NNPs, the script keeps track of its steps. If a failure occurs and the script cannot advance, the user can restart the script from the last successfully accomplished step. It is noted that the user can always restart the script from a previous step with different parameters.

**Input data**

The input file is in YAML format.\cite{57} The composition of the system is determined by providing either a) a Materials Project ID (mp-id), b) a species (element symbols and their oxidation states, e.g. (Ag, +1)), or c) a single element symbol. In the last case, only structures with the given element available in the MPDB will be considered. If the user provides an mp-id or species, then all compounds containing the specified elements with the given oxidation states are considered. For example, CuInSe$_2$ and CuIn$_5$Se$_8$ will be included in the training process for the (In, +3)-(Cu, +1)-(Se, -2) system, because the oxidation states of the constituent elements are the same in both compounds. It should be noted that the transferability of NNPs with no restriction on the stoichiometry of training systems needs a careful examination.\cite{58,59} There is an option to limit training data points to systems with a fixed stoichiometry.
The size of the system is established by specifying the maximum number of atoms in bulk structures. Structures containing less than 4 atoms are discarded. If the training dataset should include clusters, then the minimum and maximum number of atoms in clusters should be specified in the input file.

Parameters needed for training cycles, such as the number of nodes in hidden layers of the NN and temperatures for performing minima hopping, can be specified in the input file. Parameters that are needed for structure diversity check, such as the minimum allowed distance between atoms and the average of distances between the fingerprints of sample structures, are calculated based on the given composition. We discuss these parameters in the corresponding sections.

Crystal structure prediction

The next step after selecting the system is crystal structure prediction based on ionic substitution. The aim of this step is to include as many bulk structures as possible in the data generation process. After new bulk structures are found, the duplicated structures are removed from the final list and the remaining structures are optimized until the residual force on each atom is less than 0.05 eV/Å.

In addition to ionic substitution for crystal structure prediction, the user can substitute a fraction of atoms to include more elements in the system. The purpose of this ion substitution is to extend the chemical space to systems that do not exist in databases. For example, a given percentage of In in the In-Cu-Se system can be replaced with Tl to build the quaternary system of In-Tl-Cu-Se.

Perturbed structures creation

To expand the reference training dataset, periodic bulk structures are perturbed. That is, atoms are randomly displaced from their optimized positions by translating sites along a vector and/or rotating sites by an angle around a vector. In addition, stressed struc-
tures (expanded/contracted bulk structures) are generated. All these structures are loosely optimized, and samples are taken from the different steps of the geometry optimization calculations. The structure relaxation stops when the residual forces on the atoms are less than 0.5 eV/Å. Up to four samples are taken from each geometry optimization calculation: when the maximum total force on atoms is between 2 and 3 eV/Å, between 1 and 2 eV/Å, and between 0.5 and 1 eV/Å. One sample is taken from the optimized structure.

Training cycle

The training cycle has five steps: potential training, minima hopping, structure diversity check, single point energy calculations, and data collection. The first three steps are performed as implemented in FLAME. For training NNPs, the data obtained from the previous step is divided into 90% for training and 10% for validation. The generated NNP in each cycle are used for performing minima hopping. Seed configurations for minima hopping are the bulk structures from the crystal structure prediction step.

In the diversity check step, the snapshots taken from minima hopping trajectories are screened to remove similar and nonphysical structures (due to the small distance of atoms or an unacceptable density). To remove similar structures, the distances between all structural fingerprints of atomic configurations are computed. If the distance between a pair of fingerprints is smaller than the accepted value, then one of the configurations is discarded. It is noted that parameters for structure diversity check are adjusted for each cycle of training. That is, the allowed minimum distance between atoms in the earlier cycles of training (when the model is not yet well-trained) is larger than that in the later steps of training (when NNPs are more reliable). In contrast, while during the early cycles of training, the tolerance for identifying similar structures is large (loose), the tolerance becomes smaller in the later cycles of training to select only structures with a large distance from the previously selected structures.

The structures that pass diversity check are sent for single point energy calculations at
the DFT level. In the data collection step, the forces and energies calculated by VASP are collected to be used in the next cycle of training. Configurations for which the residual force on their atoms is less than 0.10 eV/Å are stored for minima hopping in the next cycle. The training cycle is repeated until the desired number of training cycles, specified in the input file, is reached.

**Validation of the approach**

In the following sections, we demonstrate the validity of our approach for developing interatomic potentials by comparing DFT and NNP results for the (Ti, +4)-(O, -2) and (In, +3)-(Cu, +1)-(Se, -2) systems.

**The (Ti, +4)-(O, -2) system**

We have developed a NNP for the (Ti, +4)-(O, -2) system with a fixed stoichiometry that limits the composition to titanium dioxide (TiO$_2$). The diverse structures of TiO$_2$ makes it an ideal benchmark material to evaluate the performance of the generated NNP. Among the many applications of TiO$_2$, the ability of TiO$_2$ to photocatalyze water splitting reactions makes it interesting for sustainable energy applications.$^{60,62}$

For developing (Ti, +4)-(O, -2) potentials, 4606 VASP geometry optimization calculations were performed for 223 dissimilar structures. Of these structures, 77 were taken from the MPDB and the rest was found by crystal structure prediction. The training process started with 16696 data points and stopped after five steps, as it was specified in the input file. The total number of training points after five cycles of training was 67248.

To assess the performance of the developed potentials for the (Ti, +4)-(O, -2) system, first, the equation of states (EOS) for two phases of TiO$_2$ were calculated (see Figure 2). The agreement between *ab initio* and NNP results is very good. The rutile phase of TiO$_2$ is more stable than the anatase phase. DFT calculations with PBE, however, predict anatase
to be more stable than rutile. The phonon dispersion relation calculated for a $4 \times 4 \times 4$ supercell of anatase TiO$_2$ is shown in Figure 3. The main contribution to lattice thermal conductivity is coming from acoustic branches. In this frequency range, the agreement between DFT and NNP results is very good. Therefore, a good agreement between lattice thermal conductivity calculated by DFT and by the trained NNP is expected (see Figure 4). Phonon dispersion relations and lattice thermal conductivity values calculated for TiO$_2$ by different exchange-correlation functionals agree less with each other. For example, the lattice thermal conductivity of anatase calculated with the local density approximation functional at 300 K is 3.6 Wm$^{-1}$K$^{-1}$ larger than that calculated with PBE (7.2 Wm$^{-1}$K$^{-1}$). The difference between the PBE and NNP results is well below this value.

To evaluate the accuracy of Ti-O potentials for MD simulations, NVT MD calculations at various temperatures were performed by employing MD algorithms implemented in EON. To perform MD calculations with NNPs, EON is coupled with FLAME. A comparison between radial distribution functions calculated by DFT and by the constructed NNP for a 108-atom supercell of anatase is shown in Figure 5. MD calculations were performed at 1000 K for 35000 MD steps after equilibration. The very good agreement between the DFT and NNP results shows the reliability of the developed NNP for MD simulations.

As mentioned earlier, only periodic bulk structures have been used for training NN interatomic potentials. It is interesting to see whether the developed potentials could produce reasonable results for non-periodic systems, like slabs. Therefore, we calculated the energy per atom for a 2D phase of TiO$_2$ that was recently discovered by crystal structure prediction. For a single layer of this 2D structure with 12 atoms, the difference between the energy per atom calculated with DFT and that with the NNP is as small as 3.4 meV. It is worth noting that this structure was not in the training dataset. In addition, we have calculated the surface energies of the non-polar (001) surface of rutile and anatase. The surface energy for the (001) surface of rutile calculated by DFT and the NNP is 0.13 eV/Å$^2$ (2.10 J/m$^2$) and 0.13 eV/Å$^2$ (2.04 J/m$^2$), respectively. For the anatase phase, the surface
energies were computed as 0.13 eV/Å² (2.07 J/m²) and 0.13 eV/Å² (2.06 J/m²) by DFT and the NNP, respectively.

**The (In, +3)-(Cu, +1)-(Se, -2) system**

The representative of the (In, +3)-(Cu, +1)-(Se, -2) system is copper indium selenide (CuInSe₂), one of the most promising absorbers for thin-film solar cells. The applications of CuInSe₂ and its alloy with Ga in conversion of solar energy into sustainable energy are not limited to photovoltaics. Furthermore, in the last few years, we and many other groups have studied the characteristics of CuInSe₂ using first-principle methods, so a large amount of *ab initio* data is available for this system to benchmark against.

The process of developing the NNP started with finding structures that contain (In, +3), (Cu, +1), and (Se, -2). For this system, there are six known structures with less than 40 atoms in the MPDB. Two of these six structures have oxidation states that do not match the oxidation states of the species specified in the input file (In₂CuSe₄ and In₈Cu₇Se₁₆). In the crystal structure prediction step, 52 dissimilar structures were found. The first cycle of training started with the data obtained from the optimization of perturbed/stressed structures. In total, 1729 VASP geometry optimization calculations for bulk structures were performed, which resulted in 5563 data points. The total number of training points after seven cycles of training was 32690. We stopped the training process in the seventh step. The reason for slower growing of data points for the In-Cu-Se system compared with the Ti-O system is the smaller number of seed structures for minima hopping.

Comparing the EOS for two phases of CuInSe₂ (Figure 6) confirms the good agreement between DFT and NNP results. The most stable structure of CuInSe₂ is chalcopyrite, and the lattice parameters of this structure predicted by DFT are very close to those predicted by the NNP. For the less stable structure of CuInSe₂, the lattice parameters predicted by the trained NNP are about 1% larger than those computed by DFT. It is noted that the difference between the lattice parameters of this structure calculated with the local density
approximation functional and that with the PBE is about 2.5%. The phonon dispersion relation for chalcopyrite CuInSe$_2$ was calculated for a $3 \times 3 \times 3$ supercell and is shown in Figure 7. It is expected that the good agreement between phonon dispersion relations calculated by DFT and by NNP results in a good agreement between calculated values for the lattice thermal conductivity (see Figure 8).

To evaluate the accuracy of the constructed NNP for MD simulations, MD calculations at various temperatures were carried out. Figure 9 shows the comparison between the radial distribution functions of a 64-atom supercell for a NVT ensemble at 1000 K for 35000 MD steps after equilibration. Additionally, we used the climbing image nudged elastic band method to calculate the energy barriers for some known diffusion mechanisms in a supercell of CuInSe$_2$. Saddle points computed with ab initio and the NNP are listed in Table 1. Jumping of a Cu atom from a Cu lattice to a Cu vacancy ($V_{Cu} \rightarrow V'_{Cu}$) is the most frequent event for diffusion of Cu atoms. The diffusion barriers calculated for this event with DFT and with the generated NNP are in excellent agreement. Another event observed in this system is jumping of an In$_{Cu}$ antisite atom to the $V_{Cu}$ site. The difference between diffusion barriers calculated by DFT and by the NNP for this event is about 5.5%.

Table 1: Comparison between diffusion barriers calculated by DFT and the NNP for CuInSe$_2$.

| Process | Diffusion barrier (eV) |
|---------|------------------------|
|         | DFT | NN          |
| $V_{Cu} \rightarrow V'_{Cu}$ | 1.15 | 1.15 |
| $In_{Cu} + V_{Cu} \rightarrow In'_{Cu} + V'_{Cu}$ | 1.10 | 1.16 |

Regarding surface calculations, the surface energy of the (001) surface calculated by DFT and by the NNP is 0.04 eV/Å$^2$ (0.65 J/m$^2$) and 0.04 eV/Å$^2$ (0.69 J/m$^2$), respectively. It should be mentioned that the (001) surface of CuInSe$_2$ is a relatively ‘simple’ surface. For more ‘complicated’ surfaces, it is necessary to include structures that resemble the surface structure (for example clusters) in the training data.
Summary

We introduced a Python script for constructing NN interatomic potentials with minimal human intervention. The potential development is performed with algorithms implemented in FLAME. The only data that needs to be provided by the user is the species of the system of interest. The rest of the training process is performed without human control by taking advantage of open-source codes developed for computational materials science such as atomate, Custodian, and WorkFlow. The script keeps track of its steps, and if a failure occurs, the user can continue the potential developing process from the last successfully completed step. The validity of our approach is shown by comparing results of various molecular statics and molecular dynamics calculations based on DFT and NNPs.
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Figure 1: The workflow diagram of the automated algorithm to generate reference datasets and train neural network interatomic potentials.
Figure 2: Comparison of equation of state for anatase and rutile TiO$_2$ calculated by the NNP and DFT.

Figure 3: Phonon dispersion relation of anatase TiO$_2$ calculated by DFT and the NNP.
Figure 4: Lattice thermal conductivity of the anatase phase of TiO$_2$ calculated with DFT and the NNP.

Figure 5: The radial distribution functions for anatase TiO$_2$ computed with DFT and the NNP at T= 1000 K.
Figure 6: Comparison of the equation of states of two structures of CuInSe$_2$ calculated by DFT and the NNP. The structures are labeled by their Materials Project ID.

Figure 7: Phonon dispersion relation of chalcopyrite CuInSe$_2$ computed by DFT and the NNP.
Figure 8: Lattice thermal conductivity of chalcopyrite CuInSe$_2$ calculated with DFT and the NNP.

Figure 9: The radial distribution functions for the chalcopyrite CuInSe$_2$ supercell computed with DFT and the NNP at $T= 1000$ K.