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We study the fact checking problem, which aims to identify the veracity of a given claim. Specifically, we focus on the task of Fact Extraction and VERification (FEVER) and its accompanied dataset. The task consists of the subtasks of retrieving the relevant documents (and sentences) from Wikipedia and validating whether the information in the documents supports or refutes a given claim. This task is essential and can be the building block of applications such as fake news detection and medical claim verification. In this paper, we aim at a better understanding of the challenges of the task by presenting the literature in a structured and comprehensive way. We describe the proposed methods by analyzing the technical perspectives of the different approaches and discussing the performance results on the FEVER dataset, which is the most well-studied and formally structured dataset on the fact extraction and verification task. We also conduct the largest experimental study to date on identifying beneficial loss functions for the sentence retrieval component. Our analysis indicates that sampling negative sentences is important for improving the performance and decreasing the computational complexity. Finally, we describe open issues and future challenges, and we motivate future research in the task.
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1 INTRODUCTION

Nowadays we are confronted with a large amount of information of questionable origin or validity. This is not a new problem as it has appeared since the very first years of the printing press. However, it attracted a growing interest with the wide use of social media streams as online news sources. On a daily basis, a large audience accesses various media outlets such as news blogs, etc., rapidly consuming a vast amount of information with possibly inaccurate or even misleading content. The proliferation of the misleading content happens really quickly due to the fast dissemination of news across various media streams.

Recently, a lot of research in the natural language processing (NLP) community has been focused on detecting whether the information coming from news sources is fake or not. Specifically, automated fact checking is the NLP task that aims at determining the veracity of a given claim [116]. Since the units of a document are the sentences, a way to achieve the fact checking objective is
to automatically identify the nature of the relationship between any two sentences (e.g., if they contradict or support one another). To this end, such systems require a certain level of understanding the language and the coherence of textual units. Thus, the methods that have been proposed to solve the fact verification problem essentially belong to the broader family of Natural Language Inference (NLI) systems [13]. However, we should note that an NLI system (i.e., used to validate the veracity of a claim) requires all the necessary information (i.e., the claim and the potential evidence sentences which contradict or support the claim) to be available upfront. For this reason, retrieval systems are also important in order to identify the relevant and trustworthy evidence sentences coming from various sources (e.g., Wikipedia).

In this paper, we study the fact checking problem [116]. In particular, we focus on the recently introduced task of FEVER and its accompanied dataset [109]. Given an artificially constructed claim and Wikipedia documents, the goal of the task is to validate the veracity of the claim. For that, a dataset comprising 145,449 training claims has been introduced in the work of Thorne et al. [109] and two competitions (i.e., shared tasks) have been organised [111, 112], where several models have been proposed. Since then, the task has received a lot of attention from the NLP community and several complex architectures – relying, for example, on Graph Neural Networks (GNNs) [49] or language models [28] – have been presented in top-tier NLP venues to resolve the task (i.e., achieving scores as high as 86.74 points in terms of the FEVER score [82], see Section 2.5.3 for the definition of the FEVER score).

This work aims at summarizing the methods introduced to resolve the FEVER task, which has the specific characteristic that it comprises multiple subtasks. Our goal is to present a comprehensive study and analysis of the methods that are used in the context of claim extraction and verification. We focus on the FEVER dataset due to that it is the most popular, well-studied and formally structured dataset about the task of claim extraction and verification. There is a large number of survey papers [12, 75, 89, 96, 133] for the related task of fake news detection, where its goal is to identify false information in the media [12]. The fake news detection task is strongly related to automated fact checking and some of the previous review studies on fake news detection [12, 75] consider automated fact checking as a constituent of fake news detection. Our work is mostly related to the work of Thorne and Vlachos [106] and our survey paper focuses on the fact checking problem (and not in the more general problem of fake news detection). Unlike the work of Thorne and Vlachos [106], which provides a high level overview of fact checking in terms of terminology and methods, we aim at thoroughly examining the methods that have been developed for the FEVER task from a more technical perspective. Specifically, we describe the various technologies used in the methods, highlight the pros and cons of each architecture, discuss the contribution of each specific component in each proposed system and present the results for each individual subtask of the FEVER task. That way, we are able to compare each and every method by quantifying the benefit of each and every component of these methods. By comparing several methods on the same dataset, we are able to perform a fair and direct comparison of the various architectures. Moreover, as mentioned above, the task consists of three subtasks, making it challenging enough to act as a common ground to evaluate and benchmark various approaches. In the various studies that try to solve the FEVER task, researchers use different evaluation metrics, data splits, assumptions and thus, it is not straightforward for one to compare them and identify similar and different aspects among them. This is exactly the gap that our work covers; namely, to present in a structured and comprehensive way the various methods introduced for the FEVER task.

Our study serves as an extensive review for the FEVER task and has as a goal to help future researchers to improve the current state-of-the-art by 1) providing an easy way to compare systems and experiments, and 2) investigating the contributions of each individual model component in the overall performance. We also present related datasets, competitions, and recent work on
2 BACKGROUND

In this section, we define the FEVER task and the problem it solves (Section 2.1), describe the way that the dataset is constructed (Section 2.2), and present the subtasks of the FEVER task (Section 2.3).

2.1 Problem Definition

The FEVER shared task provides a set of claims where each claim is a sentence the veracity of which should be identified. The veracity of a claim should be based on (sentence-level) evidence provided by Wikipedia. For that, a set of pre-processed (from the year 2017) Wikipedia documents has been shared with the participants of the competition. A claim can be either SUPPORTED or REFUTED, assuming that correct evidence has been identified. In the case that there is not enough information in Wikipedia, the veracity of the claim should be assessed as NOTENOUGHINFO (NEI). The goal of the task is to return for each claim either the SUPPORTED/REFUTED label along with the corresponding evidence or the NEI label without evidence. In 16.82% of the claims, more than one evidence sentences are needed to conclude about the veracity of the claim (the evidence is from different pages/documents in 12.15% of the claims). Two examples from the FEVER dataset are illustrated in Fig. 1.

2.2 Dataset Construction

The FEVER dataset includes 185,445 claims and the numbers of the examples per label (i.e., SUPPORTED, REFUTED, NEI) for training, development and test are presented in Table 1. The FEVER dataset has been constructed in two phases: (i) claim generation and (ii) claim labeling.

In total, 50 annotators have contributed in the process. In phase (i), the annotators created claims from randomly chosen Wikipedia sentences. The claims should be sentences that include a single piece of information. The goal of the claim generation phase is to create claims that are not trivially
verifiable (i.e., too similar to the source) nor too complex. For that, hyperlinks have been included in the sentences in order for the annotators to incorporate external knowledge in a controlled way. Except for the original claims, the annotators created variations of the claims by, for example, paraphrasing, adding negation. For the claims that were the negated versions of the original claims, the authors have observed that only trivial negations were generated (i.e., by adding only the word “not”). To alleviate this issue, the annotation interface has been re-designed to highlight the “not” trivial negations. In phase (ii) of the dataset construction process, the annotators were asked to label the claims as SUPPORTED, REFUTED or NEI. For the SUPPORTED and REFUTED labels, the annotators also provided the sentences that have been used as evidences for supporting or refuting the veracity of the claim. For the NEI label, only the label itself was provided since the annotator could not conclude whether the claim was supported or refuted based on the available Wikipedia sentences. Finally, to improve the quality of the provided dataset, (i) super-annotators checked randomly 1% of the data, (ii) the Fleiss $\kappa$ score [32] (which measures the inter-annotator agreement among a fixed number of annotators when assigning categorical labels to a number of instances) for 4% of randomly selected claims has been calculated among five annotators, and (iii) the authors have manually re-validated the quality of the constructed dataset (for 227 examples).

2.3 FEVER Subtasks
In the literature, the FEVER task has been mostly treated as a series of three subtasks, namely document retrieval, sentence retrieval and claim verification [71, 109, 129].

| Split | SUPPORTED | REFUTED | NEI |
|-------|-----------|---------|-----|
| Train | 80,035 | 29,775 | 35,639|
| Dev   | 6,666 | 6,666 | 6,666|
| Test  | 6,666 | 6,666 | 6,666|

Table 1. The statistics of the FEVER dataset as presented in Thorne et al. [111].

2.3.1 Document Retrieval. Document retrieval is the task that aims at matching a query (i.e., claim in the context of FEVER) against a collection of unstructured documents (i.e., Wikipedia in the context of FEVER) and returns the most relevant articles [17] (see Section 3.1 for more details).

2.3.2 Sentence Retrieval. Given a query (i.e., claim in the context of FEVER), the goal of sentence retrieval is to find the relevant sentences (i.e., evidence sentences in the context of FEVER) out of a given document, or a set of documents, retrieved from the document retrieval step.

2.3.3 Claim Verification. The claim verification task aims at verifying the veracity of a given claim (i.e., SUPPORTED, REFUTED or NEI as defined in Section 2.1). In the context of FEVER, the veracity of a claim is assessed by taking the retrieved evidence sentences from the sentence selection subtask into account. For a detailed description of the FEVER subtasks see Section 3.1.

2.4 Three-Step Baseline Model
Along with the FEVER dataset, Thorne et al. [109] provided a three-step pipeline model to solve the FEVER task (see Section 2.3 for more details on the three subtasks). A graphical illustration of the three-step pipeline model is provided in Fig. 2. Most of the existing studies so far (see Zhao et al. [130], Zhong et al. [131]) are also following this three-step pipeline approach; however, more complex architectures have been proposed to solve the FEVER task in an end-to-end fashion [127].
Fig. 2. A three-step pipeline model for the FEVER task. It consists of three components, namely document retrieval, sentence retrieval and claim verification. The input to the first component is Wikipedia and a given claim sentence. The output of the first component is a set of Wikipedia documents related to the claim. The retrieved documents are fed as input to the sentence retrieval component and the output of that module is a set of sentences related to the claim from the input documents. Finally, the input to the claim verification component is the retrieved sentences from step (2) and the output is a label which indicates the veracity of the claim. Note that the claim is provided as input to every component of the pipeline system. The shaded box illustrates the fact that in several systems, steps (2) and (3) are performed in a joint setting.

2.5 Evaluation

In this subsection, we describe the evaluation metrics that are used for evaluating the performance in the different FEVER subtasks. Note that since the three subtasks are stacked the one on top of the other, higher performance in the downstream components (e.g., document retrieval) leads to better performance on the upstream components (e.g., sentence retrieval and claim verification). The organizers of the FEVER shared task [111] have released a Github repository with the code of their evaluation module.

2.5.1 Document Retrieval. The evaluation of the results for the subtask of document retrieval is based on the work of Thorne et al. [109], which uses two metrics, namely, oracle accuracy and fully supported. The fully supported metric indicates the number of claims for which the correct documents (i.e., along with the corresponding evidences) have been fully retrieved by the document retrieval component. This metric only takes into account the claims that are supported/refuted by evidences (i.e., does not consider the NEI class). The oracle accuracy is the upper bound of the accuracy over all the three classes (i.e., considers the claims of the NEI class as correct).

2.5.2 Sentence Retrieval. The evaluation of this subtask is performed by using precision, recall and $F_1$ scores. Specifically, the organizers of the shared task suggested the precision to count the number of the correct evidences retrieved by the sentence retrieval component with respect to the number of the predicted evidences for the supported/refuted claims. The recall has also been exploited for the supported/refuted claims. A claim is considered correct in the case that at least a complete evidence group is identified. Finally, the $F_1$ score is calculated based on the aforementioned metrics.

2.5.3 Claim Verification. The evaluation of the claim verification subtask is based on the label accuracy and the FEVER score metrics. The label accuracy measures the accuracy of the label predictions (i.e., SUPPORTED, REFUTED and NEI) without taking the retrieved evidences into account. On the other hand, the FEVER score counts a claim as correct if a complete evidence group has been correctly identified (for the supported/refuted claims) as well as the corresponding label. Thus, the FEVER score is considered as a stricter evaluation metric than label accuracy and it was the primary metric for ranking the systems on the leaderboard of the shared task.

---

---

1. https://github.com/sheffieldnlp/fever-scorer
| Model | Document Retrieval | Sentence Retrieval | Claim Verification | Joint |
|-------|--------------------|--------------------|-------------------|-------|
|       | Term-based | DRQA  | Features | TF-IDF | ESIM | LM | Other | ESIM | LSTM/CNN | DA | Simple | Graph | Seq2seq | Supervised | Generated |
|       | Mention | Keyword | Exact Match |       |       |       |       |       |       |       |       |       |       |       |       |       |
| Han et al. [36] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Thorne et al. [109] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Yoneda et al. [129] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Yin and Schütte [128] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Hiday and Dab [40] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Chakrabarti et al. [16] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Malon [64] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Lukan et al. [82] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Yin and Roth [127] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Taniguchi et al. [104] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Nie et al. [71] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Nie et al. [73] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Ma et al. [63] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Zhou et al. [132] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Chernavskiy and Bivensky [21] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Stambach and Neumann [100] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Jobanputra [16] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Tokala et al. [113] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Zhao et al. [130] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Liu et al. [61] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Solaimani et al. [98] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Zhong et al. [131] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Portelli et al. [85] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Lee et al. [53] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Lewis et al. [55] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Lewis et al. [54], Petroni et al. [82] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Lewis et al. [55], Petroni et al. [82] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Nie et al. [70] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Chen et al. [18] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Ye et al. [126] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Subramanian and Lee [101] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

Table 2. Timeline with the studies that have been developed so far for the FEVER task, grouped based (i) on the year and (ii) in a similar way to the one presented in Section 3. LM stands for language model based approaches and the ✓ symbol indicates whether a model uses a particular method. Note that most of the studies developed in 2019-2020 rely on pre-existing document retrieval components and the main focus is on the sentence retrieval and the claim verification components.
3 METHODS

In this section, we describe the various methods that have been developed so far for solving the FEVER task. Most of the existing studies in the literature [36, 131] divide the task into a series of three subtasks (i.e., document retrieval, sentence selection and claim verification, see Section 3.1 for a detailed description) similar to the baseline model as described in Section 2.4. However, there are some studies that merge the two subtasks of sentence selection and claim verification into one (see Fig. 2) mostly by exploiting multi-task learning architectures [70, 127]. For a detailed description of these joint architectures, we refer to Section 3.2. Table 2 presents a timeline that summarizes the architectures developed so far for the FEVER task.

3.1 Pipeline Models

3.1.1 Document Retrieval. In this subsection, we describe the main methods that have been proposed for the document retrieval task. The input to the document retrieval step is Wikipedia and a given claim sentence. The output of this module is a set of Wikipedia documents relevant to the claim.

Preliminaries

DrQA: Several approaches, which have been exploited to partly solve the FEVER task, rely on the DrQA component [17] for retrieving relevant information from Wikipedia. The goal of DrQA is to answer questions on open-domain datasets such as Wikipedia. DrQA consists of two components (i) the document retriever, which is responsible for identifying relevant articles, and (ii) the document reader, which is responsible for pointing to the start and end positions of the answers inside the document or a set of documents. However, most of the existing literature on the FEVER task uses only component (i) (i.e., the document retriever) to collect relevant documents from Wikipedia (see Section 2.1). Specifically, the document retriever does not rely on machine learning methods. It calculates an inverted index lookup, computes the TF-IDF bag-of-words representations (bigrams) and scores the articles with the questions based on the aforementioned word vector representations.

Baseline

For this subtask, Thorne et al. [109] exploited the DrQA module, and used cosine similarity to obtain the $k$ most similar documents to the claim based on the TF-IDF word representation.

Related work

Mention-based methods: Several studies (see e.g., [16, 36]) have focused on the importance of named entities for the task of document retrieval. Thus, we have conducted a small scale analysis on the FEVER test set and we have observed that each claim contains more than $\sim 1.5$ (on average) named entities and this number reaches up to 10 named entities for some claims. This indicates the importance of the named entities for the task of fact extraction and verification. Hanselowski et al. [36] proposed a mention-based approach to retrieve the relevant documents from Wikipedia for a given claim. This method consists of three components, namely, (i) mention extraction, (ii) candidate article search, and (iii) candidate filtering. Component (i) relies on a constituency parser, as developed in the work of Gardner et al. [33]. Based on the parser, every noun phrase in a claim is considered a potential entity. In addition, all words before the main verb of the claim and the whole claim itself are also considered as potential entity mentions. Component (ii), presented in the work of Hanselowski et al. [36], uses an external search API\(^2\) in order to match the potential entity mentions identified by component (i) in the titles of Wikipedia articles. Component (ii) also

\(^2\)https://www.mediawiki.org/wiki/API:Main_page
returns some Wikipedia titles that are longer than the entity mentions. To deal with this case, component (iii) is responsible for stemming the Wikipedia title as well as the claim and discard all titles that are not part of the claim. The methodology of the work presented in Hanselowski et al. [36] is also followed by Chernyavskiy and Ilvovsky [21], Liu et al. [61], Soleimani et al. [98], Stammbach and Neumann [100], Zhao et al. [130], Zhou et al. [132], sometimes with minor modifications. Other works that leverage the value of named entities are that of Chakrabarty et al. [16], Hidey and Diab [40], Malon [64], Yin and Roth [127]. The work of Chakrabarty et al. [16], except for named-entity recognition uses the Google custom search API and dependency parsing as another task that improves the coverage of the retrieved documents. The studies of Chakrabarty et al. [16] and Malon [64] also exploit disambiguation information, e.g., whether the Wikipedia title refers to a “film” (e.g., Titanic might refer to either the ship or the movie).

**Keyword-based methods:** The work of Nie et al. [71] ranked at the first position at the FEVER competition. They presented a three-stage model that relies on Neural Semantic Matching Network (NSNM), i.e., a variation of ESIM [19] (see Section 3.1.2). For the document retrieval, they exploit a keyword-matching approach that relies on exact matching (between the Wikipedia title and the spans of the claim), article elimination (i.e., remove the first article in the case that the claim starts with “the”, “an” or “a” and apply the aforementioned matching scheme again – note that this is different from stop word removal) and singularization (in the case that there are no document titles returned then the claim is split into tokens and the aforementioned matching scheme is applied for every token). Afterwards, all documents that do not contain disambiguative information (e.g., “band”, “movie”) are added in the retrieved document list. The rest of the documents (i.e., those with disambiguative information) are ranked and filtered out using NSNM and a threshold value. Several studies [63, 72, 85, 131] exploit the document retrieval module developed by Nie et al. [71]. The work of Luken et al. [62] is also designed to extract part-of-speech tags, dependencies, etc. by using the CoreNLP parser [65] for keyphrase identification.

**Other methods:** The task of document retrieval is strongly connected to the task of information retrieval and standard schemes such as BM25 or cosine similarity in the embeddings space can be applied as baselines for retrieving the relevant documents. However, there are some methods that do not fall into any of the aforementioned categories. The work of Yin and Schütze [128] employ the module introduced in the baseline model [109] for the document retrieval step. Similar to the baseline model, the work of Hidey and Diab [40] exploit DrQA along with hand-crafted features and neural methods for the document retrieval task. Yoneda et al. [129] design hand-crafted features such as position, capitalization in the claim and train a logistic regression classifier. Unlike most of the studies on the document retrieval FEVER subtask that aim for high recall, the work of Taniguchi et al. [104] aims for high precision using exact matching techniques. Similar to this work, the work of Tokala et al. [113] relies on exact matching methods in order to reduce the number of available documents, but it also relies on a Bidirectional Attention Flow for Machine Comprehension (BIDAF) model [93] in order to rank the remaining documents. In addition, as we observe in Table 2, many of the studies that have been developed for the competition shared task (2018) focus on hand-crafted features (see categories “Exact Match”, “DrQA”, and “Features”). However, this is not the case for more recent studies (2019-2020) that focus mostly on the sentence retrieval and claim verification components and use mention- and keyword-based approaches. These studies are classified in separate categories in the timeline (Table 2), see columns “Exact Match”, “DrQA”, “Features”, so that the reader can identify each component easily.
3.1.2 Sentence Retrieval. In this subsection, we describe the main methods that have been proposed for the sentence retrieval component. The input to the sentence retrieval step is the Wikipedia documents retrieved from the previous component and the given claim sentence. Each Wikipedia document consists of sentences and the ones that are relevant to the claim, the so-called evidences, are the output of the second component.

Preliminaries

The tasks of sentence retrieval and claim verification are commonly framed as NLI problems (i.e., are treated with methods originally developed to solve NLI tasks). This does not mean that the aforementioned methods are pre-trained on commonly used NLI datasets, but rather that the input of each subtask (i.e., sentence retrieval and claim verification) is framed in such a way that traditional NLI methods can be used to resolve each of these two subtasks.

Assuming that we have two sentences, the hypothesis and the premise sentence, the goal of the NLI task is to determine whether the premise sentence entails, contradicts or is neutral to the hypothesis. The most well-known datasets for NLI are the Stanford Natural Language Inference (SNLI) Corpus [13], the Multi-Genre Natural Language Inference (MultiNLI) Corpus [121], and the cross-lingual NLI (XNLI) Corpus [24]. Several approaches have been proposed to solve the NLI tasks; however, the neural models that have been mostly explored in the context of the FEVER task are the Decomposable Attention (DA) [79], Enhanced Long Short-Term Memory (LSTM) for Natural Language Inference (ESIM) [19], and Bidirectional Encoder Representations from Transformers (BERT)-based NLI [28].

ESIM: Chen et al. [19] rely on LSTM models to perform the NLI task. In particular, the model exploits the use of bidirectional LSTMs [43] (i.e., on top of the word embeddings) to form representations of the premise and the hypothesis sentences. A soft-alignment layer that calculates attention weights is being used. In addition to the original representations, operations such as the difference and the element-wise product between the LSTM and the attended representations are calculated to model complex interactions. In the next layer, LSTMs are also exploited to construct the representation for the prediction layer. Finally, in the prediction layer, average and max pooling operations are used for the prediction of the final label.

DA: The model has been proposed in the work of Parikh et al. [79] and unlike the trend of using LSTMs, DA solely relies on word embeddings in order not to increase the complexity by $O(d^2)$, where $d$ is the size of the hidden dimension. Specifically, DA consists of three components (i) the attention step, which computes soft-alignment scores between the two sentences (i.e., the premise and the hypothesis) similar to the method of Bahdanau et al. [8], (ii) the comparison step, which applies a feed-forward neural network with a non-linearity between the aligned representations and (iii) the aggregation step, which combines the information from previous steps via a summation operation to predict the final label.

BERT: Pre-trained Language Models (LM) have been beneficial for a number of NLP tasks. Examples include ELMo (Embeddings from Language Models) [81], OpenAI GPT [87] and BERT [28]. In the context of the FEVER task, several models [61, 98] rely on the pre-trained BERT model. BERT relies on WordPiece tokenization [123] and on Transformer networks [114]. The input to the BERT model is either a single sentence or a pair of sentences encoded in a single sequence. The first token is usually the special token [CLS], which is used in classification tasks, and the sentences are separated by the special [SEP] symbol. Two approaches have been proposed to pre-train the BERT model; specifically, (i) the Masked LM, where a percentage of random WordPiece tokens are masked
and the goal is to predict the masked tokens, and (ii) the Next Sentence Prediction task, where the goal is to validate (0 or 1) whether the second sentence is the sequel of the first one. The pre-training task (ii) has been shown to be extremely useful for downstream tasks such as Question Answering (QA) and NLI. For finetuning BERT for NLI, the sentence pair is separated by the [SEP] symbol and the classification label (e.g., entail, contradict or neutral) is predicted on top of the [CLS] symbol.

Baseline
For sentence selection, in the proposed three-step model, Thorne et al. [109] obtained the most similar sentences from the retrieved documents (see previous subtask) by using either DrQA or unigram TF-IDF vectors. Moreover, they used a cut-off threshold tuned on the development set.

Related work
**TF-IDF:** For the sentence retrieval task, several pipeline methods in the literature rely on the sentence retrieval component of the baseline method [109]. Specifically, these methods [21, 85, 104, 128], use a TF-IDF vector representation along with a cosine similarity function. However, there are some attempts that exploit additional representations such as ELMo embeddings [16].

**ESIM-Based:** An important line of research [36, 71, 132] for the sentence selection subtask includes the use of ESIM-based models [19]. Those studies formulate the sentence selection subtask as an NLI problem, where the claim is the “premise” sentence and the potential evidence sentence is a “hypothesis” sentence. Hanselowski et al. [36] proposed a modified version of ESIM that during training receives as input the claim and the ground truth evidence sentences, as well as the claim with negative examples, randomly selected from the Wikipedia documents that the positive samples (i.e., ground truth evidences) are coming from (i.e., they sample randomly five sentences by not including the positive ones). The loss function used in this work is a hinge loss that receives as inputs the positive and the negative ranking scores (as pairs) from the ESIM model. At test time, the model computes the ranking score between the claim and each potential evidence sentence. It is also worth mentioning that the work of Zhou et al. [132] exploits the evidences retrieved by the model of Hanselowski et al. [36]. Similar to Hanselowski et al. [36], Nie et al. [71] use the same variation of ESIM called NSNM which has been exploited by the document retrieval component as well (see the keyword-based methods in Section 3.1.1). Nie et al. [71] calculate the NSMN score between the claim and the evidence sentences. Afterwards threshold-based prediction is used to retain the highest scoring sentences. Unlike Hanselowski et al. [36] that train a pairwise hinge loss, Nie et al. [71] exploit a cross-entropy loss for training their model.

**Language Model Based:** Similar to the ESIM-based methods, language model based methods [61, 72, 98, 101, 130, 131] transform the sentence retrieval task to an NLI problem using pre-trained language models. The pre-trained language models are finetuned for the NLI task similar to the procedure described for the BERT-based model. It is however worth mentioning that the models developed for the sentence retrieval component do not rely only on BERT but also on RoBERTa [59] and XLNet [125]. For the language model based sentence retrieval two types of losses have been exploited: (i) the pointwise loss, where a cross-entropy classifier is used to predict 0 or 1 (or a probability value), depending on whether the claim and the potential evidence sentence are related, and (ii) the pairwise loss, where the loss function takes as input a negative and a positive example. In that case, the positive example is the concatenation of the claim with an evidence sentence from the ground truth while a negative example is a concatenation between the claim and a negative example (i.e., potential evidence, not included in the evidence set). That way, the model is learning to maximize the margin between the positive and the negative examples. For the loss of
type (i), several studies that use the BERT pre-trained model have been proposed [72, 98]. The work of Zhong et al. [131], which also uses the pointwise loss, relies on RoBERTa and XLNet pre-trained models. For the loss of type (ii), the proposed architectures rely only on the BERT pre-trained language model [61, 98, 130]. Due to the high number of negative examples with respect to the number of positive examples in the sentence retrieval subtask, Soleimani et al. [98] proposed to use hard negative mining similar to Schroff et al. [90] to select more difficult examples (i.e., those with the highest loss values). Note that training a pairwise loss is computationally more expensive than training a pointwise loss, since in the first case, one should consider all the combinations of positive-negative example pairs (see e.g., [61]). As we observe in Table 2, most recent studies (i.e., developed in 2019-2020) focus on developing language model based approaches.

Other Methods: The two-step model of Stammbach and Neumann [100] is able to combine both the ESIM-based and the language model based sentence retrieval components. This work relies on the model of Nie et al. [71] as a first component and uses a BERT-based model with two different sampling strategies to select negative examples. Other alternative methods for sentence retrieval can be found in the following papers [62, 77, 100, 129]. Luken et al. [62] use the root, the nouns and the named entities of the claim and construct a set of rules. For instance, if the named entities and the nouns are included in the sentence then the sentence is added in the evidence set. Similar to the work of Luken et al. [62], Otto [77] also relies on nouns and named entities extracted from the claim using the spaCy NLP library [44]. This work is able to directly retrieve evidences using the Solr indexer without relying on a document retrieval component. Yoneda et al. [129] manually extract features such as the length of the sentences, whether the tokens of the sentence are included in the claim, etc. These features are fed into a logistic regression model. Finally, the work of Tokala et al. [113] relies on the BIDAF model [93], where the input is the claim and each candidate evidence sentence. The model output scores for each evidence sentence and, that way, is able to rank the candidate evidence sentences. Note that passage retrieval techniques such as the one described in Karpukhin et al. [48] or BM25 (or their combination) can also be used for sentence selection.

3.1.3 Claim Verification. In general, most of the claim verification methods use neural model components. In the baseline method, the authors have exploited either a multi-layer perceptron (MLP) neural model or a DA approach. In this section, the work on claim verification is divided into (i) ESIM-based architectures, (ii) language model based approaches, and (iii) other neural models. It is worth mentioning that most of the literature so far has focused on improving the task of claim verification because the previous two subtasks (i.e., document retrieval and sentence selection) have already attained quite good performance in terms of the recall evaluation metric, see Section 4 and Table 2.

Preliminaries
For the claim verification subtask, researchers exploit techniques similar to the ones used for the sentence retrieval subtask. For more details about the techniques that the claim verification models are based on can be found in Section 3.1.2.

Baseline
Two methods were developed for the claim verification component. First, an MLP was used by taking as input features the term frequencies of the claim and the evidence and the TF-IDF cosine similarity between them. Second, DA [79] – which was described in Section 3.1.1 – has been used as a state-of-the-art system in NLI [13] (aka Recognizing Textual Entailment (RTE)). It is worth

3https://lucene.apache.org/solr/
mentioning that, for this step, evidences are needed in order to train the NLI component. However, this is not feasible for the NEI labels, since there are no such evidence sentences in the training set. To circumvent this issue, two strategies have been explored in the baseline model: (i) sampling random sentences from Wikipedia, and (ii) sampling random sentences from the most similar documents as retrieved from the document retrieval component.

**Related work**

*ESIM-based:* Hanselowski et al. [36] used an ESIM model for claim verification which has been modified to take as input multiple potential evidence sentences along with the given claim. They exploit the use of attention mechanisms, pooling operations and an MLP classifier to predict the relevant classes (e.g., SUPPORTED, REFUTED, NEI). The winning system of the FEVER task proposed by Nie et al. [71] also relies on a modified version of ESIM called NSMN combined with additional features. This work exploits additional features such as WordNet embeddings (i.e., antonyms, hyponyms), number embeddings and the scores from the previous subtasks. Yoneda et al. [129] use the ESIM model where the claim with each potential evidence (and the associated Wikipedia article title) is considered independently. To aggregate the predictions for each evidence sentence with the claim, Yoneda et al. [129] used an MLP classifier on top of the prediction score of each evidence sentence.

*Language Model Based:* Language models have also been successfully applied to the claim verification subtask of FEVER. Soleimani et al. [98] formulated the problem of claim verification as an NLI task where the claim (premise) and the potential evidence sentence (hypothesis) are the inputs into a BERT-based language model. The evidences are independently considered against the claim and the final decision is made based on an aggregation rule similar to Malon [64] (i.e., the default label is NEI and, if there is a SUPPORTED label, then the label of the claim is also SUPPORTED). BERT-based models have also been adopted by multiple studies e.g., Chernyavskiy and Ilvovsky [21], Nie et al. [72], Portelli et al. [85], Stammbach and Ash [99], Stammbach and Neumann [100], Subramanian and Lee [101].

*Graph Neural Network (GNN)-based Language Models:* Zhou et al. [132] proposed a BERT-based method that makes use of GNNs [49]. By using GNNs, where evidences are nodes in a graph, they are able to exchange information between the nodes, thereby performing reasoning in order to obtain the final class label. Similar to the work of Zhou et al. [132], Liu et al. [61] exploit the use of kernel attention [124], both at sentence and token level, to propagate information among the evidence nodes. A graph-based approach is also explored in the work of Zhong et al. [131], where, unlike previous studies, instead of using evidences as nodes in the graph, they construct the graph based on semantic roles (e.g., verbs, arguments) as those extracted by an external library. Then, GNNs and graph attention mechanisms are used to combine and aggregate information among the graph nodes for the final prediction. Zhao et al. [130] rely on a modified version of Transformers which is able to perform multi-hop reasoning even on long text sequences and combine information even along different documents.

Different from the previous studies that rely on GNNs, the paper of Ye et al. [126] indicates that extracting coreference information from the text is important for claim verification. Specifically, in this paper, they rely on tasks such as entity masking in order to automatically exploit coreferential relations. Finally, Chen et al. [18] extract the core parts of a claim, then they generate questions about these core parts and that way they are able to conclude about the veracity of the claim by performing reasoning on the question answering pairs. As we observe in Table 2, most recent studies (i.e., developed in 2019-2020) focus on developing language model based approaches. These studies are classified in separate categories in the timeline (Table 2), see columns “Simple” (simple
classification layer), “Graph”, “Seq2seq”, so that the reader can identify each component easily.

Other Neural Models: Alternative neural models have also been proposed [16, 62, 64, 77, 104, 128]; these cannot be classified in any of the aforementioned categories. Specifically, Chakrabarty et al. [16] rely on bidirectional LSTMs and perform operations combining the claim and evidence representations (e.g., element-wise product, concatenation) similar to Conneau et al. [23]. Other studies use the DA model [62, 77], similar to the one that was exploited in the baseline model. Other methods such as Convolution Neural Networks (CNNs) with attention mechanisms [104, 128] and transformer networks [64] have also been used. Finally, the work of Tokala et al. [113] relies on the BIDAF model [93], where the input is the claim and all the retrieved evidence sentences. These studies and the ESIM-based models are classified in separate categories in the timeline (Table 2), see columns “ESIM”, “LSTM/CNN”, “DA”. Note that QA (see e.g., [9, 52]) can also be used for claim verification similar to the work of Jobanputra [46].

3.2 Joint models
Unlike all the other studies presented so far in Section 3, which consider the FEVER subtasks in a pipeline setting, there has been a significant amount of work that handles the FEVER subtasks in a joint setting. The main motivation of joint methods is that in the pipeline setting, there are errors that are flowing from one component to the other, while in the case that two or more subtasks are considered together, decisions can be possibly corrected due to the interaction between the components. For instance, Yin and Roth [127] proposed the use of a multitask learning architecture with CNNs and attentive convolutions [128] in order to extract coarse-grained (i.e., sentence-level) and fine-grained (i.e., with attention over the words) sentence representations of the claim and evidences so as to perform the tasks of sentence selection and claim verification in a joint setting. Similar to this work, Hidey and Diab [40] train the sentence selection and claim verification subtasks in a multitask fashion. Specifically, they use the ESIM model for the representation of the claim and the evidence sentences, pointer networks [115] for the sentence selection subtask and an MLP-based architecture for claim verification. A newer version of this system, which uses adversarial instances to improve the performance, has also been proposed in the work of Hidey et al. [39]. Nie et al. [70] perform an experimental study, where the NSNM model [71] is compared in three different setups. In particular, a pipeline setting, a multitask setting and a newly introduced so-called “compounded label set” setting are being compared. This compounded label set setting is a combination of all the labels of the sentence selection and claim verification subtasks.

Unlike the previous line of research that trains the models in a multitask learning fashion, there are works that address some of the subtasks (i.e., the retrieval steps) in an unsupervised manner. Specifically, Jobanputra [46], Lee et al. [53] formulate the problem as a masked language modeling task. In the work of Lee et al. [53], the last entity of the claim is masked out and the missing entity is filled in with a language model. That way, a new evidence is created (eliminating the need for a sentence retrieval module), which is then input together with the claim into an MLP to predict the claim verification label. Similar to that work, Jobanputra [46] also relies on language models and eliminates the sentence retrieval step by masking parts of the claim, using a question answering module and generating potential evidence sentences. Finally, the work of Lewis et al. [55] is an end-to-end system that performs the three steps at once. Specifically, they design a new retrieval system that is able to retrieve relevant documents and then generate text based on the retrieved documents. The model relies on a retriever that outputs a distribution of scores over the documents and a generator that takes also the previous generated tokens and the highest scoring documents into account. In the case of a classification task such as FEVER, where the goal is to predict a label based on a given claim, the sequence-to-sequence model (generator) has as goal (in the decoder
4 RESULTS & DISCUSSION

In this section, we describe the experimental results of the methods presented in Section 3 and we compare their performance. Similar to the previous section, we present the results per subtask along with the corresponding discussion. The performance of the joint models is also presented in the corresponding subsections.

4.1 Document Retrieval

In Table 3, we present the results of the various document retrieval components that were extensively presented in Section 3.1.1. We evaluate the performance of the models based on the two commonly used evaluation metrics (i.e., fully supported and oracle accuracy) for the document retrieval step of the FEVER task as introduced in the work of Thorne et al. [109, 111] and presented in Section 2.5.2. In Table 3, the pre-calculated features column indicates whether external NLP tools (e.g., dependency parser) or hand-crafted features are exploited. In the $k$ column, the number of retrieved documents per claim is presented. We report the $k$’s of each work that lead to best results or those that are used in the results of the pipeline systems. The model of Thorne et al. [109] is the baseline model as presented in Section 2.4. It is worth mentioning that in the various studies, there is no consistent report on the various metrics. The results are reported on the dev set since there is no ground truth data for this subtask on the test set. Specifically, the evaluation metrics on the
competition platform\footnote{https://competitions.codalab.org/competitions/18814} for the test set assess the performance only of the subtasks two (i.e., sentence retrieval) and three (i.e., claim verification). Almost all of the systems presented in Table 3 rely either on mention- or keyword-based approaches, except for the baseline model that relies on TF-IDF features to obtain the most relevant documents. The studies of Hanselowski et al. \cite{36} and Nie et al. \cite{71} are those that most of the recent neural methods rely upon (see Section 3.1.1 for more details). The document retrieval presented in the work of Zhou et al. \cite{132} reproduces the results of the Hanselowski et al. \cite{36} model. In terms of oracle accuracy score, the model of Chakrabarty et al. \cite{16} is the best performing one; however, the models are not directly comparable since the oracle accuracy is measured based on a different number of retrieved documents. We observe that all the models \cite{16, 40, 127}, which rely on mention-based document retrieval, achieve higher performance compared to the baseline model with respect to the fully supported evaluation metric. The same holds for the oracle accuracy evaluation metric. The keyword-based model of Nie et al. \cite{71} also scores better compared to the baseline model. The gap between the keyword-based model of Nie et al. \cite{71} is relatively small in terms of the fully supported evaluation metric compared to the mention-based approaches. The model of Tokala et al. \cite{113} performs on par with the mention- and keyword-based approaches since it relies on exact match techniques and the BIDAF model \cite{93}. We expect that there are no significant differences between the terms that are identified between the mention- and keyword-based (or the exact match) approaches since all of these approaches are able to identify the core parts of the document collections leading to similar performance as indicated in Table 3. Thus, all of these systems form a good baseline for the document retrieval step. It is worth mentioning that in all of the presented models, the $k$ (i.e., the number of retrieved documents) used in each study is relatively small (i.e., 3-7) since otherwise the number of sentences for the next subtask (i.e., sentence retrieval) would be relatively large. A large number of selected sentences has the immediate effect of significantly slowing down the training and inference at the sentence retrieval subtask.

4.2 Sentence Retrieval

In Table 4, we present the results of the various sentence retrieval systems described in Section 3.1.2. The pre-calculated features column indicates whether the models use external NLP tools (e.g., named entity recognizers to detect mentions) or hand-crafted features. We present results both on the dev and the test sets using the precision, recall and $F_1$ evaluation metrics described in Section 2.5.2.

In Table 4, we observe that the different models optimize over different evaluation metrics (e.g., precision, recall). For instance, the system of Luken et al. \cite{62} optimizes over the precision evaluation metric, the system of Nie et al. \cite{72} optimizes over the $F_1$ score, while most studies optimize over recall. This is because the recall metric measures the number of the correctly retrieved evidences over the total number of the ground truth evidences. This is of great importance since the core evaluation of the task (i.e., the FEVER score) requires at least one correctly retrieved evidence group along with the correct label for the claim in order to evaluate a claim as correct. Thus, retrieving more evidence groups maximizes the chance of retrieving a correct evidence group out of the retrieved evidence groups. However, the organizers have imposed the restriction of taking into account only the five highest scoring evidence groups. This restriction alleviates the issue of returning the full set of evidence groups that would lead to the problems of (i) a perfect recall and (ii) transforming the FEVER score to the label accuracy metric. Therefore, a high recall at the sentence retrieval subtask helps at increasing the performance of the model in terms of the FEVER score on the subtask of claim verification (next subtask in the pipeline).
Table 4. Results of the sentence retrieval task in terms of the precision, recall, and F1 evaluation metrics in the dev and the test set. The pre-calculated features column indicates whether a model uses external NLP tools or hand-crafted features. The best performing models per column are highlighted in bold font. The single star symbol (*) denotes that the results of a model are reported on the dev and test sets defined in Thorne et al. [109] (i.e., 9,999 dev and 9,999 test instances) and not on the dev and test sets of the shared task [111]. The double star symbol (**) indicates whether a model uses the title of the Wikipedia pages as external information. Missing results are not reported in the original papers. It is worthwhile mentioning that all models that do not belong in the category "Joint Models" (see the vertical heading in the first column) are pipeline models.

| Model | Pre-calculated | Dev | Test |
|-------|----------------|-----|------|
|       | Features       | Precision | Recall | F1  | Precision | Recall | F1  |
| Thorne et al. [109] | ✔️ | - | - | 17.20 | 11.28 | 47.87 | 18.26 |
| Taniguchi et al. [104] | ✔️ | - | - | 11.37 | 29.99 | 16.49 |
| Chakrabarty et al. [16] | ✔️ | - | 78.04 | - | 23.02 | 75.89 | 35.33 |
| Hanselowski et al. [36] | ❌ | - | 87.10 | - | 23.61 | 85.19 | 36.97 |
| Zhou et al. [132] | ❌ | 24.08 | 86.72 | 37.69 | 23.51 | 84.66 | 36.80 |
| Nie et al. [71] | ❌ | 36.49 | 86.79 | 51.38 | 42.27 | 70.91 | 52.96 |
| ESIM-based |       |     |     |     |     |     |     |
| Nie et al. [72] | ❌ | - | - | 76.87 | - | - | 74.62 |
| Soleimani et al. [98]** | ✔️ | 38.18 | 88.00 | 53.25 | - | - | 38.61 |
| Liu et al. [61] | ❌ | 27.29 | 94.37 | 42.54 | 25.21 | 87.47 | 39.14 |
| Subramanian and Lee [101] | ✔️ | 90.50 | - | - | - | - | - |
| Zhong et al. [131] | ❌ | 26.67 | 87.64 | 40.90 | 25.63 | 85.57 | 39.45 |
| Language models |       |     |     |     |     |     |     |
| Lukan et al. [62] | ✔️ | 77.50 | 52.30 | 62.50 | 77.23 | 47.12 | 58.53 |
| Otto [77] | ✔️ | - | - | - | 12.09 | 51.69 | 19.60 |
| Yoneda et al. [129]** | ✔️ | 84.54 | 35.84 | 22.16 | 82.84 | 34.97 |
| Stammbach and Neumann [100]** | ❌ | 25.10 | 89.80 | 39.30 | - | - | - |
| Other models |       |     |     |     |     |     |     |
| Yin and Roth [127]** | ❌ | 53.81 | 57.73 | 50.59 | 49.91 | 44.68 | 47.15 |
| Hidey and Duba [40] | ❌ | - | - | - | 18.48 | 75.39 | 29.69 |
| Nie et al. [70] | ❌ | - | - | - | - | - | 50.28 |
| Joint models |       |     |     |     |     |     |     |

Table 5. The performance of a BERT-based model trained on the sentence retrieval task using the pointwise and the pairwise loss functions on the dev and the test sets (see the work of Liu et al. [61]) in terms of Precision (P), Recall (R), and F1 scores. The results are reported on the 5 highly ranked evidence sentences (i.e., @5). Note that in the original paper the results on the pointwise loss are not reported due to page limitations and the pointwise results are obtained from their Github codebase.

| Model | Dev | Test |
|-------|-----|------|
|       | P@5 | R@5 | F1@5 | P@5 | R@5 | F1@5 |
| Pointwise | 27.66 | 95.91 | 42.94 | 23.77 | 85.07 | 37.15 |
| Pairwise | 27.29 | 94.37 | 42.34 | 25.21 | 87.47 | 39.14 |

In Table 4 some of the results, especially in the dev set, are missing while for the test set, the results are available through the competition leaderboard. We observe that the ranking of the models (i.e., which model performs better compared to another model) in terms of their performance remains the same for the dev and the test set. However, for most of the models, the performance decreases in the test set. In terms of the recall, the ESIM-based and the language model based models perform better compared to the rest of the models. Exceptions are the models of Yoneda et al. [129] (i.e., the system which has been ranked as second in the shared task and relies on hand-crafted features, external tools and a logistic regression classifier) and the model of Stammbach and Neumann [100] (which is a combination of an ESIM-based and a BERT-based system). It is worth mentioning the experiment of Liu et al. [61] which indicates that using language models instead of ESIM-based for sentence retrieval leads to an improvement of 3 percentage points on the test set in terms of the recall evaluation metric and to 1 percent improvement on the claim verification subtask in terms of F1.
the FEVER score (this is not presented in Table 4). The two types of loss functions (i.e., pointwise and pairwise, see the language model based part in Section 3.1.2) that have been exploited for the sentence retrieval task, have been more extensively studied in the work of Soleimani et al. [98] and in the work of Liu et al. [61]. The experimental study of Soleimani et al. [98] suggests that there is a little variation in terms of recall between the pointwise and the pairwise models, even in the case that hard negative mining [90] is used in order to select more difficult instances. On the other hand, in the work of Liu et al. [61] (see Table 5), we observe that there is variation between the two losses on the dev and on the test set. Moreover, we observe that the pointwise loss performs better on the dev set while it performs worse on the test; this suggests that the pointwise loss overfits faster (while tuning the parameters) on the dev set. We hypothesize that this is because in the pairwise loss all the pairs of positive and negative examples are used while in the pointwise loss only a ratio of negative examples is used (i.e., five negative examples for each positive). The ratio in the pointwise loss is used since otherwise we would have a highly imbalanced dataset, which can negatively affect performance. This has also been verified in our experiments, presented in Section 9, where the performance of the pointwise loss decreases by 1 percentage point in terms of the FEVER score both on the dev and the test set. The lack of a consistent conclusion from the two experimental studies (i.e., the one of Soleimani et al. [98] and the one of Liu et al. [61]) suggests that the impact of the loss function on the sentence retrieval task needs further investigation.

4.3 Claim Verification

In Table 6, the results of the claim verification subtask are presented in terms of the label accuracy and the FEVER score evaluation metrics. As in the above tables, the models are grouped based on the way that the groups have been formulated in Section 3.1.3.

As we observe, the models have a better performance in the dev set compared to their performance on the test set. This is because the test set is blind and the number of submissions to Codalab is limited. Thus, the competition participants can only check the performance of their model in the test set by submitting the prediction file on the competition platform. On the other hand, the dev set is publicly available, and therefore, it is likely that some of the systems overfit on the dev set. Based on the results of Table 6, the systems that use language models have better performance both in terms of label accuracy and FEVER score in the dev and test sets compared to the rest of the models. This is because pre-trained language models have a superiority over the rest of the methods, since they have been trained on large corpora and thus they already incorporate prior knowledge. The ESIM-based models, which are the three highly-ranked models of the shared task, are the second best performing group of models in terms of both metrics, although there is a gap of 4-8 percentage points in terms of the label accuracy evaluation metric and 3-6 percentage points in terms of FEVER score. In addition, the joint model of Yin and Roth [127] performs well on the label accuracy (similar to the language model based approaches), however, the FEVER score drops dramatically due to the low recall of their model in the sentence retrieval task. Recall that in the task of sentence retrieval task in the work of Yin and Roth [127], they optimize over the F1 score, which favors both precision and recall unlike most of the studies that optimize only over recall (see Table 4). Note that the presented results of Yin and Roth [127] are reported on the splits defined in the work of Thorne et al. [109] and not on the splits of the shared task [111]. In general, joint models have shown an improved performance in a number of tasks (e.g., entity-relation extraction [10, 67], POS tagging-dependency parsing-chunking-semantic relatedness-textual entailment [38]) since the error propagation between the various sequential tasks is alleviated. However, this is not the case for the proposed joint architectures for the FEVER problem except for the model of Hidey et al. [39]. We hypothesize that this is due to the fact that in the FEVER problem, there are no annotated (i.e., gold) sentences for the NEI class and thus the different strategies of selecting examples (e.g.,
Table 6. Results of the claim verification task in terms of the label accuracy and the FEVER score evaluation metrics in the dev and the test set. The pre-calculated features column indicates whether a model uses external NLP tools or hand-crafted features. The best performing models per column are highlighted in bold font. The single star symbol (*) denotes that the results of a model are reported on the dev and test sets defined in Thorne et al. [109] (i.e., 9,999 dev and 9,999 test instances) and not on the dev and test sets of the shared task [111]. The double star symbol (**) indicates whether a model uses the title of the Wikipedia pages as external information. Missing results are not reported in the original papers. All models that do not belong in the category “Joint Models” (see the vertical heading in the first column) are pipeline models.

| Model | Pre-calculated Features | Dev | Test |
|-------|-------------------------|-----|------|
| **ESIM-based** | | | |
| Hanselowski et al. [36] | ✓ | 68.49 | 64.74 | 65.46 | 61.58 |
| Yoneoda et al. [129]* | ✓ | 69.66 | 65.41 | 67.62 | 62.52 |
| Nie et al. [72] | ✓ | 69.72 | 66.49 | 68.21 | 64.21 |
| **Language models** | | | |
| Nie et al. [72] | ✓ | 75.12 | 70.18 | 72.56 | 67.26 |
| Chernyavskiy and Ivovskiy [21]** | ✓ | - | - | 71.72 | 67.68 |
| Zhou et al. [132] | ✓ | 74.84 | 70.69 | 71.60 | 67.10 |
| Portelli et al. [85] | ✓ | 84.33 | - | - | - |
| Soleimani et al. [98] | ✓ | 74.59 | 72.42 | 71.86 | 69.66 |
| Liu et al. [63]** | ✓ | 78.29 | 76.11 | 74.07 | 70.38 |
| Zhong et al. [131] | ✓ | 79.16 | - | 76.85 | 70.60 |
| Zhao et al. [130]** | ✓ | 78.05 | 74.98 | 72.39 | 69.07 |
| Chen et al. [18] | ✓ | 81.12 | **78.94** | 76.91 | 73.43 |
| Ye et al. [126] | ✓ | - | - | 75.96 | 72.30 |
| Subramanian and Lee [101] | ✓ | 75.77 | 73.44 | 74.64 | 71.48 |
| Stammbach and Ash [99]** | ✓ | 77.48 | 74.98 | 76.60 | 74.27 |
| **Other models** | | | |
| Thorne et al. [109] | ✓ | 51.37 | 31.27 | 48.84 | 27.45 |
| Chakrabarty et al. [16] | ✓ | 58.77 | 50.83 | 57.45 | 49.06 |
| Luken et al. [62] | ✓ | 44.70 | 43.90 | 50.12 | 43.42 |
| Malon [64]** | ✓ | - | 58.44 | 61.08 | 57.36 |
| Taniguchi et al. [104] | ✓ | - | - | 47.13 | 38.81 |
| Otto [77] | ✓ | - | - | 54.15 | 40.77 |
| Tokala et al. [113] | ✓ | - | - | 69.98 | 66.72 |
| **Joint models** | | | |
| Yin and Roth [127]* | ✓ | 78.90 | 56.16 | 75.99 | 54.33 |
| Hidey and Diab [40] | ✓ | - | - | 59.72 | 49.94 |
| Nie et al. [70] | ✓ | - | - | 66.21 | 62.69 |
| Lee et al. [53] | ✓ | - | - | 57.00 | - |
| Lewis et al. [55] | ✓ | 74.50 | - | 72.50 | - |
| Lewis et al. [54], Petroni et al. [82] | ✓ | - | - | - | 86.74 |
| Lewis et al. [55], Petroni et al. [82] | ✓ | - | - | - | 86.31 |
| Hidey et al. [39] | ✓ | 76.74 | 73.17 | 72.47 | 68.80 |

by randomly selecting sentences of the returned documents for that class) are not that beneficial. On the other hand, in the pipeline setting, a sentence retrieval model is trained on the sentences of the SUPPORTED and REFUTED classes and this model can later on be used to retrieve sentences that are exploited as potential evidence sentences along with the corresponding claim to train the model on the NEI class for the claim verification subtask.

Based on the results of Table 6, the models described in the work of M. Lewis et al. [54] and P. Lewis et al. [55] and applied in the KILT benchmark [82] are able to achieve state-of-the-art results although the retrieval step is unsupervised. This is because these models have been mapped to a fixed snapshot of Wikipedia along with other Wikipedia related tasks (five distinct tasks and 11 datasets) such as entity linking, open domain question answering. By handling similar knowledge intensive tasks together can improve the performance for the FEVER claim verification task. It is worth stating that the model of Lewis et al. [55] is not able to perform that well when it is not combined with KILT related tasks (due to the knowledge sharing between the various tasks). However, the results of the M. Lewis et al. [54] and P. Lewis et al. [55] models in the KILT setting indicate that we can actually substitute the standard pipeline setting of the three subtasks for solving the FEVER problem. Moreover, from the perspective of the pipeline models, the model
proposed in the work of Stammbach and Ash [99] performs best in terms of the FEVER score in the test set. This is because this model relies on multiple combined modules on the downstream components (i.e., document and sentence retrieval), but its main benefit comes from the fact that it relies on the GPT-3 pre-trained language model [14]. The models presented in the work of Zhong et al. [131] and Chen et al. [18] lead to the best performance in terms of label accuracy both in the dev and test sets. This is due to the fact that these models rely on external tools. The first one uses the semantic role labeling tool of AllenNLP\(^5\) for constructing the graph of the claim and the evidence sentences. That way the graph neural network used in this work is able to take into account the structure of the semantic roles (due to the use of the external tool) instead of extracting that information from the raw claim and evidence sentences during training. The work of Chen et al. [18] uses again AllenNLP tools to extract the central phrases in a claim. The contribution of the semantic roles and central phrases is also evident from that other studies that rely on graph neural networks (see Liu et al. [61], Zhou et al. [132]) achieve lower performance in terms of label accuracy and FEVER score. The gap between the model of Liu et al. [61] and one that uses semantic roles [131] on the test set is smaller in terms of FEVER score; we hypothesize that this is because the former model is able to extract more relevant sentences (i.e., higher recall) at the sentence retrieval subtask. Although we cannot measure the statistical significance (i.e., we do not have access to the test set), in this case, a benefit of two points in the sentence retrieval step (i.e., the model of Liu et al. [61] scores 87.47\% in terms of the recall of the system and the model of Zhong et al. [131] scores 85.57\% – recall is the most important metric in the sentence retrieval step) leads to a two points improvement in terms of the FEVER score in the claim verification step. This is something that we observe in these particular systems; however, the performance benefit in the claim verification step may generally vary for different sentence retrieval and claim verification setups. Moreover, it is also evident that the model of Chen et al. [18] performs similar to the model of Zhong et al. [131] in terms of label accuracy on the test set, while it performs three points better in terms of FEVER score. We believe that this is because the model of Chen et al. [18] relies on the sentence retrieval of Liu et al. [61]. We should note that the use of external tools (e.g., semantic role labeling) is beneficial in a number of tasks (e.g., entity and relation extraction where a dependency parser has been exploited to improve the relation extraction task, see Miwa and Bansal [67]). However as presented in the work of Bekoulis et al. [10, 11], the performance of a model can be significantly reduced when the external tool (e.g., a parser) has been trained on data coming from different domains (e.g., news data) or languages (e.g., English) and is applied on data from another domain (e.g., biological data) or language (e.g., Dutch). In addition, the models of Liu et al. [61], Soleimani et al. [98], Zhao et al. [130], Zhong et al. [131], which optimize for high recall in the sentence retrieval task, obtain almost similar performance on the FEVER score on the test set (i.e., a variation of 1 percentage point). Moreover, the models of Liu et al. [61], Zhao et al. [130], Zhong et al. [131] are far more complex compared to the plain BERT-based model of Soleimani et al. [98]; thus, it is clear that the main benefit (compared to prior studies, e.g., Hanselowski et al. [36]) comes from the pre-trained models.

5 RELATED TASKS

In this section, we present tasks that are strongly related to automated fact checking. Note that this is a non extensive list of related tasks; however, this list serves as indication of problems related to automated fact checking that can be tackled by similar methodologies. The list of research areas that can help into tackling automated fact checking are detailed in Cazalens et al. [15].

\(^5\)https://demo.allennlp.org/semantic-role-labeling
Adversarial Examples for FEVER: The second version of the FEVER shared task has also been organized [112]. The goal was to generate adversarial examples able to improve the performance of the FEVER task. Specifically, there were three phases, namely (i) Build-it, where the goal was to develop a system for solving the FEVER task, (ii) Break-it, where the goal was to generate adversarial instances to fool the Builder system, and (iii) Fix-it, where the goal was to combine the Builder system with the generated adversarial instances of the Breaker system in order to improve the performance of the model. It is worth mentioning that the authors of the shared task have also introduced metrics for evaluating the quality of the generated adversarial instances. Niewinski et al. [73] submitted the winning solution for the Breakers system and they used a language model based architecture along with a targeted vocabulary for generating adversarial examples.

Fake News Detection: Fake news detection is strongly related to automated fact checking and some of the previous studies consider automated fact checking as a constituent of fake news, see, for example, this review paper on fake news detection [75]. Fake news detection refers to the task of assessing the validity of full articles, claims or social media posts. Thus, the type of the input (e.g., full article) depends on the dataset and the downstream application. It is common in applications that assess the validity of fake news (e.g., posts, articles) to use fake/non-fake as prediction labels [80]. However, in other applications, there are more fine-grained labeling schemes, since an article can be partially fake (see e.g., the work of Mitra and Gilbert [66]). For solving the fake news detection problem several approaches have been proposed ranging from feature-based models [25] to neural network architectures [69, 88]. Note that there are several surveys that have been proposed for related tasks to fact verification and specifically for fake news detection [12, 89, 96, 133].

Rumour Detection: According to the work of Zubiaga et al. [134], a rumour is a statement, which has not been officially verified at the time that the statement is posted. Specifically, in this task, binary classifiers are usually used to predict whether a statement is a rumour or not. For instance, one can see the PHEME dataset [135], where the input are threads of tweets from Twitter users and the goal is to classify them as true or false (i.e., rumour, non-rumour). The use of the interactions among the users’ profiles has also been exploited in the literature (see Do et al. [31]) to improve the model performance on the rumour detection task.

Stance Detection: Stance detection is a closely related problem to fact checking and according to the study of Zubiaga et al. [134], stance detection could be used after the rumour detection module in rumour classification systems. Specifically, the rumour detector is responsible to identify whether a statement is rumour or not, while the stance detector is responsible for identifying the stance of the author of a text against a given statement (e.g., FAVOR, AGAINST) that has been classified as rumour [51].

6 RELATED DATASETS
Similar to the FEVER dataset, several other datasets have been proposed for verifying the truthfulness of claims in several contexts. The techniques that are being used in each of these datasets are not directly comparable since some of these tasks are related but the same models cannot be applied out-of-the-box to each other task. More information about the baseline methods are provided in the description of each dataset.

SCIFACT: Recently, a dataset that follows the paradigm of the FEVER dataset in the context of validating scientific claims has been proposed by Wadden et al. [117]. Specifically, in that work, Wadden
et al. [117] constructed a set of 1,409 scientific claims and the veracity of each claim was evaluated against a corpus of 5,183 scientific abstracts. The baseline model proposed for solving this task includes a pipeline of three subtasks similar to FEVER, namely, abstract retrieval (similar to document retrieval), rationale selection (similar to sentence selection) and label prediction (similar to claim verification). Similar to the work of Wadden et al. [117], Kotonya and Toni [50] construct a dataset from the public health domain (called PUBHEALTH), where specific expertise (e.g., from epidemiology) is required for predicting the veracity of a given claim. In Grabitz et al. [35], citation networks have been exploited for verifying the veracity of scientific claims.

**LIAR:** The LIAR dataset has been introduced in the work of Wang [120] for fake news detection. In particular, the author of this work created a dataset consisting of 12.8k statements manually annotated from the POLITIFACT.COM website. Unlike the FEVER dataset, which has been constructed using only Wikipedia documents, the problem described in the LIAR dataset is closely related to fake news detection since the dataset is constructed using only news content (e.g., tweets, interviews, Facebook posts). An instance consists of a statement, the person who made the statement, and the context (e.g., president elections). The label of the instance falls into one of the six predefined fine-grained classes (false, barely-true, etc.). The baseline model proposed in that work consists of a combined architecture of CNNs and bidirectional LSTMs to predict the label given the statement and the metadata.

**LIAR-PLUS:** A variation of the original LIAR dataset is the dataset introduced in the work of Alhindi et al. [3]. Unlike the LIAR dataset, the LIAR-PLUS dataset extracts automatically the justification for each statement. To do so, the authors of the LIAR-PLUS select the summary section of the articles or last sentences (if there is no summary section) as justifications. By exploiting this information the model performance increases for all the examined architectures.

**TABFACT:** All the datasets presented so far rely on extracting information from raw text. However, none of these studies consider structured or semi-structured information. Chen et al. [20] introduced a dataset called TABFACT, which includes 117,854 manually labeled claims based on 16,753 tables from Wikipedia. The goal of the task is to predict the veracity of the claim and two labels have introduced for that (i.e., ENTAILED, REFUTED). The challenge in this dataset is that it is not straightforward to extract information from a Wikipedia table. The authors of this work have proposed a Transformer- and a BERT-based solution to solve the problem.

**FTFY:** The FTFY dataset proposed in the work of Hidey and McKeown [41] contains contrastive claims of Reddit posts. Specifically, the authors of this work crawled posts from Reddit that received “Fixed That For You” (FTFY) responses. These responses are edits of the original post where the person who responds modifies part of the original comment. They propose a methodology for automatically generating pairs of contrastive claims using a sequence-to-sequence model, which are not trivially contrastive (i.e., not negation of the original claim). Recall that this was also an issue that the authors of the FEVER dataset tried to alleviate, as described in Section 2.2.

**MultiFC:** Unlike the FEVER dataset, which relies on claims generated from Wikipedia, the MultiFC dataset proposed by Augenstein et al. [7] relies on 26 fact checking websites. In particular, they constructed a dataset of 34,918 claims. The claims were crawled from various domains, where each domain has a different number of labels; this is also the challenging aspect of this dataset. In this work, they also propose a multi-task learning approach, which takes into account the relation
between the labels of the different domains.

**FakeCovid**: A recently constructed dataset inspired by the COVID-19 pandemic is the FakeCovid [95]. This dataset includes 5,182 news articles related to COVID-19, coming from 92 fact checking websites in 40 languages. Unlike the aforementioned datasets, this one exploits the use of multilingual sources. The authors also provided a BERT-based classification model for solving the task.

**Others**: Several other datasets have been proposed in the context of fact checking and the related to that tasks, such as fake news detection, rumour detection, etc. A non extensive list of papers includes PHEME [135], SOME-LIKE-IT-HOAX [103], SYMMETRIC FEVER [92], CLEF-2019 tasks 1 & 2 [4, 37], CLIMATE-FEVER [30], VITAMINC [91] and Real World search-engine-based claims [105]. Additional datasets have introduced in the studies of Derczynski et al. [27], Pérez-Rosas et al. [80], Popat et al. [84], Shu et al. [97]. Note also that the FEVER dataset has been included in the ERASER [29] and KILT [82] benchmarks.

### 7 COMPETITIONS

In this section, we list some of the most recent shared tasks/challenges related to the FEVER task. In particular, along with the FEVER competition, several other competitions have been organized, which are related to fact checking applications (e.g., fake news, fact checking based on table data (see TABFACT in Section 6)). Specifically, in the context of FEVER, a second shared task (**FEVER 2.0**) [112] has been organized and the goal is to define Builders (systems that solve the first task), Breakers (generate adversarial instances to break prior methods that solve the FEVER problem) and Fixers (improving systems by exploiting adversarial instances), as also described in Section 5. Another competition has been organized for the newly developed dataset **SCIFACT** [117]. In this competition, the goal is to identify the validity of a claim based on scientific abstracts. CLEF 2020 **CheckThat!** is a competition that has been running for the last 3 years (i.e., since 2018) and, in its last edition, the goal for Task 1 was to rank claims (of a political debate) based on whether these claims are interesting to be annotated and for Task 2 was to rank the evidence and check the veracity of the claims (in an Arabic dataset). A competition has also been organized based on the **TABFACT** dataset (described in Section 6), where the goal is to verify the validity of a claim based on Wikipedia tables. In the same line, the shared task SemEval 2021 (Task 9) **SEM-TAB-FACT** aims at identifying whether a table supports a given claim and providing also the required evidence for that. The **Fake News Challenge** has been organized in 2017 and attracted a lot of attention (i.e., 50 participants). The goal was to identify the stance (i.e., agree, discuss, disagree, be unrelated) of a specific article with respect to a headline.

### 8 EXPLAINABLE FACT CHECKING MODELS

Although explainable models is an area of increasing interest in NLP [57, 118], there are only few studies that focus on explaining the outcome of fact checking models. Specifically, Atanasova et al. [5] exploit the use of a joint architecture that simultaneously generates explanations using the extractive summarization model of Liu and Lapata [58] and predicts the veracity of a claim using a classification layer. Similar to the previous work, the work of Stammbach and Ash [99] relies also on abstractive summarization techniques for generating explanations. Specifically, this work, which

---

6 [https://scifact.apps.allenai.org/leaderboard](https://scifact.apps.allenai.org/leaderboard)
7 [https://competitions.codalab.org/competitions/21611](https://competitions.codalab.org/competitions/21611)
8 [https://sites.google.com/view/sem-tab-facts/](https://sites.google.com/view/sem-tab-facts/)
9 [http://www.fakenewschallenge.org/](http://www.fakenewschallenge.org/)
relies on GPT-3 [14], generates explanations based on the FEVER dataset. The model generates a summary based on the context (i.e., evidences) and the claim. This summary has also been used as an input to the FEVER system (instead of the evidence sentences) and the system performed well on the dev set. This indicates that the summarized context (i.e., evidences) is of high quality. Along the same line, Glockner et al. [34] proposed a new framework that is able to automatically extract rationales. In particular, they also exploit the rationales to solve the task at hand (i.e., they also demonstrate the effectiveness of their method in the FEVER dataset). The rationales that lead to best performance obtain a high ranking (i.e., score). In another work, Ahmadi et al. [2] propose the use of a set of rules on knowledge graphs (known for their structured representation of information, i.e., entities and their corresponding relations) to extract interpretable results. Unlike the aforementioned studies that propose new methods for generating explanations, in the benchmark study of DeYoung et al. [29], they define different metrics for evaluating the quality of alignment between human and machine generated rationales. Nadeem et al. [68] developed an end-to-end system for fact checking that is able to provide explanations based on the stance scores. Specifically, the sentences with the highest stance scores are highlighted in the user interface and provided as the explanations of the model. The work of Paranjape et al. [78] has identified that there should be an equilibrium between the level of explanation conciseness and the task accuracy. Experimental results indicate that retaining a trade-off between these two tasks leads to performance improvement on a standard benchmark (ERASER [29]), as well as agreement with human generated explanations.

9 EXPERIMENTAL STUDY

Inspired by Table 5 presented in Section 4.2, we perform an analysis on the various loss functions for the sentence retrieval subtask. This is because based on the results presented in Table 5, a concrete conclusion is missing about the type of loss function that is appropriate for sentence retrieval. As we observe in Table 5, the pointwise loss function performs better on the dev set, while the pairwise loss function performs better on the test set and the rationale for this is explained at the end of Section 4.2. Another motivation for this experimental study is that the performance of the loss functions used in the sentence retrieval task of the FEVER dataset is not a well-studied problem. Although, as analyzed in Section 3.1.2, several methods have been proposed for the sentence retrieval task, none of these studies focuses on experimenting with different ranking criteria. To investigate further the benefit of the examined loss functions, we conduct experiments both on the sentence retrieval and claim verification subtasks.

9.1 Methods

We present the various loss functions that we have investigated for the sentence retrieval task. We have exploited loss functions commonly used in computer vision and document ranking. For representing the input sentences, we use a BERT-based model similar to previous work [61].

Pointwise: In this setting, we use the cross-entropy loss and the input to our model is the claim along with an evidence sentence. The goal of the sentence retrieval component paired with the pointwise loss is to predict whether a candidate evidence sentence is an evidence or not for a given claim. Thus, the problem of sentence retrieval is framed as a binary classification task.

Pairwise: In our work, we also exploit the pairwise loss, where the goal is to maximize the margin between positive-negative examples. We use the pairwise loss similar to Wu et al. [122]. The pairwise loss is: \( L_{pairwise}(p, n) = [-y_{ij}(f(x_p) - f(x_n)) + m]_+ \), where \( y_{ij} \in \{-1, 1\} \), \( f(x) \) is the representation from the BERT-based model, \( m \) is the margin and the indices \( p \) and \( n \) indicate a
pair of a positive and a negative example. In order to obtain a claim aware representation of the instances, we concatenate the claim with the corresponding evidence.

**Triplet:** Unlike the pairwise loss that considers only pairs of positive and negative examples, the triplet loss \[L_{\text{triplet}}(a, p, n) = |D_{ap}^2 - D_{an}^2 + m|_+\], where \(m\) is the margin and the indices \(a\), \(p\) and \(n\) indicate the triplet of the anchor, a positive and a negative example. As we use the claim, and similar to the pairwise loss, we concatenate the claim with the corresponding evidence for positive-negative examples.

**Cosine:** For the cosine loss, we exploit positive and negative samples by using the formula:
\[
L_{\text{cos}}(p, n) = y_{ij}(1 - \cos(f(x_p), f(x_n))) + (1 - y_{ij})[\cos(f(x_p), f(x_n)) - m],
\]
where \(y_{ij} \in \{0, 1\}\) and \(\cos\) indicates the cosine distance between positive-negative samples.

**Angular:** The angular loss \[L_{\text{ang}}(a, p, n) = |D_{ap}^2 - 4 \tan^2 rD_{nc}^2|_+\], where \(f(x_c) = (f(x_a) - f(x_p))/2\) and \(r\) is a fixed margin (angle).

**Evidence-Aware:** Unlike all the aforementioned loss functions, we propose an evidence-aware model that relies on transformers, similar to Pobrotyn et al. \[83\]. This model exploits the use of self-attention over the potential evidence sentences. Unlike (i) the pointwise loss that does not take into account the relations between the evidence sentences and (ii) the distance-based losses (e.g., pairwise) that considers only pairs of sentences, the evidence-aware model considers subsets of evidence sentences simultaneously at the training phase. Specifically, the input to the evidence-aware model is a list of BERT-based representations of the evidence sentences. Thus, the model is able to reason and rank the evidence sentences while taking into account all the other evidence sentences in the list. We also exploit a binary cross-entropy loss similar to the one presented in the case of the pointwise loss, framing again the problem as a binary classification task.

### 9.2 Setup

We evaluate our models on the FEVER dataset \[109\] presented in Table 1. We use the BERT-based model \[28\] in all of our experiments to guarantee a fair comparison among the various loss functions. The input to our sentence retrieval component is the output of the document retrieval task presented in the work of Hanselowski et al. \[36\] and used also in the work of Liu et al. \[61\]. For the conducted experiments in the sentence retrieval task, in all the loss functions except for the evidence-aware one, we present results using all the potential evidence sentences as retrieved from the document retrieval step. For the evidence-aware model, we conduct experiments using either 5 or 10 negative examples per positive instance during training. In addition, the overall (positive and negative) maximum number of instances that are kept is 20. This is because, unlike the other models where the evidences are considered individually or in pairs, in the evidence-aware model, we have to limit the instances that are considered simultaneously in the list. We experiment also with a limited number of instances in the other settings to have a fair comparison among the different setups. For the distance-based losses (e.g., triplet, pairwise), we conduct additional experiments only in the best performing model when all instances are included (i.e., the pairwise loss). We also present results on the claim verification task with all of the examined architectures. For the claim verification step, we use the model of Liu et al. \[61\]. We evaluate the performance of our models using the
Table 7. Results of the (i) sentence retrieval task in terms of Precision (P), Recall (R), and F1 scores and (ii) claim verification task in terms of the label accuracy (LA) and the FEVER score evaluation metrics in dev and test sets. The "# Negative Examples" column indicates the number of negative evidences that are randomly sampled for each positive instance (i.e., evidence) in the training phase. The "# Max Instances" column indicates the maximum number of instances that we keep for each claim (e.g., evidences in the case of the pointwise loss and positive-negative pairs in the case of the pairwise loss) in the training phase. The ✓ symbol denotes that we use all the examples of the category (i.e., "# Negative Examples" or "# Max Instances"). The best performing models per column are highlighted in bold font. Note that the sentence retrieval metrics for both dev / test sets are reported on the 5 highly ranked evidence sentences (i.e., @5).

| Loss       | # Negative Examples | # Max Instances | Dev P@5 | Dev R@5 | Dev F1@5 | Dev LA | Dev FEVER | Test P@5 | Test R@5 | Test F1@5 | Test LA | Test FEVER |
|------------|---------------------|-----------------|---------|---------|----------|-------|----------|----------|---------|-----------|-------|-----------|
| Angular    | ✓                   | ✓               | 26.90   | 93.93   | 41.82    | 77.22 | 74.81    | 24.36    | 86.14   | 37.98     | 72.30 | 68.30     |
| Cosine     | ✓                   | ✓               | 27.02   | 93.85   | 41.96    | 77.50 | 75.10    | 24.83    | 86.73   | 38.61     | 72.49 | 68.81     |
| Triplet    | ✓                   | ✓               | 26.99   | 94.24   | 41.96    | 77.51 | 75.32    | 24.74    | 86.86   | 38.51     | 72.76 | 69.31     |
| Angular    | ✓                   | ✓               | 26.88   | 93.90   | 41.79    | 78.05 | 75.61    | 24.44    | 86.17   | 38.08     | 72.92 | 69.34     |
| Cosine     | ✓                   | ✓               | 26.76   | 93.23   | 41.58    | 77.21 | 74.74    | 24.53    | 85.90   | 38.17     | 72.05 | 68.22     |
| Triplet    | ✓                   | ✓               | 26.77   | 92.99   | 41.57    | 77.58 | 75.04    | 24.62    | 86.15   | 38.29     | 72.65 | 69.93     |
| Pairwise   | ✓                   | ✓               | 27.11   | 94.13   | 42.10    | 77.53 | 75.37    | 24.75    | 86.67   | 38.51     | 72.87 | 69.25     |
| Pairwise   | ✓                   | ✓               | 27.09   | 94.40   | 42.10    | 78.05 | 75.79    | 24.74    | 86.84   | 38.51     | 72.93 | 68.46     |
| Pairwise   | ✓                   | ✓               | 25.77   | 91.96   | 40.26    | 77.94 | 75.12    | 22.28    | 82.61   | 35.01     | 71.63 | 67.63     |
| Pairwise   | ✓                   | ✓               | 27.74   | 95.93   | 43.04    | 78.43 | 76.71    | 23.99    | 85.67   | 37.48     | 72.54 | 68.71     |
| Evidence-Aware | ✓   | ✓               | 27.39   | 95.25   | 42.54    | 78.49 | 76.58    | 23.79    | 85.24   | 37.19     | 72.55 | 68.64     |
| Evidence-Aware | ✓   | ✓               | 28.52   | 97.16   | 44.09    | 78.67 | 77.38    | 24.70    | 86.81   | 38.46     | 72.93 | 69.40     |

Table 7 presents our results on the sentence retrieval and claim verification tasks using the various examined loss functions. Regarding the number of maximum instances, we keep as many as possible from the positive samples (i.e., if we have 5 positive samples and the number of maximum instances is 20 we keep all of them, while if the number of positive samples is 25 we keep 20 of them), and then we randomly sample from the negative instances. The settings (✓, ✓) for the pairwise loss and settings (5, ✓) for the pointwise loss reported in Table 7, are similar to the ones reported in Table 5.

The evidence-aware model (see the setting with 5 negative examples and 20 maximum instances denoted as (5, 20)) is the best performing one both in the dev and test set in terms of FEVER score. The pairwise loss performs best in terms of label accuracy on the test set. However, the most important evaluation metric is the FEVER score, since it takes into account both the label accuracy and the predicted evidence sentences. The pointwise loss is the worst performing one when using all the evidence sentences. This is because when we use all the potential evidences, the number of negative samples is too large and we have a highly imbalance problem leading to low recall and FEVER score in both the dev and test set. Note that the evidence-aware model relies on the pointwise loss (i.e., the worst performing one). However, a benefit of the evidence-aware model (0.7% in terms of FEVER score) is reported (see pointwise (5, 20)). This showcases the important effect of ranking potential evidences simultaneously using self-attention. From the distance-based loss functions (e.g., triplet) except for the pairwise, we observe that angular and cosine losses have
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Table 7 presents our results on the sentence retrieval and claim verification tasks using the various examined loss functions. Regarding the number of maximum instances, we keep as many as possible from the positive samples (i.e., if we have 5 positive samples and the number of maximum instances is 20 we keep all of them, while if the number of positive samples is 25 we keep 20 of them), and then we randomly sample from the negative instances. The settings (✓, ✓) for the pairwise loss and settings (5, ✓) for the pointwise loss reported in Table 7, are similar to the ones reported in Table 5.

The evidence-aware model (see the setting with 5 negative examples and 20 maximum instances denoted as (5, 20)) is the best performing one both in the dev and test set in terms of FEVER score. The pairwise loss performs best in terms of label accuracy on the test set. However, the most important evaluation metric is the FEVER score, since it takes into account both the label accuracy and the predicted evidence sentences. The pointwise loss is the worst performing one when using all the evidence sentences. This is because when we use all the potential evidences, the number of negative samples is too large and we have a highly imbalance problem leading to low recall and FEVER score in both the dev and test set. Note that the evidence-aware model relies on the pointwise loss (i.e., the worst performing one). However, a benefit of the evidence-aware model (0.7% in terms of FEVER score) is reported (see pointwise (5, 20)). This showcases the important effect of ranking potential evidences simultaneously using self-attention. From the distance-based loss functions (e.g., triplet) except for the pairwise, we observe that angular and cosine losses have
worse performance compared to pairwise and triplet losses when using all the instances. This is because norm-based distance measures fit best for scoring pairs using the BERT-based representations.

The evidence-aware model is the best performing one (5, 20), while using only a small fraction of the overall training instances. This is because the evidence-aware model is able to take into account all possible combinations of the sampled evidences while computing attention weights. However, the same model in the (10, 20) setting showcases a reduced performance. This is due to the fact that the pointwise loss influences the model in a similar way as in the pointwise setting, leading to a lower performance (due to class imbalance). For the pairwise loss, we observe that the performance of the model when sampling constrained evidence sentences (see (5, 20), (10, 20) settings) is similar to the performance of the model when we do not sample evidence sentences. In addition, it seems that when one constrains the number of negative samples should also constrain the overall number of instances in order to achieve the same performance as in the non-sampling setting. We hypothesize that this is due to the fact that when we have a limited number of instances, it is better to have a more balanced version of the dataset. Therefore, we conclude that the evidence-aware model achieves high performance by using few examples, and it can be therefore used even in the case that we have a small amount of training instances. In the case of the pairwise loss, it is important to sample instances, otherwise it becomes computationally intensive when we take all the possible combinations between the positive and negative training instances into account. Finally, note that it is crucial to sample negative sentences to control: (i) the computational complexity in the case of the distance-based loss functions, (ii) the memory constraints in the case of the evidence-aware model and (iii) the imbalance issue in the case of the pointwise loss.

10 CHALLENGES AND FUTURE RESEARCH DIRECTIONS

Bias in the FEVER dataset: As indicated in the work of Schuster et al. [92], there is a bias issue in the FEVER dataset that may affect the performance of the fact checking systems. Specifically, they observed that by only using the claim statement without the evidence sentences, the performance of their BERT-based system was slightly worse (8 percentage points) compared to that of an NSNM system (see Section 3), which uses also the predicted evidence sentences as input. Although, these 8 percentage points difference between the two systems might be seen for some cases as a substantial improvement, this result indicates that an important part of the input is neglected. To alleviate this issue, Schuster et al. [92] created a new test dataset, the so-called “SYMMETRIC TEST SET”. In this dataset, for each claim-evidence pair, they create a claim-evidence pair that contradicts the original one. By taking all the possible combinations (of claims and evidences), the authors of Schuster et al. [92] were able to generate four claim-evidence pairs. In the same work, new regularization methods to improve the performance on the new test set were introduced; for more details, we refer to [92]. In a follow-up work, Schuster et al. [91] identified also that evidences in Wikipedia are modified over time and that the fact verification models should be able to perform adequately well when this happens. This is why they create a new dataset called VITAMINC and they focus on using contrastive evidence pairs (i.e., pairs that are similar language-wise but the one supports and the other contradicts a given claim) for fact verification. They have also observed that there is a high word bias between claims and supporting evidences. This is why they wanted to minimize this in order to create difficult examples and that way robustify the fact checking models. In the same line of research as in the work of Schuster et al. [92], Thorne and Vlachos [108] also rely on regularization methods to improve the performance on the SYMMETRIC dataset. In another work, Karimi Mahabadi et al. [47] proposed the use of product of experts [42] and focal loss [56] in order to mitigate the bias in NLI systems and reported results on the FEVER SYMMETRIC test set. Finally, the quality of the dataset is also discussed in the work of Derczynski et al. [26], which
proposes two metrics that ensure the quality of the annotation of the FEVER dataset. In the work of Shah et al. [94], augmentation techniques have been proposed in order to expand the FEVER training set using sentence-based modification approaches. The method has also been validated on the “SYMMETRIC TEST SET”. Similar to Schuster et al. [92], the work of Pratapa et al. [86] also illustrates that LMs are able to conclude about the veracity of a claim without taking the evidences into account (i.e., based on the knowledge these models have while training on large corpora). This is why they construct a new anonymized dataset, where the entities are masked out and the evidences are the only facts that are available to the model.

**Adversarial instances:** Generating adversarial instances has been proposed in order to identify and improve the vulnerabilities of the various systems. As also described in Section 5, a shared-task has been organized regarding that matter [112] and a baseline system along with scoring metrics for evaluating adversarial attacks can be found in Thorne and Vlachos [107], Thorne et al. [110]. Several studies have been proposed for introducing adversarial attacks in various datasets (see e.g., Atanasova et al. [6], Hidey et al. [39]), showcasing that generating adversarial instances is an interesting research direction that can help robustifying the fact checking systems.

**Artificially generated dataset:** Another issue with the FEVER dataset is that the claims are artificially constructed by Wikipedia content, a source which the documents are also coming from. This way, we have a controlled environment that is far from realistic fact checking scenarios. For instance, in a realistic situation, we might assess the validity of claims coming from social media (e.g., Twitter) or news sources. Therefore, for practitioners that are interested to build systems for fact checking applications (such as fake news), it is not advisable to test their system only on the FEVER dataset. Although the dataset is artificially constructed, it can have an advantage in some cases in transfer learning scenarios. For instance, the FEVER dataset has been exploited in [117], where a (BERT-based) model pre-trained on FEVER and finetuned on the SCIFACT dataset was shown to deliver performance improvements in terms of label accuracy. However, there was no improvement in the case of sentence selection since the pre-trained (BERT-based) FEVER model has not been trained on a scientific corpus. Another example regarding the poor generalization performance of the FEVER dataset in transfer learning scenarios can be found in the work of Suntwal et al. [102]. A new dataset that also contains Wikipedia-based evidence sentences and real world claims (where user-queries from the BoolQ [22] dataset have been regenerated as claims) has also been introduced. Note that although this dataset is based on Wikipedia, it contains claims that have not been constructed artificially.

**Multilinguality:** The FEVER dataset is available only in the English language. However, in case one is interested in identifying the veracity of a claim might need to consider multi-lingual content [74]. This is, for instance, applicable in countries with more than one official languages. Thus, a multi-lingual dataset that can be used in the aforementioned scenario would be useful.

**Single-hop nature of the dataset:** It is worth mentioning once more (see also Section 2.1) that in 16.82% of the FEVER claims, more than one evidence sentences are needed to conclude about their veracity. This indicates that models explicitly designed to solve more complex tasks, where multiple evidence sentences are needed to conclude about the veracity of the claim, have limited improvement compared to their full potential. For instance, see the model of Zhao et al. [130] in which the overall performance is similar to the rest of the state-of-the-art models. However, in a more difficult subset the improvement of that model is almost 20% in terms of FEVER score. Recently, fact checking datasets have been proposed that require more hops (sentences or documents) to
validate the veracity of a claim, see for instance Jiang et al. [45], Ostrowski et al. [76].

**Too many negative instances:** Based on our analysis on the sentence retrieval task (see our analysis in Section 9.2), we observed that there are a lot of negative sentences that are coming from the document retrieval step. This leads to issues, such as an imbalance dataset (in the pointwise loss) and a high computational complexity (in the pairwise loss) when using all the negative samples. To circumvent these issues, following also previous research [61, 98], we randomly sample negative examples leading to lower computational time and improved performance. However, more sophisticated techniques than random sampling should be investigated to select examples that are more informative. So far, hard negative mining to select more difficult examples has been studied in the work of Soleimani et al. [98], although the benefit of that technique is limited.

**Complex vs simple models:** For the FEVER task, we observe that most of the recent research studies (e.g., Liu et al. [61]) focus on creating new complex architectures for the claim verification task. We conducted a small scale experiment (that is not present in Table 7), where we replaced our model for claim verification (recall that we rely on the method of Liu et al. [61]) with a BERT-based classifier. We observed that the benefit for the pointwise loss was 0.2%, a benefit of 0.1% for the triplet loss and a drop of 1% in the performance of the cosine loss when using the model of Liu et al. [61] instead of the BERT-classifier (in our early experiments on the dev set). This indicates that models relying on complex architectures without any extra knowledge have a limited benefit in the performance of the FEVER score. Note that this gap can become larger in other datasets (see e.g., the performance of the model of Liu et al. [60, 61] on SCIFACT [117]). On the other hand, the use of pre-trained BERT in the FEVER task [98] gave a significant boost over the ESIM models. Moreover, the use of semantic role labeling [131] (which is an external source of knowledge) also improved the performance on the task, leading to performance similar to that of the BERT\textsubscript{large} model of Liu et al. [61]. Finally, the combination of various models along with the use of the GPT-3 pre-trained language model [14] (i.e., the main benefit is coming from that model) in the work of Stammbach and Ash [99] leads to a substantial improvement. Our experimental evidence shows that starting from a simple architecture and using one of the best performing setups in Table 7 together with a BERT-based classifier for the claim verification task can deliver fair performance in the FEVER dataset. However, as noted above this simple classification architecture might not perform as well as more complex architectures for every dataset. It is also evident that an interesting direction is the use of models that bring additional knowledge (e.g., new pre-trained models such as GPT-3 [14] or by identifying other beneficial tasks such as coreference resolution [126]), combinations of existing models or models that are able to perform complex reasoning operations in order to extract different type of knowledge from the data. Finally, as indicated by our performance gain, we motivate future researchers to work also on the sentence retrieval subtask, as the improvement in this subtask leads to similar improvements with architectures proposed for the claim verification subtask.

**Scalability:** Computational efficiency is important for fact-checking systems when used in real life situations such as verification of claims or fake news detection. Such systems should be able to process a huge volume of data and be able to respond fast and accurate to the queries of the users. Examples of such systems include architectures that scale well with data or the number of users, low complexity architectures, distributed training and distributed inference architectures [1].

**Interpretability/Explainability:** It is also crucial for fact checking systems to be interpretable (i.e., design models that their predictions can be interpreted by e.g., attention or visualising filters) and explainable (i.e., design systems for post-hoc analysis of the predictions of the model).
Although there are explainable models in the NLP community, there is little work regarding interpretability/explainability for fact checking (as one can observe in Section 8) and the work for explainable models for the FEVER dataset is rather limited. Another direction is to study approaches for assessment of interpretability and explainability in the context of fact checking.

11 CONCLUSION

In this paper, we focused on the FEVER task where the goal is to identify whether a sentence is supported or refuted by evidence sentences or if there is not enough info available, relying solely on Wikipedia documents. The aim of our work has been to summarize the research that has been done so far on the FEVER task, analyze the different approaches, compare the pros and cons of the proposed architectures and discuss the results in a comprehensive way. We also conducted a large experimental study on the sentence retrieval subtask and drew diverse conclusions useful for future research. We envision that this study will shed some light on the way that the various methods are approaching the problem, identify some potential issues with existing research and be a structured guide for new researchers to the field.
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