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Abstract Let $M$ and $N$ be topological spaces, let $G$ be a group, and let $\tau: G \times M \to M$ be a proper free action of $G$. In this paper, we define a Borsuk–Ulam-type property for homotopy classes of maps from $M$ to $N$ with respect to the pair $(G, \tau)$ that generalises the classical antipodal Borsuk–Ulam theorem of maps from the $n$-sphere $S^n$ to $\mathbb{R}^n$. In the cases where $M$ is a finite pathwise-connected CW-complex, $G$ is a finite, non-trivial Abelian group, $\tau$ is a proper free cellular action, and $N$ is either $\mathbb{R}^2$ or a compact surface without boundary different from $S^2$ and $\mathbb{RP}^2$, we give an algebraic criterion involving braid groups to decide whether a free homotopy class $\beta \in [M,N]$ has the Borsuk–Ulam property. As an application of this criterion, we consider the case where $M$ is a compact surface without boundary equipped with a free action $\tau$ of the finite cyclic group $\mathbb{Z}_n$. In terms of the orientability of the orbit space $M_\tau$ of $M$ by the action $\tau$, the value of $n$ modulo 4 and a certain algebraic condition involving the first homology group of $M_\tau$, we are able to determine if the single homotopy class of maps from $M$ to $\mathbb{R}^2$ possesses the Borsuk–Ulam property with respect to $(\mathbb{Z}_n, \tau)$. Finally, we give some examples of surfaces on which the symmetric group acts, and for these cases, we obtain some partial results regarding the Borsuk–Ulam property for maps whose target is $\mathbb{R}^2$.
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1 Introduction

The famous Borsuk–Ulam theorem states that every continuous map from the $m$-dimensional sphere to the $m$-dimensional Euclidean space collapses a pair of antipodal points [2, Satz II]. We can state this result in terms of a free action of the cyclic group of order 2 in the following way: let $\mathbb{Z}_2 = \{0, 1\}$ be the cyclic group of order 2, and let $\tau: \mathbb{Z}_2 \times \mathbb{S}^m \to \mathbb{S}^m$ be the free action defined by $\tau(i, x) = (-1)^i x$ for all $i \in \{0, 1\}$ and $x \in M$. If $f: \mathbb{S}^m \to \mathbb{R}^m$ is a continuous map, then there exists $x \in \mathbb{S}^m$ such that $f(\tau(0, x)) = f(\tau(1, x))$. A very natural generalisation of this theorem is to replace $\mathbb{S}^m$ and $\mathbb{R}^m$ by manifolds $M$ and $N$, and replace the antipodal map by a free involution on $M$. One may then ask if any continuous map from $M$ to $N$ collapses an orbit of this $\mathbb{Z}_2$-action. We will refer to this question as the Borsuk–Ulam problem for $M$ and $N$. We focus our discussion on the case where $M$ and $N$ are surfaces, for which much progress has been made over the past fifteen years with respect to this problem. In 2005, classical techniques of algebraic topology were used to obtain a complete answer to the problem for every compact surface equipped with a free involution and $N = \mathbb{R}^2$ [4]. A few years later, the problem in the case where $M$ and $N$ are compact surfaces without boundary was studied, and using the theory of surface braid groups, a complete answer to the problem was given [5]. To our knowledge, this was the first time in the literature that these groups were used to study Borsuk–Ulam-type problems. In a similar vein, the Borsuk–Ulam problem was solved in the case where the domain is the product of two compact surfaces with boundary equipped with the diagonal involution, and the target is $\mathbb{R}^n$ [9] or a compact surface without boundary [10], braid theory being used in the latter case. More recently, another natural and more refined problem that generalises the Borsuk–Ulam theorem arose, namely the question of the classification of the free homotopy classes of maps between $M$ and $N$, where $M$ is equipped with a free $\mathbb{Z}_2$-action for which every representative map of a given homotopy class collapses an orbit of the action. This problem was solved by the authors in three recent papers in the cases where $M$ and $N$ are compact surfaces without boundary of Euler characteristic zero [6–8]. The results depend on the choice of free involution on $M$, and once more, braid theory plays an important rôle in the solution of the problem.

In this paper, our aim is to initiate the study of another generalisation of the Borsuk–Ulam theorem by considering free actions of groups other than $\mathbb{Z}_2$ on spaces as follows. Let $M$ and $N$ be topological spaces, and let $G$ be a non-trivial group for which there exists a free action $\tau: G \times M \to M$ of $G$ on $M$. Following [6–8], we say that a free homotopy class $\beta \in [M, N]$ has the Borsuk–Ulam property with respect to the pair $(G, \tau)$ if for every representative map $f: M \to N$ of $\beta$, there exist $g_1, g_2 \in G$, where $g_1 \neq g_2$, and $x \in M$ such that $f(\tau(g_1, x)) = f(\tau(g_2, x))$, and that the quadruple $(M, G, \tau; N)$ satisfies the Borsuk–Ulam property if every homotopy class of maps between $M$ and $N$ has the Borsuk–Ulam property with respect to $(G, \tau)$. For technical reasons, we also define the Borsuk–Ulam property for pointed homotopy classes. More precisely, a pointed homotopy class $\alpha \in [M, m_1; N, n_1]$ has the Borsuk–Ulam property with respect to the pair $(G, \tau)$ if for every representative map $f: (M, m_1) \to (N, n_1)$ of $\alpha$ there exist $g_1, g_2 \in G$, where $g_1 \neq g_2$, and $x \in M$ such that $f(\tau(g_1, x)) = f(\tau(g_2, x))$.

The first case that we study is that of free actions of a finite cyclic group on a compact surface $M$ without boundary, and where $N$ is the Euclidean plane $\mathbb{R}^2$. Note that in this
situation, there is just one homotopy class, and in this sense, our results generalise those of [4].
We underline the important rôle of braid theory in our work.

To state Theorem 1.1, which is the main result of this paper, we first recall some facts
and notation. Given a pathwise-connected CW-complex $M$ and a proper free cellular action
$\tau : G \times M \to M$, where $G$ is a non-trivial discrete group, we say that two points $x_1, x_2 \in M$
are equivalent if there exists $g \in G$ such that $\tau(g, x_1) = x_2$. Let $M_\tau$ denote the quotient space
(or orbit space) of $M$ by this action, and let $p_\tau : M \to M_\tau$ denote the natural projection of $M$
onto $M_\tau$. Then $p_\tau$ is a regular covering map, and the associated group of deck transformations
is $G$. Thus the space $M_\tau$ is also a pathwise-connected CW-complex whose dimension is that of
$M$, and we have the following short exact sequence (we omit the basepoints):

\[
\begin{array}{c}
\{1\} \overset{(p_\tau)_\#}{\longrightarrow} \pi_1(M) \overset{\theta_\tau}{\longrightarrow} \pi_1(M_\tau) \overset{(p_\tau)_\#(\pi_1(M))}{\longrightarrow} G \overset{\cong}{\longrightarrow} \{1\},
\end{array}
\]

where $\theta_\tau$ is the natural projection.

Suppose now that $G$ is an Abelian group. Then the homomorphism $\theta_\tau$ of (1.1) factors
through the Abelianisation $(\pi_1(M_\tau))_{\text{Ab}}$ of $\pi_1(M_\tau)$ that is isomorphic to the first homology group
$H_1(M_\tau, \mathbb{Z})$ of $M_\tau$ with integral coefficients. We denote this factorisation by $(\theta_\tau)_{\text{Ab}} : H_1(M_\tau) \to G$. If $M_\tau$ is a compact, non-orientable surface without boundary, let $\delta$ denote the unique element
of $H_1(M_\tau)$ of order two. The main goal of this paper is to prove the following theorem.

**Theorem 1.1** Let $M$ be a compact surface without boundary, and let $\tau : \mathbb{Z}_n \times M \to M$ be a
free action. Then the quadruple $(M, \mathbb{Z}_n, \tau; \mathbb{R}^2)$ has the Borsuk–Ulam property if and only if the
following conditions are satisfied:

1. $n \equiv 2 \text{ mod } 4$.
2. $M_\tau$ is non-orientable, and $(\theta_\tau)_{\text{Ab}}(\delta)$ is non trivial.

Notice that for $M = S^2$ and $n = 2$, Theorem 1.1 is a special case of the classical Borsuk–Ulam
theorem.

Following Theorem 1.1, it is natural to ask what happens for actions of finite non-cyclic
groups. Our techniques can be applied in part to this more general case, and in Section 5, we
illustrate their use by giving a solution to the Borsuk–Ulam problem in certain cases where $G$
is the symmetric group $\Sigma_n$, where $n \geq 2$. More precisely, in Proposition 5.1, we show that for
all $n \geq 2$, there exist actions of $\Sigma_n$ on two compact surfaces $M_1$ and $M_2$ without boundary. In
the case of $M_1$, the Borsuk–Ulam property does not hold for maps into $\mathbb{R}^2$, while in the case of
$M_2$, we do not know the answer in general.

Apart from this Introduction, this paper has four sections. In Theorem 2.4 of Section 2, we
give an algebraic criterion involving configuration spaces and braid groups that enables us to
decide whether a given homotopy class of maps from $M$ to $N$ has the Borsuk–Ulam property,
where $M$ is a connected manifold equipped with a free action of an Abelian group $G$, and
$N$ is either the Euclidean plane $\mathbb{R}^2$ or a compact surface without boundary different from the
2-sphere $S^2$ and the real projective plane $\mathbb{R}P^2$. One implication of the condition of Theorem 2.4
is valid in general, while for the other implication, at present, we only know that it holds in the
case where $G$ is Abelian. This is the reason for which we do not know presently if the surface
$M_2$ of the previous paragraph satisfies the Borsuk–Ulam property. In Section 3, in Theorem 3.1
we exhibit a presentation for the braid group that arises in the statement of Theorem 2.4 in the case where \( G \) is cyclic of order \( n \) and \( N = \mathbb{R}^2 \). Section 4 is devoted to the proof of Theorem 1.1. Finally in Section 5, we discuss the above-mentioned examples of two surfaces on which \( \Sigma_n \) acts freely with regard to the Borsuk–Ulam property.

2 Preliminaries and Generalities

We start by stating and proving the following result that is an algebraic and homotopy theoretical characterisation of the set of pointed homotopy classes of maps between pairs of CW-complexes. It generalises [6, Theorem 4] in some sense, and it will be used in the proof of Lemma 2.2.

**Theorem 2.1** Let \( (M, m_1) \) and \( (N, n_1) \) be pointed pathwise-connected CW-complexes such that \( \pi_i(N, n_1) \) is trivial for \( 2 \leq i \leq \dim(M) \). Then the map \( \Gamma: [M, m_1; N, n_1] \to \text{Hom}(\pi_1(M, m_1), \pi_1(N, n_1)) \) defined by \( \Gamma([f]) = f_\# \) is a bijection.

**Proof** The proof is similar to the case where \( N \) is a \( K(\pi, 1) \) as described in [17, Chapter VI, Theorems 6.12 and 6.13], and we omit the details. \( \square \)

Let \( M \) and \( N \) be pathwise-connected CW-complexes, and let \( G \) be a non-trivial discrete group for which there exist proper free cellular actions \( \tau: G \times M \to M \) and \( \tau_1: G \times N \to N \). A map \( f: M \to N \) is said to be \((\tau, \tau_1)\)-equivariant if \( f(\tau(g, x)) = \tau_1(g, f(x)) \) for all \( g \in G \) and all \( x \in M \). Given a pointed homotopy class \( \alpha = [f] \in [M, m_1; N, n_1] \), let \( \alpha_\# = f_\#: \pi_1(M, m_1) \to \pi_1(N, n_1) \). Note that the homomorphism \( \alpha_\# \) is independent of the choice of the representative map \( f \) of \( \alpha \). The following result provides an algebraic criterion to decide whether a pointed homotopy class has an equivariant representative map, and it generalises [6, Lemma 5].

**Lemma 2.2** Let \( (M, m_1) \) and \( (N, n_1) \) be pointed pathwise-connected CW-complexes (resp., compact surfaces without boundary) such that \( \pi_i(N, n_1) \) is trivial for \( 2 \leq i \leq \dim(M) \), let \( G \) be a non-trivial group for which there exist proper free cellular actions \( \tau: G \times M \to M \) and \( \tau_1: G \times N \to N \), and let \( \alpha \in [M, m_1; N, n_1] \) be a pointed homotopy class. Then the following conditions are equivalent:

(a) there exists a representative map (resp., homeomorphism) \( f: (M, m_1) \to (N, n_1) \) of \( \alpha \) that is \((\tau, \tau_1)\)-equivariant.

(b) there exists a homomorphism (resp., isomorphism) \( \psi: \pi_1(M_\tau, p_\tau(m_1)) \to \pi_1(N_{\tau_1}, p_{\tau_1}(n_1)) \) such that the following diagram is commutative:

\[
\begin{array}{ccc}
\pi_1(M, m_1) & \xrightarrow{\alpha_\#} & \pi_1(N, n_1) \\
(p_\tau)_\# \downarrow & & \downarrow (p_{\tau_1})_\# \\
\pi_1(M_\tau, p_\tau(m_1)) & \xrightarrow{\psi} & \pi_1(N_{\tau_1}, p_{\tau_1}(n_1)) \\
& \theta_\tau \searrow & \theta_{\tau_1} \\
& & G.
\end{array}
\]

**Proof** We first prove that condition (a) implies condition (b). Let \( f: (M, m_1) \to (N, n_1) \) be a \((\tau, \tau_1)\)-equivariant representative map of \( \alpha \). Then the map \( \overline{f}: (M_\tau, p_\tau(m_1)) \to (N_{\tau_1}, p_{\tau_1}(n_1)) \) between the corresponding orbit spaces defined by \( \overline{f}(y) = p_{\tau_1} \circ f(x) \) for all \( y \in M_\tau \), where
Then: \( \theta = \psi \circ \tau \). To see this, let \( a \in \pi_1(M, p_r(m_1)) \), let \( \alpha \) be a loop in \( M \) based at \( p_r(m_1) \) such that \( a = [\alpha] \), let \( \alpha' \) be the loop in \( M \) based at \( p_r(m_1) \) given by \( \alpha' = \tau \circ \alpha \), let \( g = \theta_r(a) \), and let \( \xi: [0, 1] \to M \) be the loop of \( \alpha \) to \( M \) for which \( \xi(0) = m_1 \). By commutativity of (2.2), \( \alpha' = \tau \circ p_r \circ \xi = p_r(f \circ \xi) \), and since \( f(\xi(0)) = f(m_1) = n_1 \), \( f \circ \xi: [0, 1] \to N \) is the lift to \( N \) of \( \alpha' \) whose initial point is \( n_1 \). Using the construction of the short exact sequence (1.1), we have \( \xi(1) = \tau(g, m_1) \). It follows from the fact that \( f \) is \( (\tau, \tau_1) \)-equivariant that \( f \circ \xi(1) = f(\tau(g, \xi(1))) = \tau_1(g, f \circ \xi(1)) \), and so \( \theta_1([\alpha']) = g \), from which we see that \( \theta_1 \circ \psi([\alpha]) = \theta_1([\alpha']) = g = \theta_r(g) \) as required. Further, if \( f \) is a homeomorphism, then \( \tau \) is too, and \( \psi = \tau_\# \) is an isomorphism.

We now prove that condition (b) implies condition (a). Since \( p_{r_1}: N \to N_{r_1} \) is a covering map, the triviality of \( \pi_i(N, n_1) \) for \( 2 \leq i \leq \dim(M) \) implies that of \( \pi_i(N_{r_1}, p_{r_1}(n_1)) \) for all \( 2 \leq i \leq \dim(M) \). It follows from Theorem 2.1 that there exists a map \( \ell: (M, p_r(m_1)) \to (N_{r_1}, p_{r_1}(n_1)) \) such that \( \ell_\# = \psi \), and so by (2.1), there exists a lift \( f: (M, m_1) \to (N, n_1) \) of the map \( \tau \circ p_r \) for the covering \( p_{r_1} \), from which we obtain the commutative diagram (2.2). The injectivity of \( (p_{r_1})_\# \) implies that \( \alpha_\# = f_\# \), and so \( f \) is a representative map of \( \alpha \) by Theorem 2.1. Let us show that \( f \) is \( (\tau, \tau_1) \)-equivariant. We will do this in two steps. We first claim that \( f(\tau(g, m_1)) = \tau_1(g, f(m_1)) \) for all \( g \in G \). To see this, let \( \gamma: [0, 1] \to M \) be a path such that \( \gamma(0) = m_1 \) and \( \gamma(1) = \tau(g, m_1) \). Then \( \alpha = p_r \circ \gamma \) is a loop in \( M \) based at \( p_r(m_1) \) such that \( \theta_r([\alpha]) = g \). The commutative diagrams (2.1) and (2.2) imply that \( \tau \circ \alpha \) is a loop in \( N_{r_1} \) based at \( p_{r_1}(n_1) \), and that:
\[
\theta_{r_1}([\tau \circ \alpha]) = \theta_{r_1}([\tau_\#])([\alpha]) = \theta_r([\alpha]) = g.
\]
So if \( \gamma_1: [0, 1] \to N \) is the lift of \( \tau \circ \alpha \) by the covering \( p_{r_1} \) such that \( \gamma_1(0) = n_1 \), then \( \gamma_1(1) = \tau_1(g, n_1) \). Now \( (f \circ \gamma)(0) = f(m_1) = n_1 \) and:
\[
p_{r_1} \circ (f \circ \gamma) = \ell \circ p_r \circ \gamma = \ell \circ \alpha = p_{r_1} \circ \gamma_1.
\]
It follows from the path lifting property that \( f \circ \gamma = \gamma_1 \), and hence:
\[
f(\tau(g, m_1)) = (f \circ \gamma)(1) = \gamma_1(1) = \tau_1(g, n_1) = \tau_1(g, f(m_1)),
\]
which proves the claim. Now let \( x \in M \), let \( g \in G \), let \( \xi: [0, 1] \to M \) be a path from \( m_1 \) to \( x \), and let \( \xi_1, \xi_2: [0, 1] \to N \) be the paths defined by \( \xi_1(t) = f(\tau(g, \xi(t))) \) and \( \xi_2(t) = \tau_1(g, f \circ \xi(t)) \). Then:
\[
\xi_1(0) = f(\tau(g, \xi(0))) = f(\tau(g, m_1)) = \tau_1(g, f(m_1)) = \tau_1(g, f \circ \xi(0)) = \xi_2(0).
\]
Using (2.2) and the definition of \( p_r \) and \( p_{r_1} \), for all \( t \in [0, 1] \), we have:
\[
p_{r_1} \circ \xi_1(t) = p_{r_1} \circ f(\tau(g, \xi(t))) = \tau \circ p_r(\tau(g, \xi(t))) = \tau \circ p_r(\xi(t)) = p_{r_1}(f \circ \xi(t))
\]
Thus $\xi_1$ and $\xi_2$ are lifts of the path $p_{\tau_1} \circ \xi_1$ by the covering $p_{\tau_1}$ that have the same initial point by (2.4), and therefore $\xi_1 = \xi_2$ by the path lifting property. From this, we conclude that:
\[
f(\tau(g,x)) = f(\tau(g,\xi(1))) = \xi_1(1) = \xi_2(1) = \tau_1(g, f \circ \xi(1)) = \tau_1(g, f(x)),
\]
and $f$ is indeed $(\tau, \tau_1)$-equivariant. Finally, if $M$ and $N$ are compact surfaces without boundary and $\psi$ is an isomorphism, it follows from the classification theorem for surfaces and [18, Theorem 5.6.2] that $\psi$ is induced by a homeomorphism. So we may take $\tilde{f}$ to be a homeomorphism, in which case $f$ is also a homeomorphism. \qed

Let $S$ be either the Euclidean plane or a compact surface without boundary. Recall that
\[
F_n(S) = \{(x_1, \ldots, x_n) \in S^n | x_i \neq x_j \text{ if } i \neq j\}
\]
is the $n^{th}$ ordered configuration space of $S$. It is a pathwise-connected $2n$-dimensional manifold, and if $S$ is different from the 2-sphere $S^2$ or the projective plane $\mathbb{RP}^2$, then by [3, Corollary 2.2], $\pi_i(F_n(S))$ is trivial for all $i \geq 2$. The fundamental group $\pi_1(F_n(S))$, denoted by $P_n(S)$, is the $n$-string pure braid group of $S$. Let $\Sigma_n$ be the symmetric group on the set $\{1, \ldots, n\}$. We adopt the convention that a product of permutations is read from left to right, so that for all $\tau, \sigma \in \Sigma_n$ and $i \in \{1, \ldots, n\}$, $(\tau \sigma)(i) = \sigma(\tau(i))$. Note that the map $\tau_1: \Sigma_n \times F_n(S) \to F_n(S)$ defined by
\[
\tau_1(\sigma, (x_1, \ldots, x_n)) = (x_{\sigma^{-1}(1)}, \ldots, x_{\sigma^{-1}(n)})
\]
is a free action. Using the notation and the constructions given in the Introduction, $F_n(S)_{\tau_1}$ is the orbit space corresponding to this action, and the group $\pi_1(F_n(S)_{\tau_1})$, which we will denote by $B_n(S)$, is the $n$-string (full) braid group of the surface $S$. Let
\[
\iota_1 = (p_{\tau_1})\#: \quad P_n(S) = \pi_1(F_n(S)) \to \pi_1(F_n(S)_{\tau_1}) = B_n(S)
\]
and let
\[
\pi_1 = \theta_{\tau_1}: \quad B_n(S) = \pi_1(F_n(S)_{\tau_1}) \to \pi_1(F_n(S)_{\tau_1})/\text{Im}((p_{\tau_1})\#) \cong \Sigma_n.
\]
Now let $G$ be a finite group of order $n$, and let $i: G \to \Sigma_n$ be a monomorphism. Let $\tau_2: G \times F_n(S) \to F_n(S)$ be the free involution defined by $\tau_2(g, x) = \tau_1(i(g), x)$. We may regard $G$ as a subgroup of $\Sigma_n$, and $\tau_2$ as the restriction of $\tau_1$ to $G \times F_n(S)$. Let the fundamental group of the corresponding orbit space $F_n(S)_{\tau_2}$ be denoted by $B_G(S)$, and let
\[
\iota_2 = (p_{\tau_2})\#: \quad P_n(S) = \pi_1(F_n(S)) \to \pi_1(F_n(S)_{\tau_2}) = B_G(S)
\]
and
\[
\pi_2 = \theta_{\tau_2}: \quad \pi_1(F_n(S)_{\tau_2}) \to \pi_1(F_n(S)_{\tau_2})/\text{Im}((p_{\tau_2})\#) \cong G.
\]
For $j, k \in \{1, 2\}$, we may regard $i$ and $\iota_j$ as inclusions, $\pi_k$ as a natural projection, and $\tau_2$ as the restriction of $\tau_1$ to $G \times F_n(S)$. The map $h: F_n(S)_{\tau_2} \to F_n(S)_{\tau_1}$ that sends a $\tau_2$-orbit to the corresponding $\tau_1$ orbit is well defined, satisfies $h \circ p_{\tau_1} = p_{\tau_2}$, and induces an injective homomorphism $h\#: \pi_1(F_n(S)_{\tau_2}) \to \pi_1(F_n(S)_{\tau_1})$. Using the construction of (1.1), we obtain
the following commutative diagram of short exact sequences:

\[
\begin{array}{ccc}
1 & \longrightarrow & P_n(S) \xrightarrow{\iota_2} B_G(S) \xrightarrow{\pi_2} G \xrightarrow{i} 1 \\
1 & \longrightarrow & P_n(S) \xrightarrow{\iota_1} B_n(S) \xrightarrow{\pi_1} \Sigma_n \xrightarrow{i} 1.
\end{array}
\]

Identifying \(G\) with \(i(G)\) and \(\pi_1(F_n(S)\tau_2) = B_G(S)\) with \(\text{Im}(h_\#)\), we see that \(B_G(S) \subset \pi_1^{-1}(G)\), and it follows from (2.5) that \(B_G(S) = \pi_1^{-1}(G)\).

**Remark 2.3** Given a finite group \(G = \{g_1, g_2, \ldots, g_n\}\) of order \(n\), the set of bijections \(\Sigma_G\) from \(G\) to \(G\) equipped with the operation of composition is a group that is isomorphic to \(\Sigma_n\), and we will identify them in what follows. Note that composition in \(\Sigma_G\) is a bijection, and the map \(\alpha, \beta \mapsto \alpha \circ \beta\) is a bijection, and the map \(i: G \to \Sigma_n\) that assigns \(g\) to \(i_g\) is an embedding of \(G\) in \(\Sigma_n\). With respect to the homomorphism \(i\), and with the notation of the previous paragraph, \(F_n(S)\) may be described, up to the chosen identification between \(G = \{g_1, g_2, \ldots, g_n\}\) and \(\{1, 2, \ldots, n\}\),

\[F_n(S) = \{(x_{g_1}, \ldots, x_{g_n}) \in S^n \mid x_{g_j} \neq x_{g_k} \text{ if } g_j \neq g_k\},\]

and \(\tau_2(g, (x_{g_1}, \ldots, x_{g_n})) = (x_{g.g_1}, \ldots, x_{g.g_n})\).

As for the Artin braid groups, the elements of \(B_n(S)\) may be described geometrically as follows (other equivalent geometric constructions may be found in [1, 11, 15] for example). Pick \(n\) distinct points \(P_1, \ldots, P_n\) in \(S\). A geometric \(n\)-braid is a \(n\)-tuple \(\beta = (b_1, \ldots, b_n)\) where \(b_1, \ldots, b_n: [0, 1] \to S \times [0, 1]\) are paths (called strings of \(\beta\)) satisfying the following conditions:

(i) \(b_i(0) = P_i \times \{1\}\) for all \(i = 1, \ldots, n\).

(ii) there exists a permutation \(\pi(\beta) \in \Sigma_n\), called the permutation of \(\beta\), such that \(b_i(1) = P_{\pi(\beta)(i)} \times \{0\}\) for all \(i = 1, \ldots, n\).

(iii) for all \(t \in [0, 1]\), the intersection \((S \times \{t\}) \cap \{b_1(t), \ldots, b_n(t)\}\) consists of \(n\) distinct points.

Two geometric \(n\)-braids \(\beta_0\) and \(\beta_1\) are said to be equivalent if there exists a continuous family of paths \(b^s_1, \ldots, b^s_n: [0, 1] \to S \times [0, 1]\), \(s \in [0, 1]\), such that \(h_0 = \beta_0, h_1 = \beta_1,\) and \(h_s = (b^s_1, \ldots, b^s_n)\) is an \(n\)-braid for all \(s \in [0, 1]\). This defines an equivalence relation on the set of geometric \(n\)-braids, and the equivalence class of a geometric \(n\)-braid is called simply an \(n\)-braid. Notationally, we do not distinguish a geometric \(n\)-braid from its equivalence class. If \(\beta = (b_1, \ldots, b_n)\) and \(\gamma = (c_1, \ldots, c_n)\) are geometric \(n\)-braids, then we define the product of \(\beta\) and \(\gamma\) by

\[\beta \gamma = (b_1 * c_{\pi(\beta)(1)}, \ldots, b_n * c_{\pi(\beta)(n)})\],

where the symbol \(*\) denotes concatenation of paths. This induces a group structure on the set of \(n\)-braids, and the resulting group is isomorphic to \(B_n(S)\). Up to this isomorphism, we may identify \(\pi_1\) and \(\tilde{\pi}\). The pure braid group \(P_n(S)\) (resp., the group \(B_G(S)\)) consists of those \(n\)-braids whose permutation is the identity (resp., belongs to the subgroup \(G\) of \(\Sigma_n\)).
Theorem 2.4 Let \((M, m_1)\) be a pointed, pathwise-connected CW-complex, and suppose that there exists a proper free cellular action \(\tau: G \times M \to M\), where \(G\) is a finite group of order \(n \geq 2\) that we embed in \(\Sigma_n\) as in Remark 2.3. Let \((S, s_1)\) be a pointed surface, where \(S\) is either \(\mathbb{R}^2\) or a compact surface without boundary different from \(S^2\) and \(\mathbb{R}P^2\).

(a) Let \(\alpha \in [M, m_1; S, s_1]\) be a pointed homotopy class. Suppose that there exist homomorphisms \(\varphi: \pi_1(M, m_1) \to P_n(S)\) and \(\psi: \pi_1(M, m_1) \to B_G(S)\) for which the following diagram is commutative:

\[
\begin{array}{ccc}
\pi_1(M, m_1) & \xrightarrow{\varphi} & P_n(S) \\
\downarrow{(p_1)_\#} \quad \alpha_\# & & \quad \downarrow{(p_1)_\#} \\
\pi_1(M, m_1) & \xrightarrow{\psi} & B_G(S) \\
\uparrow{\theta_\tau} & & \uparrow{\pi_2} \\
G, & \xrightarrow{\pi_2} & \\
\end{array}
\]

where \(p_1: F_n(S) \to S\) denotes projection onto the first coordinate. Then \(\alpha\) does not have the Borsuk–Ulam property with respect to \((G, \tau)\). Conversely, if \(G\) is an Abelian group and \(\alpha\) does not have the Borsuk–Ulam property with respect to \((G, \tau)\), then there exist homomorphisms \(\varphi: \pi_1(M, m_1) \to P_n(S)\) and \(\psi: \pi_1(M, m_1) \to B_G(S)\) for which the diagram (2.6) is commutative.

(b) Let \(\beta \in [M, S]\) be a free homotopy class, and let \(\alpha \in [M, m_1; S, s_1]\) be a pointed homotopy class such that every representative map of \(\alpha\) is also a representative map of \(\beta\) when we forget the basepoints. If \(\beta\) has the Borsuk–Ulam property with respect to \((G, \tau)\), then so does \(\alpha\). Conversely, if \(G\) is an Abelian group and \(\alpha\) has the Borsuk–Ulam property with respect to \((G, \tau)\), then so does \(\beta\).

Remark 2.5 By applying [17, Chapter V, Theorem 4.3 and Corollary 4.4], if \(S\) is either \(\mathbb{R}^2\) or a compact surface without boundary different from \(S^2\) and \(\mathbb{R}P^2\) and \(G\) is an Abelian group, Theorem 2.4 provides us with an algebraic criterion to decide whether a homotopy class has the Borsuk–Ulam property or not. The cases where \(S = S^2\) or \(\mathbb{R}P^2\) is the subject of work in progress, and the techniques required are somewhat different. In the general case, for the time being we have not been able to remove the restriction that \(G\) is Abelian in the converse of parts (a) and (b) in the statement of Theorem 2.4.

Proof of Theorem 2.4 In what follows, for all \(g \in G\) and \(x \in M\), we will denote \(\tau(g, x)\) simply by \(gx\). With respect to Remark 2.3, by permuting the elements of \(G\) if necessary, we may suppose that \(g_1\) is its trivial element.

(a) First suppose that there exist homomorphisms \(\varphi: \pi_1(M, m_1) \to P_n(S)\) and \(\psi: \pi_1(M, m_1) \to B_G(S)\) for which the diagram (2.6) is commutative. Since \(F_n(S)\) is a \(K(P_n(S), 1)\)-manifold, [17, Chapter V, Theorem 4.3] and Lemma 2.2 imply that the homomorphism \(\varphi\) is induced by a \((\tau_1, \tau_2)\)-equivariant map \(F: M \to F_n(S)\), so \(F_\# = \varphi\). For \(i = 1, \ldots, n\),
let \( f_\beta : M \to S \) be a map such that:

\[
F(x) = (f_{g_1}(x), f_{g_2}(x), \ldots, f_{g_n}(x))
\]  

(2.7)

for all \( x \in M \). Since \( F \) is \((\tau, \tau_2)\)-equivariant, for all \( i = 1, \ldots, n \) and \( x \in M \), by (2.7) and Remark 2.3, we have:

\[
(f_{g_1}(g_1x), f_{g_2}(g_1x), \ldots, f_{g_n}(g_1x)) = F(g_1x) = \tau_2(g_1, F(x)) = (f_{g_1,g_1}(x), f_{g_2,g_2}(x), \ldots, f_{g_n,g_n}(x)).
\]  

(2.8)

Now let \( f = f_{g_1} \). Since \( g_1 \) is the trivial element of \( G \), we see from the first coordinate of (2.8) that \( f_{g_i}(x) = f(g_i(x)) \) for all \( i = 1, \ldots, n \) and \( x \in M \). We conclude from (2.7) that

\[
F(x) = (f(x), f(g_2x), \ldots, f(g_nx)).
\]

Since \( F(x) \in F_n(S) \), then by definition, the pointed homotopy class \([f]\) does not have the Borsuk–Ulam property. Again, by (2.6) and [17, Chapter V, Theorem 4.3], we have \( \alpha = [f] \), and thus \( \alpha \) does not have the Borsuk–Ulam property as required.

Conversely, suppose that \( G \) is an Abelian group, and that \( \alpha \in [M, m_1; S, s_1] \) does not have the Borsuk–Ulam property with respect to \((G, \tau)\). Then there exists a map \( f : (M, m_1) \to (S, s_1) \) such that \( \alpha = [f] \), and for which the elements \( f(g_1x), \ldots, f(g_nx) \) are pairwise distinct for all \( x \in M \). For \( i = 1, \ldots, n \), let \( f_{g_i} : M \to S \) be the map defined by \( f_{g_i}(x) = f(g_i(x)) \). Then the map \( F : M \to F_n(S) \) given by \( F(x) = (f_{g_1}(x), \ldots, f_{g_n}(x)) \) for all \( x \in M \) is well defined, and it satisfies \( p_1 \circ F = f \). We claim that \( F \) is \((\tau, \tau_2)\)-equivariant. Indeed, using the fact that \( G \) is Abelian, for all \( g \in G \) and \( x \in M \), we have:

\[
F(\tau(g, x)) = F(gx) = (f_{g_1}(gx), \ldots, f_{g_n}(gx)) = (f(g_1gx), \ldots, f(g_ngx))
\]

\[
= (f(g_1g_1x), \ldots, f(g_1g_nx)) = (f_{g_1g_1}(x), \ldots, f_{g_1g_n}(x))
\]

\[
= \tau_2(g, (f_{g_1}(x), \ldots, f_{g_n}(x))) = \tau_2(g, F(x)).
\]

If \( \varphi' : \pi_1(M, m_1) \to P_n(S) \) is the homomorphism induced by \( F \), then \( (p_1)\# \circ \varphi = (p_1)\# \circ F\# = (f_{g_1})\# = f\# = \alpha\# \), and applying Lemma 2.2 to the pointed homotopy class \([F]\), there exists a homomorphism \( \psi : \pi_1(M, m_1) \to B_G(S) \) for which \( \psi \circ (p_r)\# = \tau_2 \circ \varphi \) and \( \pi_2 \circ \psi = \theta_r \), which yields the commutative diagram (2.6).

(b) Clearly, if \( \beta \) has the Borsuk–Ulam property, then \( \alpha \) does too because every representative map of \( \alpha \) is also a representative map of \( \beta \). Conversely, assume that \( G \) is an Abelian group, and suppose that \( \beta \) does not have the Borsuk–Ulam property. So there exists a map \( f : M \to S \) such that \( \beta = [f] \) and for which the cardinality of the set \( \{f(g_1x), \ldots, f(g_nx)\} \) is equal to \( n \) for all \( x \in M \). By [16, Lemma 6.4], there exists a homeomorphism \( H : S \to S \) that is homotopic to the identity such that \( H(f(m_1)) = s_1 \). Thus the map \( H \circ f \) is a representative map of \( \beta \), the cardinality of the set \( \{H \circ f(g_1x), \ldots, H \circ f(g_nx)\} \) is equal to \( n \) for all \( x \in M \), and the pointed homotopy class \( \alpha' = [H \circ f] \in [M, m_1; S, s_1] \) does not have the Borsuk–Ulam property with respect to \((G, \tau)\) (as a pointed homotopy class). By part (a), there exist homomorphisms \( \varphi' : \pi_1(M, m_1) \to P_n(S) \) and \( \psi' : \pi_1(M, m_1) \to B_G(S) \) such the following diagram is
By [17, Chapter V, Theorem 4.3 and Corollary 4.4], there exists \( \gamma \in \pi_1(S, s_1) \) such that the homomorphisms \( \alpha_\#', \alpha_\#': \pi_1(M, m_1) \to \pi_1(S, s_1) \) satisfying \( \alpha_\#(v) = \gamma \alpha_\#'(v) \gamma^{-1} \) for all \( v \in \pi_1(M, m_1) \). Further, by [1, Theorem 1.4], there exists \( b \in P_n(S) \) such that \( (p_1)_\#(b) = \gamma \). We define \( \varphi: \pi_1(M, m_1) \to P_n(S) \) (resp., \( \psi: \pi_1(M, p_r(m_1)) \to B_G(S) \)) by \( \varphi(v) = b \varphi'(v) b^{-1} \) for all \( v \in \pi_1(M, m_1) \) (resp., \( \psi(w) = \iota_2(b) \psi'(w) \alpha_2(b)^{-1} \) for all \( w \in \pi_1(M, p_r(m_1)) \)). Using the commutativity of (2.9), it follows that the diagram (2.6) is also commutative, and therefore \( \alpha \) does not have the Borsuk–Ulam property as a pointed homotopy class. □

The following corollary will be used in the proof of Propositions 4.2–4.4, which is the restriction of Theorem 2.4 to the case where \( S = \mathbb{R}^2 \).

**Corollary 2.6** Let \( M \) be a compact surface without boundary, let \( G \) be a finite Abelian group of order \( n \geq 2 \), and let \( \tau: G \times M \to M \) be a free action. Then \((M, G, \tau; \mathbb{R}^2)\) does not have the Borsuk–Ulam property if and only if there exists a homomorphism \( \psi: \pi_1(M) \to B_G(\mathbb{R}^2) \) such that the following diagram is commutative:

\[
\begin{array}{ccc}
\pi_1(M) & \xrightarrow{\psi} & B_G(\mathbb{R}^2) \\
\downarrow{\theta_r} & & \downarrow{\pi_2} \\
G & & \\
\end{array}
\]

(2.10)

**Proof** First of all, since \( \mathbb{R}^2 \) is contractible then there is only one homotopy class \( \alpha \in [M, \mathbb{R}^2] \), and \( \alpha_\#: \pi_1(M) \to \pi_1(\mathbb{R}^2) \) is trivial. So by Theorem 2.4, \((M, G, \tau; \mathbb{R}^2)\) does not have the Borsuk–Ulam property if and only if there exist homomorphisms \( \varphi: \pi_1(M) \to P_n(\mathbb{R}^2) \) and \( \psi: \pi_1(M) \to B_G(\mathbb{R}^2) \) for which the diagram (2.6) is commutative. In particular, if \((M, G, \tau; \mathbb{R}^2)\) does not have the Borsuk–Ulam property then the lower triangle of (2.6) is the commutative diagram (2.10). Conversely, given the commutative diagram (2.10), the exactness of (1.1) and the upper row of (2.5) allow us to obtain (2.6). □

### 3 The Group \( B_{\mathbb{Z}_n}(\mathbb{R}^2) \)

Let \( n \geq 2 \). We denote the cyclic group of order \( n \) by

\[
\mathbb{Z}_n = \{0, 1, \ldots, n-1\}.
\]

With respect to Remark 2.3 and the paragraph that precedes it, we fix an embedding \( i: \mathbb{Z}_n \to \Sigma_n \) of \( \mathbb{Z}_n \) in \( \Sigma_n \), given by \( i(1) = (1, n, \ldots, 2) \), and we identify \( B_{\mathbb{Z}_n}(S) \) with its image in \( B_n(S) \) under \( h_\# \). The aim of this section is to give a presentation of the group \( B_{\mathbb{Z}_n}(\mathbb{R}^2) \). Recall that if
then the group $G$ and its inverse correspond to the braids illustrated in Figure 1.
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**Theorem 3.1** In terms of the Artin generators of $B_n$, let $g = \sigma_1 \cdots \sigma_{n-1}$, and

$$A_{i,j} = \sigma_{j-1} \cdots \sigma_{i+1} \sigma_i^2 \sigma_{i+1}^{-1} \cdots \sigma_{j-1}^{-1} \quad \text{for } 1 \leq i < j \leq n. \quad (3.3)$$

Then the group $B_{\mathbb{Z}_n}(\mathbb{R}^2)$ admits the following presentation:

**Generating set:** $\{g\} \cup \{A_{i,j}\}_{1 \leq i < j \leq n}$.

**Relations:**

(I) $A_{r,s}^{-1}A_{i,j}A_{r,s} = \begin{cases} A_{i,j}, & \text{if } r < s < i < j \text{ or } i < r < s < j; \\ A_{r,j}A_{i,j}A_{r,j}^{-1}, & \text{if } r < i = s < j; \\ A_{r,j}A_{s,j}A_{i,j}A_{s,j}^{-1}A_{r,j}^{-1}, & \text{if } i = r < s < j; \\ A_{r,j}A_{s,j}A_{r,j}^{-1}A_{s,j}^{-1}A_{i,j}A_{s,j}A_{r,j}^{-1}A_{s,j}^{-1}, & \text{if } r < i < s < j. \end{cases}$

(II) $gA_{i,j}g^{-1} = \begin{cases} A_{i+1,j+1}, & \text{if } 1 \leq i < j \leq n-1; \\ A_{1,n} \cdots A_{n-1,n}A_{i+1,n}A_{n-1,n}^{-1} \cdots A_{1,n}^{-1}, & \text{if } 1 \leq i \leq n-1 \text{ and } j = n. \end{cases}$

(III) $g^n = \prod_{j=2}^{n} \left( \prod_{i=1}^{j-1} A_{i,j} \right)$.

**Remark 3.2**

(a) One may check using (3.1) and (3.2) that:

$$A_{i,j} = \sigma_i^{-1} \cdots \sigma_{j-2}^{-1} \sigma_{j-1} \cdots \sigma_i \quad \text{for } 1 \leq i < j \leq n. \quad (3.4)$$

Geometrically, $A_{i,j}$ corresponds to the braid illustrated in Figure 2.

(b) The element $g^n$ that appears in relation (III) is the well-known full-twist braid, denoted by $\Delta_n^2$, that generates the centre of $B_n(\mathbb{R}^2)$ if $n \geq 3$.

(c) With respect to the lower row of (2.5), we have $\pi_2(g) = (1, n, \ldots, 2)$. Taking $S = \mathbb{R}^2$ and $G = \mathbb{Z}_n$, where we identify $\mathbb{Z}_n$ with the cyclic subgroup $\langle (1, n, \ldots, 2) \rangle$ of $\Sigma_n$ in the manner described at the beginning of this section, it follows that $g \in B_{\mathbb{Z}_n}(\mathbb{R}^2)$.

(d) Considering the permutation homomorphism $\pi_2: B_{\mathbb{Z}_n}(\mathbb{R}^2) \to \mathbb{Z}_n$ of the upper row of (2.5), and up to the identification of $B_{\mathbb{Z}_n}(\mathbb{R}^2)$ (resp., $\mathbb{Z}_n$) with $\text{Im}(h_{\#})$ (resp., with $\text{Im}(i)$),
we have \( \pi_2(g) = \overline{1} \) and \( \pi_2(A_{i,j}) = \overline{0} \) for all \( 1 \leq i < j \leq n \). Further, for all \( a \in B_{\mathbb{Z}_n}(\mathbb{R}^2) \), there exist unique \( 0 \leq m \leq n - 1 \) and \( w \in P_n(\mathbb{R}^2) \) for which \( a = wg^m \).
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Figure 2  The element \( A_{i,j} \) of \( B_n \)

**Proof of Theorem 3.1**  We apply the method of [12, Chapter 10, Proposition 1] to the short exact sequence of the upper row of (2.5), where we take \( S = \mathbb{R}^2 \), \( G = \mathbb{Z}_n \), and \( g \) and \( A_{i,j} \), where \( 1 \leq i < j \leq n \), as in Remark 3.2(a). We identify the cyclic subgroup \( \langle (1, n, \ldots, 2) \rangle \) of \( \Sigma_n \) with \( \mathbb{Z}_n \) as in Remark 3.2(c). With respect to the upper row of (2.5), it follows that \( g \) is a coset representative of the generator \( \overline{1} \) of \( \mathbb{Z}_n \). Since \( (A_{i,j})_{1 \leq i < j \leq n} \) is a generating set of \( P_n(\mathbb{R}^2) \) by [11, Chapter 1, Lemma 4.2], it follows from [12, Chapter 10, Proposition 1] that \( \{g\} \cup \{A_{i,j}\}_{1 \leq i < j \leq n} \) is a generating set for \( B_{\mathbb{Z}_n}(\mathbb{R}^2) \). From the same proposition, the following three types of relation form a complete set of relations of \( B_{\mathbb{Z}_n}(\mathbb{R}^2) \):

(i) the relations emanating from \( P_n(\mathbb{R}^2) \). By [11, Chapter 1, Lemma 4.2], these are the relations (I) of the statement.

(ii) the conjugates of the generators of \( P_n(\mathbb{R}^2) \) by \( g \), rewritten in terms of the generators of \( P_n(\mathbb{R}^2) \). Suppose first that \( 1 \leq i < j \leq n - 1 \). Using (3.1) and (3.2), we see that that \( g\sigma_k g^{-1} = \sigma_{k+1} \) for all \( k = 1, \ldots, n - 2 \), and it follows from (3.3) that \( gA_{i,j}g^{-1} = A_{i+1,j+1} \), which is the first relation of (II). Assume now that \( 1 \leq i \leq n - 1 \) and \( j = n \). One may check (by induction on \( n \) for example) that \( \sigma_1 \cdots \sigma_{n-1} \sigma_{n-1} \cdots \sigma_1 = A_{1,n} \cdots A_{n-1,n} \), and it follows from this and (3.4) that:

\[
gA_{i,n}g^{-1} = \sigma_1 \cdots \sigma_{n-1} \cdots \sigma_{i+1} \sigma_i^2 \sigma_{i+1} \cdots \sigma_{n-1} \cdot \sigma_1^{-1} \cdots \sigma_{n-1}^{-1}
= \sigma_1 \cdots \sigma_{n-1} \sigma_{n-1} \cdots \sigma_1 \cdot \sigma_i^{-1} \cdots \sigma_i \sigma_1^{-1} \cdots \sigma_1^{-1} \sigma_i^{-1} \cdots \sigma_{n-1}^{-1}
= A_{1,n} \cdots A_{n-1,n} \sigma_i \cdots \sigma_i^{-1} \cdots A_{n-1,n}^{-1}
= A_{1,n} \cdots A_{n-1,n} A_{1,i+1} A_{i,n}^{-1} \cdots A_{1,n}^{-1}
\]

which is the second relation of (II).

(iii) the lift of the relation \( n \cdot \overline{1} = \overline{0} \) of \( \mathbb{Z}_n \) in terms of generators of \( P_n(\mathbb{R}^2) \). Since \( g^n = \Delta_n^2 \) by Remark 3.2(b), relation (III) of the statement follows by noting that \( \Delta_n^2 = \prod_{j=2}^n (\prod_{i=1}^{j-1} A_{i,j}) \).

\( \square \)

**4  Proof of Theorem 1.1**

Let \( M \) be a compact surface without boundary, and let \( \mathbb{Z}_n = \{\overline{0}, \overline{1}, \overline{2}, \ldots, \overline{n-1}\} \) denote the cyclic group of order \( n \geq 2 \). If \( \tau : \mathbb{Z}_n \times M \to M \) is a free action, to simplify the notation, we will
consider \( \tau \) to be the continuous map \( \tau : M \to M \) defined by \( \tau = \tau(\overline{1}, \cdot) \), that satisfies \( \tau^n = \text{Id} \) and for which the cardinality of the set \( \{ x, \tau(x), \tau^2(x), \ldots, \tau^{n-1}(x) \} \) is equal to \( n \) for all \( x \in M \). Then the orbit space \( M_\tau \) is also a compact surface without boundary. In what follows, we will distinguish the following three possibilities, and in each case, we define an element \( \hat{\delta} \) of \( \pi_1(M_\tau) \):

(I) \( M_\tau \) is orientable,

\[
\pi_1(M_\tau) = \langle a_1, \ldots, a_{2m} | [a_1, a_2] \cdots [a_{2m-1}, a_{2m}] \rangle, \quad \text{and} \quad \hat{\delta} = 1.
\]

(II) \( M_\tau \) is non-orientable of odd genus,

\[
\pi_1(M_\tau) = \langle c, a_1, a_2, \ldots, a_{2m-1}, a_{2m} | c^2[a_1, a_2] \cdots [a_{2m-1}, a_{2m}] \rangle, \quad \text{and} \quad \hat{\delta} = c.
\]

(III) \( M_\tau \) is non-orientable of even genus,

\[
\pi_1(M_\tau) = \langle u, v, a_1, \ldots, a_{2m} | uvuv^{-1}[a_1, a_2] \cdots [a_{2m-1}, a_{2m}] \rangle, \quad \text{and} \quad \hat{\delta} = u.
\]

Remark 4.1 Let \( G = \mathbb{Z}_n \), and consider the homomorphism \( \theta_\tau : \pi_1(M_\tau) \to \mathbb{Z}_n \) defined by (1.1). If \( M \) is a compact surface without boundary, then \( \theta_\tau(\hat{\delta}) = \overline{0} \) if \( M_\tau \) is orientable or if \( n \) is odd. In other words, if \( \theta_\tau(\hat{\delta}) \neq \overline{0} \), then \( M_\tau \) is non-orientable, \( n \) is even, and \( \theta_\tau(\hat{\delta}) = n/2 \). Since the target of the homomorphism \( \theta_\tau : \pi_1(M_\tau) \to \mathbb{Z}_n \) is Abelian, the homomorphism \( \theta_\tau \) factors through the Abelianisation \( \pi_1(M_\tau)_{\text{Ab}} \) via the homomorphism that we denote \( (\theta_\tau)_{\text{Ab}} : \pi_1(M_\tau)_{\text{Ab}} \to \mathbb{Z}_n \), and for which \( \theta_\tau(\hat{\delta}) = (\theta_\tau)_{\text{Ab}}(\hat{\delta}) \).

In order to establish Theorem 1.1, by Remark 4.1, it suffices to prove the following three propositions.

Proposition 4.2 Let \( M \) be a compact surface without boundary that admits a free action \( \tau \) of \( \mathbb{Z}_n \). With the notation of (I)–(III) above, suppose that \( \theta_\tau(\hat{\delta}) = \overline{0} \). Then \((M, \mathbb{Z}_n, \tau; \mathbb{R}^2)\) does not have the Borsuk–Ulam property.

Proposition 4.3 Let \( M \) be a compact surface without boundary that admits a free action \( \tau \) of \( \mathbb{Z}_n \). With the notation of (I)–(III) above, suppose that \( M_\tau \) is non-orientable, \( n = 4k \) for some \( k \in \mathbb{N} \), and \( \theta_\tau(\hat{\delta}) = 2\overline{k} \). Then \((M, \mathbb{Z}_n, \tau; \mathbb{R}^2)\) does not have the Borsuk–Ulam property.

Proposition 4.4 Let \( M \) be a compact surface without boundary that admits a free action \( \tau \) of \( \mathbb{Z}_n \). With the notation of (I)–(III) above, suppose that \( M_\tau \) is non-orientable, \( n = 4k + 2 \) for some \( k \in \mathbb{N} \), and \( \theta_\tau(\hat{\delta}) = 2\overline{k} + 1 \). Then \((M, \mathbb{Z}_n, \tau; \mathbb{R}^2)\) has the Borsuk–Ulam property.

To prove Propositions 4.2–4.4, we will apply Corollary 2.6 to the case where \( G \) is the finite cyclic group \( \{\overline{0}, \overline{1}, \overline{2}, \ldots, \overline{n-1}\} \). In what follows, we shall identify \( G \) with the subgroup of \( \Sigma_n \) generated by the \( n \)-cycle \((1, n, \ldots, 2)\), and the generator \( \Gamma \) of \( G \) with this \( n \)-cycle.

Proof of Proposition 4.2 We will define a homomorphism \( \psi : \pi_1(M_\tau) \to B_{\mathbb{Z}_n}(\mathbb{R}^2) \) for which the diagram (2.10) is commutative, from which it will follow by Corollary 2.6 that \((M, \mathbb{Z}_n, \tau; \mathbb{R}^2)\) does not have the Borsuk–Ulam property. With respect to the cases (I)–(III), let \( \psi : \pi_1(M_\tau) \to B_{\mathbb{Z}_n}(\mathbb{R}^2) \) be the map defined on the generators of \( \pi_1(M_\tau) \) as follows:

(a) \( \psi(a_i) = g^{b_i} \) for \( i = 1, \ldots, 2m \), where \( g \in B_{\mathbb{Z}_n}(\mathbb{R}^2) \) is as defined in Theorem 3.1, and \( 0 \leq b_i \leq n - 1 \) is such that \( \theta_\tau(a_i) = (1, n, \ldots, 2)^{b_i} \).

(b) \( \psi(\hat{\delta}) = 1 \) in cases (II) and (III).

(c) \( \psi(v) = g^w \), where \( 0 \leq w \leq n - 1 \) is such that \( \theta_\tau(v) = (1, n, \ldots, 2)^w \) in case (III).

Proof of Proposition 4.2...
Noting that $\theta_{\tau}(\delta)$ is trivial by hypothesis and $\pi_2(g) = (1, n, \ldots, 2)$, one may check in each of the three cases (I)–(III) that $\psi$ defines a homomorphism for which the diagram (2.10) is commutative. □

Although the conclusion of Proposition 4.3 is the same as that of Proposition 4.2, its proof is somewhat different in nature. We first give a geometric proof of Proposition 4.3 in a specific case. This will then enable us to give an algebraic proof in the general case. We regard $T^2$ as the quotient space $\mathbb{R}^2/\mathbb{Z}^2$. Notationally, we shall not distinguish between an element of $\mathbb{R}^2$ and its image under the canonical projection in $T^2$. Let $x$ and $y$ denote the pointed homotopy classes of the loops in $T^2$ given by $(t, 0)_{t \in [0, 1]}$ and $(0, t)_{t \in [0, 1]}$ respectively. Then $\pi_1(T^2) = \langle x, y \mid xyx^{-1}y^{-1} \rangle$.

**Lemma 4.5** Given $k \in \mathbb{N}$, let $\tau : T^2 \to T^2$ be the map defined by $\tau(a, b) = (-a, a + b + \frac{1}{4k})$ for all $(a, b) \in T^2$. Then $\tau$ defines a free action of $\mathbb{Z}_{4k}$ on $T^2$ such that the orbit space is the Klein bottle $\mathbb{K}^2$, and for which induced short exact sequence (1.1) associated to the covering $p_\tau : T^2 \to \mathbb{K}^2$ is of the form:

$$1 \to \pi_1(T^2) = \langle x, y \mid xyx^{-1}y^{-1} = 1 \rangle \xrightarrow{(p_\tau)_\#} \pi_1(\mathbb{K}^2) = \langle u, v \mid uvu^{-1} = 1 \rangle \xrightarrow{\theta_\tau} \mathbb{Z}_{4k} \to 1,$$

where:

$$(p_\tau)_\# : \begin{cases} x \mapsto u^{2k}, \\ y \mapsto v^{4k} \end{cases} \quad \text{and} \quad \theta_\tau : \begin{cases} u \mapsto \frac{2k}{4k}, \\ v \mapsto \frac{1}{4k}. \end{cases} \quad (4.2)$$

Moreover, $(T^2, \mathbb{Z}_{4k}, \tau : \mathbb{K}^2)$ does not have the Borsuk–Ulam property.

**Proof** Let $k \in \mathbb{N}$, and let $\tau : T^2 \to T^2$ be the map defined by $\tau(a, b) = (-a, a + b + \frac{1}{4k})$ for all $(a, b) \in T^2$. For each $0 \leq i \leq 4k$, we have:

$$\tau^i(a, b) = \begin{cases} (a, b + \frac{i}{4k}) & \text{if } i \text{ is even;} \\ (a - 1, a + b + \frac{i}{4k}) & \text{if } i \text{ is odd.} \end{cases} \quad (4.3)$$

One may check that if $1 \leq i < j \leq 4k$, then $\tau^i(a, b) \neq \tau^j(a, b)$ (note that if $a = 1/2$ and $a + \frac{i}{4k} \in \mathbb{Z}$ then $i$ and $j$ have the same parity), and since $\tau^{4k} = \text{Id}_{T^2}$, it follows that $\tau$ defines a free action of $\mathbb{Z}_{4k}$ on $T^2$. Let $g : T^2 \to K^2$ be the double covering map whose non-trivial associated deck transformation $\tau_1 : T^2 \to T^2$ is given by $\tau_1(a, b) = (-a, b + \frac{1}{2})$, so $g \circ \tau_1 = g$, and let $u$ and $v$ be the homotopy classes determined by the loops $(g(t, 0))_{t \in [0, 1]}$ and $(g(0, t/2))_{t \in [0, 1]}$ respectively. Then $\pi_1(K^2) = \langle u, v | uvu^{-1} = 1 \rangle$, and the induced homomorphism $g_\# : \pi_1(T^2) \to \pi_1(K^2)$ is given by $g_\#(x) = u$ and $g_\#(y) = v^2$. Let $f : T^2 \to K^2$ be defined by $f(a, b) = (ka + 2kb)$ for all $(a, b) \in T^2$. The induced homomorphism $f_\# : \pi_1(T^2) \to \pi_1(K^2)$ is given by $f_\#(x) = x^k$ and $f_\#(y) = y^{2k}$. Notice that $f$ is a $2k$-sheeted covering of $T^2$, and that $f_\#$ is injective. By construction, the map $g \circ f : T^2 \to K^2$ is a $4k$-sheeted covering of $K^2$ by $T^2$, and consequently the deck transformation group associated to the covering $g \circ f$ is of order $4k$. We claim that $\tau$ is a deck transformation for the covering map $g \circ f$. If this is the case, since $\tau$ defines a free action of $\mathbb{Z}_{4k}$ on $T^2$, it follows that group of deck transformations for the covering $g \circ f$ is isomorphic to $\mathbb{Z}_{4k}$ and is generated by $\tau$, thus the associated orbit space $T^2_\tau$ is homeomorphic.
to $\mathbb{K}^2$, and the corresponding quotient map $p_\tau$ is equal, up to homeomorphism, to $g \circ f$. To prove the claim, for all $(a, b) \in \mathbb{T}^2$, we have:

\[
(g \circ f)(\tau(a, b)) = (g \circ f)\left(-a, a + b + \frac{1}{4k}\right) = g\left(-a, -ka + 2k\left(a + b + \frac{1}{4k}\right)\right)
\]

\[
= g\left(-a, ka + 2kb + \frac{1}{2}\right) = (g \circ \tau_1)(a, ka + 2kb) = g(a, ka + 2kb)
\]

\[
= (g \circ f)(a, b).
\]

This proves the claim. Thus $(p_\tau)_\# : \pi_1(\mathbb{T}^2) \to \pi_1(\mathbb{K}^2)$ is injective, and satisfies the first equality of (4.2). Let $\theta_\tau : \pi_1(\mathbb{K}^2) \to \mathbb{Z}_{4k}$ be the map defined by (4.2). One may check that $\theta_\tau$ is a well-defined surjective homomorphism. Let us show that the sequence (4.1) is short exact. To do so, it remains to show that $\text{Im}((p_\tau)_\#) = \text{Ker}(\theta_\tau)$. First let $z \in \text{Im}((p_\tau)_\#)$. Then there exist $m, n \in \mathbb{Z}$ such that $z = (p_\tau)_\#(m y^n) = (uv^{2k})^m (v^{4k})^n$, and thus $\theta_\tau(z) = m(2k + 2k) + n - 4k = 0$, hence $\text{Im}((p_\tau)_\#) \subset \text{Ker}(\theta_\tau)$. Conversely, let $y \in \text{Ker}(\theta_\tau)$. Now $y \in \pi_1(\mathbb{K}^2)$, so there exist $m, n \in \mathbb{Z}$ such that $y = u^m v^n$, and $0 = \theta_\tau(y) = m \cdot 2k + n - 4k$. Thus $2mk + n \equiv 0 \mod 4k$, and there exists $l \in \mathbb{Z}$ such that $n = 2mk + 4lk$. Since $uvw^{-1} = u^{-1}$, we see that $v^2uw^{-2} = u$, so $u$ and $v^2$ commute, and thus:

\[
y = u^m v^n = u^m (v^{2k}^m)(v^{4k})^l = (uv^{2k})^m (v^{4k})^l = ((p_\tau)_\#(x))^m ((p_\tau)_\#(y))^l
\]

\[
= (p_\tau)_\#(x^m y^l) \in \text{Im}((p_\tau)_\#).
\]

Therefore $\text{Ker}(\theta_\tau) \subset \text{Im}((p_\tau)_\#)$. Hence $\text{Ker}(\theta_\tau) = \text{Im}((p_\tau)_\#)$, and we conclude that the sequence (4.1) is short exact. We conclude that the short exact sequence associated to the covering $p_\tau : \mathbb{T}^2 \to \mathbb{K}^2$ given by (1.1) is (4.1).

It remains to show that $(\mathbb{T}^2, \mathbb{Z}_{4k}, \tau; \mathbb{R}^2)$ does not have the Borsuk–Ulam property. It suffices to exhibit an explicit map $h : \mathbb{T}^2 \to \mathbb{R}^2$ such that $h(\tau^i(a, b)) \neq h(\tau^j(a, b))$ for each $(a, b) \in \mathbb{T}^2$ and $0 \leq i < j \leq 4k - 1$. First note that by (4.3), the orbit of a point $(a, b) \in \mathbb{T}^2$ by the action of $\mathbb{Z}_{4k}$ generated by $\tau$ belongs to the union of the vertical circles $((a, t))_{t \in [0, 1]}$ and $((1 - a, t))_{t \in [0, 1]}$, and these two circles coincide if $a \in \{0, \frac{1}{2}\}$. Let $C = \{(r, \theta) \mid 1 \leq r \leq 2 \text{ and } \theta \in [0, 2\pi)\}$, and let $h : \mathbb{T}^2 \to \mathbb{R}^2$ be defined by $h(a, b) = (r(a), 2\pi b)$ for all $(a, b) \in \mathbb{T}^2$ (we take $0 \leq a, b \leq 1$), where:

\[
r(a) = \begin{cases} 
(3 - 4a)/2 & \text{if } 0 \leq a \leq \frac{1}{4}; \\
(1 + 4a)/2 & \text{if } \frac{1}{4} \leq a \leq \frac{3}{4}; \\
(7 - 4a)/2 & \text{if } \frac{3}{4} \leq a \leq 1.
\end{cases}
\]

One may check that $h$ is well defined and continuous. Further, its restriction to each circle $((a, t))_{t \in [0, 1]}$ of $\mathbb{T}^2$, where $0 \leq a \leq 1$, is injective, and that if $a \in (0, 1) \setminus \{\frac{1}{2}\}$ then the two circles $(h(a, t))_{t \in [0, 1]}$ and $(h(1 - a, t))_{t \in [0, 1]}$ are disjoint. We conclude that the restriction of the map $h$ to each orbit of the action $\tau$ of $\mathbb{Z}_{4k}$ is injective, and this completes the proof of the lemma.

**Lemma 4.6** Given $k \in \mathbb{N}$, there exist $\alpha, \beta \in B_{\mathbb{Z}_{4k}}(\mathbb{R}^2)$ such that $\pi_2(\alpha) = \frac{2k}{\pi}$, $\pi_2(\beta) = \pi$ and $\alpha \beta \alpha \beta^{-1} = 1$ in $B_{\mathbb{Z}_{4k}}(\mathbb{R}^2)$. 
Proof Let \( \theta_\tau : \pi_1(\mathbb{K}^2) \to \mathbb{Z}_{4k} \) be the homomorphism defined in (4.2). By Corollary 2.6 and Lemma 4.5, there exists a homomorphism \( \psi : \pi_1(\mathbb{K}^2) \to B_{\mathbb{Z}_{4k}}(\mathbb{R}^2) \) such that the following diagram is commutative:

\[
\begin{array}{ccc}
\langle u, v \mid uvuv^{-1} = 1 \rangle & \xymatrix{\ar[r]^\psi & B_{\mathbb{Z}_{4k}}(\mathbb{R}^2)} \\
\theta_\tau \ar@{|->}[u] & Z_{4k} \ar@{|->}[l]^{\pi_2}
\end{array}
\]

It then suffices to take \( \alpha = \psi(u) \) and \( \beta = \psi(v) \).

Proof of Proposition 4.3 We will define a homomorphism \( \psi : \pi_1(M_\tau) \to B_{\mathbb{Z}_{4k}}(\mathbb{R}^2) \) for which the diagram (2.10) is commutative, from which it will follow from Corollary 2.6 that \((M, Z_{4k}, \tau; \mathbb{R}^2)\) does not have the Borsuk–Ulam property. For this, we make use of the elements \( \alpha \) and \( \beta \) given in Lemma 4.6 and the element \( g \) given in Remark 3.2(a). We endow \( \pi_1(M_\tau) \) with one of the presentations of cases (II) and (III) given at the beginning of this section. To simplify the analysis, we write

\[
\pi_1(M_\tau) = \left\langle \delta, v, a_1, a_2, \ldots, a_{2m-1}, a_{2m} \mid \hat{\delta} v \hat{v} u v^{-1} [a_1, a_2] \cdots [a_{2m-1}, a_{2m}] = 1 \right\rangle,
\]

where we take \( v = 1 \) in case (II). By hypothesis, \( \theta_\tau(\hat{\delta}) = \overline{2k} \). Let \( 0 \leq z \leq 4k - 1 \) be such that \( \theta_\tau(v) = \overline{z} \) (so \( z = 0 \) if \( v = 1 \)). For \( i = 1, \ldots, 2m \), let \( b_i \in \mathbb{Z} \) be such that \( \theta_\tau(a_i) = \overline{b_i} \), and let \( \psi(v) = b^z \). If \( z \) is odd, we define \( \psi \) on the remaining generators of \( \pi_1(M_\tau) \) as follows:

\[
\psi : \begin{cases} 
\hat{\delta} &\mapsto \alpha; \\
\hat{a}_i &\mapsto \hat{g}^{b_i}, & \text{where } 1 \leq i \leq 2m.
\end{cases}
\]

(4.4)

If \( z \) is even, then by the surjectivity of \( \theta_\tau \) there exist \( 1 \leq j \leq 2m \) and \( l \in \mathbb{Z} \) odd such that \( \theta_\tau(a_j) = \overline{l} \). If \( j \) is odd (resp., even), let \( \hat{j} = j + 1 \) (resp., \( \hat{j} = j - 1 \)). Then we define \( \psi \) on the remaining generators of \( \pi_1(M_\tau) \) as follows:

\[
\psi : \begin{cases} 
\hat{\delta} &\mapsto \alpha^{(-1)^j}; \\
\hat{a}_j &\mapsto \beta^{l}; \\
\hat{a}_{\hat{j}} &\mapsto \alpha^{-1} \beta^{b_{\hat{j}} + 2k}; \\
\hat{a}_i &\mapsto \hat{g}^{b_i} & \text{if } i \neq j, \hat{j}.
\end{cases}
\]

(4.5)

Let us show that \( \psi \) extends to a homomorphism from \( \pi_1(M_\tau) \) to \( B_{\mathbb{Z}_{4k}}(\mathbb{R}^2) \). If \( z \) is odd, then we are in case (II), and by (4.4), we have:

\[
\psi(\hat{\delta} v \hat{v} u v^{-1} [a_1, a_2] \cdots [a_{2m-1}, a_{2m}]) = \psi(uvuv^{-1}) = \alpha. \beta^z \alpha \beta^{-1} = \alpha. \alpha^{-1} = 1,
\]

where we have used Lemma 4.6 and the fact that \( z \) is odd. If \( z \) is even, then by (4.5), we have:

\[
\psi(\hat{\delta} v \hat{v} u v^{-1} [a_1, a_2] \cdots [a_{2m-1}, a_{2m}]) = \psi(\hat{\delta} v \hat{v} u v^{-1} [a_j, a_{\hat{j}}]^{(-1)^{i+1}})
\]

\[
= \alpha^{(-1)^j} \cdot \beta^z \alpha^{(-1)^j} \beta^{-z} (\beta^l \alpha^{-1} \beta^{b_{\hat{j}} + 2k} \beta^{-l} \cdot \beta^{-b_{\hat{j}} - 2k} \alpha)^{(-1)^{j+1}}
\]

\[
= \alpha^{2(-1)^j} \cdot \alpha^{(-1)^{j+1}} = 1,
\]

where we have used Lemma 4.6 and the fact that \( z \) is even and \( l \) is odd. This proves that \( \psi \) is a homomorphism. One may check that \( \pi_2 \circ \psi = \theta_\tau \), and hence the diagram (2.10) is commutative. The result then follows from Corollary 2.6. \( \square \)
Theorem 3.1, for it follows from relation (III) of Theorem 3.1 that $M$ does not have the Borsuk–Ulam property. By standard covering space arguments, there exists a compact surface without boundary. We say that the surface $M$ is either $\Sigma$ or $\mathbb{Z}_n$, where $n > 2$.

5 Two Cases Where $G$ is the Symmetric Group

Let $N$ be a compact surface without boundary, and let $G$ be a non-trivial finite group for which there exists a surjective homomorphism $\theta: \pi_1(N) \to G$. Let $\iota: \ker(\theta) \to \pi_1(N)$ denote the inclusion. By standard covering space arguments, there exists a compact surface without boundary $M$ and a free action $\tau: G \times M \to M$ such that the associated exact sequence given by (1.1) is of the following form:

$$1 \longrightarrow \pi_1(M) = \ker(\theta) \xrightarrow{(p_r)_*} \pi_1(M) = \pi_1(N) \xrightarrow{\theta_r = \theta} G \longrightarrow 1. \quad (5.1)$$

We say that the surface $M$ and the action $\tau$ arise from $\theta$. This construction provides us with a method to construct a compact surface without boundary on which $G$ acts freely. We will consider examples where $G$ is either $\Sigma_n$ or $\mathbb{Z}_n$, where $n > 2$. 

Proof of Proposition 4.4 Suppose on the contrary that $(M, \mathbb{Z}_{4k+2}, \tau; \mathbb{R}^2)$ does not have the Borsuk–Ulam property. Then by Corollary 2.6 there exists a homomorphism $\psi: \pi_1(M_r) \to B_{2k+2}(\mathbb{R}^2)$ such that the diagram (2.10) is commutative. Suppose that $M_r$ is non-orientable of odd (resp., even) genus, so that $\pi_1(M_r)$ is as in case (II) (resp., case (III)) given at the beginning of this section. By hypothesis, $\theta_r(\Delta) = 2k + 1$, where $\theta_r = c$ (resp., $\theta_r = u$). From Theorem 3.1, for $i = 1, \ldots, 2m$, there exist $w_i \in P_{4k+2}(\mathbb{R}^2)$ and $0 \leq b_i < n$, $w_i^* \in P_{4k+2}(\mathbb{R}^2)$ (resp., $w_i \in P_{4k+2}(\mathbb{R}^2)$ and $0 \leq b < n$) such that for $i = 1, \ldots, 2m$, $\theta_r(a_i) = b_i$ and $\psi(a_i) = w_i g^{b_i}$. Applying (4.6) and relation (III) of Theorem 3.1, if $M_r$ is of odd genus, we obtain:

$$0 = \varepsilon \circ \psi([a_{2i-1}, a_{2i}]) = \varepsilon(w_{2i-1} \cdot g^{b_{2i-1}} w_{2i} g^{-b_{2i-1}} \cdot g^{b_{2i}} w_{2i-1}^{-1} g^{-b_{2i}} \cdot w_{2i}^{-1}) = \varepsilon([w_{2i-1}, w_{2i}]) = 0. \quad (4.6)$$

Applying (4.6) and relation (III) of Theorem 3.1, if $M_r$ is of odd genus, we obtain:

$$0 = \varepsilon \circ \psi(c^2[a_1, a_2] \cdots [a_{2m-1}, a_{2m}]) = \varepsilon \circ \psi(c^2) = \varepsilon(c_2 g^{2k+1} c_2 g^{-2k-1} \cdot \Delta^2_{4k+2}) = 2\varepsilon(c_2) + \varepsilon(\Delta^2_{4k+2}),$$

while if $M_r$ is of even genus, we see that:

$$0 = \varepsilon \circ \psi(w w w^{-1} [a_1, a_2] \cdots [a_{2m-1}, a_{2m}]) = \varepsilon \circ \psi(w w w^{-1}) = \varepsilon(w_u g^{2k+1} w_u g^{-2k-1} \cdot g^{2k+1+b} w_u g^{-2k-1-b} \cdot \Delta^2_{4k+2}) = 2\varepsilon(w_u) + \varepsilon(\Delta^2_{4k+2}).$$

Combining the two cases of odd and even genus, we see that:

$$2\varepsilon(w_g) + \varepsilon(\Delta^2_{4k+2}) = 0. \quad (4.7)$$

It follows from relation (III) of Theorem 3.1 that

$$\varepsilon(\Delta^2_{4k+2}) = \varepsilon\left(\prod_{j=2}^{4k+2} \prod_{i=1}^{j-1} A_{i,j}\right) = (2k + 1)(4k + 1).$$

Taking equation (4.7) modulo 2, we obtain a contradiction, and hence $(M, \mathbb{Z}_{4k+2}, \tau; \mathbb{R}^2)$ has the Borsuk–Ulam property. 

\qed
Let $N_1 = T^2 \# T^2$ be the connected sum of two copies of $T^2$, let $N_2 = \mathbb{R}P^2 \# T^2$ be the connected sum of $\mathbb{R}P^2$ and $T^2$, and let $\theta_1: \pi_1(N_1) = \langle a_1, b_1, a_2, b_2 \mid [a_1, b_1][a_2, b_2] = 1 \rangle \to \Sigma_n$ and $\theta_2: \pi_1(N_2) = \langle c, a_1, b_1 \mid c^2[a_1, b_1] = 1 \rangle \to \Sigma_n$ be given by:

$$\theta_1(a_1) = \theta_1(b_1) = (1, 2), \text{ and } \theta_1(a_2) = \theta_1(b_2) = (1, n, \ldots, 2); \tag{5.2}$$

$$\theta_2(c) = (1, 2), \text{ and } \theta_2(a_1) = \theta_2(b_1) = (1, n, \ldots, 2). \tag{5.3}$$

Note that $\theta_1$ and $\theta_2$ define surjective homomorphisms. For $i = 1, 2$, let $M_i$ and $\tau_i: \Sigma_n \times M_i \to M_i$ be the compact surface without boundary and the free action arising from $\theta_i$ respectively.

The following result suggests that there are many possibilities to be explored in the generalisation of the Borsuk–Ulam theorem to actions of finite groups on surfaces.

**Proposition 5.1** Let $n > 2$. With the above notation, we have the following:

(a) the quadruple $(M_1, \Sigma_n, \tau_1; \mathbb{R}^2)$ does not have the Borsuk–Ulam property.

(b) for the quadruple $(M_2, \Sigma_n, \tau_2; \mathbb{R}^2)$, there does not exist a homomorphism $\psi$ for which the lower triangle of the diagram (2.1) is commutative.

(c) the quadruple $(M_2, \mathbb{Z}_n, \tau_{\mathbb{Z}_n}; \mathbb{R}^2)$, where the action of $\mathbb{Z}_n$ is given by the restriction of the action of $\Sigma_n$ corresponding to the action of the cyclic subgroup $\langle (1, n, \ldots, 2) \rangle$, does not have the Borsuk–Ulam property.

**Remark 5.2** If $n = 2$, a stronger version of Proposition 5.1 may be found in [4]. Note that the quadruple $(M_1, \Sigma_2 = Z_2, \tau_1; \mathbb{R}^2)$ does not have the Borsuk–Ulam property, while the quadruple $(M_2, \Sigma_2 = Z_2, \tau_2; \mathbb{R}^2)$ does have the Borsuk–Ulam property.

**Proof of Proposition 5.1** By construction, first note that for $i = 1, 2$, $\pi_1(M_{\tau_i}) = \pi_1(N_i)$.

(a) Let $\psi: \pi_1(M_{\tau_i}) \to B_n(\mathbb{R}^2)$ be the homomorphism defined on the generators of $\pi_1(M_{\tau_i})$ by $\psi(a_1) = \psi(b_1) = \sigma_1$ and $\psi(a_2) = \psi(b_2) = g$, where $g$ is as defined in Remark 3.2(a). Using (5.1) and (5.2), we may check that $\pi_1(M_{\tau_1})$, and Corollary 2.6 implies that $(M_1, \Sigma_n, \tau_1; \mathbb{R}^2)$ does not have the Borsuk–Ulam property.

(b) Suppose on the contrary that there exists a homomorphism $\psi$ for which the lower triangle of the diagram (2.1) is commutative. From the lower short exact sequence of (2.5) and (5.3), there exist $x, y, z \in P_n(\mathbb{R}^2)$ such that $\psi(c) = x\sigma_1, \psi(a_1) = yg$ and $\psi(b_1) = zg$, where $g$ is as defined in Remark 3.2(a). Taking the image of the relation of $\pi_1(M_{\tau_2})$ and using (3.3), we obtain:

$$1 = \psi(c^2[a_1, b_1]) = x\sigma_1 x\sigma_1 ygz^{-1} g^{-1} \cdot z^{-1} = x \cdot \sigma_1 x\sigma_1^{-1} \cdot A_{1,2} \cdot y \cdot ggz^{-1} \cdot gy^{-1} g^{-1} \cdot z^{-1}. \tag{5.4}$$

Note that $\sigma_1 x\sigma_1^{-1}, ggz^{-1} \text{ and } gy^{-1} g^{-1}$ belong to $P_n(\mathbb{R}^2)$ because $P_n(\mathbb{R}^2)$ is a normal subgroup of $B_n(\mathbb{R}^2)$. Let $\varepsilon: P_n(\mathbb{R}^2) \to \mathbb{Z}$ be the evaluation homomorphism defined in the proof of Proposition 4.4. By [14, Lemma 3.1] and Theorem 3.1, we have $\varepsilon(\sigma_1 A_{i,j} \sigma_1^{-1}) = \varepsilon(gA_{i,j} g^{-1}) = \varepsilon(A_{i,j}) = 1$ for all $1 \leq i < j \leq n$. So applying $\varepsilon$ to (5.4), we obtain $0 = 2\varepsilon(x) + 1 \in \mathbb{Z}$, which yields a contradiction.

(c) If $n \neq 2 \bmod 4$, the result is clear by Theorem 1.1. So let us assume that $n = 2 \bmod 4$, so $n = 4k + 2$ for some $k \in \mathbb{Z}$. We claim that the covering space $M_2$ is non-orientable, therefore $M_{\tau_{\mathbb{Z}_n}}$ is non-orientable. To see that $M_2$ is non-orientable, for $i = 1, \ldots, 2k + 1$, the transposition $(1, 2)$ is conjugate in $\Sigma_{4k+2}$ to the transposition $(i, 2k + 1 + i)$, so there exists
\[ \lambda_i \in \Sigma_{4k+2} \text{ such that } \lambda_i(1,2)c\lambda_i^{-1} = (i,2k+1+i). \text{ For } i = 1, \ldots, 2k+1, \text{ let } \widetilde{\lambda}_i \in \pi_1(N_2) \text{ be such that } \theta_2(\widetilde{\lambda}_i) = \lambda_i. \text{ Now let } w = (\prod_{i=1}^{2k+1} \lambda_i c\lambda_i^{-1}) d_1^{2k+1}. \text{ Since } c \text{ represents a non-orientable loop in } N_2, \text{ } 2k+1 \text{ is odd and } a_1 \text{ is orientable, it follows that } w \text{ represents a non-orientable loop in } N_2. \text{ One may check that } w \in \operatorname{Ker}(\theta_2), \text{ from which it follows that } M_2 \text{ is non-orientable, and thus } (M_2)\tau_n \text{ is also non-orientable. We claim that the homomorphism } (\theta_{\tau_n})_{\text{Ab}}: H_1((M_2)\tau_n, \mathbb{Z}) \to \mathbb{Z}_{4k+2} \text{ induced by } \theta_2 \text{ satisfies } (\theta_{\tau_n})_{\text{Ab}}(\delta) = \overline{0}, \text{ where } \delta \text{ is the unique non-trivial torsion element of } H_1((M_2)\tau_n). \text{ This being the case, it follows from Theorem 1.1 that the Borsuk–Ulam property does not hold for the quadruple } (M_2, \mathbb{Z}_n, \tau_{2k}; \mathbb{R}^2). \text{ To prove the claim, if } p: (M_2)\tau_n \to N_2 \text{ is the covering map such that } p \circ p_{\tau_n} = p_{\tau_2}, \text{ it suffices to show that } \delta \in \operatorname{Ker}((p_{\#})_{\text{Ab}}), \text{ where } (p_{\#})_{\text{Ab}}: \pi_1((M_2)\tau_n)_{\text{Ab}} \to \pi_1(N_2)_{\text{Ab}} \text{ (or equivalently the homomorphism } p_*: H_1((M_2)\tau_n) \to H_1(N_2) \text{ on the level of first homology) is the homomorphism induced by } p. \text{ To see this, observe that the induced homomorphism } p^*: H^2(N_2) \to H^2((M_2)\tau_n) \text{ in cohomology with integral coefficients is trivial since } H^2(N_2) \text{ and } H^2((M_2)\tau_n) \text{ are isomorphic to } \mathbb{Z}_2, \text{ and the homomorphism } p^* \text{ is multiplication by } (4k+1)! \text{, which is the cardinality of } \Sigma_n \text{ divided by } n. \text{ Since } n > 2, \text{ the homomorphism } p^* \text{ is trivial. Using the universal coefficient formula, it follows that the torsion of } H_1((M_2)\tau_n) \text{ is sent to zero, and the result follows from Theorem 1.1.} \]

An immediate consequence of the Proposition 5.1(a) is the following.

**Corollary 5.3** Given any finite group \( G \), there exists a quadruple \( (M, G, \tau; \mathbb{R}^2) \) for which the Borsuk–Ulam property does not hold.

Given a finite group \( G \), it is not true in general that there exists a quadruple \( (M, G, \tau; \mathbb{R}^2) \) satisfying the Borsuk–Ulam property. Theorem 1.1 provides many examples of this. For example, if \( G \) is cyclic of odd order, the quadruple \( (M, G, \tau; \mathbb{R}^2) \) does not satisfy the Borsuk–Ulam property. It is thus a natural problem to classify the finite groups \( G \) for which there exists a quadruple \( (M, G, \tau; \mathbb{R}^2) \) satisfying the Borsuk–Ulam property.
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