Dense random packing with a power-law size distribution: the structure factor, mass-radius relation, and pair distribution function
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We consider dense random packing of disks with a power-law distribution of radii and investigate their correlation properties. We study the corresponding structure factor, mass-radius relation and pair distribution function of the disk centers. A toy model of dense segments in one dimension (1d) is solved exactly. It is shown theoretically in 1d and numerically in 1d and 2d that such packing exhibits fractal properties. It is found that the exponent of the power-law distribution and the fractal dimension coincide. An approximate relation for the structure factor in arbitrary dimension is derived, which can be used as a fitting formula in small-angle scattering. The findings can be useful for understanding microstructural properties of various systems like ultra-high performance concrete, high-internal-phase ratio emulsions or biological systems.
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I. INTRODUCTION

Models of dense packing play an important role in soft matter, chemistry and material science. They are important for describing the physical and chemical properties of colloids, biological systems, granular materials, glasses, and many other systems (see the review1). In particular, minimisation of porosity in a system of polydisperse particles directly relates to the problem of creating ultra-high performance concrete. Dense packing of polydisperse particles is important in high internal-phase ratio emulsions2, where the coalescence mechanisms in concentrated emulsions changes as compared to diluted ones, in sandstones, where nonwetting phase clusters (ganglia) follow a power-law size distribution3, etc. Also, at high packing fractions, equilibrium mixtures consisting of large and small spheres can separate, and the disorder-order phase transition observed in monodisperse packings can be suppressed by a small degree of polydispersity4. In living systems, a power-law distribution of molecule abundance levels is known to be a robust characteristic, regardless of the time and space5.

In spite of the simple formulation, dense packing remains a long-standing problem in mathematics, not yet completely solved6, 7, 8. Packing of polydisperse particles9-11 is one of the most difficult: for a given distribution of sizes, it is difficult to say in general whether the complete packing is attainable and how to optimize it12, 13. The densest packing of polydisperse particles is known to be reachable with power-law size distributions13. However, very little is known about the characteristics of such systems. In particular, the spatial correlations between particle centers or the density fluctuations are unknown.

In this paper, we study the spatial correlations between positions of the centers of densely packed d-dimensional spheres, whose radii are randomly distributed in accordance with a power-law. We restrict ourselves to one and two dimensions. The number of spheres dN(r) whose radii fall within the range (r, r + dr) is proportional to dr/rD+1. The exponent obeys the condition 0 < D < d and the radii vary from a to R. Here d is the Euclidian dimension of space. Aste has shown14 that the full packing is possible when the exponent D lies between the Hausdorff dimension of the Apollonian packing and d. The dimension of the Apollonian packing amounts to DAp = 1.3057 ...15 and DAp = 2.4739 ...16 in two and three dimensions, respectively. However, the statement of Aste has no solid mathematical justification and is considered as a conjecture17. On the other hand, the full packing is definitely reachable if D is sufficiently close to d17. In one dimension, D has no restrictions from below and the full packing of a set of segments can always be realized, then D can vary from zero to one.

The usual approach to a system of spheres is to apply the Gibbss statistical mechanics with different approximations (like the Ornstein–Zernike equation with the Percus–Yevick approximation)18-20. However, the Gibbss statistical mechanics is questionable for the full dense packing, since the phase space (p, r) degenerates to one point: p = 0 and r being equal to static positions of N particles.

In 1d, we develop a direct probability approach with the infinite limit of filling particles. The peculiarity of the limit is related to the nature of dense packing: the system volume remains constant while the number of particles tends to infinity. By contrast, in the usual thermodynamic limit, both the number of particles and volume tend to infinity.

We study numerically the densely packed segments in 1d and disks in 2d. It is shown that such systems exhibits fractal-like properties (see, e.g., Refs. 21, 22). We found that the mass-radius relation for the d-sphere centers of unit weight is proportional to rD as for real fractals, provided the system is densely packed. This implies that the exponent of the power-law distribution and the fractal dimension coincide. The mass-radius relation M(r) is intimately related to the pair distribution function g(r) and the structure factor S(q)23. The latter can be measured directly, say, in small-angle scattering exper-
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ments at nano- and micro-scales. Once the full packing is reached then $M(r) \sim r^D$, $g(r) \sim r^{D-d}$, and $S(q) \sim q^{-D}$. In 1d, the theory matches very well the numerical simulations, in 2d we have only numerical results yet.

We start in Sec. II with the relevant theoretical background needed for the rest of the paper. Section III discusses the important question of the limit of infinite number of particles in dense packing. A one-dimensional exactly solvable model is considered in Sec. IV, where the structure factor, mass-radius relation, and the pair distribution function for a set of dense segments are found both analytically and numerically. The same correlation properties are then obtained numerically for 2d dense packed disks in Sec. V. Further, Sec. VI provides an approximate relation for the structure factor in arbitrary dimension. Finally, in Sec. VII we summarize the obtained results and present some prospects for future research.

II. THE STRUCTURE FACTOR, PAIR DISTRIBUTION FUNCTION, AND MASS-RADIUS RELATION FOR A SET OF POINTS

For a set of $N$ points of unit weight located at the positions $\mathbf{r}_1, \ldots, \mathbf{r}_N$, the mass-radius relation is defined as the average value of mass $M(r)$ enclosed in the imaginary sphere of radius $r$, which is centered on a point belonging to the set. According to the definition, it is given by

$$M(r) = \frac{1}{N} \sum_{i,j} \theta(r-r_{ij}) = 1 + \frac{1}{N} \sum_{i \neq j} \theta(r-r_{ij}),$$

where $r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|$ and $\theta(z)$ is the Heaviside step function, that is, $\theta(x) = 1$ for $x \geq 0$ and zero elsewhere. Then $M(r) = 1$ when $r$ is less than the smallest distance between points and $M(r) = N$ when $r$ exceeds the largest distance.

We define the structure factor of the set of points as

$$S(q) = \frac{1}{N} \langle \rho_q \rho_{-q} \rangle_q,$$

where $\rho_q = \sum_j e^{-i q \cdot \mathbf{r}_j}$ is the Fourier transform of the density of the points $\rho(r) = \sum_j \delta(\mathbf{r} - \mathbf{r}_j)$, and the brackets $\langle \cdots \rangle_q$ stand for the average over all directions of unit vector $\mathbf{q}$ along $\mathbf{q}$. By definition, the structure factor depends only on the absolute value of $\mathbf{q}$. It has the asymptotics $S(q) \approx 1$ when $q \to \infty$ and $S(q) = N$ at $q = 0$. The structure factor can be measured in small-angle scattering experiments.

The pair distribution function is given by

$$g(r) = \frac{1}{N(N-1)} \sum_{i \neq j} \langle \delta(\mathbf{r} - \mathbf{r}_i + \mathbf{r}_j) \rangle_q = \frac{V}{N(N-1)} \frac{\Omega_d r^{d-1}}{2} \sum_{i \neq j} \delta(r-r_{ij}).$$

Here $V$ is the $d$-dimensional volume of the system, $\Omega_d = 2\pi^{d/2}/\Gamma(d/2)$ is the area of unit sphere in $d$ dimension, and $\Gamma(s)$ is the gamma function. The pair distribution function describes the spatial correlations between points and is proportional to the probability density to find a particle at the distance $r$ from another particle.

One can also introduce the probability density of finding the distance $r$ between two arbitrarily taken points

$$p(r) = \frac{1}{N(N-1)} \sum_{i \neq j} \delta(r-r_{ij}) = \frac{\Omega_d r^{d-1}}{V} g(r).$$

This quantity is called the pair distance distribution function. It is widely used in the theory of small-angle scattering (see, e.g., Ref.25). As it follows from the definition (4), the pair distance distribution function obeys the normalization condition $\int_0^\infty dr \ p(r) = 1$. The last equality in (4) relates $p(r)$ to the pair distribution function.

All the above quantities are intimately connected to each other:

$$g(r) = \frac{N-1}{V} \int_0^\infty dq \ \Omega_d q^{d-1} f_d(qr)[S(q) - 1] = \frac{1}{\Omega_d r^{d-1}} \frac{\partial M}{\partial r},$$

where the function $f_d(z)$ is given by

$$f_d(z) = \frac{\Gamma(d/2)J_{d/2-1}(z)}{(z/2)^{d/2-1}} = \begin{cases} \cos z, & d = 1, \\ J_0(z), & d = 2, \\ \sin z/z, & d = 3, \end{cases}$$

where $J_n(z)$ is the Bessel function of nth order. Note that the pair distribution function becomes zero when the distance exceeds the maximum separation between centers, since $M(r)$ is a constant there. By contrast, for a usual thermodynamic system, $M(r) \sim \frac{N(N-1)}{d} r^d$ at sufficiently big distances, which yields $g(r) \approx 1$ from Eq. (5). For the same reason, $g(0) = 0$ in the case of finite $N$.

One can directly relate the structure factor and mass-radius relation by integrating Eq. (5) with respect to $r$:

$$M(r) = 1 + \frac{\Omega_d^2}{(2\pi)^d} \int_0^\infty dz \ \frac{h_d(z)}{z} \ [S(z/r) - 1].$$

Here we denote

$$h_d(z) = \frac{\Gamma(d/2)z^{d/2} J_{d/2}(z)}{2^{1-d/2}} = \begin{cases} \sin z, & d = 1, \\ zJ_1(z), & d = 2, \\ \sin z \cos z, & d = 3. \end{cases}$$

The relations (5)-(8) were obtained in the three-dimensional case in Ref.23.

III. THE DISTRIBUTION OF RADIi IN THE LIMIT OF DENSE PACKING

Let us consider a set of $N$ non-overlapping disks, which completely fill a square of fixed size in the limit $N \to \infty$. We
denote the number of disks, whose radii are bigger or equal to \( r \), by \( N(r) \). If \( R \) and \( a \) are the largest and smallest radii, respectively, then \( N(R) = 1 \) and \( N(r) = N \) when \( r \leq a \). It follows that the probability distribution of radii, proportional to \(-dN(r)/dr\), is cut from below at \( r = a \) for a finite number of disks \( N \). In the case of a power-law distribution with the exponent \( 0 < D < d \), we have \( N(r) \sim 1/r^D \) for \( a \leq r \ll R \).

We observe that once the dense packing is realized for an arbitrary probability density, its cumulative distribution \( N(r) \) should be normalized so that \( N(R) = 1 \) in the limit \( N \to \infty \). For the power-law distribution, it follows that \( N = N(a) \sim 1/a^D \), and thus we obtain

\[
Na^D = \text{const}, \quad N \to \infty. \tag{9}
\]

Note that the probability density \( P(r) \) cannot be normalized to one after this limit, because the integral \( \int_0^\infty dr P(r) \) diverges at the lower limit of integration. This is a generic feature of dense packing of a finite volume in arbitrary dimension.

The structure factor always has the spike in the vicinity of zero momentum because of \( S(q = 0) = N \), but its behaviour is different in the different limits. In the limit of dense packing \( (N \to \infty \) and the volume remains finite), the localization of the spike in the momentum space is equal to \((2\pi)^d/V\), and it does not shrink because \( V = \text{const} \). By contrast, in the usual thermodynamic limit this area shrinks and degenerates to a point when \( N \to \infty \) and \( N/V = \text{const} \). This implies the \( \delta \)-function contribution to the structure factor at \( k = 0 \).

The \( \delta \)-function in Eq. (5) leads to a constant shift \( N \) of the pair distribution function: \( g(r) = 1 + \frac{1}{(2\pi)^d} \int d^d r e^{ikr} [S(k) - 1] \), and we arrive at the standard relation between the pair distribution function and the structure factor. So, after the thermodynamic limit, we actually subtract the \( \delta \)-function and look at the behaviour of the residual part of the structure factor.

In principle, the structure factor can be extracted from the small-angle scattering data. We consider the scattering from a dilute system of many randomly oriented and located clusters, which are embedded into a homogeneous solid matrix. The area of each cluster is the square of size \( s \) with the \( N \) compactly packed disks inside. The total intensity should indeed be \( S(q = 0) = N \) at \( q = 0 \).

**IV. THE STRUCTURE FACTOR, MASS-RADIUS RELATION AND PAIR DISTRIBUTION FUNCTION FOR A SET OF DENSE SEGMENTS**

We find the structure factor of non-overlapping segments of different lengths on a line, which are randomly mixed and then packed into a completely dense system. In accordance with the definition (2), the structure factor in one dimension reads

\[
S(q) = \text{Re} [\omega(q)] + 1, \tag{10}
\]

where \( \omega(q) = \frac{2}{N} \sum_{i<j} e^{iqrij} \). The distance between the centers of \( i \)th and \( j \)th segments is given by \( r_{ij} = \frac{x_i + x_j}{2} + x_{i+1} + \cdots + x_{j-1} + \frac{a}{2} \). Here the lengths of the sequence of segments are denoted as \( x_1, \ldots, x_N \).

Due to the randomness, the distribution of segment lengths are independent and described by the probability \( P(x_1) \cdots P(x_N) \) with \( P(x) \) being the distribution function of a segment length, normalized to one: \( \int_0^\infty dx P(x) = 1 \). For a finite numbers of segments, the probability is cut from below at \( x = 2a \), as discussed above in Sec. III. Note that radius in one dimension is equal to one-half of segment length.

We calculate \( \omega(q) \) by integrating over the total distribution \( P(x_1) \cdots P(x_N) \). The mean value of a single term in the sum is given by \( P^2(q/2)P_{\Gamma}^{-1}(q) \), where \( P(q) = \int_0^\infty dx P(x) e^{iqx} \) is the Fourier transform of \( P(x) \), that is, its characteristic function. By adding up all the terms, we arrive at

\[
\omega(q) = 2P^2 \left( \frac{q}{2} \right) \frac{PN(q) - 1 - N[P(q) - 1]}{N[P(q) - 1]^2}. \tag{11}
\]

This equation is general and takes into account the finite-size effects. Note that \( P(q) \to 1 \) when \( q \to 0 \) due to the normalization, and we obtain from Eq. (11) that \( \omega(0) = N - 1 \), and hence \( S(0) = N \), as it should be.

In the particular case of the power law, the distribution function of segment lengths is given by

\[
P(x) = \frac{(2R)^D}{\Gamma(-D,a/R)x^{1+D}} \times \begin{cases} e^{-x/(2R)}, & \text{for } 2a \leq x, \\ 0, & \text{for } x < 2a \end{cases}, \tag{12}
\]

with \( \Gamma(s,x) = \int_x^\infty dt e^{-t}t^{s-1} \) being the incomplete gamma function. Here we replace the upper cut at \( x = 2R \) by the exponential, which is more convenient technically.

The total number of segments whose radii exceed \( r \) is determined by the cumulative distribution \( S(r) = \Gamma(-D,r/R) \Gamma(-D,1) \), normalized by the condition \( N(R) = 1 \). Then the smallest radius \( a \) is related to the total number of segments

\[
N = N(a) = \frac{\Gamma(-D,a/R)}{\Gamma(-D,1)} \simeq \frac{R^D}{\Gamma(-D,1)a^D}, \tag{13}
\]

where the last equality is the main asymptotics when \( a \to 0 \). The total length of \( N \) segments can be calculated as the average \( L_N = \langle x_1 + \ldots + x_N \rangle = N \langle x \rangle \), which is given by

\[
L_N = N \int_0^\infty dx xP(x) = 2R\frac{\Gamma(1-D,a/R)}{\Gamma(-D,1)}. \tag{14}
\]

In the limit of infinite number of segments, the total length remains finite: \( L = 2R \Gamma(1-D) \Gamma(-D,1) \). Here \( \Gamma(s) = \Gamma(s,0) \) is the ordinary gamma function.

The characteristic function of the distribution (12) is easily obtained

\[
P(q) = \frac{(1+2qRi)^D\Gamma(-D,a/R+2qai)}{\Gamma(-D,a/R)}. \tag{15}
\]

In the limit (9) of infinite number of segments, we find

\[
N[P(q) - 1] \to w = \frac{\Gamma(1-D)[1 - (1+2qRi)(D)]}{\Gamma(-D,1)}. \tag{16}
\]
We note that $\Gamma(1 - D) > 0$ and $\Gamma(-D, 1) > 0$ when $0 < D < 1$. In the limit, Eq. (11) takes the form

$$\omega(q) \simeq N \frac{2}{w^2} \left( e^w - 1 - w \right). \quad (17)$$

This result is also general as well as Eq. (11).

At $q = 0$, Eqs. (10) and (17) yield $S(q)/N \simeq 1$, while at large values of wave vectors $q \gg q_c$, we find

$$S(q) \simeq 1 + \frac{2D \Gamma(-D, 1) \cos(D\pi/2)}{\Gamma(1 - D)} (2qR)^D. \quad (18)$$

Here the crossover point $q_c$ is introduced as

$$q_c = \frac{1}{2R} \left[ \frac{\cos(\pi D)}{\cos(D\pi/2)} \right]^{1/D}. \quad (19)$$

Figure 1 shows the structure factor $S(q)$ for a given set of control parameters. We observe that $S(q) \simeq 1$ when $q \to \infty$ and $S(q) = N$ at $q = 0$, as expected (see Sec. II). Note that the pair distribution function is equal to zero at $r = 0$ due to the finite-size effects, as discussed in Sec. II. It follows form Eq. (5) that $\int_0^\infty dq |S(q) - 1| = 0$. For this reason, there should always be a region where $S(q) < 1$.

Once the structure factor is known, the mass-radius relation is obtained from Eq. (7) for $d = 1$. We compare the theoretical results for the mass-radius relation $M(r)$ with numerical simulations for $N = 10000$ segments. The segments of sizes $x_l$ for $l = 1, \cdots, N$ are generated with the cumulative distribution $\Gamma(-D, x_l/(2R))/\Gamma(-D, 1) = l$ and then randomly shuffled. The number of trials is equal to 20. For each trial, Eq. (1) is used for evaluating the mass-radius relation.

Figure 2 shows very good agreement between the theoretical and numerical results. The upper plateau of $M(r) = N$ begins from the maximal distance between the segment centers, which is practically equal to the total length of the segments $L_N/R \simeq 32.2$. The lower plateau $M(r) = 1$ extends up to the minimal distance between the segment centers, which is $2a$ with a good accuracy (see the discussion in Sec. II above). Between the plateaus, the mass-radius relation exhibits the power law $r^D$. The fractal range in real space is given by

$$2a \lesssim r \ll \frac{2\pi}{q_c}, \quad (20)$$

where $q_c$ is given by Eq. (19). In the range $2\pi/q_c \lesssim r \lesssim L_N$, the mass-radius relation deviates from $r^D$ and is nearly proportional to $r$. This behaviour looks like a reminiscence of the asymptotics of mass-radius relation for a large thermodynamic system (see Sec. II above).

The pair distribution function is shown in Fig. 3. The theoretical and numerical values are obtained with the help of Eq. (5) by integrating $S(q)$ and taking the derivative of $M(r)$, respectively. The control parameters are the same as those used in Figs. 1 and 2. The agreement between the curves is very good, and their behaviour shows that $q(r) \propto r^{D-1}$ within the same fractal range as $M(r)$. In the range $2\pi/q_c \lesssim r \lesssim L_N$, the pair distribution function is close to a constant, in accordance with the behaviour of $M(r)$ within the same range (see Fig. 2)
given by \( N \) and largest radii, respectively. The total number of disks is the square. Thus, this process corresponds to a random-

The operation repeats until all the disks are inserted inside the square without overlapping in accordance with the following algorithm. The center of the largest disk is randomly put inside the square. Here \( s \) is the edge length of a square, \( a \) and \( R \) are the smallest and largest radii, respectively. The total number of disks is given by \( N = (R/a)^D \).

Then the disks should be arranged into the square without overlapping in accordance with the following algorithm. The center of the largest disk is randomly put inside the square until the whole disk is completely embedded in it. Then the same operation is repeated for the largest remaining disk, which is embedded into the residual free space in the square. The operation repeats until all the disks are inserted inside the square. Thus, this process corresponds to a random-

V. THE 2D DENSELY PACKED DISKS

A. Model

Similar to the one-dimensional case, we find the correlation properties of a system consisting of non-overlapping and randomly placed disks with radii following a power-law distribution with the exponent \( 1 < D < 2 \). Here it is more convenient to use not exponential but direct cut of the distribution from above. We consider the following cumulative distribution

\[
N(r) = \begin{cases} 
0, & r \geq R, \\
(R/r)^D, & a \leq r < R, \\
N, & r \leq a,
\end{cases} \tag{21}
\]

where \( N(r) \) is the number of disks whose radii exceed \( r \). Then we build a set of disk of radii \( r_i \) that obey the inequalities \( s/2 \geq R = r_1 > \cdots > r_N = a \) and follow the distribution (21):

\[
r_i = R i^{-1/D}, \quad \text{for } i = 1, \cdots, N. \tag{22}
\]

Here \( s \) is the edge length of a square, \( a \) and \( R \) are the smallest and largest radii, respectively. The total number of disks is given by \( N = (R/a)^D \).

Then the disks should be arranged into the square without overlapping in accordance with the following algorithm. The center of the largest disk is randomly put inside the square until the whole disk is completely embedded in it. Then the same operation is repeated for the largest remaining disk, which is embedded into the residual free space in the square. The operation repeats until all the disks are inserted inside the square. Thus, this process corresponds to a random-

The chosen sequence from largest to smallest radii influences the success of a given trial only. If we change the sequence (e.g. from smallest to largest) then too many trials would be unsuccessful (which means that we cannot put all the disks inside the square for a given trial), and the algorithm becomes too time-consuming.

The full compact packing is achieved in the limit \( N \to \infty \), when the total area of the randomly placed non-overlapping disks is equal to the area of the square \( s^2 \). The initial radius \( R \) determines the packing fraction, which is defined as the ratio \( A_{\text{tot}}/s^2 \). The total area occupied by the disks is given by \( A_{\text{tot}} = \pi \sum_{i=1}^N r_i^2 = \pi R^2 \sum_{i=1}^N i^{-2/D} \approx \pi R^2 \zeta(2/D) \) with \( \zeta(x) \) being the Riemann zeta function. Here the last equality is valid in the limit of the infinite number of disks. The area of the square \( s^2 \) should be greater than or equal to \( A_{\text{tot}} \), which gives us the upper limit of \( R \):

\[
R_{\text{max}} = \frac{s}{\sqrt{\pi \zeta(2/D)}}. \quad \tag{23}
\]

It follows from this equation that \( R_{\text{max}} < s/2 \) for \( 1 < D < 2 \), as it should be. The higher the exponent \( D \), the lower \( R_{\text{max}} \). When \( R \) exceeds \( R_{\text{max}} \), the algorithm cannot be completed for all \( N \) disks provided \( N \) is sufficiently large.

Figure 4 shows a configuration of disks for the given control parameters. The ratio of \( R_{\text{max}} \) to \( s \) is nearly equal to 0.329 by Eq. (23). We use \( R/s = 0.327 \), for which configurations with a high packing density are easily achieved.
B. Structure factor, mass-radius relation and pair distribution function

When calculating the structure factor, mass-radius relation and pair distribution functions, we choose \( N = 50069 \) and \( D = 1.4 \). For these control parameters, the packing fraction is about 0.97, and \( a/R \approx 2.3 \times 10^{-3} \). By means of the above algorithm, 20 different configurations of disk positions are generated. For each trial, the mass-radius relation and structure factor are directly obtained with Eqs. (1) and (2), respectively. Their average values and standard deviations are shown in Figs. 5 and 6.

Let us discuss the behaviour of the structure factor in Fig. 5. Except for the region near the first minimum (at \( qs \approx 2\pi \)), the errors sizes are negligible. This implies that at given control parameters \( N, D, \) and \( R \), the structure factor is practically independent of a specific packing configuration provided the packing is sufficiently high. Similarly to the 1d case, within the fractal region \( 2\pi/R \lesssim q \ll 2\pi/a \), the structure factor decays proportional to \( q^{-D} \). The lower and upper borders of the fractal region are related to the largest, and respectively smallest radii in the configuration. The asymptotics of the structure factor are the same as in 1d case: \( S(q) \approx 1 \) when \( q \gtrsim 2\pi/a \) and \( S(q) = N \) at \( q = 0 \), in agreement the definition (2). The lengthy region where \( S(q) < 1 \) appears due to the finite-size effects, as explained in Sec. IV above.

We also check numerically the consistency between the structure factor and the mass-radius relation. The analytical formula relating them is obtained from Eq. (5) by means of the inverse Fourier transformation. The result reads

\[
S(q) = \int_0^\infty dz M \left( \frac{z}{q} \right) J_1(z). \tag{24}
\]

This equation enables us to find numerically \( S(q) \) from the simulations of \( M(r) \) (see below). The results are presented in the inset of Fig. 5. The agreement between the main diagram and the inset is excellent.

Figure 6 shows the data of the numerical simulations of mass-radius relation for the centers of densely packed disks. Similarly to the 1d case of densely packed segments, we have \( M(r) = 1 \) when \( r \lesssim 2a \), and the fractal region \( M(r) \propto r^D \) when \( 2a \ll r \lesssim r_{\text{max}} \). Here the upper fractal border \( r_{\text{max}} \) is nearly equal to square edge \( s \). When the distance exceeds the size of diagonal of the square \( \sqrt{2}s \), we get \( M(r) = N \) as discussed in Sec. II above. This asymptotic is reached through a transition region \( s \lesssim r \lesssim \sqrt{2}s \), in which \( M(r) \) has yet a small increment (see the inset in Fig. 6). This is because the contribution of pair distances between \( s \) and \( \sqrt{2}s \) to the total number of the pairs are rather small.

The pair distribution function \( g(r) \) is obtained through the derivative of \( M(r) \), according to Eq. (5). Its behaviour is represented in Fig. 7(a), which shows that \( g(r) \propto s^{D-2} \) in the fractal range. The errors within this range are also very small, similar to those in \( M(r) \).

When the number of particles \( N \) is varied, a similar behaviour of \( g(r) \) is still observed (see Fig. 7(b)). The length of the fractal range is of order of the smallest radius \( a \), which is determined by the total number of disks: \( a = RN^{-1/D} \). The smaller the \( N \), the smaller the range and the higher the errors, and vice-versa. The increase of errors is due to decreasing of the packing fraction. As a result, many voids appear, and the positions of the disks with small radii becomes less correlated and, hence, the fluctuations increase.
where we put by definition
\[ s/R \]
with \( \sigma \) being obtained through the derivative of the mass-radius relation shown in Fig. 6, see Eq. (5). The ratio \( s/R \) is equal to 3.1.
(b) Variation of the pair distribution function with the number of particles \( N \). Red bars: errors representing the standard deviations for 20 trials. The thin violet line is \( r^{D-1} \) up to a factor.

VI. AN APPROXIMATE RELATION FOR THE STRUCTURE FACTOR IN ARBITRARY DIMENSION

In arbitrary dimension, one can derive a fitting analytical formula for the structure factor by means of a simple approximation for the mass-radius relation. The approximation assumes that \( M(r) = [r/(2a\gamma)]^D \) within the range \( 2a\gamma \leq r \leq 2R\gamma \) and it takes the constant values 1 and \( N \) for \( r \leq 2a\gamma \) and \( r \geq 2R\gamma \), respectively. Here \( \gamma \) is the only dimensionless fitting parameter. The relation \( (R/a)^D = N \) is supposed to be valid, as usual. It follows that \( \frac{\partial M}{\partial r} = D\gamma^{D-1}/(2a\gamma)^D \) within the range and zero elsewhere. Equation (5) tells us that \( \frac{1}{\partial r} \frac{\partial M}{\partial r} \) is related to \( S(q) - 1 \) through the Fourier transformation. Taking the inverse Fourier transformation yields
\[
S(q) = 1 + N f_{D,d}(\gammaqaN^{1/D}) - f_{D,a}(\gammaqa),
\]  
where we put by definition
\[
f_{D,a}(z) = \frac{1}{\Gamma(D/2)} \left( \frac{d}{2} \right)_{-1} \, _1F_2 \left( \frac{D}{2}; \frac{d}{2}; \frac{D}{2}; -z^2 \right)
\]
with \( _1F_2 \) being the generalized hypergeometric function.

The approximation formula (25) is a strongly oscillating function. A more realistic description requires smoothing to take into account an additional dispersion or experimental resolution. To this aim, without loss of generality, we consider a log-normal distribution of the overall length
\[
D_N(s) = \frac{1}{\sigma s/(2\pi)^{1/2}} e^{\left(-\frac{\log(s/\mu_0) + \sigma^2/2}{2\sigma^2}\right)^2},
\]
where \( \sigma = \left[\log(1 + \sigma^2)\right]^{1/2} \). The quantities \( \mu_0 \) and \( \sigma \) are the mean length and relative variance, i.e. \( \mu_0 \equiv \langle s \rangle_D \) and \( \sigma \equiv \left(\langle s^2 \rangle_D - \mu_0^2 \right)^{1/2}/\mu_0 \) and \( \langle \cdots \rangle \equiv \int_0^\infty \cdots D_N(s)\,ds \).

Then the smoothed structure factor is calculated as the average of Eq. (25) over the distribution \( D_N \):
\[
S_{sm}(q) = \int_0^\infty S(q)\,D_N(s)\,ds.
\]
Here we assume that all radii, including \( a \) and \( R \), are proportional to \( s \).

The smoothed structure factor (27) is represented in blue dashed line in Fig. 8. The power-law decay \( S(q) \propto q^{-D} \) is recovered with the exponents \( D \). Figure 8 also compares the theoretical and numerical polydisperse structure factors of 1d segments, smoothed by Eq. (27). Note that the relation between \( a \) and \( R \) for the segments should be calculated with Eq. (13), which involves the additional factor \( D(\Gamma(D-1)) \). As expected, the approximation (25) works better at large wave vectors, because the used approximation for the mass-radius relation is more precise at short distances. In both 1d and 2d cases, the agreement between the numerical and approximate structure factors is good in the fractal region.

Note that the suggested phenomenological relation (25) can be used in more general cases than just a compact packing. When a mass-fractal aggregate is composed of the same particles, say, balls of equal radius, then the scattering intensity is given by the structure factor times the form factor of the ball, see, e.g., the discussion in Ref. 23. Thus, once experimental SAS data for the scattering intensity of the mass fractal and for the form factor of the basic units are available, then the structure factor of the mass fractal can be retrieved, and, one can treat Eq. (25) as a fitting formula for the small-angle scattering from mass-fractals formed by basic units of the same size.

The phenomenological relation like that was suggested in the early review by Teixeira, who used an exponential cut-off of the pair distribution function. By contrast, the equation (25) is derived directly from the mass-radius relation with the cut-off at the edges of the fractal region. The sharp cut-off leads to oscillations and the smearing (27) is needed. The equation (25) is valid in arbitrary dimensions and takes into consideration the finite-size effects. If the experimental SAS data include all the main scattering regions, i.e. the Guinier, fractal and Porod/asymptotic ones, then one can consider the fractal dimension, fractal edges and the number of basic units as possible fitting parameters.

The auxiliary parameter \( \gamma \) is of order of one and it is difficult to interpret. In 1d and 2d, it is chosen to be 1 and 1.41,
dense packing is discussed in Sec. III. It is shown that for
γ
respectively (see Fig. 8), which suggests that γ = \sqrt{d} in general. This hypothesis will be verified in subsequent publications.

VII. CONCLUSIONS

In this paper, the structure factor \( S(q) \), the mass-radius relation \( M(r) \) and the pair distribution function \( g(r) \) are used to explore the correlation properties of dense systems of packed particles with a power-law size distribution with the exponent \( D \). It is shown that at high packing fraction, the correlation properties of densely packed and fractal systems are alike, that is, they exhibit the power-law behaviour in the fractal region: \( S(q) \propto q^{-D}, M(r) \propto r^D \) and \( g(r) \propto r^{D-d} \) (here \( d \) is the dimension of space). The results are confirmed theoretically and numerically for 1d systems consisting of segments, and numerically for 2d systems consisting of disks. The finite-size effects are also studied and explained.

An important question about the limit \( N \to \infty \) of fully dense packing is discussed in Sec. III. It is shown that for a power-law distribution it takes the form (9), which differs from the standard thermodynamic limit.

In 1d case, the analytical expression for the structure factor (10), in conjunction with Eq. (11), is obtained not only for a power-law but for arbitrary distribution. It takes into consideration the finite-size effects.

An approximate formula (25) for the structure factor, valid in arbitrary dimension, is suggested. The parameters involved are the smallest radius \( a \), the total number of \( d \)-dimensional spheres \( N \), the power-law exponent \( D \), and the fitting dimensionless parameter \( \gamma \). The most relevant systems for which Eq. (25) can be used involve objects compactly packed, and with centers having a much higher scattering-length density than that of the surrounding shells. The sizes of the objects should follow a power-law distribution. A typical example would be biological macromolecules, for which the scattering-length density of the core is much higher as compared to the rest of the molecule.

The equations (25) and (27) can also be used as a fitting formula for experimental small-angle scattering data from fractal aggregates that are composed of basic units of the same size (see the discussion at the end of Sec. VI). This type of aggregates is common in aerosols and colloids and are formed via various processes, such as diffusion-limited cluster-cluster aggregation.

As a prospect, the theory developed here for 1d systems can be generalized for two and three dimensions.
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