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Abstract—High quality perception is essential for autonomous driving (AD) systems. To reach the accuracy and robustness that are required by such systems, several types of sensors must be combined. Currently, mostly cameras and laser scanners (lidar) are deployed to build a representation of the world around the vehicle. While radar sensors have been used for a long time in the automotive industry, they are still under-used for AD despite their appealing characteristics (notably, their ability to measure the relative speed of obstacles and to operate even in adverse weather conditions). To a large extent, this situation is due to the relative lack of automotive datasets with real radar signals that are both raw and annotated. In this work, we introduce CARRADA, a dataset of synchronized camera and radar recordings with range-angle-Doppler annotations. We also present a semi-automatic annotation approach, which was used to annotate the dataset, and a radar semantic segmentation baseline, which we evaluate on several metrics. Both our code and dataset are available online.

I. INTRODUCTION

Advanced driving assistance systems (ADAS) and autonomous driving require a detailed understanding of complex driving scenes. With safety as the main objective, complementary and redundant sensors are mobilized to tackle this challenge. The best current systems rely on deep learning models that are trained on large annotated datasets for tasks such as object detection or semantic segmentation in video images and lidar point clouds. To improve further the performance of AD systems, extending the size and scope of open annotated datasets is a key challenge.

ADAS and AD-enabled vehicles are usually equipped with cameras, lidars and radars to gather complementary information from their environment and, thus, to allow as good a scene understanding as possible in all situations. Unfortunately, bad weather conditions are challenging for most of sensors: lidars have poor robustness to fog, rain or snow; cameras behave poorly in low lighting conditions or in case of sun glare. Radar sensors, on the other hand, generate electromagnetic wave signals that are not affected by weather conditions or darkness. Also, radar informs not only about the 3D position of other objects, as lidar, but also about their relative speed (radial velocity). However, in comparison to other sensory data, radar signals are difficult to interpret, very noisy and with a low angular resolution. This is one reason why cameras and lidars have been preferred for the past years.

In this paper, we present two main contributions. Firstly, we introduce CARRADA, a dataset with synchronized camera data and raw radar sequences together with range-angle-
Doppler annotations for scene understanding (see a sample in Fig 1). Annotations with bounding boxes, sparse points and dense masks are provided for range-Doppler and range-angle representations of the radar data. Each object has a unique identifier, being categorized as a pedestrian, a car or a cyclist. This dataset could be used for object detection, semantic segmentation (as illustrated in our segmentation baseline) or tracking in raw radar signals. It should also encourage sensor fusion in temporal data. Secondly, we describe a semi-automatic method to generate the radar annotations using only the camera information instead of a lidar as usual [25], [27], [38]. The aim of this contribution is to reduce annotation time and cost by exploiting visual information without the need for an expensive sensor. A baseline for radar semantic segmentation is also proposed and evaluated on well-known metrics. We hope that it will encourage deep learning research applied to raw radar representations.

The paper is organised as follows. In Section II we discuss the related work and provide background on radar signals. Section II introduces the proposed dataset and its acquisition setup. Section V explains our semi-automatic annotation method, from visual and physical information to the labelling of radar signals with temporal tracking. Section V details a baseline for radar semantic segmentation on raw representations. Finally, we discuss the proposed dataset and its current limitations in Section VI, before concluding in Section VII.

II. BACKGROUND

A. Related work

Previous works have applied deep learning algorithms to range-Doppler radar representation. Indoor activity recognition [19] and gait classification [22] have been explored. Privacy motivates this application, as cameras can thus be avoided for scene understanding. Hand gesture recognition has been an active field of research using millimeter-wave radar for classification [12], [20], [35], [41], [42] or object signature recognition [35], [37]. Sensor fusion using radar and cameras has been studied for hand gesture classification [29]. Outdoor applications have also been considered to classify models of Unmanned Aircraft Vehicles (UAV) [6].

Driving applications have recently shown an interest for radar sensors, using representations that depend on the target task: Doppler spectrograms for vehicle classification [9], range-angle for object classification [32] or odometry [1]. Range-angle and range-Doppler for object detection [27]. Radar data are also used for position prediction with range-Doppler [40] or object box detection in images [30] with only a few data points. Sensor fusion is considered for driving applications such as occupancy grid segmentation [24] or object detection in range-angle [25] while using radar and camera.

Scene understanding for autonomous driving using deep learning requires a large amount of annotated data. This challenge is well known by the community and open-source datasets have emerged in the past few years, e.g., [11], [15], [18], [34], [39]. Several types of annotations are usually provided, notably 2D or 3D bounding boxes and semantic segmentation masks for each object. They describe video frames from camera or 3D point clouds from lidar sensor. None of these datasets provides raw radar data recordings synchronized with the other sensors. Only very recent datasets include radar signals, but they are usually pre-processed and barely annotated. Raw data have a higher level of noise but provide information about all reflective objects in the scene.

The nuScenes dataset [8] is the first large-scale dataset providing radar data alongside lidar and camera data. However, the radar data are released with a non-annotated processed representation with only tens of points per frame. The Oxford Radar Robot Car dataset [2] groups camera, lidar and radar data for odometry. Only raw radar data with a range-angle representation are available, and they are not annotated for scene understanding. Astyx has released a small dataset with a camera, a lidar and a high definition radar [25]. Annotations with 3D bounding boxes are provided on each modality, using the lidar for calibration. Raw radar data are processed and provided as a high resolution point cloud, comparable to a lidar output with longer range. However, frames are limited to a few hundreds. In [14], the authors describe a partially-annotated dataset with synchronised camera and raw radar data. A single object is recorded during each sequence. Bounding boxes are provided on both camera and range-angle representations with a calibration made by a lidar sensor. Range-angle segmented radar data are provided by [31] for occupancy grid map in Cartesian coordinates. The annotations are generated using odometry from scene reconstruction of camera images.

To the best of our knowledge, range-angle and range-Doppler raw radar data have not been previously released together, nor have the corresponding annotations for object detection, semantic segmentation and tracking been provided. Moreover, there is no related work of deep learning algorithms exploiting both range-angle and range-Doppler annotations at the same time. This dataset will encourage exploration of advanced neural-network architectures.

B. Radar sensor and effects

A radar sensor emits electromagnetic waves via one or several transmitter antennas (Tx). The waves are reflected by an object and received by the radar via one or several receiver antennas (Rx). The comparison between the transmitted and the received waveforms infers the distance, the radial velocity, the azimuth angle and the elevation of the reflector regarding the radar position [16]. Most of the automotive radars use Multiple Input Multiple Output (MIMO) systems: each couple of Tx/Rx receives the reflected signal assigned to a specific Tx transmitting a waveform.

Frequency-Modulated Continuous Wave (FMCW) radar transmits a signal, called a chirp [5], whose frequency is linearly modulated over the sweeping period $T_s$: At time $t_s \in \{0, \cdots, T_s\}$, the emitted sinusoidal signal has frequency

$$f_s = f_c + \frac{B}{T_s} t_s, \quad (1)$$

where $f_c$ is the carrier frequency, $B$ is the bandwidth of the chirp and $T_s$ is the sweeping period.
where $f_c$ is the carrier frequency and $B$ the bandwidth, and its phase reads

$$\phi_E(t) = 2\pi f_s t.$$  \hspace{1cm} (2)

After reflection on an object at distance $r(t)$ from the emitter, the received signal has phase:

$$\phi_R(t) = 2\pi f_s (t - \tau) = \phi_E(t) - \phi(t),$$  \hspace{1cm} (3)

where $\tau = \frac{2r(t)}{c}$ is the time delay of the signal round trip, with $c$ the velocity of the wave through the air considered as constant, and $\phi(t)$ is the phase shift:

$$\phi(t) = 2\pi f_s \tau = 2\pi f_s \frac{2r(t)}{c}.$$  \hspace{1cm} (4)

Measuring this phase shift (or equivalently the time delay between the transmitted and the reflected signal) grants access to the distance between the sensor and the reflecting object.

Its radial velocity is accessed through the frequency shift between the two signals, a.k.a. the Doppler effect. Indeed, the phase shift varies when the target is moving:

$$f_d = \frac{1}{2\pi} \frac{d\phi}{dt} = \frac{2\pi R}{c} f_s,$$  \hspace{1cm} (5)

where $v_R = dr/dt$ is the radial velocity of the target object w.r.t. the radar. This yields the frequency Doppler effect whereby frequency change rate between transmitted and received signals, $f_d = \frac{2\pi v_R}{c}$, depends linearly on the relative speed of the reflector. Measuring this Doppler effect therefore amounts to recovering the radial speed

$$v_R = \frac{c f_d}{2f_s}.$$  \hspace{1cm} (6)

The transmitted and received signals, $s_E$ and $s_R$, are compared with a mixer that generates a so-called Intermediate Frequency (IF) signal. The transmitted signal term is filtered using a low-pass filter and digitized by an Analog-to-Digital Converter (ADC). In this manner, the recorded signal carries the Doppler frequencies and ranges of all reflectors.

Using the MIMO system with multiple Rx antennas, the time delay between the received signals of each Rx transmitted by a given Tx carries the orientation information of the object. Depending on the positioning of the antennas, the azimuth angle and the elevation of the object are respectively deduced from the horizontal and vertical pairs of Tx/Rx. The azimuth angle $\alpha$ is deduced from the variation between the phase shift of adjacent pairs of Rx. We have $\Delta\phi_\alpha = 2\pi f_s \frac{h 2k \sin(\alpha)}{c}$, where $h$ is the distance separating the adjacent receivers.

Consecutive filtered IF signals are stored in a frame buffer which is a time-domain 3D tensor: the first dimension corresponds to the chirp index; the second one is the chirp sampling defined by the linearly-modulated frequency range; the third tensor dimension indexes Tx/Rx antenna pairs.

The Fast Fourier Transform (FFT) algorithm applies a Discrete Fourier Transform (DFT) to the recorded data from the time domain to the frequency domain. The 3D tensor is processed using a 3D-FFT: a Range-FFT along the columns resolving the object range, a Doppler-FFT along the columns resolving the object radial velocity and an Angle-FFT along the depth resolving the angle between two objects.

The range, velocity and angle bins in the output tensor correspond to discretized values defined by the resolution of the radar. The range resolution is defined as $\delta R = \frac{c}{2B}$. The radial velocity resolution $\delta v_R = \frac{c}{2B_\tau}$ is inversely proportional to the frame duration time. The angle resolution $\delta \alpha = \frac{f_c}{N_{ch} B_\cos(\alpha)}$ is the minimum angle separation between two objects to be distinguished, with $N_{ch}$ the number of Rx antennas and $\alpha$ the azimuth angle between the radar and an object at distance $D$ reflecting the signal.

The next section will describe the settings of the radar sensor used and recorded dataset.

### III. Dataset

The dataset has been recorded in Canada on a test track to reduce environmental noise. The acquisition setup consists of an FMCW radar and a camera mounted on a stationary car. The radar uses the MIMO system configuration with 2 Tx and 4 Rx producing a total of 8 virtual antennas. The parameters and specifications of the sensor are provided in Table I. The image data recorded by the camera and the radar data are synchronized to have the same frame rate in the dataset. The sensors are also calibrated to have the same Cartesian coordinate system. The image resolution is $1238 \times 1028$ pixels. The range-Doppler and range-angle representations are respectively stored in 2D matrices of size $256 \times 64$ and $256 \times 256$.

Scenarios with cars, pedestrians and cyclists have been recorded. One or two objects are moving in the scene at the same time with various trajectories to simulate urban driving.
Automotive radar representations are difficult to understand compared to natural images. Objects are represented by shapes with varying sizes carrying physical measures. It is not a trivial task to produce good quality annotations on this data. This section details a semi-automatic pipeline based on video frames to provide annotations on radar representations.

A. From vision to physical measurements

The camera and radar recordings are synchronized. Visual information in the natural images is used to get physical prior knowledge about an instance as well as its category. The real-world coordinates of the instance and its radial velocity are estimated generating the annotation in the radar representation. This first step instantiates a tracking pipeline propagating the annotation in the entire radar sequence.

Each video sequence is processed by a Mask R-CNN [17] model providing both semantic segmentation and bounding box predictions for each detected instance. Both are required for our pipeline to compute the center of mass of the object and to track it. Instance tracking is performed with the Simple and Online Real time Tracking (SORT) algorithm [3]. This lightweight tracker computes the overlap between the predicted boxes and the tracked boxes of each instance at the previous frame. The selected boxes are the most likely to contain the same instance, i.e., the boxes with the highest overlap.

The center of mass of each segmented instance is projected on the bottom-most pixel coordinates of the segmentation mask. This projected pixel localized on the ground is considered as the reference point of the instance. Using the intrinsic and extrinsic parameters of the camera, pixel coordinates of a point in the real-world space are expressed as:

\[ \mathbf{s} = A \mathbf{B} \mathbf{c}, \]

where \( \mathbf{p} = [p_x, p_y, 1]^\top \) and \( \mathbf{c} = [c_x, c_y, c_z, 1]^\top \) are respectively the pixel coordinates in the image and the real-world point coordinates, \( s \) a scaling factor, and \( A \) and \( B \) are the intrinsic and extrinsic parameters of the camera defined as:

\[ A = \begin{bmatrix} f_x & 0 & a_x \\ 0 & f_y & a_y \\ 0 & 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} r_{11} & r_{12} & r_{13} & m_1 \\ r_{21} & r_{22} & r_{23} & m_2 \\ r_{31} & r_{32} & r_{33} & m_3 \end{bmatrix}. \]

Using this equation, one can determine \( \mathbf{c} \) knowing \( \mathbf{p} \) with a fixed value of elevation.

Regarding a given time interval \( \delta t \) separating two frames \( t - \delta t \) and \( t \), the velocity vector \( \mathbf{v} \) is defined as:

\[ \mathbf{v} = \mathbf{e}^t - \mathbf{e}^{t-\delta t}, \]

where \( \mathbf{e}^t \) is the real-world coordinate in frame \( t \). The time interval chosen in practice is \( \delta t = 1 \) second.

The Doppler effect recorded by the radar is equivalent to radial velocity of the instance reflecting the signal. The radial velocity \( v_R^t \) at a given frame \( t \) is defined as:

\[ v_R^t = \cos \theta^t \|\mathbf{v}\|, \]

where \( \theta^t \) is the angle formed by \( \mathbf{v} \) and the straight line between the radar and the instance. The quantization of the radial velocity is illustrated in Figure 3. This way, each instance detected in the frame is characterized by a feature...
Fig. 4. Two scenes from CARRADA dataset, one with a car, the other on with a cyclist and a car. (a) Video frames provided by the frontal camera showing moving objects in a fixed environment; (b-c) Radar signals at the same instants in range-angle and cropped range-Doppler representation respectively. (1-4) First sequence; (5-8) Second sequence. Both sequences are selected with a timestamp interval of 5 frames. In the first sequence, the segmentation mask corresponds to the annotation of the approaching car in the scene. Range-Doppler data (c)(1) and (c)(3) show that our method is robust to recording noise. In frames (4), the car is still in the radar’s field of view but it has disappeared from the camera. In the second sequence, the segmentation masks correspond respectively to the annotations of the moving cyclist (blue) and car (green). The cyclist is moving from right to left in front of the radar, its radial velocity is progressively changing from positive to negative.

Fig. 5. Estimation of the radial velocity from natural images. The space \((c_x, c_y, c_z)\) defines real-world coordinates regarding to the radar, \(c_z\) is fixed to zero. Points in the real-world domain \(c_1^{t - \delta t}\) and \(c_1^t\) (bottom) are estimated using the points in the pixel domain \(p_1^{t - \delta t}\) and \(p_1^t\) (top). The velocity vector \(v_1^t\) is estimated with the real-world points. The radial velocity of the object at time \(t\) corresponds to the projection of its velocity vector on the straight line between the radar of the object.

point \(I^t = [c_1^t, v_R^t]^T\). This point will be projected in a radar representation to annotate the raw data and track it in this representation.

B. DoA clustering and centroid tracking

The range-angle representation is a radar scene in polar coordinates. Its transformation into Cartesian coordinates is called Direction of Arrival (DoA). Points are filtered by a Constant False Alarm Rate (CFAR) algorithm keeping the highest intensity values while taking into account the local relation between points. The DoA is then a sparse point cloud in a 2D coordinate space similar to a Bird’s Eye View (BEV) representation. The representation is enhanced using the recorded Doppler for each point. The 3D point cloud combines the Cartesian coordinates of the reflected point and its Doppler value. This helps to distinguish the signature boundaries of different objects. The feature point \(I^t\) is projected in this space and assigned to a cluster of points considered as the reflection of the targeted instance. It is then tracked in the past and future using the following process, illustrated in Figure 6.

At a given timestamp chosen by the user, a 3D DoA-Doppler point cloud is clustered using the Mean Shift algorithm. Let \(\{x_0, \cdots, x_{n-1}\}\) be a point cloud of \(n\) points. For a given starting point, the algorithm iteratively computes a weighted mean of the current local neighborhood and updates the point until convergence. Each iteration reads:

\[
\mathbf{x} \leftarrow \frac{\sum_{i=0}^{n-1} x_i K(\mathbf{x}; x_i, \sigma)}{\sum_{i=0}^{n-1} K(\mathbf{x}; x_i, \sigma)},
\]

where \(K(\mathbf{x}; x_i, \sigma) = \mathcal{N}(\|\frac{\mathbf{x} - x_i}{\sigma}\|; 0, 1)\) is the multivariate spherical Gaussian kernel with bandwidth \(\sigma\), centered at \(x_i\). All initial points leading to close final locations at convergence are considered as belonging to the same cluster.

Mean-Shift clustering is sensitive to the bandwidth parameter. Its value should depend on the point cloud distribution and it is usually defined with prior knowledge about the data. In our application, it is not straightforward to group points belonging to the same object in the DoA-Doppler point cloud representation. The number of points and their distribution depend on the distance and the surface of reflectivity of the target. Moreover, these characteristics change during a
sequence while the instance is moving in front of the radar. Inspired by [7], an optimal bandwidth is automatically selected for each instance contained in each point cloud.

For a given DoA-Doppler point cloud, the closest cluster to the feature point \( I^t \) is associated to an instance. Let \( \sigma_b \in \{ \sigma_0, \cdots, \sigma_{B-1} \} \) be a bandwidth in a range of \( B \) ordered values. A Mean-Shift algorithm noted MeanShift(\( \sigma_b \)) selects the closest cluster \( C_b \) to \( I^t \) containing \( n_b \) points. After running the algorithm with all bandwidth values, \( \{ C_0, \cdots, C_{B-1} \} \) optimal clusters are found. The optimal bandwidth is selected by comparing the stability of the probability distribution of the points between the selected clusters.

For each \( b \in \{1, \cdots, B - 1 \} \), the probability distribution \( p_b \) estimated with the \( n_b \) points of the cluster \( C_b = \{ x_0, \cdots, x_{n_b-1} \} \) is the Gaussian distribution \( \mathcal{N}(\mu_b, \Sigma_b) \) with expectation \( \hat{\mu}_b = \frac{1}{n_b} \sum_{i=0}^{n_b-1} x_i \) and variance \( \hat{\Sigma}_b = \frac{1}{n_b-1} \sum_{i=0}^{n_b-1} (x_i - \hat{\mu}_b)(x_i - \hat{\mu}_b)^T \).

Using these fitted distributions, the bandwidth \( \sigma_b \) is selected by choosing the one which is the most “stable” with respect to a varying bandwidth:

\[
b^* = \arg \min_{b \in \{1, \cdots, B - 2\}} \left[ JS(p_b||p_{b-1}) + JS(p_b||p_{b+1}) \right], \quad (12)
\]

where \( JS \) is the Jensen-Shannon divergence [13]. This is a proper metric derived from Kullback-Leibler (KL) divergence [23] as \( JS(p||q)^2 = \frac{KL(p||\frac{p+q}{2}) + KL(q||\frac{p+q}{2})}{2} \), for two probability distributions \( p \) and \( q \).

Once \( \sigma_b \) is found, the closest cluster to \( I^t \) using MeanShift(\( \sigma_b \)) is considered as belonging to the targeted instance. The points \( I^{t+1} \) and \( I^{t-1} \) are set with the centroid of this cluster. The process is then iterated in the previous and next frames to track the center of the initial cluster until the end of the sequence.

C. Projections and annotations

We recall that \( C_{b'} \) is the cluster associated to the point \( I^t \) at time \( t \) using MeanShift(\( \sigma_{b'} \)), where \( \sigma_{b'} \) is the estimated optimal bandwidth. This cluster is considered as belonging to the tracked object. A category is associated to it by using the segmentation model on the image (Section IV-A). The points are projected onto the range-Doppler representation using the radial velocity and the distance is computed with the real-world coordinates. They are also projected onto the range-angle representation by converting the Cartesian coordinates to polar coordinates.

Let \( f_D \) be the function which projects a point from the DoA-Doppler representation into the range-Doppler representation. Similarly, we denote with \( f_A \) the projection into the range-angle representation. The sets of points \( M_D = f_D(C_b) \) and \( M_A = f_A(C_b) \) correspond, respectively, to the range-Doppler and range-angle representations of \( C_b \). They are called the sparse-point annotations.

The bounding box of a set of points in \( \mathbb{R}^2 \) (either from \( M_D \) or \( M_A \)) is defined as a rectangle parameterized by

\[
\{ (x_{\min}, y_{\min}), (x_{\max}, y_{\max}) \} \quad \text{where } x_{\min} \text{ is the minimum x-coordinate of the set, } x_{\max} \text{ is the maximum, and similarly for the y-coordinates.}
\]

Finally, the dense mask annotation is obtained by dilating the sparse annotated set with a circular structuring element: Given the sparse set of points \( \{(x_0, y_0), \cdots, (x_{N-1}, y_{N-1})\} \), the associated dense mask is the set of discrete coordinates in \( \cup_{i=0}^{N-1} B_r(x_i, y_i) \), where \( B_r(x, y) \) is the disk of radius \( r \) centered at \( (x, y) \).

In the following section, we propose a baseline for radar semantic segmentation trained and evaluated on the annotations detailed above.

V. BASELINE

We propose a baseline for semantic segmentation using range-Doppler or range-angle radar representation to detect and classify annotated objects. Fully Convolutional Networks (FCNs) [26] are used here to learn features at different scales by processing the input data with convolutions and downsampling. Feature maps from convolutional layers are up-sampled with up-convolutions to recover the original input size. Each bin of the output segmentation mask is then classified. The particularity of FCN is the use skip connections from features learnt at different levels of the network to generate the final output. We denote FCN-32s a network where the output mask is generated only by up-sampling and processing feature maps with 1/32 resolution of the input. Similarly, FCN-16s is a network where 1/32 and 1/16 resolution features maps are used to generate the output mask. In the same manner,
FCN-8s fuses 1/32, 1/16 and 1/8 resolution feature maps for output prediction.

The models are trained to recover dense mask annotations with four categories: background, pedestrian, cyclist and car. The background corresponds to speckle noise, sensor noise and artefacts which are covering most of the raw radar data. Parameters are optimized for 100 epochs using a categorical cross entropy loss function and the Adam optimizer \[21\]. For both representations, results are promising since the sensor is low, resulting in less precise generated annotations. An extension to improve performances on this representation could be to transform it into Cartesian coordinates as done in \[27\].

FCN-8s represents precise annotations on raw radar data, but it has limitations. Occlusion phenomena are problematic for tracking, since they lead to a disappearance of the object point cloud in the DoA-Doppler representation. An improvement could be to detect such occlusions in the video frames and include them in the tracking pipeline. The clustering in the DoA-Doppler representation is also a difficult task in specific cases. When objects are close to each other with a similar radial velocity, point clouds are difficult to distinguish. Further work on the bandwidth selection and optimisation of this selection could be explored.

The CARRADA dataset provides precise annotations to explore a range of supervised learning tasks. We propose a simple baseline for semantic segmentation trained on dense background category cannot be assessed for the sparse points because some of the points should belong to an object but are not annotated per se. Thus, arithmetic and harmonic means of sparse points evaluations are computed for only three classes against four for the dense masks.

The baseline shows that meaningful representations are learnt by a popular visual semantic segmentation architecture. These models succeed in detecting and classifying shapes of moving objects in raw radar representations even with sparse-point annotations. Performances on range-angle are not as good as in range-Doppler because the angular resolution of the sensor is low, resulting in less precise generated annotations.

An extension to improve performances on this representation could be to transform it into Cartesian coordinates as done in \[27\]. For both representations, results are promising since the temporal dimension of the objects signatures has not yet been taken into account.

**VI. DISCUSSIONS**

The semi-automatic algorithm presented in Section IV generates precise annotations on raw radar data, but it has limitations. Occlusion phenomena are problematic for tracking, since they lead to a disappearance of the object point cloud in the DoA-Doppler representation. An improvement could be to detect such occlusions in the video frames and include them in the tracking pipeline. The clustering in the DoA-Doppler representation is also a difficult task in specific cases. When objects are close to each other with a similar radial velocity, point clouds are difficult to distinguish. Further work on the bandwidth selection and optimisation of this selection could be explored.
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The baseline shows that meaningful representations are learnt by a popular visual semantic segmentation architecture. These models succeed in detecting and classifying shapes of moving objects in raw radar representations even with sparse-point annotations. Performances on range-angle are not as good as in range-Doppler because the angular resolution of the sensor is low, resulting in less precise generated annotations. An extension to improve performances on this representation could be to transform it into Cartesian coordinates as done in [27]. For both representations, results are promising since the temporal dimension of the objects signatures has not yet been taken into account.

**VI. DISCUSSIONS**

The semi-automatic algorithm presented in Section IV generates precise annotations on raw radar data, but it has limitations. Occlusion phenomena are problematic for tracking, since they lead to a disappearance of the object point cloud in the DoA-Doppler representation. An improvement could be to detect such occlusions in the video frames and include them in the tracking pipeline. The clustering in the DoA-Doppler representation is also a difficult task in specific cases. When objects are close to each other with a similar radial velocity, point clouds are difficult to distinguish. Further work on the bandwidth selection and optimisation of this selection could be explored.
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The CARRADA dataset provides precise annotations to explore a range of supervised learning tasks. We propose a simple baseline for semantic segmentation trained on dense background category cannot be assessed for the sparse points because some of the points should belong to an object but are not annotated per se. Thus, arithmetic and harmonic means of sparse points evaluations are computed for only three classes against four for the dense masks.

The baseline shows that meaningful representations are learnt by a popular visual semantic segmentation architecture. These models succeed in detecting and classifying shapes of moving objects in raw radar representations even with sparse-point annotations. Performances on range-angle are not as good as in range-Doppler because the angular resolution of the sensor is low, resulting in less precise generated annotations. An extension to improve performances on this representation could be to transform it into Cartesian coordinates as done in [27]. For both representations, results are promising since the temporal dimension of the objects signatures has not yet been taken into account.
mask annotations. It could be extended by using temporal information or both dense mask and sparse points annotations at the same time during training. Current architectures and loss functions could also be optimized for semantic segmentation of sparse ground-truth points. Object detection could be considered by using bounding boxes to detect and classify object signatures. As off-the-shelf object detection algorithms are not adapted to the radar data representation and to the unusual size of the provided annotations, further work is required to redesign these methods. By identifying and tracking specific instances of objects, other opportunities are opened. Tracking of sparse points or bounding boxes could also be considered.

VII. CONCLUSION

The CARRADA dataset contains synchronised video frames, range-angle and range-Doppler raw radar representations. Radar data are annotated with sparse points, bounding boxes and dense masks to localize and categorize the object signatures. A unique identification number is also provided for each instance. Annotations are generated using a semi-supervised algorithm based on visual and physical knowledge. The pipeline could be used to annotate any camera-radar recordings with similar settings. The dataset, code for the annotation algorithm and code for dataset visualisation are publicly available. We hope that this work will encourage other teams to record and release annotated radar datasets combined with other sensors. This work also aims to motivate deep learning research applied to radar sensor and multi-sensor fusion for scene understanding.
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