Efficient measurement of quantum gate error by interleaved randomized benchmarking
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We describe a scalable experimental protocol for estimating the average error of individual quantum computational gates. This protocol consists of interleaving random Clifford gates between the gate of interest and provides an estimate as well as theoretical bounds for the average error of the gate under test, so long as the average noise variation over all Clifford gates is small. This technique takes into account both state preparation and measurement errors and is scalable in the number of qubits. We apply this protocol to a superconducting qubit system and find a bounded average error of 0.003 [0.0, 0.016] for the single-qubit gates $X_{\pi/2}$ and $Y_{\pi/2}$. These bounded values provide better estimates of the average error than those extracted via quantum process tomography.

Determining how well an operation is implemented on a quantum device is of fundamental importance in quantum information theory. Such a characterization allows a direct comparison between different architectures for computation as well as an understanding of the performance of the building blocks of a quantum computer. The standard method for characterizing a quantum operation is quantum process tomography (QPT) [1, 2] which is subject to two significant drawbacks: first, it is not scalable in the number of sub-systems (qubits) comprising the system; and second if state-preparation and measurement (SPAM) errors are present, then these errors will contribute to those of the gate being characterized, hence giving an unfaithful estimation of the actual error. In many cases, one does not require the complete knowledge that QPT aims to provide. As a result, various methods for partially characterizing a quantum gate have been developed [3–11]. Ideally such a method should be scalable in the number of qubits, $n$, comprising the system as well as provide a faithful measure of the noise that is independent of SPAM errors.

One particular method for partial noise characterization is “randomized benchmarking” (RB) [4, 11, 12], with Ref. [11] providing the first scalable RB protocol that satisfies all of the above criteria. The general idea of RB is to implement random sequences of gates that compose to the identity operation, and measure the fidelity of each sequence. Averaging over different realizations results in a fidelity decay versus the sequence length, from which the average error over the full gate set is estimated via fitting the curve to a derived model. The simplicity of this protocol has lead to various experimental implementations of the single-qubit gate protocol presented in Ref. [12], including in atomic ions with different types of traps [12–14], liquid state nuclear spins [15], superconducting qubits [16–18], and atoms in optical lattices [19].

The multi-qubit RB protocol described in Ref. [11] is restricted to benchmark only the full Clifford group on $n$ qubits, $\text{Clif}_n$. While this provides a significant step towards scalable benchmarking of a quantum information processor it is desirable in many cases to benchmark individual gates in $\text{Clif}_n$ rather than the entire set. One method for characterizing the fidelity of single Clifford gates has been provided in Ref. [20], proposing an extension of the protocol introduced in Ref. [6]. The main drawback of this method is that it does not account for SPAM errors which can bias estimates of the gate error. Note that benchmarking Clifford gates rather than general elements of the unitary group is not a significant restriction as any unitary gate can be implemented with fault-tolerance using special input states, Clifford elements and computational basis measurements [21]. Additionally, the unitary group can be generated via $\text{Clif}_n$ through the addition of a single gate not in the group [22]. Thus, benchmarking Clifford elements provides significant information regarding the reliability of a general quantum gate, and is a relevant metric for fault-tolerant thresholds [22–25].

In this Letter, we present a new protocol for benchmarking individual Clifford gates via randomization. Our protocol consists of interleaving random gates between the gate, $C$, of interest. In the limits of either perfect random gates or that the average error of all gates is depolarizing, our protocol estimates the gate error of $C$ perfectly. In the completely general case where the random gates have arbitrary errors with small average variation, we provide explicit bounds for the error of $C$. These bounds give direct information regarding the quality of computational gates and thus useful information about reaching thresholds for fault-tolerant quantum computation [22–25]. The method utilizes many of the techniques of Ref. [11] and thus is both scalable (with time-complexity $O(n^4)$) and independent of SPAM errors. Finally, we experimentally demonstrate this protocol on a superconducting qubit, extracting a gate error of 0.003 with theoretical lower/upper bound of [0, 0.016] for both $X_{\pi/2}$ and $Y_{\pi/2}$ gates ($U_{\theta}$ is a rotation of $\theta$ around axis
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Interleaving benchmarking protocol.— To benchmark the Clifford element \( C \), which has an associated noise operator \( \Lambda C \), we fix an initial state \( |\psi\rangle \) and perform the following steps:

Step 1: Implement standard randomized benchmarking [see Fig. 1(a)] which, for completeness, we briefly summarize here (additional details in Ref. [11, 26]). For various values of \( m \), choose \( K \) sequences of random gates where the first \( m \) gates are chosen uniformly at random from Clif\( m \). The \( (m+1) \)th gate is chosen to be the inverse of the composition of the first \( m \) random gates and can be found efficiently by the Gottesman-Knill theorem [27]. Assuming each Clifford element \( C_{ij} \) for each step \( j \) has some associated error, \( \Lambda_{ij} \), the sequence of gates is modeled by

\[
S_{im} = \Lambda_{im+1} \circ C_{im+1} \circ \left( \bigotimes_{j=1}^{m} [C_{ij} \circ \Lambda_{ij}] \right),
\]

where \( \circ \) is a composition, \( i_m \) is the \( m \)-tuple \( (i_1, ..., i_m) \) and \( i_{m+1} \) is uniquely determined by \( i_m \). Next, measure the probability that the initial state is not changed by the sequence, \( \text{Tr}[E_{\psi}S_{im}(\rho_{\psi})] \), which we call the "survival probability". Here \( \rho_{\psi} \) is a quantum state that takes into account state-preparation errors and \( E_{\psi} \) is the positive operator valued measure element that takes into account measurement errors. In the ideal (noise-free) case the survival probability will be 1 for each sequence. Averaging the survival probability over the \( K \) sequences gives the sequence fidelity \( F_{\text{seq}}(m, \psi) \) and a fit to either the zeroth or first order model:

\[
\begin{align*}
F_{\text{seq}}^{(0)}(m, \psi) &= A_0 p^m + B_0, \\
F_{\text{seq}}^{(1)}(m, \psi) &= A_1 p^m + C_1 (m-1)p^{m-2} + B_1,
\end{align*}
\]

where \( d \) is the dimension of the system. The coefficients \( A_0, B_0, A_1, B_1 \) and \( C_1 \) absorb the state preparation and measurement errors as well as the error on the final gate.

Step 2: Choose \( K \) sequences of Clifford elements where the first Clifford \( C_1 \), in each sequence is chosen uniformly at random from Clif\( m \), the second is always chosen to be \( C \), and alternate between uniformly random Clifford elements and deterministic \( C \) up to \( m \)th random gate [see Fig. 1(b)]. The \( (m+1) \)th gate is chosen to be the inverse of the composition of the first \( m \) random gates and \( m \) interlaced \( C \) gates (we adopt the convention of defining the length of a sequence by the number of random gates). The superoperator representing the sequence is

\[
\mathcal{V}_{im} = \Lambda_{im+1} \circ C_{im+1} \circ \left( \bigotimes_{j=1}^{m} [C \circ \Lambda_C \circ \Lambda_{ij} \circ C_{ij}] \right).
\]

For each of the \( K \) sequences, measure the survival probability \( \text{Tr}[E_{\psi}\mathcal{V}_{im}(\rho_{\psi})] \) and average over the \( K \) random sequences to find the new sequence fidelity \( F_{\text{seq}}(m, \psi) \). Fit \( F_{\text{seq}}(m, \psi) \) to one of the new zeroth or first order models to obtain the depolarizing parameter \( p \). The expressions for these models are given by Eq. (2) where \( p \) is replaced by the new depolarizing parameter \( p \).

Step 3: From the values obtained for \( p \) (Step 1) and \( p \) (Step 2), the gate error of \( \Lambda_C \) (which is exactly given by \( r \) = 1-average gate fidelity of \( \Lambda_C \)) is estimated by

\[
r_{\text{est}}^p = \frac{(d-1)(1-p^p/p)}{d}, \tag{4}
\]

and must lie in the range \( [r_{\text{est}}^p - E, r_{\text{est}}^p + E] \) where

\[
E = \min \left\{ \frac{(d-2)(1-p) + (1-p)}{p^d}, \frac{4\sqrt{1-p^{-d}} - 1}{p^d} \right\}. \tag{5}
\]

One interpretation of \( E \) is that it arises from imperfect random gates. To see this, first note that in the limit of perfect random gates, \( p \to 1 \), \( r_{\text{est}}^p \) goes to the standard error for a depolarizing channel with strength \( p \) (equivalently \( r_{\text{est}}^p \to r_C \)), and \( E \) goes to zero. In the more specific case of \( \Lambda \) being a Pauli channel, one can replace the second possibility in Eq. (5) with \( 2(d^2 - 1)(1-p)/pd^2 \) and when \( \Lambda \) is depolarizing, \( E = 0 \). In the typical case, we expect that \( E \) will be close to a depolarizing channel and the above general bounds will over-estimate the gate error.

Experimental implementation.— Using the new protocol, we verified the performance of two single-qubit gates on a superconducting transmon qubit. The device is similar to the one described in Ref. [30], but we focus on just a single qubit with \( \omega_{01}/2\pi = 5.4493 \) GHz, anharmonicity of \( \omega_{12} - \omega_{01}/2\pi = -228 \) MHz, and coherence times of \( T_1 = 5.0 \) µs and \( T_2^{\text{echo}} = 3.2 \) µs.
Single-qubit control was performed by means of shaped microwave pulses applied to capacitively-coupled bias lines that address individual qubits. We used Gaussian shaped pulses with a derivative envelope applied to an orthogonal quadrature to minimize errors due to higher levels of the transmon [29]. The Gaussian width was \( \sigma = 5 \) ns and the pulses were truncated to have a total duration of \( 4\sigma = 20 \) ns. A pulse calibration procedure was used which employed several sequences of repeated pulses that amplify small rotation angle and phase errors. A Levenberg-Marquardt search provided all calibrated pulse parameters in a few minutes.

To perform standard randomized benchmarking, we chose a Clifford generating set of \( s = \{ I, X_{\pm\pi/2}, X, Y_{\pm\pi/2}, Y \} \). Each Clifford gate in a random sequence is performed by a random choice from the set of minimal length constructions of that gate. For the generating set \( s \), a Clifford gate has an average length of 1.875 pulses. To find the average fidelity for sequences of length \( N \), we create 32 random sequences of \( N + 1 \) Clifford gates, measure \( \langle \sigma_z \rangle \) at the end of each, and then average the results. Figure 2(a) shows the measured average fidelities (blue circles) versus sequence length. The data fit well to the first model of Eq. (2) with \( p = 0.984 \pm 0.004 \), corresponding to an estimated average error rate for the entire Clifford group of \( r = (1 - p)/2 = 0.008 \pm 0.002 \), which is in reasonable agreement with the expected error of 0.006 from decoherence.

Since the Clifford generating rotations in \( s \) can each be implemented with just a single pulse, we expect a lower error rate for such gates than the average over the entire group. We verify this for \( X_{\pi/2} \) and \( Y_{\pi/2} \) gates with interleaved benchmarking. The resulting average fidelities for the \( X_{\pi/2} \) and \( Y_{\pi/2} \) interleaved sequences are shown in Fig. 2(a) as orange triangles and red diamonds, respectively. The fidelities are lower than the standard RB results because of an effective doubling in the number of pulses in the interleaved sequences. These sequences fit to a model with the \( p_{RB} = 0.978 \pm 0.005 \) and 0.979 \pm 0.001. By Eq. (4), this gives our best estimated error rate for \( X_{\pi/2} \) and \( Y_{\pi/2} \) gates of \( r_{\text{est}} = 0.003 \pm 0.003 \) and Eq. (5) provides bounds of [0, 0.016].

To further test the robustness of the technique, we also intentionally introduce additional error on a target gate to test the sensitivity of the interleaved benchmarking protocol to calibration errors. These results are summarized in Table I. For the small set of calibration errors introduced, the model reliably tracks the anticipated pulse infidelity.

We compare the interleaved RB result to the standard method of measuring gate performance by performing QPT. The process matrices for the \( X_{\pi/2} \) and \( Y_{\pi/2} \) gates are shown in Fig. 2(b) in the Pauli basis of the Liouville representation (also known as the Pauli transfer map, see [30]). To extract these maps we employ maximum likelihood estimation (MLE) to ensure that the maps are physical (we require the maps to be completely positive, but allow them to be non-trace-preserving because of potential leakage out of the qubit space). The gate errors extracted from these maps are \( 1 - F = 0.011 \pm 0.009 \) and \( 0.020 \pm 0.008 \), respectively. We attribute the increase in error seen in QPT to SPAM errors. Additionally, the use of MLE leads to difficulties in assigning error bars to the fidelities through Monte-Carlo bootstrapping. Consequently, interleaved benchmarking provides a more reliable estimate for the performance of Clifford gates.

**Derivation of the fitting models, gate errors and bounds.**— The main idea behind the derivation of the fitting models is the following “unitary 2-design” property of the Clifford group: If \( \Lambda \) is a quantum channel and \( \text{Clif}_n = \{ C \} \) then the “twirl” of \( \Lambda \), \( \mathcal{W}(\Lambda) \), defined by

\[
\mathcal{W}(\Lambda) := \frac{1}{|\text{Clif}_n|} \sum_{j=1}^{|\text{Clif}_n|} \Lambda \circ C_j \circ \Lambda^\dagger
\]  

(6)

is the unique depolarizing channel \( \Lambda_d \) with the same average fidelity as \( \Lambda \) [3]. The average fidelity of \( \Lambda \) is given

![FIG. 2. Experimental implementation of interleaved RB. (a) Measurement of average fidelity over 32 random sequences of each lengths between 2 and 96. The blue data (circles) show the result of the standard RB protocol, while red (triangles) and orange (diamonds) data correspond to interleaved sequences for \( X_{\pi/2} \) and \( Y_{\pi/2} \) gates, respectively. All data are well described by the first model of Eq. (2), with \( p = 0.984 \pm 0.004 \) (standard RB), \( p_{RB} = 0.978 \pm 0.005 \) (interleaved \( X_{\pi/2} \)) and \( p_{RB} = 0.979 \pm 0.001 \) (interleaved \( Y_{\pi/2} \)). Error bars are the standard error of the mean of each point. (b) Pauli transfer maps from process tomography of the \( X_{\pi/2} \) and \( Y_{\pi/2} \) gates with corresponding gate errors of \( 0.011 \pm 0.009 \) and \( 0.020 \pm 0.008 \), respectively.](image-url)
TABLE I. Gate errors extracted with interleaved RB for intentional pulse miscalibration errors of $X_{\pi/2}$. The first column is the applied over-rotation about the $X$ axis with predicted $\Lambda = \exp[-i\sigma_x/2]$, the second column is found using $r_{th} = 2(1 - \cos^2(\pi/2))/3$, the third is the experimentally extracted gate errors via interleaving with fit uncertainties, and the fourth is the bounds from Eq. (5).

| $\Lambda$ | $r_{th}$ | $r^*_{C}$ | $r^*_{C}$ bound |
|----------|---------|---------|---------------|
| 0        | 0.000   | 0.033 ± 0.003 | [0, 0.016] |
| $\pi/20$ | 0.004   | 0.011 ± 0.004 | [0, 0.022] |
| $\pi/10$ | 0.016   | 0.029 ± 0.008 | [0, 0.058] |

We now outline how to obtain the expression for the error given by Eq. (4) as well as the various expressions for $E$ given by Eq.’s (5) and in the surrounding text. Let us begin by looking at the difference in average fidelity between $\Lambda_\pi = \Lambda_C \circ \Lambda$ and $\Lambda_{\pi}^d := \Lambda_C \circ \Lambda_d, |F_{\Lambda_\pi,I} - F_{\Lambda_{\pi}^d,I}|$. Since $\Lambda_d$ is depolarizing,

$$|F_{\Lambda_\pi,I} - F_{\Lambda_{\pi}^d,I}| = |F_{\Lambda_\pi,I} - p F_{\Lambda_{\pi}^d,I} - \frac{1-p}{d}|. \quad (9)$$

Hence,

$$\frac{F_{\Lambda_\pi,I}}{p} - 1 - \frac{p - p^2}{dp} - E \leq \frac{F_{\Lambda_{\pi}^d,I}}{p} \leq \frac{F_{\Lambda_\pi,I}}{p} - 1 - \frac{p - p^2}{dp} + E \quad (10)$$

where $E$ is an upper bound for $|F_{\Lambda_\pi,I} - F_{\Lambda_{\pi}^d,I}|/p$. Using $r_{C} := 1 - F_{\Lambda_{\pi}^d,I}$ and $F_{\Lambda_\pi,I} = p_{T} + \frac{(1-p^2)}{d}$ we find Eq. (4).

The first expression in Eq. (5) can be obtained by noting that $|F_{\Lambda_\pi,I} - F_{\Lambda_{\pi}^d,I}|$ can be upper bounded by

$$|F_{\Lambda_\pi,I} - F_{\Lambda_{\pi}^d,I}| \leq \left(\frac{d}{1-p}\right)^{1/2}, \quad (11)$$

where we have used $|F_{\Lambda_\pi,I} - F_{\Lambda_{\pi}^d,I}| \leq \frac{(d-1)(1-p)}{d}$.

The second expression in Eq. (5) is obtained by first noting that,

$$|F_{\Lambda_\pi,I} - F_{\Lambda_{\pi}^d,I}| \leq \| \Lambda - \Lambda_d \|_o, \quad (12)$$

where $\| \cdot \|_o$ is the “diamond norm” [31]. By the triangle inequality,

$$|F_{\Lambda_\pi,I} - F_{\Lambda_{\pi}^d,I}| \leq \| \Lambda - I \|_o + \frac{2(d^2 - 1)(1-p)}{d^2}, \quad (13)$$

where $\| \Lambda_d - I \|_o = \frac{2(d^2 - 1)(1-p)}{d^2}$ [26]. It can be shown that for arbitrary $\Lambda$ [32],

$$\| \Lambda - I \|_o \leq 4 \sqrt{1 - p \sqrt{d^2 - 1}}, \quad (14)$$

which gives the second expression in Eq. (5).

In the case of $\Lambda$ being equal to a Pauli channel, $\| \Lambda - I \|_o = 2(d^2 - 1)(1-p)/d^2$ always holds [26]. Lastly, the depolarizing case is obtained by noting that $\Lambda_{d} = \Lambda_{d}^\pi$ and as such $E = 0$ by definition.

**Conclusion.**— We have presented a scalable protocol for benchmarking individual quantum gates. We explicitly derive various bounds for the error of the imperfect gate in terms of parameters that are output from the protocol. The gate error can be estimated exactly in the limit of perfect gates or if the average of the error operators over all gates is depolarizing, which we believe is close to the typical case. The method is scalable in the size of the quantum system and is independent of SPAM errors. We have applied this protocol to a superconducting qubit and shown the gate errors for each of $X_{\pi/2}$ and $Y_{\pi/2}$ rotations to be lower estimates than those obtained.
using QPT.
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