Earthquake-Damaged Buildings Detection in Very High-Resolution Remote Sensing Images Based on Object Context and Boundary Enhanced Loss
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Abstract: Fully convolutional networks (FCN) such as UNet and DeepLabv3+ are highly competitive when being applied in the detection of earthquake-damaged buildings in very high-resolution (VHR) remote sensing images. However, existing methods show some drawbacks, including incomplete extraction of different sizes of buildings and inaccurate boundary prediction. It is attributed to a deficiency in the global context-aware and inaccurate correlation mining in the spatial context as well as failure to consider the relative positional relationship between pixels and boundaries. Hence, a detection method for earthquake-damaged buildings based on the object contextual representations (OCR) and boundary enhanced loss (BE loss) was proposed. At first, the OCR module was separately embedded into high-level feature extractions of the two networks DeepLabv3+ and UNet in order to enhance the feature representation; in addition, a novel loss function, that is, BE loss, was designed according to the distance between the pixels and boundaries to force the networks to pay more attention to the learning of the boundary pixels. Finally, two improved networks (including OB-DeepLabv3+ and OB-UNet) were established according to the two strategies. To verify the performance of the proposed method, two benchmark datasets (including YSH and HTI) for detecting earthquake-damaged buildings were constructed according to the post-earthquake images in China and Haiti in 2010, respectively. The experimental results show that both the embedment of the OCR module and application of BE loss contribute to significantly increasing the detection accuracy of earthquake-damaged buildings and the two proposed networks are feasible and effective.
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1. Introduction

Timely and accurately acquiring of earthquake damage information of buildings based on remote sensing images is of great significance for post-earthquake emergency response and post-disaster reconstruction [1,2]. Different from common urban scenes, post-earthquake remote sensing images contain rather complex structures and spatial arrangement and earthquake-damaged buildings with diversified patterns are mingled with
undamaged buildings, which greatly challenges the abstract representation and feature modeling of earthquake-damaged buildings [3,4]. The automatic detection technology for earthquake-damaged buildings using very high-resolution (VHR) remote sensing images has become a research hotspot in computer vision.

Compared with traditional machine learning methods, approaches based on deep learning are able to automatically extract high distinguish degree and representative abstract features that are crucial for the application in the detection of earthquake-damaged buildings. Among these approaches, the classical convolutional neural network (CNN) assigns a classification label to an image patch with a fixed size [5,6]. In comparison, the semantic segmentation based on the fully convolutional network (FCN) can obtain pixel-level detection results, which are more favorable for accurate localization of positions and boundaries of the earthquake-damaged buildings [7,8]. On the basis of the FCN, fruitful research results have been achieved for semantic segmentation based on VHR remote sensing images. For example, Diakogiannis et al. [9] proposed a reliable deep learning framework for semantic segmentation of remote sensing data; Chen et al. [10] proposed a dense residual neural network (DR-Net) for remote sensing image building extraction, aimed at reducing the number of parameters and making the low-level features and abstract features fully fused. Nevertheless, these studies mainly focus on object extraction from common urban scenes, while the semantic segmentation method specific for the detection of earthquake-damaged buildings also warrants to be developed. This is because the earthquake-damaged buildings show diversified sizes, shapes and damage types; however, the convolution operation is usually restricted within a fixed range, which is unfavorable for the complete profile extraction of buildings with different sizes. Additionally, undamaged buildings, earthquake-damaged buildings, and other objects are mingled in the post-earthquake scenes. Generally, FCN induces the loss of many spatial details during down-sampling, so that the pixels in the vicinity of the boundary are more difficult to predict than the other pixels. To display the above problem, the common errors in the segmentation results are shown by utilizing DeepLabv3+ and UNet by taking the post-earthquake images of Yushu, Qinghai Province, China in 2010 collected by the GE01 satellite as the example, as shown in Figure 1. It can be seen that both the errors and inconsistent boundaries occur at different degrees in the segmentation results of the two networks for non-collapsed and collapsed buildings.

![Figure 1](image-url). Examples of the detection results of earthquake-damaged buildings by using different networks, (a) original images; (b) ground truth map; (c) predicted results by DeepLabv3+; (d) predicted results by UNet; green, purple, white, blue and red in (b–d) separately represent non-collapsed buildings, collapsed buildings, others, false negative and false positive.
To deal with the incomplete extraction of different sizes of earthquake-damaged buildings, it is common to expand the local receptive fields by aggregating multi-scale spatial context. However, the features extracted based on the method lack the global context-aware; the self-attention mechanism can estimate the relationship between each position pixel and globality while it fails to consider the difference among different classes of pixels. Therefore, the correlation mining is inaccurate [11–13]. The recently proposed OCR augments the representation of one pixel by exploiting the representation of the object region of the corresponding class, so it is able to extract more comprehensive context information. Despite this, because OCR is initially designed for generic semantic segmentation scenes, there are few studies on the embedment of OCR in deep networks (e.g., DeepLabv3+ and UNet) popular in the remote sensing field. Aiming at this, the DeepLabv3+ and UNet embedded with OCR module respectively in different ways are designed in this paper to further learn the relationship between pixel features and different object region features. By doing so, the augmented representation of each pixel is obtained during deep feature extraction. In terms of inaccurate boundary prediction, existing research retains more detailed spatial information mainly through methods such as multi-level feature fusion, which lacks the design of augmented boundary information [14]. It is obviously not reliable to extract object boundaries by adding additional network branches and take this as a basis for boundary refinement [15]. Different from other studies, we directly design a new boundary confidence index (BCI) based on the ground truth map in the training set to quantitatively describe the spatial positional relationship between each pixel and the boundary. On this basis, a novel boundary enhanced loss (BE loss) is proposed to refine segmented boundaries. In this way, the augmented representation of each pixel is obtained via deep feature extraction and BE loss that exploits the spatial position of pixels in objects to refine segmented boundaries.

Based on DeepLabv3+ and UNet networks, we propose an earthquake-damaged buildings detection method in VHR remote sensing images based on object context and BE loss. The method yields PA of separately at most 87% and 93% in the experiments on two benchmark datasets and performs the best when compared with the base networks and two advanced generic semantic segmentation methods. The main contributions of this study are summarized as follows:

(1) We develop the improved DeepLabv3+ and UNet networks embedded with the OCR module respectively, which realize the significant enhancement of the feature representation ability.

(2) We propose the BCI to quantitatively describe the spatial position of pixels in objects. Furthermore, a novel BE loss is developed to enhance the segmentation accuracy of the boundaries. This loss automatically assigns pixels with different weights and drives the network to strengthen the training of boundary pixels.

The rest of the study is organized as follows: Section 2 introduces the relevant techniques; Section 3 describes the proposed method in detail; Section 4 displays datasets, experimental settings and results; Section 5 makes some discussion on this study and Section 6 draws conclusions and gives prospects.

2. Related Work

This section briefly introduces the techniques related to the study. To be specific, Sections 2.1–2.4 separately describe the FCN for semantic segmentation, spatial context, object context and boundary refinement.

2.1. FCN for Semantic Segmentation

FCN is an end-to-end network for semantic segmentation developed from CNN [16,17]. By replacing fully connected layers in CNN with convolutional layers, FCN realizes the pixel-level segmentation with the aid of bilinear interpolation or transposed convolution [18]. As the encoder-decoder architecture is generally applied in networks, the position information of some pixels is possibly lost during down-sampling and pooling of the input
images, which is unfavorable for the dense prediction in the decoding stage. In order to solve the problem, the network is generally improved through two methods: one is to connect the encoder and decoder by shortcuts to recover the detailed information on images, such as UNet and SegNet [19]; the other is to expand the receptive field by using the dilated atrous convolution to replace the pooling layer, such as DeepLab series [20–22]. Compared to CNN, the network is not restricted by a patch with a fixed size and realizes the pixel-level segmentation, thus being favorable for flexible positioning and profile extraction of earthquake-damaged buildings.

2.2. Spatial Context

Buildings show different sizes in the post-earthquake scenes; however, the traditional convolutional networks employ a receptive field with a fixed size, so that they perform poorly when segmenting large or small objects. Aiming at the problem, previous research was generally carried out based on the aggregation method of the multi-scale context [23]. For example, different scales of outputs are attained and reused by performing the pooling operation with different window sizes based on the pyramid pooling module (PPM) proposed in PSPNet. The atrous spatial pyramid pooling (ASPP) with different dilation rates in the DeepLab series strengthens the adaptability to multiple scales through multi-scale receptive fields. Additionally, the attentional mechanism is also widely applied in the dense prediction of pixels [24]. However, only the spatial context is taken into account in a majority of attentional mechanisms, that is, pixels are weighted by calculating the positional relationship or similarity among all pixels to strengthen the feature representation of each pixel. For example, there are position attention module and channel attention module in the DANet, based on which the dependences of the global features in spatial and channel dimensions are separately learned [25]; the adaptive feature pooling (AFP) is introduced in the PANet and combined with the global context to learn the better feature representation [26]; HRCNet employ the light-weight dual attention (LDA) module and the feature enhancement feature pyramid (FEFP) structure to obtain global context information and fuse the contextual information of different scales respectively [27]. Nevertheless, it is common to locally expand the receptive field or collect information from whole images as for the spatial context method, in which the former lacks the global context-aware while the latter leads to inaccurate correlation mining [28–30].

2.3. Object Context

The semantic segmentation tasks show a high interclass similarity and adjacent similar pixels are easily misjudged. Therefore, it is essential to enhance the distinction between features [31]. Hence, by calculating the similarity of a pixel with other pixels within an object region, the object context method can augment the representation of the pixel. For example, ACFNet [32] and OCRNet realize the pixel-category-feature mapping on the basis of learning the relationship between pixels and the object region. As a novel attentional mechanism, the object context not only aggregates the same type of object regions but also considers the similarity between pixels and the same type of object region. However, the previous attentional mechanism only considers the relationship among pixels.

2.4. Boundary Refinement

It is generally necessary for the networks for semantic segmentation to perform downsampling multiple times during the feature extraction, thus losing many spatial details. Therefore, the boundary of images cannot be favorably reproduced in the subsequent upsampling process, that is, with the boundary refinement problem [33,34]. Thus, some improvements are made in current research from two aspects, i.e., post-processing and training process. For example, performing post-processing on the segmentation result by using DenseCRF can smooth the boundary to some extent, at the cost of long inference time and large computational amount though [35]; SegFix optimizes the result about the boundary region predicted by existing networks through the boundary map and
direction map of the test data produced in advance and thus outperforms DenseCRF [36]. AttResUNet benefiting from modeling graph convolutional neural network (GCN) on the superpixel level, the boundaries of objects are restored to a certain extent and there are fewer pixel-level noises in the final classification results [37]. Generic semantic segmentation via multi-task network cascades is proposed based on CascadePSP. It can improve and modify the local boundary of the training data with any resolution and further strengthen the performance of the existing segmentation networks without slight adjustment [38–40].

3. Methodology

The proposed method is illustrated in detail in this section. At first, the established networks are overviewed. Afterward, the proposed networks for semantic segmentation embedded with the OCR module and BE loss are elaborated.

3.1. Model Overview

Two advanced networks (DeepLabv3+ and UNet) for semantic segmentation are taken as the basic networks for detecting earthquake-damaged buildings. Based on the encoder-decoder architecture, DeepLabv3+ can expand the receptive field by connecting dilated convolution with different dilation rates after the backbone network, which is favorable for multi-scale feature extraction; UNet can favorably reuse high-level features and low-level features through shortcuts based on the encoder-decoder architecture.

On this basis, two networks are designed such as OCR-BE-DeepLabv3+ (OB-DeepLabv3+) and OCR-BE-UNet (OB-UNet) by separately embedding the OCR module into UNet and DeepLabv3+ and also using the proposed BE loss as the loss function.

(1) OB-DeepLabv3+: The resnet152 is taken as the backbone of DeepLabv3+ for feature extraction [41]. On this basis, the pyramid pooling module with dilated convolution is connected with the OCR module in series, as shown in Figure 2.

![Figure 2. Overall structure of the proposed OB-DeepLabv3+.](image)

On the basis of resnet50, resnet152 increases the depths of the third and fourth convolutional blocks, thus showing the network structure at a higher level. In addition, new features can be learned based on the input features according to the residual structure of resnet152, thus solving the network degradation. Therefore, using resnet152 makes the
network show better feature extraction capability under the allowable hardware conditions and therefore resnet152 is more applicable for semantic segmentation of the post-earthquake remote sensing images under complex scenes. Moreover, the coarse segmentation map underpins the OCR, so the representation of ASPP after concat is applied to predict the coarse segmentation result (object regions) and used as an input of OCR. The result of the representation of ASPP after concat to go through a $3 \times 3$ convolution is taken as another input of OCR. In this case, the output of OCR means the augmented representation of features.

(2) OB-UNet: The OCR modules are connected to shortcut connection in the fourth layer of UNet in series considering the symmetry of UNet network structure, as shown in Figure 3. The design aims to, on the one hand, attain a favorable coarse segmentation result from high-level features; on the other hand, high-level features tend to contain numerous semantic features while losing some detail features. Thus, introducing the object contextual attention is favorable for restoring the details of earthquake-damaged buildings.

![Figure 3. Overall structure of the proposed OB-UNet.](image)

3.2. OCR Module

The context of each pixel is extremely important for refined pixel-level image classification tasks such as semantic segmentation. Especially, it is easier to result in the wrong segmentation owing to collapsed buildings, non-collapsed buildings, and other surface feature pixels are mingled in complex post-earthquake scenes. Therefore, the OCR module is separately introduced into the two advanced network structures to integrate the contexts of pixels and further attain the augmented pixel representation [42]. The structure of the OCR module is displayed in Figure 4.

![Figure 4. The structure of the OCR module.](image)
As shown in Figure 4, the OCR module mainly comprises three parts:

1. Partition of soft object regions: The coarse semantic segmentation of the image is performed by using the backbone network for feature extraction, which is taken as an input for the OCR module. On the basis of the coarse segmentation result, the image is partitioned into \( K \) soft object regions, each of which separately represents a class \( k \).

2. Object region feature representation: Within the \( k \)th object region, all pixels are subjected to the weight sum according to their membership degree in the region. In this way, the feature representation \( f_k \) of the region is obtained:

\[
f_k = \sum_{i \in I_k} \tilde{m}_{ki} x_i,
\]

where, \( I_k \), \( x_i \) and \( \tilde{m}_{ki} \) denote the pixel set in the \( k \)th object region, the feature representation of the pixel \( p_i \) output by the highest level of the network and the normalization degree of the pixel \( p_i \) belonging to the \( k \)th object region obtained by spatial softmax, respectively.

3. The augmented feature representation by object context: The relationship between \( x_i \) and \( f_k \) is calculated by applying Equation (2):

\[
r_{ik} = \frac{e^{\sigma(x_i, f_k)}}{\sum_{j=1}^{K} e^{\sigma(x_i, f_j)}},
\]

where \( \sigma(x, r) = \phi(x) \top \varphi(r) \) refers to the unnormalized relationship function; \( \phi(\cdot) \) and \( \varphi(\cdot) \) are two transformation functions. On this basis, the object contextual representation \( y_i \) of each pixel is calculated according to Equation (3), that is OCR:

\[
y_i = \rho\left(\sum_{k=1}^{K} r_{ik} \delta(r_k)\right),
\]

where \( \delta(\cdot) \) and \( \rho(\cdot) \) denote the transformation functions. Afterward, the final augmented feature representation \( z_i \) is obtained after aggregating \( y_i \) with \( x_i \):

\[
z_i = g\left(\begin{bmatrix} x_i \top & y_i \top \end{bmatrix} \right),
\]

where \( g(\cdot) \) stands for the transformation function for fusing \( x_i \) and \( y_i \).

3.3. Boundary Enhanced Loss

The collapsed buildings, non-collapsed buildings and other types of pixels in post-earthquake scenes are more significantly mingled than those in common city scenes. Therefore, it is more difficult to predict pixels at the surface feature boundary. At present, the commonly used loss functions (such as Focal loss) generally only consider the relationship between the prediction probability of a pixel in the training samples and the labels while fail to consider the relative positional relationship between the pixel and the object boundary; moreover, the pixels in the vicinity of the object boundary should get a high loss during the training to improve the elaborate characterization ability of the prediction network for the object boundary.

Based on the above analysis, a boundary confidence index (BCI) is designed and further BE loss is proposed. The calculation process is shown as follows:

Step 1: A 3 \( \times \) 3 window is established centered on a pixel \( c \) in a ground truth map, which is used as the initial neighborhood. If a pixel \( e \) with a classification label different from that of \( c \) is present in the current neighborhood, the neighborhood serves as the final neighborhood; otherwise, the domain is expanded at the step length of 1 until a pixel \( e \) showing classification label different from that of \( c \) appears in the current neighborhood. The current window size \( W \times W \) acts as the final neighborhood. Besides, to decrease the
difference in different directions, four points at vertexes of the neighborhood are removed to make the neighborhood approximate to a circle. For example, the final neighborhoods when \( W \) equals 5 and 9 are shown in Figure 5.

Step 2: Owing to objects \( c \) and \( e \) belong to different classes, the distance between \( c \) and \( e \) reflects the degree of closeness of \( c \) with the object boundary. Based on the assumption, a boundary measurement index corresponding to \( c \) is defined as \( d_c = (W - 3)/2 \). It is possible to attain the set \( D \) of the initial boundary measurement indexes by traversing all pixels.

Step 3: As different surface feature objects probably greatly differ in their size and shape, quite large outliers are likely to occur in set \( D \), thus triggering the bias of the statistical results. Hence, the maximum \( d_c \) corresponding to each of the \( K \) classes of pixel points is separately computed in set \( D \) and defined as \( d_{\text{max}}^k \). Furthermore, the minimum \( d_{\text{min}}^k \) in \( d_{\text{max}}^k \) is taken as the upper limit of all \( d_c \) in set \( D \) to attain the updated set \( D^* \) of the boundary measurement indexes.

Step 4: Assuming that the boundary measurement index of \( c \) in set \( D^* \) is \( d^*_c \) and normalized, the corresponding BCI of \( c \) is defined as follows:

\[
D_{\text{BCI}} = e^{1 - \frac{d_c}{d_{\text{max}}^k}},
\]

A larger \( D_{\text{BCI}} \) of a pixel means that the pixel is more likely to occur at the boundary of the object; on the contrary, the pixel is more likely to lie in the interior of the object.

Step 5: Given that Focal loss can effectively relieve the problems concerning class imbalance of samples and classification of hard samples, the BCI loss is defined as follows according to BCI and Focal loss:

\[
L_{\text{BCI}} = -\frac{1}{N} \sum_{n=1}^{N} \sum_{k=1}^{3} D_{\text{BCI}} \alpha_k p^n_k (1 - p^n_k)^\gamma \log p^n_k, \tag{6}
\]

where \( N \) and \( l^n_k \) separately refer to the number of pixels within a batch and the true label encoded by one-hot corresponding to the \( n \)th pixel. Thus, the pixel closer to the boundary makes a greater contribution to the total loss in \( L_{\text{BCI}} \), that is, driving the network to strengthen the training of boundary pixels. Moreover, \( \gamma \) refers to the focusing parameter of hard and easy samples, aiming to reduce the weight of the easy samples and further making the network pay more attention to the hard samples during the training. The parameter is generally set as 2 [43]. The introduction of the classification weight \( \alpha_k \) aims to relieve the class imbalance of the training samples, which is calculated as follows:

\[
\alpha_k = \frac{\text{median}(f_k)}{f_k}, \tag{7}
\]

where \( f_k \) and median(\( f_k \)) denote the frequency of the \( k \)th class of pixels and the median of the frequency of the \( K \) classes of pixels, respectively.

Step 6: BE loss is defined as follows:

\[
L_{\text{BE}} = L_{\text{BCI}} + L_{\text{CE}}, \tag{8}
\]

where \( L_{\text{CE}} \) represents the general cross-entropy loss [44]. The purpose of introducing \( L_{\text{CE}} \) is to prevent the network from being hard to converge due to quite a large \( D_{\text{BCI}} \) of the boundary in the later training period of the network. Figure 6 shows the schematic diagram of the proposed \( L_{\text{BE}} \).
4. Experiments and Results

4.1. Datasets

4.1.1. Research Region

The YSH dataset was carried out based on GE01 satellite remote sensing images of the Yushu region, Qinghai Province, China collected on 6 May 2010. The earthquake happened on 4 April 2010, with the highest order of magnitude of 7.1. The images covered the panchromatic and multispectral (blue, green, red and near-infrared) bands, with spatial resolutions of 0.41 m and 1.65 m, respectively. The images were fused to pan-sharpened RGB images with the spatial resolution of 0.41 m by using ENVI software during the experiment. The original size of the image measured 10,188 × 10,160 pixels, as shown in Figure 7a. The HTI dataset was carried out based on QuickBird satellite remote sensing images of Haiti collected on 15 January 2010. The earthquake happened on 12 January 2010, with the highest order of magnitude of 7.0. The images covered the multispectral (blue, green, red and near-infrared) bands, with the spatial resolution of 0.45 m. The original size of the image measured 6138 × 6662 pixels, as shown in Figure 7b. In the severely affected areas of the Yushu earthquake, almost all wooden structures collapsed, and 80% of brick-concrete structures and 20% of frame structures collapsed or were severely damaged. As aseismic design was not considered for most buildings in Haiti, the Haiti earthquake caused about 105,000 buildings to be completely destroyed. By carrying out experiments on the two datasets collected from different regions in the research, it is beneficial to validating the extensiveness of the work.
In addition, the damage level of buildings is influenced by multiple factors such as the earthquake intensity and construction materials of the buildings. At present, post-earthquake buildings are partitioned into heavily damaged, moderately damaged, slightly damaged, and undamaged buildings according to the commonly used EMS-98 scale standard [45]. Within the research region, the buildings constructed with different materials were damaged at significantly different degrees. For example, many brick-concrete structures were heavily damaged, mostly appearing as collapse; there were a small number of buildings with steel-concrete composite structures that collapsed or partly collapsed; in addition, a majority of moderately damaged buildings and slightly damaged buildings were hard to be elaborately distinguished only according to the spectra and textures of the rooftop. Moreover, the type of buildings was not highly concerned during post-earthquake emergency response. On this basis, undamaged and earthquake-damaged buildings (excluding collapsed buildings) were categorized as non-collapsed buildings. Therefore, the datasets for semantic segmentation were divided into collapsed buildings, non-collapsed buildings and others.

4.1.2. Label of Dataset

In view of the actual size of buildings in images and keeping abundant spatial contexts of buildings as far as possible, the original images are segmented into sub-images with 128 × 128 pixels. By artificially labeling each sub-image and eliminating sub-images not containing the building pixel, the YSH dataset consisting of a total of 1420 samples is attained. On this basis, the YSH dataset is stochastically partitioned according to the proportion of 6:1:3 into 870, 150 and 400 samples, which separately make up a training set, validation set and test set. The HTI dataset contains 1230 samples. According to the same proportion, there are 738, 123, and 369 samples in the training set, validation set and test set, respectively. The Image Labeler in MATLAB2018b is used to label the dataset to attain the ground truth map. Figure 8 shows an original image and its corresponding ground truth map.
4.2. Experimental Settings

The method proposed in this article was implemented based on the PyTorch-1.3.1 framework in the Ubuntu 16.04 environment. All experiments were conducted on an Nvidia GeForce RTX 2080ti GPU with 11GB RAM. In the experiment, the Adam optimizer where the initial learning rate was set to $1 \times 10^{-3}$ and the weight decay was set to $1 \times 10^{-5}$ was used to optimize the network. The learning rate dynamic adjustment strategy of exponential decay was adopted, and the attenuation base was set to 0.99. The learning rate would decay exponentially with the increase of the epoch. The number of epochs was set to 100, and the batch size was set to two. The images used for training, validation and test were all cropped into $128 \times 128$ pixels. Some commonly used data augmentation approaches, including the horizontal flip of the image, random rotation of the image within the angle range of $[-15, 15]$, random scaling was set with 0.75 and 1.5, random clipping of the image to any size and horizontal/vertical ratio, normalization of the mean and standard deviation of the image: Mean = (0.315, 0.319, 0.470), std = (0.144, 0.151, 0.211). According to the proportion of non-collapsed buildings, collapsed buildings and others, Equation (7) was used to calculate the category weight, which $\alpha_k$ was respectively set with 1, 1.3952, 0.2662 in the YSH dataset and 1, 4.2668, 0.2437 in the HTI dataset.

4.3. Comparison of Performances of Different Networks

The performances of the two improved networks in Section 3.1. were validated based on the YSH and HTI datasets. On this basis, the DeepLabv3+ and UNet networks were applied as the base networks and separately combined with Focal loss to perform the prediction during the experiment. Furthermore, two advanced generic segmentation methods were carried out for comparison. Among them, MobileNetV2+CA introduces a novel attention mechanism by embedding positional information into channel attention, which helps models to more accurately locate and recognize the objects of interest [46]; UNet 3+ takes advantage of full-scale skip connections and deep supervisions to make full use of the multi-scale features [47]. The results of visualization and quantitative evaluation were analyzed and discussed as for the experimental results obtained through different networks.

4.3.1. Visualization Results

The comparisons with different networks based on visual interpretation are elaborated as follows:

1) YSH dataset: The experimental results on the YSH dataset for different networks are shown in Figure 9. It can be seen that the proposed OB-DeepLabv3+ and OB-UNet yield more complete detection results and recover more abundant boundaries and details. DeepLabv3+, UNet, OB-DeepLabv3+ and OB-UNet all exhibit a favorable detection effect when detecting non-collapsed buildings with regular shapes and definite boundaries, basically showing no missing detection. As in the second row of Figure 9, only the DeepLabv3+ shows incomplete boundary extraction for non-
collapsed buildings. This indicates that the multi-scale context used by DeepLabv3+ is not enough for recovering the abundant details in VHR remote sensing images. However, DeepLabv3+ and UNet show a high probability of missing detection (as shown in rows 1, 3 and 4 in Figure 9c,d) when detecting collapsed buildings without definite boundaries and regular textures; moreover, the regions detected by using the two methods are scattered. In comparison, the proposed OB-DeepLabv3+ and OB-UNet, as shown in Figure 9g,h), reduce the probability of the missing detection for collapsed buildings to some extent; besides, the integrity of the regions detected thereby is strengthened. Therefore, our improvement of the base networks is conducive to the complete extraction of building profiles and accurate location of boundaries.

Compared with the two advanced generic segmentation methods, when detecting large-scale buildings with irregular shapes, the two improved networks based on UNet obtain different results (the first row of Figure 9): the boundaries of collapsed buildings and roads are mingled and indistinguishable in Figure 9f; while roads and buildings are clearly distinguished in Figure 9h. This is mainly because although UNet 3+ realizes multi-scale skip connections to make full use of multi-scale context, it does not have specific designs for boundaries; in contrast, the spatial location information of pixels in objects is introduced in the proposed OB-UNet, makes the method perform better in recovering boundaries. For complex scenes containing mixed collapsed and non-collapsed buildings, as shown in the third row of Figure 9, non-collapsed buildings are not completely extracted in both Figure 9e,f and some non-collapsed buildings are detected as collapsed ones. Whereas, non-collapsed buildings are completely detected in Figure 9g,h, with clear boundaries. This is mainly because the proposed OB-DeepLabv3+ and OB-UNet networks are capable of learning context features from the object regions due to the embedment of the OCR module, which improves their feature expression ability. In comparison, MobileNetV2+CA does not consider types of pixels despite embedment of location information in the channel attention. The local regions (yellow boxes) in Figure 9 are amplified to more closely observe the object boundary and details in the detection results, as shown in Figure 10. It is observed that
the proposed methods provide more refined detection results in earthquake-damaged buildings detection. As shown in the second row of Figure 10g,h, the error detection and missing detection basically do not occur and the boundary of non-collapsed buildings is favorably segmented. Therefore, by fully mining the context and driving the network to strengthen the training of boundary pixels, the proposed methods have significantly superior detection results for earthquake-damaged buildings than the two generic methods compared with.

(2) HTI dataset: Figure 11 illustrates the detection results of different methods for the HTI dataset. When detecting large-scale buildings, relatively complete buildings are detected only in the fourth row of Figure 11g,h, while the other methods (the fourth row of Figure 11c,f) show different degrees of missing detection and error detection. This indicates that the method of aggregation of the multi-scale context alone is not enough in missions involving greatly varying scales. Compared with the YSH dataset, buildings in the HTI dataset are smaller and distributed more densely, which makes the categorization of seismic damages and prediction of boundaries more difficult. It can be seen that some small-scale non-collapsed buildings are not completely detected when using the UNet and UNet 3+ methods, such as those in the third row of Figure 12d,f. In comparison, OB-UNet completely detects these buildings, such as those in the third row of Figure 12h. These results suggest that it is difficult to completely extract the context of pixels through the aggregation of multi-scale context alone; while attributed to the introduction of object context, OB-UNet significantly improves the completeness of the extracted profiles. Compared with the two methods without OCR module and BE loss (Figure 11c,d), the proposed methods greatly improve the detection accuracy. For example, in the second and third rows of Figure 11, many non-collapsed buildings and the others are detected as collapsed ones in both Figure 11c,d, and the boundaries of non-collapsed buildings are indiscernible; while these problems are well solved in Figure 11g,h. This again demonstrates that the improvement of the base networks in the research is effective.

Figure 10. Partially enlarged images of the detection results of the YSH dataset by different networks: (a) original image; (b) ground truth map; (c) DeepLabv3+; (d) UNet; (e) MobileNetV2+CA; (f) UNet 3+; (g) OB-DeepLabv3+; (h) OB-UNet; red, blue and black in (b–h) represent the non-collapsed buildings, collapsed buildings and the others.
Figure 11. Detection results of the HTI dataset by different networks: (a) original image; (b) ground truth map; (c) DeepLabv3+; (d) UNet; (e) MobileNetV2+CA; (f) UNet 3+; (g) OB-DeepLabv3+; (h) OB-UNet; red, blue and black in (b–h) separately represent non-collapsed buildings, collapsed buildings and the others.

Figure 12. Partially enlarged images of the detection results of the HTI dataset by different networks: (a) original image; (b) ground truth map; (c) DeepLabv3+; (d) UNet; (e) MobileNetV2+CA; (f) UNet 3+; (g) OB-DeepLabv3+; (h) OB-UNet; red, blue and black in (b–h) represent the non-collapsed buildings, collapsed buildings and the others.

Although MobileNetV2+CA can extract most buildings, the accuracy is not high. For instance, buildings in rows 1 and 3 of Figure 12e show unclearly segmented boundaries and neighbor buildings are connected. While in the detection results using UNet 3+, the buildings exhibit more definite boundaries (the rows 1 and 3 of Figure 12f). However, some
buildings are not completely detected, such as those in the third row of Figure 12f. This indicates that introducing location information only from the perspective of channels or the use of multi-scale context fusion alone fails to completely detect earthquake-damaged buildings and predict clear boundaries.

According to the above analysis, it is concluded that the proposed methods can always detect more complete and more accurate building boundaries in different post-earthquake scenes. Therefore, they have favorable general applicability.

### 4.3.2. Quantitative Evaluation

The frequency of pixels representing different types of objects is first computed in order to select the proper index for evaluating the accuracy of quantitative evaluation, as shown in Figure 13a,b.

![Figure 13a](image1.png) ![Figure 13b](image2.png)

**Figure 13.** Statistical histogram of the proportion of different classes of pixels. (a) YSH dataset. (b) HTI dataset.

It can be found that the samples of non-collapsed buildings and collapsed buildings are sparser than the other types of samples while they should be highly concerned during the detection of earthquake-damaged buildings. Therefore, apart from pixel accuracy (PA) for reflecting the overall accuracy, the intersection over union (IoU), Recall and F1-score for reflecting the accuracy of a single class are also employed and they are separately defined as follows:

\[
PA = \frac{TP + TN}{TP + FP + TN + FN},
\]

\[
IoU = \frac{TP}{TP + FP + FN},
\]

\[
Recall = \frac{TP}{TP + FN},
\]

\[
F1 = \frac{2 \times Recall \times Precision}{Recall + Precision}, Precision = \frac{TP}{TP + FP},
\]

where TP, TN, FP and FN separately represent true positive, true negative, false positive and false negative. By taking non-collapsed buildings as an example, TP stands for where pixels for non-collapsed buildings are predicted as non-collapsed buildings; TN represents where pixels for collapsed buildings or the others are predicted as collapsed buildings or the others. FP represents where pixels for collapsed buildings or the others are predicted as non-collapsed buildings; FN represents where pixels for non-collapsed buildings are predicted as collapsed buildings or the others. Additionally, mIoU, mRecall and mF1 separately refer to the average values of IoU, Recall and F1-score of all single classes.
According to the above evaluation indexes for accuracy, the results of the quantitative evaluation are shown in Table 1.

### Table 1. Results of quantitative evaluation. The entries in bold denote the best on the corresponding dataset.

| Datasets | Methods                  | Non-Collapsed Object Class IoU (%) | Collapsed Object Class IoU (%) | Others Object Class IoU (%) | mIoU (%) | PA (%) | mRecall (%) | mF1 (%) |
|----------|--------------------------|-----------------------------------|-------------------------------|----------------------------|-----------|-------|-------------|--------|
| YSH      | DeepLabv3+               | 60.87                             | 34.48                         | 82.81                      | 59.39     | 85.29 | 67.67       | 72.67  |
|          | UNet                     | 66.98                             | 45.12                         | 83.42                      | 65.31     | 86.63 | 67.33       | 71.33  |
|          | MobileNetV2+CA [46]      | 61.65                             | 42.33                         | 80.60                      | 61.53     | 83.77 | 76.66       | 74.67  |
|          | UNet 3+ [47]             | 66.81                             | 42.50                         | 82.38                      | 63.90     | 85.27 | 78.33       | 76.67  |
|          | OB-DeepLabv3+ (ours)     | 64.74                             | 40.73                         | 83.77                      | 63.08     | 86.37 | 72.67       | 76.00  |
|          | OB-UNet (ours)           | 69.54                             | 45.53                         | 85.24                      | 66.77     | 87.72 | 77.33       | 79.00  |
| HTI      | DeepLabv3+               | 57.29                             | 39.45                         | 88.91                      | 61.88     | 90.03 | 75.00       | 74.67  |
|          | UNet                     | 67.40                             | 40.39                         | 91.26                      | 66.63     | 92.36 | 75.67       | 78.00  |
|          | MobileNetV2+CA [46]      | 68.96                             | 39.66                         | 91.26                      | 66.63     | 92.36 | 75.67       | 78.00  |
|          | UNet 3+ [47]             | 71.32                             | 39.64                         | 92.17                      | 67.71     | 93.11 | 76.00       | 78.67  |
|          | OB-DeepLabv3+ (ours)     | 70.56                             | 42.39                         | 91.76                      | 68.24     | 92.80 | 78.00       | 79.67  |
|          | OB-UNet (ours)           | 73.80                             | 46.49                         | 92.56                      | 70.95     | 93.58 | 79.67       | 81.33  |

As shown in Table 1, PA by using both DeepLabv3+ and UNet with the OCR module and BE loss increases by about 1–2% compared to those by applying their corresponding base networks. The single class IoU grows by 3–6%; mRecall (3–10%) and mF1 (3–8%) increase more significantly. Besides, the PA obtained by OB-UNet is 0.4–4% higher than those of the two generic advanced segmentation methods. OB-DeepLabv3+ attains PA improved by 0.5–3% in comparison with the two methods and has slightly lower PA than the UNet 3+ only for the HTI dataset while has higher IoU for collapsed buildings. This is because in samples in the HTI dataset, the numbers of non-collapsed buildings and the others differ greatly (Figure 13b). The BE loss used by OB-DeepLabv3+ involves a category balancing factor, which inhibits pixels of the others in the training while pixels of collapsed building gain more training. At the same time, the classification accuracy for others reduces, so that the overall accuracy (reflected by PA) decreases accordingly. In addition, the overall index obtained by OB-UNet is higher than that by OB-DeepLabv3+. This is because DeepLabv3+ shows a network with a higher level; moreover, the datasets used in the study exhibit a small sample size and therefore the network is not fully fitted; only an intermediate feature layer is introduced in DeepLabv3+ even though the network possesses the encoder-decoder architecture; by contrast, UNet is used to perform shortcut connection on each corresponding layer and therefore it delivers more favorable capability in restoring the image details.

5. Discussion

5.1. Analysis of the Embedment Effect of the OCR Module

The four groups of different networks were compared on the same training setup and loss function to independently validate the embedment effect of the OCR module. The results are displayed in Table 2. In the experiments on the YSH dataset, PA obtained by DeepLabv3+ and UNet with the addition of OCR module increases by 0.2–0.8% compared with those attained by applying DeepLabv3+ and UNet; moreover, mIoU rises by 2–3%. IoU of non-collapsed buildings declines by 0.2% while that of collapsed buildings grows by 6% by UNet with the OCR module. In the experiments on the HTI dataset, PA obtained by DeepLabv3+ and UNet with the addition of OCR module increases by 0.5–0.6% compared with those attained by applying DeepLabv3+ and UNet; besides, mIoU rises about 2%. Therefore, it is necessary to introduce the relationship between object regions and pixels in the detection of earthquake-damaged buildings. From another point of view, the strategy of embedding the OCR module into the two base networks is effective for improving the segmentation performance.
Table 2. Analysis of the embedment effect of the OCR module. The entries in bold denote the best on the corresponding dataset. √ and—Separately represent that a module is used and not used.

| Datasets | Networks | OCR | BE Loss | Object Class IoU (%) | mIoU (%) | PA (%) |
|----------|----------|-----|---------|---------------------|---------|-------|
|          |          |     |         | Non-Collapsed | Collapsed | Others |         |         |         |         |         |         |         |
|          |          |     |         |       |         |       |         |         |         |         |         |         |         |
| YSH      | DeepLabv3+ | –  | √      | 60.98 | 38.07 | 82.95 | 60.67 | 85.51 |
|          | DeepLabv3+ | √  | √      | 64.74 | 40.73 | 83.77 | 63.08 | 86.37 |
|          | UNet      | –  | √      | 69.73 | 39.63 | 85.11 | 64.83 | 87.56 |
|          | UNet      | √  | √      | 69.54 | 45.53 | 85.24 | 66.77 | 87.72 |
| HTI      | DeepLabv3+ | –  | √      | 67.61 | 40.82 | 91.22 | 66.55 | 92.28 |
|          | DeepLabv3+ | √  | √      | 70.56 | 42.39 | 91.76 | 68.24 | 92.80 |
|          | UNet      | –  | √      | 70.52 | 43.04 | 91.98 | 68.51 | 93.01 |
|          | UNet      | √  | √      | 73.80 | 46.49 | 92.56 | 70.95 | 93.58 |

5.2. Analysis of the Effectiveness of BE Loss

CE loss and Focal loss were separately used for comparison during the experiment in order to independently validate the effectiveness of BE loss, as shown in Table 3.

Table 3. Comparison and analysis of the effects of BE loss and other loss functions. The entries in bold denote the best on the corresponding dataset.

| Datasets | Networks | Loss   | Object Class IoU (%) | mIoU (%) | PA (%) |
|----------|----------|--------|---------------------|---------|-------|
|          |          |        | Non-Collapsed | Collapsed | Others |       |         |         |         |         |         |         |
|          |          |        |       |         |       |       |         |         |         |         |         |         |
| YSH      | DeepLabv3+ | CE loss | 63.41 | 18.98 | 82.46 | 54.95 | 84.89 |
|          | DeepLabv3+ | Focal loss | 60.87 | 34.48 | 82.81 | 59.39 | 85.29 |
|          | DeepLabv3+ | BE loss | 60.98 | 38.07 | 82.95 | 60.67 | 85.51 |
|          | UNet      | CE loss | 66.63 | 27.39 | 83.84 | 59.15 | 85.82 |
|          | UNet      | Focal loss | 66.98 | 45.12 | 83.42 | 65.17 | 86.63 |
|          | UNet      | BE loss | 69.73 | 39.63 | 85.11 | 64.83 | 87.56 |
| HTI      | DeepLabv3+ | CE loss | 58.22 | 32.70 | 89.06 | 59.99 | 90.21 |
|          | DeepLabv3+ | Focal loss | 57.29 | 39.45 | 88.91 | 61.88 | 90.03 |
|          | DeepLabv3+ | BE loss | 67.61 | 40.82 | 91.22 | 66.55 | 92.28 |
|          | UNet      | CE loss | 67.03 | 39.85 | 91.98 | 66.02 | 92.29 |
|          | UNet      | Focal loss | 67.40 | 40.39 | 91.52 | 66.44 | 92.52 |
|          | UNet      | BE loss | 70.52 | 43.04 | 91.98 | 68.51 | 93.01 |

As shown in Table 3, the IoU of collapsed buildings obtained using the network with Focal loss greatly increases compared to that with CE loss. This is because the samples in the dataset show the problem of class imbalance. As shown in Section 4.3.2, the proportion of the collapsed building pixels is only 8.46% and 3.24% while that of non-collapsed building pixels is 72.95% and 77.86% in the YSH and HTI datasets, respectively, which influences the learning effect of the network for collapsed buildings. Focal loss increases the cost of collapsed buildings by growing the weight of different classes of pixels, thus improving the classification accuracy of collapsed buildings. BE loss means adding BCI based on Focal loss. Therefore, the advantage of Focal loss for processing the class imbalance of samples and hard samples is kept in BE loss and also BE loss pays more attention to the boundary pixel. From the results, the IoU and PA obtained by DeepLabv3+ and UNet with BE loss grow compared with those attained by using DeepLabv3+ and UNet with Focal loss. The PA based on BE loss is the highest among the three loss functions, which verifies the effectiveness of BE loss.

5.3. Analysis of the Influence of BE Loss on the Segmentation Effect of the Boundary

To further analyze the influence of BE loss on the segmentation effect of the boundary, trimaps with four different widths were extracted to perform the quantitative evalua-
At first, the object boundary is extracted by taking the width of 1 pixel from the ground truth map and then assigned with the corresponding classification label. On this basis, each boundary pixel grows at different scales to make their widths reach 3, 5 and 7 pixels. By taking four samples in Figure 14 as examples, the set of trimaps with four different widths is extracted from each sample.

![Figure 14](image)

**Figure 14.** Instance of trimaps with different widths. (a,b) are two samples of the YSH dataset; (c,d) are two samples of the HTI dataset.

According to the extracted set of trimaps, the prediction results by the networks are separately compared with trimaps with different widths. Moreover, the PA is calculated, as shown in Figure 15.

![Figure 15](image)

**Figure 15.** Results of the quantitative evaluation on the boundary segmentation effect based on trimaps. (a) YSH dataset. (b) HTI dataset.

In the experiments on two benchmark datasets, it can be found that BE loss yields the highest PA among the three loss functions when being embedded into DeepLabv3+ and UNet. Therefore, BE loss delivers a positive effect in improving the segmentation accuracy
of the boundary pixel. PA obtained by various methods slightly reduces with the increasing trimap width. The reason is that trimap probably expands inwards and outwards during the growth of the boundary pixel. Therefore, more non-boundary pixels are contained with the growth of the width, thus leading to a slight reduction in the accuracy.

5.4. Analysis of the Setting of $\gamma$ in BE Loss

The accurate segmentation of collapsed and non-collapsed building pixels is the key to the detection of earthquake-damaged buildings. On the one hand, the two types of pixels probably belong to hard samples due to sparse distribution and belonging to the category of buildings. Therefore, they should be paid more attention to during the training; on the other hand, the parameter $\gamma$ in BE loss directly determines the weight of hard samples in the training process. Therefore, it is necessary to set a reasonable value of $\gamma$. Hence, $\gamma$ is valued within the range of [0.5, 5] at the step length of 0.5 in the two designed network structures to analyze the relationship between the setting of $\gamma$ and the segmentation accuracy. Table 4 shows the results.

Table 4. The influence of the setting of $\gamma$ on PA. The entries in bold denote the best on the corresponding dataset.

| Datasets | Methods        | $\gamma$ | 0.5  | 1    | 1.5  | 2     | 2.5  | 3     | 4     | 4.5  | 5    |
|----------|----------------|----------|------|------|------|-------|------|-------|-------|------|------|
|          | OB-DeepLabv3+  | PA       | 85.09| 85.57| 85.90| **86.37** | 86.03| 86.04 | 85.85 | 85.83| 85.58| 85.81|
|          | OB-UNet        | PA       | 86.90| 87.10| 87.39| 87.72 | 87.38 | 87.13 | 87.32 | 87.41| 87.73| **87.91** |
| YSH      | OB-DeepLabv3+  | PA       | 92.10| 92.37| 92.42| **92.80** | 92.40 | 92.28 | 92.20 | 92.47| 92.64| 92.62|
|          | OB-UNet        | PA       | 93.31| 93.48| 93.54| **93.58** | 93.31 | 93.43 | 93.45 | 93.52| 93.46| 93.55|
| HTI      | OB-DeepLabv3+  | PA       | 92.10| 92.37| 92.42| **92.80** | 92.40 | 92.28 | 92.20 | 92.47| 92.64| 92.62|
|          | OB-UNet        | PA       | 93.31| 93.48| 93.54| **93.58** | 93.31 | 93.43 | 93.45 | 93.52| 93.46| 93.55|

As shown in Table 4, with the increasing value of $\gamma$, the PA in the two networks grows at first and then gradually stably fluctuates after $\gamma$ reaches 2. This indicates that in semantic segmentation, remaining the loss of hard samples while inhibiting that of simple samples is effective in improving the overall accuracy. On the other hand, the strategy for regulating hard and simple samples has limited effectiveness and when the focusing parameter increases constantly to exceed a certain value, hard samples also cannot be learned more. In the experiments on the YSH dataset, the PA at $\gamma = 5$ is the largest while it only improves by 0.2% compared with that at $\gamma = 2$ in the OB-UNet; the PA at $\gamma = 2$ reaches the maximum in the network DeepLabv3+. In the experiments on the HTI dataset, the PA at $\gamma = 2$ is the maximum in the two networks. Additionally, the IoU of the two types of pixels in the two networks is computed in order to further analyze the influence of $\gamma$ on the segmentation accuracy of collapsed and non-collapsed buildings, as shown in Figure 16.

It can be found that as $\gamma$ gradually rises, IoU of non-collapsed and collapsed buildings basically reaches the first wave crest when $\gamma$ approximates to two. In the process, training of hard samples is constantly enhanced while that of simple samples is suppressed. In addition, the IoU at $\gamma = 2$ is significantly larger than the average value (as indicated by the horizontal dashed line in the figure). According to the above comprehensive analysis, both PA and IoU show an ideal effect at $\gamma = 2$ and therefore $\gamma$ is directly set as two in practical application.
Figure 16. The influence of the setting of $\gamma$ on the IoU corresponding to collapsed and non-collapsed buildings. (a) OB-DeepLabv3+ on the YSH dataset. (b) OB-UNet on the YSH dataset. (c) OB-DeepLabv3+ on the HTI dataset. (d) OB-UNet on the HTI dataset.

5.5. Analysis of the Influence of the Image Resolution

When images are at a higher spatial resolution, more pixels are included in an image of the same object and thus more details are found. The original images were down-sampled according to the resolution scales of 0.4, 0.6 and 0.8 in order to analyze the influence of the training samples with different resolutions on the training effect of the networks. On this basis, OB-DeepLabv3+ and OB-UNet were trained by separately utilizing the training samples with different resolutions to attain the prediction results. Figure 17b–f display the relationship curves between the spatial resolution and the segmentation accuracy.
Figure 17. The influence of the spatial resolution of images on the segmentation accuracy: (a) down-sampling results of original images at the resolution scales of 0.8, 0.6 and 0.4 based on the YSH dataset; (b) IoU and PA curves by OB-DeepLabv3+ for images with different resolutions based on the YSH dataset; (c) IoU and PA curves by OB-UNet for images with different resolutions based on the YSH dataset; (d) down-sampling results of original images at the resolution scales of 0.8, 0.6 and 0.4 based on the HTI dataset; (e) IoU and PA curves by OB-DeepLabv3+ for images with different resolutions based on the HTI dataset; (f) IoU and PA curves by OB-UNet for images with different resolutions based on the HTI dataset.
It can be seen that the IoU and PA obtained by both the two networks gradually increase with the growing resolution. By taking the results of OB-UNet on the YSH dataset as an example, the IoU of non-collapsed buildings, collapsed buildings and the others after down-sampling at the resolution scale of 0.4 separately decreases by 14.44%, 14.42% and 12.55% compared to the original image. The PA reduces by 10.4%. Moreover, according to the results of OB-DeepLabv3+ on the HTI dataset, the IoU of non-collapsed buildings, collapsed buildings and the others after down-sampling at the resolution scale of 0.4 separately decreases by 36.89%, 36.09% and 28.96% compared with the original image. It shows that as the spatial resolution of images decreases, IoU of collapsed buildings reduces most greatly, followed by non-collapsed buildings. This implies that changes in the resolution remarkably affect the detection results of indistinguishable earthquake-damaged buildings. Therefore, more abundant details contribute to improving the detection accuracy of earthquake-damaged buildings. The higher the resolution in the dataset is, the more abundant the context information that can be provided and the better the training effect of the networks.

6. Conclusions

Great achievements have been realized in semantic segmentation in the field of detecting buildings in high-resolution remote sensing images under common city scenes. Nevertheless, it is still challenging to extract complete building profiles and accurately localize building boundaries during the detection of earthquake-damaged buildings under post-earthquake complex scenes. Hence, a method for semantic segmentation in post-earthquake remote sensing images based on OCR and BE loss was proposed. The augmented feature representation is attained by embedding the OCR module into the high-level feature extraction; additionally, a novel BE loss was designed to drive the networks to pay more attention to the boundary pixels. Finally, OB-DeepLabv3+ and OB-UNet were established based on the two strategies. The experiments carried out according to the YSH and HTI datasets show that the two designed networks present the PA above 87% and 93%, respectively. Additionally, relative to their own base networks, the PA of OB-DeepLabv3+ and OB-UNet increases by 1–2% and the IoU of non-collapsed and collapsed buildings grows by 3–6%. Compared with the MobileNetV2+CA and UNet 3+, PA obtained by using OB-DeepLabv3+ increases separately by 3% and 0.5% at most, while that of OB-UNet shows 4% and 1% increases at most. In addition, we expect that the proposed method will have good usability and effectiveness in other object detection applications which need to deal with the incomplete boundary extraction and inaccurate boundary prediction in VHR remote sensing images. Hence, assessing the suitability of using the proposed method for other applications will be one of our research contents in the future.
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Abbreviations
The following abbreviations are used in this manuscript:
FCN Fully Convolutional Network
VHR Very High-resolution
OCR Object Contextual Representations
BE Boundary Enhanced
CNN Convolutional Neural Network
PPM Pyramid Pooling Module
ASPP Atrous Spatial Pyramid Pooling
AFP Adaptive Feature Pooling
CE Cross Entropy
BCI Boundary Confidence Index
PA Pixel Accuracy
IoU Intersection over Union
TP True Positive
TN True Negative
FP False Positive
FN False Negative
SAR Synthetic Aperture Radar
DR-Net Dense Residual Neural Network
LDA Light-weight Dual Attention
FEFP Feature Enhancement Feature Pyramid
GCN Graph Convolutional Neural
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