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Abstract—Cancer survival prediction is important for developing personalized treatments and inducing disease-causing mechanisms. Multi-omics data integration is attracting widespread interest in cancer research for providing information for understanding cancer progression at multiple genetic levels. Many works, however, are limited because of the high dimensionality and heterogeneity of multi-omics data. In this paper, we propose a novel method to integrate multi-omics data for cancer survival prediction, called Stacked AutoEncoder-based Survival Prediction Neural Network (SAE-surv-net). In the cancer survival prediction for TCGA cases, SAE-surv-net addresses the curse of dimensionality with a two-stage dimensionality reduction strategy and handles multi-omics heterogeneity with a stacked autoencoder model. The two-stage dimensionality reduction strategy achieves a balance between computation complexity and information exploiting. The stacked autoencoder model removes most heterogeneities such as data’s type and size in the first group of autoencoders, and integrates multiple omics data in the second autoencoder. The experiments show that SAE-surv-net outperforms models based on a single type of data as well as other state-of-the-art methods. The source code can be found on the Github: https://github.com/luckydoggy98/SAE-surv-net
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1 INTRODUCTION

Looking back to the previous decade, feeding integrating multi-omics data and clinical data as input to models leads to a significant increase in accuracy of survival prediction, which facilitates understanding biological processes of disease and personalizing optimal therapies. Cancer is associated with abnormal cell growth, uncontrollable cell division and other tissues of the body through metastasis. The onset and progression of cancer can occur under the influence of complicated mechanisms and alterations at various levels including genome, proteome, transcriptome, and metabolome etc. [1]. Therefore, integration strategies across multiple cellular function levels provide unprecedented opportunities to understand the underlying biological mechanisms of cancer [2].

The term “multi-omics” refers to the study of the genome, transcriptome, epigenome, proteome, exposome, and microbiome [3]. Specifically, genomics is the study of identifying genetic variants associated with disease at the genome scale. Transcriptomics is the study of RNA expression from specific tissues, which provides information about cell- and tissue-specific gene expression. Epigenomics are concerned with the genome-wide characterization of DNA methylation or post-translational histone modifications capable of imposing stable and heritable changes in a gene without changing the DNA sequence. Metabolomics provides a snapshot of an organism’s or tissue’s metabolic state. Proteomics is the qualitative and quantitative study of the proteome. Exposomes are non-genetic disease drivers that represent the totality of environmental exposure throughout a person’s life. Microbiomes are microorganisms influencing the physiology of an individual, such as bacteria, viruses, and fungi [3]. High-throughput experimental technologies, including next-generation sequencing, microarrays, and RNA-sequencing technologies provide exponentially increased amount of available omics data [4]. Combining properly these types of omics data as predictor variables allows to comprehensively model biological variation at various levels of regulation [5].

However, challenges such as the curse of dimensionality and data heterogeneity arise when integrating multi-omics data. Because of the large number of measured objects and the small number of patients, the curse of dimensionality occurs naturally in omics data. After integrating, the situation worsens because the number of features to be analyzed grows while the number of samples remains constant. This often arises the risk of overfitting [6]. The heterogeneity of multi-omics data is on account of different number of features, mismatched data distributions, scalings and modalities between various omics [7]. These discrepancies between omics can hinder their integration.

Recent researches mainly focus on addressing these challenges. Dimensionality reduction techniques are used in two ways: feature selection, which identifies a relevant subset of the original features, and feature extraction, which projects data from a high-dimensional space to a lower-dimensional space [9]. Feature selection methods can be classified into three main types: (1) filter-based, (2) wrapper-based, (3) embedded methods. Filter-based methods are independent of any predictive model and implement statistical analysis to
select a subset of relevant features based on correlation (e.g., CFS [9]), distance (e.g., ReliefF [10]), information gain (e.g., mRMR [11]), and statistical test [12]. Wrapper-based methods try to search the best subset of features by applying predictive model repeatedly on different set of features, and then keep the best performing subsets (e.g., RFE [13]), but this strategy is limited by its computing efficiency especially when the dataset is large. Embedded methods are algorithms with feature selection built directly in the predictive models (e.g., tree based feature importance [14], LASSO). The most widely used feature extraction method is Principal Component Analysis (PCA) [15], which transforms high-dimensional features to linearly uncorrelated new features named principal components. However, the transformation in PCA is a linear combination, so that PCA cannot handle non-linear trends in data. Autoencoder is a nonlinear feature transformation technique with multi-layer neural networks structures to extract latent features in a bottleneck layer, which can be employed to reduce dimensionality by restricting the number of bottleneck layer nodes [3]. Both feature selection and feature extraction methods can be used in the data integration analysis, either separately on each omics dataset before integrating or on concatenated multi-omics datasets. Selecting or extracting features from separate datasets before integrating reduces the computation complexity of the subsequent analysis, but it ignores the relationship between the datasets and commonly results in unwanted redundancy and suboptimal results [16]. When dealing with concatenated datasets, it is possible to capture information shared across different datasets and discover more revelatory features that single-omics would miss. However, it must deal with a high-dimensional input data matrix. In order to achieve a balance between computation efficiency and information exploitation quality, the dimensionality reduction is expected to combine with the data integration to be a syncretic process.

M. Picard et al. classify integration methods into five types: early (concatenation-based), mixed (transformation-based), late (model-based), intermediate and hierarchical [17]. The early integration is based on concatenating every dataset into a single large matrix [18]. Although simple, this process results in a more complex, noisier and higher dimensional matrix, and ignores the specific data distribution of each omics [17]. The mixed strategy addresses the shortcomings of the early integration by independently transforming each dataset into a simpler representation before concatenating, which can be less dimensional and less noisy [17]. Commonly used transformation methods are kernel-based, graph-based and neural network-based. Artificial neural networks can capture nonlinear and hierarchical new features from the hidden layers due to their multi-layered structures and nonlinear activation functions, which process can be considered as successive feature extraction. Z Huang et al. propose an algorithm called SALMON to represent mRNA-seq and miRNA-seq data with neural networks respectively. Then the output layers of these networks are fed into a full connected layer together to predict death risk [19]. Some neural networks have architectures specialized in learning meaningful representation, such as autoencoder. New representations for each dataset can be extracted by type-specific encoding sub-networks [20], [21]. Intermediate integration can be described as any methods capable of jointly integrating the multi-omics datasets without prior transformation [17]. For example, K Chaudhary et al. feed stacked three omics data matrices into an autoencoder to extract new integrated features [22]. H Torkey et al. train autoencoder based on concatenated data and take the decoder layer as the new features [23]. Similar to the early integration, the large input matrix in intermediate integrating process is also difficult to exploit. Late integration means to apply predictive models separately on each dataset and then combines their predictions [17]. Sun et al. use a set of deep neural networks to extract information from different datasets respectively, then conduct a score-level fusion for the results predicted by each DNN model [24]. The limitation of this strategy is that it cannot capture inter-omics interactions since it only combines predicted results [17]. Hierarchical integration strategy bases the integration on inclusion of the prior knowledge of regulatory relationships between different datasets, which means external information from interaction database and scientific literature is used [17]. For example, J Hao et al. propose a neural network named MiNet, which has a structure following a biological system by utilizing prior knowledge of biology pathways [25]. On the one hand, this strategy improves model interpretability; on the other hand, its reliance on prior knowledge limits its ability to investigate new biological mechanisms.

Inspired by successful use of integrating strategies in multi-omics data analysis, particularly the use of the neural networks for dimensionality reduction and data integration, we propose a novel approach to integrate multi-omics data for survival analysis called Stacked AutoEncoder based survival prediction neural network (SAEsurv-net). The main contributions of this paper can be summarized as follows: (1) achieving a balance between computation complexity and information exploiting by applying a two-stage dimensionality reduction strategy that first removes features irrelevant to the survival outcome for each data type and then combines the remaining features from various data types; (2) handling heterogeneity of multiple data types by introducing a stacked autoencoder model, in which most heterogeneities such as data’s type and size are removed in the first group of autoencoders; (3) comparing the performance of SAEsurv-net with neural network models based on a single data type and other previous state-of-the-art models.

The rest of the paper is organized as follows: Section 2 elaborates the overall approach, including data collection and preprocessing, as well as the construction of the SAEsurv-net. Section 3 shows the experimental settings and results. Section 4 summarizes the research, identifies potential limitations, and suggests future directions.

2 Methods And Materials
2.1 Materials
To evaluate the performance of SAEsurv-net, we download glioblastoma multiforme (GBM), ovarian serous cystadenocarcinoma (OV), and breast invasive carcinoma (BRCA) datasets from The Cancer Genome Atlas (TCGA) project through UCSC Xena [26]. Each dataset contains three types
of information: gene expression, copy number variations (CNV), and clinical information. Gene expression features are taken as FPKM values from the Illumina platform. CNV features are derived from Affymetrix Genome Wide Human SNP 6.0 platform. Characteristics for each dataset are shown in Table 1. Each gene expression dataset has 60484 features, each CNV dataset has 19730 features, and each clinical dataset of GBM, OV, and BRCA has 3, 5, and 9 features, respectively. Features involved in each clinical dataset are listed in Appendix A. After removing the patients who do not have all the three types of information simultaneously, we get 156, 373, 1040 samples in GBM, OV, BRCA data respectively.

2.2 Preprocess

In the first place, We normalize all datasets and remove redundant features. In gene expression data, features are applied \(\log(2(1 + x))\) transformation and zero-mean unit-variance normalization. In clinical data, categorical features are transformed into one-hot codes and numerical features are normalized to zero-mean unit-variance, while the missing values are imputed by mode.

To avoid overfitting, we adopt a two-stage dimensionality reduction strategy. In the first stage, we remove features with zero variance and features with the same value for each type of data. After that, the log-rank test is applied to each feature, and features with the p-values greater than 0.05 are removed. Before the log-rank test, features in gene expression are discretized into three categories: under-expression (-1), over-expression (1), and baseline (0), and numerical values are used after the test. The results of this stage are shown in Table 1. For all diseases, the decrease of the numbers of features in gene expression and CNV is greater than 90%. In the second stage, we apply a stacked autoencoder model to extract and integrate features from multiple omics data.

2.3 A Stacked Autoencoder Model for Feature Extraction and Integration

After the first stage of dimensionality reduction, we obtain a subset of original features for each single dataset, however, the number of features is still too large when compared with the sample size. In the second stage, we create a lower-dimensional representation for multiple omics with a stack of autoencoder models. This procedure can be divided into two steps. The first step is to train an autoencoder on each dataset. By limiting the number of nodes in the bottleneck layer, a lower-dimensional representation of each dataset can be obtained. In the new representations, most heterogeneities such as data’s type and size are removed. In the second step, representations corresponding to multiple omics data are concatenated and fed into another autoencoder. This step simultaneously reduces dimensionality and integrates data. Consequently, a cross-omics representation is obtained.

As shown in Fig. 1, the preprocessed gene expression vector \(x_{\text{gene}}\) and CNV vector \(x_{\text{cnv}}\) are fed into two autoencoder models, respectively. Each autoencoder is a neural network that is trained to attempt to copy its input \(x\) to its output \(\hat{x}\). The network consists of two parts: an encoder that represents the input and a decoder that produces a reconstruction. The most salient features of the training data will be captured by constraining the bottleneck layer \(h\) to have a smaller dimension than \(x\). Let \(h_{\text{gene}}\) and \(h_{\text{cnv}}\) denote the hidden representations of the two one-hidden-layer autoencoder models respectively:

\[
\begin{align*}
    h_{\text{gene}} &= f_1,g(W_gx_{\text{gene}} + b_g) \\
    h_{\text{cnv}} &= f_1,c(W_cx_{\text{cnv}} + b_c)
\end{align*}
\]

And the reconstruction is:

\[
\begin{align*}
    \hat{x}_{\text{gene}} &= g_1,g(W_g'h_{\text{gene}} + b'_g) \\
    \hat{x}_{\text{cnv}} &= g_1,c(W_c'h_{\text{cnv}} + b'_c)
\end{align*}
\]

Then the two hidden representations are concatenated as \([h_{\text{gene}}; h_{\text{cnv}}]\) and inputted to another autoencoder, which extracts the cross-omics representation \(h_{\text{con}}\) of multiple omics data:

\[
    h_{\text{con}} = f_2(W_{\text{con}}[h_{\text{gene}}; h_{\text{cnv}}] + b_{\text{con}})
\]

And the reconstruction is:

\[
    \hat{x}_{\text{con}} = g_2(W_{\text{con}}'h_{\text{con}} + b'_{\text{con}})
\]

This two-step data extraction process based on a stack of autoencoder models is a so-called Stacked AutoEncoder (SAE) model [28]. SAE is defined as a stacking of multiple autoencoder models to form a deep structure. In SAE, the hidden layer of the \(k\)th autoencoder is fed as the input into the \((k + 1)\)th autoencoder.

We define regularized mean squared error (MSE) loss as the objective function for each autoencoder:

\[
    L_g(W_g, b_g, W'_g, b'_g) = \sum_{i=1}^{n} ||\hat{x}^i_{\text{gene}} - x^i_{\text{gene}}||^2_2 + \lambda_g(||W_g||_1 + ||W'_g||_1) + \alpha_g(||W_g||^2_2 + ||W'_g||^2_2)
\]
Risk prediction is a concatenation of time. This hazard function shows the death rate at time \( t \). The function, which can be an arbitrary non-negative function, is obtained by optimizing algorithm described in Section 3.1.

\[
L_{c}(W_{c}, b_{c}, W'_{c}, b'_{c}) = \sum_{i=1}^{n} \| \tilde{x}_{i}^{c} - x_{i}^{c, \text{conv}} \|^{2}_{2} \\
+ \lambda_{c}(\|W_{c}\|_{1} + \|W'_{c}\|_{1}) \\
+ \alpha_{c}(\|W_{c}\|_{2}^{2} + \|W'_{c}\|_{2}^{2})
\]

where \( \| \cdot \|_{1} \) and \( \| \cdot \|_{2}^{2} \) denote \( L_{1} \) and \( L_{2} \) norm, and \( i \) denotes the \( i \)th feature. The weight parameters \( W_{c}, \ W'_{c}, \ W_{con}, \ W'_{con} \) and bias parameters \( b_{c}, \ b'_{c}, \ b_{con}, \ b'_{con} \) in neural networks can be obtained by minimizing the loss functions respectively, the hyperparameters such as activation function, numbers of nodes, \( \alpha_{c}, \lambda_{c} \), etc., can be obtained by optimizing algorithm described in Section 3.1.

2.4 A Risk Prediction Neural Network Model for Survival Analysis

Once the stack of autoencoder models has been built, its highest level output representation \( h_{\text{con}} \) can be used in the following prediction. As shown in Fig. 1, the vector \( x_{in} \), which is a concatenation of \( h_{\text{con}} \) and clinical vector \( x_{cli} \), is inputted to a risk prediction network with two hidden layers. The final outcome of the risk prediction network is Prognostic Index (PI), indicating the death risk of samples.

\[
L_{\text{con}}(W_{\text{con}}, b_{\text{con}}, W'_{\text{con}}, b'_{\text{con}}) = \sum_{i=1}^{n} \| \tilde{x}_{i}^{\text{con}} - [h_{\text{gene}}; h_{\text{conv}}] \|^{2}_{2} \\
+ \lambda_{\text{con}}(\|W_{\text{con}}\|_{1} + \|W'_{\text{con}}\|_{1}) \\
+ \alpha_{\text{con}}(\|W_{\text{con}}\|_{2}^{2} + \|W'_{\text{con}}\|_{2}^{2})
\]

where \( \| \cdot \|_{1} \) and \( \| \cdot \|_{2}^{2} \) denote \( L_{1} \) and \( L_{2} \) norm, and \( i \) denotes the \( i \)th feature. The weight parameters \( W_{\text{con}}, \ W'_{\text{con}}, \ W_{\text{con}}, \ W'_{\text{con}} \) and bias parameters \( b_{\text{con}}, \ b'_{\text{con}}, \ b_{\text{con}}, \ b'_{\text{con}} \) in neural networks can be obtained by minimizing the loss functions respectively, the hyperparameters such as activation function, numbers of nodes, \( \alpha_{\text{con}}, \lambda_{\text{con}}, \alpha_{\text{con}} \), etc., can be obtained by optimizing algorithm described in Section 3.1.

3 Results

3.1 Experimental Design

The performance of SAESurv-net is assessed by comparing it with networks based on a single data type and current state-of-the-art methods, such as DeepSurv [29]. We consider C-index [30] as the measure of the predictive performance. It is defined as the ratio of the concordant predicted pairs to the total comparable pairs:

\[
c = \frac{1}{\text{num}} \sum_{i: \delta_{i} = 1, j: y_{i} < y_{j}} I[P_{i} > P_{j}]
\]

where \( \text{num} \) denotes the total number of comparable pairs, \( I[\cdot] \) is the indicator function. \( \delta_{i}, \ y_{i}, \ \text{and} \ P_{i} \) denote the censored status, observed survival time and predicted death risk of the \( i \)th sample.

We repeat the evaluation 20 times for the reproducibility of the model performance. On each experiment, data is
randomly split into two subsets: training (80%) and test data (20%) by stratified sampling with censored status. We train every model with training data, and apply a 5-fold cross validation to find the optimal hyperparameters. Once the model was well-trained, the test data is used to evaluate the predictive performance.

The neural networks are implemented based on TensorFlow 1.15.2 and Keras 2.8.0 deep learning library; the data preprocessing and train-test split are implemented with scikit-learn [31]; the log rank test and C-index computation are performed with lifelines [32]; the plots of results are accomplished through ggplot2 [33] and ggpubr with Rstudio. More details of SAEsurv-net can be found at https://github.com/luckydoggy98/SAEsurv-net. In order to achieve a nearly fair comparison, we train DeepSurv by following the implementation codes provided by the authors’ GitHub https://github.com/jaredleekatzman/DeepSurv.

We perform the hyperparameter optimization through Bayesian optimization implemented with BayesianOptimization [34] and NNI [35]. The latter is an open source AutoML toolkit for hyperparameter optimization, neural architecture search, model compression and feature engineering. For autoencoder models, the configuration with the least validation mean squared error will be chosen, for risk prediction network, the configuration with the largest validation C-index will be chosen. The detailed hyperparameters used in SAEsurv-net are described in Appendix B.

### 3.2 Comparison of SAEsurv-net with Single-Omics Data Based Models

To illustrate the effectiveness of integration strategy, we compare the performance of SAEsurv-net with neural networks based on a single type of data. For simplicity, we denote networks only based on gene expression or CNV data as AE-gene and AE-cnv, respectively. In AE-gene or AE-cnv, preprocessed gene expression or CNV data is fed into a one-hidden-layer autoencoder, as in SAEsurv-net. Then the representations extracted are fed into a two-hidden-layer risk prediction network. There is no integrating step in AE-gene nor AE-cnv. The loss functions and hyperparameter optimization methods in AE-gene, AE-cnv, and SAEsurv-net are the same.

Fig. 2(a) shows the distribution of C-index of the experiments. The mean values of C-index are listed in Table 2. For each disease, SAEsurv-net achieves the highest mean (0.6212, 0.6141, and 0.6451 respectively) and relatively low variance of C-index, compared with AE-gene (0.5250, 0.5516, and 0.5627 respectively) and AE-cnv (0.4820, 0.5181, and 0.5345 respectively). The Wilcoxon test results are represented by p-values and symbol *. *** denotes a p-value lower than 0.001, ** denotes a p-value bigger than 0.001 but lower than 0.01, * denotes a p-value bigger than 0.01 but lower than 0.05, ns denotes a p-value bigger than 0.05.

(b) GBM, (c) OV, (d) BRCA.
and 0.6119 respectively) and AE-cnv (0.5025, 0.5566, and 0.4958 respectively). * in Fig. 2(a) denotes the Wilcoxon rank-sum test results for two groups of C-index. *** denotes a p-value less than 0.001, ** denotes a p-value greater than 0.001 but less than 0.01, * denotes a p-value greater than 0.01 but less than 0.05, ns denotes a p-value greater than 0.05. We can see that the outperformance of SAEsurv-net against AE-gene and AE-cnv is statistically significant (p-value<0.05). As shown in Fig. 2(b)(c)(d), SAEsurv-net has the highest C-index in almost every experiment. It means that the performance improvement of SAEsurv-net is consistent and does not rely on data splitting.

**Table 2**

| Disease | Model      | C-index mean   |
|---------|------------|----------------|
| GBM     | AE-gene    | 0.5250         |
|         | AE-cnv     | 0.5025         |
|         | DeepSurv   | 0.5763         |
| SAEsurv-net | AE-gene   | 0.6212         |
|          | AE-cnv     | 0.5516         |
|          | DeepSurv   | 0.5566         |
| OV      | SAEsurv-net | 0.6141         |
|         | AE-gene    | 0.6119         |
|         | AE-cnv     | 0.4958         |
|         | DeepSurv   | 0.6395         |
| BRCA    | SAEsurv-net | 0.6451         |

**3.3 Comparison of SAEsurv-net with Other Methods**

To demonstrate the outperformance of SAEsurv-net against other integration strategies, we compare the performance of SAEsurv-net with DeepSurv. As shown in Table 2 and Fig. 2(a), for GBM and OV data, SAEsurv-net has higher C-index means (0.6212 and 0.6141) than DeepSurv with the p-values less than 0.05. It means that SAEsurv-net significantly outperforms DeepSurv on these two datasets. For BRCA data, the p-value of test between SAEsurv-net and DeepSurv is greater than 0.05, which means there is no significant improvement of SAEsurv-net against DeepSurv. However, SAEsurv-net still holds a higher mean (0.6451) and lower variance of C-index, indicating that it performs more robustly than DeepSurv at the same accuracy level.

**3.4 Visualization of risk prediction with Kaplan-Meier plot**

We perform the Kaplan-Meier plot with log-rank test to visualize the risk prediction of SAEsurv-net in one experiment. For a specific disease, samples in the test set are grouped into low-risk and high-risk groups according to their predicted risk. Specifically, samples with predicted risk lower than the overall median of predicted risk are assigned to the low-risk group, otherwise they are assigned to the high-risk group. Fig. 3 shows the Kaplan-Meier plots of the three diseases. We can see the distinct separation of the two groups with significant log-rank test results (p-value<0.01).

**4 Discussion and Conclusion**

Cancer survival prediction is important for developing personalized treatments and inducing disease-causing mechanisms. In this study, we established a novel neural network named SAEsurv-net to integrate multi-omics data and predict death risk of patients with cancer. SAEsurv-net addresses the curse of dimensionality with a two-stage dimensionality reduction strategy. In the first stage, irrelevant features in all datasets are removed. In the second stage, the remaining features are transformed and integrated into a lower-dimensional representation by a stack of autoencoder models. For details, SAE extracts type-specific representations for each dataset from the first autoencoder, then extracts cross-omics representation from the second autoencoder. Most heterogeneities such as data's type and size are removed through the first group of autoencoders. So SAEsurv-net also handles the heterogeneity between different types of data. Compared with integration strategies that either concatenating data matrices at the start or combining prediction results at the end, SAEsurv-net takes a middle ground approach. Experimental results of SAEsurv-net for
cancer survival prediction are promising, achieving a higher mean and lower variance of C-index when compared to the neural networks based on a single data type and other state-of-the-art models. The evaluation results demonstrate the effectiveness of data integration strategy and advantages of SAEsurv-net.

However, there are still some areas to be explored. Firstly, the sample size is still small when compared with the number of model parameters. Considering about the difficulty and cost of obtaining a large amount of data, methods should be developed to maximize the use of available data. Transfer learning is focusing on transferring the knowledge from some source tasks to a target task when the latter has fewer high-quality training data [36]. Existing multi-omics studies transfer knowledge by combining datasets from different diseases [37], or by finetuning pretrained neural networks built on unlabeled dataset using labeled dataset [38]. However, involving unfamiliar instances may introduce noise and proper instance selection principles need to be studied. Additionally, the lack of interpretability of deep neural networks hinders their application to real situations, and interpretable models should be established. Tree-based models and graph-based models [39] can provide explicit decision-making processes, which can generate intelligible rules. Introducing biological knowledge is also helpful to enhance the interpretability and reduce the overfitting risk of models [25].

**APPENDIX A**

**FEATURES USED IN CLINICAL DATA**

| Disease | Feature name | Description |
|---------|--------------|-------------|
| GBM     | age at initial pathologic diagnosis | age at which a disease was first diagnosed |
|         | radiation.therapy | the patient’s history of radiation therapy |
|         | gender.demographic | gender |
|         | age at initial pathologic diagnosis | age at which a disease was first diagnosed |
|         | clinical.stage | stage group determined on the tumor, regional node and metastases and by grouping cases with similar prognosis for cancer |
| OV      | neoplasm.histologic.grade | the degree of abnormality of cancer cells |
|         | person.neoplasm.cancer.status | the state or condition of an individual’s neoplasm |
|         | race.demographic | race based on the Office of Management and Budget categories |
|         | age at initial pathologic diagnosis | age at which a disease was first diagnosed |
|         | history of neoadjuvant treatment | the patient’s history of neoadjuvant treatment and the kind of treatment given prior to resection of the tumor |
|         | menopause.status | the status of a woman’s menopause |
|         | pathologic.M | code to represent the defined absence or presence of distant spread or metastases (M) to locations |
|         | pathologic.N | codes that represent the stage of cancer based on the nodes present (N stage) |
| BRCA   | pathologic.T | code of pathological T (primary tumor) to define the size or contiguous extension of the primary tumor (T) |
|         | ethnicity.demographic | ethnicity based on the Office of Management and Budget categories |
|         | race.demographic | race based on the Office of Management and Budget categories |
|         | person.neoplasm.cancer.status | the state of an individual’s neoplasm |

**APPENDIX B**

**DETAILED PARAMETER CONFIGURATIONS OF MODELS**

| hyperparameter | GBM | value |
|----------------|-----|-------|
| dropout rate   | 0.4567 | 0.3683 | 0.1694 |
| bottleneck units optimizer | adam | nadam | nadam |
| activation function | softmax | tanh | tanh |
| \(\lambda\) | 0 | 0 | 0 |
| \(\alpha\) | 0 | 0 | 0.00001 |
| learning rate | 0.001 | 0.001 | 0.0001 |
| training epoch | 50 | 80 | 100 |
| mini-batch size | 30 | 100 | 60 |
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