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Abstract. Fully polarized neutron reflectometry and grazing incidence small angle neutron scattering are effective methods to explore magnetic structures on the nm to µm length scales. This paper is an outline of how to fully correct for the polarization analysis (PA) inefficiencies of such an instrument and to determine the error contributions of the neutron polarizer and analyzer. This discussion considers the exact case of the polarization analysis instrumentation used on the MARIA neutron reflectometer at the MLZ or for a general polarized neutron scattering instrument using at least one $^3$He neutron spin filter that has the capability for adiabatic fast passage nuclear magnetic resonance flipping of the $^3$He polarization. This paper will work to build a conceptual understanding of how the inefficiencies of neutron polarization elements affect measured data in order to stress and encourage the application of PA corrections and to help perform successful measurements. Then, using data from a fully polarized neutron reflectometer test measurement we show how it is possible to recover signals on the order of, or even smaller than, the inefficiencies, or bleed-through, of the neutron polarization devices used.

1. Introduction

Neutron reflectometry and grazing incidence small angle neutron scattering (GISANS) with polarization analysis allow depth-resolved investigation of the magnetic structures in thin films and mesoscopic structures deposited on a surface. Neutron reflectometry gives access to in-plane averaged information and GISANS to correlations between in-plane variations, if those correlations appear on length scales smaller than the projection of the coherence volume of the beam on the sample surface. In the non-spin-flip (NSF) channels, one has access to the nuclear correlations and to the component of the field parallel to the beam polarization vector and, in the spin-flip (SF) channels, one has access to the component of the field perpendicular to it. Therefore, by comparing the SF and NSF channels, one obtains vector information on the magnetic fields and their lateral correlations. Such studies are possible on the JCNS magnetism neutron reflectometer, MARIA [1] which uses a $^3$He spin filter as the analyzer element.

In this paper we will follow the formalism presented by A. Wildes [2, 3] where the matrix method was used to describe the polarization ($P$), analysis ($A$), and flipper ($+F$) efficiency correction problem in polarized neutron scattering. Such corrections are implemented in software
for polarized instruments at the Institute Laue Langevin and NIST for example but here we look at how such corrections affect measured data to obtain a conceptual understanding also discussing the error sources and propagation. Finally the discussion can be applied to analysis of data from our MARIA reflectometer [1] which is used as an example.

A typical neutron scattering instrument would have a polarizer, $P$ followed by a polarization flipper $F$ before the sample, then another flipper after the sample followed by a polarization analyzer $A$. This document will solve the equations for two sub-cases of those described in [2, 3], one where the neutron flippers have ideal efficiencies, and two where one flipper is of a known and arbitrary efficiency, but the other flipping efficiency is perfect. The first case is to aide the conceptual understanding and stress the importance of PA corrections, and the second is the actual case for our MARIA reflectometer [1] where the polarization analyzer utilizes adiabatic fast passage reversal of the $^3$He nuclear polarization [4, 5, 6, 7] which makes $A$ reversible negating the need for the second flipper. For this instance all the parameters of the $PA$ and flipper ($+F$) efficiencies can be explicitly determined with neutron transmission measurements (see Appendix B for details), thus allowing full correction of the measured cross-sections up to statistical and systematic error levels. The resulting discussion can be used as a recipe for $PAF$ data corrections on instruments such as MARIA, including those with possible $^3$He polarization time-dependence.

In a full $PA$ experiment, one would measure four scattering intensities, $I^{00}$, $I^{01}$, $I^{10}$ and $I^{11}$, corresponding to the four possible combinations of the polarizer and analyser spin state. These intensities are then related to the two spin flip ($\Sigma^+ - \Sigma^-$) and two non-spin flip ($\Sigma^{++}$ and $\Sigma^{--}$) cross-sections with the relations derived in this work. From these four cross-sections the proportions of nuclear, magnetic and incoherent scattering can be obtained which can be applied for data from arbitrary scattering/detector geometries [8]. The main purpose of this discussion is both to guide in the practical data procurement and treatment in $PA$ experiments, as well as to aide in a conceptual understanding of the relation between measured intensity data and the limits to the observable cross-section information contained within.

Beginning with the first case we derive the expressions for ideal neutron flipper inefficiencies as this greatly shortens the expressions. Even though not the practical case, the resulting expressions help one to understand how the often more intense non-spin flip cross-sections are being mixed with the much less intense spin-flip cross-sections in the measured intensities. This can be particularly useful to help understand the view on the live display during a measurement, thus giving an idea of when an observed spin-flip signal contains information on the sample cross-sections vs. simply being polarization leakage or “bleed through” of the bright non-spin flip states onto the spin flip states because of the $PA$ inefficiencies. The resulting understanding can then be useful for intuitively performing effective neutron measurements. However as will be shown using a sample data set (see fig. 4), for an instrument such as MARIA even a low incident beam flipper inefficiency can lead to a spurious asymmetry in measured spin-flip intensities because this flipper is active in only two of the total four measured intensities. Therefore to correct the actual data, the discussion will then be extended to include the incident beam flipper inefficiency as well.

Finally, data obtained from a test measurement will be $PAF$ corrected using the before described relations. This data will show visually the effects and robustness of the $PAF$ inefficiency corrections by displaying the measured intensity plots next to the corrected cross-section plots with the resulting error contributions given. From this data it will be clear that in cases where there is no spin-flip scattering cross-sections, such as for saturated magnetic layers, the measured intensities are to first order simply the bleed through from the relative intensities of the non-spin-flip states times the sum of the polarization inefficiencies. As a result the amplitudes will go to zero in the corrected cross-section data, giving us confidence in data that does contain spin-flip scattering cross-sections even if their amplitudes lie below the $PAF$ inefficiencies once the data is appropriately corrected.
2. Derivation of the PA correction equations

We use the polarization matrix method summarized by A. Wildes in [2] to derive the PA corrections. The full matrices for the neutron polarization after scattering are as follows:

\[
\begin{bmatrix}
I^{00} \\
I^{01} \\
I^{10} \\
I^{11}
\end{bmatrix} =
\begin{bmatrix}
1 - p_1 & 0 & p_1 & 0 \\
0 & 1 - p_1 & 0 & p_1 \\
p_1 & 0 & 1 - p_1 & 0 \\
0 & p_1 & 0 & 1 - p_1
\end{bmatrix}
\begin{bmatrix}
1 - p_2 & p_2 & 0 & 0 \\
p_2 & 1 - p_2 & 0 & 0 \\
0 & 0 & 1 - p_2 & p_2 \\
0 & 0 & p_2 & 1 - p_2
\end{bmatrix}
\times
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
f_1 & 0 & 1 - f_1 & 0 \\
0 & f_1 & 0 & 1 - f_1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 \\
f_2 & 1 - f_2 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & f_2 & 1 - f_2
\end{bmatrix}
\]

In the experiment one measures the normalized intensities \( I^{00}, I^{01}, I^{10}, \) and \( I^{11} \) which are the convolution of the instrument’s \( PA \) parameters and the scattering from the sample whereas \( \Sigma^{++}, \Sigma^{+-}, \Sigma^{-+} \) and \( \Sigma^{--} \) are the physical scattering contributions, or cross-sections themselves. The indices on \( I \) refer to the digital on (1) or off (0) state of the neutron flippers, i.e. a setting in the measurement script, whereas the indices on \( \Sigma \) refer to the polarization, or spin, of the neutrons before or after the sample being aligned parallel (+) or anti-parallel (-) to the magnetic holding field. The above matrix gives a set of linear equations that can be solved in terms of the intensities for \( \Sigma^{00} \) if the flipper inefficiencies, \( f_1 \) for the incident beam, \( f_2 \) for the scattered beam, and the polarizing inefficiency \( p_1 = (1 - P)/2 \) and the analyzer inefficiency \( p_2 = (1 - A)/2 \) are known. Here \( P \) and \( A \) are the neutron polarization powers of the polarizer and analyzer respectively. We first solve the above relation for the case of ideal flippers (inefficiency=0) and arbitrary \( p_1 \) and \( p_2 \). Performing the algebra one obtains:

\[
\Sigma^{++} = \frac{I^{00}(1 + p_1p_2 - p_1 - p_2) + I^{01}(p_1p_2 - p_2) + I^{10}(p_1p_2 - p_1) + I^{11}p_1p_2}{(1 - 2p_1)(1 - 2p_2)}
\]

(2)

\[
\Sigma^{+-} = \frac{I^{01}(1 + p_1p_2 - p_1 - p_2) + I^{00}(p_1p_2 - p_2) + I^{11}(p_1p_2 - p_1) + I^{10}p_1p_2}{(1 - 2p_1)(1 - 2p_2)}
\]

(3)

\[
\Sigma^{-+} = \frac{I^{10}(1 + p_1p_2 - p_1 - p_2) + I^{11}(p_1p_2 - p_2) + I^{00}(p_1p_2 - p_1) + I^{01}p_1p_2}{(1 - 2p_1)(1 - 2p_2)}
\]

(4)

\[
\Sigma^{--} = \frac{I^{11}(1 + p_1p_2 - p_1 - p_2) + I^{10}(p_1p_2 - p_2) + I^{01}(p_1p_2 - p_1) + I^{00}p_1p_2}{(1 - 2p_1)(1 - 2p_2)}
\]

(5)

In these equations one can see the appearance of the incident polarization, \( P = (1 - 2p_1) \), and the analyser efficiency \( A = (1 - 2p_2) \), where the factor of two in these relations comes from the definition of a polarization \( (A \) and \( P) \) vs. the definition of the polarization inefficiencies used in eq. (1) which are simply the fraction of spins oriented the “wrong” direction [9]. Thus the data are normalized to the total instrumental analyzing power, and the factors multiplied by each measured \( PA \) state show how the mixed spins of the neutron beam contaminates the measured data. For a conceptual understanding of the importance of these corrections, let us assume \( \Sigma^{++} \approx \Sigma^{--}, \Sigma^{+-} \approx \Sigma^{-+} \) and that the analyzing power and polarizing power are matched, i.e. \( p_1 \approx p_2 \). Note, cross-section information in the analyzed data for the spin flip states diverges to 0 for a measured asymmetry of \( I^{01}/I^{00} \approx F_{SF} \approx ((I^{11}/I^{00})p_1 + p_2)/(1 - p_1 - p_2) \) where
Figure 1. Influence of the the PA corrections on the observed signals for (a) balanced polarizer analyzer inefficiency of 98% or $p_1 = p_2 = 0.01$ and (b) for imbalanced PA with analyzing inefficiency of 80% or $p_2 = 0.1$ and a polarizer inefficiency of $p_1 = 0.01$. This shows that PA corrections become important for scattering at the level of the sum of the polarization inefficiencies. Left axis: the black line is the fraction of the measured signal $I^{10}/I^{00}$, the blue lines are the relative cross-section $\Sigma^{-+}$ and the red line is the partially corrected signal where $^*\Sigma^{-+} = I^{10} - I^{00}p_2 - I^{11}p_1$. Right axis: the dot-dash lines are the respective relative error in assuming that the black (uncorrected intensities line) or red lines (first order corrected lines) represent the cross-section.

$F_{SF}$ is the relative apparent spin flip scattering fraction of a measured feature for a given $(\alpha_i, \alpha_f)$ pair compared to the non-spin-flip scattering where $\alpha_i$ is the neutron angle of incidence on the sample and $\alpha_f$ is the final angle after reflection from the sample. For practical cases this implies the error diverges for $I^{01}$ or $I^{10} \leq p_1 + p_2$. Thus, for example if $p_1 = p_2 = 0.01$, a rather acceptable 98% polarization and analyzing power, then the spin flip cross-section data in the $I^{01}$ or $I^{10}$ channels is invisible for $I^{10} \simeq I^{01} \simeq 2\% \simeq p_1 + p_2$ if PA corrections are not made. As one can see in fig. 2 (a), for ratios of signal intensities of $0.1 \simeq I^{10}/I^{00}$ the mixing of the wrong spin states already leads to high error. One may be inclined to do a first order correction ignoring the crossed terms containing the $p_1p_2$ or $p_2^2$ terms, however in fig. 2 (a) one can see that using the approximation $^*\Sigma^{-+} \simeq I^{01} - I^{00}p_2 - I^{11}p_1$ still only allows recovery of signals on the order $F_{SF} \simeq 2\%$ where the error diverges, and further this process actually over subtracts the spin mixing from the data. Fig. 2 (b) shows the same plots but for vastly imbalanced PA using a spin filter with $p_2 = 0.1$ and a polarizer with $p_1 = 0.01$ corresponding to a polarizer efficiency of 98% and an analyser efficiency of around 80%, nevertheless one arrives at the same conclusion. This shows conceptually that if one needs to observe spin flip signals overlapping strong non-spin-flip signals in Q space, i.e. occurring at the same $(\alpha_i, \alpha_f)$, the corrections become critical at the level of $p_1 + p_2$ and therefore must be known to a good statistical accuracy. Conversely for intense spin-flip signals above this level, or for well resolved spin-flip and non-spin-flip signals in Q space, the first order correction when performed properly is readily sufficient to obtain up to 1% systematic accuracy in the processed data.
3. Full PA correction equations with an imperfect incident beam flipper, \( +F \)

The equations provided up to this point help one understand how PA inefficiencies affect measured intensity data, but they are not sufficient to correct measured data from an instrument with a non-perfect \( f_1 \) flipper inefficiency. Therefore solving eq. (1) assuming necessary corrections for \( p_1, p_2 \) and \( f_1 \), which is the actual case for MARIA, the above relations become:

\[
\Sigma^{++} = \frac{I^{00}((1 + p_1 p_2 - p_1 - p_2)(1 - f_1) - f_1(p_1 p_2 - p_1))}{(1 - 2p_1)(1 - 2p_2)(1 - f_1)} + \frac{I^{01}(p_1 p_2 - p_2)(1 - f_1) - p_1 p_2 f_1 + I^{10}(p_1 p_2 - p_1) + I^{11} p_1 p_2}{(1 - 2p_1)(1 - 2p_2)(1 - f_1)}
\]

\[
\Sigma^{+-} = \frac{I^{01}((1 + p_1 p_2 - p_1 - p_2)(1 - f_1) - f_1(p_1 p_2 - p_1))}{(1 - 2p_1)(1 - 2p_2)(1 - f_1)} + \frac{I^{00}(p_1 p_2 - p_2)(1 - f_1) - p_1 p_2 f_1 + I^{11}(p_1 p_2 - p_1) + I^{10} p_1 p_2}{(1 - 2p_1)(1 - 2p_2)(1 - f_1)}
\]

\[
\Sigma^{-+} = \frac{I^{10}(1 + p_1 p_2 - p_1 - p_2)}{(1 - 2p_1)(1 - 2p_2)(1 - f_1)} + \frac{I^{11}(p_1 p_2 - p_2) + I^{00}(p_1 p_2 - p_1)(1 - f_1) - f_1(p_1 p_2 - p_1)) + I^{01}(p_1 p_2(1 - f_1) + p_2 f_1}{(1 - 2p_1)(1 - 2p_2)(1 - f_1)}
\]

\[
\Sigma^{--} = \frac{I^{11}(1 + p_1 p_2 - p_1 - p_2)}{(1 - 2p_1)(1 - 2p_2)(1 - f_1)} + \frac{I^{10}(p_1 p_2 - p_2) + I^{01}(p_1 p_2 - p_1)(1 - f_1) - f_1(p_1 p_2 - p_1)) + I^{00}(p_1 p_2(1 - f_1) + p_2 f_1}{(1 - 2p_1)(1 - 2p_2)(1 - f_1)}.
\]

From analogy to the discussion where the flipper inefficiency was neglected, the result of this correction will again only become important when \( f_1 \approx F_{SF} \). Since a typical RF gradient flipper as used on MARIA can have an inefficiency on the order of \( 1 \times 10^{-3} \) the corrections should be included to obtain a dynamic range beyond this level.

4. Examples from \( PA \) corrections on polarized reflectometry data

We now apply the results of section 3 to correct the data from a test measurement of a Fe\textsuperscript{nat}Fe\textsuperscript{58} superlattice grating. The grating produced in KU Leuven and on loan from the ILL was a superlattice of 10 repeats of 10 nm layers of natural abundance Fe followed by 10 nm of isotopically enriched Fe\textsuperscript{58} that was sputtered on a 2 cm by 2 cm Si substrate. This superlattice was then etched with photo-resist methods to print a grating with a period of 10 \( \mu \text{m} \) on it. This sample was then installed in the vertical sample magnet on MARIA where the detector arm scans the scattering in the horizontal plane with the grating lines also positioned vertically.

The MARIA instrument is a polarized neutron reflectrometer with a horizontal-plane scattering geometry that uses a \( \Delta \lambda/\lambda = 10\% \) neutron velocity selector to choose the neutron wavelength [1]. The incident beam is polarized with a super-mirror and the incident beam flipper is a RF-gradient neutron flipper [6]. After the guide exit approximately 20 cm before the sample position, the neutron flight path was in air up to the position sensitive detector placed 200 cm after the sample position on the detector arm. For this experiment the analyzer was a 12 cm I.D. \(^3\)He neutron spin filter cell called “Idafix” [10] that is 8 cm long with 1.16 bar neutron calibrated \(^3\)He pressure and a 380 hour \(^3\)He lifetime in ideal laboratory conditions. The cell was polarized off-line and placed about 60 cm after the sample inside an 80 cm long permanent
magnet $\mu$-metal cavity producing a uniform magnetic field transverse to the neutron beam and sample magnet. This magnetic cavity had a rectangular solenoid RF-coil installed in it for the AFP flipping of the $^3$He [6, 7].

For this test the sample was installed in a vertical electromagnet capable of up to 1.1 T with the $5 \text{ cm}$ gap pole shoes we used. The detector in this position gives us an angular resolution of around 0.3 mRad. For this measurement we chose to make $\alpha_i$ steps of 0.9 mRad as a balance between resolution and the acquisition time required for reasonable statistics. Data was recorded for each $\alpha_i$ line of an $I^{\chi\psi}$ plot for 6 min, then the incident beam flipper was switched states to record the $\alpha_i$ line for the other flipper state where the superscripts $\chi$ and $\phi$ refer to the state (i.e. 1 or 0) of the incident beam polarization and analyzer respectively. After a full $\alpha_i$ scan for $I^{00}$ and $I^{10}$, the $^3$He AFP flipper was used to reverse the $^3$He polarization and the detector arm was returned to the starting position and the $\alpha_i$ scan is repeated for the $I^{10}$ and $I^{11}$ plots. For this particular test experiment the $^3$He spin filter was polarized offline in the JCNS spin-exchange optical pumping (SEOP) laboratory [11] and therefore had a time-dependent polarization. Since each pair of intensity plots took around 12 hours to acquire, the intensity data is corrected for the time dependent neutron transmittance of the $^3$He spin filter and the PAF corrections also use its time dependent $A$ to solve for the corrected cross-sections.

Both the neutron analyzing power and transmittance of the $^3$He neutron spin filter cell are functions of the $^3$He polarization $P_{^3\text{He}}$, and neutron wavelength $\lambda$ (see eqs. (14) and (15) in Appendix B) and can be explicitly calculated with transmittance measurements. Then using the determined $^3$He cell parameters, the remaining $P$ and $F$ efficiencies can be obtained by measuring the instruments 2 flipping ratios $F_{\text{on}}$ and $F_{\text{off}}$ using the $^3$He APF flipper to reverse the analyzer polarization with the incident beam flipper on or off respectively. Further possible time changing $^3$He polarization, which normally follows an exponential decay, can be determined by repeating the transmittance calibration measurements periodically during the experiment. The result is all of the PAF efficiency parameters, and neutron transmittance can be explicitly characterized with simple calibration measurements on the direct neutron beam. A detailed description of the instrument calibration procedure used to perform the PAF corrections is given in Appendix B.

In order to correct the intensities to the time dependence, as follows from the full description in [3] the intensities $I^{\chi\psi}$ are normalized to the neutron transmittance. As stated before reflectometry data using a fixed neutron wavelength is obtained by rotating $\alpha_i$ stepwise recording one vertical $\alpha_i$ line of an $I^{\chi\psi}$ plot at a time. The measured intensities are thus transmittance normalized piecewise, using the deduced values for neutron transmittance $T$ (from eq. 15 in Appendix B) for the actual time of the particular $\alpha_i$ line in the recorded intensity (i.e. $I^{\chi\psi}$) data. The resulting $^3$He cell transmittance and sample geometry corrected intensity data are lastly normalized to the total reflected intensity below the critical edge. The resulting transmittance corrected and normalized intensity plots are shown in figs. 2 (a) and 3 (a).

Now that the data has been $^3$He cell transmittance corrected over time and $P$, $A(t)$ and $F$ have been calibrated, we apply the PAF corrections to the $PA$ reflectometry measurement using the relations in section 3 to solve for the scattering cross-sections $\Sigma^{x,y}$. As for the transmittance correction, we solve for the analyzing power $A$ or equivalently $p_2$ at the time of a particular $\alpha_i$ line of an $I^{\chi\psi}$ plot which are then used in eqs. (6-9) to create the $PAF$ (and $^3$He time dependence) corrected cross-section plots. Thus there are different $p_2$ from the different times for each $\alpha_i$ line in the equations for a particular $\Sigma^{x,y}$. This is because the polarization “beed-throughs” of each of the particular $\alpha_i$ lines in the four $I^{\chi\psi}$ plots need to be corrected for the inefficiencies at the time they were recorded in order to subtract/normalize the data the appropriate amount.

In the plots 2(a,b) and 3(a,b) we compare the corrected intensity data ($I^{\chi\psi}$) from the reflectometry measurement on the left (a) to the corrected spin-flip cross-section data ($\Sigma^{x,y}$) on the right (b). As stated before, the sample was an $\text{Fe}^{\text{naf}}\text{Fe}^{58}$ superlattice (10 repetitions of
Figure 2. Polarized reflectivity and off-specular scattering data from the Fe$^{nat}$Fe$^{58}$ superlattice grating sample with a 0.7 T saturation field applied. The grating lines of the sample aligned parallel to the applied field. In the intensity plot to the left (a) a small spin-flip like signal can be seen and it also contains an apparent asymmetry in the spin-flip channels, graphs $I^{10}$ and $I^{11}$. However, when one performs the full PAF corrections in the plots of the scattering cross-sections on the right (b), these signals disappear. The fact that the PAF corrections become important when $F_{SF} = p_1 + p_2 + f_1$ is shown visually in this data as the sum of the inefficiency terms was $\approx 12 \times 10^{-3}$ for the $I^{10}$ plot and $\approx 8 \times 10^{-3}$ for the $I^{11}$ plot which are the approximate amplitudes of the data in these two intensity plots for data on the specular line below the critical edge. Close inspection of the specular scattering i.e. $\alpha_i = \alpha_f$, shows a dynamic range of about $1 \times 10^{-4}$ is achieved in the polarized mode.

10 nm of each Fe$^{nat}$ and Fe$^{58}$) with a 10 $\mu$m pitch grating etched on it. The plots 3 show the magnetically unsaturated sample with a remanent sample magnetization, and the plots 2 show the sample at a high field of 0.7 T where the magnetization should be fully aligned for the high field measurement, but not necessarily for the low field remanent measurement. In fig. 2 before the PAF corrections one can clearly see the leakage of the imperfect PA, but after corrections any possible spin-flip cross-sections are reduced to zero, or below the $1 \times 10^{-4}$ which is the S/N floor of this particular measurement. Next, in fig. 3 we see how much of the apparent spin-flip signal in the uncorrected data on the left is removed in the corrected data on the right, however a certain amount of spin-flip scattering remains.

To show that this data is indeed significant we consider the error contributions resulting from the combination of four measured intensities in each corrected cross-section plot. We perform a simple error analysis by taking the partial derivatives of the eqs. (2-5) with some simplifications (see Appendix A) and in terms of relative errors we obtain the usual result:

$$\langle \delta \Sigma^{++} \rangle^2 \approx \langle \delta I^{10} \rangle^2 + \langle I^{00} \delta p_1 \rangle^2 + \langle I^{00} \delta p_2 \rangle^2 + \langle I^{01} \delta p_1 \rangle^2 +\langle I^{10} \delta p_1 \rangle^2 \tag{10}$$

$$\langle \delta \Sigma^{-+} \rangle^2 \approx \langle \delta I^{01} \rangle^2 + \langle I^{01} \delta p_1 \rangle^2 + \langle I^{01} \delta p_2 \rangle^2 + \langle I^{10} \delta p_2 \rangle^2 +\langle I^{11} \delta p_1 \rangle^2 \tag{11}$$

$$\langle \delta \Sigma^{+-} \rangle^2 \approx \langle \delta I^{10} \rangle^2 + \langle I^{10} \delta p_1 \rangle^2 + \langle I^{10} \delta p_2 \rangle^2 + \langle I^{11} \delta p_2 \rangle^2 +\langle I^{00} \delta p_1 \rangle^2 \tag{12}$$

$$\langle \delta \Sigma^{--} \rangle^2 \approx \langle \delta I^{11} \rangle^2 + \langle I^{11} \delta p_1 \rangle^2 + \langle I^{11} \delta p_2 \rangle^2 + \langle I^{10} \delta p_2 \rangle^2 +\langle I^{01} \delta p_1 \rangle^2. \tag{13}$$
Here one can see how the subtraction of the more intense non-spin flip states from the weaker spin-flip ones will increase the resulting errors bars of overlapping spin-flip data and since the flipper was a correction to the $P$ and $A$ corrections, it dropped out from the larger terms in the error budget. To show the effects visually, we used these formulas to calculate relative error bars for the sample data set on the Fe$^{nat}$Fe$^{58}$ superlattice grating sample with remanent magnetization. The sample was magnetized by momentarily applying a strong field of 0.7 T anti-parallel to the neutron guide field and then switching it to a nominal 10 G (1 mT), thus leaving an anti-parallel remanent magnetization in the Fe of the grating. The grating lines, as in the saturated state, are parallel to the applied guide field.

The intensities are shown to the left, and (b) the PAF corrected data to the right. In the PAF corrected data one sees there is indeed remaining spin-flip scattering that is not a result of the instrument PAF inefficiencies. The main qualitative difference between the corrected cross-section data and the intensities data is that upon close inspection, the corrected spin-flip cross-sections along the specular, $\alpha_i = \alpha_f$, line are reduced as are the apparent $\pm 1$ order diffraction lines compared to the uncorrected data. The resulting spin-flip signals are thus coming from the sample with good confidence and are likely caused by a slight component of the in-plane magnetization in the sample being perpendicular to the applied field.

Figure 3. Polarized reflectivity and off-specular scattering data from the Fe$^{nat}$Fe$^{58}$ superlattice grating sample with remanent magnetization. The sample was magnetized by momentarily applying a strong field of 0.7 T anti-parallel to the neutron guide field and then switching it to a nominal 10 G (1 mT), thus leaving an anti-parallel remanent magnetization in the Fe of the grating. The grating lines, as in the saturated state, are parallel to the applied guide field.

(a) The intensities are shown to the left, and (b) the PAF corrected data to the right. In the PAF corrected data one sees there is indeed remaining spin-flip scattering that is not a result of the instrument PAF inefficiencies. The main qualitative difference between the corrected cross-section data and the intensities data is that upon close inspection, the corrected spin-flip cross-sections along the specular, $\alpha_i = \alpha_f$, line are reduced as are the apparent $\pm 1$ order diffraction lines compared to the uncorrected data. The resulting spin-flip signals are thus coming from the sample with good confidence and are likely caused by a slight component of the in-plane magnetization in the sample being perpendicular to the applied field.

Here one can see how the subtraction of the more intense non-spin flip states from the weaker spin-flip ones will increase the resulting errors bars of overlapping spin-flip data and since the flipper was a correction to the $P$ and $A$ corrections, it dropped out from the larger terms in the error budget. To show the effects visually, we used these formulas to calculate relative error bars for the sample data set on the Fe$^{nat}$Fe$^{58}$ superlattice grating given in figs. 2 and 3 assuming a 1% accuracy of the $p_1$, $p_2$ and $f_1$ calibrations which are plotted in fig. 4 (a) and (b). The results indeed are acceptable as the error bars around features of interest where spin-flip scattering cross-sections are observed in fig. 4 (a) are clearly staying in the blue region which corresponds to 10% relative error or less for the data. Much of the remaining off-specular region are yellow corresponding to large (>0.5) error because of the very low scattering and subsequent lack of signal in these areas. The black areas (relative error >1) in fig. 4 (b) in the $\Sigma^+$ and $\Sigma^-$ around the specular line and where the diffraction pattern in the off-specular scattering was observed in the uncorrected data, as can be understood from eqs. 11 and 12 results from the subtraction of the much more intense $I^{00}$ and $I^{11}$ and its effect on the error budget, after subtraction of the more intense states the resulting corrected cross-sections in this area have amplitudes around the noise level of $1 \times 10^{-4}$ but the error bars are equal to or slightly larger than this value. Finally a black vertical line of high error is visible at $\alpha_i \approx 30$ mrad in the $\Sigma^{++}$ and $\Sigma^{--}$ plots of 4 (b), this was likely caused by a temporary monitor or background instability, as due to the pairwise data acquisition these $\alpha_i$ lines were taken in the same 30 min block of time during the 2 day long measurement. Consequently we can now make a qualitative assessment of how the data interpretation changes once the PAF corrections are applied. Features of such data has been nicely discussed in [15, 16, 20] for example. Here we describe them in terms of the DWBA.
Figure 4. Plots of the relative error bars for PAF corrections for the remanent (a) and 0.7 T saturated (b) data calibrated to 1%. One can see in the areas of interest the relative error stays to approximately 10% or less, i.e the blue regions in the plots. In the (b) plots, the data around the specular line in the spin-flip channels has high relative error (black >100%) because the cross-section that the amplitude was essentially 0 to within the S/N after the PAF corrections.

formalism [17] as this is the basis for modelling and fitting software at the MLZ [18].

The data in fig. 2 (a) of the non PAF corrected images at 0.7 T sample field indeed show relectivity and off-specular scattering intensity for the sample at magnetic saturation, further there is an asymmetry between $I^{10}$ and $I^{01}$. However, once one performs the full PAF correction, it is apparent that the asymmetry comes from the incident beam flipper which is only “on” for the $I^{10}$ and $I^{11}$ scans, and the remaining apparent spin flip signal was simply the bleed-through of the polarizer and analyzer due to their inefficiencies. As clearly seen in the corrected data in fig. 2 (b), since all magnetizations lay parallel to the field, the spin-flip scattering from the sample vanishes to the accuracy of the measurement. Along the line $\alpha_i = \alpha_f$ one obtains the specular reflectivity of the sample. Here, the critical angle of total reflection is bigger in the $\Sigma^{++}$ channel than in the $\Sigma^{--}$ channel because of the bigger average scattering length density. Away from this diagonal line, which is referred to as the off-specular scattering, the scattering wave vector has a component along the sample plane and up to three orders of Bragg scattering from the grating structure is observed. In the $\Sigma^{++}$ channel, the scattering is on the average stronger than in the $\Sigma^{--}$ channel. This can be explained if one considers the scattering amplitude in the framework of the distorted wave Born approximation (DWBA) [17]. In this formalism, the neutron-matter interaction potential is separated as a part obtained by in-plane averaging and a second part that describes the in-plane variations around this average. The first part leads to specular reflectivity and the second part to off-specular scattering. The scattering amplitude is no longer a Fourier transformation of the potential taken between the bra and ket that represent the wave function of the neutron after the sample (Born approximation), but a Fourier transform of the in-plane fluctuation potential taken between the bra and ket that represent the neutron wave function inside the laterally averaged potential. Those bras and kets are linear combinations of reflection and transmission amplitudes. As is evident from the specular intensities in the $\Sigma^{++}$ and $\Sigma^{--}$ channels, the reflection amplitudes for + neutrons are, on the average, more intense than in the − ones. This therefore explains why the off-specular scattering is more intense in the ++ channel and in the −− channel.

The fidelity of this high field 0.7 T data then gives us confidence in the data shown in fig. 3 (b). This figure shows the reflectivity and off-specular scattering from the sample at a field of 1 mT, after saturation in a strong antiparallel magnetic field. For this remanent magnetization scan
one can also see qualitative changes in the data. First, the intensity of the specular line in the
spin-flip channels ($\alpha_i = \alpha_f$) is noticeably reduced, next what had appeared as weak diffraction
from the grating lines around the specular line turned out to be PAF inefficiency bleed through.
The corrected data (fig. 3 (b)) show two main differences with respect to the ones at saturation
(fig. 2 (b)). The first one is that the $\Sigma^{++}$ intensities are now weaker than the $\Sigma^{--}$ intensities,
a result of the fact that all magnetizations are now aligned almost anti-parallel to the incoming
beam polarization. The second one is the presence of reflectivity and off-specular signal in the
spin flip channels $\Sigma^{-+}$ and $\Sigma^{-+}$. This is a sign that the laterally averaged magnetizations are not
exactly anti-parallel to the external field, but have a small component perpendicular to it. One
can also see that the off-specular signal is not symmetric with respect to the diagonal $\alpha_i = \alpha_f$.
This can be explained, once again, in the framework of the DWBA [17]. In the $\Sigma^{+-}$ channel,
the neutron beam before interaction with the sample is polarized up and after interaction with
the sample the neutrons are selected with spin projection down. As the reflection amplitudes
of + neutrons are, on the average, smaller than in the one of - neutrons, one observes smaller
intensities of off-specular scattering in the $\alpha_i > \alpha_f$ region than the ones in the $\alpha_i < \alpha_f$ region.
The same type of explanation holds for the intensities in the $\Sigma^{+}$ channel. However, if one were
to sum the $\Sigma^{+}$ and $\Sigma^{-}$ the resulting image would exhibit mirror-plane symmetry about the
specular line.

The data corrections in this case now allow us to qualitatively see spin-flip effects approaching
the $1 \times 10^{-4}$ level even though the sum of the PAF inefficiency terms was around $1 \times 10^{-2}$.
This has reasonable quantitative confidence as the total relative error bars including the
statistical uncertainties and the additional error from the PAF corrections are on the order of
10% or better for the areas of interest. If the error in the PAF inefficiency calibrations was on
the order of 10% rather than 1%, then the relative error bars in the spin flip signals observed in
the remanent data would be around 15% for the region near the specular line. Conversely, the
statistical error bar just from the neutron counting rates for the $I^{01}$ and $I^{10}$ intensities in this
area were about 3% themselves. Thus with 1% PAF inefficiency calibration the total error was
around 3 times higher than the statistical error of the uncorrected data for this example and
would be about 5 times higher with a less precise 10% PAF inefficiency calibration.

5. conclusion and acknowledgements
When one has a saturated magnetic structure with no spin-flip scattering such as in fig. 2,
the data itself can help refine or verify the PAF inefficiencies used for the corrected cross-
section data. However this may not be the case for all real experiments on more complex
systems so one should have confidence in the instrument calibration data and PAF inefficiency
correction procedure to ensure when potential spin-flip scattering cross-sections obtained after
PAF corrections are indeed significant. As was shown in the data presented in figs. 2 and 3
one can indeed correct even time-dependent neutron PA data, in this case taken with a time-
decaying $^3$He spin filter if the PAF parameters can be calibrated to the appropriate level. For
the data shown PAF corrected cross-sections were obtained to good confidence with a 1 to
$1 \times 10^{-4}$ dynamic range with statistically relevant error levels. Conversely the results of this
paper should also make it clear the rule-of-thumb that non-PAF corrected polarized neutron
data must be very carefully justified if the values of the relative cross-sections are on the order
of the instrument’s PAF inefficiencies unless such features are well separated from any intense
non-spin-flip scattering features.

This paper explains the observed signal to noise including a discussion of error propagation
and can serve as a recipe for data corrections in modern polarized neutron experiments, especially
those employing a $^3$He spin filter cell as the analyzer, and is meant to encourage a conceptual
understanding of PAF corrections and their application to aid good measurement strategy
and in analyzing and publishing data. MLZ is developing software for modelling and fitting
layered structures with lateral correlations including the nuclear and magnetic structures using the DBWA [18]. We will work towards applying this software to the model multi-layered and patterned system data presented here, and presenting a discussion in future work.

We kindly acknowledge A. Wildes of the Institut Laue Langevin who provided the Fe\textsuperscript{nat}Fe\textsuperscript{58} patterned multilayer sample and K. Temst whose group in KU-Leuven produced it.

**Appendix A: error bar calculation for PAF corrected cross-sections**
In this appendix we summarize the error analysis which was used to calculate the error bars shown in figs. 4. A polarized \(^3\)He neutron spin filter and be fully calibrated (see following Appendix B) to nearly arbitrary accuracy, consequently is it useful to show an error analysis in order to understand how the statistical accuracy of the measurement, vs. the precision of the instrument calibration contributes to the error of the corrected neutron PA cross-section data. Using the first spin-flip cross-section \(\Sigma^{+1}\) (eq. (8)) as an example and performing a simple error analysis of the full formula by taking the partial derivatives one obtains:

\[
(\delta \Sigma^{++})^2 = \left(\frac{\delta \Sigma^{01}(1 + p_1 p_2 - p_1 - p_2)(1 - f_1 - p_1 p_2)}{P_{AF}^2}\right)^2 + \left(\frac{\delta \Sigma^{01}(1 - p_2)}{P_{AF}^2}\right)^2 + \left(\frac{\delta \Sigma^{10}(2 f_1 p_1 - f_1 - p_1 + 1)}{P_{AF}^2}\right)^2
\]

for the relative error contribution \(\delta \Sigma^{++}\) of the \(\Sigma^{+1}\) cross-section. \(P\) and \(A\) are again the polarization and analyzer efficiencies related to the inefficiencies by \(P = 1 - 2p_1\) and \(A = 1 - 2p_2\) and the flipper efficiency is momentarily defined as \(F' = 1 - f_1\) to simplify the written expressions. The other terms for the \(\Sigma^{+1}, \Sigma^{-1}\), and \(\Sigma^{--}\) can be obtained similarly. Using this eq. (14) to help us understand the dominate terms in the resulting error calculation, we discard all higher order terms containing products of \(p_1, p_2\) and \(f_1\) terms which will be small. Now we see that the flipper errors don’t contribute to the eventual error bars in the first order approximation and by further inspection for a system with low polarization element inefficiencies \(p_1, p_2,\) and \(f_1\) we can set the denominators to 1. This gives us the result of the compact set of eqs. (10-13) given previously in section 4 to estimate the error contributions.

**Appendix B: instrument PAF efficiency calibration**
One of the very powerful features of using a polarized \(^3\)He spin filter with AFP spin flipping of the \(^3\)He polarization employed, is the ability to fully characterize the neutron polarization parameters under the exact instrument configuration and conditions of the scattering experiment. Although the \(P^2T\) quality factor of a \(^3\)He type analyzer may be lower than a large area super mirror array [19], their very deterministic nature which allows for simple calibration over all neutron wavelengths, their uniform and smooth analyzing power over large areas, and their ability to provide an arbitrarily high analyzing efficiency can outweigh the downsides of lower transmittance, required maintenance and possible time dependence for some instances. This method also avoids the complications of other neutron PA methods using two imperfect neutron flippers which require more involved instrument calibrations, a summary of which are included in the work of Williams [20] and also discussed in [3].
To quantify the PAF parameters we follow a method similar to that outlined in [21] where one simply measures the unpolarized neutron transmittance as a function of wavelength for the unpolarized and the polarized $^3$He cell. In [21] Chupp et. al. used a “white” neutron beam and time of flight where used to determine the neutron wavelength but on many instruments such as MAREA where PA is installed, white-beam time of flight is not available to calibrate the $^3$He spin filter cell. However MAREA [1] has a velocity selector that allows us to scan the neutron wavelength and determine discrete transmittance values and fit them as a function of neutron wavelength. The neutron analyzing (polarizing) power $A(\lambda)$ and transmittance $T(\lambda)$ of a $^3$He cell are can be derived from the neutron polarization dependent $1/\nu$ cross-sections as in [22]. For a $^3$He spin filter the neutron analyzing power $A(\lambda)$ and unpolarized neutron transmittance $T(\lambda)$ as functions of the neutron wavelength $\lambda$ are

$$A(\lambda) = \tanh(P_{^3He}\Theta\lambda\sigma), \quad (14)$$

$$T(\lambda) = T_0\exp(-\Theta\lambda\sigma)cosh(P_{^3He}\Theta\lambda\sigma) \quad (15)$$

where $T_0$ is the empty cell transmittance, $\sigma = 0.0732 \text{bar}^{-1}\text{cm}^{-1}\text{Å}^{-1}$ is polarization dependent neutron absorption cross-section of $^3$He, the $^3$He polarization is $P_{^3He}$ and $\Theta$ is the product of the spin filter cell’s length in cm and $^3$He pressure in bar at 25 °C. For the reblown GE180 cells used in the MAREA SEOP analyzer we have tested many cells and found them to have a relatively uniform 88% to 91% transmittance for 5 Å < $\lambda$ < 10 Å which is similar to that found by others [21]. Therefore when we fit the unpolarized cell data, we leave $T_0$ as wavelength dependent constant. For course of highest accuracy one can also perform empty cell measurements to determine $T_0$ which would have to be characterized before preparation for SEOP cells which are permanently sealed after being filled with $^3$He [23, 10], MEOP cells which are valved can be evacuated and essentially can be calibrated at any time [24]. Further in cases where the $^3$He spin filter cell has single crystal silicon neutron windows [25] $T_0$ can be calculated from the Si neutron absorption cross-section and thickness.

To characterize the SEOP cells used on MAREA we measure the unpolarized neutron transmittance vs. wavelength typically with 4 to 5 steps from 5 Å to 10 Å for the cell when it is polarized, and completely depolarized. The polarized $^3$He analyser on MAREA is installed on a translation stage so the transmittance measurements are performed comparing the cell in beam to the cell out of beam intensity measurements. Unpolarized cell transmittance data is fit to eq. (15) with $P_{^3He}$ set to 0 (i.e. fit to an exponential) to determine the value of $\Theta$. Then using this value of $\Theta$ the polarized cell data can be fit to eq. (15) to determine $P_{^3He}$. One can also simply take the ratio of the cell transmission when the $^3$He polarized to its transmission with $P_{^3He} = 0$ and perform a $cosh(P_{^3He}\Theta\lambda\sigma)$ fit to determine the product of $P_{^3He}$ and $\Theta$. Since SEOP polarized $^3$He cells are permanently sealed, the unpolarized cell measurement to determine $\Theta$ must not be repeated but occasionally for routine checks, and strictly speaking if $\Theta$ and $T_0$ of a particular cell are sufficiently characterized only one neutron wavelength is required to determine $P_{^3He}$. Using $P_{^3He}$ and $\Theta$ in eqs. (14) and (15) the analyzer’s polarization efficiency and transmittance can be calculated for any neutron wavelength. For the cell used in the MAREA analyzer in this experiment, fits to unpolarized transmittance of the unpolarized cell over neutron wavelength gave us a value of $T_0 = 0.89$ and $\Theta = 9.27 \text{bar cm}$. The length $l$ of this particular cell was about 8 cm, giving a cell pressure of 1.16 bar, however it is not required to know these numbers individually. Using the obtained $\Theta$, the $^3$He polarization from the $cosh$ fit gave a starting value of $P_{^3He} = 71.5\%$ for the experiment described in this paper. The exponential fit of the unpolarized cell transmittance and the $cosh$ fit of the polarized cell to unpolarized cell ratio over neutron wavelength typically give 1% errors in the determination of $\Theta$ and the product of $P_{^3He}$ and $\Theta$ respectively.

Further in this particular measurement, the in-situ polarization of the $^3$He analyzer was not yet available [11, 14], therefore the $^3$He polarization was indeed a function of time. The time
dependence of the decay of the $^3$He polarization was determined by performing unpolarized neutron transmittance measurements of the direct neutron beam as a function on neutron wavelength at 12 hour intervals during the measurement (i.e. between each pair of $I^{00}$, $I^{10}$ and $I^{10}$, $I^{11}$ scans). During these calibration measurements the sample and incident beam polarizer are momentarily translated out of the neutron beam, and a transmittance scan for $\lambda=5$ Å-10 Å in five steps of the $^3$He cell is recorded. An attenuator can be placed in the beam to prevent detector saturation if needed. The resulting transmittances are then fit to eq. (15) fixing the values of $T_0$ and $\Theta$ to those obtained from unpolarized cell measurements to give $P_{He}$ at the different times. These $P_{He}$ values are then fit to

$$P_{He}(t) = P_{He}^0 exp(-t/t_1)$$

(16)

to give us $t_1$ which is the $^3$He polarization decay time constant and where $P_{He}^0$ is the initial $^3$He polarization at time $t=0$. For this experiment a $t_1$ of 156 ($\pm4$) hours was obtained which was then used to calculate $T$ and $A$ of the $^3$He cell at anytime for the $\lambda=10$ Å neutron wavelength that we used for the reflectometry experiment. The initial and final analyzer efficiency were $A^i = 99.9988(1)\%$ or $p_2^i = 6.1(6) \times 10^{-5}$ and $A^f = 99.971(1)\%$ or $p_2^f = 1.5(1) \times 10^{-3}$ and the initial and final transmittance where $T = 6.4(1)\%$ and $T = 1.8(1)\%$ respectively. The relative transmissions are only important for comparing relative intensities taken at different times for the case of a time-changing $P_{He}$. Since the maximum time difference between $\alpha_i$ data used in the intensity corrections was approximately 12 hours, or less than 1/10 of a decay time constant, the effects of the correction is not as extreme as total change in transmittance over the whole experiment. $A$ was very high and the corresponding $T$ low in this measurement due to the $^3$He which is optimized to also have a good value of $A$ at the minimum MARIAs wavelength of 4.5 Å. Additional corrections for the physical path length of the neutron through the $^3$He cell[12] where small for data of interest in our case and not considered in the analysis, however an expanded discussion of this effect is also given below. Further the very high analyzing efficiency at 10 Å also allows us to determine the remaining $P$ and $F$ parameters accurately [13].

Once the $^3$He polarization is determined to an appropriate accuracy, the incoming neutron polarization $P$ and incident beam flipper efficiency $F$ are determined using the polarized $^3$He cell by performing two flipping ratio measurements of the polarized neutron beam. The flipping ratios are then related to the total neutron polarization $P$ in the beam by

$$p = \frac{F - 1}{F + 1}$$

(17)

where two flipping ratios are determined by using the $^3$He AFP flipper to reverse the analyzer’s polarization direction while measuring the transmitted neutron beam intensity for both $^3$He polarization states with the incident beam flipper on and off. One obtains $F^{on}$ and $F^{off}$ which are the ratios of the intensities in the bright transmission state to the dark state with the incident beam flipper on or off respectively. This measurement then gives the total neutron polarization, or the product of all the neutron polarization efficiencies. For MARIAs our incident polarization is a fixed double bounce reflection supper mirror polarizer which provides a stable neutron polarization parallel to the applied magnetic field on it. This polarization can then be flipped anti-parallel to the field with the incident beam RF gradient neutron flipper [6] which has inefficiency $f_1$. When the incident beam flipper is off it has no effect on the polarization efficiency so we measure $PA$, the product of the polarizer and analyzer polarizations. Conversely, when the incident beam flipper is active, or on, the small inefficiency of this flipper will lower the resulting flipping ratio and we obtain the product $PAF$. Therefore the ratio of $P^{on}/P^{off}$ gives the flipper efficiency $F$ which is related to the flipper inefficiency by $f_1 = (1-F)/2$.

Now, from the above eq. (14) we can solve for $A$ to determine $p_2$ and then determine the value of $P$ (i.e. $p_1$) independently. If the measurement is done using multiple neutron wavelengths we
can perform this two flipping ratio analysis at the desired wavelengths used for a measurement because on MARIA, or any instrument using a supper mirror or crystal polarizer, the incoming neutron polarization and flipper efficiency can be a function of neutron wavelength and beam apertures or focusing. Consequently this method using a 3He spin filter is particularly attractive for sensitive polarized neutron measurements because it is done for the specific instrument configuration of the actual sample measurement. On MARIA this is generally done by first aligning the sample, configuring the measurement, and then simply translating the sample out of the beam to quantify the instruments polarization efficiencies for the exact instrument and sample environment configuration using the direct beam at the time of the experiment.

From these flipping ratio measurements, the incident beam polarization $P$ was 98.56(1)% or $p_1 = 7.2(1) \times 10^{-3}$ and the flipper efficiency $F = 1 - f_1$ was 99.20(2)% or $f_1 = 4.0(1) \times 10^{-3}$. These given errors follow from the 1% error in the determination of the 3He cell parameters as discussed above and because the 3He cell was “opaque” for the 10Å neutron wavelength in this experiment providing an analyzing inefficiency an order of magnitude lower than the flipper and analyzer inefficiencies allowing for accurate determination of these parameters [13].

The cells used for analysis on MARIA are from GE180 tubing reblown into glass cylinders of suitable dimensions and thus have slightly rounded faces and corners. However the cells we used have a relatively low curvature in the neutron faces, and the area on the edges of the cylinder are masked with a neutron absorber. W C Chen et. al. [12] showed that the path length correction $l/l_0$ for such a cell is:

$$\frac{l}{l_0} \simeq 1 + \left[ \frac{1}{2} \left( 1 - \frac{l_0}{2R} \right) - \frac{D_{sc}^2}{Rl_0} \right] \tan^2(2\theta) - \frac{D_{cd}^2}{Rl_0} \frac{A_S}{2\pi(D_{sc} + D_{cd} + l_0)^2}$$  \hspace{1cm} (18)$$

where $l_0$ is the assumed neutron path length through the middle of the cell, $R$ is the radius of curvature of the ends of the cell, $D_{sc}$ and $D_{cd}$ are the sample to cell and cell to detector distances respectively, $2\theta$ is the scattering angle, and $A_S$ is the cross sectional area of the sample where a SANS transmission scattering geometry is assumed (i.e sample perpendicular to the incident beam). The cell used on MARIA for this experiment has $l_0 \simeq 8\text{ cm}$, $R > 100\text{ cm}$, $2\theta_{max} = 0.080\text{ rad}$, $D_{sc} = 60\text{ cm}$ and $D_{cd} = 132\text{ cm}$. The sample was $2\text{ cm} \times 2\text{ cm}$, where for reflectometry it is placed at a small angle resulting in an over estimation of this sample size correction term for our geometry, however this term is very small in our case. MARIA uses an elliptically focusing guide to increase the neutron intensity on the sample [1] and the calibration measurement of $A$ and $T$ to determine the $P_{He}$ and $\Theta = l_0[He]$ uses the same vertical focusing and is actually a cell-volume average so no further correction of $A$ or $T$ should be needed for the specular line which always passes through the center of the cell. Returning to the off specular scattering, using the path length correction from eq. (18) and eqs. (14), (15) for our cell, which has a path length $3\text{He}$ density product of 9.27 bar cm with maximum and minimum polarization of 71.5% to 52.6% in this experiment, we can estimate the effects of the path length correction on our data. The maximum error in $A$ using these values is below $1 \times 10^{-4}$ and can be ignored. For $T$ (eq. (15) used to correct the neutron transmittances) the resulting maximum correction could be up to 9%, however this is at the maximum $\alpha_f$ of $\pm 80\text{ mRad}$ from the specular scattering which passes through the center of the cell. The data of interest in this experiment had an $|\alpha_i - \alpha_f| < 25\text{ mRad}$ so the possible path length dependent correction would be <1% for $T$ in this range. Since as was described in section 4 the statistical error bars of our intensities were around 3% for the spin-flip scattering we have ignored the path length correction in our analysis. For some geometries and cell opacities ($\Theta$) the path length corrections can become important and should be calculated and included when normalizing the intensities to the $3\text{He}$ transmittance and correcting for the analyzing power. This can be done for each $\alpha_f$ line similar to the way the time dependence was corrected for the individual $\alpha_i$ lines.
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