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Abstract—Due to an exponential increase in the number of cyber-attacks, the need for improved Intrusion Detection Systems (IDS) is apparent than ever. In this regard, Machine Learning (ML) techniques are playing a pivotal role in the early classification of the attacks in case of intrusion detection within the system. However, due to the large number of algorithms available, the selection of the right method is a challenging task. To resolve this issue, this paper analyses some of the current state of the art intrusion detection methods and discusses their pros and cons. Further, a review of different ML methods is carried out with four methods showing to be the most suitable one for classifying attacks. Several algorithms are selected and investigated to evaluate the performance of IDS. These IDS classifies binary and multiclass attacks in terms of detecting whether or not the traffic has been considered as benign or an attack. The experimental results demonstrate that binary classification has greater consistency in their accuracy results which ranged from 0.9938 to 0.9977, while multiclass ranges from 0.9294 to 0.9983. However, it has been also observed that multiclass provides the best results with the algorithm k-Nearest neighbor giving an accuracy score of 0.9983 while the binary classification highest score is 0.9977 from Random Forest. The experimental results demonstrate that multiclass classification produces better performance in terms of intrusion detection by specifically differentiating between the attacks and allowing a more targeted response to an attack.

Index Terms—Machine Learning; intrusion detection; cyber-attacks; binary classification; multiclass classification

1. INTRODUCTION

Due to the rapid advancements in Internet, there has been an increasing concern over the number of cyber-attacks over the past few years [1]. In the United Kingdom alone last year, 2019, around 32% of businesses and 22% of charities reported having experienced a cyber breach or attack [2]. Intrusion Detection System (IDS) is a technique to identify such kind of attacks. In spite of remarkable success of the introduced methods of Intrusion Detection, there has been an increasing concern over improving the existing methods or introducing new ones [1], [3].

IDS has been in use for a number of years with their objective being to scan network traffic and identify any malicious activities or threats in real-time [4]. As a security system, like a firewall, an IDS has the security purpose of protecting confidentiality, integrity, and availability, which are the main target of a potential attacker to break [5]. To determine how well an IDS performs there are certain characteristics set out that a good IDS should possess. These include: accuracy, minimal overhead, good performance, performance, and completeness.

IDS consists of two kind of attack detection methods i.e., anomaly-based detection and Signature-based (or Misuse detection) detection. The former is used to compare the behavioral changes of the system in order to discover abnormalities in action or activities of the system, for example, if there is an excessive amount of user requests to the database as compared to the historical data, the system will issue an anomaly detection alarm. This of course is also a disadvantage as not every user should be considered the same. Nor would everyday be the same so creating a dynamic query limit would be more beneficial [6]. Another disadvantage can be the adaptation of anomaly detection in a dynamic environment where the user demands changes with time and not comparable with historic data [5]. So the conclusion is that anomaly detection is susceptible to false positives [6]. In the later method of IDS, information known as fingerprints or signatures about previous successful attacks are stored and rules are written within the IDS. These rules are then used to compare against new packets that enter the network [5]. The main disadvantage with this type of method is that it is limited to what its existing knowledge and is therefore ineffective when detecting new kind of attacks. This also means that the IDS needs to be constantly updated with the knowledge base of new attacks [7]–[9].

Another factor worth mentioning here is the type of IDS i.e., Host-based IDS (HIDS) and Network-based IDS (NIDS). HIDS monitors an individual device on the network against the user activity such as log files and installations [5], [10]. HIDS
are highly successful at indicating whether or not an attack has taken place and allows for individual user activity to be monitored. However, it has been shown that is not suitable against major isolated attacks [5]. On the other side, NIDS are placed near the firewall in order to monitor the whole network and connected devices for ingress/egress traffic [10]. The packets each have their content analysed for protocols that indicate malicious activity. One of the main advantages of NIDS is that the response time is faster and therefore the threat can be dealt with more effectively. Moreover, NIDS are typically stand-alone devices which does not affect the power consumption of the devices on the network as compared to HIDS. However, a significant drawback with NIDS is their encrypted packets mechanism. Due to the packet being encrypted this means the IDS cannot analyse the data within the packet and therefore identify a risk of attack [5].

The authors in [11], identify that NIDS are typically signature based. From the above section it can be seen that this type of learning is also not optimal when dealing with unknown threats and are prone to a high false positive rate meaning that NIDS are also susceptible to high false positive rates. This means that the system flags up more activities as malicious than it should. While it is known that this is better than having a high false negative rate, it does create an additional workload for administrators as they have to manually check each occurrence. In order to resolve the aforementioned issues, Machine Learning (ML) methods can be merged with IDS using Artificial Intelligence (AI) models which will empower the systems with the capability to use its data to educate themselves and enhance themselves without being programmed to do so [6], [12]–[17].

In terms of security, there are already a number of areas which utilize ML in order to protect users and networks against potential attack. A common area where a vast majority of users have, mostly unknown, interaction with ML is through the use of spam detection filters within email. This is typically used as an example of pattern recognition due to the vast number of features, or characteristics, that can be associated with spam [6]. To a large majority of users, spam is a nuisance more than anything but unfortunately, they can have a much more sinister meaning such as, identity theft through tricking a user to click on a link. Issues with spam emails have been around for many years and the numbers of spam mail being received by users has vastly reduced with the introduction of ML into the spam detection. This can be seen with Gmail [12]. From 2015, Google claimed to block 99.9% of spam mail after introducing Artificial Neural Network (ANN) to their spam filtering and later announced to have blocked around a 100 million spam emails every day after introducing their new open source ML framework TensorFlow [18].

In order to improve the current IDS by utilizing the state of the art ML techniques this work aims to evaluate existing ML algorithms and how these could be utilized in improving the current IDS against evolving intrusion attacks.

This work takes into account six different ML algorithms (five supervised and one unsupervised) and evaluates its performance against a number of metrics. For further insights, each algorithm has been trained and tested in terms of binary and multiclass classification. To gain a further insight of where each algorithm provides the best performance, herein the algorithms have been trained and tested in terms of binary and multiclass classification. The results from this study will allow a better overview of these available algorithms for their adaptability in a specific scenario to achieve an optimal performance whether it is a binary or multiclass classification. Additionally, this paper provides a strong basis for further research into the integration of ML with intrusion detection and to present findings which can aid when selecting an appropriate ML algorithm in for the requirements of the IDS.

The rest of the paper has been organized as follows: Section II provides an overview of the steps performed during the classification and processing of the datasets. The description of the obtained results against each metrics is given in Section III ad the comparison of different ML algorithms is given in Section IV. Finally, Section V concludes the paper.

II. METHODOLOGY

This section provides an overview of the selection and processing of the datasets, the tools used for the feature extraction from the data.

From the two original datasets (UNSW-NB 15 and CICIDS2017), it was noted that there is a vast amount of data present and this would not be suitable for the requirements of this research. To reduce the number of features present within the datasets, a number of data preparation techniques have to be carried out to make the datasets more usable. This section discusses the use of the software platform Weka and how the software was used for the preparation of the data before it is suitable for utilization by the machine learning algorithms. Additionally, it also discusses how manual preparation of the data has been carried out to prepare the implantation of NN and the use of MATLAB to train and test the data.

A. Feature Selection and Data Preprocessing

Weka software is be used for the data pre-processing abilities and in particular for a specific attribute evaluator. The evaluator used for the selection in our tests is known as “info gain attribute evaluation” which, as mentioned earlier, provides each attribute a ranking based on how much information it provides in relation to the class or target value which in this case is a feature Called “Label”. The attribute evaluator is vital in the process of reducing the number of features present within the datasets. Therefore, the decision is made to reduce the features to 10 for the both datasets, not including the “Label”. This decision would not only remove redundant data that would not have a great impact on the ML algorithm, but also it would reduce the computational power required for the ML algorithms as they would not be processing as much data.
After the attribute evaluation was performed, the output displayed the most influential attributes within that dataset in terms of defining the “Label” feature of whether or not an attack occurred. The top ten of these attributes are extracted and later saved in a separate Comma-Separated Value (CSV) file. Then, the CSV files have been uploaded into MATLAB, to perform the splitting of the datasets for training and testing the data. Dataset were split into 70% for training and the remaining 30% for testing. The data points are randomly selected to be included in the 70% for training. The advantages of this includes ensuring a mixture of data points to be used in the training to make the training stage more reliable.

1) Neural Networks Preparation: During this step, a manual separation of the data has been carried out to make the datasets suitable for NN implementation. For the UNSW-NB 15 dataset, this involved extracting the “Label” category from the main dataset and placing it into an individual CSV file. It is done because the NN implementation requires the data targets to be uploaded separately. The following stage converts all the BENIGN labels to 0 and the ATTACK labels to 1 since the NN requires the target to be 0 or 1. The requirement of 0 or 1 for the preparation of the multiclass dataset, CICIDS2017, creates more of a challenge. To this end, the targets were again extracted into a separate CSV file to allow them to be uploaded individually. The MATLAB (n.d) page states that in order for multiclass classification to be carried out successfully within NN, the target associated with each attribute will have an x-element class vector, which in this case was a 5-element class vector. This means that for each attribute the target could be one of a possible five elements, these elements being BENIGN or one of the four attacks. This was implemented by placing a 1 in the respective element column and a 0 in the other columns. There was no requirement to split this data into training and testing data as the NN application within MATLAB carried out this task out manually, with a 70%, 15%, 15% split for training, testing, and validation respectively.

B. Machine Learning

The machine learning aspect of this project has been carried out in MATLAB. The MATLAB software has the ability to execute ML algorithms through different types of learners. For this work, the classification learner and deep learning toolboxes have been utilised. The classification Learner tab has been used in carrying out the supervised learning which involves Logistic Regression (LG), Support Vector Machine (SVM), k-Nearest Neighbour (KNN), and k-Means. For the implementation of NN, the deep learning toolbox has been used. The unsupervised aspect involved reusing Weka to implement k-means clustering.

The majority of supervised learning models have been implemented in MATLAB using the classification learner toolbox. Using the toolbox made the implementation of the algorithms simpler and more reliable as the code has already been proven to work and be reliable due to the number of individuals who have used the software platform. Due to some algorithms not being suitable for both the datasets, LG has been implemented for the binary classification datasets while KNN has been implemented for the multiclass classification. For SVM and KNN, multiple variations of the algorithm have been implemented in order to get an overall better understanding and evaluation of the algorithm’s performance. The algorithms have been chosen randomly but kept same for both binary and multiclass classification.

Once the models have been trained, they are exported to the MATLAB workspace where each has been tested using the test data created during the data preparation stage. The following command has been used to carry out the testing:

```matlab
yfit = < trainedModelName > .predictFcn(nameOfTestDataset);
```

Then, the produced output, known as

```matlab
yfit < variableName >
```

contained the predicted labels for the test data. In order the evaluate how well the model has been trained, the evaluation metrics (discussed later in Section III) have been used.

For the implementation of the NN model, which was also carried out within MATLAB, the deep learning toolbox has been used. After the data has prepared for this model, it inputs into the neural net pattern recognition application. For the implementation of the NN, 10 neurons have been used for both cases to build a hidden layer. The number of neurons could be changed in future studies to further enhance the algorithm to make it more reliable for accurate predictions. In order to evaluate the performance of the NN, this study considers the confusion matrix which provides the overall view of how the algorithm performs.

The unsupervised, k-Means clustering, algorithm has been implemented through Weka tool. The main reason the selection of this tool is that it is simple to use for implementing algorithms. After the datasets had been loaded into Weka, the k-Means clustering algorithm has been selected along the number of clusters (k) being respective to the number of classes in each type of dataset. For example, the binary classification consisted of two clusters while the multiclass dataset consisted of 6 clusters. Due to the nature of Weka and how it produces the output data for the evaluation metrics for clustering, the incorrectly clustered instances will be considered to give an indication of how well the algorithm performed.

III. RESULTS

This section discuss the results collected from the binary and multiclass classification performed in this work. Moreover, a brief evaluation of the results are given with a comparison of the two algorithms presented at the end of the section. The
evaluation metrics used to evaluate the performance of the ML algorithms are primarily made up of four separate factors i.e., True Positive (TP), False Negative (FN), False Positive (FP), and True Negative (TN). A definition of each of these can be seen in the Table I.

### Table I: The factors used for the evaluation metrics.

| True Class → | True Positive | True Negative |
|--------------|---------------|---------------|
| Predicted Class ↓ |               |               |
| Predicted Positive | TP            | FP            |
| Predicted Negative  | FN            | TN            |

\[
P = TP + FN \quad N = FP + TN
\]

#### A. Accuracy

It is one of the most commonly used evaluation metrics when it comes to interpreting the performance of ML algorithms. This is partly due to its’ simplicity and ease of implement [19]. Accuracy can be defined as a measurement of how many test data points were correctly classified which is often shown in the form of a percentage. However, it is not recommended to carry out an accuracy measurement on the training data as if the algorithm is prone to overfitting as the accuracy rate can often be higher than what it actually is giving an unreliable result [20]. Mathematically accuracy can be represented by:

\[
\text{Accuracy} = \frac{TP + TN}{P + N}
\]

One of the biggest drawbacks with accuracy is its’ inability to differentiate between the FP and FN [19] therefore it is difficult to see where the algorithm is making errors which could lead to more serious complications depending on where the algorithm is being used. The computed accuracy values for binary and multiclass classifications are demonstrated in Table II and III respectively.

#### B. Precision and Recall

Precision and recall are often joined together as they correlate with each other. Precision is defined as representing the number of positive predictions that are in the positive class. Recall is defined as the number of positive predictions out of all of the positive instances [21]. The mathematical equations for both precision and recall are shown below.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{P}
\]

Similar to accuracy, precision and recall are commonly used due to their simplicity to implement and understand which is the main advantage of them. The main disadvantage with precision and recall is the lack of use of TN [22]. This means that the negatives, that have been correctly classified, do not impact the overall score given to either of these metrics. This can therefore give an overall unbalanced view of the algorithms performance as TN are not considered and should only be considered when TN scores are not required. The computed precision and recall values for binary and multiclass classifications are demonstrated in Table II and III respectively.

#### C. F-Score

Also known as F1 Score or F-Measure, it is the weighted average of both precision and recall which provides a single overall score for them. F-Score can be mathematically defined as:

\[
F = \frac{2(\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}
\]

It is considered a popular metric due to being able to give an overall view of both precision and recall as there are instances where an algorithm could have a high precision but low recall or vice versa [21]. While this evaluation metric is widely used to give a more balanced view of precision and recall, F-Score as an evaluation metric should be used with caution [23]. This is due to the metric taking the weighted average of precision and recall. The source states that the weighted value varies from calculation to calculation as the weighs are dependent on what is being evaluated. The authors in [23] argue that to mitigate this issue there should be a standard weight which is used for all calculations of the metric.

#### D. Specificity

\[
\text{Specificity} = \frac{TN}{N}
\]

This metric is often paired with sensitivity, which is also known as recall. As recall is being used for this project, sensitivity will not be used or mentioned. Due to recall/sensitivity dealing with TP and FN and specificity handling TN and FP, it can be argued that these two metrics together provide a more rounded overall accuracy compared to the actual accuracy metrics. This is due to accuracy not performing well with unbalanced datasets [22].
Fig. 2: Binary calculated confusion matrices: (a) random forest, (b) linear SVM, (c) quadratic SVM, (d) medium Gaussian SVM, (e) logistic regression, (f) NN test data, (g) NN all and (h) k-means clustering.
TABLE II: Results for binary classification.

| Algorithm         | Accuracy  | Precision | Recall  | F1 Score | Specificity |
|-------------------|-----------|-----------|---------|----------|-------------|
| RF                | 0.9977    | 0.9632    | 0.9644  | 0.9638   | 0.9988      |
| SVM - Linear      | 0.9938    | 0.9955    | 0.8380  | 0.9098   | 0.9999      |
| SVM - Quadratic   | 0.9954    | 0.9744    | 0.8907  | 0.9307   | 0.9992      |
| SVM - Medium Gaussian | 0.9962   | 0.9423    | 0.9385  | 0.9404   | 0.9981      |
| LR                | 0.9937    | 0.9693    | 0.8510  | 0.8943   | 0.9989      |

TABLE III: Results for multi classification.

| Algorithm         | Accuracy  | Precision | Recall  | F1 Score | Specificity |
|-------------------|-----------|-----------|---------|----------|-------------|
| RF                | 0.9294    | 0.7493    | 0.9991  | 0.8564   | 0.9963      |
| SVM - Quadratic   | 0.9390    | 0.9753    | 0.8771  | 0.9236   | 0.9869      |
| SVM - Medium Gaussian | 0.9338   | 1         | 1       | 1        | 1           |
| KNN - Fine        | 0.9982    | 0.9489    | 0.9570  | 0.9533   | 0.9997      |
| KNN - Coarse      | 0.9934    | 0.8979    | 0.9058  | 0.9018   | 0.9991      |
| KNN - Weighted    | 0.9983    | 0.9983    | 0.9992  | 0.9988   | 0.9971      |

E. Confusion Matrix

The confusion matrix is an evaluation metric which takes all four factors into account: TP, FP, FN, and TN [24]. This metric can be useful for visually understanding how well the algorithm performed and where the downfalls might be. For example, if a particular attack continually presented FN or FP readings then it could be a sign that the algorithm needs to be adjusted in order to be able to identify this attack [25]. For a binary classification confusion matrix, a simple form is taken seen in Figure 1(a). Whereas for a multiclass classification confusion matrix, this takes the form of Figure 1(b). From both the Figures 1(a) and 1(b) it can be seen where the factors involved are used and how the confusion matrix classifies each data point. This in turn makes it simpler to see where the algorithm is performing better and if it prone to FP or FN. Due to the confusion matrices taking into account all factors and having the ability to visually show results for each factor, this makes it a popular evaluation method particularly when trying to understand and improve an algorithms performance.

The results from the binary classification show that all the algorithms performed as expected in terms of accuracy with RF outperforming the other algorithms in terms of accuracy, precision, and F1 score with results of 0.9977, 0.9977 and 0.9989 respectively.

From the confusion matrices it can be seen in more detail that RF and medium Gaussian SVM both showed the same high perform level and displayed a similar trend in terms of correct and incorrect classifications. Though RF does show a slight decrease of 0.1% in FP and FN which make RF a better performer against medium Gaussian and the other algorithms in terms of binary classification. Despite being an overall better performer, RF does contain the second highest rating in terms of FN and while this seen as not as detrimental as a FP rating, it is still a high rating compared to the other algorithms such as linear SVM which shows 30 FN compared to RF’s 243. The computed confusion matrices for binary random forest, binary linear SVM, binary quadratic SVM, binary medium Gaussian SVM, binary logistic regression, binary NN and binary all are demonstrated in Figure 2(a), (b), (c), (d), (e) and (f), respectively.

The screen shot from the Unsupervised algorithm implementation, Figure 2(h), indicates that the k-means clustering algorithm did not perform well as it concluded with a 44.8% error rate which means nearly half of the data points were misclassified. This type of result shows that clustering algorithms are not suitable for this type of data as there was no distinct data that could form a solid centroid in order for the clusters to form. Though from Figure 2(h) it can be noted that the labels were successfully allocated to clusters although the data was incorrectly classified. It can also be noted where the algorithm made the wrong classifications. From clustered instances it can be noted that algorithms classified 42% of the dataset as an ATTACK meaning this algorithm was prone to a high number of FN so BENIGN traffic was being classed as an ATTACK when it should not have been. This could be put down to the features selected indicating that they were not suitable for this algorithm and did not provide enough information.

Overall all the supervised algorithms performed well in terms of the evaluation metrics with RF displaying a more promising performance compared to the other algorithms.

The computed confusion matrices for multiclass confusion are shown in Figure 3. The results for the multiclass classification show quite high rankings in terms of accuracy with all the algorithms performing well. From a more
in-depth analysis of the results that it is evident that the KNN algorithms greatly outperformed the other algorithms in terms of accuracy, precision and F1 Score. The greater performers out of the KNN algorithms were the Fine KNN and Weighted KNN algorithms, both of which possessed an F1 Score of 0.9991. However, Weighted just narrowly outperformed Fine in terms of accuracy and precision with a score of 0.9983 compared to 0.9982 respectively.

In terms of confusion matrices, it can be visually seen that the KNN algorithms had significantly lower FN and FP rates compared to the other algorithms. For example, between medium Gaussian SVM and Fine KNN it can be noted that there is a substantial difference when predicting a “DoS slowloris” attack had occurred. With medium Gaussian SVM it can be seen that 50.8% of these were misclassified compared to Fine KNN where 0.5% of these were misclassified. It can also be noted that NN did not perform well with the multiclass classification with very poor TP rates which can be seen in 4 out of the 6 classes. The results from the unsupervised algorithm implementation show that the k-means Clustering algorithm did not perform well as it concluded with a 31.3% error rate meaning nearly a third of the data points were misclassified. This type of result shows that clustering algorithms are not suitable for this type of data. While five of the labels were successfully assigned to clusters Heartbleed was not allocated, this could be due to that fact there was not a great number of Heartbleed attacks within this dataset.

While algorithms such as SVM, RF, and NN did not perform poorly as an overall accuracy, it can be seen through the confusion matrices that these algorithms were more prone to FN and FP making them less effective when considering intrusion detection, especially when compared to KNN algorithms.

IV. COMPARISON

All the results above prove that ML can be successful and of use when it comes to detecting whether an attack has occurred or not when given particular characteristics such as source IP, destination IP, and packet length etc. Between supervised and unsupervised learning, it is clear that the supervised learning is more successful and effective though only one unsupervised method has been looked at, so it is not as easy to give a full comparison between the two methods.

In terms of identifying whether the algorithms are more effective in binary classification or multiclass classification, the binary classification results are more evident of an overall high performance-level across all the algorithms. This kind of result demonstrate that in order to simply determine whether an event has taken place or not, it can be effectively achieved using ML algorithms. The results also demonstrated that for binary classification, RF is most effective in terms of high accuracy, high precision, and a high F1 Score. This algorithm also prove to be effective in terms of confusion matrix, displaying low scores in FN’s, and FP’s therefore increasing its effectiveness and reliability of the algorithm.

For the multiclass classification results, it could be seen in Figure that there was a more spread out range of results. Though all the results are still relatively high, there is a more distinct difference in the performance levels of the different algorithms. While RF performs well within binary classification, the results shown for multiclass classification rank RF as the least effective algorithm in terms of accuracy, precision, and F1 Score with both types of SVM not far ahead. For the multiclass it is evident that the KNN algorithms is most effective in terms of all the evaluation metrics. Multiclass classification is considered more complex than binary classification due to the nature of the classification being more than two classes; this in turn causes strains on algorithms through computational power and time and can therefore lead to less effective result from the algorithm as seen from the results throughout the experiment within this work.

From Figures, a), (b), and (c), a trend can be noted that algorithms that performed well in binary classification did not perform as well when it came to multiclass classification. This difference is particularly noticeable within the RF accuracy scores where there is a 7% difference between binary and multiclass classification. A similar score difference can be seen for RF in precision and F1 -score. Despite this, it can also be noted that KNN did not only outperform the other algorithms used within the multiclass classification by 6.61%, when compared with quadratic SVM, but also the algorithms within the binary classification by 0.06% when compared with RF. This in turn shows that KNN are strong algorithms when it comes to classification of data points and has proved to be the most effective algorithm.

While the unsupervised algorithm did not perform well it is important to note that the multiclass classification did perform better with a greater number of data points, 31.3% being correctly assigned to a cluster compared to binary with 44.8%. This does illustrate that the algorithm is more suitable for multiclass classification and the result could potentially be improved by using a different dataset that is balanced.

Overall between the two types of classification, it can be seen that binary classification does produce higher results when considering accuracy, precision, F1 Score, and confusion matrices, as this type of classification is simpler to implement and is primarily what the algorithms are designed for. Given the results produced in this work, it is possible to conclude that all the algorithms used for binary classification would be suitable to use in an intrusion detection system of that type. However, regarding multiclass classification it would not be sensible to recommend all the algorithms due to the large number of FN’s and FP’s that occur with a number of the algorithms. Instead only KNN algorithms can be recommended with Weighted KNN being the most obvious choice.
Fig. 3: Multiclass calculated confusion matrices.
V. CONCLUSION

This paper presents an extensive overview, implementation, and cross comparison of state-of-the-art machine learning-based methods available for intrusion detection. It is evident from the investigations that different machine learning methods can be used for intrusion detection. Further, the results demonstrated that the usage of machine learning techniques produce positive impact on improving the overall performance of the intrusion detection system in terms of accuracy and lowering false negatives. Additionally, from the perspective of algorithms, KNN showed the most promising results when considering the metrics of accuracy, recall, F1-score, and confusion with giving near-perfect results. In addition to providing the best results, it was also noted that multiclass classification can provide more informative results by differentiating between different types of attack, therefore, allowing for a more effective response when mitigating the impact of such an attack. As a future works, we plan to investigate the use of deep learning methods for intrusion detection [26]–[28].
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