A New Framework for Retinex based Color Image Enhancement using Particle Swarm Optimization
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Abstract:
A new approach for tuning the parameters of MultiScale Retinex (MSR) based color image enhancement algorithm using a popular optimization method, namely, Particle Swarm Optimization (PSO) is presented in this paper. The image enhancement using MSR scheme heavily depends on parameters such as Gaussian surround space constant, number of scales, gain and offset etc. Selection of these parameters, empirically and its application to MSR scheme to produce inevitable results are the major blemishes. The method presented here results in huge savings of computation time as well as improvement in the visual quality of an image, since the PSO exploited maximizes the MSR parameters. The objective of PSO is to validate the visual quality of the enhanced image iteratively using an effective objective criterion based on entropy and edge information of an image. The PSO method of parameter optimization of MSR scheme achieves a very good quality of reconstructed images, far better than that possible
with the other existing methods. Finally, the quality of the enhanced color images obtained by the proposed method are evaluated using novel metric, namely, Wavelet Energy (WE). The experimental results presented show that color images enhanced using the proposed scheme are clearer, more vivid and efficient.
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1 Introduction

The pre-processing or pixel level processing is the key step in digital image processing [Jain (1989)] for further analysis and processing of digital images. The images obtained from capturing device exhibit several defects such as non-uniform illumination, sampling noise, poor contrast, and many others. The pre-processing of such defected images plays an important role in an image processing system. The major pre-processing operations [Gonzalez and Woods (2008)] generally used are as follows: image enhancement for improving the visual quality of an image, thresholding to reduce gray scale image to a binary image, filtering for noise reduction and segmentation to separate various components of an image. Among these operations, image enhancement plays an important role in the pre-processing phase of the image processing. Nowadays color image enhancement [Zhang Yu et al. (2010)] has become significant research area due to the widespread use of color images in many applications.

The goal of an image enhancement algorithm is to acquire the finer details of an image and highlight the useful information that are not clearly visible owing to different illumination conditions. Conventional methods employed for image enhancement are Histogram Equalization (HE) [Sundaram et al. (2011)], Adaptive HE [Elisabeta (2011)], gamma correction [Guan et al. (2009)] and homomorphic filtering [Ming and Vijayan (2006)]. Although good enhancement results have been obtained from these image enhancement methods, visual inspection of the reconstructed image reveals that these enhancement schemes heavily depend on input images. On the other hand, conventional enhancement methods need manual adjustment of parameters in order to obtain acceptable results. Numerous retinex based image enhancement algorithms were developed by [Rahman et al. (1997)] to enhance medical, natural, facial and aerial images etc. The software based image enhancement programs such as Adobe Photoshop, Photoflair, Amped and ImaQuest etc., offers a number of interactive tools to improve the quality of the image. However, the standard imposed on the enhancement technique differs from one area of application to another.

PSO is one of the searching algorithm that can be applied to non-linear and discrete optimization problems. Numerous researchers have incorporated the PSO algorithm to solve various problems of image processing [Braik et al. (2007)]. In Ref. [Mohamed et al. (2010)] authors used PSO to optimize the scaling factor of linear unsharp masking based edge enhancement. [Sengee et al. (2010)] used
PSO to improve the clarity of ridges in fingerprint images. [SUN et al. (2011)] used Quantum-behaved PSO (QPSO) scheme to improve the adaptability and versatility of image enhancement. Many authors have used PSO technique for tuning the parameters of image enhancement methods. The answer to the question when should we use swarm to solve the problems was described by [Blackwell and Richer (2006)]. Therefore, it is clear that tuning the parameters using PSO to achieve the required goals in image enhancement is a challenging problem. In this paper, PSO has been exploited to adjust the parameters of retinex based color image enhancement. The efficiency and superiority of the proposed color image enhancement method using PSO algorithm can be confirmed by the WE metric.

The paper is organized as follows: Section 2 gives a brief review of related work. Section 3 describes the proposed particle swarm optimization based MSR with modified color restoration algorithm. Section 4 provides experimental results and comparative study. Conclusion arrived at are presented in the section 5.

2 Related Work

In 1971, Edwin H. Land formulated the retinex theory. According to Land’s theory, the word "retinex" is a portmanteau formed from "retina" and "cortex" suggesting that both the eye and the brain are involved in the processing. [Brainard and Wandell (1986)] proposed a theoretical study of retinex algorithm based on convergence properties of Land’s retinex theory and exhibited that the pixel values converge to simple normalization when both path and length keep increasing. However, the retinex path based methods have high computational complexity. [Funt et al. (2004)] proposed an iterative version of retinex algorithm which uses 2D extension of path version. In this work, a new value for each pixel is computed by iteratively comparing pixels in an image. However, the number of iterations is not defined and thus affects the final results. [Choi et al. (2008)] proposed the Single-Scale Retinex (SSR) model in order to enhance the color image. The SSR algorithm developed in this method relies on the ratio of the lightness of a small central field in the region of interest to the average lightness of an extended field. The Gaussian function has been used in this scheme in order to obtain the average lightness of the entire image. However, the SSR algorithm is unable to remove halo artifacts in the enhanced image completely.

[Jobson et al. (1997)], proposed MSR based color image enhancement algorithm (popularly called as NASA’s retinex method) in order to overcome the drawback of SSR. In this method, an input image is processed several times using SSR with the Gaussian filters of various scales. The resulting images are weighted and then summed to reduce the halo artifacts and improve the local contrast. However, this scheme may not optimize the parameters such as size and weight of the Gaussian filters. As a result, ratios for the variations in luminance and chrominance are unmatched. This mismatch inevitably leads to an unnatural color rendition. [Hongqing and Guoqiang (2010)] proposed an improved retinex image enhancement algorithm. The algorithm has very good performance in color constancy, contrast and computational cost. However, the retinex based image enhancement is achieved in HSV color space in place of RGB color space. Therefore, an additional color space conversion increases the computational
complexity. [Youhei et al. (2009)] proposed a retinex model for color image contrast enhancement. The luminance signal is processed to reduce the computation time without changing color components. Although this scheme offers satisfactory results for gray images, computational complexity of the algorithm increases due to large scale Gaussian filtering.

[Majumdar et al. (2011)] proposed a retinex algorithm for color image enhancement with reduced halo artifacts. The method was inspired based on the work proposed by [Moore et al. (1991)]. [Zhang Ruibog et al. (2011)] proposed an algorithm for ultrasound liver image enhancement based on MSR theory. The images processed using MSR algorithm, enhances the contrast ratio and increases entropy information. This scheme offers enriched visual quality detail by improving the details in dark areas. The improved visual quality assists doctors for classification and identification of liver cells. However, the issues such as selection of environmental function and its standard deviation are to be considered in order to obtain satisfactory results. [Yong et al. (2010)] proposed multi-dimensional multiscale image enhancement algorithm based on MSR theory combined with conduction function. This method provides good color constancy and better contrast enhancement over other enhancement approaches. However, an image with less affected by the illumination require larger weights and scales. Further, if the image is encountered with a dim light source requires a change of Gaussian scales and weights depending upon the source of illumination.

[Apurba and Ashish (2009)] proposed gray level image enhancement using PSO. In this method, image enhancement is considered as an optimization problem. The solution to this problem has been obtained by exploiting PSO. Image enhancement is achieved by maximizing the information content in the enhanced image using intensity transformation. The parameterized transformation function adapted in this work uses local and global information of the image. The objective criterion of this algorithm is based on the measurement of entropy and edge information. The parameters used in the transformation function are optimized based on PSO in accordance with the objective criterion. This scheme produces better result compared with other image enhancement techniques such as contrast stretching, HE and Genetic Algorithm (GA) based image enhancement.

[Zhang Tiedong et al. (2008)] proposed sonar image enhancement based on PSO. Sonar images have important characteristics such as low resolution, strong echo disturbance, small object regions and obscure object edges. In such situations, it is very hard to obtain satisfactory results using global image enhancement algorithms. An adaptive local enhancement algorithm proposed in this work, evaluates the enhanced image using number of edges, edge intensities and the entropy value. The PSO technique has been adopted in order to search the optimal parameters for the best enhancement. Image enhancement technique based on improving the PSO algorithm has been proposed by Qunqing et al. [Gao et al. (2011)]. In this work, image enhancement is considered as an optimization problem which optimizes the parameter using the Simulated Annealing PSO (SAPSO) method. Although, the enhancement achieved is superior than the Genetic Algorithm (GA) based image enhancement, searching curve for SAPSO is not smooth, there are several variations in it. Gray level image enhancement using Modified Random Localization based Differential Evolution (MRLDE) algorithm has been proposed by [Kumar et al. (2006)]. In this scheme, the variant of DE
far better than Genetic Algorithm has been exploited in order to enhance the gray image. However, the convergence is slower compared with Newton-Raphson method since points randomly move about the space and it is required to wait until they move in the right direction.

The retinex algorithm have been undergone various modifications and improvements, and has been successfully applied to enhance color images of different environmental conditions. Among variety of retinex image enhancement methods presented earlier, NASA’s MSR method is popular and have been used widely by other researchers for different applications. It can be seen from the reconstructed images presented by [Jobson et al. (1997)] method, there is still considerable room for improvement in the visual quality. The retinex based image enhancement method provides acceptable results if the parameters are adjusted. The selection and tuning of retinex parameters is the most crucial task in a multiscale retinex algorithm. Applying PSO for maximizing the parameters of MSR proposed by [Hanumantharaju et al. (2011)] provides better reconstructed images compared with [Jobson et al. (1997) method. The core part of the retinex method is to adjust the parameters in such a way that the reconstructed image appears to be visually effective. In contrast to this, applying PSO to maximize parameters of retinex image enhancement method would be an ideal choice to overcome the limitations of retinex based enhancement methods.

3 Proposed Method

The most popular retinex based color image enhancement algorithm has reached many improvements and modifications by various researchers. The modified retinex algorithms [Majumdar et al. (2011), Yong et al. (2010)] provide acceptable results and can be further used in image processing system. However, the major concerns with the retinex algorithms are the selection of parameter values. The color image enhancement using MSRCR has many parameters to be considered. For e.g, the parameters such as Gaussian scales \((\sigma_1, \sigma_2, \sigma_3)\), number of scales, \(\alpha\), \(\beta\), G and offset etc., has to be adjusted in order to obtain satisfactory results. The number of parameters and its value selection plays an important role in order to achieve best image enhancement. In this paper, a new approach for the retinex based color image enhancement has been presented. The constant parameters used in the MSRCR algorithm are optimized using the optimization algorithm, PSO. The MSRCR parameters employed for optimization using PSO are Gaussian scales \((\sigma_1, \sigma_2, \sigma_3)\), \(\alpha\), \(\beta\), G and offset etc. The main aim of the proposed method is to find the optimal values for MSRCR parameters. Next, the PSO optimized values for the parameters obtained are used in the MSRCR algorithm to obtain the enhanced image.

3.1 Multiscale Retinex with Color Restoration Algorithm

Conventional image enhancement methods have not fully utilized the human visual characteristics. The retinex based image enhancement is based on the human visual model, in this regard Edwin Land has introduced retinex theory. Land’s retinex theory is the basis for the development of the [Jobson et al. (1997)]
SSR, MSR and MSRCR. The details of the original image are highlighted in the SSR since the image is processed in the logarithmic space. The 2D convolution operation of the original image with Gaussian surround function smoothens the image. Further, the smooth part is subtracted from the original image to obtain the final enhanced image.

The color image enhancement using SSR can be expressed as

\[
R_i(x, y) = \log I_i(x, y) - \log [F(x, y) \otimes I_i(x, y)]
\]  

(1)

where \(i \in R, G, B\), \(R_i(x, y)\) is the retinex output for the channel \(i\), \(I_i(x, y)\) is the image pixel value at location \((x, y)\) for the \(i\)th channel, \(\otimes\) denotes 2D Gaussian convolution and \(F(x, y)\) is the Gaussian surround function.

The convolution operation \([F(x, y) \otimes I_i(x, y)]\) represent the illumination component of the \(i\)th color spectral band. The retinex output image, \(R_j(x,y)\) is obtained by subtracting the log signal of the illumination component from the original image \(I_i(x, y)\) of the \(i\)th color spectral band.

The Gaussian surround function \(F(x,y)\) is given by Eqn. (2).

\[
F = K \exp \left[ -\frac{(x^2 + y^2)}{2\sigma^2} \right]
\]  

(2)

where \(x\) and \(y\) are spatial coordinates, \(\sigma\) standard deviation of the Gaussian distribution function or Gaussian surround space constant and \(K\) is selected such that

\[
K = \frac{1}{\sum_{x=0}^{M-1} \sum_{y=0}^{N-1} F(x, y)}
\]  

(3)

where \(M \times N\) represents the size of the image.

The small value of surround space constant results in high dynamic range compression of an image. The large value of Gaussian scale selection produces the enhanced image similar to natural scene. Alternatively, larger the Gaussian scale selection, results in an enhanced image with good color rendition. The middle value of surround space constant is superior for compensating shadow and to accomplish acceptable rendition for the enhanced image. The SSR algorithm improves the luminance of an image without sacrificing the contrast of an image. SSR algorithm is able to provide either dynamic range compression or tonal rendition but not both simultaneously. However, the SSR algorithm introduces halo artifacts in the enhanced images and thus the visual quality of an image degrades. Further, the strength of various surround space constants in the Gaussian function is combined together in MSR algorithm. Therefore, the MSR output is the weighted sum of the several different SSR outputs.

Mathematically MSR can be represented as Eqn. (4).

\[
F_{MSR_i} = \sum_{i=1}^{N} W_n \times R_n\]

(4)

where \(n\) is the number of scales assumed as 3 \([8]\) since this matches with the number of color components, \(W_n\) is the weighting factor assumed as 1/3 \([26]\), \(R_n\),
is the SSR output of the $i^{th}$ component of the $n^{th}$ scale and $F_{MSR_i}$ is the MSR output of the $i^{th}$ spectral component.

The MSRCR is given by Eqn (5):

$$F'_{MSRCR_i}(x,y) = C_i(x,y) \times F_{MSR_i}$$  \hspace{1cm} (5)

where $i \in R,G,B$ and $C_i(x,y)$ is expressed as follows:

$$C_i(x,y) = \beta \left\{ \log [\alpha I_i(x,y)] - \log \left[ \sum_{i=1}^{n} I_i(x,y) \right] \right\}$$  \hspace{1cm} (6)

where $\beta$ is a gain and $\alpha$ is a parameter which indicates the strength of the non-linearity. The final version of MSRCR is given by Eqn (7):

$$F_{MSRCR_i}(x,y) = G \times \left[ F'_{MSRCR_i}(x,y) + b \right]$$  \hspace{1cm} (7)

where $G$ and $b$ are the gain and offset values.

### 3.2 Objective Criterion

The quality of an enhanced image is assessed by [Huang et al. (2005), Huang et al. (2006)] automatically by employing an efficient objective criterion. The objective function [Apurba and Ashish (2009), Kwok et al. (2006)] used in this work is based on the performance measures such as entropy, sum of edge intensities and number of edge pixels. It can be observed that contrast enhanced image has more number of edge pixels and higher intensity value at the edges. In addition, the entropy value used in the objective criterion reveals the finer details present in the image.

The objective function is expressed as follows:

$$F(I_e) = \log [\log (E(I_s))] \times \frac{n_{edges}(I_s)}{MN} \times H(I_{ge})$$  \hspace{1cm} (8)

where $I_{ge}$ is the gray-level image of the enhanced color image produced by the MSRCR algorithm. The edges or edgels of Eqn. (8) are determined by using Sobel edge detector. Following the Sobel edge operator, the edge image $I_s$ is obtained for the enhanced gray image. $E(I_s)$ represents the sum of MN pixel intensities of Sobel edge image $I_s$ , $n_{edges}$ indicates the number of pixels, whose intensity values is higher than a threshold in the Sobel edge image. Based on the histogram, the entropy value is calculated on the enhanced image as given by Eqn. (9)

$$H(I_{ge}) = - \sum_{i=0}^{255} e_i$$  \hspace{1cm} (9)

where $e_i = h_i \log_2 h_i$ , if $h_i \neq 0$ otherwise $e_i = 0$. The $h_i$ is the probability occurrence of $i^{th}$ intensity value of enhanced gray image $I_{ge}$.
3.3 PSO Algorithm

The PSO [Kwok et al. (2006)] is a population based search technique modeled on the social behavior of organisms such as bird flocking and fish schooling. The PSO is an algorithm which optimizes the particles within the search space. The individual particles present in the space vary their position with time. In PSO system, particles fly around in a multidimensional search space. During flight, each particle adjusts its position according to its own experience, and the experience of its neighboring particles. Each single solution in the PSO is considered as "particle". All particles have fitness values which are evaluated by the objective function to be optimized and have velocities which direct the flying of the particles. The particles fly through the problem space by following the personal and global best solutions.

The swarm is initialized with a group of random particles and it then searches for optima by updating through iterations. In every iteration, each particle is updated by following two "optima" values. The first one is the best solution of each particle achieved so far. This value is known as "pbest" solution. Another one is the, best solution tracked by any particle among the whole population. This best value is known as "gbest" solution. These two best values are responsible to drive the particles to move to new better position.

After finding the two best values, a particle updates its velocity and position by using the following Eqns. (10) and (11)

\[
v_i(t+1) = w v_i(t) + c_1 r_1 (p_i(t) - x_i(t)) + c_2 r_2 (g(t) - x_i(t)) \tag{10}
\]

\[
x_i(t+1) = x_i(t) + v_i(t+1) \tag{11}
\]

where \(x_i(t)\) and \(v_i(t)\) indicates the position and velocity of the particle ‘i’ at time instance ‘t’, \(w\) is called inertia weight used to achieve the balance between the global search and local search. \(c_1\) and \(c_2\) are positive acceleration constants, and \(r_1\) and \(r_2\) are the random values generated within the range \([0, 1]\). \(p_i(t)\) represents the best solution of the \(i^{th}\) particle, and \(g(t)\) is the global best solution achieved so far. In Eqn. (10), the first part represents the inertia velocity of the particle, the second part indicates the particle’s decision made by its own experience, and the third part signifies the swarm’s experience-sociality.

3.4 Particle Swarm Optimization based Multiscale Retinex with Modified Color Restoration Algorithm

The proposed PSO based multiscale retinex with color restoration algorithm for image enhancement is presented in this section. The MSR algorithm adapted in the present work is based on modified color restoration technique (MSRMCR) [Hanumantharaju et al. (2011)]. The color restoration of MSR method has been modified in such a way that the number of operations are reduced. In order to get the image pixel values in the standard unsigned range of 0 to 255, the multiscale retinex output of Eqn. (4) presented earlier is multiplied by a factor 28.44, followed by a positive offset of 128 as shown in Eqn. (12).

\[
F'_{MSR_i} = F_{MSR_i}(x,y) \times 28.44 + 128 \tag{12}
\]
This operation translates image pixel values in MSR format from 4.5 range to [0-255], which is suitable for obtaining visually acceptable picture. Also an additional processing step is carried out using Eqn. (13) in order to solve the gray world violation (which means whitening of pictures). The log(1+x) is used in place of log(x) to ensure a positive result and also to overcome undefined range for log(0).

\[
I'_i(x, y) = \log_2 \left\{ 1 + C \times \left[ \frac{I_i(x, y)}{\sum_{i=1}^{\infty} I_i(x, y)} \right] \right\}
\]  

(13)

where \( i \in R, G, B \). In the work of Ref. [Hanumantharaju et al. (2011)], a value of 125 is suggested for the constant C. This value empirically settles to 100 for a specific test images.

Further, a scaling factor of \( \frac{1}{255} \) is multiplied in order to maintain the value of image in the range of 0 to 255 using Eqn. (14). The choice of scale is application dependent but for most of the applications three scales are required.

\[
F'_{MSRMCR}(x, y) = \frac{I'_i(x, y) \times F'_{MSR}(x, y)}{255}
\]  

(14)

The Multiscale Retinex with Modified Color Restoration (MSRMCR) is computed by using Eqn. (15). The result of the above processing will have both negative and positive RGB values and the histogram will typically have large tails. Thus a final gain-offset is applied to get an enhanced image. The gain of 2.25 and offset value of -30 is used in this method.

\[
F_{MSRMCR}(x, y) = G \times \left[ F'_{MSRMCR}(x, y) + b \right]
\]  

(15)

where \( F_{MSRMCR}(x, y) \) is the output of the multiscale retinex with modified color restoration.

The multiscale retinex parameters such as Gaussian scales \((\sigma_1, \sigma_2, \sigma_3)\), empirical constant \(C\), gain \(G\) and offset \(b\) used in the MSRMCR image enhancement algorithm are optimized using PSO.

The flowchart of the proposed PSO based MSRMCR algorithm is presented in Fig. 1. The parameters chosen in the proposed scheme are as follows: The number of particles ‘P’ and dimension ‘d’ of each particle is set to 30 and 6 respectively. Next, we choose the number of iterations as 30 in order to terminate the algorithm. It is clear from the experimental results that the number of iterations chosen in the present work produces satisfactory results. The range preferred in this scheme for Gaussian scales are as follows: \( \sigma_1 \in [1, 80] \), \( \sigma_2 \in [81, 150] \), \( \sigma_3 \in [151, 256] \). The range of parameters chosen for NASA’s MSRCR using PSO are \( \alpha \in [100, 125] \), \( G \in [150, 200] \) and \( \beta \in [0, 5] \) respectively. The range of values selected for proposed MSRMCR parameters are as follows: \( C, G \) and \( b \) are selected with \( [100, 125] \), \( [0, 5] \) and \( [-50, 0] \) respectively. The random numbers \( r1 \) and \( r2 \) used in Eqn. (10) are selected between 0 and 1. The positive acceleration constants \( ac1 \) and \( ac2 \) are also random numbers selected in the range of \( [0, 2] \).
The inertia weight $W$ which decreases linearly with the increase of generation is given by Eqn. (16).

$$ W = W_{\text{max}} - \frac{\text{Current}_{\text{iteration}} \times (W_{\text{max}} - W_{\text{min}})}{\text{max}_{\text{iteration}}} \tag{16} $$

where $W_{\text{max}}$ is the largest weighting coefficient which is set to 2, the $W_{\text{min}}$ is the minimum weighted coefficient, is set to 0, $\text{Current}_{\text{iteration}}$ is the current iteration and $\text{max}_{\text{iteration}}$ is the total number of iterations set for the algorithm.

4 Experimental Results and Comparative Study

This section presents the experimental results of the proposed PSO based MSRMCR image enhancement presented in the earlier section. In this paper, the most popular image enhancement techniques namely, HE [Lu et al. (2010), Sengee et al. (2010)], NASA’s MSRCR, IMSRCR [Chih and Hwang (2009)] and photoflair based software are chosen in order to validate the proposed scheme. The photoflair is photo enhancement software by Truviev imaging company who patented retinex image enhancement algorithm from NASA. Photoflair restores rich colors in an image by correcting underexposed dark areas without affecting correctly exposed areas.
The work presented here is validated by considering number of test images with resolution of 512 x 512 pixels. The input images are resized to 256 x 256 pixels in order to reduce execution time and are considered in Tagged Image File Format (.tif) due to its advantage of platform independent and storage requirement. The image enhancement algorithms mentioned earlier are invoked to compare with the proposed method. The algorithm have been coded and tested using Matlab version 8.0. Elaborate experiments were conducted on over a dozen varieties of images and consistently good results have been obtained for the proposed method. As examples, a few poor quality images have been enhanced using the proposed method and is presented. Table 1 provides the [Jobson et al. (1997)] MSRCR parameters tuned for first set of test images using PSO algorithm. Table 2 shows the proposed MSRMCR parameters obtained for the first set of test images based on PSO algorithm. The tuned parameters are embedded into the MSRCR and MSRMCR image enhancement algorithms, respectively.

The original 'office' image with office light off, intense background and dark foreground is shown in Fig. 2(a). The reconstructed images using HE [Cheng and Shi (2004)], NASA’s MSRCR of Ref. [Jobson et al. (1997)], Improved MSR of Ref. [Chih and Hwang (2009)], Photoflair and proposed method were shown in Figs. 2(b), (c), (d), (e) and (f), respectively. As is evident from the results presented, the proposed method yields better enhanced color images, since the use of PSO optimizes the parameters. The swarm intelligence is an innovative paradigm for solving optimization problems in image enhancement. The PSO incorporated into retinex method and uses the maximized parameters adaptively. The PSO is a population-based optimization method, which can be implemented and applied easily to solve various optimization problems of image enhancement. The main strength of the PSO algorithm is its fast convergence, compared with GA, SA and DE based optimization algorithms. In this paper, the PSO is used to investigate the optimal parameters for MSR algorithm in order to obtain the best image enhancement. Initially, the PSO algorithm randomly selects the

### Table 1  MSRCR [Jobson et al. (1997)] Parameters Tuned using PSO Algorithm

| Image | Resolution | σ₁  | σ₂  | σ₃  | G   | α   | β   | b   |
|-------|------------|-----|-----|-----|-----|-----|-----|-----|
| Office| 256 x 256  | 52.55 | 83.65 | 198.84 | 168 | 121 | 38  | -12 |
| Tree  | 256 x 256  | 18.63 | 139.90 | 162.72 | 153 | 137 | 45  | -17 |
| Girl  | 256 x 256  | 29.63 | 97.22  | 187.87 | 167 | 129 | 49  | -20 |
| Bird  | 256 x 256  | 20.21 | 86.62  | 221.20 | 186 | 131 | 42  | -18 |

### Table 2  Proposed MSRMCR Parameters Tuned using PSO Algorithm

| Image | Resolution | σ₁  | σ₂  | σ₃  | C     | G     | b    |
|-------|------------|-----|-----|-----|-------|-------|------|
| Office| 256 x 256  | 63.83 | 128.60 | 201.08 | 102  | 2.21  | -13  |
| Tree  | 256 x 256  | 21.93 | 147.37 | 158.34 | 122  | 3.15  | -12  |
| Girl  | 256 x 256  | 37.74 | 94.56  | 175.85 | 108  | 1.98  | -21  |
| Bird  | 256 x 256  | 24.87 | 121.62 | 205.64 | 120  | 2.25  | -14  |
number of particles and parameters within their range. During each iteration of the algorithm, each particle is evaluated by the objective function, determining the fitness of the solution. The PSO approach used in this work for color image enhancement not only selects optimal parameters but also evaluates the enhanced image based on entropy, edge information of an image and number of edge pixels.

**Figure 2** Comparisons of Reconstructed 'office' Images Using Image Enhancement Algorithms (a) Original Image (b) Image Enhanced using HE of Ref. [Cheng and Shi (2004)] (c) Reconstructed Image using the method proposed in Ref. [Jobson et al. (1997)] (d) Improved MSR of Ref. [Chih and Hwang (2009)] (e) Photoflair Software based Enhancement (f) Proposed PSO based MSRMCR method. **Note:** The 'office' image with office light off is from http://ivrg.epfl.ch/index.html.

The proposed algorithm is tested with other images such as 'tree', 'girl', & 'bird' and are presented in Figs. 3, 4 and 5, respectively. As is evident from the Matlab simulation results, the proposed PSO based MSRMCR enhancement method provides better reconstruction compared to MSRCR method of Ref. [Jobson et al. (1997)]. Referring to 'Office' image, it can be observed that the
computational time for the proposed PSO based MSRMCR was found to 225 sec. The time taken for NASA’s retinex of Ref. [Jobson et al. (1997)] was found 283.5 sec. This is due to the fact that the PSO based MSRMCR algorithm has less number of computations. This drastically reduces the computation time of the algorithm, whereas applying PSO for MSRCR increases the processing time considerably. The NASA’s MSRCR algorithm is computationally intensive and demands high execution time. Table 3 provides comparison of the proposed MSRMCR image enhancement scheme with the NASA’s MSRCR method based on the computation time.

In order to validate the performance of the proposed algorithm with more details, additional experimental results of ‘Aerial’, ‘Palace’, ‘Big-ben’, ‘Memorial Church’ and ‘House’ images are presented in Figs. 6, 7, 8, 9 and 10, respectively. The Table 4 provides the parameters adjusted using PSO for MSRCR method of Ref. [Jobson et al. (1997)]. Table 5 shows the proposed MSRMCR parameters obtained for second set of test images based on PSO algorithm. The tuned parameters are embedded into the MSRCR and MSRMCR image enhancement algorithms, respectively. It may be observed from the results presented that the proposed MSRMCR method offers good enhancement results far better than the other researcher methods. Table 6 provides computational complexity of the reconstructed images using proposed MSRMCR and NASA’s MSRCR image enhancement techniques for additional test images.
Figure 4  Comparisons of Reconstructed 'girl' Images Using Image Enhancement Algorithms (a) Original Image (b) Image Enhanced using HE of Ref. [Cheng and Shi (2004)] (c) Reconstructed Image using the method proposed in Ref. [Jobson et al. (1997)] (d) Improved MSR of Ref. [Chih and Hwang (2009)] (e) Photoflair Software based Enhancement (f) Proposed PSO based MSRMCR method. Note: The original 'girl' image is from http://dragon.larc.nasa.gov/retinex/pao/news/
Figure 5  Comparisons of Reconstructed 'bird' Images Using Image Enhancement Algorithms (a) Original Image (b) Image Enhanced using HE of Ref. [Cheng and Shi (2004)] (c) Reconstructed Image using the method proposed in Ref. [Jobson et al. (1997)] (d) Improved MSR of Ref. [Chihi and Hwang (2009)] (e) Photoflair Software based Enhancement (f) Proposed PSO based MSRMCR method. Note: The original 'bird' image is from http://www.cs.huji.ac.il/ danix/hdr/enhancement.html

Table 6  Comparison of Proposed MSRCR Image Enhancement Method with NASA’s MSRCR based on Computation Complexity for 200 Generations

| Image            | Resolution | Proposed MSRCR (Sec) | NASA’s MSRCR (Sec) |
|------------------|------------|----------------------|--------------------|
| Aerial           | 256 × 256  | 231.7                | 289.1              |
| Palace           | 256 × 256  | 229.8                | 299.5              |
| Big-Ben          | 256 × 256  | 232.7                | 287.3              |
| Memorial Church  | 256 × 256  | 233.2                | 294.2              |
| House            | 256 × 256  | 232.9                | 288.6              |
Figure 6 Image Enhancement Methods comparison (a) Original ‘Aerial’ Image of resolution 256 × 256 pixels (b) Image Enhanced based on Histogram Equalization of Ref. [Cheng and Shi (2004)] (c) Image Enhanced using NASA’s MSRCR technology of Ref. [Jobson et al. (1997)] (d) Improved MSRCR based Color Image Enhancement of Ref. [Chih and Hwang (2009)] (e) Image Enhanced using Proposed PSO based MSRMCR Note: The original ‘aerial’ image is from http://dragon.larc.nasa.gov/retinex/pao/news/

The performance of the proposed enhancement algorithm is compared with other enhancement schemes described earlier based on the new metric called WE [Hanumantharaju et al. (2011)]. The WE is computed for original image and enhanced image subsequent to two dimensional Discrete Wavelet Transform (2D-DWT). The Approximate WE (AWE) and Detailed WE (DWE) computed are used for evaluating the quality of the enhanced image. In this paper, AWE and DWE adapted for image quality assessment provides information about global appearance and local details of an image. The Fig. 11 and Fig. 12 shows the comparison of the proposed PSO-MSRMCR with other image enhancement algorithms using a WE metric. The developed enhancement algorithm not only improves luminance and color fidelity but also adapts Human Vision System (HVS) characteristics. In our approach, the AWE and DWE values of the best enhanced image are to be equal to the AWE and DWE values of the original image. The proposed WE metric exploited for image quality assessment make sure that color and details of the image are better for human vision perception.

It is clear from the experimental results that the proposed algorithm outperforms the other image enhancement techniques in terms of quality of the reconstructed picture. The images enhanced by our method are clearer, more vivid, and more brilliant than that achieved by other researchers.
5 Conclusion

A new approach for color image enhancement using PSO based MSRMCR has been presented in this paper. The parameters selection in an MSRMCR based color image enhancement algorithm was a critical task. Due to the hard selection of parameters, PSO algorithm has been used in order to obtain the optimal parameters. The PSO algorithm exploited in the proposed scheme utilizes an efficient objective criterion based on entropy and edge information of an image. The MSR parameters such as Gaussian surround space constants, number of scales, gain and offset etc. are optimized using PSO technique to obtain reconstructed images far better than other researcher methods. The visual quality of the reconstructed images are evaluated using a new WE metric. The Matlab code developed for the proposed work was tested with various images of different environmental conditions and found to produce high quality enhanced images. Currently, work is under progress for amending the algorithm for facial images, medical images etc.

References

Apurba Gorai and Ashish Ghosh (2009) ‘Gray-level Image Enhancement By Particle Swarm Optimization’, World Congress on Nature & Biologically Inspired
Figure 8  Image Enhancement Methods comparison (a) Original 'Big-ben' Image of resolution 256 × 256 pixels (b) Image Enhanced based on Histogram Equalization of Ref. [Cheng and Shi (2004)] (c) Image Enhanced using NASA's MSRCR technology of Ref. [Jobson et al. (1997)] (d) Improved MSRCR based Color Image Enhancement of Ref. [Chih and Hwang (2009)] (e) Image Enhanced using Proposed PSO based modified MSRCR Note: The original 'Big-ben' image is from http://visl.technion.ac.il/1999/99-07/www/
Figure 9 Image Enhancement Methods comparison (a) Original ‘Memorial Church’ Image of resolution 256 × 256 pixels (b) Image Enhanced based on Histogram Equalization of [Cheng and Shi (2004)] (c) Image Enhanced using NASA’s MSRCR technology of Ref. [Jobson et al. (1997)] (d) Improved MSRCR based Color Image Enhancement of Ref. [Chih and Hwang (2009)] (e) Image Enhanced using Proposed PSO based MSRMCR Note: The original ‘memorial church’ image is from http://ivrg.epfl.ch/index.html.
Figure 10  Image Enhancement Methods comparison (a) Original 'house' Image of resolution 256 × 256 pixels (b) Image Enhanced based on Histogram Equalization of Ref. [Cheng and Shi (2004)] (c) Image Enhanced using NASA’s MSRCR technology of Ref. [Jobson et al. (1997)] (d) Improved MSRCR based Color Image Enhancement of Ref. [Chih and Hwang (2009)] (e) Image Enhanced using Proposed PSO based MSRMCR

Hanumantharaju, M.C., Ravishankar, M., Rameshbabu, D.R., and Manjunath Aradhya, V.N., (2011) ‘An Efficient Metric for Evaluating the Quality of the Color Image Enhancement’, Proceedings of Indian International Conference on Artificial Intelligence, Tumkur, India.

Hanumantharaju, M.C., Ravishankar, M., Rameshbabu, D.R., and Ramachandran, S., (2011) ‘Color Image Enhancement using Multiscale Retinex with Modified Color Restoration Technique’, Proceedings of IEEE International Conference on Emerging Applications of Information Technology (EAIT 2011), pp. 93-97.

Hongqing Hu and Guoqiang Ni (2010) ‘The improved algorithm for the defect of the Retinex Image Enhancement’, Proceedings of International Conference on Anti-Counterfeiting Security and Identification in Communication (ASID), Lausanne, Switzerland, pp. 257-260.

Hiroshi Tsutsui, Hideyuki Nakamura, Ryoji Hashimoto, Hiroyuki Okuhata and Takao Onoie (2010) ‘An FPGA Implementation of Real-Time Retinex Video Image Enhancement’, Proceedings of World Automation Congress (WAC), pp. 1-6, 19-23.

Jain, A.K., (1989) ‘Fundamentals of Digital Image Processing’, Prentice-Hall, Inc. Upper Saddle River, NJ, USA.
Figure 11  Comparison of the proposed PSO-MSRMCR result with other image enhancement algorithms using a WE Metric: (a) Approximate WE Metric Comparison for Various Test Images. (b) Detailed WE Metric Comparison for Various Test Images. Note: WE metric for test images 'Office', 'Tree', 'Girl' and 'Bird', respectively.
Figure 12 Comparison of the proposed PSO-MSRMCR result with other image enhancement algorithms using a WE Metric: (a) Approximate WE Metric Comparison for Additional Test Images. (b) c. Detailed WE Metric Comparison for Additional Test Images. Note: WE metric for test images 'Aerial', 'Palace', 'Big-ben', 'Memorial' and 'House' respectively.
Jobson, D.J., Zia-ur Rahman, and Glenn A. Woodell (2006) ‘A Multiscale Retinex for bridging the gap between color images and the human observation of scenes’, *IEEE Transaction on Image Processing*, Vol. 6, No. 7 pp. 965-976.

Huang, K.Q., Zhenyang Wu, George Fung, S.K., Francis Chan H.Y., (2005) ‘Color Image Denoising with Wavelet Thresholding based on Human Visual System Model’, *Signal Process Image Communication*, Vol. 20, Issue. 2, pp. 115-127.

Huang, Kai-Qi and Wang, Qiao and Wu, Zhen-Yang, (2006) ‘Natural Color Image Enhancement and Evaluation Algorithm based on Human Visual System’, *Journal of Computer Vision and Image Understanding*, Vol. 103, Issue. 1, pp. 52-63.

Kumar, P., Kumar, S., & Pant, M. (2013, January) ‘Gray Level Image Enhancement by Improved Differential Evolution Algorithm’, *In Proceedings of Seventh International Conference on Bio-Inspired Computing: Theories and Applications (BIC-TA 2012)*, pp. 443-453.

Kwok, N., Ha, Q., Liu, D., and Fang, G., (2006) ‘Intensity-Preserving Contrast Enhancement for Gray-Level Images using Multi-objective Particle Swarm Optimization’, *IEEE International Conference on Automation Science and Engineering CASE-2006*, pp. 21-26.

Lu Li, Zhou Yicong, Panetta Karen, Agaian Sos (2010) ‘Comparative Study of Histogram Equalization Algorithms for Image Enhancement’, *Proceedings of SPIE*, Vol. 7708, pp. 770-811.

Ming Jung Seow and Vijayan K., Asari (2006) ‘Ratio Rule and Homomorphic Filter for Enhancement of Digital Color Image’, *Journal of Neurocomputing*, Vol. 69, Issue. 7-9, pp. 954–958.

Mohamed, S., Priya, R. J., Rojan, S., & Arafath, S. Y., ‘Particle Swarm based Unsharp Masking’, *In Proceedings of the Seventh Indian Conference on Computer Vision, Graphics and Image Processing*, pp. 498–505.

Majumdar Jharna, Mili Nandi, M., and Nagabhushan, P., (2011) ‘Retinex Algorithm with Reduced Halo Artifacts’, *Defence Science Journal*, Vol. 61, No. 6, pp. 559-566.

Moore, A., Allman, J., and Goodman, M., (1991) ‘A real-time neural system for color constancy’, *IEEE Trans. Neural Networks*, pp. 237-247.

Rahman Zia ur, Glenn A., Woodell and Daniel J. Jobson, ‘A Comparison of the Multiscale Retinex with other Image Enhancement Techniques’, *In IS & T’s 50th Annual Conference: A Celebration of All Imaging*, Vol. 50, pp.426–431.

Sengee, N., Sengee, A., and Chui, H.K., (2010) ‘Image Contrast Enhancement Using Bi-histogram Equalization with Neighborhood Metrics’, *IEEE Transaction Consumer Electronics*, Vol. 56, No. 4, pp. 2727-2734.

Stephen, M James and Reddy, PVGD Prasad and Vasavi, V, ‘Fingerprint Image Enhancement through Particle Swarm Optimization’, *Evaluation*, Vol. 66, No. 21, pp. 34-40.
Sundaram, M., Ramar, K., Arumugam, N., Prabin, G., (2011) ‘Histogram Modified Local Contrast Enhancement for Mammogram Images’, *Applied Soft Computing*, Vol. 11, No. 8, pp. 5809-5816.

SUN, Y. Q., XU, W. B., & SUN, J., (2008) ‘Image enhancement based on quantum-behaved particle swarm optimization’, *Journal of Computer Applications*, 28(1), 202–204.

Yong Liu and Yang Ping Xian, (2010) ‘Multi-dimensional multi-scale image enhancement algorithm’, *2nd International Conference on Signal Processing Systems (ICSPS)*, pp. V3–165.

Youhei Terai, Tomio Goto, Satoshi Hirano, and Masaru Sakurai (2009) ‘Color Image Contrast Enhancement by Retinex Model’, *Proceedings of IEEE 13th International Symposium on Consumer Electronics*, pp. 392-393.

Zhang Ruibog, Yali Huang and Zhen Zhao, (2011) ‘A Ultrasound Liver Image Enhancement Algorithm Based on Multi-Scale Retinex Theory’, *5th International Conference on Bioinformatics and Biomedical Engineering, (iCBBE)*, pp. 1-3.

Zhang Tiedong, Lei Wan, Yuru Xu and Yu Lu (2008) ‘Sonar Image Enhancement based on Particle Swarm Optimization’, *3rd IEEE Conference on Industrial Electronics and Applications*, pp. 2216–2221.

Zhang Yu Dong, Wu LeNan, Wang ShuiHua and Wei Geng, (2010) ‘Color Image Enhancement based on HVS and PC Neural Network’, *Science in China Edition: Information Science*, Vol. 53, pp.1963–1976.