Optimizing Parameters of Artificial Intelligence Deep Convolutional Neural Networks (CNN) to improve Prediction Performance of Load Forecasting System
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Abstract. Load Forecasting is an approach that is implemented to foresee the future load demand projected on some physical parameters such as loading on lines, temperature, losses, pressure, and weather conditions etc. This study is specifically aimed to optimize the parameters of deep convolutional neural networks (CNN) to improve the short-term load forecasting (STLF) and Medium-term load forecasting (MTLF) i.e. one day, one week, one month and three months. The models were tested based on the real-world case by conducting detailed experiments to validate their stability and practicality. The performance was measured in terms of squared error, Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE) and Mean Absolute Error (MAE). We optimized the parameters using three different cases. In first case, we used single layer with Rectified Linear Unit (ReLU) activation function. In the second case, we used double layer with ReLU – ReLU activation function. In the third case, we used double layer with ReLU – Sigmoid activation function. The number of neurons in each case were 2, 4, 6, 8, 10 and 12. To predict the one day ahead load forecasting, the lowest prediction error was yielded using double layer with ReLU – Sigmoid activation function. The number of neurons in each case were 2, 4, 6, 8, 10 and 12. To predict the one week ahead load forecasting demands, the lowest error was obtained using single layer ReLU activation function. Likewise, to predict the one month ahead forecasting using double layer with ReLU – Sigmoid activation function. To predict ahead one-week load forecasting demands, the lowest error was obtained using single layer ReLU activation function. Moreover, to predict ahead three months forecasting using double layer ReLU – Sigmoid activation function produced lowest prediction error. The results reveal that by optimizing the parameters further improved the ahead prediction performance. The results also show that predicting nonstationary and nonlinear dynamics of ahead forecasting require more
complex activation function and number of neurons. The results can be very useful in real-time implementation of this model to meet load demands and for further planning.

1. Introduction

The phenomenon of load forecasting in the last few years has captivated growing attention out of academics, scholars and practitioners, being a very significant fragment in management modernization across the electric power networks and systems. Load forecasting of power holding high accuracy has an ability to relieve the conflict between supply and demand of power along with providing a firm foundation to sustain then stability and reliability in power grid. Having said that, electric load happens to be a haphazard, non-stationary sequence, that is regulated by multiple factors that include the factors related to weather, time, season in addition to day and random out-turns, that escort to the way where load forecasting becomes a challenging matter of investigation [1].

Currently, the methodologies available for the phenomenon of the load forecasting can be classified into dual parts including classical mathematical and statistical technique and perspectives (approaches) which find their roots to artificial intelligence. Many of the theories related to load forecasting are observed having the base on time series examination along with auto regression frameworks, which includes the vector auto regression model (VAR) model [2,3] auto regressive moving average (ARMA) model [4–6], and so forth. The prediction methodologies related to the smoothing of time series have been criticize and condemn by the researchers considering the weakness inside that comes out of the nonlinear fixing capability. With the expansion of electricity merchandise, the demand of load forecasting with high accuracy is becoming more severe and efficient. Consequently, artificial intelligence, that includes support vector architecture along with neural network, obtains escalating recognition by the scholars [7], implemented STLF by adopting Artificial Neural Network. The instances holding real data depicted effectiveness observed in the suggested technique with the demonstration of making the use of artificial neural network that can decrease and lesson the errors in load forecasting, in comparison to variety of other existing techniques. Yu and Xu [8], Suggested a suitable blended approach that was constructed on an up graded back propагative neural network meant for ST load forecasting of gas.

In the past, researchers developed various traditional methods to predict the electric load forecasting. The traditional methods are established includes counting stochastic time series [9], knowledge based methods [10], multiple linear regression [11], and exponential smoothing [12]. Traditional methods are seen often functioning imperfectly along nonlinear forecasting in addition to having STLF, MTLF and LTLF as a nonlinear complication.

The artificial intelligence (AI) based methodologies, as an illustration the artificially functioning neural networks [13–16], fuzzy logistic techniques [17], Bayesian neural system [18], expert systems structures [19], and support vector apparatus [20–23], are used in handling wide number of forecasting issues. Researchers are developing various tools based on AI methods for accurate load forecasting due to nonlinear and nonstationary behaviour of these signals. These methods require more powerful optimization strategies for improving the prediction capabilities. Moreover, deep learning networks can be further optimized by using different set of optimization functions and number of neurons. The combination of optimization functions and neurons can play a vital role in recognizing the complex behavior of forecasting time series and can predict ahead forecasting demands.

The prediction performance of the load forecasting systems is still a challenging task. In the previous studies, the researchers utilized traditional methods which require still optimization to improve the prediction performance. This study is specifically aimed to optimize the parameters of machine and deep learning algorithms, which could efficiently improve the prediction performance.

The aim of this study is to improve the ahead prediction of 24 hours, one week, one month and three months load forecasting by optimizing the CNN model using single layer with ReLU activation function and double layers with ReLU–Sigmoid and ReLU–ReLU combinations of activation functions. In each of these conditions, we also changed the number of neurons changing from 2, 4, 6, 8, 10 and 12 neurons. We aimed to investigate that whether which layer and sigmoid function combination is
appropriate to accurately predict the ahead STLF and MTLF. As the longer forecasting load demands may require a more complex and combination of activation functions and more neurons than a simplest activation function, layer, and number of neurons. We also aimed that how the number of neurons impact the load forecasting prediction. So, this study aimed to optimize the CNN model for improving the prediction performance than merely using th CNN with default parameters.

2. Methods Section

2.1. Description of Materials

In this analysis, we used dataset of electric power consumption collected on hourly basis between 1st January 2017 to 31, May 2020 (41 months) from Islamabad Power station. We split the dataset into two sets: train and test with respect to testing period i.e. for model 1, we used the data of 24 hours as a test data and previous data was considered as training data. Similarly, for model 2, we used last one week as test set and for model 3 and 4 last one- and three-months data use as test set and previous data was considered as training data. Then we trained the DNN with respect to three cases as follow.

Case 1. Single hidden layer with ReLU Activation Function. For five input variables, the ReLU is utilized to do the forecast. The neurons are selected randomly until the varied MSE is obtained.

Case 2. For two hidden layers of ReLU Activation Function

In this case, again the neuron number varied until a small MSE is achieved.

Case 3. ReLU-Sigmoid Combination

For Sigmoid-ReLU combination, and two hidden layers the neurons are selected randomly until a better MSE forecast is obtained. In layer 1, ReLU is utilized, whereas in layer 2, sigmoid is used.

until a better MSE result are obtained. ReLU is used in layer 1 and sigmoid is used in layer 2.

After that, we evaluated and compared the performance of each model with different error metrics on all test sets.
Figure 1. Schematic diagram regarding the flow of study

The Figure 1 reflect the schematic diagram of our proposed study. After ready the load forecasting time series data, it was pre-processed and divided into training and testing data. We applied three models for one day, one week, one month and three months and activation functions for each model are selected according to the case 1, 2 and 3. The evaluation of each model was tested based on different error methods.

2.2. Prediction Methods with Parametric Optimization

2.2.1. Deep Learning

Deep learning (DL) known as structural learning is a part of family of machine learning methods which is based on artificial neural networks (ANNs) with representation learning. ANN works like a human brain do. In ANN, the neuron plays a vital role in performing any sort of activity and forward
data to different neurons. In the DL, the adjective “deep” refer to use multiple layers in the network. ANNs are inspired to process information and communicate information via distributed nodes in biological systems.

2.2.2. Convolutional Neural Network (CNN)

There are many applications of convolution neural network, for example image fragmentation, object location, face recognition, object detection, video grouping, image inscribing and depth assessment [24–30]. Neural system showed signs of improvement results by utilizing convolutional neural system in machine vision. At that point specialists acquired this thought in modern zones that this innovation gets well known. In 1998 [31] proposed plan that present Convolution Neural Network resembles LeCun plan which are improved structure than [32] engineering of the CNN, CNN gets well known by winning the ILSVRC2012 rivalry [24].

![CNN Architecture for load forecasting](image)

**Figure 2.** CNN Architecture for load forecasting

The Figure 2 reflects the schematic flow of our CNN algorithm. The load forecasting time series as 1D is utilized as input to our CNN model, further processed in different layers of CNN model. The output is generated in term of different error metrics.

2.3. Activation Functions

Activation function is used as a decision-making parameter to calculate and obtain different most relevant features from the given data. If the obtained value of output from activation function is zero, it represents the absence of feature and if obtained value is one then it shows presence of that feature in the data. While working with computational networks, the output can be defined by the activation function of a node which shows the output from that specific node is single input or a set of inputs. In digital computing, activation function depends upon the received input and it is represented in the form of either “ON” (1) or “OFF” (0), like the behaviour of linear perceptron as used in neural networks. However, in case of non-linear activation function, various nontrivial problems can be solved by using small number of nodes. In ANN earlier mentioned function is also termed as transfer function. Activation function plays vital role in the training of multi-layer neural network model and adjusting the weights. In this work, we have optimized the following activation functions in our CNN model by using a rectified linear unit and non-linear sigmoid function for hidden layer in the model:

2.3.1. Sigmoid Function

The sigmoid function can be defined as

\[
f(x) = \frac{1}{1 + e^{-x+\alpha}}
\]
Here x is used as input to the neuron, α denote the offset parameter. The sigmoid function computes the value as zero. The functionality of the sigmoid function is same is step function. For larger x, the sigmoid function output is near to 1.

2.3.2. Rectified Linear Unit (ReLU)
Rectified linear unit mathematically can be defined as
\[ R(x) = \max(0, x) \]
Where x represents the input to the neuron.
ReLU and linear functions are almost similar to one another. Moreover, ReLU has following two distinct advantages:

i) As compared to other activation functions, ReLU is more efficient for training purpose.

ii) It overcomes the vanishing gradient problem. However, the zero output is considered as the limitation of ReLU.

2.3.3. Exponential Linear Unit (ELU)
The ELU can be defined as
\[ f(x) = \alpha(e^x - 1), x < 0, \text{otherwise} f(x) = x \]
Where, α is the selected parameter and x shows the input.
For positive values of x, ELU function acts like the ReLU function, but in case of negative values, this function is bounded by a fixed value of α is -1. That is why it is beneficial for pushing the mean activation function of neurons closer to zero which is helpful in learning and make it more robust to noise.

2.4. Optimization of CNN Activation Functions
Proper training data can play a vital role in the development of efficient, more robust and decent neural networks. There exist several parameters that can greatly affect the performance of neural networks, including the activation functions, selection of number of layers, number of neurons and the availability of load data. To optimize the parameters, various cases were utilized as discussed in our previous section in order to investigate the performance of our proposed methodology.

3. Experimental Section
In this study, we optimized the deep CNN models based on layers, activation functions and number of neurons used in each layer to predict the ahead load forecasting demands. The study is specifically aimed to see the impact of optimizing the parameters to predict the ahead load forecasting demands.

In this study, we optimized the CNN model with different activation functions and number of neurons. We used ReLU and Sigmoid both functions with neurons 2, 4, 6, 8 10 and 12 neurons to predict 24 hours, one week, one month, and 3 months load ahead load forecasting. We also computed the ahead of forecasting with single and double layer. The performance was evaluated in terms of R², MSE, RMSE, MAE and MAPE. The Table 1 reflect the ahead load forecasting for one day with three different cases using optimization functions, layers and numbers of neurons used.

Case 1: To compute the one day ahead forecasting, with single layer and ReLU activation function, i) using number of neurons as 4, ahead prediction performance was obtained with R² (0.8193), MSE (199650.62), RMSE (446.82), MAE (355.73) and MAPE (2.41); ii) number of neurons as 6, the performance was obtained with R² (0.8367), MSE (1180397.79), RMSE (424.73), MAE (338.48) and MAPE (2.35); iii) number of neurons as 8, ahead prediction performance was obtained with R² (0.8259), MSE (192332.88), RMSE (438.56), MAE (347.83) and MAPE (2.42); iv) with number of neurons as 10, R² (0.8029), MSE (217788.08), RMSE (466.68), MAE (376.48) and MAPE (2.59); v) number of neurons as 12, R² (0.8013), MSE (219568.5), RMSE (468.58), MAE (382.86) and MAPE (2.64).

Case 2: To compute the one day ahead forecasting, with double layer and ReLU - ReLU activation functions, i) using number of neurons as 4, ahead prediction performance was obtained with R² (0.8132), MSE (206408.68), RMSE (454.32), MAE (354.79) and MAPE (2.47); ii) number of neurons as 6, the performance was obtained with R² (0.8178), MSE (201367.34), RMSE (424.73), MAE (372.26) and MAPE (2.57); iii) number of neurons as 8, ahead prediction performance was obtained with R² (0.8259), MSE (192332.88), RMSE (438.56), MAE (347.83) and MAPE (2.42).
MSE (218874.21), RMSE (467.84), MAE (395.70) and MAPE (2.69); iv) with number of neurons as 10, \( R^2 \) (0.8159), MSE (203377.73), RMSE (450.97), MAE (375.47) and MAPE (2.61); v) number of neurons as 12, \( R^2 \) (0.8060), MSE (214312.89), RMSE (462.94), MAE (382.82) and MAPE (2.64).

Case 3: To compute the one day ahead forecasting, with double layer and ReLU - Sigmoid activation functions, i) using number of neurons as 4, ahead prediction performance was obtained with \( R^2 \) (0.8304), MSE (187358.92), RMSE (432.85), MAE (327.62) and MAPE (2.23); ii) number of neurons as 6, the performance was obtained with \( R^2 \) (0.8313), MSE (186375.26), RMSE (431.71), MAE (330.64) and MAPE (2.25); iii) number of neurons as 8, ahead prediction performance was obtained with \( R^2 \) (0.8414), MSE (175220.93), RMSE (418.59), MAE (344.36) and MAPE (2.37); iv) with number of neurons as 10, \( R^2 \) (0.7964), MSE (225016.51), RMSE (474.36), MAE 398.98) and MAPE (2.73); v) number of neurons as 12, \( R^2 \) (0.8031), MSE (217597.19), RMSE (466.47), MAE (369.21) and MAPE (2.56).

Table 1. Prediction of the next one day ahead load forecasting with parameters optimization by choosing different neurons, and layers and activation function combinations

| Neurons | \( r^2 \) | MSE      | RMSE     | MAE      | MAPE   |
|---------|---------|----------|----------|----------|--------|
| Case 1: Single layer ReLU |
| 4       | 0.8193  | 199650.62| 446.82   | 355.73   | 2.41   |
| 6       | 0.8367  | 180397.79| 424.73   | 338.48   | 2.35   |
| 8       | 0.8259  | 192332.88| 438.56   | 347.83   | 2.42   |
| 10      | 0.8029  | 217788.08| 466.68   | 376.48   | 2.59   |
| 12      | 0.8013  | 219568.35| 468.58   | 382.86   | 2.64   |
| Case 2: Double layer ReLU-ReLU |
| 4       | 0.8132  | 206408.68| 454.32   | 354.79   | 2.47   |
| 6       | 0.8178  | 201367.34| 448.74   | 372.26   | 2.57   |
| 8       | 0.8019  | 218874.21| 467.84   | 395.70   | 2.69   |
| 10      | 0.8159  | 203377.73| 450.97   | 375.47   | 2.61   |
| 12      | 0.8060  | 214312.89| 462.94   | 386.82   | 2.64   |
| Case 3: Double layer ReLU-Sigmoid |
| 4       | 0.8304  | 187358.92| 432.85   | 327.62   | 2.23   |
| 6       | 0.8313  | 186375.26| 431.71   | 330.64   | 2.25   |
| 8       | 0.8414  | 175220.93| 418.59   | 344.36   | 2.37   |
| 10      | 0.7964  | 225016.51| 474.36   | 398.98   | 2.73   |
| 12      | 0.8031  | 217597.19| 466.47   | 369.21   | 2.56   |

Case 1: Load Forecast 24 hours ahead
Figure 3. One day ahead load forecasting with parametric optimization a) Single layer ReLU activation function, b) Double layer ReLU – ReLU activation function, c) Double layer ReLU – Sigmoid activation function

Figure 3 (a–c) reflect the one day ahead prediction performance with different number of neurons used. The forecasting showed the difference of actual load with different predicted load on number of neurons i.e. 2, 4, 6, 8, 10 and 12. In Figure 3 (a), the highest prediction was obtained with neuron 6 followed by neuron 4, 8, 10 and 12 respectively. The other prediction measures are reflected in pictorial representation accordingly.

The Table 2 reflect the ahead load forecasting for three months with three different cases using optimization functions, layers and numbers of neurons used.

Table 2. Prediction of the next three months ahead load forecasting with parameters optimization by choosing different neurons, and layers and activation function combinations

| Neurons | r²     | MSE      | RMSE   | MAE    | MAPE   |
|---------|--------|----------|--------|--------|--------|
| 4       | 0.9793 | 219282.58| 468.28 | 345.14 | 2.82   |
| 6       | 0.9797 | 215362.27| 464.07 | 340.38 | 2.76   |
| 8       | 0.9794 | 217950.60| 466.85 | 345.61 | 2.82   |
| 10      | 0.9788 | 224270.61| 473.57 | 352.08 | 2.89   |
| 12      | 0.9800 | 211554.75| 459.95 | 338.26 | 2.76   |
| 4       | 0.9794 | 218400.40| 467.33 | 345.60 | 2.83   |
| 6       | 0.9792 | 220562.81| 469.64 | 351.56 | 2.90   |
| 8       | 0.9789 | 223658.92| 472.93 | 346.11 | 2.82   |
Figure 4. Three months ahead load forecasting with parametric optimization a) Single layer ReLU activation function, b) Double layer ReLU – ReLU activation function, c) Double layer ReLU – Sigmoid activation function
Figure 4 (a-c) reflect the one month ahead prediction performance with different number of neurons used. The forecasting showed the difference of actual load with different predicted load on number of neurons i.e. 2, 4, 6, 8, 10 and 12. In Figure 4 (c), the highest prediction was obtained with neuron 6 followed by neuron 8, 10, 12, 4 and 8 respectively. The results reveal that for more complex and longer forecasting a complex combination of activation function and more neurons are desired to learn and predict more accurately.

Table 3. Comparison of result with the existing studies

| Method          | Day-ahead | Week-ahead | Month ahead | Three months |
|-----------------|-----------|------------|-------------|--------------|
| RDNN [33]       | 5.66%     | 7.55%      | -           | -            |
| SOM-SVM [34]    | 6.05%     | 8.03%      | -           | -            |
| Capula DBN [35] | 5.63%     | 7.26%      | -           | -            |
| LSTM [36]       | -         | 9.34%      | -           | -            |
| NP-ARMA [37]    | -         | -          | 4.83%       | -            |
| CNN [38]        | -         | -          | 5.08%       | -            |
| LSTM [39]       | -         | -          | 4.83%       | -            |
| XGBoost [40]    | -         | -          | 10.08%      | -            |
| DT [41]         | -         | -          | -           | 3.02%        |
| RNN [41]        | -         | -          | -           | 2.91%        |
| gate-RNN [41]   | -         | -          | -           | 3.23%        |
| CNN with default parameters [42] | 5.62% | 9.79% | 5.10% | - |

This work

i) Single layer (ReLU), 6 neurons
   2.35% 1.95% 2.78% 2.76%

ii) Double layer (ReLU-ReLU), 4/6/10 neurons
   2.47% 1.98% 2.84% 2.75%

iii) Double layer (ReLU-Sigmoid), 4/6/10 neurons
   2.23% 1.99% 2.78% 2.78%

4. Conclusion

An accurate electric load forecasting is indispensable due to its application in decision making and operations of power grid. Accurate forecasting system is very helpful in developing an optimal market plan to enhance economic benefits of energy management. A stable and robust load forecasting system is desired. In this study, we optimized the parameters of deep convolutional neural network model using single and double layer with ReLU and ReLU-ReLU, ReLU-Sigmoid activation functions and changed the number of neurons from 2, 4, 6, 8, 10 and 12. To predict the one day ahead load forecasting, the lowest prediction error was yielded using double layer with ReLU – Sigmoid activation function yielding MAPE (4.23). The results revealed that proposed method can be implemented more efficiently in predicting accurate load forecasting system. This system will help for an efficient energy management and to manage the operations and load demands in an intelligent way. This system will help to provide efficient system to meet the local demands of our country.
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