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Abstract

Persistent homology is a common technique in topological data analysis providing geometrical and topological information about the sample space. All this information, known as topological features, is summarized in persistence diagrams, and the main interest is in identifying the most persisting ones since they correspond to the Betti number values. Given the randomness inherent in the sampling process, and the complex structure of the space where persistence diagrams take values, estimation of Betti numbers is not straightforward. The approach followed in this work makes use of features’ lifetimes and provides a full Bayesian clustering model, based on random partitions, in order to estimate Betti numbers. A simulation study is also presented.
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1 Introduction

Geometrical and topological methods are modern tools for analyzing highly complex data [5, 8, 12]. While geometrical techniques capture quantitative information in data, topology reveals qualitative information. Both are useful to uncover patterns and relationships in data and, together with statistical and computational concepts and tools, sometimes complementary, form a powerful set of methods for analyzing modern data.

In particular, topological data analysis (TDA) is a modern field of applied mathematics with considerable interest and activity during the last two decades. It is a collection of tools in the field of data analysis that lies at the intersection of Algebraic Topology, Computational Geometry, Computer Science and Statistics. The main goal of TDA is to use ideas and results from Geometry and Topology to develop tools for revealing and describing relevant features of data objects with an intrinsic and complex structure. Given a cloud point data (dataset, in the terminology in this field), TDA methodologies are useful to understand their underlying space, so we can infer about its shape regardless of the choice of coordinates, deformations or presentations. This is done by estimating topological invariants related to the space, which capture the intrinsic clusters and connections among the clusters present in the cloud point data as well as other connectivity information, including the classification of loops and higher dimensional surfaces within the space.

Since TDA is in its core an issue in inference, to discover an unknown structure feature based on sampled cloud point data, some natural questions arise for statisticians. One is how it differs from classical cluster analysis. As pointed out by Carlsson, “TDA uses cluster analysis in building its networks, and builds on cluster analysis to provide additional precision in the taxonomies that are created” [9].

There are several TDA methodologies. One of the most common focuses on what is called persistent homology, which makes use of algebraic tools in order to discover topological features of data, where the so-called Betti numbers codify the number of $k$-dimensional holes present in the underlying space for different values of $k$. The method was introduced by [17] and its theory has been further considered in, for example, [8], [16], [26], [46] and [64]. Furthermore, persistent homology has been applied in a variety of fields including interconnectedness in the banking system [14], manufacturing systems [27] and computational biology with industrial and medical engineering applications [25, 59]. Other notable applications have been in data
analysis [2, 8, 32, 43, 55, 60], image analysis [10, 22, 52], detection of subtypes of cancer [1, 42], analysis of
brain artery trees [3], virus evolution [11, 30, 47], complex networks [29], language processing [63], sensor
networks [15], spectroscopy [44], and soil science [50], among others.

Roughly speaking, persistent homology can be described as follows. Consider a finite cloud point data
with pairwise distances between their points, select a scale $\epsilon > 0$ and join all points at a distance not
more than $2\epsilon$. This gives an indication of a possible topological feature in the data, in particular an initial
cluster classification; however, this depends on the scale, which could be hard to choose if the data are
high-dimensional. Persistent homology examines data over all scales. The output of this computation is a
summary called the persistence diagram, a set of pairs ($birth$, $death$). This and the persistence barcode encode
life spans of topological features from their birth to death, from where one can choose, visually, pairs with
a long persistence lifetime ($death–birth$). The procedure is performed over all the dimensions of the data.
Topological features of short-scale duration are referred as topological noise, whereas the rest are called
topological signal. Thus, discriminating between these features is of great interest since the topological signal
is closely related with the Betti numbers of the underlying space.

A second natural question for statisticians is how randomness and uncertainty are handled. Any topologi-
ical feature extracted from the cloud point data has random variation that needs to be taken into considera-
tion for meaningful topological inference, and this is exactly the subject matter of Statistics. As referred in
[45], practitioners of TDA often have backgrounds in pure topology and are not well-versed in statistical
approaches to data analysis and there are several challenges for statistically interpreting results in applications
of persistent homology, as few statistical tools are currently available. Conversely, TDA methodology has
been slow to spread and develop within the statistical community and literature. In the setting of Statistics,
persistence diagrams and barcodes are data summaries, or statistics based on cloud point data. Thus, notions of
probability models for data and sampling distributions apply. A statistical approach to persistent topology was
first considered in [7] where, among other aspects, theoretical persistence barcodes for parametric probability
distributions on manifolds, as those considered in directional data, are derived, and then persistence barcodes
are estimated using statistical inference principles, like maximum likelihood.

A general challenge for the statistical analysis of persistence diagrams is first to consider probability
distributions on the set of persistence diagrams. This set is geometrically very complex, and it is difficult to
consider parametric distributions for those diagrams, as to allow practical statistical inference. Moreover,
persistence diagrams are not in an vector space and therefore one cannot use basic statistical tools like
means, variance and moments, but rather Fréchet means [see 38, 40, 53]. As an alternative, persistence
landscapes are proposed in [6]. They give topological summaries belonging to a space of functions and
therefore law of large numbers and central limit theorems in function Banach spaces can be used to perform
ad-hoc, non-parametric, classical statistical inference. Under a Bayesian framework, persistence diagrams are
modeled in [35] through Poisson point processes for hypothesis testing in classification. On the other hand,
fors potential use in Statistics, there is the probabilistic limit theorem for persistence diagrams, which is an
area of increasing interest in the framework of stochastic topology [4, 28, 31, 61, 62].

Another role for Statistics and Probability in persistent homology lies in the problem of disentangling
topological noise from topological signals in persistence diagrams. In this direction, [19] and [13] proposed
the construction of confidence sets for persistence diagrams, using geometric, statistic and probabilistic tools
like kernel estimates, concentration inequalities, bootstrap, empirical processes, distance to measure and
kernel distance. Those sets show the topological noise corresponding to all topological dimension homologies
simultaneously. The confidence sets in [13] are robust, and it is also indicated how to construct confidence
sets for particular dimension homologies, using the so-called bottleneck bootstrap.

The methodology presented in this work focuses on this second problem of identifying the topological
signal. The interest of this topological feature lies in the fact that the quantity of signal features corresponds
to the Betti number for each fixed dimension homology \( k \). Hence, given an estimate of these numbers, it will be possible to understand the underlying space where the cloud point data live.

For every homology level \( k \), the lifetimes computed from the persistence diagram are used to identify the topological noise and signal. Since, roughly speaking, the noise is of small magnitude when compared to the signal, and both of them inherit the randomness of the sampled cloud point data, the disentanglement of both features can be posed as a problem of outlier detection. The number of outlier lifetimes, thus, will correspond to the estimated Betti number. The detection of outliers is done by means of a full Bayesian model based on random partitions. The specific support for the random partition will allow to identify the topological signal from the groups containing the largest lifetime values.

The paper is organized as follows. Section 2 briefly explains persistent homology and how it is related to clustering and provides more information about the underlying sample space. Section 3 presents the proposed Bayesian model for estimating the Betti numbers via outlier detection. A simulation study is also performed in Section 4, and Section 5 contains some final remarks and future work.

## 2 Topological data analysis in a nutshell

TDA and Statistics, at first glance, tackle the same problem of clustering, as already mentioned. This makes it a good starting point to better understand where TDA, in particular persistent homology, differs; we can also have a clear picture of its potential. For a more comprehensive treatment of TDA foundations, we refer the reader to [41], [21], and [57], among others. Also, the work [45] overviews and compares the various methods available for computing persistent homology.

Cluster analysis aims to gather a set of items according to some similarity conditions. This set is partitioned into non-empty subsets, called groups or clusters, in such a way that all items in the same group are more similar among them than in any other group. The degree of similarity is usually quantified according to some probability model or a specific distance function. Under the distance-based approach, a common method is the agglomerative hierarchical clustering with single linkage. Suppose we use the Euclidean distance, \( d \). Given a cloud point data, we can build a graph using these points as vertices and its edges defined as follows: for a fixed \( \epsilon \geq 0 \), an edge \( xy \) is added if and only if \( d(x, y) \leq 2\epsilon \) for any two different vertices \( x \), and \( y \). Clusters are obtained from the connected components of the resulting graph. Figure 1a illustrate this procedure. The challenging part is to choose an appropriate cut-off value for \( \epsilon \), since when \( \epsilon = 0 \), there will be as many clusters as observations, and when \( \epsilon \) is large enough, there will be a single cluster containing all the observations.

Regarding the cut-off value, the persistent homology approach consists on keeping track of the evolution of the number of connected components as the value of parameter \( \epsilon \) increases; it is stored in a topological summary, formally called persistence diagram. Those connected components persisting for more time are the more meaningful, so they will determine the clustering structure for the given cloud point data (see Figure 1c). A persistence diagram, \( T^0 \), is a multiset of \((\text{birth}, \text{death})\) points, \((b_i, d_i)\), in \( \mathbb{R}^2_+ \), i.e. the first entry indicates the time (value of \( \epsilon \)) where a connected component is created, and the second one is its death time; so we can define this summary as

\[
T^0 = \{ (b_i, d_i) \in \mathbb{R}^2_+ : b_i \leq d_i, i = 1, \ldots, n \},
\]

for some \( m < \infty \). Black dots in Figure 1c are a graphical representation of this set for the cloud point data on Figure 1a.

This described clustering procedure, actually, corresponds to the computation of the 0-homology under the TDA terminology, and the number of connected components, or clusters, is defined as the Betty number \( \beta_0 \). However, persistent homology is able to model higher dimensional relationships among data points. For
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Figure 1: Illustration of hierarchical clustering, Panels (a) and (b), and its corresponding persistence diagram, Panel (c). Horizontal dashed lines in the dendrogram correspond to some values of $\epsilon$. 
example, Figure 2 shows two cloud point data sets, each one formed by a single cluster, but they do not have the same shape. This additional information cannot be obtained from traditional clustering procedures, but it is indeed useful to, for example, define a more adequate probabilistic model in each case. Higher levels of homology, \( h \)-homology for \( h \geq 1 \), are also captured during the computation of the persistent homology. This is one of the advantages of TDA methodologies. Betti numbers \( \beta_h \), \( h \geq 1 \), count the number of \( h \)-dimensional holes. In the toy example of Figure 2, the two cloud point data sets are different by the presence of a one dimensional hole in the ring cloud point data, so we have \( \beta_1 = 1 \), whereas for the other one, \( \beta_1 = 0 \). In Figure 2, red triangles represent the 1-dimensional topological features. Using all this information together, one can have a more complete picture of the shape where data live.

Another application of TDA is related to dimensionality reduction. There are situations where each observation in a cloud point data takes values in an \( s \)-dimensional space, for example \( \mathbb{R}^s \), but the meaningful features, or their intrinsic shape, say \( \mathcal{M} \), is embedded in such a space, so \( s' = \text{dim}(\mathcal{M}) < s \). Persistence homology will only detect topological features until dimension homology \( s' \), even though it is computed from the bigger space of dimension \( s \).

### 3 A methodology for modeling topological features

Randomness is an important issue that has to bear in mind when performing statistical inference in persistent homology. Indeed, typically the cloud point data \( y = (y_1, ..., y_m) \) to be subject to topological analysis is a sample of random points in a metric space. Consequently, any topological feature extracted from it has random variations that needs to be taken into consideration for meaningful inferences.

More specifically, two of the common cloud point data generating mechanisms are the following. Under the first scenario, each point \( y_i, i = 1, ..., m \), is independently drawn with the same probability distribution \( F \), supported on a manifold \( \mathcal{M} \) embedded in \( \mathbb{R}^d \). Under the second one, each point \( y_i, i = 1, ..., m \), has the form \( y_i = u_i + z_i \), where \( u_i \) is independently drawn with the same probability distribution \( F \) supported on \( \mathcal{M} \), as in the first setting, and \( z_i \) is an independent and identically distributed (iid) random perturbation drawn from some distribution \( G \) on \( \mathbb{R}^d \). For example, \( G \) can be a \( d \)-variate Gaussian distribution with zero mean and covariance matrix \( \sigma^2 I \), with \( I \) the identity matrix, and the dispersion \( \sigma^2 > 0 \) is typically small. Another possibility is to assume that \( z_i \) is randomly drawn in such a way that it is perpendicular to the tangent space of the manifold \( \mathcal{M} \) at the point \( u_i \). Notice that in these last two cases the cloud point data does not lie exactly over the manifold \( \mathcal{M} \) but close to it.

In this framework, the main purpose of TDA is to infer topological features of the underlying manifold \( \mathcal{M} \) from the given random cloud point data. In particular, as already mentioned, persistent homology keeps...
track of the evolution of topological features when varying a filtration parameter, in order to characterize
the shape of the manifold through the evolution of its homological groups. However, this endeavor faces
the difficulty that, due to the discrete nature and sampling variability of the cloud point data, topological
features of short duration over the filtration emerge which are irrelevant regarding the true topology of the
underlying manifold of interest $\mathcal{M}$. In [19] and [13], these features of random short lifetimes, which can
be explained just by sampling variability, are termed \textit{topological noise}, in contrast to the \textit{topological signal}
corresponding to persistent features.

Thus, discriminating between topological noise and topological signal is a crucial problem in TDA. For
this, in [19] and [13], bootstrap confidence bands around the diagonal of persistent diagrams are introduced,
and points (birth, death) inside the band are disregarded as due to topological noise. The so called Vietoris-Rips
filtration is used to compute the persistent homology, see [16]. As described in Section 2, for each homology
level $h$ the persistence diagram is represented by the multiset:

$$T^h = \{(b^h_i, d^h_i) \in \mathbb{R}_+^2 : b^h_i \leq d^h_i, i = 1, \ldots, n^h\},$$

for some $n^h < \infty$. The lifetimes of the homology classes in the persistence diagram are given by

$$l^h_i = d^h_i - b^h_i, \quad i = 1, \ldots, n^h.$$  

Randomness of the cloud point data leads to randomness of these lifetimes. Assume that $\mathcal{M}$ is a smooth
manifold composed by a finite number of closed connected components, as it is common in practice. Also
assume that the size $m$ of the cloud point data is large in comparison with such number of connected
components, as well as with the number of holes and other Betti numbers in $\mathcal{M}$. Then, most of the lifetimes
$l^h_i, i = 1, \ldots, n^h$, except for a few, will be the result of birth and death of homological classes due to topological
noise in sampling the manifold through the cloud point data.

With all these elements explained, a general statistical modelling approach for lifetimes associated
with topological noise is introduced next. This provides, as a byproduct, a statistical tool for disentangling
topological noise from topological signal, without requiring intensive computations involved in bootstrapping
persistent diagrams.

### 3.1 Topological signal detection through random partition modeling

Each lifetime can be identified as only one type of feature: topological noise or topological signal, and it is
expected that the quantity of lifetimes being topological noise is much larger than those being topological
signal. Focusing on the noise, they appear due to the sampling process, so it is possible to describe them
according to some probabilistic model. In contrast, the topological signal will appear for any other reason
not explained by the noise model. However, both type of features are collected together; thus, the topological
signal becomes an \textit{outlier} with respect to the topological noise. Hence, we will be able to disentangle both of
them by applying some methodology designed for this purpose.

For the sake of completeness, given some arbitrary dataset, any observation which is inconsistent with
the remainder is called an \textit{outlier}. Under a probabilistic approach, it is assumed that $n - p$ observations,
from a total of $n$, arise from some model, whereas the remaining $p$ observations come from a different
one. In general, $n \gg p$. The literature for methods tackling the problem of outlier detection is wide and
comprises computational, probabilistic and statistical approaches; see for example, [56] for a recent review,
and [49, 48, 51] for some Bayesian nonparametric methodologies. In this work, a clustering approach is
followed built upon Bayesian nonparametric commonly used tools, in particular, we make use of restricted
random partitions as the methodological component, similarly to [23, 54].

Random partitions are probabilistic tools suitable to perform clustering [see, e.g. 33, 39], since their
sampling space, known as set partitions, encodes every possible arrangement of any set of items into a number
of nonempty groups, or clusters. As a simple example, consider the set \{y_1, y_2, y_3\}, then all their possible arrangements are

$$\{\{y_1,y_2,y_3\}, \{\{y_1\},\{y_2,y_3\}\}, \{\{y_1,y_2\},\{y_3\}\},$$
$$\{\{y_1,y_3\},\{y_2\}\}, \{\{y_1\},\{y_2\},\{y_3\}\},$$

where, for example, \{\{y_1, y_2\}, \{y_3\}\} means that there are two clusters: one formed by observations \(y_1\) and \(y_2\), and the second one formed only by \(y_3\). Establishing some notation, a set partition \(\pi \in \mathcal{P}\) is a partition of some set of cardinality \(n\) having \(k\) nonempty subsets, groups or blocks, for some \(1 \leq k \leq n\), where each group is denoted by \(\pi_j, j = 1, \ldots, k\). Furthermore, simplifying the writing, partitions will be denoted by \(\pi_1/\ldots/\pi_k\) instead of \{\(\pi_1, \ldots, \pi_k\}\).

Outlier detection, for the context at issue, can be performed by means of a specific class of random partitions, whose support is a subset of \(\mathcal{P}\). Let us assume the homology level \(h\) is fixed for the rest of the explanation. Since lifetimes are all positive numbers, it will be assumed they are ordered, i.e. \(l_i \leq l_{i+1}\) for \(i = 1, \ldots, n-1\), with \(n\) the total number of lifetimes. This allows us to locate the potential topological signal as the largest lifetime values; the rest of them will be the topological noise. Then, it is expected that the topological signal will be grouped in a few clusters \(\pi_j\), all of them with a few elements or even being singletons. By ordering lifetime values, such clusters would be the most-right of them. However, any set partition is invariant to permutations of their blocks (one of the reasons of the very well known problem of label-switching) and we cannot stick to this rule.

Therefore, it is necessary to restrict the sampling space of the random partition. This new space will only contain set partitions \(\pi \in \mathcal{P}\) such that every block \(\pi_j\) consists of consecutive items and \(\max \pi_j < \min \pi_{j+1}\) for \(j = 1, \ldots, k-1\) with \(k\) the number of groups in \(\pi\). These conditions are known as the no-gaps assumption [cf. 23, 37, 54]. In the small example, the partition \{\(y_1, y_3\)\}/\{\(y_2\)\} does not satisfy this assumption. Let us denote by \(\mathcal{R}\) the set of all no-gaps set partitions.

Random partitions can be used in conjunction with a model-based approach, meaning that a probabilistic model \(g_j\) is assigned to each group \(\pi_j\). As a consequence, all observations \(y_i \in \pi_j\) are distributed according to \(g_j\) [iid]. Therefore, given these elements, the proposed model for outlier detection can be written hierarchically as

\[
\begin{align*}
l_i|\pi, \phi &- g(l_i|\phi_j)\mathbf{1}(l \in \pi_j) & \text{[iid]}, \quad i = 1, \ldots, n, \\
\phi_j|\pi &- \nu_0 & \text{[iid]}, \\
\pi &- \rho_0,
\end{align*}
\]

where \(g\) is some probability distribution supported over \(\mathbb{R}^+\) with driving finite-dimensional parameter \(\phi_j\), the distribution \(\nu_0\) is the prior for each parameter \(\phi_j\), and \(\pi\) is an \(\mathbb{R}\)-valued random partition with prior distribution \(\rho_0\). Among the candidates for distribution \(g\), the log-normal distribution of parameters \(\phi_j = (\mu_j, \sigma^2_j) \in \mathbb{R} \times \mathbb{R}^+\) will be used, and its conjugate for \(\nu_0\) is chosen, i.e. a normal-gamma distribution of parameters \((m, c, a, b)\). With respect to the prior distribution for the random partition, \(\rho_0\), a restriction of the so-called exchangeable partition probability functions (EPPFs) is used, see [37, 54] for further details. EPPFs are a widely used class of distributions in Bayesian nonparametric methodologies. In particular, for the EPPF derived from the Dirichlet process [20], its corresponding \(\mathbb{R}\)-valued distribution is written as

\[
P(\pi = \pi_1/\ldots/\pi_k) = \binom{n}{n_1 \ldots n_k} \frac{\theta^k}{k!} \frac{\Gamma(\theta)}{\Gamma(n) \prod_{j=1}^k \Gamma(n_j)}, \tag{2}
\]

for any set partition \(\pi = \pi_1/\ldots/\pi_k \in \mathcal{R}\), and where \(n_j = \#\pi_j\) is the cardinality of block \(\pi_j\) for \(j = 1, \ldots, k\), \((x)_r = x(x+1)\ldots(x+r-1)\) is the Pochhammer symbol or rising factorial, and \(\theta > 0\) is the total mass parameter for the Dirichlet process.
In order to compute point estimates for this model, we resort to numerical procedures, in particular, Markov chain Monte Carlo (MCMC) techniques. Given the data, a sample of the posterior distribution

\[ p(\pi|l_1,\ldots, l_n) \propto \rho_0(\pi) U_l(1,\ldots, l_n|\pi), \tag{3} \]

is obtained. In Appendix A, the derivation of the complete MCMC sampling scheme is presented. For an alternative estimation procedure based on neural networks, see [24].

### 3.2 Estimation of Betti numbers

Working under the R approach allows us to locate the potential topological signal as the rightmost groups of a partition \( \pi \), whereas the rest of them will contain the topological noise. Topological noise might contain some information regarding the underlying geometry of the sampling space, whereas the topological signal is of interest since it determines the value for the Betti numbers \( \hat{\beta}_h \), for each homology level \( h \geq 0 \). Given our probabilistic framework, we are only able to provide some point estimate \( \hat{\beta}_h \), \( h \geq 0 \).

Perhaps, the most natural way to estimate the Betti numbers is using the posterior modal partition, say \( \hat{\pi} \). Assuming \( \hat{\pi} \) has \( k \) groups, block \( \hat{\pi}_k \) will contain the maximum lifetime value, \( l_n \). If there is some topological signal, by definition, it is encoded in the largest lifetimes, in particular \( l_n \). Thus, the number of elements in block \( \hat{\pi}_k \) serves an estimate for the Betti number \( \hat{\beta}_k \), i.e. \( \hat{\beta} = \#\hat{\pi}_k \).

Model (1) resembles mixture models [see, e.g. 39, 36, for more details]. One of the advantages of mixture models is their capability for fitting complex distributions, which is achieved by combining several mixing components, even though the resulting distribution exhibits a single mode. This is noteworthy to say since it might be expected that the topological noise behaves according to some probability distribution, even though it is not bounded to be of the form of a single kernel function \( g(\cdot|\phi_j) \). As a result, the posterior modal partition \( \hat{\pi} \) can be conformed by more than two clusters, which ideally would be one for each topological feature (noise and signal). According to the definition of outlier, we can only expect that the size of \( \hat{\pi}_k \) is very small when compared with the sample size \( n \). Therefore, a possible drawback of using only the last block \( \hat{\pi}_k \) to estimate Betti numbers is that the topological signal may be spread over a few blocks \( \{\pi_j : j \geq k'\} \), for some \( k' \) very close to \( k \).

In order to overcome this possible underestimation and determine from which block of \( \hat{\pi} \) outliers start appearing, the degree of overlap between each pair of consecutive mixing components, \( w_{ij} g(\cdot|\phi_j) \) and \( w_{j+1} g(\cdot|\phi_{j+1}) \), for \( j = 1,\ldots, k-1 \), can be measured. It is expected that the overlapping for those components modeling the topological noise is bigger than the one with the component modeling the topological signal. In particular, assuming blocks \( \{\pi_j : j \geq k'\} \) contain the topological signal, the degree of overlap between \( w_{k'-1} g(\cdot|\phi_{k'-1}) \) and \( w_{k'} g(\cdot|\phi_{k'}) \) should be small. We use the measure in [58]

\[ \Delta(f_1, f_2) = \int \min(f_1(x), f_2(x))dx, \tag{4} \]

to quantify the degree of overlap.

On the other hand, another estimation procedure can be used. From the posterior distribution for \( \pi \), Equation (3), the marginal probability, \( S_i \), that each lifetime \( l_i \) starts a group can be computed, which is given by

\[ S_i = \sum_{\pi \in \mathcal{R}} P(\min \pi_j = l_i \text{ for some } j = 1,\ldots, k \text{ \ldots}), \]

for \( i = 2,\ldots, n \). A similar point estimate is used in [34, 37] under a context of change point detection. Rightmost lifetimes values having a high probability can be considered as the starting point of the topological signal. Therefore, a second point estimate for Betti numbers, denoted by \( \hat{\beta} \), can be defined as

\[ \hat{\beta} = n - \max\{i = 2,\ldots, n : S_i \geq \rho_0\} + 1, \]
for some threshold value $p_0 \in [0, 1]$. First lifetime, $l_1$, is excluded since it always starts a group.

For the 0-homology level, it is important to highlight that the value obtained for $\hat{\beta}_0$ should be corrected by adding one; similarly, for $\hat{\beta}_0$. The computation of persistence diagrams requires a maximum radius $\epsilon$, which is somehow arbitrarily fixed, and there will always be a lifetime having such a value. Then, it is necessary to remove it before any further processing, but it does count one connected component.

### 4 Simulation study

The proposed methodology is tested under some simulated scenarios, using manifolds having different shape and dimension. We start considering the 0-th homology level using synthetic cloud point data uniformly distributed over the circle, varying the quantity of circles, their location, and the sample size. Additionally, a small noise is introduced in each dataset (see Figure 3) with the purpose of better understand the robustness of the model.

First examples are taken from a manifold conformed by $r$ circles, $r = 1, 2, 3$; a cloud point data of size $n = 600$ is drawn for each case. In addition, two levels of noise are included, as depicted in Figure 3, consisting on a Gaussian perturbation of each point over the circle with standard deviation $\sigma = 0.1, 0.2$. For the cases $r = 2, 3$, the circles are separated from their centers by 5 units, according to Figure 3a. An MCMC run was executed for each cloud data point, taking a sample of size 5 000 after discarding a first batch of 10 000. Hyperparameter settings are as follows: $(0, 0.5, 1.1, 0.1)$ for the prior distribution $\nu_0$, and $(1.1, 0.1)$ for the total mass parameter, $\theta$, prior. Table 1 and Figure 4 present the posterior estimates for these datasets. In all cases, the value of $\beta_0$ is correctly estimated using both approaches, i.e. $\hat{\beta}_0$ and $\hat{\beta}_0$ are the same. Posterior modal partition, reported in terms of block sizes, detects some groups of noise lifetimes, but the last one is much smaller than the rest for the two- and three-circles examples, so it contains the topological signal. The degree of overlapping between the last two mixing components helps to assess this fact. On the other hand, marginal probabilities $S_i$ besides to provide the same information, their graphical form (Figure 4) shows some other relevant features in the data. The supplemental material contains a more exhaustive simulation study.

A second example consists on a manifold made by spheres whose centers are points of a spherical Fibonacci lattice. Over each sphere, a random sample of 50 points is drawn; the manifold consists on 30 spheres, see Figure 5. The purpose of this example is testing the estimation of higher dimensional holes, namely $\beta_1$ and $\beta_2$. The MCMC specification is the same as before. Posterior estimates are presented in Table 2 and Figure 6. Regarding $\beta_0$, one connected component is lost in both estimates; this might be due to the data sampling process. In fact, a closer inspection of the persistence diagram shows that there are only 28 persistent features. For the one-dimensional holes, $\beta_1$, no persistent features are detected. Finally, the study of two-dimensional holes shows an interesting fact. The highest marginal probability is $S_{47}$ indicating one void, the one due to the Fibonacci lattice, but the second higher probability is $S_{17}$ meaning that the void for each individual small
Figure 4: Marginal probability, $S_i$, for each lifetime $l_i$ to start a group for the different toy examples.
Table 1: Posterior estimates for the firsts toy examples, consisting on $r$ circles, with Gaussian noise $\sigma$. Modal partition $\hat{\pi}$ is presented in terms of block sizes $(n_1, \ldots, n_k)$ together with its probability. Given $\hat{\pi}$, the degree of overlap is presented in the fifth column. Next, the indices $i$ and their marginal probabilities $S_i$ for each lifetime greater than $\rho_0 = 0.3$ are shown. Last columns contain the estimated Betti numbers.

| $r$ | $\sigma$ | $(n_1, \ldots, n_k)$ | prob. | $\{\Delta(f_j, f_{j+1}) : j = 1, \ldots, k - 1\}$ | $\{i \geq 2 : S_i \geq 0.30\}$ | probs. | $\hat{\beta}_0$ | $\tilde{\beta}_0$ |
|-----|---------|----------------------|-------|-----------------------------------------------|--------------------------------|-------|-----------------|-----------------|
| 1   | —       | (72, 207, 203, 117)  | 0.019 | $\{0.084, 0.214, 0.154\}$                    | $\{\}$                        | $\{\}$ | 1               | 1               |
|     | 0.1     | (14, 167, 311, 107)  | 0.017 | $\{0.015, 0.192, 0.139\}$                    | $\{\}$                        | $\{\}$ | 1               | 1               |
|     | 0.2     | (87, 208, 256, 48)   | 0.018 | $\{0.107, 0.238, 0.055\}$                    | $\{\}$                        | $\{\}$ | 1               | 1               |
| 2   | —       | (69, 168, 211, 150, 1) | 0.019 | $\{0.084, 0.179, 0.177, 0.001\}$              | $\{599\}$                     | $\{0.789\}$ | 2               | 2               |
|     | 0.1     | (73, 226, 241, 58, 1) | 0.017 | $\{0.087, 0.243, 0.073, 0.001\}$              | $\{599\}$                     | $\{0.942\}$ | 2               | 2               |
|     | 0.2     | (89, 220, 247, 42, 1) | 0.017 | $\{0.106, 0.227, 0.048, 0.001\}$              | $\{599, 599\}$                | $\{0.305, 0.580\}$ | 2         | 2               |
| 3   | —       | (39, 127, 204, 154, 73, 2) | 0.022 | $\{0.048, 0.140, 0.187, 0.098, 0.002\}$        | $\{598\}$                     | $\{0.940\}$ | 3               | 3               |
|     | 0.1     | (15, 137, 254, 174, 17, 2) | 0.001 | $\{0.016, 0.156, 0.209, 0.019, 0.003\}$        | $\{598\}$                     | $\{0.611\}$ | 3               | 3               |
|     | 0.2     | (40, 130, 179, 216, 32, 2) | 0.010 | $\{0.049, 0.161, 0.205, 0.036, 0.003\}$        | $\{597, 598\}$                | $\{0.315, 0.613\}$ | 3         | 3               |

Figure 5: Cloud point data and persistence diagram over a spherical-Fibonacci manifold.

sphere is also detected. These results for $H_1$ and $H_2$ are consistent with the topological features of a sphere, i.e. $\hat{\beta}_1 = 0$ and $\hat{\beta}_2 = 1$, even if $S_{17}$ is considered as the estimate for $\beta_2$ since the manifold would be conformed by 30 small spheres plus the bigger one. On the other hand, it is worth saying that for each homology level, a different number of topological features are detected: $n^0 = 1199$ plus the one removed as explained, $n^1 = 330$, and $n^2 = 47$; except for $n^0$ which is always the number of observations, the rest is random.

5 Concluding remarks

Topological data analysis is an emerging field of applied mathematics providing useful topological and geometrical information about the sample space. In particular, we have described persistent homology, one of the most common methodologies in TDA, where the main purpose is to discover topological features in such a space. The most relevant features are summarized in the Betti numbers $\beta_h$, $h \geq 0$, quantifying the number of $h$ dimensional holes.

Under a statistical viewpoint, determining the values for the Betti numbers is an inference problem. However, it has not been straightforward providing point estimates. The persistence diagram, the topological summary of persistent homology, takes values in a very complex space. Additionally, the observed cloud point data contains an inherent randomness, which is translated to the persistence diagram, so not all recorded
Figure 6: Marginal probability, $S_i$, for each lifetime $l_i$ to start a group for the spherical-Fibonacci manifold example, for the homology levels $H_0$, $H_1$, and $H_2$.

Table 2: Posterior estimates for the spherical-Fibonacci manifold example, for the homology levels $H_0$, $H_1$, and $H_2$. Modal partition $\bar{\pi}$ is presented in terms of block sizes $(n_1, \ldots, n_k)$ together with its probability. Given $\bar{\pi}$, the degree of overlap is presented in the fifth column. Next, the indices $i$ and their marginal probabilities $S_i$ for each lifetime greater than $p_0 = 0.6$ are shown. Last columns contain the estimated Betti numbers.

| $h$ | $(n_1, \ldots, n_k)$ | prob. | $\{\Delta(f_j, f_{j+1}) : j = 1, \ldots, k-1\}$ | $\{i \geq 2 : S_i \geq 0.6\}$ | prob. | $\hat{\beta}_h$ | $\hat{\beta}_h$ |
|-----|---------------------|-------|---------------------------------|---------------------------------|-------|----------------|----------------|
| 0   | (76, 258, 468, 369, 28) | 0.020 | $\{0.046, 0.152, 0.215, 0.007\}$ | $\{1172\}$ | 1 | 29 | 29 |
| 1   | (72, 143, 96, 19) | 0.021 | $\{0.150, 0.203, 0.041\}$ | $\{}$ | $\{}$ | $-$ | $-$ |
| 2   | (16, 30, 1) | 0.521 | $\{0.209, 0.020\}$ | $\{47\}$ | $\{0.963\}$ | 1 | 1 |
features are relevant. Therefore, in any persistence diagram, topological noise and topological signal are mixed up.

While this work aims to close the gap between TDA and Statistics practitioners, its main contribution is to provide a statistical study of persistence diagrams by means of lifetime’s topological features. This approach eases the disentanglement of the topological features and allows to identify and quantify the topological signal. Following a full Bayesian framework, the topological signal identification is treated as an outlier detection problem. The presented clustering model, based on random partitions, agglomerates the most persistent lifetimes as outliers, and their number is associated with the corresponding Betti number. Further, the methodology is tested by an extensive simulation study.

Moreover, the posterior estimates seem to preserve the geometric information gathered by persistent homology as can be seen in the marginal probabilities. A deep study along these results, and their applications, are part of the ongoing work.

A MCMC sampling scheme

Assume there is a random sample \( y = (y_1, \ldots, y_n) \) where \( y_i \in \mathbb{R}^+ \) and \( y_1 \leq y_{i+1} \) for \( i = 1, \ldots, n-1 \). Let \( \pi \) be an \( \mathbb{R} \)-valued random partition having \( k \) groups for some \( 1 \leq k \leq n \). According to Model (1), the joint posterior distribution for \((\phi, \pi)\) is given by

\[
p(\phi, \pi | y) \propto \ell(y | \phi, \pi) p(\phi, \pi),
\]

with \( \ell \) the likelihood function

\[
\ell(y | \phi, \pi) = \prod_{j=1}^k \prod_{i \in \pi_j} g(y_i | \phi_j),
\]

and \( p(\phi | \pi) \) the prior joint distribution for kernel parameters, written as \( p(\phi | \pi) = \prod_{j=1}^k v_0(\phi_j) \). Since our interest is on the marginal posterior distribution of \( \pi \), kernel parameters are integrated out in what is known as the marginal likelihood, i.e.

\[
L(y | \pi) = \int \prod_{j=1}^k \prod_{i \in \pi_j} g(y_i | \phi) v_0(d\phi).
\]

The log-normal distribution of parameters \( \phi = (\mu, \tau) \) is used as the kernel function \( g \) to model lifetimes \( l_i \). It is known that if \( X \) is a random variable log-normal distributed, then \( Y = \ln X \) is normally distributed. Thus, let \( y_i = \ln l_i \) for \( i = 1, \ldots, n \). Additionally, with respect to the prior distribution for \( \phi \), a conjugate normal-gamma of parameters \((m, c, a, b)\) is chosen, i.e.

\[
\mu | \tau \sim N(\mu | m, c / \tau), \quad \tau \sim \text{Ga}(\tau | a, b),
\]

for \( m \in \mathbb{R} \) and \( a, b, c > 0 \). Therefore, the marginal likelihood takes the form

\[
L(y | \pi) = \prod_{j=1}^k \frac{b^a \Gamma \left( \frac{n_j}{2} + a \right)}{(2\pi)^{n_j/2} (n_j c + 1)^{1/2} \Gamma(a)} \left\{ \frac{S_{n_j}}{2} + \frac{n_j (\hat{y}_{n_j} - m)^2}{2(n_j c + 1)} + b \right\}^{-\left( \frac{n_j}{2} + a \right)}, \tag{5}
\]

with \( n_j = \# \pi_j \) the cardinality of block \( \pi_j, j = 1 \ldots, k \),

\[
\hat{y}_{n_j} = \frac{1}{n_j} \sum_{i \in \pi_j} y_i \quad \text{and} \quad S_{n_j} = \sum_{i \in \pi_j} (y_i - \hat{y}_{n_j})^2.
\]
The posterior distribution (3) is, thus, obtained from the marginal likelihood in (5) and the prior for \( \pi \) given in Equation (2).

In order to draw samples from the posterior, we make use of MCMC techniques. Due to the no-gaps assumption for the possible groupings, it is possible to explore the space \( \mathcal{R} \) through an MCMC sampler belonging to the category split-merge. Since any group \( \pi, j = 1, \ldots, k \) in partition \( \pi \) consists of consecutive observations, the sampler can propose to perform a split, for example, of group \( \pi_r = \{ i_1, i_2, \ldots, i_n \} \) into two, \( \pi'_r \) and \( \pi'_{r+1} \), such that \( \pi'_r = \{ i_1, \ldots, i_s \} \) and \( \pi'_{r+1} = \{ i_s+1, \ldots, i_n \} \) for some \( s = 2, \ldots, n_r - 1 \). The opposite move consists, then, in selecting two adjacent groups, say \( \pi_r \) and \( \pi_{r+1} \), and merge them into a single one, that is \( \pi'_r = \pi_r \cup \pi_{r+1} \). Each move is chosen randomly, and then, the proposed operation is accepted through a Metropolis-Hasting step. This algorithm is proposed by [23], and the full details can be also found in [37].

After drawing the value for the partition \( \pi \), other parameters can be updated in the sampling scheme. In this case, we include the total mass parameter \( \theta \), since it can highly influence the number of groups. Following [18], if a gamma prior of parameters \( (\alpha, \beta) \) is assigned, its conditional posterior distribution is given by

\[
p(\theta|\eta, k) = q \text{Ga}(\theta|\alpha + k, \beta - \log \eta) + (1 - q) \text{Ga}(\theta|\alpha + k - 1, \beta - \log \eta),
\]

for \( \eta \sim \text{Be}(\theta + 1, n) \), \( k \) is the current number of groups, and

\[
\frac{q}{1 - q} = \frac{\alpha + k - 1}{n(\beta - \log \eta)}.
\]

### A.1 Kernel parameter sampling

Once a partition point estimate is obtained, the posterior mode \( \tilde{\pi} \) for example, observations in the same block \( \tilde{\pi}_j \) follow the same model \( g(\cdot|\phi_j) \) for \( j = 1, \ldots, \#\tilde{\pi} \). In order to compute the degree of overlap (4), an estimate for each kernel parameter \( \phi_j \) is required. For the log-normal case and the given prior, the full conditional distributions for \( \phi = (\mu, \tau) \) are conjugate, that is a normal-gamma of parameters \( (m', c', a', b') \) such that:

\[
m' = \frac{nc \bar{y} + m}{nc + 1}, \quad a' = \frac{n}{2} + a,
\]

\[
c' = \frac{c}{nc + 1}, \quad b' = \frac{S}{2} + \frac{n(\bar{y} - m)^2}{2(nc + 1)} + b,
\]

with \( \bar{y} \) the sample mean, and \( S = \sum_{i=1}^{n} (y_i - \bar{y}) \).

### References

[1] J. Arsuaga, T. Borrman, R. Cavalcante, G. Gonzalez, and C. Park. Identification of Copy Number Aberrations in Breast Cancer Subtypes Using Persistence Topology. *Microarrays*, 4:339–369, 2015.

[2] R. Bastian, M. Hubert, and L. Heike. Multivariate data analysis using persistence-based filtering and topological signatures. *IEEE Transactions on Visualization and Computer Graphics*, 18:2382–2391, 2012.

[3] P. Bendich, J. S. Marron, E. Miller, A. Pieloch, and S. Skwerer. Persistent homology analysis of brain artery trees. *The Annals of Applied Statistics*, 10:198–218, 2016.

[4] O. Bobrowski and S. Mukherjee. The topology of probability distributions on manifolds. *Probability Theory and Related Fields*, 161, 2015.

[5] J. Boissonat, F. Chazal, and M. Yvinec. *Computational Geometry and Topology for Data Analysis*. In progress, 2016.
[6] P. Bubenik. Statistical topological data analysis using persistence landscapes. *Journal of Machine Learning Research*, 16:77–102, 2015.

[7] P. Bubenik and P. T. Kim. A statistical approach to persistent homology. *Homology, Homotopy and Applications*, 9:337–362, 2007.

[8] G. Carlsson. Topology and data. *Bulletin of the American Mathematical Society*, 46:255–308, 2009.

[9] G. Carlsson. Why TDA and Clustering Are Not The Same Thing. www.ayasdi.com/why-tda-and-clustering-are-different, 2016. Accessed 19 December 2021.

[10] G. Carlsson, T. Ishkhanov, V. De Silva, and A. Zomorodian. On the local behavior of spaces of natural images. *International Journal of Computer Vision*, 76:1–12, 2008.

[11] J. M. Chan, G. Carlsson, and R. Rabadan. Topology of viral evolution. *Proceedings of the National Academy of Sciences*, 110:18566–18571, 2013.

[12] F. Chazal, D. Cohen-Steiner, and Q. Mérigot. Geometric inference for probability measures. *Foundations of Computational Mathematics*, 11:733–751, 2011.

[13] F. Chazal, B. T. Fasy, F. Lecci, B. Michel, A. Rinaldo, and L. Wasserman. Robust Topological Inference: Distance To a Measure and Kernel Distance. *Journal of Machine Learning Research*, 18(159):1–40, 2018.

[14] Alejandro de la Concha, Serafin Martinez-Jaramillo, and Christian Carmona. Multiplex Financial Networks: Revealing the Level of Interconnectedness in the Banking System. In Chantal Cherifi, Hocine Cherifi, Márton Karsai, and Mirco Musolesi, editors, *Complex Networks & Their Applications VI*, pages 1135–1148. Springer International Publishing, 2018.

[15] V. de Silva and R. Ghrist. Coverage in sensor networks via persistent homology. *Algebraic & Geometric Topology*, 7:339–358, 2007.

[16] H. Edelsbrunner and J. L. Harer. *Computational Topology: An Introduction*. American Mathematical Society, 2010.

[17] H. Edelsbrunner, D. Letscher, and A. Zomorodian. Topological persistence and simplification. *Discrete Computation & Geometry*, 28:511–533, 2002.

[18] Michael D. Escobar and Mike West. Bayesian Density Estimation and Inference Using Mixtures. *Journal of the American Statistical Association*, 90(430):577–588, 1995.

[19] B. T. Fasy, F. Lecci, A. Rinaldo, L. Wasserman, S. Balakrishan, and A. Singh. Confidence sets for persistence diagrams. *Annals of Statistics*, 42:2301–2339, 2014.

[20] Thomas S. Ferguson. A Bayesian analysis of some nonparametric problems. *The Annals of Statistics*, 1(2):209–230, 1973.

[21] Massimo Ferri. "persistent topology for natural data analysis - a survey". In Andreas Holzinger, Randy Goebel, Massimo Ferri, and Vasile Palade, editors, *Towards Integrative Machine Learning and Knowledge Extraction*, pages 117–133. "Springer International Publishing", 2017.

[22] P. Frosini and C. Landi. Persistent Betti numbers for a noise tolerant shape-based approach to image retrieval. *Pattern Recognition Letters*, 34:863–872, 2013.
[23] Ruth Fuentes-García, Ramés H. Mena, and Stephen G. Walker. A Probability for Classification Based on the Dirichlet Process Mixture Model. *Journal of Classification*, 27:389–403, 2010.

[24] Ruth Fuentes-García, Ramsés H. Mena, and Stephen G. Walker. Modal posterior clustering motivated by Hopfield’s network. *Computational Statistics & Data Analysis*, 137:92–100, 2019.

[25] M. Gameiro, Y. Hiraoka, S. Izumi, V. Kramar, K. Mischaikow, and V. Nanda. Topological measurement of protein compressibility via persistence diagrams. *Japan Journal of Industrial and Applied Mathematics*, 32:1–17, 2014.

[26] R. Ghrist. Barcodes: the persistent topology of data. *Bulletin of the American Mathematical Society*, 45:61–75, 2008.

[27] W. Guo and A. Banerjee. Identification of key features using topological data analysis for accurate prediction of manufacturing system outputs. *Journal of Manufacturing Systems*, 43(2):225–234, 2017.

[28] Yasuaki Hiraoka, Tomoyuki Shirai, and Khanh Duy Trinh. Limit theorems for persistence diagrams. *The Annals of Applied Probability*, 28(5):2740 – 2780, 2018.

[29] D. Horak, S. Maletic, and M. Rajkovic. Persistent homology of complex networks. *Journal of Statistical Mechanics: Theory and Experiment*, 3:P03034, 2009.

[30] A. M. Ibekwe, J. Ma, D. E. Crowley, C. H. Yang, A. M. Johnson, T. C. Petrossian, and P. Y. Lum. Topological data analysis of escherichia codi and non-survival in soils. *Frontiers in Cellular and Infection Microbiology*, 4(122), 2014.

[31] M. Kahle. Random geometric complexes. *Discrete & Computational Geometry. An International Journal of Mathematics and Computer Science*, 45(3):553–573, 2011.

[32] M. Lesnick. *Studying the shape of data using topology*. The Institute Letter Summer 2013, Institute for Advanced Study, 2013.

[33] Antonio Lijoi, Ramsés H. Mena, and Igor Prünster. A Bayesian Nonparametric Approach for Comparing Clustering Structures in EST Libraries. *Journal of Computational Biology*, 15(10):1315–1327, 2008.

[34] Rosangela H. Loschi and F. R. B. Cruz. Extension to the product partition model: computing the probability of a change. *Computational Statistics & Data Analysis*, 48(2):255–268, 2005.

[35] Vasileios Maroulas, Farzana Nasrin, and Christopher Oballe. A Bayesian Framework for Persistent Homology. *SIAM Journal on Mathematics of Data Science*, 2(1):48–74, 2020.

[36] Asael Fabian Martínez. Clustering via nonsymmetric partition distributions. In Isadora Antoniano-Villalobos, Ramsés H. Mena, Manuel Mendoza, Lizbeth Naranjo, and Luis E. Nieto-Barajas, editors, *Selected Contributions on Statistics and Data Science in Latin America*, pages 69–80. Springer, 2019.

[37] Asael Fabian Martínez and Ramés H. Mena. On a Nonparametric Change Point Detection Model in Markovian Regimes. *Bayesian Analysis*, 9(4):823–858, 2014.

[38] Y. Mileyko, S. Mukherjee, and J. Harer. Probability measures on the space of persistence diagrams. *Inverse Problems*, 27, 2011.

[39] Peter Müller, Fernando A. Quintana, Alejandro Jara, and Tim Hanson. *Clustering and Feature Allocation*, pages 145–174. Springer International Publishing, 2015.
[40] E. Munch, K. Turner, P. Bendich, S. Mukherjee, J. Mattingly, and J. Harer. Probabilistic Fréchet means for time varying persistence diagrams. *Electronic Journal of Statistics*, 9:1173–1204, 2015.

[41] Vidit Nanda and Radmila Sazdanović. *Simplicial Models and Topological Inference in Biological Systems*, pages 109–141. Springer Berlin Heidelberg, 2014.

[42] M. Nicolau, A. J. Levine, and G. Carlsson. Topological based data analysis identifies a subgroup of breast cancers with a unique mutational profile and excellent survival. *Proceedings of the National Academy of Sciences*, 108:7265–7270, 2011.

[43] P. Niyogi, S. Smale, and S. Weinberger. A topological view of unsupervised learning from noisy data. *SIAM Journal on Computing*, 40:646–663, 2011.

[44] M. Offroy and L. Duponchel. Topological data analysis: A promising big data exploration tool in biology, analytical chemistry and physical chemistry. *Analytica Chimica Acta*, 910:1–11, 2016.

[45] N. Otter, M. Porter, U. Tillmann, P. Grindod, and H. Harrington. A roadmap for the computation of persistent homology. *EPJ Data Science*, 6(17), 2017.

[46] S. Y. Oudot. *Persistence Theory: From Quiver Representations to Data Analysis*. AMS Mathematical Surveys and Monographs, 2015.

[47] L. Parida, F. Utro, D. Yorukoglu, A. P. Carrieri, D. Kuhn, and S. Basu. Topological signatures for population admixture. *Research in Computational Molecular Biology*, pages 261–275, 2015.

[48] Fernando A. Quintana. A predictive view of Bayesian clustering. *Journal of Statistical Planning and Inference*, 136(8):2407–2429, 2006.

[49] Quintana, Fernando A. and Iglesias, Pilar L. Bayesian clustering and product partition models. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)*, 65(2):557–574, 2003.

[50] A. Savica, G. Tothb, and L. Duponchelec. Topological data analysis (TDA) applied to reveal pedogenetic principles of European topsoil system. *Science of The Total Environment*, 586:1091–1100, 2017.

[51] Matthew S. Shotwell and Elizabeth H. Slate. Bayesian Outlier Detection with Dirichlet Process Mixtures. *Bayesian Analysis*, 6(4):665 – 690, 2011.

[52] G. Singh, F. Memoli, T. Ishkhanov, G. Sapiro, G. Carlsson, and D. L. Ringach. Topological analysis of population activity in visual cortex. *Journal of Vision*, 8(11):1–18, 2008.

[53] K. Turner, Y. Mileyko, S. Mukherjee, and J. Harer. Fréchet means for distributions of persistence diagrams. *Discrete & Computational Geometry*, 52:44–70, 2014.

[54] Sara Wade, Stephen G. Walker, and Sonia Petrone. A Predictive Study of Dirichlet Process Mixture Models for Curve Fitting. *Scandinavian Journal of Statistics*, 41(3):580–605, 2014.

[55] B. Wang, B. Summa, V. Pascucci, and M Vejdemo-Johansson. Branching and circular features in high dimensional data. *IEEE Transactions on Visualization and Computer Graphics*, 17:1902–1911, 2011.

[56] Hongzhi Wang, Mohamed Jaward Bah, and Mohamed Hammad. Progress in Outlier Detection Techniques: A Survey. *IEEE Access*, 7:107964–108000, 2019.
[57] Larry Wasserman. Topological Data Analysis. *Annual Review of Statistics and Its Application*, 5(1):501–532, 2018.

[58] M. S. Weitzman. Measure of the overlap of income distribution of white and Negro families in the United States. Technical Report 22, U.S. Department of Commerce, Bureau of the Census, Washington, DC., 1970.

[59] K. L. Xia and G. W. Wei. Persistent homology analysis of protein structure, flexibility and folding. *International Journal of Numerical Methods in Biomedical Engineering*, 30:814–844, 2014.

[60] L. Xu, Y. Zheng, and Y.i Dongyun. A fast algorithm for constructing topological structure in large data. *Homology, Homotopy and Applications*, 14:221–238, 2012.

[61] D. Yogeshwaran and R. J. Adler. On the topology of random complexes built over stationary point processes. *Annals of Applied Probability*, 25(6):3338–3380, 2015.

[62] D. Yogeshwaran, E. Subag, and R. J. Adler. Random geometric complexes in the thermodynamic regime. *Probability Theory and Related Fields*, 167:107, 2017.

[63] X. Zhu. Persistent homology: An introduction and a new text representation for natural language processing. *Proceedings of the 23rd IJCAI, IJCAI13, AAAI Press*, pages 1953–1959, 2013.

[64] A. J. Zomorodian. *Topology for Computing*. Cambridge University Press, 2005.
Extended simulation study for the estimation of topological features
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An extensive simulation study was done using different synthetic cloud point data in order to understand the performance of the proposed methodology. Based on the scenarios described in Section 4, the sample size will be set to $n = 300$, 600, and 900, and the separation of circles ranges from 1 to 5 for the cases $r = 2, 3$. For each cloud point data, $s = 100$ replications were simulated, and each estimator for $\beta_0$ was computed. Tables 1–7 present the error in the estimation, that is

$$er(\cdot) = \frac{1}{s} \sum_{j=1}^{s} 1(\cdot \neq \beta_0),$$

for $\beta_0$ the true value for each point cloud data, which is the number of circles $r$.

From the results, we can see that the method is able to correctly estimate the number of connected components, $\beta_0$, in most of the cases for $r = 1$. As expected, the noise makes harder the estimation. For the cases $r = 2, 3$, the separation of the circles is also crucial for a correct estimation.

Table 1: Estimation error for each estimator, $\hat{\beta}_0$ and $\tilde{\beta}_0$ for $r = 1$ circle and for the different sample sizes $n$. Here $\beta_0 = 1$. Variable $\sigma$ indicates the noise level in terms of the standard deviation, with ‘—’ indicating no noise was added.

| $n$ | 300 | 600 | 900 |
|-----|-----|-----|-----|
| $\sigma$ | $er(\hat{\beta}_0)$ | $er(\tilde{\beta}_0)$ | $er(\hat{\beta}_0)$ | $er(\tilde{\beta}_0)$ | $er(\hat{\beta}_0)$ | $er(\tilde{\beta}_0)$ |
| — | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.04 |
| 0.1 | 0.00 | 0.02 | 0.08 | 0.41 | 0.02 | 0.50 |
| 0.2 | 0.16 | 0.42 | 0.07 | 0.40 | 0.08 | 0.63 |
Table 2: Estimation error for each estimator, $\hat{\beta}_0$ and $\tilde{\beta}_0$ for $r = 2$ circles, for the different sample sizes $n$, and separation $d_x$ between centers’ circles. Here $\beta_0 = 2$. Variable $\sigma$ indicates the noise level in terms of the standard deviation, with ‘—’ indicating no noise was added.

| $d_x$ | $\sigma$ | 300 | 600 | 900 |
|-------|----------|-----|-----|-----|
| 1     | —        | 1.00| 1.00| 1.00|
|       | 0.1      | 1.00| 0.98| 0.97| 0.95|
|       | 0.2      | 0.95| 0.91| 0.95| 0.96|
| 2     | —        | 1.00| 0.99| 1.00| 1.00|
|       | 0.1      | 1.00| 1.00| 0.97| 0.98| 0.97|
|       | 0.2      | 0.96| 0.86| 0.94| 0.93| 0.95| 0.98|
| 3     | —        | 0.00| 0.01| 0.00| 0.00| 0.00| 0.01|
|       | 0.1      | 0.01| 0.12| 0.03| 0.21| 0.19| 0.34|
|       | 0.2      | 0.85| 0.84| 0.94| 0.97| 0.97| 0.98|
| 4     | —        | 0.00| 0.00| 0.00| 0.01| 0.00| 0.01|
|       | 0.1      | 0.00| 0.01| 0.00| 0.07| 0.00| 0.06|
|       | 0.2      | 0.00| 0.18| 0.00| 0.14| 0.00| 0.10|
| 5     | —        | 0.00| 0.06| 0.00| 0.04| 0.00| 0.03|
|       | 0.1      | 0.00| 0.03| 0.00| 0.13| 0.01| 0.11|
|       | 0.2      | 0.00| 0.17| 0.00| 0.08| 0.00| 0.09|
Table 3: Estimation error for each estimator, $\hat{\beta}_0$ and $\tilde{\beta}_0$ for $r = 3$ circles, for the different sample sizes $n$, and separation $d_x$ between centers' circles. Here $\beta_0 = 3$, and $d_y = 1$. Variable $\sigma$ indicates the noise level in terms of the standard deviation, with ‘—’ indicating no noise was added.

| $d_x$ | $\sigma$ | $n$ | $\text{er}(\hat{\beta}_0)$ | $\text{er}(\hat{\beta}_0)$ | $\text{er}(\tilde{\beta}_0)$ | $\text{er}(\tilde{\beta}_0)$ | $\text{er}(\hat{\beta}_0)$ | $\text{er}(\hat{\beta}_0)$ |
|-------|----------|-----|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
|       |          | 300 | 600                         | 900                         | 300                         | 600                         | 900                         | 300                         | 600                         | 900                         |
| 1     |          | 1.00| 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         |
| 0.1   |          | 1.00| 1.00                         | 1.00                         | 0.98                         | 1.00                         | 0.99                         | 1.00                         | 0.99                         | 1.00                         |
| 0.2   |          | 1.00| 0.98                         | 0.98                         | 0.96                         | 0.98                         | 0.99                         | 1.00                         | 0.99                         | 1.00                         |
| 2     |          | 1.00| 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         |
| 0.1   |          | 1.00| 0.98                         | 1.00                         | 0.99                         | 1.00                         | 0.99                         | 1.00                         | 0.99                         | 1.00                         |
| 0.2   |          | 0.98| 0.99                         | 0.98                         | 0.91                         | 0.98                         | 0.99                         | 1.00                         | 0.99                         | 1.00                         |
| 3     |          | 1.00| 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         |
| 0.1   |          | 1.00| 0.99                         | 1.00                         | 0.98                         | 1.00                         | 0.99                         | 1.00                         | 0.99                         | 1.00                         |
| 0.2   |          | 1.00| 1.00                         | 1.00                         | 0.97                         | 1.00                         | 0.98                         | 1.00                         | 0.98                         | 1.00                         |
| 4     |          | 1.00| 1.00                         | 0.98                         | 0.89                         | 0.46                         | 0.66                         | 0.46                         | 0.66                         | 0.87                         |
| 0.1   |          | 1.00| 1.00                         | 1.00                         | 0.98                         | 1.00                         | 0.98                         | 1.00                         | 0.98                         | 1.00                         |
| 0.2   |          | 1.00| 0.97                         | 0.97                         | 0.97                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         |
| 5     |          | 0.03| 0.07                         | 0.00                         | 0.01                         | 0.00                         | 0.02                         | 0.00                         | 0.02                         | 0.00                         |
| 0.1   |          | 0.82| 0.81                         | 0.65                         | 0.70                         | 0.80                         | 0.85                         | 0.80                         | 0.85                         | 0.80                         |
| 0.2   |          | 1.00| 0.96                         | 0.99                         | 0.99                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         | 1.00                         |
Table 4: Estimation error for each estimator, $\hat{\beta}_0$ and $\hat{\beta}_0$ for $r = 3$ circles, for the different sample sizes $n$, and separation $d_x$ between centers’ circles. Here $\beta_0 = 3$, and $d_y = 2$. Variable $\sigma$ indicates the noise level in terms of the standard deviation, with ‘—’ indicating no noise was added.

| $d_x$ | $\sigma$ | $n$ | 300 | 600 | 900 |
|-------|--------|-----|-----|-----|-----|
|       |        | 300 | 600 | 900 |
| 1     |        | 1.00| 1.00| 1.00| 1.00| 1.00|
| 0.1   |        | 1.00| 1.00| 0.98| 1.00| 0.98|
| 0.2   |        | 0.99| 0.97| 0.99| 1.00| 0.99|
| 2     |        | 1.00| 1.00| 1.00| 1.00| 0.99|
| 0.1   |        | 1.00| 1.00| 0.98| 1.00| 0.99|
| 0.2   |        | 1.00| 0.98| 1.00| 0.98| 0.99|
| 3     |        | 0.33| 0.50| 0.04| 0.12| 0.00|
| 0.1   |        | 1.00| 0.98| 0.99| 0.98| 0.97|
| 0.2   |        | 1.00| 0.98| 0.98| 0.97| 1.00|
| 4     |        | 0.04| 0.03| 0.01| 0.00| 0.00|
| 0.1   |        | 0.40| 0.45| 0.30| 0.40| 0.50|
| 0.2   |        | 1.00| 0.95| 0.99| 0.96| 1.00|
| 5     |        | 0.04| 0.03| 0.01| 0.00| 0.00|
| 0.1   |        | 0.02| 0.02| 0.07| 0.10| 0.08|
| 0.2   |        | 0.71| 0.75| 0.91| 0.91| 0.94|
Table 5: Estimation error for each estimator, $\hat{\beta}_0$ and $\hat{\gamma}_0$ for $r = 3$ circles, for the different sample sizes $n$, and separation $d_x$ between centers’ circles. Here $\beta_0 = 3$, and $d_y = 3$. Variable $\sigma$ indicates the noise level in terms of the standard deviation, with ‘—’ indicating no noise was added.

| $d_x$ | $\sigma$ | $n = 300$ | $n = 600$ | $n = 900$ |
|-------|----------|-----------|-----------|-----------|
|       |          | $\text{er}(\hat{\beta}_0)$ | $\text{er}(\hat{\beta}_0)$ | $\text{er}(\hat{\beta}_0)$ | $\text{er}(\hat{\gamma}_0)$ | $\text{er}(\hat{\gamma}_0)$ | $\text{er}(\hat{\gamma}_0)$ | $\text{er}(\hat{\gamma}_0)$ |
| 1     | —        | 1.00      | 1.00      | 1.00      | 1.00      | 1.00      | 1.00      | 1.00      |
|       | 0.1      | 0.99      | 0.98      | 0.99      | 0.96      | 0.97      | 0.94      |          |
|       | 0.2      | 0.99      | 0.90      | 1.00      | 0.98      | 1.00      | 0.98      |          |
| 2     | —        | 1.00      | 1.00      | 1.00      | 0.99      | 1.00      | 1.00      |          |
|       | 0.1      | 1.00      | 0.96      | 0.99      | 0.97      | 0.99      | 0.92      |          |
|       | 0.2      | 0.97      | 0.96      | 0.99      | 0.97      | 0.99      | 0.99      |          |
| 3     | —        | 0.28      | 0.07      | 0.05      | 0.02      | 0.02      | 0.04      |          |
|       | 0.1      | 0.51      | 0.11      | 0.35      | 0.13      | 0.49      | 0.26      |          |
|       | 0.2      | 0.87      | 0.85      | 0.97      | 0.93      | 0.98      | 0.98      |          |
| 4     | —        | 0.00      | 0.02      | 0.00      | 0.00      | 0.00      | 0.02      |          |
|       | 0.1      | 0.01      | 0.01      | 0.00      | 0.01      | 0.01      | 0.01      |          |
|       | 0.2      | 0.31      | 0.19      | 0.36      | 0.29      | 0.39      | 0.36      |          |
| 5     | —        | 0.00      | 0.02      | 0.00      | 0.02      | 0.00      | 0.01      |          |
|       | 0.1      | 0.00      | 0.02      | 0.00      | 0.01      | 0.00      | 0.04      |          |
|       | 0.2      | 0.12      | 0.10      | 0.15      | 0.08      | 0.11      | 0.09      |          |
Table 6: Estimation error for each estimator, $\hat{\beta}_0$ and $\tilde{\beta}_0$ for $r = 3$ circles, for the different sample sizes $n$, and separation $d_x$ between centers’ circles. Here $\beta_0 = 3$, and $d_y = 4$. Variable $\sigma$ indicates the noise level in terms of the standard deviation, with ‘—’ indicating no noise was added.

| $d_x$ | $\sigma$ | 300 | 600 | 900 |
|-------|----------|-----|-----|-----|
|       |          | er($\hat{\beta}_0$) | er($\tilde{\beta}_0$) | er($\hat{\beta}_0$) | er($\tilde{\beta}_0$) | er($\hat{\beta}_0$) | er($\tilde{\beta}_0$) |
| 1     | —        | 1.00 | 0.97 | 1.00 | 0.95 | 1.00 | 0.99 |
|       | 0.1      | 1.00 | 0.99 | 1.00 | 0.98 | 1.00 | 0.95 |
|       | 0.2      | 1.00 | 0.97 | 0.99 | 0.96 | 0.99 | 0.96 |
| 2     | —        | 1.00 | 0.98 | 1.00 | 0.99 | 1.00 | 1.00 |
|       | 0.1      | 1.00 | 0.99 | 1.00 | 0.97 | 1.00 | 0.96 |
|       | 0.2      | 1.00 | 0.93 | 1.00 | 0.97 | 1.00 | 0.97 |
| 3     | —        | 1.00 | 0.19 | 0.98 | 0.18 | 0.96 | 0.08 |
|       | 0.1      | 1.00 | 0.23 | 0.98 | 0.21 | 0.94 | 0.28 |
|       | 0.2      | 1.00 | 0.88 | 1.00 | 0.95 | 1.00 | 0.96 |
| 4     | —        | 0.00 | 0.02 | 0.00 | 0.01 | 0.00 | 0.02 |
|       | 0.1      | 0.00 | 0.04 | 0.00 | 0.03 | 0.00 | 0.04 |
|       | 0.2      | 0.10 | 0.11 | 0.15 | 0.10 | 0.13 | 0.18 |
| 5     | —        | 0.00 | 0.04 | 0.00 | 0.02 | 0.00 | 0.03 |
|       | 0.1      | 0.00 | 0.05 | 0.00 | 0.08 | 0.00 | 0.03 |
|       | 0.2      | 0.00 | 0.10 | 0.00 | 0.12 | 0.00 | 0.10 |
Table 7: Estimation error for each estimator, $\hat{\beta}_0$ and $\tilde{\beta}_0$ for $r = 3$ circles, for the different sample sizes $n$, and separation $d_x$ between centers' circles. Here $\beta_0 = 3$, and $d_y = 5$. Variable $\sigma$ indicates the noise level in terms of the standard deviation, with ‘—’ indicating no noise was added.

| $d_x$ | $\sigma$ | $n$ | $\text{er}(\hat{\beta}_0)$ | $\text{er}(\tilde{\beta}_0)$ | $\text{er}(\hat{\beta}_0)$ | $\text{er}(\tilde{\beta}_0)$ | $\text{er}(\hat{\beta}_0)$ | $\text{er}(\tilde{\beta}_0)$ |
|------|--------|-----|----------------|----------------|----------------|----------------|----------------|----------------|
| 1    | —      | 300 | 1.00          | 0.99          | 1.00          | 0.97          | 1.00          | 0.96          |
|      | 0.1    |     | 1.00          | 0.93          | 0.99          | 0.97          | 0.99          | 0.91          |
|      | 0.2    |     | 1.00          | 0.88          | 1.00          | 0.95          | 0.99          | 0.93          |
| 2    | —      | 600 | 1.00          | 0.96          | 1.00          | 0.96          | 1.00          | 0.96          |
|      | 0.1    |     | 1.00          | 0.99          | 1.00          | 0.96          | 0.99          | 0.94          |
|      | 0.2    |     | 1.00          | 0.93          | 1.00          | 0.94          | 1.00          | 0.93          |
| 3    | —      | 900 | 1.00          | 0.35          | 1.00          | 0.30          | 1.00          | 0.21          |
|      | 0.1    |     | 1.00          | 0.29          | 1.00          | 0.34          | 0.92          | 0.46          |
|      | 0.2    |     | 1.00          | 0.84          | 1.00          | 0.97          | 1.00          | 0.93          |
| 4    | —      |     | 0.00          | 0.04          | 0.00          | 0.02          | 0.00          | 0.06          |
|      | 0.1    |     | 0.00          | 0.06          | 0.00          | 0.08          | 0.00          | 0.11          |
|      | 0.2    |     | 0.32          | 0.23          | 0.43          | 0.22          | 0.52          | 0.23          |
| 5    | —      |     | 0.00          | 0.08          | 0.00          | 0.01          | 0.00          | 0.04          |
|      | 0.1    |     | 0.00          | 0.04          | 0.00          | 0.11          | 0.01          | 0.15          |
|      | 0.2    |     | 0.00          | 0.09          | 0.00          | 0.10          | 0.00          | 0.13          |