Modelling of Critical Acceleration for Regional Seismic Landslide Hazard Assessments by Finite Element Limit Analysis
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The critical acceleration model plays an important role in seismic slope stability and determines the predictive accuracy of regional seismic landslide hazard assessments. Recently, the critical acceleration model based on the limit equilibrium method has been used to evaluate the seismic stability of regional slopes. However, when the Hoek-Brown failure criterion is used to evaluate the seismic stability of slopes with angles greater than 60°, the results obtained is unconservative by limit equilibrium method. Therefore, based on the simulation of a typical slope model with finite element limit analysis, prediction equations of the critical acceleration are established. The corresponding results are compared with the prediction results from the limit equilibrium method. This comparison shows that the proposed critical acceleration model has higher predictive accuracy than the limit equilibrium method, especially when the Hoek-Brown failure criterion is used to evaluate the slopes with angles greater than 60°. The proposed model is applicable to the global scope and can be effectively applied to regional seismic landslide hazard assessments.
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1 INTRODUCTION

Earthquakes have induced a large number of landslides, which buried towns and farmland and damaged infrastructure, causing substantial economic losses and casualties in the disaster area (Qi et al., 2010; Xu et al., 2015; Chen et al., 2018; Fan et al., 2018). Therefore, seismic landslides have been widely studied by geoscience experts. Relevant researchers have made beneficial exploration in the evaluation of slope stability and deformation (Yang et al., 2019a; Yang et al., 2019b; Wu et al., 2020; Yang et al., 2021), the compilation of landslide database (Xu et al., 2012; Xu et al., 2013) and landslide hazard assessment (Caccavale et al., 2017; Chen et al., 2018; Wang et al., 2018; Li and Su, 2021), which provided important theoretical scientific support for exploring the mechanisms driving seismic landslides and reducing seismic landslide disasters. Regional seismic landslide hazard assessment is one of the most important research directions, and the results from these assessments can provide a reference for reconstructing post-earthquake disaster areas and predicting future earthquake-induced landslides.
Traditionally, there are two quantitative methods to evaluate the hazards of regional seismic landslides, including statistical analysis methods and mechanical model methods based on physical slope models. The statistical analysis method mainly uses seismic landslides that have occurred, establishes a mathematical statistical model of these landslides and the related landslide influence factors, and then applies this model to the whole earthquake area. The advantages of this method are that it is based on actual landslides and that the evaluation results are objective; however, this method lacks an understanding of the mechanism of seismic landslides (Xu et al., 2012; Xu et al., 2013). In the mechanical model method, Newmark’s sliding block analysis (Newmark, 1965) (referred to hereinafter as the Newmark method) is commonly used to estimate regional seismic landslide hazards (Jibson et al., 2000; Jibson, 2007; Rodríguez-Peces et al., 2011; Bozzano et al., 2013; Dreyfus et al., 2013; Rodríguez-Peces et al., 2014; Caccavale et al., 2017; Liu et al., 2017; Shinoda and Miyata 2017; Chen et al., 2018; Wang et al., 2018; Li and Su, 2021). In the Newmark method, the slope model should be assumed to be an infinite plane (i.e., an infinite slope), and the failure depth of the slope should be known in advance (usually assumed to be less than 3 m) (Jibson et al., 2000). However, according to previous studies (Wilson and Keefee 1983; Keefere 1984; Huang et al., 2011; Wartman et al., 2013; Li et al., 2021), seismic landslides are widely developed in soil and rock units, and there are many failure modes. This shows that the assumption of an infinite slope may be too simplistic in many cases, thereby underestimating the risk area of sliding. Some scholars have realized the limitations of the Newmark method in regional seismic landslide hazard assessment and put forward measures to improve the predictive accuracy of the Newmark method (Shinoda and Miyata 2017; Jin et al., 2019; Zang et al., 2020). Although the predictive accuracy of the Newmark method has been improved through some measures (e.g., modified strength parameters), the limitations of the Newmark method are still difficult to overcome (Shinoda and Miyata 2017; Jin et al., 2019; Zang et al., 2020). Therefore, it is urgent and important to develop new mechanical model methods for regional seismic landslide hazard assessments.

Some scholars have recently proposed new mechanical models and used these models to carry out regional seismic landslide hazard assessments (Saade et al., 2016; Yuqiao et al., 2019; Tsai et al., 2019). Compared with the traditional Newmark model, the mechanical models proposed by these scholars have made the following improvements. 1) The modified models are not limited to a single shallow sliding mode. 2) The failure depth of the slope does not need to be assumed. 3) The strength parameters do not need to be reduced to improve the predictive accuracy of the model. 4) Moreover, the modified models have obvious advantages in predicting the potential sliding area. Although these mechanical models provide a new perspective for regional earthquake landslide hazard assessments, they are still not sufficiently comprehensive as they have the following shortcomings. 1) For Saade et al., 2016 and Yuqiao et al., 2019, obtaining the critical acceleration of the slope with the limit equilibrium method (LEM) and the finite element method (FEM) requires many iterative calculations, which are estimated by trial and error and may therefore affect the calculation efficiency. 2) Saade et al., 2016, the safety factor and critical acceleration of the slope calculated by the Hoek-Brown (HB) criterion will be overestimated for steep slopes (Li et al., 2009; Li et al., 2019). 3) For Yuqiao et al., 2019, the mechanical model requires a slope angle <45°. 4) For Tsai et al., 2019, 12 equations and six steps are needed to evaluate the permanent displacement of landslides caused by earthquakes, which makes it difficult for engineers to quickly evaluate earthquake-induced landslide hazards.

A modified model of the critical acceleration for regional seismic landslide hazard assessments is proposed based on the work of Saade et al. (2016) to overcome the limitations of the above mechanical models. In this model, finite element limit analysis (FELA) is used to build a simplified slope model, and the material strength parameter and slope angle are taken as variables to conduct simulations of the slopes. Through two-step regression analysis, the prediction equations for the strength parameters, slope angle and critical acceleration are obtained. The predicted results of the proposed model are compared with those of the Newmark method and the LEM (Saade et al., 2016). The validity of the proposed model is verified through this comparison. In addition, the proposed model can be effectively applied to regional seismic landslide hazard assessments.

2 MODELLING OF SLOPE CRITICAL ACCELERATION MODEL

2.1 Review of the Mechanical Modelling Methods

2.1.1 LEM

Saade et al. (2016) conducted a series of numerical simulations to establish the predicted equations of linear function between the slope angle β, the unit weight γ, strength parameters and the critical acceleration (Ac). In addition, Saade et al. (2016) used the Mohr-Coulomb (MC) failure criterion and the HB failure criterion to calculate the critical acceleration when the slope angle <45° and when the slope angle ≥45°, respectively. The prediction equations of two linear functions for critical acceleration is as follows:

\[ A_{c(MC)} = C_1(MC) \frac{c}{\gamma H} + C_2(MC) \] (1)

\[ A_{c(HB)} = C_1(HB) \frac{\sigma_f}{\gamma H} + C_2(HB) \] (2)

Where \( A_{c(MC)} \) is the critical acceleration for the MC failure criterion, \( c \) is the cohesion, \( \gamma \) is the unit weight, \( H \) is the slope height, \( C_1(MC) \) is the coefficient related to slope angle β and friction angle φ for the MC failure criterion, and \( C_2(MC) \) is the coefficient related to slope angle β for the MC failure criterion, \( A_{c(HB)} \) is the critical acceleration for the HB failure criterion, \( \sigma_f \) is unconfined compressive strength, and \( C_1(HB) \) and \( C_2(HB) \) are the coefficient related to slope angle β for the HB failure criterion.

2.1.2 FELA

In this study, FELA can be used to obtain the collapse load of slope (Lyamin et al., 2005; Sloan 2013; Ali et al., 2016). By
establishing strict upper and lower bounds with a certain level of error, it is possible to accurately estimate the collapse load. For a given problem, $L$ is the lower limit of the collapse load and $U$ is the upper limit of the collapse load. Then, the estimate of the exact solution is simply taken as the average of the upper and lower limits:

$$M = \frac{L + U}{2}$$  \hspace{1cm} (3)

In addition, the exact solution is denoted $\epsilon$. Since $L \leq \epsilon \leq U$, the following expressions can be derived:

$$M (1 - \epsilon) \leq \epsilon \leq M (1 + \epsilon)$$  \hspace{1cm} (4)

$$\epsilon = \frac{U - L}{U + L}$$  \hspace{1cm} (5)

where $\epsilon$ is the relative error. Previous experience shows that when appropriate upper and lower bounds are used, the actual error of the average value is usually less than the estimated value. Hence, the average value is an excellent estimate of the exact solution. Therefore, we calculate the upper—and lower-limit solutions of the critical acceleration in this paper. The average bound solution of the critical acceleration is obtained according to the upper- and lower-bound solutions of the critical acceleration. The critical accelerations mentioned hereinafter are all average bound solutions. Detailed information about the technologies and solution algorithms used in FELA can be found in the literature (Sloan 1988; Sloan 1989; Lyamin and Sloan 2002a; Lyamin and Sloan 2002b; Lyamin et al., 2005; Sloan 2013; Krabbenhoft and Lyamin, 2015; Li et al., 2019).

### 3 PARAMETRIC STUDY

#### 3.1 Calculation Settings and Input Parameters

At present, the design using pseudostatic analysis is usually based on the horizontal seismic coefficient ($k_h$). The critical acceleration mentioned hereafter corresponds to the critical horizontal seismic coefficient ($k_h$) multiplied by the gravitational acceleration. FELA can directly solve the ultimate load of a slope subjected to an earthquake (such as the critical horizontal acceleration) without requiring iterative calculations, thereby significantly reducing the computational effort (Sloan 2013; Utili and Abd 2016).

A typical slope model (slope height $H$ is 30 m; unit weight $\gamma$ is 22 kN/m$^3$) is applied for parametric study (Figure 1). To obtain the minimum critical acceleration for the MC failure criterion, $DH$ is set as 100 m when the slope height is 30 m (Loukidis et al., 2003; Saade et al., 2016). Besides, to eliminate the influence of the lateral boundary on the sliding surface of the slope, the lateral boundary is set away from the slope surface. The bottom boundary of the slope model is fixed. The numerical model uses the adaptive mesh generation method, in which the number of adaptive iterations is 3, the initial number of elements is 2,000, and the maximum number of elements is 4,000. The control variable of adaptive meshing is shear dissipation. The mesh refinement factor is 0.25, and the mesh coarsening factor is 1.50.

Based on Saade et al., 2016, we also use the MC failure criterion and HB failure criterion to calculate the critical acceleration of the slope when the slope is less than 45° and when the slope is greater than or equal to 45°, respectively. Table 1 and Table 2 show the slope angle and strength parameters for the two failure criteria. For each combination described in Table 1 and Table 2, two slope models (including the upper-limit solution and lower-limit solution) are established. While keeping the gravity load constant, the horizontal load multiplier is maximized (lower-bound simulation) and minimized (upper-bound simulation), and the critical horizontal acceleration is calculated. The results of finite element discretization of the upper- and lower-limit solutions of the MC failure criterion and HB failure criterion are shown in Figure 2.

#### 3.2 Regression Equations

##### 3.2.1 MC Failure Criterion

Based on the Saade et al., 2016, we use the same linear function, as shown in Eq 1. Figure 3A shows the relationship between the

| $c$ (kPa) | $\varphi$ (deg) | $\beta$ (deg) |
|----------|----------------|--------------|
| 15       | 20, 25, 30, 35, 40, 45 | 15, 20, 25, 30, 35, 40, 45 |
| 20       | 20, 25, 30, 35, 40, 45 | 15, 20, 25, 30, 35, 40, 45 |
| 25       | 20, 25, 30, 35, 40, 45 | 15, 20, 25, 30, 35, 40, 45 |
| 30       | 20, 25, 30, 35, 40, 45 | 15, 20, 25, 30, 35, 40, 45 |
| 35       | 20, 25, 30, 35, 40, 45 | 15, 20, 25, 30, 35, 40, 45 |
| 40       | 20, 25, 30, 35, 40, 45 | 15, 20, 25, 30, 35, 40, 45 |
| 45       | 20, 25, 30, 35, 40, 45 | 15, 20, 25, 30, 35, 40, 45 |

##### 3.2.2 HB Failure Criterion

Based on the Saade et al., 2016, we use the same linear function, as shown in Eq 1. Figure 3A shows the relationship between the
critical acceleration and non-dimensional term \((c/\gamma H)\) when the friction angle is 33°. For each friction angle between 25° and 45°, similar curves are generated (with increments of 5°). According to different functions of slope angle \(\beta\), the \(C_{1(MC)}\) and \(C_{2(MC)}\) are obtained respectively, as shown in Figures 3B,C. In addition, the optimal fit equations of the \(C_{1(MC)}\) and \(C_{2(MC)}\) for other friction angles are considered in this study, as shown in Table 3. The \(C_{1(MC)}\) and \(C_{2(MC)}\) of any other friction angle can be calculated by interpolation method. The fit index (R2 adjusted) is greater than 0.99 for any condition. Figure 4 shows the predicted and calculated results of critical acceleration using LEM, Newmark method and FELA when the friction angle is 30°, cohesion is 20 kPa and \(15° \leq \beta < 45°\). From Figure 4, the results of the Newmark method seriously overestimate the critical acceleration: \(A_{c,\text{Newmark}} = 1.6707A_{c,\text{(MC)}}-0.0179\) (Saade et al., 2016). However, the results when using FELA are in good
agreement with the critical acceleration: \( A_{\text{FELA}} = 1.0827A_{\text{(MC)}} - 0.0233 \). This is very consistent with the results reported by Saade et al. (2016) using the LEM: \( A_{\text{LEM}} = 1.0262A_{\text{(MC)}} - 0.0207 \).

### 3.2.2 HB Failure Criterion

Based on Saade et al., 2016, we also use the same linear function, as shown in Eq. 2. Figure 5A shows the relationship between the critical acceleration and non-dimensional term \( \frac{\sigma_{ci}}{\gamma H} \) when the GSI is 20 and \( m_i \) is 25. For each GSI (20, 30, 40, 50) and \( m_i \) (5, 10, 15, 20, 25), similar curves are generated. According to different functions of slope angle \( \beta \), the \( C_1(\text{HB}) \) and \( C_2(\text{HB}) \) are obtained respectively, as shown in Figures 5B, C. In addition, the optimal fit equations of the \( C_1(\text{HB}) \) and \( C_2(\text{HB}) \) for other GSI-\( m_i \) conditions are considered in this study, as shown in Table 4. The \( C_1(\text{HB}) \) and \( C_2(\text{HB}) \) of any other conditions can be calculated by interpolation method. The fit index \( R^2 \) adjusted is greater than 0.92 for any conditions. Figure 6 shows the predicted and calculated results of critical acceleration using the LEM, the Newmark method and FELA when the GSI is 20, \( m_i \) is 25, \( \sigma_{ci} \) is 5 MPa and \( 45^\circ \leq \beta \leq 80^\circ \). As shown in Figure 6, the results of the Newmark method substantially overestimate the critical acceleration: \( A_{\text{Newmark}} = 1.8819A_{\text{(HB)}} + 0.0006 \) (Saade et al., 2016). However, the results when using FELA are in good agreement with the critical acceleration: \( A_{\text{FELA}} = 1.0245A_{\text{(HB)}} - 0.00134 \). This is very consistent with the results reported by Saade et al. (2016) using the LEM: \( A_{\text{LEM}} = 1.0218A_{\text{(HB)}} + 0.0006 \).

### Table 3

| No | \( \phi \) (deg) | Coefficient \( C_{1(\text{MC})} \) | Coefficient \( C_{2(\text{MC})} \) | \( R^2 \) adjusted |
|----|----------------|-----------------|-----------------|----------------|
| 1  | 20             | 3.0849          | -0.4909         | 0.9962         |
| 2  | 25             | 3.6360          | -0.4858         | 0.9961         |
| 3  | 30             | 4.1629          | -0.4499         | 0.9962         |
| 4  | 35             | 4.6314          | -0.4391         | 0.9960         |
| 5  | 40             | 5.0168          | -0.3981         | 0.9958         |
| 6  | 45             | 5.3335          | -0.3432         | 0.9959         |

**FIGURE 4** | Comparison between the \( A_c \) values predicted and calculated with the LEM, Newmark method, and FELA for \( c = 20 \) kPa, \( \phi = 30^\circ \) and \( 15^\circ \leq \beta < 45^\circ \).

**FIGURE 5** | Example of (A) \( A_c \) versus \( \ln(\sigma_{ci}/\gamma H) \), (B) coefficient \( C_1 \) and (C) coefficient \( C_2 \) for GSI = 20 and \( m_i = 25 \).
3.3 Comparison of the LEM and FELA Results

From Section 3.2, specific strength parameters are selected to compare the critical acceleration values predicted by the LEM and FELA. This shows that the two methods have good consistency. However, to extend the predicted regression equation to additional conditions, the results of other strength parameters and geometric parameters need to be further tested to assess their validity, especially when used the HB failure criterion. Notably, since the FELA results are closer to the real solution than the LEM results, the calculated critical accelerations adopt the results from the FELA simulation (Li et al., 2009; Sloan 2013; Li et al., 2019) as the Y-axis in Figure 7 and Figure 8. Figure 7 compares the results of predicted $A_c$ and FELA simulation for $c = 20$ kPa, and $\varphi = 25^\circ$ and $\varphi = 45^\circ$ at variable $\beta$ when use MC failure criterion. This shows that the regression equations from the LEM and FELA are in good agreement under different strength parameters. This is consistent with the conclusion of Loukidis et al. (2003).

Figure 8 compares the $A_c$ values predicted and calculated with FELA for $m_c = 25$, $\sigma_c = 5$ and 25 MPa, $45^\circ \leq \beta \leq 80^\circ$ and $\sigma_c = 5$ and 25 MPa, $45^\circ \leq \beta \leq 80^\circ$ and $GSI = 20$, 30, 40 and 50 when using the HB failure criterion. Figure 8 shows that the $A_c$ values predicted and calculated with FELA are very consistent under any combination of parameters (the relationship is almost one to one). However, the $A_c$ values predicted with the LEM and FELA are not consistent, and the difference between these values increases gradually as the strength parameter and slope angle increase. Taking Figures 8A,D as an example, when $GSI = 20$, $m_c = 25$, and $\sigma_c = 5$ MPa, the regression equation from Saade et al. (2016) is $y = 1.2594x-0.1004$, whereas when $GSI = 50$,

**TABLE 4** Equations of $C_1(HB)$ and $C_2(HB)$ (slope angle $\beta \geq 45^\circ$).

| No | $GSI$ | $m_i$ | $c_{1(HB)}$ | $c_{2(HB)}$ | $R^2$ adjusted |
|----|-------|-------|-------------|-------------|----------------|
| 1  | 20    | 5     | 0.0019tan$\beta^2$+0.0206tan$\beta$+0.2193 | 0.0711tan$\beta^2$-0.5866tan$\beta$+0.0994 | 0.9968 |
| 2  | 25    | 5     | 0.0034tan$\beta^2$+0.0153tan$\beta$+0.2189 | 0.0293tan$\beta^2$-0.3299tan$\beta$+0.1218 | 0.9989 |
| 3  | 30    | 5     | 0.0152tan$\beta^2$-0.0672tan$\beta$+0.2428 | 0.0291tan$\beta^2$-0.3109tan$\beta$+0.2208 | 0.9994 |
| 4  | 35    | 5     | 0.0132tan$\beta^2$-0.0666tan$\beta$+0.2344 | 0.0265tan$\beta^2$-0.2862tan$\beta$+0.2687 | 0.9995 |
| 5  | 40    | 5     | 0.0187tan$\beta^2$-0.0578tan$\beta$+0.2421 | 0.0311tan$\beta^2$-0.3122tan$\beta$+0.3479 | 0.9991 |
| 6  | 45    | 5     | 0.0029tan$\beta^2$+0.0219tan$\beta$+0.2546 | 0.0404tan$\beta^2$-0.4198tan$\beta$+0.0434 | 0.9904 |
| 7  | 50    | 5     | 0.0012tan$\beta^2$+0.0046tan$\beta$+0.2381 | 0.0318tan$\beta^2$-0.3431tan$\beta$+0.2204 | 0.9951 |
| 8  | 55    | 5     | 0.0026tan$\beta^2$+0.0208tan$\beta$+0.2279 | 0.0324tan$\beta^2$-0.3311tan$\beta$+0.3287 | 0.9975 |
| 9  | 60    | 5     | 0.0037tan$\beta^2$-0.0309tan$\beta$+0.2221 | 0.0313tan$\beta^2$-0.3190tan$\beta$+0.3890 | 0.9986 |
| 10 | 65    | 5     | 0.0044tan$\beta^2$-0.0371tan$\beta$+0.2157 | 0.0313tan$\beta^2$-0.3170tan$\beta$+0.4432 | 0.9990 |
| 11 | 70    | 5     | 0.0054tan$\beta^2$+0.0503tan$\beta$+0.2939 | 0.0423tan$\beta^2$-0.4197tan$\beta$+0.0763 | 0.9911 |
| 12 | 75    | 5     | 0.0023tan$\beta^2$+0.0197tan$\beta$+0.2511 | 0.0396tan$\beta^2$-0.3953tan$\beta$+0.3409 | 0.9968 |
| 13 | 80    | 5     | 0.0020tan$\beta^2$-0.0190tan$\beta$+0.2569 | 0.0382tan$\beta^2$-0.3704tan$\beta$+0.4304 | 0.9903 |
| 14 | 85    | 5     | 0.0042tan$\beta^2$-0.0554tan$\beta$+0.2522 | 0.0309tan$\beta^2$-0.3182tan$\beta$+0.4515 | 0.9928 |
| 15 | 90    | 5     | 0.0055tan$\beta^2$-0.0442tan$\beta$+0.2449 | 0.0310tan$\beta^2$-0.3167tan$\beta$+0.5043 | 0.9944 |
| 16 | 95    | 5     | 0.0004tan$\beta^2$+0.0844tan$\beta$+0.3310 | 0.0634tan$\beta^2$-0.5801tan$\beta$+0.3359 | 0.9664 |
| 17 | 100   | 5     | 0.0070tan$\beta^2$-0.5767tan$\beta$+0.4263 | 0.0294tan$\beta^2$-0.3236tan$\beta$+0.3073 | 0.9746 |
| 18 | 105   | 5     | 0.0051tan$\beta^2$-0.4040tan$\beta$+0.3651 | 0.0303tan$\beta^2$-0.3211tan$\beta$+0.4169 | 0.9781 |
| 19 | 110   | 5     | 0.0028tan$\beta^2$-0.0281tan$\beta$+0.2914 | 0.0304tan$\beta^2$-0.3206tan$\beta$+0.4961 | 0.9259 |
| 20 | 115   | 5     | 0.0097tan$\beta^2$-0.0757tan$\beta$+0.3199 | 0.0264tan$\beta^2$-0.2907tan$\beta$+0.5202 | 0.9849 |
when $\beta = 70^\circ$, the predicted critical acceleration obtained by the LEM regression equation is 29.76–86.58% higher than that obtained by the FELA regression equation. In addition, the FELA regression equation can accurately estimate the critical acceleration of slopes with $60^\circ < \beta \leq 80^\circ$, which is difficult to determine with the regression equation from Saade et al. (2016).

### 4 EXAMPLES

From Sections 3.2 and 3.3, we compare the $A_c$ values predicted and calculated with FELA when $H = 30$ m and $\gamma = 22$ kN/m$^3$. To further test the influence of the slope height and unit weight on the regression equation, Table 5 and Table 6 compares the $A_c$ values predicted and calculated with FELA for different slope heights ($H$ is 10 and 50 m) and unit weights ($\gamma$ is 18 kN/m$^3$ and 28 kN/m$^3$). From Table 5 and Table 6, at a certain slope height and unit weight, the larger the slope angle is, the larger the error in the critical acceleration predicted by the LEM. The critical acceleration predicted and calculated by FELA are in good agreement.

**Case 1.** is a 10-m-tall slope with $\beta = 45^\circ$ composed of rock with $GSI = 40$, $m_i = 25$, $\sigma_{ci} = 10$ MPa.

1) The process for predicted critical acceleration of LEM from the regression coefficient (Saade et al., 2016) and Eq 2 is as follows:

$$\text{Predicted } A_{c,\text{LEM}} = C_1 \cdot \frac{\sigma_{ci}}{\gamma H} + C_2 \cdot \frac{\ln 10000 \times 22}{25 \times 10} \cdot (0.048 \tan 45^2 - 0.387 \tan 45 + 0.578) + 1.034$$

2) The process for predicted critical acceleration of FELA from the 15th regression coefficient in Table 4 in combination with Eq 2 is as follows:

$$\text{Predicted } A_{c,\text{FELA}} = C_1 \cdot \frac{\sigma_{ci}}{\gamma H} + C_2 \cdot \frac{\ln 10000 \times 22}{25 \times 10} \cdot (0.031 \tan 45^2 - 0.317 \tan 45 + 0.504) + 1.005$$

### 5 DISCUSSION

In the existing mechanical model framework of earthquake-induced permanent displacements, there are four crucial factors that determine the final predicted results for a fixed study area: the digital elevation model resolution, the material strength parameter, the empirical sliding displacement model and the critical acceleration model. The digital elevation model, material strength parameter and empirical sliding displacement model are subjective factors determined by

$\sigma_{ci} = 25$ MPa, the regression equation from Saade et al. (2016) is $y = 1.9568x - 1.1260$. When the slope angle $\beta$ is 70°, the predicted critical acceleration obtained by the LEM regression equation is 29.76–86.58% higher than that obtained by the FELA regression equation. In addition, the FELA regression equation can accurately estimate the critical acceleration of slopes with $60^\circ < \beta \leq 80^\circ$, which is difficult to determine with the regression equation from Saade et al. (2016).
TABLE 5: Comparison between the results of predicted $A_c$ and FELA simulation for different slope heights and slope angles (Note: GSI = 40, $m_i$ = 25, $\gamma$ = 22 kN/m$^3$, $a_d$ = 10 MPa).

| Case | $\beta$ (°) | $H$ (m) | Predicted $A_c$-LEM (g) | Predicted $A_c$-FELA (g) | Calculated $A_c$-FELA (g) | LEM error (%) | FELA error (%) |
|------|-------------|---------|-------------------------|-------------------------|-------------------------|--------------|---------------|
| 1    | 45          | 10      | 1.034                   | 1.005                   | 1.071                   | 3.455        | 6.162         |
| 2    | 50          | —       | 0.961                   | 0.933                   | 0.949                   | −1.264       | 1.686         |
| 3    | 60          | —       | 0.806                   | 0.752                   | 0.724                   | −11.326      | −3.867        |
| 4    | 70          | —       | 0.711                   | 0.493                   | 0.494                   | −43.927      | 0.202         |
| 5    | 80          | —       | 0.338                   | 0.238                   | 0.286                   | 7.650        |               |
| 6    | 45          | 50      | 0.699                   | 0.672                   | 0.681                   | −2.643       | 1.175         |
| 7    | 50          | —       | 0.634                   | 0.612                   | 0.586                   | −8.191       | −4.437        |
| 8    | 60          | —       | 0.488                   | 0.455                   | 0.407                   | −19.902      | −11.794       |
| 9    | 70          | —       | 0.361                   | 0.229                   | 0.235                   | −53.617      | 2.553         |
| 10   | 80          | —       | 0.071                   | 0.070                   | —                       | —            | −1.429        |

TABLE 6: Comparison between the results of predicted $A_c$ and FELA simulation for different unit weights and slope angles (Note: GSI = 40, $m_i$ = 25, $H$ = 30 m, $a_d$ = 10 MPa).

| Case | $\beta$ (°) | $\gamma$ (kN/m$^3$) | Predicted $A_c$-LEM (g) | Predicted $A_c$-FELA (g) | Calculated $A_c$-FELA (g) | LEM error (%) | FELA error (%) |
|------|-------------|---------------------|-------------------------|-------------------------|-------------------------|--------------|---------------|
| 11   | 45          | 18                  | 0.847                   | 0.820                   | 0.831                   | −1.925       | 1.324         |
| 12   | 50          | —                   | 0.779                   | 0.754                   | 0.727                   | −7.153       | −3.714        |
| 13   | 60          | —                   | 0.629                   | 0.587                   | 0.532                   | −18.233      | −10.338       |
| 14   | 70          | —                   | 0.516                   | 0.346                   | 0.353                   | −46.176      | 1.983         |
| 15   | 80          | —                   | 0.189                   | 0.183                   | —                       | −3.279       |               |
| 16   | 45          | 28                  | 0.755                   | 0.729                   | 0.735                   | −2.721       | 0.816         |
| 17   | 50          | —                   | 0.689                   | 0.666                   | 0.637                   | −8.163       | −4.553        |
| 18   | 60          | —                   | 0.542                   | 0.505                   | 0.453                   | −19.647      | −11.479       |
| 19   | 70          | —                   | 0.420                   | 0.273                   | 0.280                   | −50.000      | 2.500         |
| 20   | 80          | —                   | 0.115                   | 0.113                   | —                       | −1.770       |               |

engineers. Every engineer may obtain different values for the material strength parameter in the same region, and there are also differences in the empirical sliding displacement models in each region. However, the critical acceleration model is an objective and unified factor that can serve global applications and plays an important role in the framework of earthquake-induced permanent displacements. In addition, critical acceleration can not only be used as a criterion to evaluate the susceptibility of seismic landslides (Chen et al., 2014), but also be used to evaluate the hazard of seismic landslides by comparing with known peak ground acceleration (Chen et al., 2018). Therefore, it is of great significance to establish a reliable critical acceleration model for regional seismic landslide hazard assessments.

In previous studies, due to the inherent limitations of the traditional Newmark method and its modified versions, the calculated critical accelerations are substantially different from the numerical simulations. Compared with the Newmark method, the critical acceleration models from Saade et al. (2016), Yuqiao et al., 2019, Tsai et al. (2019) and this study offer obviously higher predictive accuracy, providing strong support for regional seismic landslide hazard assessments. In addition, in the regional scale analysis, the vertical acceleration, slope direction, groundwater conditions, water content, material degradation and rock slope disturbance coefficient may affect the critical acceleration model, which were not discussed in this study. Therefore, the development of a more comprehensive critical acceleration model should be the direction of future research. However, our model can directly estimate strength parameters from a good engineering geological description while still providing an accurate quantitative index, which can quickly measure the behaviour of a seismic slope at a regional scale.

On the other hand, Li et al. (2008) found that the difference of safety factor from limit analyses and LEM is less than 4% for steep slopes when used the HB failure criterion. However, Li et al. (2008) reported this conclusion when the safety factor of the slope is near 1. Saade et al. (2016) did not seem to notice this phenomenon. In addition, for lower GSI values (GSI $\leq$ 50), the stability numbers of slope (the stability number is $\sigma_{ci}/F\gamma$HF, where $F$ is the safety factor of slope) obtained using the LEM are 18–30% lower than the average bound solutions obtained with FELA (Li et al., 2009). Moreover, the $\sigma_{ci}/F\gamma$HF from the LEM are close to the results of FELA when $\beta \leq 60^\circ$. However, the difference of the $\sigma_{ci}/F\gamma$HF between FELA and the LEM tends to be substantial when $\beta \geq 75^\circ$ (Li et al., 2019). Therefore, according to the research of Li et al. (2009, 2019), we revised the model from Saade et al. (2016).
6 CONCLUSION

Our model improves the limitations of previous mechanical models for regional seismic landslide hazard assessments. Herein, FELA is used to calculate the average bound of the critical acceleration of the simplified slope model. The proposed model of critical acceleration is not limited to failures of shallow sliding slopes nor does it require the failure depth to be assumed in advance. The MC failure criterion and the HB failure criterion are used to simulate the seismic behaviour of soil and rock slopes. The prediction equations for the critical horizontal acceleration, material strength and slope gradient are established. The corresponding results are compared with the prediction results from the Newmark sliding analysis and the LEM. The results show that the predictive accuracy of FELA and the LEM is significantly higher than that of the Newmark sliding analysis. When the MC failure criterion is used, the prediction results from the FELA and LEM regression equations are consistent. However, the prediction results from the FELA and LEM regression equations are significantly different, especially when the slope gradient is greater than 60° and uses HB failure criterion. In general, the predictive accuracy of our model is higher than that of the LEM. Therefore, the proposed model can be effectively applied to regional seismic landslide hazard assessments.
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