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Abstract

Quantum information processing shows advantages in many tasks, including quantum communication and computation, comparing to its classical counterpart. The essence of quantum processing lies on the fundamental difference between classical and quantum states. For a physical system, the coherent superposition on a computational basis is different from the statistical mixture of states in the same basis. Such coherent superposition endows the possibility of generating true random numbers, realizing parallel computing, and other classically impossible tasks such as quantum Bernoulli factory. Considering a system that consists of multiple parts, the coherent superposition that exists nonlocally on different systems is called entanglement. By properly manipulating entanglement, it is possible to realize computation and simulation tasks that are intractable with classical means.

Investigating quantumness, coherent superposition, and entanglement can shed light on the original of quantum advantages and lead to the design of new quantum protocols. This thesis mainly focuses on the interplay between quantumness and two information tasks, randomness generation and selftesting quantum information processing. We discuss how quantumness can be used to generate randomness and show that randomness can in turn be used to quantify quantumness. In addition, we introduce the Bernoulli factory problem and present the quantum advantage with only coherence in both theory and experiment. Furthermore, we show a method to witness entanglement that is independent of the realization of the measurement. We also investigate randomness requirements in selftesting tasks and propose a random number generation scheme that is independent of the randomness source.

By investigating the interplay between quantumness and the two information tasks, we have investigated the essence of quantumness and its fundamental role in quantum information processing. Apart from the theoretical significance, the results can be experimentally tested and applied in practice.
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Practical QRNGs based on single photon measurement. (a) A photon is originally prepared in a superposition of horizontal (H) and vertical (V) polarizations, described by $(|H\rangle + |V\rangle)/\sqrt{2}$. A polarising beam splitter (PBS) transmits the horizontal and reflects the vertical polarization. For random bit generation, the photon is measured by two single photon detectors (SPDs). (b) After passing through a symmetric beam splitter (BS), a photon exists in a superposition of transmitted (T) and reflected (R) paths, $(|R\rangle + |T\rangle)/\sqrt{2}$. A random bit can be generated by measuring the path information of the photon. (c) QRNG based on measurement of photon arrival time. Random bits can be generated, for example, by measuring the time interval, $\Delta t$, between two detection events. (d) QRNG based on measurements of photon spatial mode. The generated random number depends on spatial position of the detected photon, which can be read out by an SPD array.

QRNGs using macroscopic photodetector. (a) Phase-space representation of the vacuum state. The variance of the $X$-quadrature is $1/4$. (b) QRNG based on vacuum noise measurements. The system comprises a strong local oscillator (LO), a symmetric beam splitter (BS), a pair of photon detector (PD), and an electrical subtracter (Sub). (c) Phase-space representation of a partially phase-randomised coherent state. The variance of the $X$-quadrature is in the order of $n \times \langle \Delta \theta^2 \rangle$, where $n$ is the average photon number and $\langle \Delta \theta^2 \rangle$ is the phase noise variance. (d) QRNGs based on measurements of laser phase noise. The first coupler splits the original laser beam into two beams, which propagate through two optical fibres of different lengths, thereafter interfering at the second coupler. The output signal is recorded by a photon detector. The extra length $\Delta L$ in one fibre introduces a time delay $T_d$ between the two paths, which in turn determines the variance of the output signal.
Illustration of a bipartite Bell test. Alice and Bob are two spacelike separated parties, that output $a$ and $b$ from random inputs $x$ and $y$, respectively. A Bell inequality is defined as a linear combination of the probabilities $p(a, b | x, y)$. For instance, the Clauser-Horne-Shimony-Holt (CHSH) inequality $[1]$ is defined by $S = \sum_{a, b, x, y} (-1)^{a + b + xy} p(a, b | x, y) \leq S_C = 2$, where all of the inputs and outputs are bit values, and $S_C$ is the classical bound for all local hidden-variable models. With quantum settings, that is, performing measurements $M^a_x \otimes M^b_y$ on quantum state $\rho_{AB}$, $p(a, b | x, y) = \text{Tr}[\rho_{AB} M^a_x \otimes M^b_y]$, the CHSH inequality can be violated up to $S_Q = 2\sqrt{2}$. Quantum features (such as intrinsic randomness) manifest as violations of the CHSH inequality.

A semi-self-testing QRNG. Conditional on the input setting $x$, the source emits a quantum state $\rho_x$. Conditional on the input $y$, the detection device measures $\rho_x$ and outputs $b$.

Quantum randomness. In a bipartite Alice-Eve system described by a pure state $\psi_{AE}$, the quantum randomness of a measurement performed by Alice on the system in the mixed state $\rho_A$ is given by the amount of uncertainty Eve has on the measurement outcome. Such quantum uncertainty is quantified by the relative entropy of coherence $R^Q_\rho(\rho_A)$.  

Alternative definition of Quantum randomness. In a bipartite Alice-Eve system described by a pure state $\psi_{AE}$, the quantum randomness of a measurement performed by Alice on the system in the mixed state $\rho_A$ is given by the minimum amount of uncertainty Eve has on the measurement outcome after performing a measurement on her own systems. Such quantum uncertainty is quantified by the convex roof measure $R^C_\rho(\rho_A)$.

Comparison of the measures of quantum randomness $R^Q_z$ (red dotted line) and $R^C_z$ (blue dot-dashed line) in the qubit state $\rho_A(v) = v |+\rangle \langle +| + \frac{1-v}{2} \mathbb{I}$ versus the mixing parameter $v$.  

XV
4-4 Random number extraction and coherence distillation. The randomness extraction process can be replicated by first distilling the coherence of the quantum state. Measurement outcomes will directly produce uniformly random bits.

5-1 Classical and quantum coin. For a given $p$ value, (a) classical and (b) quantum $p$-coin corresponds to two different ways of encoding $p$, see Eqs. (5.1) and (5.2), respectively. The key difference lies in whether there is coherence in the computational basis.

5-2 Experimental setup. (a) Optical image of a transmon qubit located in a trench, which dispersively couples to two 3D Al cavities. (b) Optical image of the single-junction transmon qubit. (c) Scanning electron microscope image of the Josephson junction. (d) Schematic of the device with the main parameters. In our experiment, the higher frequency cavity is not used and always remains in vacuum, which can be used as another $p$-quoin in future experiments. Note that the highlighted boxes in (a) and (b) are not to scale and are intended for illustrative purposes only.

5-3 Readout properties of the qubit. The phase between the JPA readout signal and the pump has been adjusted such that $|0\rangle$ and $|1\rangle$ states can be distinguished with optimal contrast. a) Bimodal and well-separated histogram of the qubit readout. A threshold $V_{th} = 0$ has been chosen to digitize the readout signal. Solid line is for an initial measurement showing about 8.5% $|1\rangle$ state, while dashed line is for a second measurement after initially selecting $|0\rangle$ state. The disappearance of $|1\rangle$ state demonstrates both a high purification and high quantum non-demolition measurement of the qubit. b) Basic qubit readout matrix. The loss of fidelity predominantly comes from the $T_1$ process during both the waiting time after the initialization measurement and the qubit readout time.
5-4 Experimental pulse sequences for the preparation of quoins and the measurements in the $Z$ (a) and $X$ (b) bases. An initial measurement $M1$ is firstly performed to purify the qubit to the ground state $|0\rangle$. The rotation of the qubit is realized by applying an on-resonance microwave pulse with various amplitudes. The measurement is always performed in the $Z$-basis. The measurement in the $X$-basis is realized by performing an extra $R_{\pi/2}^{-Y}$ pre-rotation. The phase of this extra pre-rotation is chosen to minimize the effect from qubit decoherence during the measurement for the case of $p = 0.5$, which is most sensitive to the final qubit readout accuracy.

5-5 Theoretical and experimental results for the (a) $q$-coin and (b) $f(p) = 4p(1-p)$-coin. Here, the number of experiment data for the $p$-quoins is in the order of $10^7$ and the number for the $f(p)$-coin is in the order of $10^6$. On average, we need about 20 $p$-quoins to construct a $f(p)$-coin. The standard deviations of $p$, $q$, and $f(p)$ are in the order of $10^{-4}$, thus are not plotted in the figure.

5-6 Randomized benchmarking measurement for $R_{\pi/2}^{Y}$ gate fidelity. The reference curve is measured after applying sequences of $m$ random Clifford gates, while the $Y/2$ curve is realized after applying sequences that interleave $R_{\pi/2}^{Y}$ with $m$ random Clifford gates. Each sequence is followed by a recovery Clifford gate in the end right before the final measurement. The number of random sequences of length $m$ in our experiment is $k = 100$. Both curves are fitted to $F = Ap^m + B$ with different sequence decay $p$. The data point is the average of the sequence fidelities of the $k = 100$ sample sequences, and the error bar shows the standard deviation of the sample. The average single-qubit gate error $r_s = r_{ref}/1.875 = (1 - p_{ref})/2/1.875 = 0.0014$, and the $R_{\pi/2}^{Y}$ gate error $r_{Y/2} = (1 - p_{int}/p_{ref})/2 = 0.0013$. The dashed lines indicate a gate fidelity of 0.998 and 0.997 respectively.
6-1  (a) Conventional EW setup, where Alice and Bob perform local measurements separately and collect information to decide whether the input state is entangled or not. (b) Measurement-device-independent (MDI) EW setup, where Alice and Bob each prepares an ancillary state and a third party Eve performs Bell state measurements (BSMs) on the ancillary states and the to-be-witnessed bipartite state. Based on the choices of Alice and Bob’s ancillary states and the BSM results, they can judge whether the input state is entangled or not.

6-2  Time shift attack to the conventional EW. (a) Experimental setup of the time-shift attack. Photon pairs are generated by SPDC using a femtosecond pump laser with a central wavelength of 390 nm and a repetition frequency of 80 MHz. POL: polarizer, HWP: half-wave plate, QWP: quarter-wave plate, IF: interference filter with 780 nm central wavelength, PBS: polarizing beam splitter, SFC: single-mode fiber coupler, SMF: single-mode fiber, SPCM: single-photon-counting module, some with extra internal delay lines. (b) Synchronization between SPCMs. Build-in delay lines enable Eve to shift the output signals $d_{a1}$ and $d_{b0}$ by $\Delta t$. (c) Coincidence count versus time delay, where the time window is set to 4 ns. All data points are measured for 2 seconds, and time-shift attack is implemented with $\Delta t = 5.50 \pm 0.24$ ns, which corresponds to the grey area.
Experimental setup for the MDIEW. The photon pairs are generated by type-II SPDC in 2-mm $\beta$-barium-borate (BBO) crystals. The pulsed pump laser has a central wavelength of 390 nm and a repetition rate of 76 MHz. To prepare the desired state $|6.2\rangle$, two 2-mm decoherer BBOs (D BBO) on each side with fast axis setting at $0^\circ$ (up) and $180^\circ$ (down) to reduce the spatial walk-off effect. By changing the angle $\theta$ of the selector HWP (S HWP), the desired state $|6.2\rangle$ is prepared with $v = \cos^2(2\theta)$. Heralded photons 2 and 5 are triggered by the detections of photon 1 and 6, respectively. Waveplates are used to rotate the polarizations to encode photons 2 and 5 to the desired states, $|\tau_s\rangle_2$ and $|\omega_t\rangle_5$. The BSM module is composed of three PBSs and two HWPs at $22.5^\circ$. All photons are filtered by narrow-band filters (with $\lambda_{FWHM} = 2.8$ nm for BSM I and $\lambda_{FWHM} = 8.0$ nm for BSM II) and then coupled into single-mode fibers which connect to SPCMs.

MDIEW values are compared for three cases. The theoretical results ($J_{th}$, solid line) are calculated for the states $\rho_{AB}^v$ with different values of $v$ in Eq. (6.2). The tomography results ($J_{tom}$, triangle points) are evaluated for the states $\rho_{34}^v$ after performing tomography on the to-be-witnessed bipartite state. Each point of the experimental results ($J_{exp}$, circular points) is measured from a 16-hour experiment. Vertical error bars indicate one standard deviation and horizontal error bars of the fitting values $v$ from state tomography are described in Supplemental Materials. The inset shows theoretical and experimental values of tangle for input states $\rho_{34}^v$.

Tomography of the bipartite state $\rho_{34}^v$. Density matrices are constructed through tomography and over 250,000 coincidence detection events are obtained for each plot. Depending on the angle $\theta$ of the state selector defined in Eq. (6.22), various states $\rho_{34}^v$ are prepared. (a) Real part of the density matrices $\rho_{34}^v$. (b) Imaginary part of the density matrices $\rho_{34}^v$. 
7-1 Entanglement witness and the reliability problem. ........................................ 114

7-2 Optimization of entanglement witnesses. (a) To get the optimal witness of an unknown entangled state $\rho$, one has to run over all possible witnesses. Intuitively, this is done by scanning over all witnesses that are tangent to the set of separable states. (b) The optimization can be efficiently done if certain failure probability can be tolerated. .................. 116

7-3 Bipartite nonlocal game with classical and quantum inputs. (a) Nonlocal game with classical inputs. Based on the classical inputs $x$ and $y$, Alice and Bob perform local measurement on the pre-shared entangled state $\rho_{AB}$, and get classical outputs $a$ and $b$, respectively. A linear combination of the probability distribution $p(a, b|x, y)$ defines a Bell inequality as shown in Eq. (9.1). (b) Nonlocal game with quantum inputs. The quantum inputs of Alice and Bob are respectively $\omega_x$ and $\tau_y$. It is shown [3] that any entangled quantum states can be witnessed with a certain nonlocal game with quantum inputs. Equivalently, if we consider that Alice and Bob each prepares an ancillary state and a third party Eve performs the measurement, this setup also corresponds to the case of MDIEW. ................................................................. 117

7-4 Simulation results of the original and optimized MDIEW protocol. The to be witness state is the two-qubit Werner state defined in Eq. (7.22). Here, we consider that Alice projects onto $|\Phi^+_{AA}\rangle$ and Bob projects onto $|\Phi^-_{BB}\rangle$. In this case, the original MDIEW cannot detect entanglement, while the optimized MDIEW protocol detects all entangle Werner states.125

8-1 Bell tests in the bipartite scenario. (a) The inputs of Alice and Bob, $x$ and $y$, are decided by perfect random number generators (RNGs), which produce uniformly distributed random numbers; (b) The measurement devices are controlled by an adversary Eve through local hidden variables $\lambda$; (c) The input random numbers are also controlled by the same local hidden variable $\lambda$, which is accessible to Eve. .... 130
8-2  (Color online) Optimal values of the CHSH test for different randomness $P$ with various rounds $N$ based on only Alice’s inputs biased when conditioned on the hidden variable $\lambda$. The solid line is the optimal strategy for $N \to \infty$, which upper bounds all finite $N$ rounds. Note that the curve is not smooth for finite runs $N$ because the optimal strategy $q_{k_A}$ defined in Eq. (8.27) jumps on $l$. With $N$ grows larger, the curve tends to be smoother.

8-3  (Color online) Possible optimal values of the CHSH test for different randomness $P$ with various rounds $N$ based on uncorrelated inputs of Alice and Bob. The solid line corresponds the strategy for $N \to \infty$, which upper bounds all finite $N$ cases. The curves are not smooth for finite $N$ as for similar reasons like in the one party biased case, and it tends to be smooth with $N \to \infty$.

9-1  Bell tests in a bipartite scenario. In general, the inputs depend on some local hidden variable $\lambda$. The local hidden variables that control the inputs and the devices may be different. While, we can still denote these two local hidden variables with a single one denoted as $\lambda$.

9-2  (Color online) The CH value $J_{\text{LHVM}}^{\text{CH}}$ as a function of $P$ and $Q$, according to Eq. (9.18).

9-3  (Color online) The CH value $J_{\text{LHVM,Fac}}^{\text{CH}}$ as a function of $P$ and $Q$ with the factorizable condition Eq. (9.7).

9-4  (Color online) The CH value $J_{\text{LHVM,NS}}^{\text{CH}}$ as a function of $P$ and $Q$ under NS condition Eq. (9.22).

9-5  (Color online) The CH value $J_{\text{LHVM,NS,Fac}}^{\text{CH}}$ as a function of $P$ and $Q$ under factorizable Eq. (9.7) and NS Eq. (9.22) conditions.

9-6  The critical value of $Q$ and $P$ such that the CH value $J_{\text{LHVM}}^{\text{CH}}(P,Q)$ equals the maximal quantum value $J_Q = (\sqrt{2} - 1)/2$.

9-7  The CH value $J_{\text{LHVM}}^{\text{CH}}(\delta)$ under different conditions.
10-1 Illustration of a generic QRNG setup in which we take photon polarization as the example. $H$ and $V$ refer to horizontal and vertical polarizations, respectively. PBS refers to a polarizing beam splitter. (a) The source functions normally (or trusted) and sends superpositions of $H$ and $V$ polarizations, which offers quantum randomness. (b) The source malfunctions (or untrusted) and sends $H$ and $V$ polarizations in a predetermined order, which should output no genuine randomness. From the measurement result viewpoint, one cannot distinguish these two cases.

10-2 (a) Measurement model for SIQRNG. The quantum state first passes through a squasher and is projected as either a qubit or a vacuum. Then, the output qubit is measured in the $X$ or $Z$ basis chosen by an active switch. There are two outcomes for each basis measurement, corresponding to the two eigenstates of the basis. (b) An optical implementation of the SIQRNG in (a), as discussed in Section 10.2.2. Here Pol-M refers to a polarization modulator, PBS refers to a polarizing beam splitter, and $D_0$ and $D_1$ are the threshold detectors.

10-3 Source-independent QRNG with the finite data size effect. The results are proven in Section 10.2.2.

10-4 An equivalent protocol of source-independent QRNG.

10-5 Experiment setup of SIQRNG. S: laser source; LP: linear polarizer; FPC: fiber polarization controller; FA: fiber attenuator; BS: beam splitter; PBS: polarizing beam splitter; TD: time delay implemented with a 12 m fiber; PD: photon detector.

10-6 Relation between the phase error rate and the loss. The big error bars are caused by a very conservative estimation of statistical fluctuations and also partially by the fluctuation of experimental parameters for different losses.
10-7 Dependency of randomness generation rate on the loss. The data points on the figure are taken to be the lower bound of the rate, evaluated by random sampling. The security parameter is $\varepsilon_t = 2 \times 2^{-50}$. 

10-8 The autocorrelation function of the raw data and the final data. The x-axis is the lag $j$ between the sampled data $X_i$ and $X_{i+j}$, while the y-axis is the autocorrelation $R(j)$ defined in Eq. (10.7). Data sizes of both the raw data and the final data are in the order of $10^7$. The autocorrelation of the final data is significantly smaller than the raw data in absolute value. Due to finite-key-size effect, the autocorrelation cannot be zero even for perfectly random strings. 

10-9 The P-value of the statistical tests. The x-axis lists the names of statistical tests in the NIST test suite. The final data size is 91 Mbit, which is extracted from 115 Mbit raw data. To pass each test, the P-value should be at least 0.01 and the proportion of sequences that satisfy $P > 0.01$ should be at least 96%. It can be seen in the figure that the P-values of all tests are greater than 0.01. 

11-1 **Deutschian timelike curves.** (a) depicts a physical visualization of a CTC, where an object entering one mouth of a wormhole at some point $t_A$ may jump to a prior time $t_B$ (with respect to an chronology respecting observer) and interact with its past self via some unitary $U$. (b) In the special case where no interaction occurs, we obtain an open timelike curve. This naturally occurs, for example, in instances where the wormhole mouths are spatially separated.

11-2 **CTCs and OTCs in presence of ancilla.** $A$ represents the system to be sent through the space-time wormhole, and $B$ some chronology respecting system initially correlated with $A$. (a) In general CTCs, temporal self-consistency demands that $\rho_{\text{CTC}}$ satisfies $\rho_{\text{CTC}} = \text{Tr}_{A}[U(\rho_{AB}^{\text{(in)}} \otimes \rho_{\text{CTC}})U^\dagger]$. (b) In the case of OTCs, this implies that system $A$ has state $\rho_{\text{OTC}} = \text{Tr}_{B}[\rho_{AB}^{\text{(in)}} \otimes \rho_{\text{OTC}}] = \rho_A$ after application of the protocol.
11-3 Quantum circuit of OTC enhanced measurement. The protocol first introduces \(N\) ancilla qudits, all of which are initialized in the state \(\rho_E = |0\rangle\langle 0|\), where \(|0\rangle\) is an eigenstate of \(\hat{O}\). A sequence of \(C_+\) gates then perfectly correlates each ancilla with \(\rho\) with respect to \(\hat{O}\) basis. The erasure of these correlations via OTCs, followed by \(\hat{O}\) measurements on each individual qudit, allows determination of \(\text{Tr}[\hat{O}\rho]\) to a standard error that scales inversely with \(N^2\).

11-4 Solving NP-complete problems with OTCs. The key non-linear gate \(S\), that takes \(\rho(n_z)\) to \(\rho(n_z^2)\), can be implemented via open timelike curves. This is achieved by the use of a single OTC, applied between two successive \(C_+\) gates.

11-5 OTC Assisted Cloning. An arbitrary qudit \(\rho\) can be cloned to any desired fidelity. The process involves (i) application of a standard quantum cloner \(C\) to generate \(O(d^2)\) imperfect copies, and (ii) use of OTC enhanced measurements to measure different observables \(M_i\) on each imperfect copy. We can choose \(M_i\) to be informationally complete, and OTCs ensure that we can determine \(\text{Tr} [M_i\rho]\) to any desired precision. Thus this protocol can yield (to any fixed precision) the classical description of \(\rho\).

12-1 The structure of sharp measurements. (a) Every non-sharp measurement \(\{m_x\}_{x \in \{X\}}\) (round diagram on the l.h.s.) is equivalent to a sharp measurement \(\{M_x\}_{x \in \{X\}}\) (triangular diagram on the r.h.s.) performed on the system along with an environment. (b) Coarse-graining a sharp measurement \(\{m_x\}_{x \in \{X\}}\) yields a new sharp measurement \(\{m'_y\}_{y \in \{Y\}}\). (c) When two sharp measurements \(\{m_x\}\) and \(\{m_y\}\) are performed in parallel, they yield a new sharp measurement \(\{m_x \otimes n_y\}\).
Winning graphs for examples of nonlocal games. The vertices are coloured so that two connected vertices have distinct colours, using the minimum number of colours. (a) Winning graph for the CHSH game. The player win if $y_1 \oplus y_2 = x_1 x_2$ and 0 otherwise. The graph is not perfect, because the largest clique in the graph has 3 vertices while the number of colours in the graph is 4. Here classical strategies are not optimal among the strategies that satisfy LO. (b) Winning graph for Guess Your Neighbor’s Input \cite{4} in the case of $N = 4$ parties. The players win $+1$ if $y_i = x_{i+1}$ for every $i$. The graph is a disjoint union of disconnected cliques and therefore classical strategies are optimal among all strategies satisfying LO. (c) Winning graph for the game “Guess the Product” in the case of $N = 3$ parties. The players win $+1$ if $y_i = x_1 x_2 x_3$ for every $i$ and 0 otherwise. The graph is perfect and therefore the classical strategy is optimal \cite{5}. (d) Winning graph for the game “Guess the Parity” in the case of $N = 3$ parties. The players win $+1$ if $y_i = x_1 \oplus x_2 \oplus x_3$ for every $i$ and 0 otherwise. The graph is not perfect, because it contains odd cycles with more than 3 vertices. Still, classical strategies are optimal for this game, as shown in Supplementary Note 2 for arbitrary number of players.
List of Tables

3.1 Properties that a coherence measure should satisfy. . . . . . . . . . . 23

3.2 Properties that an entanglement measure should satisfy. . . . . . . . 25

3.3 A brief summary of trusted-device QRNG demonstrations. Detailed description of these schemes can be found in Section 3.3.1 and 3.3.1. Note that the quality/security of random numbers in different demonstrations may be different. Raw: reported raw generation rate, Refined: reported refined rate, Acquisition: data acquisition by dedicated hardware or commercial oscilloscope, SPD: single photon detector, BS: beam splitter, MCP-PCID: micro-channel-plate-based photon counting imaging detector, PNRD: photon-number-resolving detector, CMOS: complementary metal-oxide-semiconductor, −: no related information found. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.4 A summary of self-testing and semi-self-testing QRNG demonstrations. MDI: measurement device independent, SI: source independent, CV: continuous variable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.1 Comparing the frameworks of coherence and entanglement. DI: device-independent; MDI: measurement-device-independent; QKD: quantum key distribution; QRNG: quantum random number generation. . . . . . 67
5.1 Experiment results. θ is the angle of the quoin state; \( N_p \) is the total number of \( p \)-quoins prepared. About half of the prepared \( p \)-coins are measured in the \( X \) basis to prepare the \( q \)-coin. \( q_{\text{th}} \) is the theoretically estimated value based on the estimation of \( p \); \( q_{\text{exp}} \) is the experimentally estimated value from the obtained \( q \)-coins; \( f_{\text{th}}(p) \) is the theoretically estimated value from the estimation of \( p \); \( f_{\text{exp}}(p) \) is the experimentally estimated value from the obtained \( f(p) \)-coins; \( N_{f(p)} \) is the number of \( f(p) \)-coins obtained.

6.1 Decomposition of \( W \) based on different measurement outcomes.

6.2 Coefficients and probabilities for MDIEW with outcomes ++ and --. Note that when \( \beta = 0 \), the corresponding probability \( p \) is irrelevant.

6.3 Coefficients and probabilities for MDIEW with outcomes +− and −+. Note that when \( \beta = 0 \), the corresponding probability \( p \) is irrelevant.

6.4 Our MDIEW in the form of Eq. (6.21) for the bipartite states defined in Eq. (6.8).

6.5 Error estimation of density matrix, real non-zero parts.

6.6 The tangle values of the input states by tomography.

8.1 The lower bound for randomness parameter \( P \) defined in Eq (9.2) that allows the CHSH value \( S \), defined in Eq. (9.5), to reach the quantum bound \( S_Q \) by LHVMs in the CHSH test under different conditions.

9.1 The value of \( J_\lambda \) with deterministic strategy.

9.2 Possible strategies for letting \( J_\lambda \) be positive.

9.3 The coefficient \( \beta_{ij} \) of \( q(\lambda_j) p_i(\lambda_j) \) in the expression of \( J_{\text{CH}}^{\text{LHVM}} \) of the CH inequality.

9.4 The coefficient of \( p_i(\lambda_j) \) in the expression of \( J_{\text{CHSH}}^{\text{LHVM}} \) of the CHSH inequality.

C.1 The coefficient of \( p_i(\lambda_j) \) in the expression of \( J \).

C.2 The coefficient of \( p_i(\lambda_j) \) in the expression of \( J \).
Part I

Introduction and Preliminaries
Chapter 1

Introduction

Manipulation of quantum information empowers many tasks such as communication \cite{6 7 8}, computation \cite{9 10}, and simulation \cite{11 12}. In a communication task, the quantum key distribution protocol by Charles Bennett and Gilles Brassard in 1984 (BB84)\cite{6} makes it possible to extend secret keys between two remote parties by transmitting quantum signals. Such a task has been proven impossible by classical methods. In quantum computing, the Shor algorithm named after its inventor Peter Shor \cite{9} factorizes integers\footnote{Given an integer $N$, find its prime factors} at exponentially faster speeds than any existing classical methods. In quantum simulation \cite{13}, one can efficiently simulate quantum systems that requires exponential resources with a classical computer.

To investigate the origin of the quantum information processing power, we need to find the major difference between the manipulation of quantum and classical information. Focusing on states of physical systems, the major distinction derives from the quantum features or quantumness. In different scenarios, the quantumness manifests differently. For instance, considering the whole system, coherent superpositions on a computational basis inherently differ from classical (stochastic) mixtures of the basis states. Named quantum coherence, such coherent superpositions underlies the quantumness of a single quantum system \cite{14}. In bipartite systems, the quantumness can also be defined as the nonlocal correlation between the two systems. Considering local operation and classical communication (LOCC) as free or classical operations,
quantum entanglement is the major quantumness in bipartite states \cite{15,16,17}.

One important research direction is the quantumness of states, which aims to analyze quantumness in a systematic way. Quantum coherence and entanglement can be quantified by resource frameworks. In general, a quantumness resource framework relies on identifying classical states and classical operations. The corresponding quantumness of an operational task emerges when a quantum behavior cannot be explained by classical means. A state is called classical when it exhibits no quantum behavior. Denote the set of classical states by $C$, then a state that does not belong to $C$ is called quantum. Based on classical states, classical operations are physically realizable operations that cannot generate quantum states from any classical state. With classical states and operations, a resource framework of quantumness is completed by defining measures, which is a real-valued functions of states. Generally, a quantumness measure should satisfy the monotonicity requirement: that is, classical operations cannot increase the quantumness of a system.

From a mathematical viewpoint, finding legitimate quantumness measures is important for completing the quantumness resource framework. Moreover, these quantities should have meaningful interpretation in detailed operational tasks. For instance, the entanglement of formation measures the amount of maximally entangled states on average that are required to prepare the target state in the asymptotical scenario; the distillable entanglement measures the amount of maximally entangled states on average that can be obtained via LOCC operations on the target states in the asymptotical scenario.

This thesis focuses on the operational interpretation of quantumness measures. We consider two operational tasks: randomness processing and selftesting quantum information processing and investigate the key roles of quantumness in both tasks. We also probe the interplay between randomness and selftesting quantum information tasks.
Quantumness and randomness

In classical theory, all physical processes are deterministic due to basic Newton’s laws. In contrast, Born’s rule [18] endows the quantum world with true randomness. Such is the counter-intuitiveness of the result that Einstein was quoted as saying ‘God is not playing at dice’. Nevertheless, the intrinsically random nature of measurement outcomes is now considered a key characteristic that distinguishes quantum mechanics from classical theory [19].

In measurement theory, decoherence, breaking coherence or superposition, in a specific (classical) computational basis results in random outcomes [20]. Intuitively, from the resource perspective, the randomness can be generated by consuming coherence of a quantum state. In order to quantitatively establish this connection, one needs to find a proper way to assess the randomness of measurement, which normally contains quantum and classical processes. The superficially random outcomes in classical processes are generally not truly random, although they might appear so if information is ignored. Thus, such classical part of randomness should be precluded when quantifying a quantum feature — coherence. A quantum process, on the other hand, can generate genuine unpredictable randomness, which we call intrinsic (quantum) randomness. Observing such intrinsic random outcomes of measurements would indicate non-classical (quantum) features of objects.

As an example, we can consider the famous Schrödinger’s cat gedanken experiment as shown in Fig. 1-1. In a classical world, a cat might be either alive or dead before observation, which can be described by the density matrix $\rho^C_{\text{cat}} = (|\text{alive}\rangle \langle \text{alive}| + |\text{dead}\rangle \langle \text{dead}|)/2$ for the case of being alive and dead equally likely, see Fig. 1-1 (a). The observation result of whether the cat is alive or dead looks random, which is due to the lack of knowledge of the cat system. After considering some hidden variables or an ancillary system $E$ that purifies $\rho^C_{\text{cat}}, |\Psi\rangle = (|\text{alive}\rangle |0\rangle_E + |\text{dead}\rangle |1\rangle_E)/\sqrt{2}$, we can simply observe the system $E$ to infer whether the cat is alive or dead. In quantum mechanics, the cat can be in a coherent superposition of the states of alive and dead, $\rho^Q_{\text{cat}} = |\psi\rangle \langle \psi|$, where $|\psi\rangle = (|\text{alive}\rangle + |\text{dead}\rangle)/\sqrt{2}$, see Fig. 1-1 (b). The observation
outcome would be intrinsically random according to Born’s rule. That is, without directly accessing the system of the cat and breaking the coherence, we can never predict whether the cat is alive or dead better than blindly guessing. Therefore, the existence of intrinsic randomness can be regarded as a witness for quantum coherence.

Figure 1-1: An illustration of Schrödinger’s cat gedanken experiment.

This thesis investigates the relation between intrinsic randomness and quantum coherence [21, 22]. We show that the amount of intrinsic randomness arising from state measurements in a basis indicates the amount of coherence in the same basis. Therefore, we can naturally regard coherence as the resource for generating randomness. In addition, we examine a simple yet interesting randomness processing task, called the Bernoulli factory [23, 24] and investigate how coherence can be used to beat classical method. In the discussed randomness tasks, we reveal that coherence is an important resource for both randomness generation and processing.

Quantumness and selftesting

The concept of selftesting is unique in quantum information processing. A selftesting or device independent protocol can maintain its property even with untrusted devices that do not assume the physical implementations [25, 26, 27]. Considering the process in Fig. 1-2(a), a general picture for a single party process involves classical or quantum random input $x$ and output $a$. Without assuming the physical implementation of the box that transforms inputs into outputs, what we observe in practice is the probability distribution of $p(a|x)$. Then, a selftesting protocol is to ensure its property only based
on the probability distribution of $p(a|x)$. In the bipartite scenario, Fig. 1-2(b), we can further impose other requirements on the two parties. For instance, in the Bell test, we generally assume no-signaling between the two parties. Given the inputs $x, y$, outputs $a, b$, and the probability distribution $p(a, b|x, y)$, the Bell test has proven remarkable power in many tasks.

![Figure 1-2: Device independent processing of one (a) and two (b) parties.](image)

Here, we take randomness generation as an example. True random numbers can be generated when measuring a coherent state on its basis. Such randomness, however, assumes physical implementation (i.e., the state and its measurement). We instead consider whether random numbers can be generated without the physical implementations. The single device in Fig. 1-2(a) cannot be used to device independently generate randomness because one can always choose a predetermined sequence that satisfies the probability distribution $p(a|x)$. As the sequence is predetermined, no randomness is generated, thus, it appears that randomness cannot be generated in a selftesting way.

Now, we consider the two-devices case in Fig. 1-2(b). Following a similar argument, both parties can produce predetermined probability distributions $p(a|x)$ and $p(b|y)$ to simulate the observed probability distribution $p(a, b|x, y)$. Although the two parties cannot communicate, they can still share a predetermined strategy $\lambda$ that is independent of the inputs. The probability distribution of a given $\lambda$ is $p(a|x, \lambda)p(b|y, \lambda)$. On average, the probability distribution the two parties can simulate with predeter-
mined strategy is

\[ p(a, b|x, y)_c = \sum_{\lambda} p(\lambda) p(a|x, \lambda) p(b|y, \lambda), \]  

(1.1)

where \( p(\lambda) \) is the probability distribution of \( \lambda \). Such a strategy is called local hidden variable models [28]. We then question whether the probability distribution Eq. (1.1) covers all possible probability distributions \( p(a, b|x, y) \). If the answer is yes, then the observed probability distribution \( p(a, b|x, y) \) cannot certify randomness; if no, the process generates true random numbers. Remarkably, there exist probability distributions \( p(a, b|x, y) \) that emerge from measuring entangled states cannot be simulated as Eq. (1.1). In practice, when observing a probability distribution that cannot be simulated, the randomness in the output \( x, y \) is assured without assuming any physical realizations.

Although a selftesting protocol does not assume physical realizations, the quantumness remains the crucial ingredient for demonstrating quantum advantages. If there is no quantumness, the process becomes classical and cannot be verified device independently. Conversely, quantumness can be witnessed by selftesting protocols. For instance, entanglement is revealed by violations of Bell inequalities. This thesis investigates the relation between quantumness and selftesting [29, 30, 31, 32]. Specifically, we investigate the witnessing of general multipartite entanglement via a selftesting protocols with quantum states as inputs.

**Randomness and selftesting**

A selftesting protocol requires genuine random input. If the input is also predetermined, the device can always simulate any probability distribution by a predetermined strategy. The randomness (freewill) loophole refers to the underlying assumption in Bell tests that different measurement settings can be chosen randomly (freely). Generally, a Bell test requires the input of each party to be fully random in order to avoid information leakage between different parties. If there is a local hidden variable that shares information about the random inputs, where in the worst scenario, the inputs are all predetermined such that each party knows exactly the input of the
other party, it is possible to violate Bell inequalities just with local hidden variable model (LHVM) strategies [28]. Since one can always argue that there might exist a powerful creator who determines everything including all the Bell test experiments, this loophole is widely believed to be impossible to close perfectly. In this case, as we cannot prove or disprove the existence of true randomness, the assumption of freewill is indispensable in general Bell tests.

Yet, it is still meaningful to discuss the randomness requirement\(^2\) of Bell tests in a practical scenario. In this thesis, we suppose that the randomness generation devices are partially controlled by an adversary Eve, who thus possesses certain knowledge of the inputs of Alice and Bob [33, 34]. Then Eve can make use of the information about the inputs to fake violations of Bell’s inequalities [35] and hence lead to the device independent tasks insecure. Therefore, it is interesting to see how much of randomness needed for a Bell test in order to ensure the correctness of the conclusion. This is especially meaningful when considering a loophole free Bell test [36, 37] and its applications to practical tasks in the presence of an eavesdropper.

In summary, this thesis investigates three main topics—quantumness, randomness, and selftesting, and the interplays among these features. Following a brief introduction to quantum information theory, we discuss these three features and their interplays from different perspectives. We also investigate two studies on quantum information in general relativity and axioms and discuss the basic principles of quantum information theory and their extension to a general physical theory.

---

\(^2\)The imperfect input randomness requirement is sometimes called measurement dependence in literature.
Chapter 2

Basics of quantum mechanics

This chapter briefly covers the basics of quantum mechanics. We focus on the formalism of quantum information formalism, which involves the density matrix and the positive observable valued measures (POVMs). Due to the length limit, we only present the results that are used in this thesis. For a more detailed introduction of quantum information, please see Ref. [38, 39, 40].

2.1 Quantum mechanics formalism—pure states and projective measurements

In this part, we review the Dirac notation of quantum mechanics and its equivalent form of vectors.

Pure states

Unlike classical mechanics, quantum states can be expressed as a superposition of different bases. Following the Dirac bra ket representation, a pure quantum state can be denoted as

$$|\psi\rangle = \sum_{i=1}^{d} \alpha_i |i\rangle,$$

(2.1)

where the set of $I = \{|i\rangle\}$ represents a state basis, such as the polarization of the photon or the energy levels of an atom. Suppose the dimension of the $I$ basis is $d$,,
then we can regard the state space as a \(d\)-dimensional Hilbert space \(\mathcal{H}_d\) and quantum states as vectors. Suppose \(\mathcal{I} = \{|i\rangle\}\) forms an orthogonal basis, then quantum states can be equivalently denoted as

\[
\psi = \begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_d
\end{pmatrix}.
\] (2.2)

**Measurements**

In the Dirac representation, a projective measurement can be denoted in bra form as,

\[
\langle M \mid = \sum_{j=1}^{d} \beta_j \langle j \mid .
\] (2.3)

The measurement probability is given by

\[
p = |\langle M \mid \psi \rangle|^2 = \left| \sum_{j=1}^{d} \beta_j \sum_{i=1}^{d} \alpha_i \langle i \mid \right|^2 = \left| \sum_{i,j=1}^{d} \alpha_i \beta_j \langle j \mid i \rangle \right|^2 .
\] (2.4)

Suppose \(\mathcal{I} = \{|i\rangle\}\) forms an orthogonal basis, then the probability is given by

\[
p = \left| \sum_{i}^{d} \alpha_i \beta_i \right|^2 .
\] (2.5)

Similar to the vector representation, a projective measurement can be denoted as a dual vector as

\[
M = (\beta_1, \ldots, \beta_d),
\] (2.6)

and the probability of measuring \(|\psi\rangle\) is given by the square of the inner product

\[
p = \left| (\beta_1, \ldots, \beta_d) \begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_d
\end{pmatrix} \right|^2 = \left| \sum_{i}^{d} \alpha_i \beta_i \right|^2 .
\] (2.7)
Observables

In quantum mechanics, an observable $O$ is a Hermitian operator that satisfies $\langle \psi \mid O \mid \phi \rangle = \langle \phi \mid O \mid \psi \rangle$ for two arbitrary states $|\psi\rangle$ and $|\phi\rangle$. Here $\langle \phi \mid O \mid \psi \rangle$ is the complex conjugate of $\langle \phi \mid O \mid \psi \rangle$. Therefore, the average of $O$ for state $|\psi\rangle$ is given by the real value

$$\bar{O} = \langle \psi \mid O \mid \psi \rangle.$$  \hfill (2.8)

When $|\psi\rangle$ is denoted as a vector and $\langle \psi |$ as a dual vector, $O$ can be denoted as a Hermitian matrix $O_{ij} = \langle i \mid O \mid j \rangle$. In this case, the average value can be given by matrix multiplication $\bar{O} = \sum_{i,j} \psi_i^* O_{ij} \psi_j$.

Any Hermitian operator $O$ has a spectral decomposition,

$$O = \sum_i \lambda_i |o_i\rangle \langle o_i|,$$  \hfill (2.9)

where $\{|o_i\rangle\}$ forms an orthogonal basis, so the average value of $O$ can also be regarded as a projective measurement on the $\{|o_i\rangle\}$ basis. The probability of the $i$th outcome is $p_i = |\langle o_i \mid |\psi\rangle|^2$ and the average is

$$O = \sum_i \lambda_i p_i.$$  \hfill (2.10)

Evolution

In quantum mechanics, the evolution of a quantum state is determined by the Schrödinger equation. Given the Hamiltonian $H$ of the system, we have

$$i\hbar \frac{\partial |\psi(t)\rangle}{\partial t} = H |\psi(t)\rangle.$$  \hfill (2.11)

Considering a closed system where energy is conserved, the Hamiltonian $H$ is independent of time and the state can be determined by

$$|\psi(t)\rangle = U(t, t_0) |\psi(t_0)\rangle,$$  \hfill (2.12)
where \( U(t, t_0) = \int_{t_0}^{t} e^{-iHt'\hbar} dt \) gives the evolution of the state and \( |\psi(t_0)\rangle \) is the state at time \( t_0 \).

In quantum mechanics, the Hamiltonian \( H \) is Hermitian. In the vector representation, \( H \) corresponds to a Hermitian matrix that satisfies \( H^\dagger = H \). Here \( \dagger \) denotes the hermitian conjugate of \( H \). Because

\[
H = \sum_{i,j} \langle i | H | j \rangle |i \rangle \langle j |,
\]

the matrix representation of \( H \) is given by \( H_{i,j} = \langle i | H | j \rangle \). In this case, the evolution operator \( U(t, t_0) \) can be regarded as a unitary operator that satisfies

\[
U(t, t_0) * U(t_0, t) = I,
\]

where \( U(t_0, t) = \int_{t_0}^{t} e^{-iHt'\hbar} dt \).

To summary, when considering a \( d \)-dimensional system, pure quantum states, projective measurements, observables and state evolution can be represented as vectors, dual vectors, Hermitian operators, and unitary operators, respectively. Because the vector representation is equivalent to the Dirac bra ket representation, we use them interchangeably.

### 2.2 Composite systems and subsystems

**Composite system**

We now consider two systems \( A \) and \( B \) that are defined in Hilbert space \( \mathcal{H}_{d_A} \) and \( \mathcal{H}_{d_B} \), respectively. Similarly, a pure quantum state on system \( AB \) can be represented as

\[
|\psi\rangle_{AB} = \sum_{i_A,j_B} \alpha_{i_Aj_B} |i_A\rangle_A |i_B\rangle_B,
\]

where \( \alpha_{i_Aj_B} \) are the coefficients of the state in the basis of the combined system.
where $\mathcal{I}_A = \{|i_A\rangle_A\}$ and $\mathcal{I}_B = \{|i_B\rangle_B\}$ forms orthogonal bases for systems $A$ and $B$, respectively. Equivalently, in vector form, we have

$$|\psi\rangle_{AB} = \begin{pmatrix} \alpha_{11} \\ \alpha_{12} \\ \vdots \\ \alpha_{1d_B} \\ \vdots \\ \alpha_{d_A1} \\ \alpha_{d_A2} \\ \vdots \\ \alpha_{d_A d_B} \end{pmatrix}. \quad (2.16)$$

Projective measurements, observables and evolution can be similarly defined. Next, we move to the density matrix description of states for subsystems. Before, we first redefine the pure state formalism with states and measurement denoted as matrices.

**Subsystems**

In the Dirac notation, quantum states and measurements are given by $|\psi\rangle$ and $\langle M|$ and the measurement probability is given by $|\langle M| \psi\rangle|^2$, respectively. Equivalently, we can denote quantum state as $\rho = |\psi\rangle \langle \psi|$ and a measurement as $P = |M\rangle \langle M|$. Then the measurement probability is

$$p = \text{Tr}[\rho P] = |\langle M| \psi\rangle|^2, \quad (2.17)$$

where $\text{Tr}$ is the trace operation. Thus, quantum states and measurements can also be denoted as matrices.

Consider now a projective measurement $P_A = |M\rangle_A \langle M|_A$ on system $A$ of $|\psi\rangle_{AB}$ and the probability of the measurement. Because systems $A$ and $B$ are correlated, we cannot directly calculate the probability of solely measuring system $A$ from the
state. In this case, we consider that a projective measurement on the $I_B$ basis is also applied on system $B$. The probability of projecting onto $|M\rangle_A \langle M|_A$ and $|i_B\rangle_B \langle i_B|_B$ is calculated by

$$p(M_A, i_B) = \text{Tr}[(|\psi\rangle_{AB} \langle \psi|_{AB})(|M\rangle_A \langle M|_A \otimes |i_B\rangle_B \langle i_B|_B)],$$

(2.18)

and the probability of projecting system $A$ onto $P_A$ is

$$p(M_A) = \sum_{i_B} p(M_A, i_B)$$

$$= \sum_{i_B} \text{Tr}[(|\psi\rangle_{AB} \langle \psi|_{AB})(|M\rangle_A \langle M|_A \otimes |i_B\rangle_B \langle i_B|_B)]$$

$$= \text{Tr} \left[ (|\psi\rangle_{AB} \langle \psi|_{AB}) \left( |M\rangle_A \langle M|_A \otimes \sum_{i_B} |i_B\rangle_B \langle i_B|_B \right) \right]$$

$$= \text{Tr}[^{\rho_A}P_A],$$

(2.19)

where

$$^{\rho_A} = \text{Tr}_B[(|\psi\rangle_{AB} \langle \psi|_{AB})],$$

(2.20)

with Tr$_B$ being the trace over system $B$ only.

Therefore, when measuring a subsystem, one can equivalently describe the state with a *density matrix* by tracing out the other systems. In general, it is easy to verify that a density matrix $\rho$ should have the following properties:

- $\rho$ is a Hermitian operator.
- $\rho$ is nonnegative. That is, its spectral values are nonnegative.
- $\text{Tr}[\rho] = 1.$
Qubit systems

A two-level system is referred to as a quantum bit or qubit system. Its density matrix is a $2 \times 2$ Hermitian matrix. The Pauli matrices

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$

(2.21)

together with the identity matrix $I$ form a basis for $2 \times 2$ Hermitian matrices. That is, given $e_0 = I$, $e_1 = \sigma_x$, $e_2 = \sigma_y$, $e_3 = \sigma_z$, and the inner product to be the inner product of matrices, we can verify that

$$\langle e_i, e_j \rangle = \text{Tr}[e_i^\dagger e_j] = 2\delta_{i,j}, \forall i, j \in \{1, 2, 3, 4\}.$$  

(2.22)

For any single qubit state $\rho$, its Bloch sphere representation is

$$\rho = \frac{I + n_x \sigma_x + n_y \sigma_y + n_z \sigma_z}{2}.$$  

(2.23)

Here, $n_x, n_y, n_z$ are real values and $n_x^2 + n_y^2 + n_z^2 \leq 1$. It is easy to verify that

$$n_i = \text{Tr}[\rho \sigma_i], \forall i = x, y, z$$  

(2.24)

Two qubit states $\rho_{AB}$ can also be decomposed in the Pauli matrices basis,

$$\rho_{AB} = \sum_{i,j} \lambda_{i,j} e_i \otimes e_j.$$  

(2.25)

Here, the coefficients are determined by the average value

$$\lambda_{i,j} = \frac{\text{Tr}[\rho_{AB} (e_i \otimes e_j)]}{4}.$$  

(2.26)
Purification and Schmidt decomposition

For any state \( \rho \) with a spectral decomposition of \( \rho = \sum_i p_i |\psi_i\rangle \langle \psi_i| \), one can always find its purification. That is, we can find a pure bipartite state \( |\psi\rangle_{AB} \) such that

\[
|\psi\rangle_{AB} = \sum_i \sqrt{p_i} |\psi_i\rangle ,
\]

such that \( \rho = \text{Tr}_B[|\psi\rangle_{AB} \langle \psi|_{AB}] \).

For any pure state \( |\psi\rangle_{AB} \) of a bipartite system, orthonormal bases \( \{|i\rangle_A \} \) and \( \{|i\rangle_B \} \) exist such that:

\[
|\psi\rangle_{AB} = \sum_i \sqrt{p_i} |i\rangle_A \otimes |i\rangle_B .
\]

The subsystems \( A \) and \( B \) have the same eigenvalues, \( p_i \)'s and the number of \( p_i \)'s is called the Schmidt number of \( |\psi\rangle_{AB} \). The pure state is an entangled state when the Schmidt number is greater than one. It is easy to see that the Bell states are entangled states.

Positive observable valued measures

When performing local measurements on a joint state, the state can be denoted as a density matrix to simplify the calculation. We now consider performing a joint measurement and want to know the measurement probability of a local system. Suppose a joint measurement \( P_{AB} = |M\rangle_{AB} \langle M|_{AB} \) is performed on \( \rho_A \otimes \rho_B \), then the probability distribution is

\[
p = \text{Tr}[P_{AB} \rho_A \otimes \rho_B] = \text{Tr}[M_A \rho_A] .
\]

Here, we first trace out system \( B \) to get

\[
M_A = \text{Tr}_B[|M\rangle_{AB} \langle M|_{AB} (I \otimes \rho_B)] .
\]

In this case, when focusing only on system \( A \), the effective measurement performed on system \( A \) is \( M_A \). Therefore, general measurements are defined by positive observable
valued measures (PVOMs). That is, \( \{ M_i \geq 0, \forall i \} \) and \( \sum_i M_i = I \).

**Entropy of quantum states**

For any quantum state \( \rho \), the definition of function \( f \) acting on \( \rho \) is given by acting on its spectral decomposition:

\[
f(\rho) = \sum_i f(\lambda_i) |i\rangle \langle i|
\]

where \( \rho = \sum_i \lambda_i |i\rangle \langle i| \) and \( \{ |i\rangle \} \) forms an orthogonal basis.

The entropy of quantum state \( \rho \) is defined as

\[
S(\rho) \equiv -\text{Tr}[\rho \log \rho],
\]

or equivalently

\[
S(\rho) = -\sum_i \lambda_i \log \lambda_i.
\]

Here, \( 0 \log 0 \equiv 0 \).

The relative entropy of quantum state is

\[
S(\rho||\sigma) \equiv \text{Tr}[\rho \log \rho] - \text{Tr}[\rho \log \sigma].
\]

We also know that \( S(\rho||\sigma) \geq 0 \), where the equality holds if and only if \( \rho = \sigma \).

For a bipartite quantum state \( \rho_{AB} \), the conditional entropy and mutual information is defined by

\[
S(A|B) \equiv S(AB) - S(B)
\]

\[
S(B|A) \equiv S(AB) - S(A)
\]

\[
S(A : B) \equiv S(A) + S(B) - S(AB).
\]

When \( \rho_{AB} = \sum_i p_i |i\rangle \langle i| \otimes \rho_i \), we also have

\[
S(\rho_{AB}) = H(p_i) + \sum_i p_i S(\rho_i).
\]
where $H(p_i) = -\sum_i p_i \log p_i$. 
Chapter 3

Quantumness, selftesting, and randomness

This chapter introduces the basic concepts of quantumness, selftesting, and randomness. In Sec. 3.1, I introduce the quantumness of states, including the coherence of a single quantum system and the entanglement of multipartite systems. Sec. 3.2 introduces the Bell nonlocality test, which is the basic tool for selftesting protocols. Finally, Sec. 3.3 reviews the development of quantum random number generation.

3.1 Quantumness

This section introduces the basics of quantumness of states. For a single quantum system, we focus on its coherence on the computational basis. We refer to Ref. [41, 42] for recent reviews on this subject. For multipartite systems, we mainly focus on entanglement correlations. Nice reviews on this subject are available in Ref. [43, 17, 44].

3.1.1 Quantum coherence

As a key feature of quantum mechanics, coherence measures the superposition power on the computational basis and is often considered as a basic ingredient for quantum
technologies [45, 46]. Considerable effort has been undertaken to theoretically formulate the quantum coherence [47, 48, 49, 50, 51, 14, 52, 53]. Recently, a comprehensive framework of coherence quantification has been established [14], by which coherence is considered to be a resource that can be characterized, quantified and manipulated in a manner similar to that of another important feature— quantum entanglement [15, 16, 43, 17]. Here, we focus on the resource framework of coherence.

In a general $d$-dimensional Hilbert space and a computational basis $I = \{|i\rangle\}_{i=1,2,...,d}$, coherence measures its superposition power on the basis. Note that, any state that can be represented by a diagonal state of $I$, that is,

$$\delta = \sum_{i=1}^{d} p_i |i\rangle \langle i|,$$

has no superposition. Thus, such state is called incoherent (classical) state and the set of such state is denoted by $\mathcal{I}$. Conversely, a maximally coherent state is given by the maximal superposition state

$$|\Psi_d\rangle = \frac{1}{\sqrt{d}} \sum_{i=1}^{d} |i\rangle,$$

up to arbitrary relative phases between the components $|i\rangle$.

When considering coherence as a resource, incoherent states are thus “useless” or “free” states. If we make an analogy with the theory of thermodynamics, incoherent state would be similar to thermal states from which no energy can be extracted. In thermodynamics, thermal operations are generally considered as free operations. Applying a thermal operations on thermal state results in a thermal state. In the same spirit, one can define a “free” or incoherent operation to be the operation that transforms incoherent state only to incoherent state. That is, incoherent operations are defined by incoherent completely positive trace preserving (ICPTP) maps $\Phi_{\text{ICPTP}}(\rho) = \sum_n K_n \rho K_n^\dagger$, where the Kraus operators $\{K_n\}$ satisfy $\sum_n K_n K_n^\dagger = I$ and $K_n I K_n^\dagger \subset \mathcal{I}$. In the case, where post-selections are enabled, the output state corresponding to the $n$th Kraus operation is given by $\rho_n = K_n \rho K_n^\dagger / p_n$. 
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where \( p_n = \text{Tr} \left[ K_n \rho K_n^\dagger \right] \) is the probability of obtaining the outcome \( n \).

Given the definition of incoherent states and incoherent operations, we can measure the amount of coherence. Generally, a measure of coherence is a map \( C \) from quantum state \( \rho \) to a real non-negative number that satisfies the properties listed in Table 3.1.

\( \begin{align*}
(C1) & \text{ Coherence vanishes for all incoherent states. That is, } C(\delta) = 0, \text{ for all } \delta \in \mathcal{I}. \\
& \text{A stronger requirement claims that } (C1') C(\delta) = 0, \text{ iff } \delta \in \mathcal{I}. \\
(C2) & \text{ Monotonicity: Coherence should not increase under incoherent operations. Thus, } (C2a) C(\rho) \geq C(\Phi_{\text{ICPTP}}(\rho)), \text{ and } (C2b) C(\rho) \geq \sum_n p_n C(\rho_n), \text{ where } (C2b) \text{ is for the case where post-selection is enabled.} \\
(C3) & \text{ Convexity: Coherence cannot increase under mixing states, } \sum_e p_e C(\rho_e) \geq C(\sum_e p_e \rho_e).
\end{align*} \)

Table 3.1: Properties that a coherence measure should satisfy.

There are various measures for coherence. Considering the distance measure of two quantum states, the measure of coherence may be defined as the minimum distance from \( \rho \) to all incoherent states in \( \mathcal{I} \). Two examples [14] are now presented.

Relative entropy: Here the relative entropy is used as the distance measure.

\[
C_{\text{rel.ent.},J}(\rho) = \min_{\sigma_{J} \in \mathcal{I}} S_{J}(\rho, \sigma_{J}) = S_{J}(\rho_{\text{diag}}) - S_{J}(\rho) \tag{3.3}
\]

where \( \rho_{\text{diag}} \) only contains diagonal elements of \( \rho \).

\( l_1 \) norm: Another distance measure is a function of the off-diagonal elements of the quantum state. The simplest form is the \( l_1 \) norm, which is given by

\[
C_{l_1,J}(\rho) = \min_{\sigma_{J} \in \mathcal{I}} ||\rho - \sigma_{J}||_{l_1} = \sum_{i,j,i \neq j} |\rho_{ij}| \tag{3.4}
\]

Besides the distance measures, coherence can be defined in other ways.

Convex roof: According to [21], the intrinsic randomness is also a measure of
coherence, therefore we have

$$C_J(\rho) = R_J(\rho) = \min_{p_e, \psi_e} \sum_e p_e R_J(|\psi_e\rangle)$$

(3.5)

where $\rho = \sum_e p_e |\psi_e\rangle \langle \psi_e|$ and $\sum_e p_e = 1$, and the minimization runs over all possible decompositions.

### 3.1.2 Quantum entanglement

#### Entanglement framework

Quantum entanglement describes the nonlocal correlation between different systems. For instance, considering in the bipartite scenario, any product state

$$\sigma_{AB} = \rho_A \otimes \rho_B$$

(3.6)

has no nonclassical correlation. In addition, a mixture of classical states should also be classical state. Thus, we say that a state is separable when it can be written as

$$\sigma_{AB} = \sum_i p_i \rho_A^i \otimes \rho_B^i,$$

(3.7)

where $p_i \geq 0, \forall i, \sum_i p_i = 1$.

Similar to the framework of coherence, we also need to define classical operations for entanglement. In the same spirit of incoherent operations that do not create coherence from incoherent states, a separable operation is defined such that no entangled state can be generated from separable state. In practice, the operation of local operation and classical communication (LOCC) draws more attention because it has operational meanings. In this case, as a strict subset of separable operations, LOCC are generally referred as the “free” operation for entanglement.

Given the definitions of separable states and LOCC operations, we propose measures for entanglement that have the following properties.

Two widely adopted measures are the relative entropy of entanglement and the
(E1) \( E(\rho^{AB}) \) vanishes when \( \rho^{AB} \) is separable.

(E2) **Monotonicity:** \( E(\rho^{AB}) \) cannot increase under an LOCC operation, that is, \( E[\Lambda^{LOCC}(\rho^{AB})] \leq E(\rho^{AB}) \). This condition is often replaced by a stronger condition. (E2a) \( E(\rho^{AB}) \) should not increase on average under LOCC that maps \( \rho^{AB} \) to \( \rho^{AB}_k \) with probability \( p_k \), then \( \sum_k p_k E(\rho^{AB}_k) \leq E(\rho^{AB}) \).

(E3) **Convexity:** \( E(\rho^{AB}) \) decreases under mixing, \( E(\sum_k p_k \rho^{AB}_k) \leq \sum_k p_k E(\rho^{AB}_k) \).

(E4) \( E(\rho^{AB}) \) is invariant under all local unitary operations, that is, \( E(\rho^{AB}) = E(U_A \otimes U_B \rho^{AB} U_A^\dagger \otimes U_B^\dagger) \).

| Table 3.2: Properties that an entanglement measure should satisfy. |
|---|
| 1. **Relative entropy of entanglement:** |
| \( E_{rel.\ ent.}(\rho^{AB}) = \min_{\sigma^{AB}} S(\rho^{AB} || \sigma^{AB}) \) (3.8) |
| where the minimization runs over all separable states \( \sigma^{AB} \). |
| 2. **Entanglement of formation:** |
| \( E_{EOF}(\rho^{AB}) = \min_{p_e, |\psi_e^{AB}\rangle} \sum_e p_e E_{EOF}(|\psi_e^{AB}\rangle) \) (3.9) |
| where the minimization runs over all possible decomposition of \( \rho^{AB} = \sum_e p_e |\psi_e^{AB}\rangle \langle \psi_e^{AB}| \) and \( E_{EOF}(|\psi_e^{AB}\rangle) = S(\rho^A) \) with \( \rho^A \) being the density matrix of system \( A \). |

**Entanglement witness**

Quantum entanglement plays an important role in the nonclassical phenomena of quantum mechanics. Being the key resource for many tasks in quantum information processing, such as quantum computation \[54\], quantum teleportation \[7\] and quantum cryptography \[6, 8\], entanglement needs to be verified in many scenarios. There are several proposals to witness entanglement and we refer to Ref. \[44\] for a detailed
A conventional way to detect entanglement, entanglement witness (EW), gives one of two outcomes: ‘Yes’ or ‘No’, corresponding to conclusive result that the state is entangled or fail to draw a conclusion, respectively. Mathematically, for a given entangled quantum state $\rho$, an Hermitian operator $W$ is called a witness, if $tr[W\rho] < 0$ (output of ‘Yes’) and $tr[W\sigma] \geq 0$ (output of ‘No’) for any separable state $\sigma$. Note that there could also exist entangled state $\rho'$ such that $tr[W\rho'] \geq 0$ (output of ‘No’). The EW method is shown schematically in Fig. 3-1.

Figure 3-1: Witnessing entanglement via entanglement witness operators.

In an experimental verification, one can realize the conventional EW with only local measurements by decomposing $W$ into a linear combination of product Hermitian observables [44]. For example, we can consider a Werner state and the EW

$$\rho_{AB}^v = (1 - v)|\Psi^-\rangle\langle\Psi^-| + \frac{v}{4}I, \quad (3.10)$$

with $v \in [0, 1]$ and $|\Psi^-\rangle = (|01\rangle - |10\rangle)/\sqrt{2}$ and $I$ being the identity matrix. The state is entangled if $v < 1/3$, which can be witnessed by the EW,

$$W = \frac{1}{2}I - |\Psi^-\rangle\langle\Psi^-|, \quad (3.11)$$

and its result, $Tr[W\rho_{AB}^v] = (3v - 1)/4$. When considering local measurements of Pauli
operators, it is easy to verify that

\[ W = \frac{1}{4} (I \otimes I + \sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y + \sigma_z \otimes \sigma_z). \] (3.12)

In experiment, one simply measures local observables of \( I \otimes I, \sigma_x \otimes \sigma_x, \sigma_y \otimes \sigma_y, \sigma_z \otimes \sigma_z \) and take the average to get the estimation of \( W \).

### 3.2 Selftesting: Bell nonlocality test

The basic idea of selftesting quantum information processing is to guarantee the quantum advantage with only the observed statistics instead of the implementation device. The key ingredient for fully selftesting is based on the violation of Bell inequalities. Bell test [19] is motivated to rule out local hidden variable models (LHVMs) [28]. The faithful violation of a Bell inequality assures that the underlying physical process cannot be explained with LHVMs. In quantum information processing, violations of Bell’s inequalities are powerful tools that enable device independent tasks, such as quantum key distribution [55, 26, 56, 57], randomness amplification [58, 59, 60] and generation [61, 62, 63, 64], entanglement quantification [65], and dimension witness [66]. In this section, we introduce the background of Bell nonlocality test and leave its application to randomness generation in next section. We also leave the discussion of semi-selftesting quantum information in Part III.

#### 3.2.1 Clauser-Horne-Shimony-Holt inequality

One of the best-known Bell inequalities is the Clauser-Horne-Shimony-Holt (CHSH) inequality [1], which may be expressed in many ways. We study it from a quantum game point of view.

As shown in Fig. 9, two space-like separated parties, Alice and Bob, choose input bit settings \( x \) and \( y \) at random and output bits \( a \) and \( b \) based on their inputs and pre-shared quantum (\( \rho \)) and classical (\( \lambda \)) resources, respectively. The probability distribution \( p(a, b|x, y) \), obtaining outputs \( a \) and \( b \) conditioned on inputs \( x \) and \( y \),
is determined by specific strategies of Alice and Bob. By assuming that the input settings $x$ and $y$ are chosen fully randomly and equally likely, the CHSH inequality is defined by a linear combination of the probability distribution $p(a, b|x, y)$ according to

$$S = \sum_{a,b,x,y} (-1)^{a \oplus b + x \cdot y} p(a, b|x, y) \leq S_C = 2,$$

where the plus operation $\oplus$ is modulo 2, $\cdot$ is numerical multiplication, and $S_C$ is the (classical) bound of the Bell value $S$ for all LHVMs.

![Figure 3-2: Bipartite Bell inequality. The inputs $x$ and $y$ of Alice and Bob are determined by perfect random number generators (RNGs), which produce uniformly distributed random numbers.](image)

An achievable bound for the quantum theory is $S_Q = 2\sqrt{2}$ \cite{67}. In this case, a violation of the classical bound $S_C$ indicates the need for alternative theories other than LHVMs, such as quantum theory. For general no signalling (NS) theories \cite{68}, we denote the corresponding upper bound as $S_{NS} = 4$. It is straightforward to see that $S_{NS} \geq S_Q \geq S_C$.

Different strategies impose different constraints on the probability distribution.

- Classical: $p(a, b|x, y) = \sum_\lambda q(\lambda)p(a|x, \lambda)p(b|y, \lambda)$
- Quantum: $p(a, b|x, y) = \text{Tr}[\rho_{AB} M_a^x \otimes M_b^y]$
- No-signaling: $\sum_a p(a, b|x, y) = \sum_a p(a, b|x', y), \sum_b p(a, b|x, y) = \sum_b p(a, b|x, y')$
3.2.2 Practical loopholes

In practice, the conclusion of the violation of a Bell test depends on several assumptions. Experimental demonstrations suffer from three major loopholes; a faithful Bell test should close all such loopholes.

**Locality loophole:** The measurement events of Alice and Bob should be space-like separated. If this condition is not satisfied, Bell’s inequality can be violated by signaling even with LHVMs. This loophole can be closed by separating Alice and Bob sufficiently far apart such that the measurement events become space-like separated. In experiment, this loophole is closed in optical systems [69] and appears nearly closed in atomic systems [70].

**Efficiency loophole:** The detection efficiency must be greater than a threshold to ensure violation of Bell inequalities without assuming fair sampling. The famous Clauser-Horne (CH) or Eberhard [71] test show that the efficiency should be at least 2/3 for each party, which is also proven to be a tight bound [72, 73] for all bipartite Bell tests with two inputs. The efficiency loophole has been closed in different realizations [74, 75, 76].

**Randomness loophole:** The inputs \(x\) and \(y\) should be random and thus cannot be predetermined. Also, we require \(x\) and \(y\) to be uncorrelated with each other and also come from different runs [77, 78]. In experiment, this loophole cannot be closed perfectly, as we can never unconditionally certify the randomness without a faithful Bell test, which in turn requires faithful randomness. Thus, we have to assume the existence of a true random seed. In practice, we can use independent RNGs, such as causally disconnected cosmic photons [79]. Conversely, if we can well characterize the randomness, we can also check whether the input randomness satisfies the requirement [35, 77, 77, 78, 21, 34] that guarantees the conclusion even with imperfectly randomness input.

In experiment, the conclusion of a Bell test is not faithful unless these three major loopholes are closed. In addition, we must address several technical issues that may also invalidate the Bell test conclusion or make a violation impossible.
Coincidence-time problem: If the local detection time depends on the measure-
ment settings, a coincidence time loophole [80] may exist. This loophole can be solved
by distinguishing each coincidence detection event such that it does not depend on
the measurement settings.

Imperfect devices: The experiment devices cannot be perfect, which will affect the
result of a Bell test.

- Source: The input photon source will differ from the desired source due to
  practical imperfections. For instance, the photon source may contain multiple
  photon pairs, which will affect the fidelity of the prepared state.

- Dark count: The measurement of the state will be affected by dark counts from
  environment. A Bell violation will be observed only if the dark count is below
  a certain threshold.

- Misalignment error: In experiment, the measurement may contain misalignment
  errors that output opposite result. Misalignment error should also be below a
  certain threshold to guarantee a Bell violation.

Finite statistics, memory problem: In the most general scenario, the measurement
devices of Alice and Bob contain a memory such that the outputs of the current run
can be conditioned on the inputs and outputs of previous runs [81]. In this case,
we cannot directly obtain the probability distribution. This loophole can only be
closed by considering statistics test of a Bell inequality with correlated strategy. Most
previous experiments [75, 76] consider asymptotic condition and assume the data to
be independent and identically distributed (i.i.d.).

Nonuniform random inputs: Nonuniform random inputs do not affect the CH in-
equality, which is defined by a linear combination of probability distributions. How-
ever, Eberhard’s inequality, which is used in practice, should be normalized when the
input random bits are not uniform. In this case, we have to consider finite statistics
with nonuniform random inputs.
3.3 Randomness generation and quantification

In this section, we review the developments of quantum random number generators [82].

3.3.1 Randomness generation

Random numbers play essential roles in many fields, such as, cryptography [83], scientific simulations [84], lotteries, and fundamental physics tests [85]. These tasks rely on the unpredictability of random numbers, which generally cannot be guaranteed in classical processes. In computer science, random number generators (RNGs) are based on pseudo-random number generation algorithms [86], which deterministically expand a random seed. Although the output sequences are usually perfectly balanced between 0s and 1s, a strong long-range correlation exists, which can undermine cryptographic security, cause unexpected errors in scientific simulations, or open loopholes in fundamental physics tests [87, 35, 33].

Many researchers have attempted to certify randomness solely based on the observed random sequences. In the 1950s, Kolmogorov developed the Kolmogorov complexity concept to quantify the randomness in a certain string [88]. A RNG output sequence appears random if it has a high Kolmogorov complexity. Later, many other statistical tests [89, 90, 91] were developed to examine randomness in the RNG outputs. However, testing a RNG from its outputs can never prevent a malicious RNG from outputting a predetermined string that passes all of these statistical tests. Therefore, true randomness can only be obtained via processes involving inherent randomness.

In quantum mechanics, a system can be prepared in a superposition of the (measurement) basis states, as shown in Fig. 3-3. According to Born’s rule, the measurement outcome of a quantum state can be intrinsically random, i.e. it can never be predicted better than blindly guessing. Therefore, the nature of inherent randomness in quantum measurements can be exploited for generating true random numbers. Within a resource framework, coherence [14] can be measured similarly to entangle-
Figure 3-3: Electron spin detection in the Stern-Gerlach experiment. Assume that the spin takes two directions along the vertical axis, denoted by $|\uparrow\rangle$ and $|\downarrow\rangle$. If the electron is initially in a superposition of the two spin directions, $|\rightarrow\rangle = (|\uparrow\rangle + |\downarrow\rangle)/\sqrt{2}$, detecting the location of the electron would break the coherence and the outcome ($\uparrow$ or $\downarrow$) is intrinsically random.

By breaking the coherence or superposition of the measurement basis, it is shown that the obtained intrinsic randomness comes from the consumption of coherence. In turn, quantum coherence can be quantified from intrinsic randomness.

A practical QRNG can be developed using the simple process as shown in Fig. 3-3. Based on the different implementations, there exists a variety of practical QRNGs. Generally, these QRNGs are featured for their high generation speed and a relatively low cost. In reality, quantum effects are always mixed with classical noises, which can be subtracted from the quantum randomness after properly modelling the underlying quantum process.

The randomness in the practical QRNGs usually suffices for real applications if the model fits the implementation adequately. However, such QRNGs can generate randomness with information-theoretical security only when the model assumptions are fulfilled. In the case that the devices are manipulated by adversaries, the output may not be genuinely random. For example, when a QRNG is wholly supplied by a malicious manufacturer, who copies a very long random string to a large hard drive and only outputs the numbers from the hard drive in sequence, the manufacturer can always predict the output of the QRNG device.

On the other hand, a QRNG can be designed in a such way that its output
randomness does not rely on any physical implementations. True randomness can be generated in a self-testing way even without perfectly characterizing the realisation instruments. The essence of a self-testing QRNG is based on device-independently witnessing quantum entanglement or nonlocality by observing a violation of the Bell inequality \[85\]. Even if the output randomness is mixed with uncharacterised classical noise, we can still get a lower bound on the amount of genuine randomness based on the amount of nonlocality observed. The advantage of this type of QRNG is the self-testing property of the randomness. However, because the self-testing QRNG must demonstrate nonlocality, its generation speed is usually very low. As the Bell tests require random inputs, it is crucial to start with a short random seed. Therefore, such a randomness generation process is also called randomness expansion.

In general, a QRNG comprises a source of randomness and a readout system. In realistic implementations, some parts may be well characterised while others are not. This motivates the development of an intermediate type of QRNG, between practical and fully self-testing QRNGs, which is called semi-self-testing. Under several reasonable assumptions, randomness can be generated without fully characterising the devices. For instance, faithful randomness can be generated with a trusted readout system and an arbitrary untrusted randomness resource. A semi-self-testing QRNG provides a trade off between practical QRNGs (high performance and low cost) and self-testing QRNGs (high security of certified randomness).

In the last two decades, there have been tremendous development for all the three types of QRNG, trusted-device, self-testing, and semi-self-testing. In fact, there are commercial QRNG products available in the market. A brief summary of representative practical QRNG demonstrations that highlights the broad variety of optical QRNG is presented in Table 3.3. These QRNG schemes will be discussed further in Section 3.3.1 and 3.3.1. A summary of self-testing and semi-self-testing QRNG demonstrations is presented in Table 3.4, which will be reviewed in details in Section 3.3.1 and 3.3.1.
Table 3.3: A brief summary of trusted-device QRNG demonstrations. Detailed description of these schemes can be found in Section 3.3.1 and 3.3.1. Note that the quality/security of random numbers in different demonstrations may be different. Raw: reported raw generation rate, Refined: reported refined rate, Acquisition: data acquisition by dedicated hardware or commercial oscilloscope, SPD: single photon detector, BS: beam splitter, MCP-PCID: micro-channel-plate-based photon counting imaging detector, PNRD: photon-number-resolving detector, CMOS: complementary metal-oxide-semiconductor, −: no related information found.

| Year | Entropy source     | Detection     | Raw     | Refined   | Acquisition |
|------|-------------------|---------------|---------|-----------|-------------|
| 2000 | Spatial mode      | SPD           | 1 Mbps  | −         | dedicated   |
| 2000 | Spatial mode      | SPD           | 100 Kbps| −         | dedicated   |
| 2014 | Spatial mode      | MCP-PCID      | 8 Mbps  | −         | dedicated   |
| 2008 | Temporal mode     | SPD           | 4.01 Mbps| −         | dedicated   |
| 2009 | Temporal mode     | SPD           | 55 Mbps | 40 Mbps   | dedicated   |
| 2011 | Temporal mode     | SPD           | 180 Mbps| 152 Mbps  | dedicated   |
| 2014 | Temporal mode     | SPD           | 109 Mbps| 96 Mbps   | dedicated   |
| 2010 | Photon number     | PNRD          | 50 Mbps | −         | dedicated   |
| 2011 | Photon number     | PNRD          | 2.4 Mbps| −         | dedicated   |
| 2015 | Photon number     | PNRD          | −       | 143 Mbps  | oscilloscope|
| 2010 | Vacuum noise      | Homodyne      | 10 Mbps | 6.5 Mbps  | dedicated   |
| 2010 | Vacuum noise      | Homodyne      | −       | 12 Mbps   | dedicated   |
| 2011 | Vacuum noise      | Homodyne      | 3 Gbps  | 2 Gbps    | dedicated   |
| 2010 | ASE-intensity noise| Photo detector| 12.5 Gbps| −         | dedicated   |
| 2011 | ASE-intensity noise| Photo detector| 20 Gbps  | −         | −           |
| 2010 | ASE-phase noise   | Self-heterodyne | 1 Gbps  | 500 Mbps  | oscilloscope|
| 2011 | ASE-phase noise   | Self-heterodyne | 1.2 Gbps| 1.11 Gbps | oscilloscope|
| 2012 | ASE-phase noise   | Self-heterodyne | 8 Gbps  | 6 Gbps    | oscilloscope|
| 2014 | ASE-phase noise   | Self-heterodyne | 80 Gbps | −         | oscilloscope|
| 2014 | ASE-phase noise   | Self-heterodyne | 82 Gbps | 43 Gbps   | oscilloscope|
| 2015 | ASE-phase noise   | Self-heterodyne | 80 Gbps | 68 Gbps   | oscilloscope|

Table 3.4: A summary of self-testing and semi-self-testing QRNG demonstrations. MDI: measurement device independent, SI: source independent, CV: continuous variable.

| Year    | Type                  | Detection | Speed      | Acquisition |
|---------|-----------------------|-----------|------------|-------------|
| 2010    | Self-testing          | ion-trap  | very slow  | dedicated   |
| 2013    | Self-testing          | SPD       | 0.4 bps    | dedicated   |
| 2015    | SI                    | SPD       | 5 Kbps     | dedicated   |
| 2015    | CV-SI                 | Homodyne  | 1 Gbps     | oscilloscope|
| 2015    | Self-testing with fixed dimension | SPD | 23 bps  | dedicated   |
Trusted-device QRNG I: single-photon detector

True randomness can be generated from any quantum process that breaks coherent superposition of states. Due to the availability of high quality optical components and the potential of chip-size integration, most of today’s practical QRNGs are implemented in photonic systems. In this survey, we focus on various implementations of optical QRNGs.

A typical QRNG includes an entropy source for generating well-defined quantum states and a corresponding detection system. The inherent quantum randomness in the output is generally mixed with classical noises. Ideally, the extractable quantum randomness should be well quantified and be the dominant source of the randomness. By applying randomness extraction, genuine randomness can be extracted from the mixture of quantum and classical noise. The extraction procedure is detailed in Methods.

Qubit state Random bits can be generated naturally by measuring a qubit\(^1\) \(|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}\) in the \(Z\) basis, where \(|0\rangle\) and \(|1\rangle\) are the eigenstates of the measurement \(Z\). For example, Fig. 3-4 (a) shows a polarization based QRNG, where \(|0\rangle\) and \(|1\rangle\) denote horizontal and vertical polarization, respectively, and \(|+\rangle\) denotes \(+45^\circ\) polarization. Fig. 3-4 (b) presents a path based QRNG, where \(|0\rangle\) and \(|1\rangle\) denote the photon traveling via path \(R\) and \(T\), respectively.

The most appealing property of this type of QRNGs lies on their simplicity in theory that the generated randomness has a clear quantum origin. This scheme was widely adopted in the early development of QRNGs [118, 94, 93]. Since at most one random bit can be generated from each detected photon, the random number generation rate is limited by the detector’s performance, such as dead time and efficiency. For example, the dead time of a typical silicon SPD based on an avalanche diode is tens of ns [119]. Therefore, the random number generation rate is limited to tens of Mbps, which is too low for certain applications such as high-speed quantum key

\(^{1}\)A qubit is a two-level quantum-mechanical system, which, similar to a bit in classical information theory, is the fundamental unit of quantum information.
Figure 3-4: Practical QRNGs based on single photon measurement. (a) A photon is originally prepared in a superposition of horizontal (H) and vertical (V) polarizations, described by $(|H⟩ + |V⟩)/\sqrt{2}$. A polarising beam splitter (PBS) transmits the horizontal and reflects the vertical polarization. For random bit generation, the photon is measured by two single photon detectors (SPDs). (b) After passing through a symmetric beam splitter (BS), a photon exists in a superposition of transmitted (T) and reflected (R) paths, $(|R⟩ + |T⟩)/\sqrt{2}$. A random bit can be generated by measuring the path information of the photon. (c) QRNG based on measurement of photon arrival time. Random bits can be generated, for example, by measuring the time interval, $\Delta t$, between two detection events. (d) QRNG based on measurements of photon spatial mode. The generated random number depends on spatial position of the detected photon, which can be read out by an SPD array.
distribution (QKD), which can be operated at GHz clock rates [120, 121]. Various schemes have been developed to improve the performance of QRNG based on SPD.

**Temporal mode** One way to increase the random number generation rate is to perform measurement on a high-dimensional quantum space, such as measuring the temporal or spatial mode of a photon. Temporal QRNGs measure the arrival time of a photon, as shown in Fig. 3-4 (c). In this example, the output of a continuous-wave laser is detected by a time-resolving SPD. The laser intensity can be carefully controlled such that within a chosen time period \( T \), there is roughly one detection event. The detection time is randomly distributed within the time period \( T \) and digitized with a time resolution of \( \delta_t \). The time of each detection event is recorded as raw data. Thus for each detection, the QRNG generates about \( \log_2(T/\delta_t) \) bits of raw random numbers. Essentially, \( \delta_t \) is limited by the time jitter of the detector (typically in the order of 100 ps), which is normally much smaller than the detector deadtime (typically in the order of 100 ns) [119].

One important advantage of temporal QRNGs is that more than one bit of random number can be extracted from a single-photon detection, thus improving the random number generation rate. The time period \( T \) is normally set to be comparable to the detector deadtime. Comparing to the qubit QRNG, the temporal-mode QRNG alleviates the impact of detection deadtime. For example, if the time resolution and the dead time of an SPD are 100 ps and 100 ns respectively, the generation rate of temporal QRNG is around \( \log_2(1000) \times 10 \text{ Mbps} \), which is higher than that of the qubit scheme (limited to 10 Mbps). The temporal QRNGs have been well studied recently [122, 96, 97, 98, 99].

**Spatial mode** Similar to the case of temporal QRNG, multiple random bits can be generated by measuring the spatial mode of a photon with a space-resolving detection system. One illustrative example is to send a photon through a \( 1 \times N \) beam splitter and to detect the position of the output photon. Spatial QRNG has been experimentally demonstrated by using a multi-pixel single-photon detector array [95], as shown in
Fig. 3-4 (d). The distribution of the random numbers depends on both the spatial distribution of light intensity and the efficiency uniformity of the SPD arrays.

The spatial QRNG offers similar properties as the temporal QRNG, but requires multiple detectors. Also, correlation may be introduced between the random bits because of cross talk between different pixels in the closely-packed detector array.

**Multiple photon number states** Randomness can be generated not only from measuring a single photon, but also from quantum states containing multiple photons. For instance, a coherent state

$$|\alpha\rangle = e^{-|\alpha|^2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle,$$  \hspace{1cm} (3.14)

is a superposition of different photon-number (Fock) states \{\ket{n}\}, where \(n\) is the photon number and \(|\alpha|^2\) is the mean photon number of the coherent state. Thus, by measuring the photon number of a coherent laser pulse with a photon-number resolving SPD, we can obtain random numbers that follow a Poisson distribution. QRNGs based on measuring photon number have been successfully demonstrated in experiments [100, 101, 102]. Interestingly, random numbers can be generated by resolving photon number distribution of a light-emitting diode (LED) with a consumer-grade camera inside a mobile phone, as shown in a recent study [123].

Note that, the above scheme is sensitive to both the photon number distribution of the source and the detection efficiency of the detector. In the case of a coherent state source, if the loss can be modeled as a beam splitter, the low detection efficiency of the detector can be easily compensated by using a relatively strong laser pulse.

**Trusted-device QRNG II: macroscopic photodetector**

The performance of an optical QRNG largely depends on the employed detection device. Beside SPD, high-performance macroscopic photodetectors have also been applied in various QRNG schemes. This is similar to the case of QKD, where protocols based on optical homodyne detection [124] have been developed, with the hope to
achieve a higher key rate over a low-loss channel. In the following discussion, we review two examples of QRNG implemented with macroscopic photodetector.

**Vacuum noise** In quantum optics, the amplitude and phase quadratures of the vacuum state are represented by a pair of non-commuting operators ($X$ and $P$ with $[X, P] = i/2$), which cannot be determined simultaneously with an arbitrarily high precision [125], i.e. $\langle (\Delta X)^2 \rangle \times \langle (\Delta P)^2 \rangle \geq 1/16$, with $\Delta O$ defined by $O - \langle O \rangle$ and $\langle O \rangle$ denoting the average of $O$. This can be easily visualised in the phase space, where the vacuum state is represented by a two-dimensional Gaussian distribution centered at the origin with an uncertainty of $1/4$ (the shot-noise variance) along any directions, as shown in Fig. 3-5 (a). In principle, Gaussian distributed random numbers can be generated by measuring any field quadrature repeatedly. This scheme has been implemented by sending a strong laser pulse through a symmetric beam splitter and detecting the differential signal of the two output beams with a balanced receiver [103, 104, 105].

Given that the local oscillator (LO) is a single-mode coherent state and the detector is shot-noise limited, the random numbers generated in this scheme follow a Gaussian distribution, which is on demand in certain applications, such as Gaussian-Modulated Coherent States (GMCS) QKD [124]. There are several distinct advantages of this approach. First, the resource of quantum randomness, the vacuum state, can be easily prepared with a high fidelity. Second, the performance of the QRNG is insensitive to detector loss, which can be simply compensated by increasing the LO power. Third, the field quadrature of vacuum is a continuous variable, suggesting that more than one random bit can be generated from one measurement. For example, 3.25 bits of random numbers are generated from each measurement [103].

In practice, an optical homodyne detector itself contributes additional technical noise, which may be observed or even controlled by a potential adversary. A randomness extractor is commonly required to generate secure random numbers. To extract quantum randomness effectively, the detector should be operated in the shot-noise limited region, in which the overall observed noise is dominated by vacuum noise. We
Figure 3-5: QRNGs using macroscopic photodetector. (a) Phase-space representation of the vacuum state. The variance of the $X$-quadrature is $1/4$. (b) QRNG based on vacuum noise measurements. The system comprises a strong local oscillator (LO), a symmetric beam splitter (BS), a pair of photon detector (PD), and an electrical subtracter (Sub). (c) Phase-space representation of a partially phase-randomised coherent state. The variance of the $X$-quadrature is in the order of $n \times \langle \Delta \theta^2 \rangle$, where $n$ is the average photon number and $\langle \Delta \theta^2 \rangle$ is the phase noise variance. (d) QRNGs based on measurements of laser phase noise. The first coupler splits the original laser beam into two beams, which propagate through two optical fibres of different lengths, thereafter interfering at the second coupler. The output signal is recorded by a photon detector. The extra length $\Delta L$ in one fibre introduces a time delay $T_d$ between the two paths, which in turn determines the variance of the output signal.

Remark that building a broadband shot-noise limited homodyne detector operating above a few hundred MHz is technically challenging [126, 127, 128]. This may in turn limit the ultimate operating speed of this type of QRNG.

**Amplified spontaneous emission** To overcome the bandwidth limitation of shot-noise limited homodyne detection, researchers have developed QRNGs based on measuring phase [108, 109, 110, 112, 111, 113] or intensity noise [106, 107] of amplified...
spontaneous emission (ASE), which is quantum mechanical by nature [129, 92, 130].

In the phase-noise based QRNG scheme, random numbers are generated by measuring a field quadrature of phase-randomized weak coherent states (signal states). Figure 3-5 (c) shows the phase-space representation of a signal state with an average photon number of \( n \) and a phase variance of \( \langle (\Delta \theta)^2 \rangle \). If the average phase of the signal state is around \( \pi/2 \), the uncertainty of the X-quadrature is of the order of \( n \langle (\Delta \theta)^2 \rangle \). When \( n \) is large, this uncertainty can be significantly larger than the vacuum noise. Therefore, phase noise based QRNG is more robust against detector noise. In fact, this scheme can be implemented with commercial photo-detectors operated above GHz rates.

QRNG based on laser phase noise was first developed using a cw laser source and a delayed self-heterodyning detection system [108], as shown in Fig. 3-5 (d). Random numbers are generated by measuring the phase difference of a single-mode laser at times \( t \) and \( t + T_d \). Intuitively, if the time delay \( T_d \) is much larger than the coherence time of the laser, the two laser beams interfering at the second beam splitter can be treated as generated by independent laser sources. In this case, the phase difference is a random variable uniformly distributed in \( [−\pi, \pi] \), regardless of the classical phase noise introduced by the unbalanced interferometer itself. This suggests that a robust QRNG can be implemented without phase-stabilizing the interferometer. On the other hand, by phase-stabilizing the interferometer, the time delay \( T_d \) can be made much shorter than the coherent time of the laser [108], enabling a much higher sampling rate. This phase stabilization scheme has been adopted in a \( \geq 6 \) Gbps QRNG [110] and a 68 Gbps QRNG demonstration [113].

Phase noise based QRNG has also been implemented using pulsed laser source, where the phase difference between adjacent pulses is automatically randomized [109, 112, 111]. A speed of 80 Gbps (raw rate as shown in Table1) has been demonstrated [111]. It also played a crucial role in a recent loophole-free Bell experiment [131]. Here, we want to emphasize that strictly speaking, none of these generation speeds are real-time, due to the speed limitation of the randomness extraction [92]. Although such limitation is rather technical, in practice, it is important to develop extraction
schemes and hardware that can match the fast random bit generation speed in the future.

**Self-testing QRNG**

Realistic devices inevitably introduce classical noise that affects the output randomness, thus causing the generated random numbers depending on certain classical variables, which might open up security issues. To remove this bias, one must properly model the devices and quantify their contributions. In the QRNG schemes described in Section 3.3.1 and Section 3.3.1, the output randomness relies on the device models [92, 130]. When the implementation devices deviate from the theoretical models, the randomness can be compromised. In this section, we discuss *self-testing* QRNGs, whose output randomness is certified independent of device implementations.

**Self-testing randomness expansion** In QKD, secure keys can be generated even when the experimental devices are not fully trusted or characterised [55, 20]. Such self-testing processing of quantum information also occur in randomness generation (expansion). The output randomness can be certified by observing violations of the Bell inequalities [85], see Fig. 3-6. Under the no-signalling condition [68] in the Bell tests, it is impossible to violate Bell inequalities if the output is not random, or, predetermined by local hidden variables.

Since Colbeck [132, 61] suggested that randomness can be expanded by untrusted devices, several protocols based on different assumptions have been proposed. For instance, in a non-malicious device scenario, we can consider that the devices are honestly designed but get easily corrupt by unexpected classical noises. In this case, instead of a powerful adversary that may entangle with the experiment devices, we can consider a classical adversary who possesses only classical knowledge of the quantum system and analyzes the average randomness output conditioned by the classical information. Based on the Clauser-Horne-Shimony-Holt (CHSH) inequality [1], Fehr et al. [62] and Pironio et al. [63] proposed self-testing randomness expansion protocols against classical adversaries. The protocols quadratically expands the input seed,
Figure 3-6: Illustration of a bipartite Bell test. Alice and Bob are two spacelike separated parties, that output $a$ and $b$ from random inputs $x$ and $y$, respectively. A Bell inequality is defined as a linear combination of the probabilities $p(a, b|x, y)$. For instance, the Clauser-Horne-Shimony-Holt (CHSH) inequality \[ S = \sum_{a,b,x,y} (-1)^{a+b+xy} p(a, b|x, y) \leq S_C = 2, \] where all of the inputs and outputs are bit values, and $S_C$ is the classical bound for all local hidden-variable models. With quantum settings, that is, performing measurements $M^a_x \otimes M^b_y$ on quantum state $\rho_{AB}$, \[ p(a, b|x, y) = \text{Tr} [\rho_{AB} M^a_x \otimes M^b_y], \] the CHSH inequality can be violated up to $S_Q = 2\sqrt{2}$. Quantum features (such as intrinsic randomness) manifest as violations of the CHSH inequality.

implying that the length of the input seed is $O(\sqrt{n \log_2 \sqrt{n}})$, where $n$ denotes the experimental iteration number.

A more sophisticated exponential randomness expansion protocol based on the CHSH inequality was proposed by Vidick and Vazirani \[64\], in which the lengths of the input seed is $O(\log_2 n)$. In the same work, they also presented an exponential expansion protocol against quantum adversaries, where quantum memories in the devices may entangle with the adversary. The Vidick-Vazirani protocol against quantum adversaries places strict requirements on the experimental realisation. Miller and Shi \[133\] partially solved this problem by introducing a more robust protocol. Combined with the work by Chung, Shi, and Wu \[134\], they also presented an unbounded randomness expansion scheme. By adopting a more general security proof, Miller and Shi \[135\] recently showed that genuinely randomness can be obtained as long as the CHSH inequality is violated. Their protocol greatly improves the noise tolerance, indicating that an experimental realisation of a fully self-testing randomness expansion protocol is feasible.
The self-testing randomness expansion protocol relies on a faithful realisation of Bell test excluding the experimental loopholes, such as locality and efficiency loopholes. The randomness expansion protocol against classical adversaries is firstly experimentally demonstrated by Pironio et al. [114] in an ion-trap system, which closes the efficiency loophole but not the locality loophole. To experimentally close the locality loophole, a photonic system is more preferable when quantum memories are unavailable. As the CHSH inequality is minimally violated in an optically realised system [76, 75], the randomness output is also very small (with min-entropy of \( H_{\text{min}} = 7.2 \times 10^{-5} \) in each run), and the randomness generation rate is 0.4 bits/s. To maximise the output randomness, the implementation settings are designed to maximally violate the CHSH inequality. Due to experimental imperfections, the chosen Bell inequality might be sub-optimal for the observed data. In this case, the output randomness can be optimised over all possible Bell inequalities [136, 137].

Although nonlocality or entanglement certifies the randomness, the three quantities, nonlocality, entanglement, and randomness are not equivalent [138]. Maximum randomness generation does not require maximum nonlocal correlation or a maximum entangled state. In the protocols based on the CHSH inequality, maximal violation (nonlocality and entanglement) generates 1.23 bits of randomness. It is shown that 2 bits of randomness can be certified with little involvement of nonlocality and entanglement [138]. Furthermore, as discussed in a more generic scenario involving nonlocality and randomness, it is shown that maximally nonlocal theories cannot be maximally random [139].

**Randomness amplification** In self-testing QRNG protocols based on the assumption of perfectly random inputs, the output randomness is guaranteed by the violations of Bell tests. Conversely, when all the inputs are predetermined, any Bell inequality can be violated to an arbitrary feasible value without invoking a quantum resource. Under these conditions, all self-testing QRNG protocols cease to work any more. Nevertheless, randomness generation in the presence of partial randomness is still an interesting problem. Here, an adversary can use the additional knowledge of
the inputs to fake violations of Bell inequalities. The task of generating arbitrarily free randomness from partially free randomness is also called randomness amplification, which is impossible to achieve in classical processes.

The first randomness amplification protocol was proposed by Colbeck and Renner [58]. Using a two-party chained Bell inequality [140, 141], they showed that any Santha-Vazirani weak sources [142] (defined in next section), with $\epsilon < 0.058$, can be amplified into arbitrarily free random bits in a self-testing way by requiring only no-signaling. A basic question of randomness amplification is whether free random bits can be obtained from arbitrary weak randomness. This question was answered by Gallego et al. [59], who demonstrated that perfectly random bits can be generated using a five-party Mermin inequality [143] with arbitrarily imperfect random bits under the no-signaling assumption.

Randomness amplification is related to the freewill assumption [87, 35, 144, 77, 78, 145, 33] in Bell tests. In experiments, the freewill assumption requires the inputs to be random enough such that violations of Bell inequalities are induced from quantum effects rather than predetermined classical processes. This is extremely meaningful in fundamental Bell tests, which aim to rule out local realism. Such fundamental tests are the foundations of self-testing tasks, such as device-independent QKD and self-testing QRNG. Interestingly, self-testing tasks require a faithful violation of a Bell inequality, in which intrinsic random numbers are needed. However, to generate faithful random numbers, we in turn need to witness nonlocality which requires additional true randomness. Therefore, the realisations of genuine loophole-free Bell tests and, hence, fully self-testing tasks are impossible. Self-testing protocols with securities independent of the untrusted part can be designed only by placing reasonable assumptions on the trusted part.

**Semi-self-testing QRNGs**

Traditional QRNGs based on specific models pose security risks in fast random number generation. On the other hand, the randomness generated by self-testing QRNGs is information-theoretically secure even without characterising the devices, but the
processes are impractically slow. As a compromise, intermediate QRNGs might offer a good tradeoff between trusted and self-testing schemes — realising both reasonably fast and secure random number generation.

As shown in Fig. 3-7, a typical QRNG comprises two main modules, a source that emits quantum states and a measurement device that detects the states and outputs random bits. In trusted-device QRNGs, both source and measurement devices [92, 130] must be modeled properly; while the output randomness in the fully self-testing QRNGs does not depend on the implementation devices.

![Figure 3-7: A semi-self-testing QRNG. Conditional on the input setting $x$, the source emits a quantum state $\rho_x$. Conditional on the input $y$, the detection device measures $\rho_x$ and outputs $b$.](image)

In practice, there exist scenarios that the source (respectively, measurement device) is well characterised, while the measurement device (respectively, source) not. Here, we review the semi-self-testing QRNGs, where parts of the devices are trusted.

**Source-independent QRNG** In source-independent QRNG, the randomness source is assumed to be untrusted, while the measurement devices are trusted. The essential idea for this type of scheme is to use the measurement to monitor the source in real time. In this case, normally one needs to randomly switch among different (typically, complement) measurement settings, so that the source (assumed to be under control of an adversary) cannot predict the measurement ahead. Thus, a short seed is required for the measurement choices.

In the illustration of semi-self-testing QRNG, Fig. 3-7, the source-independent scheme is represented by a unique $x$ (corresponding to a state $\rho_x$) and multiple choices
of the measurement settings $y$. In Section 3.3.1 we present that randomness can be obtained by measuring $|+\rangle$ in the $Z$ basis. However, in a source-independent scenario, we cannot assume that the source emits the state $|+\rangle$. In fact, we cannot even assume the dimension of the state $\rho_x$. This is the major challenge facing for this type of scheme.

In order to faithfully quantify the randomness in the $Z$ basis measurement, first a squashing model is applied so that the to-be-measured state is equivalent to a qubit \cite{146}. Note that this squashing model puts a strong restriction on measurement devices. Then, the measurement device should occasionally project the input state onto the $X$ basis states, $|+\rangle$ and $|-\rangle$, and check whether the input is $|+\rangle$ \cite{115}. The technique used in the protocol shares strong similarity with the one used in QKD \cite{147}. The $X$ basis measurement can be understood as the phase error estimation, from which we can estimate the amount of classical noise. Similar to privacy amplification, randomness extraction is performed to subtract the classical noise and output true random values.

The source-independent QRNG is advantageous when the source is complicated, such as in the aforementioned QRNG schemes based on measuring single photon sources \cite{94, 93, 118}, LED lights \cite{123}, and phase fluctuation of lasers \cite{110}. In these cases, the sources are quantified by complicated or hypothetical physical models. Without a well-characterized source, randomness can still be generated. The disadvantage of this kind of QRNGs compared to fully self-testing QRNGs is that they need a good characterization of the measurement devices. For example, the upper and the lower bounds on the detector efficiencies need to be known to avoid potential attacks induced from detector efficiency mismatch. Also the intensity of light inputs into the measurement device needs to be carefully controlled to avoid attacks on the detectors.

Recently, a continuous-variable version of the source-independent QRNG is experimentally demonstrated \cite{116} and achieves a randomness generation rate over 1 Gbps. Moreover, with state-of-the-art devices, it can potentially reach the speed in the order of tens of Gbps, which is similar to the trusted-device QRNGs. Hence,
semi-self-testing QRNG is approaching practical regime.

**Measurement-device-independent QRNGs**  Alternatively, we can consider the scenario that the input source is well characterised while the measurement device is untrusted. In Fig. 3-7, different inputs $\rho_x$ (hence multiple $x$) are needed to calibrate the measurement device with a unique setting $y$. Similar to the source-independent scenario, the randomness is originated by measuring the input state $|+\rangle$ in the $Z$ basis. The difference is that here the trusted source sends occasionally auxiliary quantum states $\rho_x$, such as $|0\rangle$, to check whether the measurement is in the $Z$ basis [148]. The analysis combines measurement tomography with randomness quantification of positive-operator valued measure, and does not assume to know the dimension of the measurement device, i.e., the auxiliary ancilla may have an arbitrary dimension.

The advantage of such QRNGs is that they remove all detector side channels, but the disadvantage is that they may be subject to imperfections in the modeling of the source. This kind of QRNG is complementary to the source-independent QRNG, and one should choose the proper QRNG protocol based on the experimental devices.

We now turn to two variations of measurement-device-independent QRNGs. First, the measurement tomography step may be replaced by a certain witness, which could simplify the scheme at the expense of a slightly worse performance. Second, similar to the source-independent case, a continuous-variable version of measurement-device-independent QRNG might significantly increase the bit rate. The challenge lies on continuous-variable entanglement witness and measurement tomography.

**Other semi-self-testing QRNGs**  Apart from the above two types of QRNGs, there are also some other QRNGs that achieve self-testing except under some mild assumptions. For example, the source and measurement devices can be assumed to occupy independent two-dimensional quantum subspaces [117]. In this scenario, the QRNG should use both different input states and different measurement settings. The randomness can be estimated by adopting a dimension witness [149]. A positive value of this dimension witness could certify randomness in this scenario, similar to
the fact that a violation of the Bell inequality could certify randomness of self-testing QRNG in Section 3.3.1.

Outlook

The needs of “perfect” random numbers in quantum communication and fundamental physics experiments have stimulated the development of various QRNG schemes, from highly efficient systems based on trusted devices, to the more theoretically interesting self-testing protocols. On the practical side, the ultimate goal is to achieve fast random number generation at low cost, while maintaining high-level of randomness. With the recent development on waveguide fabrication technique [150], we expect that chip-size, high-performance QRNGs could be available in the near future. In order to guarantee the output randomness, the underlying physical models for these QRNGs need to be accurate and both the quantum noise and classical noise should be well quantified. Meanwhile, by developing a semi-self-testing protocol, a QRNG becomes more robust against classical noises and device imperfections. In the future, it is interesting to investigate the potential technologies required to make the self-testing QRNG practical. With the new development on single-photon detection, the readout part of the self-testing QRNG can be ready for practical application in the near future. The entanglement source, on the other hand, is still away from the practical regime (Gbps).

On the theoretical side, the study of self-testing QRNG has not only provided means of generating robust randomness, but also greatly enriched our understanding on the fundamental questions in physics. In fact, even in the most recent loophole-free Bell experiment [151, 152, 153, 154] where high-speed QRNG has played a crucial role, it is still arguable whether it is appropriate to use randomness generated based on quantum theory to test quantum physics itself. Other random resources have also been proposed for loophole-free Bell’s inequality tests, such as independent comic photons [79]. It is an open question whether we can go beyond QRNG and generate randomness from a more general theory.
3.3.2 Randomness quantification

Here, we briefly review the quantification of randomness.

Min-entropy source

Given the underlying probability distribution, the randomness of a random sequence \( X \) on \( \{0, 1\}^n \) can be quantified by its min-entropy

\[
H_{\text{min}} = - \log_2 \left( \max_{v \in \{0, 1\}^n} \text{Prob}[X = v] \right).
\] (3.15)

For example, for a uniform random sequence \( X \) on \( \{0, 1\}^n \), when \( \text{Prob}[X = v] = 1/2^n, \forall v \in \{0, 1\}^n \), the min-entropy is given \( H_{\text{min}} = n \). As another example, we consider the same random sequence \( X \) except that \( \text{Prob}[X = 0] = 1/2 \) and \( \text{Prob}[X = v] = 1/2^{n+1}, \forall v \in \{0, 1\}^n/0 \). Although the two sequences looks very similar, the min-entropy for the latter example is much more smaller, \( H_{\text{min}} = 1 \).

Santha-Vazirani weak sources [142]

We assume that random bit numbers are produced in the time sequence \( x_1, x_2, ..., x_j, ... \). Then, for \( 0 < \epsilon \leq 1/2 \), the source is called \( \epsilon \)-free if

\[
\epsilon \leq P(x_j|x_1, x_2, ..., x_{j-1}, e) \leq 1 - \epsilon,
\] (3.16)

for all values of \( j \). Here \( e \) represents all classical variables generated outside the future light-cone of the Santha-Vazirani weak sources.

Randomness extractor

A RNG typically consists of two components, an entropy source and a randomness extractor [150]. In a QRNG, the entropy source could be a physical device whose output is fundamentally unpredictable, while the randomness extractor could be an algorithm that generates nearly perfect random numbers from the output of the above preceding entropy source, which can be imperfectly random. The two components
of QRNG are connected by quantifying the randomness with min-entropy. The min-entropy of the entropy source is first estimated and then fed into the randomness extractor as an input parameter.

The imperfect randomness of the entropy source can already be seen in the SPD based schemes, such as the photon number detection scheme. By denoting $N$ as the discrimination upper bound of a photon number resolving detector, at most $\log_2(N)$ raw random bits can be generated per detection event. However, as the photon numbers of a coherent state source follows a Poisson distribution, the raw random bits follow a non-uniform distribution; consequently, we cannot obtain $\log_2(N)$ bits of random numbers. To extract perfectly random numbers, we require a postprocessing procedure (i.e. randomness extractor).

In the coherent detection based QRNG, the quantum randomness is inevitably mixed with classical noises introduced by the detector and other system imperfections. Moreover, any measurement system has a finite bandwidth, implying unavoidable correlations between adjacent samples. Once quantified, these unwanted side-effects can be eliminated through an appropriate randomness extractor [92].

The composable extractor was first introduced in classical cryptography [155, 156], and was later extended to quantum cryptography [157, 158]. To generate information-theoretically provable random numbers, two typical extractor, the Trevisan’s extractor or the Toeplitz-hashing extractor, are generally employed in practice.

Trevisan’s extractor [159, 160] has been proven secure against quantum adversaries [161]. Moreover, it is a strong extractor (its seed can be reused) and its seed length is polylogarithmic function of the input. Tevisan’s extractor comprises two main parts, a one-bit extractor and a combinatorial design. The Toeplitz-hashing extractor was well developed in the privacy amplification procedure of the QKD system [162]. This kind of extractor is also a strong extractor [163]. By applying the fast Fourier transformation technique, the runtime of the Toeplitz-hashing extractor can be improved to $O(n \log n)$.

On account of their strong extractor property, both of these extractors generate random numbers even when the random seed is longer than the output length of each
run. Both extractors have been implemented \cite{92} and the speed of both extractors have been increased in follow-up studies \cite{164, 165}, but remain far below the operating speed of the QRNG based on laser-phase fluctuation (68 Gbps \cite{113}). Therefore, the speed of the extractor is the main limitation of a practical QRNG.
Part II

Quantumness and randomness
Chapter 4

Coherence and randomness

This chapter introduces the basic quantification and witness methods for quantum coherence. We relate coherence measures with the quantum randomness measured on the computational basis. We refer to Ref. [21, 22] for references of this chapter.

4.1 Quantifying quantum randomness

4.1.1 Quantum randomness against quantum information

Let us consider a $d$-dimensional Hilbert space and a reference basis $I := \{|i\rangle\} = \{|1\rangle, |2\rangle, \ldots, |d\rangle\}$. Suppose a projective measurement $\{|i\rangle\langle i|\}$ is performed on a given quantum state $\rho_A$ accessed by an experimentalist Alice. The measurement outcome has a probability distribution $\{p_i\}, \sum_{i=1}^{d} p_i = 1, p_i = \text{Tr}[\rho |i\rangle\langle i|] \geq 0, \forall i$. In quantum information theory, a practical quantifier of the total randomness associated to the measurement is given by the Shannon entropy $H(\{p_i\})_\rho = -\sum_i p_i \log(p_i)$. However, the randomness of the measurement is intrinsically twofold: a classical uncertainty due to Alice’s ignorance about the system state; and a quantum one due to the coherence of the state in the reference basis. For a mixture of incoherent states $\rho_I = \sum_i q_i |i\rangle\langle i|$, the measurement randomness is given by the state mixedness, i.e., a classical source of uncertainty, quantified by the state von Neumann entropy: $H(\{q_i\})_{\rho} = H(\{q_i\}) = S(\rho_I)$. On the other hand, for pure states, $\rho_p = |\psi\rangle\langle \psi|$, the
randomness is due to the genuinely quantum overlap between the state and the basis elements: \( H(\{p_i\})_{\rho_p} = H(\{|\langle i|\psi\rangle|^2\}) \). Here we present an operational characterization of the quantum randomness for arbitrary coherent mixed states. To be a good measure of quantum uncertainty, a quantity should satisfy the following properties:

1. Being nonnegative;
2. Vanishing if and only if the measurement uncertainty is only due to the state mixedness;
3. Representing the total uncertainty for pure states;
4. Being convex \([49, 166, 167, 168, 14]\).

We consider the worse case scenario depicted in Fig.\[4-1\] where Alice and Eve share a bipartite system in state \( \rho_{AE} \). Alice makes a measurement and obtains outcomes following a probability distribution \( \{p_i\}, p_i = \text{Tr}[\rho_A |i\rangle \langle i|] \). The total randomness associated to the measurement is \( H(\{p_i\}) \). The uncertainty of Eve about Alice’s measurement outcome is quantified by the conditional entropy \( H(\{p_i\}|E)_{\rho_{AE}} \).
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**Figure 4-1:** Quantum randomness. In a bipartite Alice-Eve system described by a pure state \( \psi_{AE} \), the quantum randomness of a measurement performed by Alice on the system in the mixed state \( \rho_A \) is given by the amount of uncertainty Eve has on the measurement outcome. Such quantum uncertainty is quantified by the relative entropy of coherence \( R_{Q}^{I}(\rho_A) \).

After the Alice’s measurement, define the global state by \( \rho'_{AE} \) and Alice’s resulted state becomes \( \rho_A^{\text{diag}} := \sum_i p_i |i\rangle \langle i| \). Hence, in the best case scenario for Eve, her
uncertainty is given by the von Neumann conditional entropy

\[ R^Q_I(\rho_A) := \min_{\rho_E} H(\{p_i\}|E)_{\rho_{AE}} = \min_{\rho_E} S(A|E)_{\rho'_{AE}}, \]

(4.1)

where the optimization runs over all the possible Eve’s states such that Tr_E(\rho_{AE}) = \rho_A, and the conditional entropy is given by \( S(A|E)_{\rho'_{AE}} = S(\rho'_{AE}) - S(\rho_E) \). It is not hard to see that the best case scenario for Eve is to hold a purification of Alice, |\psi\rangle_{AE}. In fact, one can always extend Eve’s part to hold a purification of a mixed state \( \rho_{AE} \), which will not increase her uncertainty about Alice’s measurement outcome.

When \( \rho_A \) is a pure state, then |\psi\rangle_{AE} and hence \( \rho'_{AE} = \rho_A^{\text{diag}} \otimes \rho_E \) are both product states. It is easy to verify that Eve’s uncertainty corresponds to the total randomness of Alice’s measurement:

\[ R^Q_I(\rho_A) = S(\rho_A^{\text{diag}}) = H(\{p_i\})_{\rho_A}. \]

(4.2)

When \( \rho_A \) is not a pure state, after Alice’s measurement, the state is changed to \( \rho'_{AE} = \sum_i p_i |i\rangle_A \langle i| \otimes \rho_i^E \), where \( \rho_E = \sum_i p_i \rho_i^E \). In fact, \( \rho_i^E = A \langle i| (|\psi\rangle_{AE} \langle \psi|_{AE}) |i\rangle_A / p_i \) is a pure state. The conditional entropy of the post measurement state is given by \( S(A|E)_{\rho'_{AE}} = S(\rho'_{AE}) - S(\rho_E) \). Using the equality \( S(\sum_i p_i |i\rangle \langle i| \otimes \rho_i) = H(p_i) + \sum_i p_i S(\rho_i) \), the conditional entropy is then \( S(A|E)_{\rho'_{AE}} = H(p_i) + \sum_i p_i S(\rho_i^E) - S(\rho_E) \).

Since \( H(p_i) = S(\rho_A^{\text{diag}}), S(\rho_E) = S(\rho_A), \) and \( S(\rho_i^E) = 0, \forall i \), we have

\[ R^Q_I(\rho_A) = S(\rho_A^{\text{diag}}) - S(\rho_A). \]

(4.3)

It is immediate to observe that the Eve’s uncertainty is equal to the relative entropy of coherence

\[ R^Q_I(\rho_A) = S(\rho_A||\rho_A^{\text{diag}}) = C_R(\rho_A), \]

(4.4)

thus satisfying all the requirements for a consistent measure of quantum randomness as well as being a measure of BCP coherence [14].
Note that, when considering a tripartite pure state $|\psi_{ABE}\rangle$ and a projective measurement $\{|i\rangle \langle i|\}$ on system $A$, it is shown [169] that the quantum randomness of the measurement outcome conditioned on system $E$ corresponds the distance between state $\rho_{AB} = \text{tr}_E[|\psi_{ABE}\rangle \langle \psi_{ABE}|]$ and state $\rho'_{AB}$ after the measurement. Furthermore, by regarding system $B$ as a trivial system, the analysis in Ref. [169] also applies to our scenario.

4.1.2 Quantum randomness against classical information

In the last part, we showed that the quantum randomness of a local measurement can be quantified by the best case uncertainty of a correlated party Eve. Such uncertainty has been quantified by the quantum conditional entropy. We compare the result with an alternative measure of quantum randomness reported in Ref. [21]. The setting is for the sake of clarity depicted in Fig. 4-2. The difference is that Eve performs a measurement with probability distribution $\{q_i^E\}, q_i^E = \text{Tr}[\rho_E |e'_i\rangle_E \langle e'_i|]$ on her own system to predict Alice’s measurement outcome. The best case uncertainty is then given by the classical conditional entropy:

$$R_{IC}^C(\rho_A) = \min_{\rho_E,\{q_i^E\}} H(\{p_i\}|\{q_i^E\})_{\psi_{AE}},$$

where the minimization runs over all the possible Eve’s states and measurements. When Alice’s system is in a pure state $|\psi\rangle_A = \sum_i \sqrt{p_i} |i\rangle$, the probability distributions of $A$ and $E$ are uncorrelated as the the global system is in a tensor product state. Hence, we have $R_{IC}^C(\rho_A) = H(\{p_i\}|\{q_i^E\})_{\psi_{AE}} = H(\{p_i\})$ for any Eve’s strategy. The quantity corresponds to the total randomness as expected. For an arbitrary mixed state $\rho_A$, it turns out that the Eve’s uncertainty on Alice’s measurement is given by

$$R_{IC}^C(\rho_A) = \min_{\{p_i,|\psi_i\rangle_A\}} \sum_i p_i R_{IC}^C(|\psi_i\rangle_A),$$

where the minimization is over all possible decompositions of $\rho_A$. We briefly review the proof here. Given the spectral decomposition $\rho_A = \sum_i \lambda_i |a_i\rangle \langle a_i|$, then a purification
of $\rho_A$ is $|\psi_{AE}\rangle = \sum_i \sqrt{\lambda_i} |a_i\rangle_A \otimes |e_i\rangle_E$. Here $\{|e_i\rangle_E\}$ is an orthogonal basis of Eve’s system. Eve performs a projective measurement $\{|e'_i\rangle_E\}$ on her local system, then based on her measurement outcome $|e'_i\rangle_E$, the Alice’s state is

$$|\psi_i\rangle_A = \frac{1}{\sqrt{p_i}} \sum_j \sqrt{\lambda_j} |\langle e'_i | e_j \rangle| |a_i\rangle_A, \quad (4.7)$$

where $p_i = \sum_j \lambda_j |\langle e'_i | e_j \rangle|^2$. As the state of Alice is pure for each outcome of Eve, the averaged quantum randomness is $\sum p_i R_C^F (|\psi_i\rangle_A)$. On the other hand, Eve can choose an arbitrary measurement basis, which determines a decomposition of $\rho_A$, to maximize his prediction success probability. Therefore, the quantum randomness measure should be optimized over all the possible decompositions of $\rho_A$. When Eve performs a general measurement (POVM), we can always enlarge the system of Eve and consider a projective measurement, then the proof follows accordingly q.e.d.
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**Figure 4-2:** Alternative definition of Quantum randomness. In a bipartite Alice-Eve system described by a pure state $\psi_{AE}$, the quantum randomness of a measurement performed by Alice on the system in the mixed state $\rho_A$ is given by the minimum amount of uncertainty Eve has on the measurement outcome after performing a measurement on her own systems. Such quantum uncertainty is quantified by the convex roof measure $R_C^F (\rho_A)$.

The quantum randomness measure obtained by convex roof extension of the pure state randomness is a measure of BCP coherence as well [21].
Verifying the properties of $R_C^Z$.

Now we show that the intrinsic randomness $R_C^Z$, defined in Eq. (4.6), satisfies the properties of coherence measures listed in Table 3.1. That is, the requirements of the measures for quantum coherence and intrinsic randomness are equivalent.

**Proof of (C1)** In the language of generating randomness, the requirement (C1) in Table 3.1 can be interpreted as that classical states generate no randomness. This is because that an incoherent state $\delta$, defined in Eq. (3.1), can be understood as a statistical mixture of classical states. We can easily verify that $R_C^Z(\delta) = 0$, since $R_C^Z(\delta) \leq \sum_{i=1}^d p_i R_C^Z(|i\rangle\langle i|) = 0$ from Eq. (3.1) and $R_C^Z(\rho) \geq 0$ by definition. The stronger requirement (C1') implies that any non-classical states, which cannot be represented in the form of Eq. (3.1), could always be used to generate intrinsic randomness. Thus, this result answers why nonzero intrinsic randomness always indicates ‘quantumness’ as discussed above. To prove that $R_C^Z(\rho)$ satisfies (C1'), consider a state $\rho \notin I$ that has $R_C^Z(\rho) = 0$. From the definition of $R_C^Z$, there exists a decomposition $\rho = \sum_e p_e |\psi_e\rangle\langle\psi_e|$ such that $R_C^Z(|\psi_e\rangle\langle\psi_e|) = 0$ for all $e$. As any pure state with zero randomness is in the basis $I$, we have $|\psi_e\rangle = |i_e\rangle \in I$, and $\rho = \sum_e p_e |i_e\rangle\langle i_e|$, which belongs to the set $I$, which is a contradiction. We can also show that the upper bound of its intrinsic randomness is given by $R_C^Z(\rho) \leq \log_2 d$. The maximally coherent state $|\Psi_d\rangle$, defined in Eq. (3.2), has the largest intrinsic randomness.

**Proof of (C2)** The requirement (C2) implies a monotonicity property of incoherent operations. In the corresponding randomness picture, incoherent operations can be understood as classical operations that map one zero intrinsic randomness (classical) state to another one. An interpretation of (C2a) is that such classical operations should not increase the randomness of a given state. While (C2b) requires that the randomness cannot increase on average when probabilistic strategies are considered. Let us quickly check why (C2b) is true for the pure state case. For a pure state $\rho$, the randomness measure $R_C^Z(\rho)$ equals the relative entropy of coherence $C_{rel,ent}(\rho)$, whose
monotonicity has been proved \[14\]. That is, we have

$$R^C_Z (|\psi\rangle) \geq \sum_n p_n R^C_Z (|\psi_n\rangle) ,$$

(4.8)

where $|\psi_n\rangle = K_n |\psi\rangle / \sqrt{p_n}$, and $p_n = \text{Tr} [K_n |\psi\rangle \langle \psi|]$. This is because for a pure state $\rho$, the intrinsic randomness $R^C_Z (\rho)$ equals the relative entropy coherence measure $C_{\text{rel,ent}} (\rho)$ \[14\], whose monotonicity has already been proved.

For a general mixed state $\rho$, suppose that the optimal decomposition that achieves the minimum in Eq. (4.6) is given by $\rho = \sum_e p_e |\psi_e\rangle \langle \psi_e|$. Then, we have

$$R^C_Z (\rho) = \sum_e p_e R^C_Z (|\psi_e\rangle)$$

(4.9)

Now suppose that the incoherent operation defined in the main text is acted on $\rho$. What we need to prove is that

$$R^C_Z (\rho) \geq \sum_n p_n R^C_Z (\rho_n).$$

(4.10)

where $\rho_n = K_n \rho K_n^\dagger / p_n$ and $p_n = \text{Tr} [K_n \rho K_n^\dagger]$. As $\rho = \sum_e p_e |\psi_e\rangle \langle \psi_e|$, we have

$$\rho_n = \frac{K_n \rho K_n^\dagger}{p_n}$$

$$= \sum_e \frac{p_e}{p_n} K_n |\psi_e\rangle \langle \psi_e| K_n^\dagger$$

(4.11)

$$= \sum_e \frac{p_e}{p_n} p_{en} \rho_{en}$$

where, we denote $p_{en} = \text{Tr} [K_n |\psi_e\rangle \langle \psi_e| K_n^\dagger]$, $\rho_{en} = K_n |\psi_e\rangle \langle \psi_e| K_n^\dagger / p_{en}$, and we have
\[ p_n = \sum_e p_e p_{en}. \] Then, we can finish the proof

\[
R^C_Z (\rho) = \sum_e p_e R^C_Z (|\psi_e\rangle) \\
\geq \sum_e p_e \sum_n p_{en} R^C_Z (\rho_{en}) \\
= \sum_n p_n \sum_e p_e p_{en} R^C_Z (\rho_{en}) \\
\geq \sum_n p_n R^C_Z \left( \sum_e \frac{p_e p_{en}}{p_n} \rho_{en} \right) \\
= \sum_n p_n R^C_Z (\rho_n), \tag{4.12}
\]

where the first inequality is based on the conclusion for pure states in Eq. (4.8) and the last inequality is due to the convexity of \( R^C_Z \).

**Proof of (C3)** The convexity property (C3) can be understood as a requirement on the randomness generation process. In other words, the randomness cannot increase on average by statistically mixing several states. With the convex roof definition of \( R^C_Z (\rho) \), given in Eq. (4.6), we can easily verify the convexity property (C3). The proof follows directly by considering a specific decomposition of \( \rho = \sum_n p_n \rho_n \) in (C3). Note that, the property (C2a) can be derived when (C2b) and (C3) are fulfilled, thus we also prove (C2a) for \( R^C_Z (\rho) \).

In summary, we prove that the intrinsic randomness \( R^C_Z (\rho) \) indeed measures the strength of coherence. A state with stronger coherence would therefore indicate larger randomness in measurement outcomes, and vice versa.

### 4.1.3 Qubit example

Here, we derive the intrinsic randomness formula of qubit state. We denote the Pauli matrices by \( \sigma_i, \sigma_x, \sigma_y, \sigma_z \). When measured in the \( \sigma_z \) basis, the intrinsic randomness for pure a qubit state \( |\psi\rangle = \alpha |0\rangle + \beta |1\rangle \) is given by

\[
R^C_Z (|\psi\rangle) = H(|\alpha|^2) = H(|\beta|^2), \tag{4.13}
\]
where \( H(p) = p \log p + (1 - p) \log(1 - p) \). If we define \( n_x = \langle \psi | \sigma_x | \psi \rangle = \alpha^* \beta + \alpha \beta^* \) and \( n_y = \langle \psi | \sigma_y | \psi \rangle = -i \alpha^* \beta + i \alpha \beta^* \), then it is easy to check that

\[
R_z^C(|\psi\rangle) = H\left(1 + \sqrt{1 - \frac{n_x^2 - n_y^2}{2}}\right). \tag{4.14}
\]

For a general mixed state \( \rho \), we can follow the method for deriving the entanglement of formation [170]. In this case, we need to first define \( |\tilde{\psi}\rangle = \sigma_x |\psi\rangle^* = \beta^* |0\rangle + \alpha^* |1\rangle \), and the coherent concurrence by

\[
C_z(|\psi\rangle) = |\langle \psi | \tilde{\psi} \rangle| = 2|\alpha \beta|. \tag{4.15}
\]

Then it is easy to check that

\[
R_z^C(|\psi\rangle) = H\left(1 + \sqrt{1 - \frac{C_z^2}{2}}\right). \tag{4.16}
\]

The randomness \( R_z^C(\rho) \) can be obtained according to Eq. (4.16) by first calculating the coherent concurrence. Follow the method of deriving the entanglement of formation, the \( C_z \) value can be obtained by \( C_z = \sqrt{\eta_1 - \sqrt{\eta_2}} \), where \( \eta_1 \) and \( \eta_2 \) are the eigenvalues of the matrix \( M = \rho \sigma_x \rho^* \sigma_x \). In the Bloch sphere representation, the value of \( C_z \) of a quantum state \( \rho = (\sigma_i + n_x \sigma_x + n_y \sigma_y + n_z \sigma_z) / 2 \) can be calculated by

\[
C_z = \sqrt{n_x^2 + n_y^2}. \tag{4.17}
\]

Compared to the \( l_1 \) norm coherence measure \( C_{l_1} \) [14], which is defined by the sum of the off-diagonal elements

\[
C_{l_1}(\rho) = \sum_{i \neq j} |\rho_{ij}|, \tag{4.18}
\]

one can easily check that \( C_{l_1}(\rho) \) equals the concurrence \( C_z \) for the qubit case. This is
because
\[ C_{t_1}(\rho) = |\langle 0 | \rho | 1 \rangle| + |\langle 1 | \rho | 0 \rangle| \]
\[ = \left| \frac{1}{2}(n_x - in_y) \right| + \left| \frac{1}{2}(n_x + in_y) \right| \]
\[ = \sqrt{n_x^2 + n_y^2}. \] (4.19)

We conjecture that the coherence concurrence can be generalized to an arbitrary high dimensional space by following a similar method to that used for the entanglement concurrence [171, 172, 173].

### 4.1.4 Comparison between the two randomness measures

Let us compare the two quantities \( R^C_Z(\rho_A), R^Q_Z(\rho_A) \) in a simple example about a qubit system. In the Bloch sphere representation, \( \rho_A = (I + \vec{n} \cdot \vec{\sigma})/2 \), where \( \vec{n} = (n_x, n_y, n_z) \) and \( \vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z) \) are the Pauli matrices. Supposing that the measurement basis is the \( \sigma_Z \) eigenbasis, which is denoted by \( \{|0\}, |1\} \), then we obtain

\[
R^C_Z(\rho_A) = H \left( \frac{1 + \sqrt{1 - n_x^2 - n_y^2}}{2} \right),
\]

\[
R^Q_Z(\rho_A) = H \left( \frac{n_z + 1}{2} \right) - H \left( \frac{|n| + 1}{2} \right),
\] (4.20)

where \( |n| = \sqrt{n_x^2 + n_y^2 + n_z^2} \) and \( H \) is the binary entropy. Specifically, for the state \( \rho_A(v) = v |+\rangle \langle +| + \frac{1-v^2}{2} \mathbb{I} \), where \( |+\rangle = (|0\rangle + |1\rangle)/2 \), \( v \in [0, 1] \), \( \vec{n}(v) = (v, 0, 0) \), we have

\[
R^C_Z(\rho_A) = H \left( \frac{1 + \sqrt{1 - v^2}}{2} \right),
\]

\[
R^Q_Z(\rho_A) = 1 - H \left( \frac{v + 1}{2} \right). \] (4.21)

In Fig. 4-3, we plot the quantum randomness versus the mixing parameter \( v \). As expected, the quantum randomness measure \( R^Q_Z \) obtained through the a fully quantum picture is smaller than \( R^C_Z \), which is derived by the measurement-based method, while they both vanish when the state is incoherent, and are equal to the Shannon entropy in the pure state case.
4.2 Coherence or randomness distillation

When Alice performs a projective measurement $P_I$ on $N$ identical pure states $|\psi\rangle = \sum_i a_i |i\rangle$, she will obtain $N$ i.i.d. random variables $A_1, A_2, \ldots, A_N$. For the state $|\psi\rangle$ that is not maximally coherent, the randomness of the measurement outcomes is biased. Then, as shown in Fig. 4-4(a), Alice can perform a randomness extraction process to transform the $N$ biased random numbers to $l \approx NR_C^Z(|\psi\rangle)$ almost uniformly distributed random bits.
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Figure 4-4: Random number extraction and coherence distillation. The randomness extraction process can be replicated by first distilling the coherence of the quantum state. Measurement outcomes will directly produce uniformly random bits.
We show in Fig. 4-4(b) that the extraction can be equivalently performed before measurement. Now, the extraction becomes a quantum procedure, which we call quantum extraction. Considering the equivalence between intrinsic randomness and quantum coherence, quantum extraction can be regarded as a procedure of coherence distillation. This concept resembles the distillation procedure of another (more popular) quantumness measure—entanglement [15].

With quantum extraction, we can first distil the input state $|\psi\rangle = \sum_i a_i |i\rangle$ into the maximally coherent state $|\Psi_2\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$. Then, we can directly obtain uniformly distributed random bits by measuring the maximally coherent state. For $N$ copies of $|\psi\rangle$, it is shown in Supplementary Materials that we can asymptotically obtain $l$ copies of $|\Psi_2\rangle$, where $l$ and $N$ satisfy the following condition,

$$l/N \approx R_C^Z (|\psi\rangle) .$$

Taking a pure qubit input state as an example, the distillation procedure is summarized as follows.

1. Prepare $N$ copies of qubit state $|\psi\rangle^{\otimes N} = (\alpha |0\rangle + \beta |1\rangle)^{\otimes N}$, which can be binomially expanded on the computational basis. There are $N+1$ distinct coefficients, $\beta^N, \alpha^1\beta^{N-1}, \ldots, \alpha^N$, corresponding to different subspaces that have the same number of $|0\rangle$ or $|1\rangle$.

2. Perform a projection measurement to distinguish between those subspaces. For the $k$th subspace, which has coefficient $\alpha^{N-k}\beta^k$, the measurement probability is given by $p_k = \binom{N}{k} |\alpha|^{2(N-k)} |\beta|^{2k}$. The resulting quantum state of the $k$th outcome corresponds to a maximally coherent state $|\Psi_{D_k}\rangle$ of dimension $D_k = \binom{N}{k}$.

3. Suppose that $2^r \leq D_k < 2^{r+1}$, then we can directly project onto the $2^r$ subspace and convert to $r$ copies of $|\Psi_2\rangle$ as desired.

To see why $r/N$ equals the randomness of $|\psi\rangle$ on average, we only need to take account of the operations that cause a loss of coherence. As shown in Supplementary
Materials, the only two projection measurements lose negligible amount of coherence, thus we asymptotically have $NR^C_Z(|\psi\rangle) \approx r$.

In Appendix A, we further extend the definition of distillable coherence to mixed quantum states. Compared to the definition of the regulated entanglement of formation [174], we also define coherence of formation and conjecture that it equals the regulated intrinsic randomness measure,

$$R^C_Z(\rho) = \lim_{N \to \infty} \frac{R^C_Z(\rho \otimes N)}{N}.$$  \hspace{1cm} (4.23)

### 4.2.1 Comparison with entanglement

As shown in Table 4.1, there exist strong similarities between the frameworks of coherence and entanglement (see also Ref. [175]), our study can be regarded as an extension of the convex roof measure from entanglement to coherence. Similar to the case of EOF, as a convex roof measure for coherence, we expect our proposed measure to play an important role in the research of coherence.

| Properties                  | Coherence                      | Entanglement                  |
|-----------------------------|--------------------------------|-------------------------------|
| Classical operation         | Inherent operation [14]        | LOCC [15]                     |
| Classical state             | Incoherent state, Eq. (4.1)    | Separable state               |
| Distance measure            | $C_{\text{rel,ent}}(\rho)$, Eq. (3.3) | Relative entropy distance [16] |
| Convex roof measure         | $R^C_Z(\rho)$, Eq. (4.6)       | EOF [15, 176, 170]            |
| Distillation                | Coherence distillation (Methods) | Entanglement distillation [177, 17] |
| Formation (cost)            | Coherence formation            | Entanglement cost [174, 17]   |
| Foundation tests            | Further research direction     | Nonlocality tests [19, 1]     |
| Interconvertibility         | [178, 179]                     | Deterministic [180], stochastic [181] |
| Catalysis effect            | Further research direction     | Entanglement catalysis [182, 183] |
| Witness                     | Further research direction     | Entanglement witness (EW)     |
| DI applications             | Further research direction     | DIQKD [55, 184], DIQRNG [64] |
| MDI applications            | Further research direction     | MDIQKD [185, 186], MDIEW [29, 30] |

For further research directions, it is interesting to extend the framework of entanglement to coherence. An incomplete list of comparison between the two are shown
in Table 4.1. For instance, it is interesting to see whether $C_{\text{rel,ent}}(\rho)$ and $R^Z(\rho)$ are the unique lower and upper bounds of all coherence measures after regularization, and whether they can coincide. Another interesting and related question is that of quantifying the coherence for an unknown quantum state, similar to the task of using an entanglement witness for quantification. The coherence measure $R_I(\rho)$ given in Eq. (4.6) ensures the true randomness when measuring a state $\rho$ in the $I$ basis. Such a technique can be utilized to construct a semi self-testing quantum random number generator. A straightforward way to do this is to first perform tomography on the to-be-measured state $\rho$ and then estimate the randomness of the $I$ basis measurement outcomes according to Eq. (4.6). As the coherence measure $R_I(\rho)$ quantifies the output randomness in a measurement, our result can also be applied in other randomness generation scenarios [187, 103, 110, 64].

The definition of coherence and intrinsic randomness is based on a specific computational basis. In this perspective, the quantum feature can be quantified by the superposition strength on the measurement basis. Alternatively, we can define similar quantumness as the ability of measurements. For an arbitrary pure quantum state, if we can choose the measurement basis that is complementary to the state, quantum feature similar to coherence can also be maximally revealed. The definitions of coherence based on the property of quantum state with a given measurement basis and the property of measurement is similar to the relationship between the pictures of Schrodinger and Heisenberg. The current definition of coherence thus follows from the routine of the Schrodinger’s picture.

We also investigate intrinsic randomness without specifying a measurement basis. In this case, we consider the scenario that an optimal measurement basis is chosen to maximize the output randomness. Here, we do not assume that the choice of measurement basis is secret from Eves point of view. Thus, we still have to consider the minimization of intrinsic randomness on the chosen measurement basis. In this case, this basis-independent intrinsic randomness can be defined as $R(\rho) = \max_I R^Z_I(\rho)$. In the qubit example, we show that the basis-independent intrinsic randomness is related to the purity of a quantum state. We thus demonstrate that intrinsic randomness
can be used to quantify other quantum features.

4.3 Basis independent randomness and coherence

Here, we quantify the intrinsic randomness under a different scenario. When the measurement basis has not been specified, we can still consider the intrinsic randomness. In this case, Alice can choose an optimal measurement basis to maximize the output randomness. Here, we do not assume that the choice of measurement basis is secret from Eves point of view. Thus, we still have to consider the minimization of intrinsic randomness on the chosen measurement basis. In this case, this basis-independent intrinsic randomness can be defined as

\[ R(\rho) = \max_I R_I(\rho) . \] (4.24)

Here, the maximization is over all possible projective measurement basis \( I \) and the randomness measure could be either \( R^C_I \) or \( R^Q_I \). We do not consider general POVM measurement for Alice as for it generally requires ancillary quantum states which might introduce coherence and hence randomness. The new definition \( R(\rho) \) still represents the existence of quantum effects. That is, nonzero \( R(\rho) \) will always indicate the existence of quantumness, although \( R(\rho) \) does not quantify the coherence of quantum states in this instance, since the coherence is defined on a specific basis.

As an example, we consider the basis independent randomness with randomness measure \( R^C_I \) for qubit state \( \rho \). In this example, we also give a direct expression of \( R(\rho) \) for a qubit state \( \rho \). As the randomness measure \( R^C_I \) is a function of \( C_I \) according to Eq. (4.16), we can thus similarly define \( C = \max_I C_I \). In the following, we will focus on calculating \( C \) and the basis independent randomness \( R(\rho) \) is a direct function of it.

An arbitrary measurement basis \( I \) can be considered as a unitary transformation of the measurement basis on the original \( \delta_z \) basis. Equivalently, we can suppose that the measurement basis is unchanged, while a unitary transformation acts upon
the to-be-measured quantum state. Suppose that the original state \( \rho \) has a spectral decomposition given by

\[
\rho = \lambda_1 |\Psi_1\rangle \langle \Psi_1| + \lambda_2 |\Psi_2\rangle \langle \Psi_2|.
\] (4.25)

Thus, a unitary transformation on the state \( \rho \) would only transform the eigenstates \( |\Psi_1\rangle \) and \( |\Psi_2\rangle \) to another basis and leave the eigenvalues \( \lambda_1 \) and \( \lambda_2 \) unchanged. In this case, we can still work on the \( \delta_z \) basis, and obtain

\[
R(\rho) = \max_{|\Psi_1\rangle,|\Psi_2\rangle} R(\rho = \lambda_1 |\Psi_1\rangle \langle \Psi_1| + \lambda_2 |\Psi_2\rangle \langle \Psi_2|).
\] (4.26)

Now, the maximization over all possible measurement basis is equivalently achieved over all possible eigenstates \( |\Psi_1\rangle \) and \( |\Psi_2\rangle \) with given eigenvalues \( \lambda_1 \) and \( \lambda_2 \).

We assume that \( |\Psi_1\rangle = a |0\rangle + b |1\rangle \) and \( |\Psi_2\rangle = b^* |0\rangle - a^* |1\rangle \), where the normalized coefficients \( a, b \) are complex numbers yielding \( a^*a + b^*b = 1 \) and \( |0\rangle \) and \( |1\rangle \) are eigenstates of \( \delta_z \). Then a general density matrix \( \rho \) can be represented by

\[
\rho = \begin{pmatrix}
\lambda_1 |a|^2 + \lambda_2 |b|^2 & (\lambda_1 - \lambda_2)ab^* \\
(\lambda_1 - \lambda_2)a^*b & \lambda_1 |b|^2 + \lambda_2 |a|^2
\end{pmatrix}.
\] (4.27)

To get \( C \), we need to calculate \( M \), which can be written as

\[
M = \begin{pmatrix}
(\lambda_1 - \lambda_2)a^*b & \lambda_1 |a|^2 + \lambda_2 |b|^2 \\
\lambda_1 |b|^2 + \lambda_2 |a|^2 & (\lambda_1 - \lambda_2)a^*b \\
(\lambda_1 - \lambda_2)a^*b^* & \lambda_1 |a|^2 + \lambda_2 |b|^2 \\
\lambda_1 |b|^2 + \lambda_2 |a|^2 & (\lambda_1 - \lambda_2)a^*b^*
\end{pmatrix}.
\] (4.28)

By denoting

\[
A = (\lambda_1 - \lambda_2) |a|^2 |b|^2
\]
\[
B = (\lambda_1 |a|^2 + \lambda_2 |b|^2)(\lambda_1 |b|^2 + \lambda_2 |a|^2)
\]
\[
C = 2(\lambda_1 - \lambda_2)a^*b(\lambda_1 |a|^2 + \lambda_2 |b|^2)
\]
\[
D = 2(\lambda_1 - \lambda_2)a^*b(\lambda_1 |b|^2 + \lambda_2 |a|^2)
\] (4.29)
The matrix \( M \) can be denoted by
\[
M = \begin{pmatrix}
A + B & C \\
D & A + B
\end{pmatrix}
\]  
(4.30)

And \( \eta_1 \) and \( \eta_2 \) will be the two roots of the equation
\[
\eta^2 - 2(A + B)\eta + (A + B)^2 - CD = 0
\]  
(4.31)

Now we can calculate the square of \( C(\rho) \) by
\[
C(\rho)^2 = (\sqrt{\eta_1} - \sqrt{\eta_2})^2 \\
= \eta_1 + \eta_2 - 2\sqrt{\eta_1\eta_2} \\
= 2(A + B) - 2\sqrt{(A + B)^2 - CD}
\]  
(4.32)

Here we notice that \( CD = 4AB \), hence
\[
C(\rho)^2 = 2(A + B) - 2|A - B|
\]  
(4.33)

where \( A - B = -\lambda_1\lambda_2(|a|^2 + |b|^2)^2 \leq 0 \), thus
\[
C(\rho) = \sqrt{4A} = |\lambda_1 - \lambda_2| (2|a||b|) \\
\leq |\lambda_1 - \lambda_2| (|a|^2 + |b|^2) \\
= |\lambda_1 - \lambda_2|
\]  
(4.34)

Notice that, the equal sign is taken for a measurement basis complementary to the eigenbasis of \( \rho \). For \( \rho = (I + n_x\delta_x + n_y\delta_y + n_z\delta_z)/2 \), we have that \( \lambda_1 = (1 + n)/2 \) and \( \lambda_2 = (1 - n)/2 \), where \( n = \sqrt{n_x^2 + n_y^2 + n_z^2} \). Therefore, we have
\[
C(\rho) = n.
\]  
(4.35)

Thus this value can be physically related to the degree of how mixed the state \( \rho \) is.
Chapter 5

Quantum Bernoulli Factory

Bernoulli factory \cite{23, 24} is a simple yet interesting task in classical randomness processing. This chapter discusses quantum Bernoulli factory \cite{188} and show its fundamental difference from classical Bernoulli factory. The key difference lie on the coherent superposition of states. To demonstrate this difference, we also present a theoretical protocol and an experiment verification with superconducting qubits \cite{189}.

5.1 Theoretical protocol

Coherent superposition of different states, coherence, is a peculiar feature of quantum mechanics that distinguishes itself from Newtonian theory. In different scenarios, coherence exhibits as various quantum resources, such as entanglement \cite{17}, discord \cite{190}, and single-party coherence \cite{14}. In many quantum information tasks, the common resource leading to quantum advantage is multipartite quantum correlations. For instance, entanglement plays a crucial role in quantum key distribution \cite{6, 8}, teleportation \cite{191}, and computation \cite{9, 10}. While the essence of multipartite correlation originates from coherent superposition, it is natural to expect the essence of quantum advantage to also originate from coherence. This raises a fundamental question: Can quantum advantage be obtained without using multipartite correlations?

In randomness generation, it has been shown that coherence is the essential resource for generating true random numbers \cite{21}. It is thus natural to expect coher-
ence to be a resource for displaying quantum advantages in certain randomness related tasks. Remarkably, in a recent work by Dale et al., a rather simple task of randomness processing is proposed to show that coherence yields a provable quantum advantage over classical stochastic physics. In this randomness processing task, a classical coin, see Fig. 5-1(a), corresponds to a classical machine that produces independent and identically distributed random variables where each one has the binary values, head (0) and tail (1). A coin is called a \( p \)-coin if the probability of producing a head is \( p \), where \( p \in [0, 1] \). Given an unknown \( p \)-coin, an interesting question is whether one can construct an \( f(p) \)-coin, where \( f(p) \) is a function of \( p \) and \( f(p) \in [0, 1] \). Such construction processing is called a Bernoulli factory.

![Figure 5-1: Classical and quantum coin. For a given \( p \) value, (a) classical and (b) quantum \( p \)-coin corresponds to two different ways of encoding \( p \), see Eqs. (5.1) and (5.2), respectively. The key difference lies in whether there is coherence in the computational basis.](image)

Let us take \( f(p) = 1/2 \) for example, which was solved by von Neumann with a rather simple but heuristic strategy. Flip the \( p \)-coin \( (p \neq 0) \) twice. If the outcomes are the same start over; otherwise, output the second coin value as the \( 1/2 \)-coin output. Therefore, the function of \( f(p) = 1/2 \) can be constructed from an arbitrary unknown \( p \)-coin. As a generalization, a natural question involves which kind of function \( f(p) \) can be constructed from an unknown \( p \)-coin. This classical Bernoulli factory problem was solved by Keane and O’Brien. Generally speaking, a necessary condition for \( f(p) \) being constructible is that \( f(p) \neq 0 \) or \( 1 \) when \( p \in (0, 1) \). The function \( f(p) = 1/2 \) satisfies this condition, while there are many other examples that violate it. For instance, surprisingly, the simple “probability amplification”
function $f(p) = 2p$ does not satisfy the constructible condition, where we have $f(1/2) = 1$. Therefore, there is no classical method to construct an $f(p) = 2p$-coin.

In the language of quantum mechanics, a $p$-coin corresponds to a machine that outputs identically mixed qubit states,

$$
\rho_C = p |0\rangle \langle 0| + (1 - p) |1\rangle \langle 1|,
$$

where $p \in [0, 1]$, and $Z = \{|0\rangle, |1\rangle\}$ is the computational basis denoting head and tail, respectively. As $p$ is generally unknown, we can regard $\rho_C$ as a classical way of encoding an unknown parameter $p$. A measurement in the $\{|0\rangle, |1\rangle\}$ basis would output a head or a tail with a probability according to $p$ and $1 - p$, respectively. On the other hand, a quantum way of encoding $p$, see Fig. 5-1(b), can be a coherent superposition of $|0\rangle$ and $|1\rangle$, i.e., $\rho_Q = |p\rangle \langle p|$ with

$$
|p\rangle = \sqrt{p} |0\rangle + \sqrt{1 - p} |1\rangle.
$$

Following the nomenclature in Ref. [188], we call such a quantum coin a *quoin*. It is straightforward to see that a $p$-coin can always be constructed from a $p$-quoin by measuring it in the $Z$ (computational) basis. Thus, classically constructible (via coins) $f(p)$ functions are also quantum mechanically constructible (via quoins), while a really interesting question is whether the set of quantum constructible functions (via quantum a Bernoulli factory) is strictly larger than the classical set.

In Ref. [188], Dale et al. have theoretically proved the necessary and sufficient conditions for $f(p)$ being quantum constructible. Specifically, they show that there are functions, for instance $f(p) = 2p$, which are impossible to construct classically, but can be efficiently realized in the presence of $p$-quoins. Therefore, they provide a positive answer to this problem where quantum resources are strictly superior to classical ones. The protocol for generating the $f(p) = 2p$ function relies on Bell state measurement on two quoins, which essentially establish entanglement between the two quoins.

1 A complete definition is: $f(p) = 2p$ when $p \in [0, 1/2]$ and $f(p) = 2(1 - p)$ when $p \in (1/2, 1]$. 
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Now, we are interested in seeing whether such a quantum advantage persists even when multipartite correlations, such as entanglement, are absent. Thus, we only allow single qubit operations. Without two-qubit operations, it turns out that constructing the $f(p) = 2p$ function will require many copies of qubits defined in Eq. (5.2) and the convergence could be poor. In this chapter, we propose another function that is impossible with classical means but feasible with only limited number of single-qubit operations.

**The protocol for quantum Bernoulli factory**  Here, we analyze a classically impossible $f(p)$ function defined by

$$f(p) = 4p(1 - p). \tag{5.3}$$

For $p = 1/2$, we have $f(p) = 1$ which means that this function is classically un-achievable. On the other hand, it is straightforward to check that the $f(p)$-function satisfies the requirements for beign quantum constructible [188]. Given a $p$-quoin, we explicitly present an efficient protocol for generating an $f(p)$-coin as follows.

**Step 1** Generate a $p$-coin:

When measuring a $p$-quoin, as given by Eq. (5.2), in the $Z$ basis, the probabilities of obtaining 0 and 1 are $p$ and $1 - p$, respectively.

**Step 2** Generate a $q$-coin, where $q = \left[1 + 2\sqrt{p(1-p)}\right]/2$:

When measuring a $p$-quoin in the $X = \{(|0\rangle + |1\rangle)/\sqrt{2}, (|0\rangle - |1\rangle)/\sqrt{2}\}$ basis, the probabilities of obtaining $(|0\rangle + |1\rangle)/\sqrt{2}$ and $(|0\rangle - |1\rangle)/\sqrt{2}$ are $\left[1 + 2\sqrt{p(1-p)}\right]/2$ and $\left[1 - 2\sqrt{p(1-p)}\right]/2$, respectively.

**Step 3** Construct an $m$-coin from a $p$-coin, where $m = 2p(1 - p)$: toss the $p$-coin twice, output head if the two tosses are different and tail otherwise.

The probability of output two different tossing result is

$$m = P(\text{head})P(\text{tail}) + P(\text{tail})P(\text{head}) = 2p(1 - p). \tag{5.4}$$
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Similarly, one can construct an $n$-coin from a $q$-coin, where $n = 2q(1 - q) = 1/2 - 2p(1 - p)$.

Step 4 **Construct an $s$-coin from an $m$-coin, where** $s = m/(m + 1)$: toss the $m$-coin twice, if the first toss is tail then output tail; otherwise if the second toss is tail, output head; otherwise, repeat this step.

Denote the probability of outputting head and tail by $P(H)$ and $P(T)$, respectively, then,

$$P(H) = P(\text{head})P(\text{tail}) + P(\text{head})(1 - P(\text{tail}))P(H)$$

$$= m(1 - m) + m^2 P(H).$$

(5.5)

Solving this equation, we have

$$s = P(H) = \frac{m}{m + 1}. \quad (5.6)$$

Similarly, one can construct a $t$-coin from an $n$-coin, where $t = n/(n + 1)$.

Step 5 **Construct an $f(p) = 4p(1 - p)$-coin**: first toss the $s$-coin and then the $t$-coin. If the first toss is head and the second toss is tail, then output head; if the first toss is tail and the second toss is head, then output tail; otherwise repeat this step.

Denote the probability of outputting head and tail by $P(H)$ and $P(T)$, respec-
tively, then,

\[ P(H) = P(s - \text{head})P(t - \text{tail}) + (1 - P(s - \text{head})P(t - \text{tail}) \\
- P(s - \text{tail})P(t - \text{head}))P(H) \\
= s(1 - t) + [1 - s(1 - t) - (1 - s)t]P(H) \\
= \frac{m}{m+1} \left(1 - \frac{n}{n+1}\right) \\
+ P(H) \left[1 - \frac{m}{m+1} \left(1 - \frac{n}{n+1}\right) - \left(1 - \frac{m}{m+1}\right) \frac{n}{n+1}\right] \\
= \frac{m}{(m+1)(n+1)} + \frac{mn + 1}{(m+1)(n+1)}P(H) \tag{5.7} \]

Solving this equation, we have

\[ P(H) = \frac{m}{m+n} \]

\[ = \frac{2p(1 - p)}{2p(1 - p) + 1/2 - 2p(1 - p)} \tag{5.8} \]

\[ = 4p(1 - p). \]

In our protocol, generating the \(q\)-coin, where

\[ q = \frac{1}{2} \left[1 + 2\sqrt{p(1-p)}\right], \tag{5.9} \]

is an essential nonclassical step. In fact, the only additionally required coin for constructing all quantum constructible \(f(p)\)-coins is the \(h_a(p)\)-coin,

\[ h_a(p) = \left(\sqrt{p(1-a)} + \sqrt{a(1-p)}\right)^2, \tag{5.10} \]

which can be obtained by measuring the quoin in the \(\{\sqrt{1-a}|0\rangle + \sqrt{a}|1\rangle, \sqrt{a}|0\rangle - \sqrt{1-a}|1\rangle\} \) basis. In our case, we set \(a = 1/2\). Here, one can see that entanglement is not necessary to quantum Bernoulli factory.

In the protocol, the first two steps involve quantum devices, where quoins are measured in the \(Z\) and \(X = \{(|0\rangle + |1\rangle)/\sqrt{2}, (|0\rangle - |1\rangle)/\sqrt{2}\} \) bases, respectively, to
obtain the $p$- and $q$-coins. The following steps (step 3-5) are classical processing of the $p$- and $q$-coins. The rigorous derivation of the classical steps can be found in the Appendix. Comparing to the $f(p) = 2p$ function, our protocol converges much faster, which results in a higher fidelity for the realization.

In practice, owing to experimental imperfections, we cannot realize perfect $p$-quoins and perform ideal measurements to get perfect $p$- and $q$-coins. Thus, in reality, we cannot realize exact $f(p)$-coins, especially, we cannot get $f(p) = 1$ when $p = 1/2$. Following previous studies [194, 195, 196], we employ a truncated function

$$f_t = \min\{f, 1 - \epsilon\}, \quad (5.11)$$

with $\epsilon$ describing the imperfections. When $\epsilon$ is nonzero, the truncated function of $f = 4p(1 - p)$ falls in the classical Bernoulli factory and hence can be constructed via $p$-coins. However, the number of classical coins $N$ required to construct $f(p)$ scales poorly with $\epsilon$, see Appendix for more details. In the experiment, we need to implement high fidelity state preparation and measurement to reduce $\epsilon$ as small as possible in order to faithfully demonstrate the quantum advantage.

In the following, we focus on the preparation and measurement of the $p$-quoin, and how to construct an $f(p) = 4p(1 - p)$ coin via necessary classical processing. Here, we emphasize that the quantum circuit to realize the operations should be independent of $p$. In demonstration, we fix the measurement setting and prepare $p$-quoins for various $p$ values.

### 5.2 Experimental realization

We choose a superconducting qubit system to prepare $p$-quoins. Superconducting quantum systems have made tremendous progress in the last decade, including realizing long coherence times, showing great stability with fast and precise qubit manipulations, and demonstrating high fidelity quantum non-demolition (QND) qubit measurement. Thus, it makes a perfect candidate for our test.
5.2.1 Experiment setup

In our experiment, we employ the so-called ‘circuit quantum electrodynamics architecture’ [197]. A superconducting transmon qubit (our quoin) is located in a waveguide trench and dispersively couples to two 3D cavities [198, 199, 200] as shown in Fig. 5-2. The transmon qubit has a transition frequency of \( \omega_q/2\pi = 5.577 \text{ GHz} \), an anharmonicity \( \alpha_q/2\pi = -246 \text{ MHz} \), an energy relaxation time \( T_1 = 9 \mu\text{s} \), and a Ramsey time \( T_2^* = 7 \mu\text{s} \). The larger cavity has a resonant frequency of \( \omega_c/2\pi = 7.292 \text{ GHz} \) and a decay rate of \( \kappa/2\pi = 3.62 \text{ MHz} \), which provides a fast way of reading out the qubit state through their strong dispersive interaction with a dispersive shift \( \chi/2\pi = -4.71 \text{ MHz} \). As we focus on exhibiting quantum advantage solely with a single quantum system, the smaller cavity with a higher resonant frequency is not used and remains in a vacuum state. This higher frequency cavity can potentially be used as another \( p \)-quoin in future experiments [2]. In this case, joint measurement can be performed on two \( p \)-quoins, which may save the resource. For now, we focus on single-qubit operations.

The output of the readout cavity is connected to a Josephson parametric amplifier (JPA) [201, 202], operating in a double-pumped mode [203, 204] as the first stage of amplification between the readout cavity, at a base temperature of 10 mK, and the high electron mobility transistor, at 4 K. To minimize pump leakage into the readout cavity and achieve a longer \( T_2^* \) dephasing time, we operate the JPA in a pulsed mode. The readout pulse width has been optimized to 180 ns with a few photons in order to have a high signal-to-noise ratio. This JPA allows a high-fidelity single-shot readout of the qubit state. The overall readout fidelity of the qubit measured for the ground state \( |0\rangle \) when initially prepared at \( |0\rangle \) by a post-selection is 0.996, demonstrating the high QND nature of the readout, while the fidelity for the excited state \( |1\rangle \) is slightly lower, 0.943 (see Appendix). The loss of both fidelities is predominantly limited due to the \( T_1 \) process during both the waiting time of the initialization measurement (300 ns) and the qubit readout time (180 ns).

Due to stray infrared photons and other background noise, our qubit has an ex-
cited state population of about 8.5% in the steady state. The high QND qubit measurement allows us to eliminate these imperfections by performing an initialization measurement to purify the qubit by only selecting the ground state for the following experiments [205]. The measurement pulse sequences for preparing quoins can be found in the Appendix. It is worth mentioning that our superconducting system always yields a detection result once the measurement is performed, which is very challenging for other implementations, such as lossy photonic systems.

We apply an on-resonant microwave pulse to rotate the qubit to an arbitrary angle $\theta$ along the $Y$-axis, $R^Y_\theta = \exp(-i \sigma_y \theta / 2)$, where $\sigma_y$ is the Pauli matrix, for a preparation of any $p = \cos^2(\theta / 2)$-quoins. We choose a gaussian envelope pulse truncated to $4\sigma = 24$ ns for the rotation operations. We also use the so-called “derivative removal by adiabatic gate” [206] technique to minimize qubit leakage to higher levels outside the computational space. A randomized benchmark calibration [207, 208, 209, 210] shows that the $R^Y_{\pi/2}$ gate fidelity itself is about 0.998, mainly limited by the qubit decoherence. The final measurement for the quoins is along either the $Z$-axis or the $X$-axis. The measurement along the $X$-axis is realized by applying an extra $R_{-Y}^{\pi/2}$ rotation (Hadamard transformation) followed by a $Z$-basis measurement.

The readout property of the qubit is first characterized as shown in Fig. 5-3. The smaller cavity has a resonant frequency of $\omega_s/2\pi = 8.229$ GHz and remains in vacuum all the time. Because we always purify our qubit initial state to the ground state $|0\rangle$ and use pulses with DRAG [206] to minimize the leakage to levels higher than the first excited state $|1\rangle$, we do not distinguish the levels higher than $|1\rangle$ in the readout. We thus adjust the phase between the JPA readout signal and the pump such that $|0\rangle$ and $|1\rangle$ states can be distinguished with optimal contrast. Figure 5-3a shows the histogram of the qubit readout. The histogram is clearly bimodal and well-separated. A threshold $V_{th} = 0$ is chosen to digitize the readout signal.

Due to stray infrared photons or other background noises, our qubit has an excited state population of about 8.5% in the steady state (solid histogram in Fig. 5-3a). In order to eliminate these excited states for the quoin experiments, a high quantum non-demolition qubit measurement M1 is performed to allow a qubit purification by
only selecting |0⟩ state (see Fig. 5-4) [203]. We wait 300 ns for the readout photons to leak out before the preparation of the qubit to arbitrary superposition states through an on-resonant microwave pulse with various amplitudes. After a purification to |0⟩ state, the following measurement gives a probability of 0.996 of |0⟩ state (dashed histogram in Fig. 5-3a), demonstrating the high quantum non-demolition nature of the qubit measurement. Figure 5-3b shows the basic qubit readout properties. The readout fidelity of the qubit measured at |1⟩ state while initially prepared at |1⟩ state by a measurement is 0.943. The loss of both fidelities is predominantly limited due to the $T_1$ process during both the waiting time of the initialization measurement (300 ns) and the qubit readout time (180 ns).

5.2.2 Results

The experimental pulse sequences for the quoins with state preparations are shown in Fig. 5-4. The measurement is always performed in the $Z$ basis. The $X$-basis measurement is realized by performing an extra $R_{\pi/2}^Y$ rotation before the $Z$-basis measurement. The phase of this extra pre-rotation is chosen to minimize the effect from qubit decoherence during the measurement. In our experiment, the $q$-coins as defined in Eq. (5.9) are implemented, which are also classically impossible when regarded as a function of $q$. The $q$-coin corresponds to the qubits of $|\psi⟩ = \cos(\theta/2)|0⟩ + \sin(\theta/2)|1⟩$. For different $\theta$, our experiment results are listed in Table 5.1.

We also plot the experiment result of the $q$-coins in Fig. 5-5(a) and the result of the $f(p) = 4p(1-p)$-coins by following the protocol in Fig. 5-5(b). The experimentally realized values of $q_{\text{exp}}$ and $f_{\text{exp}}(p)$ are sampled from the observed coins, which match well with the theoretical predictions. By implementing state preparation, operation and measurement with high fidelities, we are able to achieve $q_{\text{exp}}(1/2) = 0.990$ and $f_{\text{exp}}(1/2) = 0.965$, which can be well modeled by the truncated function defined in Eq. (5.12) with $\epsilon = 0.010$ and $\epsilon = 0.035$, respectively.

A randomized benchmarking experiment [207, 208, 209, 210] is performed to de-

---

2The function $q(p)$ is defined in Eq. (5.9). It is straightforward to check to see that $q(1/2) = 1$, indicating that it is classically impossible.
which are composed from rotations around the $X$ axes using the generators: $\{I, +X, +Y, \pm X/2, \pm Y/2\}$. The reference curve is measured after applying sequences of $m$ random Clifford gates, while the $Y/2$ curve is realized after applying sequences that interleave $R^{Y}_{\pi/2}$ with $m$ random Clifford gates. Each sequence is followed by a recovery Clifford gate in the end right before the final measurement. The number of random sequences of length $m$ in our experiment is chosen to be $k = 100$. Both curves are fitted to $F = A p^m + B$ with different sequence decay $p$. The reference decay indicates the average error of the single-qubit gates, while the ratio of the interleaved and reference decay gives the specific gate fidelity. 

The experiment results are displayed in Fig. 5-6. The data point is the average of the sequence fidelities of the $k = 100$ sample sequences, and the error bar shows the standard deviation of the sample. Each random sequence is measured over 10,000 times to get the se-

### Table 5.1: Experiment results.

| $\theta$ | $p$ | $N_p$ | $q_{th}$ | $q_{exp}$ | $f_{th}(p)$ | $f_{exp}(p)$ | $N_{f(p)}$ |
|----------|-----|-------|----------|-----------|-------------|-------------|-----------|
| 0°       | 0.996 | $2.06 \times 10^7$ | 0.563 | 0.504 | 0.016 | 0.014 | $8.66 \times 10^4$ |
| 15°      | 0.979 | $1.87 \times 10^6$ | 0.644 | 0.628 | 0.083 | 0.081 | $8.29 \times 10^5$ |
| 30°      | 0.929 | $2.07 \times 10^7$ | 0.756 | 0.746 | 0.262 | 0.257 | $1.05 \times 10^6$ |
| 45°      | 0.850 | $2.08 \times 10^7$ | 0.857 | 0.847 | 0.509 | 0.495 | $1.25 \times 10^6$ |
| 60°      | 0.748 | $2.08 \times 10^7$ | 0.934 | 0.924 | 0.754 | 0.731 | $1.07 \times 10^6$ |
| 75°      | 0.630 | $1.99 \times 10^6$ | 0.983 | 0.974 | 0.933 | 0.901 | $8.90 \times 10^5$ |
| 90°      | 0.502 | $2.09 \times 10^7$ | 1.000 | 0.990 | 1.000 | 0.965 | $8.85 \times 10^5$ |
| 105°     | 0.375 | $2.18 \times 10^7$ | 0.984 | 0.974 | 0.938 | 0.905 | $9.74 \times 10^5$ |
| 120°     | 0.258 | $2.08 \times 10^7$ | 0.938 | 0.926 | 0.766 | 0.737 | $1.06 \times 10^6$ |
| 135°     | 0.157 | $2.19 \times 10^7$ | 0.864 | 0.849 | 0.530 | 0.508 | $1.32 \times 10^6$ |
| 150°     | 0.080 | $2.09 \times 10^7$ | 0.772 | 0.749 | 0.296 | 0.283 | $1.08 \times 10^6$ |
| 165°     | 0.033 | $2.08 \times 10^7$ | 0.678 | 0.633 | 0.126 | 0.120 | $9.45 \times 10^5$ |
quence fidelity whose error could be neglected. As a result, the average single-qubit
gate error $r_s = r_{ref}/1.875 = (1 - p_{ref})/2/1.875 = 0.0014$, and the $R^Y_{\pi/2}$ gate error
$r_{Y/2} = (1 - p_{int}/p_{ref})/2 = 0.0013$. The dashed lines indicate a gate fidelity of 0.998
and 0.997 respectively. Therefore, the $R^Y_{\pi/2}$ gate fidelity in our experiment is greater
than 0.998, and the uncertainty in the gate fidelity is typically 7e-5, determined by bootstrapping.

5.3 Simulation of Experiment data

5.3.1 The truncated function

Here, we show how to construct the truncated function

$$f_t(p) = \min\{4p(1 - p), 1 - \epsilon_1\}, \epsilon_1 = 0.035 \quad (5.12)$$

from p-coin by classical means. The protocol works as follows.

(i) Toss the p-coin twice, if the outputs are different, then output head otherwise
output tail. This achieves $g(p) = 2p(1 - p)$-coin with two p-coins.

(ii) Apply Theorem 1 in Ref. [194], which gives $h(p) = \min\{2p, 1 - 2\epsilon'_1\}$, and perform
the composition $h(g(p)) = \min\{4p(1 - p), 1 - 2\epsilon'_1\}$. Let $\epsilon'_1 = 0.0175$, the desired
function is obtained.

Now, we calculate the number of p-coins needed in step (ii). By Theorem 1 in
Ref. [194], the probability that more than $n$ p-coins are needed is bounded by

$$P(N > n) \leq \frac{\sqrt{2}}{\epsilon'_1(\sqrt{2} - 1)}\sqrt{\frac{2}{n}}e^{-2\epsilon'^2n}$$

$$+ 72(1 - e^{-2\epsilon'^2})^{-1}e^{-2\epsilon'^2n} + 4 \cdot 2^{-n/9}. \quad (5.13)$$
With large \( n \) and small \( \epsilon'_1 = 0.0175 \), we can approximate Eq. (5.13) by

\[
P(N > n) \lesssim 4.8 \frac{1}{\epsilon'_1 \sqrt{n}} e^{-2 \epsilon'_2 n} + \frac{36}{\epsilon'^2_1} e^{-2 \epsilon'_2 n} \approx \frac{36}{\epsilon'^2_1} e^{-2 \epsilon'_2 n}.
\]

(5.14)

This bound is nontrivial only if the right hand side is less and equal to 1, that is,

\[
n \approx -\frac{1}{2 \epsilon'^2_1} \ln \left( \frac{\epsilon'^2_1}{36} \right) \approx 1.9 \times 10^4.
\]

(5.15)

Thus combining (i) and (ii), the number of \( p \)-coins needed to simulate the \( f_t(p) \) function is more than \( 2 \times 1.9 \times 10^4 = 3.8 \times 10^4 \). Note that, Eq. (5.13) provides only an upper bound to the probability distribution, there may exists more efficient protocols that requires less number usages of \( p \)-coins.

### 5.3.2 Simulation of the \( q \)-coin

Here, we show how to simulate the truncated function of \( q \) coin,

\[
q_t(p) = \min \left\{ \frac{1}{2} \left[ 1 + 2 \sqrt{p(1-p)} \right], 1 - \epsilon_3 \right\},
\]

(5.16)

with \( \epsilon_3 = 0.01 \). To do so, we first construct the truncated coin \( f_t(p) \) defined in Eq. (5.12). Then we can simulate \( q_t(p) \) with the \( f_t(p) \)-coin by applying the following protocol,

1. Apply a square root function of \( f_t(p) \), which gives a \( \sqrt{f_t(p)} \)-coin.

2. Toss the 1/2-coin and the \( \sqrt{f_t(p)} \)-coin, output tail if both tosses are tail.

Then, it is straightforward to check that the following coin is prepared

\[
Q_t(p) = \frac{1}{2} \left[ 1 + \sqrt{f_t(p)} \right] = \min \left\{ \frac{1}{2} \left[ 1 + 2 \sqrt{p(1-p)} \right], \frac{1}{2} \left[ 1 + \sqrt{1-\epsilon_1} \right] \right\},
\]

(5.17)
which coincides with the $q_t(p)$-coin if we let

$$1 - \epsilon_3 = \frac{1}{2} \left[1 + \sqrt{1 - \epsilon_1}\right].$$  \hspace{1cm} (5.18)

In this case, we have $\epsilon_1 = 0.04$. To simulate the $f_t(p)$-coin, we can follow the protocol in Sec. 5.3.1 which costs more than $4 \times 10^4$ number of $p$-coins on average for each $f_t(p)$-coin. The square root function of $f_t(p)$ can be constructed by following the method from Ref. 195 or the one presented in Ref. 188. On average, more than 10 coins are needed for constructing the square root function. Therefore, more than $4 \times 10^5$ number of $p$-coins are necessary for the construction of the truncated function $q_t(p)$.

The classical Bernoulli factory cannot produce exact $q$- and $f(p) = 4p(1 - p)$-coins with finite number of usages of $p$-coins. In practice, the implemented function may deviate from the desired one due to device imperfections. In this case, the practically realized coins may be constructible with classical means, though the number of classical coins required may increase drastically with decreasing deviation. Focusing on the truncated function defined in Eq. (5.12), we present a classical protocol for simulating the experiment data $f_{\text{exp}}(p)$ with $\epsilon = 0.035$. It is shown that, on average, more than $10^4$ classical $p$-coins are required for constructing the truncated function, which is much larger than the average number of quoins (about 20) used in our protocol. For the $q$-coin, as the deviation is smaller, the classical simulation is even harder. In the Appendix, we show that more than $10^5$ classical coins are needed for the truncated function, while our quantum protocol only requires one quoin.

From the experimental perspective, the small deviation $f_{\text{exp}}(1/2)$ from unity in the ideal case is dominated by qubit decoherence. With better qubit coherence times of $T_1, T_2 \sim 100 \mu$s achieved recently [211], we expect the deviation of $f_{\text{exp}}(p)$ from $f_{\text{th}}(p)$ to be an order of magnitude lower. In future, a more accurate quantum Bernoulli factory can be realized and the classical simulation will eventually become intractable.

It is noteworthy that entanglement can be exploited to save resource in the quan-

\footnote{Strictly speaking, the quantum advantage demonstrated here is a weaker version of the one mentioned in the beginning of the Letter, where the function is classically impossible to construct.}
tum Bernoulli factory, which provides an extra advantage for randomness processing [188]. Extending our implementation to multi-qubit systems can verify this extra quantum advantage. When considering practical imperfections, multiple qubit operation generally has a lower fidelity of measurement. Balancing between the saving of resource and decoherence due to multiple-qubit interactions, it is interesting to see whether multipartite correlation can have extra advantage in practice. As we are focusing on proving the advantage only with coherence, we leave such extension and discussion to future works.
Figure 5-2: Experimental setup. (a) Optical image of a transmon qubit located in a trench, which dispersively couples to two 3D Al cavities. (b) Optical image of the single-junction transmon qubit. (c) Scanning electron microscope image of the Josephson junction. (d) Schematic of the device with the main parameters. In our experiment, the higher frequency cavity is not used and always remains in vacuum, which can be used as another $p$-quoin in future experiments [2]. Note that the highlighted boxes in (a) and (b) are not to scale and are intended for illustrative purposes only.
Figure 5-3: Readout properties of the qubit. The phase between the JPA readout signal and the pump has been adjusted such that $|0\rangle$ and $|1\rangle$ states can be distinguished with optimal contrast. a) Bimodal and well-separated histogram of the qubit readout. A threshold $V_{th} = 0$ has been chosen to digitize the readout signal. Solid line is for an initial measurement showing about 8.5% $|1\rangle$ state, while dashed line is for a second measurement after initially selecting $|0\rangle$ state. The disappearance of $|1\rangle$ state demonstrates both a high purification and high quantum non-demolition measurement of the qubit. b) Basic qubit readout matrix. The loss of fidelity predominantly comes from the $T_1$ process during both the waiting time after the initialization measurement and the qubit readout time.
Figure 5-4: Experimental pulse sequences for the preparation of qubits and the measurements in the $Z$ (a) and $X$ (b) bases. An initial measurement $M_1$ is firstly performed to purify the qubit to the ground state $|0\rangle$. The rotation of the qubit is realized by applying an on-resonance microwave pulse with various amplitudes. The measurement is always performed in the $Z$-basis. The measurement in the $X$-basis is realized by performing an extra $R_{-\pi/2}^Y$ pre-rotation. The phase of this extra pre-rotation is chosen to minimize the effect from qubit decoherence during the measurement for the case of $p = 0.5$, which is most sensitive to the final qubit readout accuracy.
Figure 5-5: Theoretical and experimental results for the (a) $q$-coin and (b) $f(p) = 4p(1 - p)$-coin. Here, the number of experiment data for the $p$-quoins is in the order of $10^7$ and the number for the $f(p)$-coin is in the order of $10^6$. On average, we need about 20 $p$-quoins to construct a $f(p)$-coin. The standard deviations of $p$, $q$, and $f(p)$ are in the order of $10^{-4}$, thus are not plotted in the figure.
Figure 5-6: Randomized benchmarking measurement for $R_{\pi/2}^Y$ gate fidelity. The reference curve is measured after applying sequences of $m$ random Clifford gates, while the $Y/2$ curve is realized after applying sequences that interleave $R_{\pi/2}^Y$ with $m$ random Clifford gates. Each sequence is followed by a recovery Clifford gate in the end right before the final measurement. The number of random sequences of length $m$ in our experiment is $k = 100$. Both curves are fitted to $F = Ap^m + B$ with different sequence decay $p$. The data point is the average of the sequence fidelities of the $k = 100$ sample sequences, and the error bar shows the standard deviation of the sample. The average single-qubit gate error $r_s = r_{ref}/1.875 = (1 - p_{ref})/2/1.875 = 0.0014$, and the $R_{\pi/2}^Y$ gate error $r_{Y/2} = (1 - p_{int}/p_{ref})/2 = 0.0013$. The dashed lines indicate a gate fidelity of 0.998 and 0.997 respectively.
Part III

Quantumness and selftesting
Chapter 6

Measurement-device-independent entanglement witness

A conventional way to detect entanglement is via entanglement witness (EW). Practical imperfections can affect the correctness of the witness conclusion. This chapter introduces the measurement device independent entanglement witness (MDIEW) method [29]. We show a time-shift attack to conventional EW and how the MDIEW scheme be immune to such attacks. We also show an experimental realization of the MDIEW scheme [30].

6.1 Time-shift attack

In this section, we show the time-shift attack to conventional entanglement witness. By controlling the arriving time of the photon, we show that the measurement efficiencies mismatches can be exploited to attack conventional EW.

6.1.1 EW and device imperfections

Mathematically, for a given entangled quantum state $\rho$, an Hermitian operator $W$ is called a witness, if $\text{Tr}[W\rho] < 0$ (output of ‘Yes’) and $\text{Tr}[W\sigma] \geq 0$ (output of ‘No’) for any separable state $\sigma$. Focusing on the bipartite scenario, a general illustration of
the conventional EW is shown in Fig. 6-1(a), where two parties, Alice and Bob, each receives one component of a bipartite state $\rho_{AB}$ from an untrusted third party Eve. They want to verify whether $\rho_{AB}$ is entangled or not, by performing local operations and measurements on $\rho_A = \text{Tr}_B[\rho_{AB}]$ and $\rho_B = \text{Tr}_A[\rho_{AB}]$. The correctness of such witness relies on implementation details of $W$. An unfaithful implementation of $W$, say, due to device imperfections, would render the witness results unreliable. For example, the measurement devices used by Alice and Bob might possibly be manufactured by another untrusted party, who could collaborate with Eve and deliberately fabricate devices to make the real implementation $W' = W + \delta W$ be deviated from $W$, such that $W'$ is not a witness any more,

$$\text{Tr}[W'\sigma] < 0 < \text{Tr}[W\sigma]. \quad (6.1)$$

That is, with the deviated witness $W'$, a separable state $\sigma$ could be identified as an entangled one, which is more likely to happen when $\text{Tr}[W\sigma]$ is near zero.

![Diagram](image)

**Figure 6-1:** (a) Conventional EW setup, where Alice and Bob perform local measurements separately and collect information to decide whether the input state is entangled or not. (b) Measurement-device-independent (MDI) EW setup, where Alice and Bob each prepares an ancillary state and a third party Eve performs Bell state measurements (BSMs) on the ancillary states and the to-be-witnessed bipartite state. Based on the choices of Alice and Bob’s ancillary states and the BSM results, they can judge whether the input state is entangled or not.

There is a strong similarity between EW and quantum key distribution (QKD) where an entanglement-breaking channel would cause insecurity [212]. Roughly speaking, it is crucial for Alice and Bob to prove that entanglement can be preserved in a secure QKD channel. From this point of view, there exists correlation between the security of QKD and the success of EW. For the varieties of attacks in QKD, such as
time-shift attack \cite{213} and fake-state attack \cite{214}, one may also find similar detection loopholes in the conventional EW process. Originated from this analogy, we construct a time-shift attack that manipulates the efficiency mismatch between detectors used in an EW process. Under this attack, any state could be witnessed to be entangled, even if the input state is separable. By this example, we demonstrate that there do exist loopholes in the conventional EW procedure.

6.1.2 Time-shift attack

Originated from quantum cryptography \cite{213}, takes advantage of efficiency mismatch of the measurement devices. As shown in Fig.6.2(a), typically two detectors are used on each side of Alice and Bob. By controlling the single-photon-counting modules (SPCMs) and coincidence gate, Eve is able to enlarge the efficiency mismatch and hence manipulate the EW result.

To implement this attack, we choose a conventional witness,

\[ W = \frac{1}{2} I - \langle \Psi^- \rangle \langle \Psi^- \rangle, \]

for bipartite states in the form of

\[ \rho_{AB}^\alpha = (1 - v) |\Psi^-\rangle \langle \Psi^-| + \frac{v}{2} (|HH\rangle \langle HH| + |VV\rangle \langle VV|), \]

(6.2)

where H (V) denotes the horizontal (vertical) polarization of the single photons and $|\Psi^-\rangle = (|HV\rangle - |VH\rangle)/\sqrt{2}$ is a Bell state. By decomposing $W$ into a linear combination of product Pauli matrices,

\[ W = \frac{1}{4} \left( \sum_{i=0}^{3} \sigma_i \otimes \sigma_i \right), \]

(6.3)

the EW can be realized by local measurements, we can decompose $W$ to

\[ Tr[W\rho_{AB}] = \frac{1}{4} (1 + \langle \sigma_x \sigma_x \rangle + \langle \sigma_y \sigma_y \rangle + \langle \sigma_z \sigma_z \rangle). \]
Figure 6-2: Time shift attack to the conventional EW. (a) Experimental setup of the time-shift attack. Photon pairs are generated by SPDC using a femtosecond pump laser with a central wavelength of 390 nm and a repetition frequency of 80 MHz. POL: polarizer, HWP: half-wave plate, QWP: quarter-wave plate, IF: interference filter with 780 nm central wavelength, PBS: polarizing beam splitter, SFC: single-mode fiber coupler, SMF: single-mode fiber, SPCM: single-photon-counting module, some with extra internal delay lines. (b) Synchronization between SPCMs. Build-in delay lines enable Eve to shift the output signals $d_{a1}$ and $d_{b0}$ by $\Delta t$. (c) Coincidence count versus time delay, where the time window is set to 4 ns. All data points are measured for 2 seconds, and time-shift attack is implemented with $\Delta t = 5.50 \pm 0.24$ ns, which corresponds to the grey area.

That is, to identify the entanglement, Alice and Bob just have to each analyze the qubit state in three bases separately. When the bipartite state is projected to the positive (negative) eigenstates of $\sigma_x \sigma_x$, $\sigma_y \sigma_y$, and $\sigma_z \sigma_z$, it will contribute positively (negatively) to the witness result $Tr[W\rho_{AB}]$. For example, when measuring $\sigma_x \sigma_x$, Alice and Bob will both project the input state to the eigenstates of $\sigma_x$, $\sigma_x^+$ or $\sigma_x^-$, with corresponded eigenvalues of +1 or −1, respectively, and obtain probabilities $\langle \sigma_x^+ \sigma_x^\pm \rangle$. Then the value of $\langle \sigma_x \sigma_x \rangle$ is defined as $\langle \sigma_x^+ \sigma_x^+ \rangle + \langle \sigma_x^- \sigma_x^- \rangle - \langle \sigma_x^+ \sigma_x^- \rangle - \langle \sigma_x^- \sigma_x^+ \rangle$. From Eve’s point of view, she wants to convince Alice and Bob that the bipartite state is entangled, that is, $Tr[W\rho_{AB}] < 0$. Thus, her objective is to suppress the positive contributions of $Tr[W\rho_{AB}]$, such as $\langle \sigma_x^+ \sigma_x^+ \rangle$ and $\langle \sigma_x^- \sigma_x^- \rangle$ for $\sigma_x \sigma_x$ measurement, by manipulating the coincidence rate between SPCMs, equivalently enlarging the detec-
tor efficiency mismatch. In this case, from Alice and Bob’s point of view, the real implemented witness $W'$ is deviated from the desired one $W$, and satisfies Eq. (6.1).

To realize the attack, we exploit the time mismatch of the two single-photon-counting modules (SPCMs) such that one detector is more efficient than the other. In this case, the real implementation ($W'$) is deviated from the original design witness $W$. In the attack Eve can suppress the positive contributes of the witness result $Tr[W\rho_{AB}]$ to let the witness result $Tr[W'\rho_{AB}]$ be negative by adjusting the time mismatch. For example, when measuring $\sigma_x\sigma_x$, Alice and Bob will project the input state to the eigenstates of $\sigma_x$, that is $\sigma_x^+$ and $\sigma_x^-$, corresponding to positive and negative eigenvalue respectively, and obtain probabilities $\langle \sigma_x^\pm \sigma_x^\pm \rangle$. Then the value of $\langle \sigma_x \sigma_x \rangle$ is defined as

$$\langle \sigma_x \sigma_x \rangle = \langle \sigma_x^+ \sigma_x^+ \rangle + \langle \sigma_x^- \sigma_x^- \rangle - \langle \sigma_x^+ \sigma_x^- \rangle - \langle \sigma_x^- \sigma_x^+ \rangle. \quad (6.4)$$

The probabilities $\langle \sigma_x^\pm \sigma_x^\pm \rangle$ is measured from coincidence counts $N_A^\pm N_B^\pm$ of detectors, that is

$$\langle \sigma_x^\pm \sigma_x^\pm \rangle = \frac{N_A^\pm N_B^\pm}{\sum N_A^\pm N_B^\pm}. \quad (6.5)$$

If the positive coincidence counts are all suppressed, that is $N_A^+ N_B^- = N_A^- N_B^+ = 0$, then the outcome of $\langle \sigma_x \sigma_x \rangle$ is

$$\langle \sigma_x \sigma_x \rangle = -\langle \sigma_x^+ \sigma_x^- \rangle - \langle \sigma_x^- \sigma_x^+ \rangle = -\frac{N_A^+ N_B^-}{\sum N_A^\pm N_B^\pm} - \frac{N_A^- N_B^+}{\sum N_A^\pm N_B^\pm} = -1. \quad (6.6)$$

Similarly, the all the other local measurements $\langle \sigma_y \sigma_y \rangle$ and $\langle \sigma_z \sigma_z \rangle$ become $-1$ by suppressing positive coincidence counts, which gives a witness result of

$$Tr[W'\rho_{AB}] = -\frac{1}{2} \quad (6.7)$$

for any state $\rho_{AB}$.

In our experiment demonstration, we only suppress the positive coincidence counts to 10.9(1)\% instead of neglecting all of them to make a wrong witness result of a
separable state to be entangled.

In our experiment, as shown in Fig. 6-2(a), by encoding qubits in the polarization of photons, the bipartite state \((|HH\rangle_{ab} + |VV\rangle_{ab})/\sqrt{2}\) is generated via spontaneous parametric down conversion (SPDC). Two adjustable POLs are used to disentangle the initial state and project it to \(|HH\rangle_{ab}\) and \(|VV\rangle_{ab}\) with equal probabilities, corresponding to the separable state with \(v = 1\) in Eq. (6.2). After a 45° HWP, the to-be-witnessed two-qubit system is prepared in the state of \(\rho_{AB} = (|HV\rangle \langle HV| + | VH\rangle \langle VH|)/2\). Then Alice and Bob each performs polarization analysis on a qubit from the bipartite state using waveplates, PBSs and SPCMs, and guides the electronic signals from the SPCMs into a coincidence gate.

As shown in Fig. 6-2b, in the time-shift attack, Eve controls the delay lines in the detection systems and the time window of the coincidence gate, and hence manipulates the time-dependent coincidence counting rates between detectors \(d_{a0}\) and \(d_{b0}\), \(d_{a1}\) and \(d_{b1}\). Hence, she can suppress the positive contributions of measurements \(\langle \sigma_x\sigma_x\rangle\), \(\langle \sigma_y\sigma_y\rangle\) and \(\langle \sigma_z\sigma_z\rangle\). In our demonstration, by setting proper parameters, we let the positive contributions drop to 10.9(1) % of their original values. Since this attack would not affect the negative contributions of \(Tr[W\rho_{AB}]\), the experimental outcomes for \(\langle \sigma_x\sigma_x\rangle\), \(\langle \sigma_y\sigma_y\rangle\) and \(\langle \sigma_z\sigma_z\rangle\) become negative as expected. Finally, Alice and Bob obtain a witness of \(\rho_{AB} = Tr[W'\rho_{AB}] = -0.379 (4)\), although the input state \(\rho_{AB}\) is, in fact, separable. By changing the \(\Delta t\) to a larger value, one can even obtain a fake result as that from a maximal entangled state. Thus, a separable bipartite state could be wrongly witnessed to be entangled when Eve is able to manipulate the detection system. It is not hard to see that for any state \(\rho\), Eve can perform a similar attack and trick Alice and Bob that it is entangled.

6.2 The MDIEW scheme

Recently, Lo et al. [185] proposed an measurement-device-independent (MDI) QKD method, which is immune to all hacking strategies on detection. Due to the similarity between QKD and EW, one would also expect that there exist EW schemes without
detection loopholes. Meanwhile, a nonlocal game is proposed to distinguish any entangled state from all separable states [3]. Inspired by this game, Branciard et al. [29] proposed an MDIEW method, where they proved that there always exists an MDIEW for any entangled state with untrusted measurement apparatuses.

As shown in Fig. 6-1(b), Alice and Bob want to identify whether a given bipartite state, prepared by an untrusted party Eve, is entangled or not without trusting measurement devices. To do so, Alice (Bob) prepares an ancillary state $\tau_s (\omega_t)$ and sends it along with the to-be-witnessed bipartite state to a willing participant, who can be assumed to be Eve again in the worst case scenario. Eve performs two Bell-state measurements (BSMs) on the two ancillary states and the bipartite state. Then, she announces to Alice and Bob the BSMs results, based on which they will witness the entanglement of the bipartite state. In MDIEW, it is guaranteed that a separable state will never be wrongly identified as an entangled one, even if Eve maliciously makes wrong measurements and/or announces unfaithful information.

Measurement-device-independent entanglement witness (MDIEW) provides means to witness entanglement of a quantum state without trusting measurement devices [29]. The idea of MDIEW is inspired from the MDI quantum key distribution (MDIQKD) [185]. As proved in Ref. [29], there always exists an MDIEW for any quantum state $\rho$, as one can always construct MDIEW based on the conventional witness $W$ which exists for any quantum state (we refer to [44] for details of conventional entanglement witness). In the following, we will design a MDIEW scheme and apply it to a type of bipartite quantum states in the form of

$$\rho_{AB}^{v} = (1 - v)|\Psi^-\rangle\langle\Psi^-| + \frac{v}{2}(|00\rangle\langle00| + |11\rangle\langle11|),$$

with $v \in [0, 1]$ and $|\Psi^-\rangle = (|01\rangle - |10\rangle)/\sqrt{2}$. The state is entangled if $v < 1/2$, which can be witnessed by a conventional EW,

$$W = \frac{1}{2}I - |\Psi^-\rangle\langle\Psi^-|,$$

and its result, $\text{Tr}[W \rho_{AB}^{v}] = (2v - 1)/2$. 
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Practically, the conventional EW can be realized with only local measurements by decomposing $W$ into a linear combination of product Hermitian observables. In the bipartite scenario of Alice and Bob, they only need to perform local measurements to decide the entanglement of quantum states. In contrast, MDIEW requires Alice (Bob) to prepare another ancillary state $\tau_s$ ($\omega_t$) and perform Bell-state measurements (BSMs) on the to be witnessed state and the ancillary state. Based on the choice of the ancillary states, labeled by $s$ and $t$, and the measurement outcomes, labeled by $a$ and $b$, MDIEW is defined as

$$J(\rho_{AB}) = \sum_{s,t} \beta_{a,b}^{s,t} p(a, b|\tau_s, \omega_t).$$

That is, $\rho_{AB}$ is entangled while $J(\rho_{AB}) < 0$ and for any separable state $\sigma_{AB}$, we have $J(\sigma_{AB}) \geq 0$. Here the probabilities $p(a, b|\tau_s, \omega_t)$ are obtained from performing two BSMs on the to be witnessed state $\rho_{AB}$ and the ancillary states $\tau_s$ and $\omega_t$. That is,

$$p(a, b|\tau_s, \omega_t) = \text{Tr}[(M_a \otimes M_b)(\tau_s \otimes \rho_{AB} \otimes \omega_s)],$$

where $M_a$ and $M_b$ represent BSMs performed by Alice and Bob with outcome $a$ and $b$, respectively. In Eq. (6.10), the coefficient $\beta_{a,b}^{s,t}$ is determined by the choice of ancillary states, measurement outcomes and the conventional witness $W$. In the experiment, as only two $|\Phi^+\rangle = (|00\rangle + |11\rangle)/\sqrt{2}$ and $|\Phi^-\rangle = (|00\rangle - |11\rangle)/\sqrt{2}$ out of four BSM outcomes are recorded, we consider the outcomes of $a$ and $b$ to be + and −, which refer to $|\Phi^-\rangle$ and $|\Phi^-\rangle$, respectively. There are four kind of $\beta_{a,b}^{s,t}$, depending on different values of $a$ and $b$. In the following, we will design $\beta_{a,b}^{s,t}$ for our MDIEW.

The case of $a = +$ and $b = +$ is considered in Ref. [29]. Decompose a conventional EW as a linear combination of product Hermitian operators, $\{\tau_s \otimes \omega_t\}$,

$$W = \sum_{s,t} \beta_{s,t}^{++} \tau_s^T \otimes \omega_t^T,$$

where the superscript $T$ means matrix transpose. In the corresponding MDIEW, Alice
and Bob prepare their ancillary states into \{\tau_s\} and \{\omega_t\}, respectively. According to Eq. (6.11), \(p(+, +|\tau_s, \omega_t)\) is obtained by projecting the joint states \(\text{Tr}_B[\rho_{AB}] \otimes \tau_s\) and \(\text{Tr}_A[\rho_{AB}] \otimes \omega_t\) to the maximally entangled states \(|\Phi^+_{AA}\rangle = (|00\rangle + |11\rangle)/\sqrt{2}\) and \(|\Phi^+_{BB}\rangle = (|00\rangle + |11\rangle)/\sqrt{2}\), respectively. Then it is easy to show that the relation between MDIEW and the conventional EW is

\[
J(\rho_{AB}) = \text{Tr}[W\rho_{AB}]/4, \tag{6.13}
\]

which equals \((2v - 1)/8\) using Eq. (6.8) and (6.9).

### MDIEW with two measurement outcomes

In our work, we also consider other BSM outcomes. For example, if Alice and Bob get outcomes \(a = -\) and \(b = -\), then \(\beta_{s,t}^-\) is calculated similarly as Eq. (6.12) by decomposing \(W\),

\[
W = \sum_{s,t} \beta_{s,t}^- \tilde{\tau}_s^T \otimes \tilde{\omega}_t^T, \tag{6.14}
\]

where \(\langle j|\tilde{\tau}|i\rangle = (-)^{i+j}\langle j|\tau|i\rangle\) and \(\langle j|\tilde{\omega}|i\rangle = (-)^{i+j}\langle j|\omega|i\rangle\). By redefining the basis that \(W\) is decomposed, \(\{\tilde{\tau} \otimes \tilde{\omega}\}\), the ancillary states prepared by Alice and Bob are still \(\{\tau_s\}\) and \(\{\omega_t\}\). In this case, \(p(-, -|\tau_s, \omega_t)\) is obtained by projecting the joint states \(\text{Tr}_B[\rho_{AB}] \otimes \tau_s\) and \(\text{Tr}_A[\rho_{AB}] \otimes \omega_t\) to the maximally entangled states \(|\Phi_{AA}\rangle = (|00\rangle - |11\rangle)/\sqrt{2}\) and \(|\Phi_{BB}\rangle = (|00\rangle - |11\rangle)/\sqrt{2}\), respectively.

With a similar manner, one can also decompose \(W\) for the cases of \(a = +\) and \(b = -\), \(a = -\) and \(b = +\). All the four cases of \(a\) and \(b\) are summarized in Table 6.1.

| \(M_{AA}\) | \(M_{BB}\) | \(W\) |
|-----------------|-----------------|-----------------|
| \(|\Phi^+_{AA}\rangle = |00\rangle \otimes |11\rangle\) | \(|\Phi^+_{BB}\rangle = |00\rangle \otimes |11\rangle\) | \(W = \sum_{s,t} \beta_{s,t}^+ \tilde{\tau}_s^T \otimes \tilde{\omega}_t^T\) |
| \(|\Phi^-_{AA}\rangle = |00\rangle \otimes |11\rangle\) | \(|\Phi^-_{BB}\rangle = |00\rangle \otimes |11\rangle\) | \(W = \sum_{s,t} \beta_{s,t}^- \tilde{\tau}_s^T \otimes \tilde{\omega}_t^T\) |
| \(|\Phi^+_{AA}\rangle = |00\rangle \otimes |11\rangle\) | \(|\Phi^+_{BB}\rangle = |00\rangle \otimes |11\rangle\) | \(W = \sum_{s,t} \beta_{s,t}^+ \tilde{\tau}_s^T \otimes \tilde{\omega}_t^T\) |
| \(|\Phi^-_{AA}\rangle = |00\rangle \otimes |11\rangle\) | \(|\Phi^-_{BB}\rangle = |00\rangle \otimes |11\rangle\) | \(W = \sum_{s,t} \beta_{s,t}^- \tilde{\tau}_s^T \otimes \tilde{\omega}_t^T\) |

Next, we need to calculate the coefficients \(\beta_{s,t}^{\pm}\) and the corresponding probabilities \(p(\pm, \pm|\tau_s, \omega_t)\) for given ancillary quantum states \(\{\tau_s\}\) and \(\{\omega_t\}\). Define \(\sigma_0 = I\) and
σ₁, σ₂, σ₃ to be the Pauli matrices. Then let τₙ and ωₙ both be the eigenstates of σₙ with eigenvalues of 1. That is, τ₀ = ω₀ = I/2, τₙ = ωₙ = (I + σₙ)/2 for s = 1, 2, 3. By decomposing W into \{τₙ^T ⊗ ωₙ^T\} and \{τₙ^T ⊗ ωₙ^T\}, we find that the coefficients βₙ₉ and the probabilities p(a, b | τₙ, ωₙ) of the two cases ++ and −− are the same, and those of +− and +− are the same.

In the cases of ++ and −−, the coefficients are given by

\[
[\beta^{++}_{st}] = [\beta^{--}_{st}] = \begin{bmatrix}
4 & -1 & -1 & -1 \\
-1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1 \\
\end{bmatrix},
\]

with corresponding probabilities of

\[
p(+, + | τₙ, ωₙ) = p(−, − | τₙ, ωₙ) = \begin{bmatrix}
1/16 & 1/16 & 1/16 & 1/16 \\
1/16 & v/16 & 1/16 & 1/16 \\
1/16 & 1/16 & v/16 & 1/16 \\
1/16 & 1/16 & 1/16 & v/8 \\
\end{bmatrix}.
\]

There are ten nonzero terms in the coefficient matrix, so ten different ancillary inputs (τₙ, ωₙ) are required. In practice, it is possible to reduce the number of inputs by introducing two other states τ₄ = \(I + (σₓ + σᵧ + σₚ)/\sqrt{3}\) and ω₄ = \(I + (σₓ + σᵧ + σₚ)/\sqrt{3}\). In this case, we have another decomposition of W with coefficients of

\[
[\beta^{++}_{st}] = [\beta^{--}_{st}] = \begin{bmatrix}
2\sqrt{3} - 2 & 0 & 0 & 0 & -\sqrt{3} \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
-\sqrt{3} & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

In this setting, only six ancillary sets are required (comparing to ten in the original construction). As a result, we derive the coefficients and probabilities in Eq. (6.10).
for outcomes \(++\) and \(--\), as shown in Table 6.2.

**Table 6.2: Coefficients and probabilities for MDIEW with outcomes \(++\) and \(--\).**

Note that when \(\beta = 0\), the corresponding probability \(p\) is irrelevant.

\[
\omega_0 = I/2, \quad \omega_1 = \frac{I + \sigma_x}{\sqrt{2}} \quad \omega_2 = \frac{I + \sigma_y}{\sqrt{2}} \quad \omega_3 = \frac{I + \sigma_z}{\sqrt{2}} \quad \omega_4 = \frac{I + (\sigma_x + \sigma_y + \sigma_z)}{\sqrt{2}}
\]

| \(\tau_0 = I/2\) | \(\tau_1 = \frac{I + \sigma_x}{\sqrt{2}}\) | \(\tau_2 = \frac{I + \sigma_y}{\sqrt{2}}\) | \(\tau_3 = \frac{I + \sigma_z}{\sqrt{2}}\) | \(\tau_4 = \frac{I + (\sigma_x + \sigma_y + \sigma_z)}{\sqrt{2}}\) |
|-------------------|-------------------|-------------------|-------------------|-------------------|
| \(\beta = 2\sqrt{3} - 2, p = \frac{1}{16}\) | \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) | \(\beta = -\sqrt{3}, p = \frac{1}{16}\) |
| \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) |
| \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) |
| \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) | \(\beta = 0\) |

Similarly, for the other two cases of outcomes \(+–\) and \(−++\), the coefficients are

\[
[\beta_{st}^+] = [\beta_{st}^-] = \begin{bmatrix}
0 & 1 & 1 & -1 \\
1 & -1 & 0 & 0 \\
1 & 0 & -1 & 0 \\
-1 & 0 & 0 & 1
\end{bmatrix}
\]

with corresponding probabilities of

\[
p(+, −|\tau_s, \omega_t) = p(−, +|\tau_s, \omega_t) = \begin{bmatrix}
1/16 & 1/16 & 1/16 & 1/16 \\
1/16 & (2 - v)/16 & 1/16 & 1/16 \\
1/16 & 1/16 & (2 - v)/16 & 1/16 \\
1/16 & 1/16 & 1/16 & v/8
\end{bmatrix}
\]

when using the ancillary states \(\tau_0 = \omega_0 = I/2, \tau_s = \omega_s = (I + \sigma_s)/2\) for \(s = 1, 2, 3\).

Similarly, we can define \(\tau'_4 = \frac{I + (\sigma_x - \sigma_y + \sigma_z)/\sqrt{3}}{2}, \omega'_4 = \frac{I + (\sigma_x - \sigma_y + \sigma_z)/\sqrt{3}}{2}\) so that another decomposition of \(W\) is derived,

\[
[\beta_{st}^+] = [\beta_{st}^-] = \begin{bmatrix}
2\sqrt{3} + 2 & 0 & 0 & -\sqrt{3} \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1 \\
-\sqrt{3} & 0 & 0 & 0
\end{bmatrix}
\]

Again, in this setting, only six measurements are required. The coefficients and probabilities of outcomes \(+−\) and \(−+\) are shown in Table 6.3.
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Table 6.3: Coefficients and probabilities for MDIEW with outcomes $++$ and $-+$. Note that when $\beta = 0$, the corresponding probability $p$ is irrelevant.

| $\tau_0$ | $r_0 = I/2$ | $r_1 = I+\sigma_x$ | $r_2 = I+\sigma_y$ | $r_3 = I+\sigma_z$ | $r_4 = I+(-\sigma_x+\sigma_y+\sigma_z)/\sqrt{3}$ |
|----------|--------------|---------------------|---------------------|---------------------|-----------------------------------------------|
| $\omega_0 = I/2$ | $\beta = 2\sqrt{3} + 2, p = I/16$ | $\beta = 0$ | $\beta = 0$ | $\beta = 0$ | $\beta = -\sqrt{3}, p = I/16$ |
| $\omega_1 = I+\sigma_x$ | $\beta = 0$ | $\beta = -1, p = 2-I/16$ | $\beta = 0$ | $\beta = 0$ | $\beta = 0$ |
| $\omega_2 = I+\sigma_y$ | $\beta = 0$ | $\beta = 0$ | $\beta = -1, p = 2-I/16$ | $\beta = 0$ | $\beta = 0$ |
| $\omega_3 = I+\sigma_z$ | $\beta = 0$ | $\beta = 0$ | $\beta = 0$ | $\beta = 1, p = I/16$ | $\beta = 0$ |
| $\omega'_4 = I+(\sigma_x+\sigma_y+\sigma_z)/\sqrt{3}$ | $\beta = -\sqrt{3}, p = I/16$ | $\beta = 0$ | $\beta = 0$ | $\beta = 0$ | $\beta = 0$ |

Although each of the four cases above defines an MDIEW, we can combine four of them as one to enhance the successful probability of MDIEW,

$$J = \frac{1}{4} \sum_{a,b} \sum_{s,t} \beta_{a,b}^{s,t} p(a, b|\tau_s, \omega_t)$$

$$= \frac{1}{4} \sum_{s,t} (\beta_{s,t}^{++} p(+, +|\tau_s, \omega_t) + \beta_{s,t}^{+-} p(+, -|\tau_s, \omega_t) + \beta_{s,t}^{-+} p(-, +|\tau_s, \omega_t) + \beta_{s,t}^{--} p(-, -|\tau_s, \omega_t))$$

(6.21)

By doing this, we improve the efficiency of experiments by four times comparing to the original proposal [29].

To witness entanglement for the bipartite states defined in Eq. (6.8) with MDIEW defined in Eq. (6.21), in total eight different ancillary state pairs should be prepared, and the results are summarized in Table 6.4.

Table 6.4: Our MDIEW in the form of Eq. (6.21) for the bipartite states defined in Eq. (6.8).

| $\tau_s$ | $\omega_t$ | $\beta_{s,t}^{++}$ | $p(+, +|\tau_s, \omega_t)$ | $\beta_{s,t}^{+-}$ | $p(+, -|\tau_s, \omega_t)$ |
|----------|------------|-------------------|-----------------------------|-------------------|-----------------------------|
| $I/2$    | $I/2$      | $2\sqrt{3} - 2$   | $1/16$                      | $2\sqrt{3} + 2$   | $1/16$                      |
| $I+\sigma_x$ | $I+\sigma_x$ | $1$               | $v/16$                      | $-1$              | $(2 - v)/16$                |
| $I+\sigma_y$ | $I+\sigma_y$ | $1$               | $v/16$                      | $-1$              | $(2 - v)/16$                |
| $I+\sigma_z$ | $I+\sigma_z$ | $1$               | $v/8$                       | $1$               | $v/8$                       |
| $I/2$    | $I+(\sigma_x+\sigma_y+\sigma_z)/\sqrt{3}$ | $-\sqrt{3}$ | $1/16$                      | $0$               | $-$                         |
| $I+(\sigma_x+\sigma_y+\sigma_z)/\sqrt{3}$ | $I/2$ | $-\sqrt{3}$ | $1/16$                      | $0$               | $-$                         |
| $I/2$    | $I+(-\sigma_x-\sigma_y+\sigma_z)/\sqrt{3}$ | $0$             | $-$                         | $-\sqrt{3}$ | $1/16$                      |
| $I+(-\sigma_x-\sigma_y+\sigma_z)/\sqrt{3}$ | $I/2$ | $0$             | $-$                         | $-\sqrt{3}$ | $1/16$                      |
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6.3 Experimental realization

6.3.1 Experiment setup

Our experimental setup for MDIEW is shown in Fig. 6-3, where a six-photon interferometry is utilized. The to-be-witnessed bipartite state $\rho_{34}^v$, defined in Eq. (6.2), is encoded in the photon pair 3 and 4. Photon pairs 1, 2 and 5, 6 are used to prepare the ancillary input states $|\tau_s\rangle_2$ and $|\omega_t\rangle_5$, respectively. In our work, various bipartite states $\{\rho_{34}^v\}$, from maximally entangled to separable, are prepared and tested with the MDIEW. The bipartite state $\rho_{34}^v$ is firstly prepared in the Bell state $|\Phi^-\rangle_{34} = (|HH\rangle - |VV\rangle)/\sqrt{2}$ via a Bell-state synthesizer [215]. As the coherence length of photons is limited by the interference filtering, two 2-mm BBO crystals in each arm result in a relative phase delay between horizontal and vertical polarization components and cause polarization decoherence. Different $v$ can be selected by the "state selector" [216]. They satisfy the relation of

$$v = \cos^2(2\theta),$$  \hspace{1cm} (6.22)

where $\theta$ is the angle of the fast axis of the selector HWP.

In the experiment, eight ancillary state pairs $\{\tau_s, \omega_t\}$ are prepared. The states are encoded by tunable waveplates (one HWP sandwiched by two QWPs), which can realize arbitrary single-qubit unitary transformation. Different from directly polarization measurement in the conventional EW, the analysis of MDIEW is completed by BSMs on $\rho_3^v \otimes |\tau_s\rangle\langle \tau_s|_2$ and $\rho_4^v \otimes |\omega_t\rangle\langle \omega_t|_5$, with two, $|\Phi^\pm\rangle = (|HH\rangle \pm |VV\rangle)/\sqrt{2}$, out of four outcomes been collected.

As defined in Eq. (6.21), we obtain the experimental results $J_{\text{exp}}^v$ as shown in Fig. 6-4. In comparison, we also plot $J_{\text{th}}(\rho_{AB}^v)$ for all values of $v$. Recall that in the aforementioned time-shift attack demonstration, the conclusion from the conventional witness is entangled for $v = 1$, whereas here we show that our MDIEW result is $0.107 \pm 0.019$ and does not conclude an entangled state. One can see that our MDIEW is immune to this attack.
Figure 6-3: Experimental setup for the MDIEW. The photon pairs are generated by type-II SPDC in 2-mm β-barium-borate (BBO) crystals. The pulsed pump laser has a central wavelength of 390 nm and a repetition rate of 76 MHz. To prepare the desired state \((6.2)\), two 2-mm decoherer BBOs (D BBO) on each side with fast axis setting at 0° (up) and 180° (down) to reduce the spatial walk-off effect. By changing the angle \(\theta\) of the selector HWP (S HWP), the desired state \((6.2)\) is prepared with \(v = \cos^2(2\theta)\). Heralded photons 2 and 5 are triggered by the detections of photon 1 and 6, respectively. Waveplates are used to rotate the polarizations to encode photons 2 and 5 to the desired states, \(|\tau_s\rangle_2\) and \(|\omega_t\rangle_5\). The BSM module is composed of three PBSs and two HWPs at 22.5°. All photons are filtered by narrow-band filters (with \(\lambda_{FWHM} = 2.8\) nm for BSM I and \(\lambda_{FWHM} = 8.0\) nm for BSM II) and then coupled into single-mode fibers which connect to SPCMs.

Furthermore, we perform tomography on the to-be-witnessed bipartite states \(\{\rho^v_{34}\}\). The results of the density matrices are shown in Fig. 6-5. The corresponding \(v\) are set by the angle \(\theta\) of the selector HWP given in Eq. (6.22), which is consistent with our fitting values as shown in Supplemental Materials. We evaluate the MDIEW results, Eq. (6.21), from the results of the state tomography \(J_{tom}\) as shown in Fig. 6-4. Meanwhile, to quantify the entanglement of the bipartite states \(\{\rho^v_{34}\}\), we adopt the measure of tangle \([170]\), which can be directly calculated from tomography results. When the tangle goes to zero, the bipartite state becomes a separable state. As shown in the insert of Fig. 6-4, no entanglement exists when \(v\) grows beyond \(1/2\). Such phenomenon is related to the “sudden death of entanglement” \([217]\).
Figure 6-4: MDIEW values are compared for three cases. The theoretical results ($J_{th}$, solid line) are calculated for the states $\rho_{AB}^v$ with different values of $v$ in Eq. (6.2). The tomography results ($J_{tom}$, triangle points) are evaluated for the states $\rho_{34}^v$ after performing tomography on the to-be-witnessed bipartite state. Each point of the experimental results ($J_{exp}$, circular points) is measured from a 16-hour experiment. Vertical error bars indicate one standard deviation and horizontal error bars of the fitting values $v$ from state tomography are described in Supplemental Materials. The inset shows theoretical and experimental values of tangle for input states $\rho_{34}^v$.

6.3.2 Experiment result

Tomography

In the experiment, we prepare the to-be-witnessed bipartite states $\rho_{AB}^v$ in the form of Eq. (6.8) with different values $v$. To verify whether the prepared states $\rho_{34}^v$ is close to the desired ones $\rho_{AB}^v$, their density matrices are reconstructed via quantum tomography with $v$ controlled by the angle $\theta$ of the selector HWP, as shown in Eq. (4) in Main Text. Then we fit the value $v$ by the measured density matrixes $\rho_{34}^v$ to the desired states $\rho_{AB}^v$. As shown in Eq. (6.8), $\rho_{AB}^v$ contains only real numbers, we can infer $v$ from the real part of $\rho_{34}^v$, and the imaginary parts are supposed to be near zero.

The parameter $v$ can be derived from the real-part of matrix $\rho_{34}^v$. For each matrix elements of $\rho_{34}^v$, $\rho_{11}, \rho_{22}, \rho_{33}, \rho_{44}$, and $\rho_{23}$ ($\rho_{32}$ is identical to $\rho_{23}$), one can estimate
Figure 6-5: Tomography of the bipartite state $\rho_{34}^v$. Density matrices are constructed through tomography and over 250,000 coincidence detection events are obtained for each plot. Depending on the angle $\theta$ of the state selector defined in Eq. (6.22), various states $\rho_{34}^v$ are prepared. (a) Real part of the density matrices $\rho_{34}^v$. (b) Imaginary part of the density matrices $\rho_{34}^v$.

$v$, as shown in Table 6.5. Accordingly, the average value of $v$ and its error bar are evaluated. As one can see that the experimental results agree the theoretical results well.

| $\theta$ | $v_{\text{theory}}$ | $v_{p11}$ | $v_{p22}$ | $v_{p33}$ | $v_{p44}$ | $v_{p23}$ | $v_{\text{exp}}$ | $\delta v_{\text{exp}}$ | $\delta v_{\text{exp}}$ |
|---------|---------------------|-----------|-----------|-----------|-----------|-----------|----------------|----------------|----------------|
| 45      | 0                   | 0.0196    | 0.0228    | 0.0064    | 0.0258    | 0.0290    | 0.0207         | 0.0039          | 0.0087         |
| 30      | 0.25                | 0.2580    | 0.2538    | 0.2426    | 0.2686    | 0.2644    | 0.2575         | 0.0045          | 0.0101         |
| 22.5    | 0.5                 | 0.4944    | 0.4820    | 0.4824    | 0.5230    | 0.5108    | 0.4985         | 0.0081          | 0.0180         |
| 15      | 0.75                | 0.7298    | 0.7198    | 0.7280    | 0.7718    | 0.7620    | 0.7423         | 0.0103          | 0.0231         |
| 0       | 1                   | 0.9680    | 0.9818    | 0.9222    | 0.9684    | 0.9822    | 0.9645         | 0.0110          | 0.0246         |

Tangle

To quantify the entanglement of quantum states, we adopt the measure of tangle [170]. For a 2-qubit state, $\rho_{AB}$, one can evaluate its tangle by the following steps.

1. Define a non-Hermitian matrix

$$R = \rho_{AB} \Sigma \rho_{AB}^T \Sigma,$$  \hspace{1cm} (6.23)
where $\rho_{AB}^T$ is the transpose of $\rho_{AB}$, and the “spin flip matrix $\Sigma$” is defined as

$$
\Sigma = \begin{bmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
\end{bmatrix}; \quad (6.24)
$$

2. Calculate the eigenvalues of $R$, and arrange them in decreasing order, $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \lambda_4$;

3. The concurrence of $\rho_{AB}$ is defined as

$$
C = \text{Max}\{0, \sqrt{\lambda_1} - \sqrt{\lambda_2} - \sqrt{\lambda_3} - \sqrt{\lambda_4}\}; \quad (6.25)
$$

4. The tangle is defined as

$$
tangle = C^2. \quad (6.26)
$$

The tangle of a bipartite state is a measure of entanglement. If the tangle is zero, then the bipartite state $\rho_{AB}$ must be a separable state. For states defined in Eq. (6.8), we can calculate the corresponding tangle. By following the aforementioned steps, we first calculate the four eigenvalues, $0, (1 - v)^2, v^2/4, v^2/4$. For $v > 2/3$, we have $v^2/4 > (1 - v)^2$ and hence $tangle = C^2 = 0$. For $2/3 \geq v$, we have $v^2/4 \leq (1 - v)^2$ and hence $\sqrt{(1 - v)^2 - 2v^2/4} = 1 - 2v$. Therefore, $C = 0$ for $v \geq 1/2$ and $C = 1 - 2v$ for $v < 1/2$,

$$
tangle(\rho_{AB}^v) = \begin{cases} 
(1 - 2v)^2 & v < 1/2 \\
0 & v \geq 1/2.
\end{cases} \quad (6.27)
$$

The fitting value of $v$ from state tomography and the tangles are shown in Table 6.6.
Table 6.6: The tangle values of the input states by tomography.

| $\theta_{\text{exp}}$ | $v_{\text{theory}}$ | $v_{\text{exp}}$ | $v_{\text{error}}$ | $\text{tangle}(\rho^{v}_{34}(\theta))$ | $\text{tangle}_{\text{error}}$ |
|------------------------|----------------------|-------------------|---------------------|---------------------------------------|-------------------------------|
| 45°                    | 0                    | 0.021             | 0.009               | 0.840                                 | 0.001                         |
| 30°                    | 0.25                 | 0.257             | 0.010               | 0.233                                 | 0.001                         |
| 22.5°                  | 0.5                  | 0.499             | 0.018               | 0.000                                 | 0                             |
| 15°                    | 0.75                 | 0.742             | 0.023               | 0.000                                 | 0                             |
| 0°                     | 1                    | 0.965             | 0.025               | 0.000                                 | 0                             |
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Chapter 7

Reliable and robust entanglement witness

This chapter introduces the reliable and robust problem in entanglement witness. The reliable problem can be overcome by the MDIEW scheme. While we show in this chapter how the robust problem can also be resolved [31].

7.1 Reliable and robust problem in EW

In reality, EW implementation may suffer from two problems. The first one is reliability. That is, one might conclude unreliable results due to imperfect experimental devices. In this case, the validity of the EW result depends on how faithful one can implement the measurements according to the witness \( W \). If the realization devices are not well calibrated, the practically implemented observable \( W' \) may deviate from the original theoretical design \( W \), see Fig. 7-1 as an example, which can even be not a witness. That is, there may exist some separable states \( \sigma \), such that \( \text{Tr}[\sigma W'] < 0 \leq \text{Tr}[\sigma W] \). Practically, by exploiting device imperfections, an attack has been experimentally implemented for an entanglement witness procedure [30].

In cryptographic applications, such problem is regarded as a loophole, where one mistakes separable states to be entangled ones. For instance, in QKD, this would indicate that an adversary successfully convinces the users Alice and Bob to share
keys which they think are secure but are eavesdropped. Such problem is solved by the measurement-device-independent QKD scheme [185], inspired by the time-reversed entanglement-based scheme [218, 219, 186]. Branciard et al. applied a similar idea to EW and proposed the measurement-device-independent entanglement witness (MDIEW) scheme [29], in which entanglement can be witnessed without assuming the realization devices. The MDIEW scheme is based on an important discovery that any entangled state can be witnessed in a nonlocal game with quantum inputs [3]. In the MDIEW scheme, it is shown that an arbitrary conventional EW can be converted to be an MDIEW, which has been experimentally tested [30].

![Figure 7-1: Entanglement witness and the reliability problem.](image)

The second problem lies on the robustness of EW implementation. Since each (linear) EW can only identify certain regime of entangled states, a given EW is likely to be ineffective to detect entanglement existing in an unknown quantum state. While a failure of detecting entanglement is theoretically acceptable, in practice, such failure may cause experiment to be highly inefficient. In fact, a conventional EW can only be designed optimal when the quantum state has been well calibrated, which, on the other hand, generally requires to run quantum state tomography. Practically, when the prepared state can be well modeled, one can indeed choose the optimal EW to detect its entanglement. Since a full tomography requires exponential resources regarding to the number of parties, EW plays as an important role for detecting well modeled entanglement, which would generally fail for an arbitrary unknown state. In a way, this problem becomes more serious in the MDIEW scenario, where the
measurement devices are assumed to be uncharacterized and even untrusted. In this case, the implemented witness, which may although be designed optimal at the first place, can become a bad one which merely detects no entanglement. However, the observed experimental data may still have enough information for detecting entanglement. Therefore, the key problem we are facing here is that given a set of observed experimental data, what is the best entanglement detection capability one can achieve.

In detecting quantum nonlocality, a similar problem is to find the optimal Bell inequality for the observed correlation, which can be solved efficiently with linear programming [220]. Regarding to our problem, we essentially need to optimize over all entanglement witness to draw the best conclusion of entanglement with the same experiment data, as shown in Fig. 7.2(a). As the set of separable states is not a polytope, this problem cannot be solved by linear programming. Generally speaking, it is proved that the problem of accurately finding such an optimal witness is NP-hard [221]. However, if certain failure probability is tolerable, we show in this work that this problem can be efficiently solved. That is, if we admit a probability less than $\epsilon$ to detect a separable state to be entangled, we show that the optimal entanglement witness can be efficiently found. As the optimization step can be effectively conducted as post-processing, our scheme does not pose extra burdens to experiments compared to the original MDIEW scheme. In this case, our result can be directly applied in practice.

7.2 Reliable entanglement witness

The reliability problem can be overcome by the MDIEW scheme. For self-consistency, we will briefly review the MDIEW scheme.

7.2.1 Nonlocal game

Before, we first discuss about nonlocal games with classical and quantum inputs as shown in Fig. 7.3. In a classical nonlocal game, classical random inputs $x$ and $y$ are
Figure 7-2: Optimization of entanglement witnesses. (a) To get the optimal witness of an unknown entangled state $\rho$, one has to run over all possible witnesses. Intuitively, this is done by scanning over all witnesses that are tangent to the set of separable states. (b) The optimization can be efficiently done if certain failure probability can be tolerated.

given to two spacelike separated users Alice and Bob, who perform measurement on pre-shared entangled state $\rho_{AB}$ and output $a$ and $b$, respectively. According to the probability distribution $p(a, b|x, y)$, a Bell inequality can be defined by

$$I = \sum_{a,b,x,y} \beta_{a,b}^{x,y} p(a, b|x, y) \geq I_C,$$

where $I_C$ is a bound for all separable state $\sigma_{AB}$. A violation of the inequality can be considered as a witness for entanglement. As the Bell test does not assume measurement detail, witnessing entanglement by Bell test is device independent. However, as the conclusion is so strong such that the implementation is self-testing, not all entangled states can be witnessed in such a way [222, 81]. Furthermore, the requirement of a faithful Bell test is very high, which makes such a witnesses impractical. For instance, the minimum efficiency required is $2/3$ for all Bell tests with binary inputs and outputs [72, 73]. On the other hand, if we can trust the measurement, a Bell test essentially becomes an EW. Although such method is able to detect all entangled state and is easy to realize, this scheme is not measurement-device-imperfection-tolerant.

In the seminal work [3], Buscemi introduces the concepts of nonlocal games with quantum inputs. Denote the inputs of Alice and Bob by $\omega_x$ and $\tau_y$, then an inequality
Figure 7-3: Bipartite nonlocal game with classical and quantum inputs. (a) Nonlocal game with classical inputs. Based on the classical inputs $x$ and $y$, Alice and Bob perform local measurement on the pre-shared entangled state $\rho_{AB}$, and get classical outputs $a$ and $b$, respectively. A linear combination of the probability distribution $p(a, b | x, y)$ defines a Bell inequality as shown in Eq. (9.1). (b) Nonlocal game with quantum inputs. The quantum inputs of Alice and Bob are respectively $\omega_x$ and $\tau_y$. It is shown [3] that any entangled quantum states can be witnessed with a certain nonlocal game with quantum inputs. Equivalently, if we consider that Alice and Bob each prepares an ancillary state and a third party Eve performs the measurement, this setup also corresponds to the case of MDIEW.

similar to Bell inequality can be defined by

$$J = \sum_{a, b, x, y} \beta_{a, b}^{x, y} p(a, b | \omega_x, \tau_y) \geq J_C,$$

(7.2)

where $J_C$ is also the bound for all separable state $\rho_{AB}$. As the quantum inputs can be indistinguishable, it is proved that all entangled states can violate a certain inequality [3]. If we consider the input states are faithfully prepared by Alice and Bob, then such nonlocal game with quantum inputs can be considered as an MDIEW [29]. Moreover, as shown below, there is no detection efficiency limit for such a test.

### 7.2.2 MDIEW

The nonlocal game presented in Ref. [3] can be considered as a reliable entanglement witness method, which does not witness separable state as entangled with arbitrary implemented measurement. This nonlocal game is thus an MDIEW, i.e., $J \geq 0$ for all separable states and $J$ can be negative if Alice and Bob share entangled state. Furthermore, the statement that $J \geq 0$ for all separable states is independent of the
implementation of the measurement. In Ref. [29], the authors put this statement into more concrete and practical framework. They show that, for an arbitrary conventional EW, there is a corresponded MDIEW. Below, we will quickly show how to derive MDIEWs from conventional EWs.

Focus on the bipartite scenario with Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$, with dimensions $\dim \mathcal{H}_A = d_A$ and $\dim \mathcal{H}_B = d_B$. For a bipartite entangled state $\rho_{AB}$ defined on $\mathcal{H}_A \otimes \mathcal{H}_B$, we can always find a conventional entanglement witness $W$ such that $\text{Tr}[W \rho_{AB}] < 0$ and $\text{Tr}[W \sigma_{AB}] \geq 0$ for any separable state $\sigma_{AB}$. Suppose $\{\omega^T_x\}$ and $\{\tau^T_y\}$ to be two bases for Hermitian operators on $\mathcal{H}_A$ and $\mathcal{H}_B$, respectively. Thus, we can decompose $W$ on the basis $\{\omega^T_x \otimes \tau^T_y\}$ by

$$W = \sum_{x,y} \beta^{x,y}_{x,y} \omega^T_x \otimes \tau^T_y, \quad (7.3)$$

where $\beta^{x,y}$ are real coefficients and the transpose is for later convenience. Notice that, owing to the completeness of the set of density matrices, we further require $\{\omega_x\}$ and $\{\tau_y\}$ to be density matrices. In addition, the decomposition of Hermitian operators is not unique which varies with different $\{\omega_x\}$ and $\{\tau_y\}$.

With a conventional EW decomposed in Eq. (7.3), an MDIEW can be obtained by

$$J = \sum_{x,y} \beta^{x,y}_{x,y} p(1,1|\omega_x, \tau_y) \quad (7.4)$$

where $\beta^{x,y}_{1,1} = \beta^{x,y}$ and $p(1,1|\omega_x, \tau_y)$ is the probability of outputting $(a = 1, b = 1)$ with input states $(\omega_x, \tau_y)$. In the MDIEW design, Alice (Bob) performs Bell state measurement on $\rho_A$ ($\rho_B$) and $\omega_x$ ($\tau_y$). The probability distribution $p(1,1|\omega_x, \tau_y)$ is thus obtained by the probability of projecting onto the maximally entangled state $|\Phi^+_AA\rangle = 1/\sqrt{d_A} \sum_i |ii\rangle$ and $|\Phi^+_BB\rangle = 1/\sqrt{d_B} \sum_j |jj\rangle$.

As shown in Ref. [29], $J$ is linearly proportional to the conventional witness with ideal measurement,

$$J = \text{Tr}[W \rho_{AB}]/d_A d_B. \quad (7.5)$$

Thus, $J$ defined in Eq. (7.4) witnesses entanglement. Furthermore, it can be proved
that such a witness is independent of the measurement devices. That is, even if the measurement devices are imperfect, $J$ is always non-negative for all separable states and hence no separable state will be mistakenly witnessed to be entangled. We refer to Ref. \[29\] for a rigorous proof.

Theoretically, the MDIEW scheme prevents identifying separable states to be entangled. Such a reliable MDIEW has been experimentally demonstrated lately \[30\]. In practice, however, such a scheme can be inefficient, meaning that it witnesses very few entangled states despite that the observed data could actually provide more information. This is because, in the MDIEW procedure, one first chooses a conventional EW and realize in an MDI way. The conventional EW is chosen based on an empirical estimation of the to-be-witnessed state, thus it may not be able to witness the state for an ill estimation. Furthermore, even if the conventional EW is optimal at the first place, the measurement imperfection will make it sub-optimal in practice. Especially, when the input states $\{\omega_x \otimes \tau_y\}$ is complete, a specific witness may not be able to detect entanglement. With complete information, a natural question is whether we can obtain maximal information about entanglement, i.e., get the optimal estimation of MDIEW.

### 7.3 Robust MDIEW

Now, we present a method to optimize the MDIEW given a fixed observed experiment data $p(1,1|\omega_x, \tau_y)$. Before digging into the details, we compare the problem to a similar one in nonlocality. In the nonlocality scenario, a Bell inequality is used as a witness for quantumness, see Eq. (9.1). In practice, the Bell inequality may not be optimal for the observed probability distribution $p(a,b|x,y)$. As the probability distribution of classical correlation forms a polytope, one can run a linear programming to get an optimal Bell inequality for $p(a,b|x,y)$. While, in our case, the probability distribution $p(1,1|\omega_x, \tau_y)$ with separable states is only a convex set but no-longer a polytope. Thus, our problem cannot be solved directly with linear programming.
7.3.1 Problem formulation

Let us start with formulating the optimization problem. Informally, our problem can be described as follows,

*Problem (informal): find an optimal witness for the observed probability distribution* $p(1, 1|\omega_x, \tau_y)$.

According to Eq. (7.4), the witness value is defined by a linear combination of $p(1, 1|\omega_x, \tau_y)$ with coefficient $\beta^{x,y}$. To witness entanglement, the coefficient $\beta^{x,y}$ must lead to a witness as defined in Eq. (7.3). In addition, as we can always assign $2\beta^{x,y}$ to double a violation, we require a trace normalization of the witness $W$ by

$$\text{Tr}[W] = 1. \quad (7.6)$$

Under this normalization, the optimal entanglement witness $W$ for a given state $\rho$ is defined by the solution to the minimization

$$\min \text{Tr}[W\rho]. \quad (7.7)$$

Generally speaking, the minimum value, i.e., maximum violation, of the entanglement witness makes the result more robust to experimental errors and statistical fluctuations. Furthermore, a larger violation of entanglement witness can also help for a larger estimation of entanglement measures [224].

Therefore, the problem can be expressed as

*Problem (formal): For a given probability distribution $p(1, 1|\omega_x, \tau_y)$, minimize*

$$J(\beta^{x,y}) = \sum_{x,y} \beta^{x,y} p(1, 1|\omega_x, \tau_y) \quad (7.8)$$

*over all $\beta^{x,y}$ satisfying*

$$\sum_{x,y} \beta^{x,y} \text{Tr} [\sigma_{AB}(\omega_x^T \otimes \tau_y^T)] \geq 0, \quad (7.9)$$
for any separable state $\sigma_{AB}$ and

$$\text{Tr} \left[ \sum_{x,y} \beta^{x,y} \omega^T_x \otimes \tau^T_y \right] = 1. \quad (7.10)$$

Contrary to the optimization of Bell inequality, we can see that this problem is much more complex. When the measurements are implemented faithfully, it is easy to verify that

$$p(1,1|\omega_x,\tau_y) = \text{Tr}[(\omega_x \otimes \tau_y)\rho_{AB}]/\sqrt{d_Ad_B},$$

where $\rho_{AB}$ is the state measured. Therefore, finding the optimal $\beta^{x,y}$ is equivalent to find the optimal entanglement witness $W = \sum_{x,y} \beta^{x,y} \omega^T_x \otimes \tau^T_y$ for state $\rho_{AB}$. A possible solution to this problem is to try all entanglement witnesses to find the optimal one, see Fig. 7-2. However, it is proved that the problem of accurately finding such an optimal witness is NP-hard \[221\]. Thus, our problem is also intractable for the most general case.

### 7.3.2 $\epsilon$-level optimal EW

The key for the problem being intractable is that there is no efficient way to characterize an arbitrary entanglement witness. In the bipartite case, an operator is an witness if and only if

$$\text{Tr}[\sigma_{AB} W] \geq 0 \quad (7.11)$$

for any separable state $\sigma_{AB}$. As $\sigma_{AB}$ can always be decomposed as a convex combination of separable states as $|\psi\rangle_A |\phi\rangle_B$, the condition can be equivalently expressed as

$$\langle \psi |_A \langle \phi |_B W |\psi\rangle_A |\phi\rangle_B \geq 0, \quad (7.12)$$

for any pure states $|\psi\rangle_A$ and $|\phi\rangle_B$. The constraints for a witness $W$ are very difficult to describe in the most general case, which makes our problem hard.

While, this problem can be resolved if we allow certain failure errors. A Hermitian operator $W_\epsilon$ is defined as an $\epsilon$-level entanglement witness, when

$$\text{Prob}\{ \text{Tr}[\sigma W_\epsilon] < 0|\sigma \in S\} \leq \epsilon, \quad (7.13)$$
where $S$ is the set of separable states. That is, the operator $W_\epsilon$ has a probability less than $\epsilon$ to detect a randomly selected separable quantum state to be entangled. Intuitively, $\epsilon$ can be regarded as a failure error probability. We refer to Ref. [225] for a rigorous definition. It is shown that the $\epsilon$-level optimal EW can be found efficiently for any given entangled state $\rho$. In particular, constrained on $\text{Tr}[W_\epsilon] = 1$ and $W_\epsilon$ to be an $\epsilon$-level EW, one can run a semi-definite programming (SDP) to minimize $\text{Tr}[W_\epsilon \rho]$.

### 7.3.3 Solution

Following the method proposed in Ref. [225], we can solve the minimization problem given in Eq. (7.8) by allowing a certain failure probability $\epsilon$. First, we relax the constraint given in Eq. (7.9). Instead of requiring being non-negative for all separable states, we randomly generate $N$ separable states $\{|\psi_i^i\rangle_A |\phi_i^i\rangle_B\}$ and require that

$$\sum_{x,y} \beta^{x,y}_i \langle \omega_x^T \otimes \tau_y^T \rangle \geq 0, \forall i \in \{1, 2, \ldots, N\},$$

where $\langle \omega_x^T \otimes \tau_y^T \rangle = \langle \psi_i^i |A \langle \phi_i^i |B \omega_x^T \otimes \tau_y^T |\psi_i^i \rangle_A |\phi_i^i \rangle_B$. Then the problem can be expressed as

**Problem ($\epsilon$-level):** given a probability distribution $p(1,1|\omega_x,\tau_y)$, minimize

$$J(\beta^{x,y}) = \sum_{x,y} \beta^{x,y}_i p(1,1|\omega_x,\tau_y)$$

over all $\beta^{x,y}$ satisfying

$$\sum_{x,y} \beta^{x,y}_i \langle \omega_x^T \otimes \tau_y^T \rangle \geq 0, \forall i \in \{1, 2, \ldots, N\},$$

for $N$ randomly generated separable states $\{|\psi_i^i\rangle_A |\phi_i^i\rangle_B\}$ and

$$\sum_{x,y} \beta^{x,y}_i \text{Tr} [\omega_x^T \otimes \tau_y^T] = 1.$$
This problem can be converted to an SDP solvable problem when we re-express the inequality of numbers in Eq. (7.16) by an inequality of matrices. To do so, we only need to notice that Eq. (7.12) is equivalent to require that

\[ W_B = \langle \psi | A W | \psi \rangle_A \geq 0, \forall | \psi \rangle_A, \tag{7.18} \]

where \( W_B \geq 0 \) indicates that \( W_B \) has non-negative eigenvalues. Therefore, we only need to generate \( N \) states \(| \psi \rangle^i_A\), for \( i = 1, 2, \ldots, N \), and the problem is

**Problem (\( \epsilon \)-level, SDP):** given a probability distribution \( p(1, 1|\omega_x, \tau_y) \), minimize

\[ J(\beta^{x,y}) = \sum_{x,y} \beta^{x,y} p(1, 1|\omega_x, \tau_y) \tag{7.19} \]

over all \( \beta^{x,y} \) satisfying

\[ \sum_{x,y} \beta^{x,y} \langle \psi |^i_A \omega^T_x | \psi \rangle^i_A \tau^T_y \geq 0, \forall i \in \{ 1, 2, \ldots, N \}, \tag{7.20} \]

for \( N \) randomly generated states \( \{| \psi \rangle^i_A\} \) and

\[ \sum_{x,y} \beta^{x,y} \text{Tr} [ \omega^T_x \otimes \tau^T_y ] = 1. \tag{7.21} \]

In practice, we can run an SDP to solve this problem. According to Ref. [225, 226], to get the \( \epsilon \)-level witness with probability at least \( 1 - \beta \), the number of random states \( N \) should be at least \( r/(\epsilon \beta) - 1 \). Here \( r \) is the number of optimization variables, i.e., coefficients \( \beta \), and \( \beta \) can be understood as the failure probability of the minimization program. It is worth to remark that the problem can be similarly solved in the multipartite case.

### 7.3.4 Example

In this section, we show explicit examples about how the witness becomes non-optimal in the MDI scenario and how this problem can be resolved by running the optimizing
Suppose the to-be-witnessed state is a two-qubit Werner state \[222\]:

\[
\rho_{AB}^v = v |\Psi^-\rangle \langle \Psi^-| + (1 - v)I/4, \tag{7.22}
\]

where \(|\Psi^-\rangle = 1/\sqrt{2}(|01\rangle - |10\rangle)\) and \(I\) is the identity matrix. The designed entanglement witness for the Werner states is

\[
W = \frac{1}{2} I - |\Psi^-\rangle \langle \Psi^-|. \tag{7.23}
\]

As \(\text{Tr}[W \rho_{AB}^v] = (1 - 3v)/4\), \(\rho_{AB}^v\) is entangled for \(v > 1/3\) and separable otherwise.

As shown in Ref. \[29\], we can choose the input set by

\[
\omega_x = \sigma_x \frac{I + \vec{n} \cdot \vec{\sigma}}{2} \sigma_x, \tau_y = \sigma_y \frac{I + \vec{n} \cdot \vec{\sigma}}{2} \sigma_y, x, y = 0, \ldots, 3 \tag{7.24}
\]

where \(\vec{n} = (1, 1, 1)/\sqrt{3}\), \(\vec{\sigma} = (\sigma_1, \sigma_2, \sigma_3)\) is the Pauli matrices, and \(\sigma_0 = I\). According to Eq. \((7.3)\), the witness can be decomposed on the basis of \(\{\omega_x \otimes \tau_y\}\) with coefficient \(\beta^{x,y}\) given by

\[
\beta^{x,y} = \begin{cases} 
\frac{5}{8}, & \text{if } x = y, \\
-\frac{1}{8}, & \text{if } x \neq y.
\end{cases} \tag{7.25}
\]

And the MDIEW value is given by

\[
J = \frac{5}{8} \sum_{x=y} p(1, 1|\omega_x, \tau_y) - \frac{3}{8} \sum_{x \neq y} p(1, 1|\omega_x, \tau_y). \tag{7.26}
\]

In the ideal case, the probability distribution \(p(1, 1|\omega_x, \tau_y)\) is obtained by projecting onto maximally entangled states, that is,

\[
p(1, 1|\omega_x, \tau_y) = \text{Tr}[(M_A \otimes M_B) \times (\omega_x \otimes \rho_{AB} \otimes \tau_y)]. \tag{7.27}
\]

where \(M_A = |\Phi^+_{AA}\rangle \langle \Phi^+_{AA}|\) and \(M_B = |\Phi^+_{BB}\rangle \langle \Phi^+_{BB}|\). While, in practice, there may exist imperfection in measurement. For instance, we consider that Alice’s measurement is
perfect while Bob’s measurement is instead

\[ M'_B = |\Phi_{BB}^- \rangle \langle \Phi_{BB}^- |, \]  

(7.28)

where \( |\Phi_{BB}^- \rangle = 1/\sqrt{2}(|00\rangle - |11\rangle) \). In the case of quantum key distribution, projecting onto \( |\Phi_{BB}^- \rangle \) can be regarded as a phase error.

As shown in Fig. 7-4, we plot the MDIEW and the optimized MDIEW results. For the original MDIEW result, as Bob’s measurement is incorrect, no Werner state given in Eq. (7.22) can be witnessed to be entangled. Although, by optimizing over all possible entanglement witness, we show that \( \rho_{AB}^v \) is entangled as long as \( v > 1/3 \). In this case, the optimized MDIEW can detect all entangled Werner states. In our program, we set \( N = 1000 \) and we can see from Fig. 7-4 that no separable state is falsely identified as entangled.

![Figure 7-4](image_url)

Figure 7-4: Simulation results of the original and optimized MDIEW protocol. The to be witness state is the two-qubit Werner state defined in Eq. (7.22). Here, we consider that Alice projects onto \( |\Phi_{AA}^+ \rangle \) and Bob projects onto \( |\Phi_{BB}^- \rangle \). In this case, the original MDIEW cannot detect entanglement, while the optimized MDIEW protocol detects all entangle Werner states.

The optimization program finds the optimal \( \epsilon \)-level optimal EW \( W_\epsilon \), which as its name indicates, has a probability less than \( \epsilon \) to detect an separable state to be entangled. To get a smaller \( \epsilon \), one can use a larger number \( N \) of random states. In
this case, the $\epsilon$ can be regarded as the statistical fluctuation which is inversely related to the number of trials $N$. On the one hand, to efficiently get the optimal witness $W_\epsilon$, one has to introduce a nonzero failure error $\epsilon$; On the other hand, we can always add an extra term to the EW to eliminate $\epsilon$, i.e.,

$$W = W_\epsilon + \alpha I,$$

where $\alpha$ is chosen to be the minimum value such that $W$ is an entanglement witness. To efficiently find $\alpha$, one can make use of the technique similar to Ref. [227], in which, EW can be systematically constructed.
Part IV

Randomness and selftesting
Chapter 8

Randomness Requirement on CHSH Bell Test in the Multiple Run Scenario

This chapter investigates the randomness assumption in Bell test. Specifically, we discuss the randomness requirement such that quantum mechanics can have a violation of the Clauser-Horne-Shimony-Holt (CHSH) inequality [228].

8.1 Randomness Requirement

8.1.1 Randomness loophole

Historically, Bell tests [19] are proposed for distinguishing quantum theory from local hidden variable models (LHVMs) [28]. In a general picture, a Bell test involves multiple parties who randomly choose inputs and generate outputs with pre-shared physical resources. Based on the probability distributions of inputs and outputs, an inequality, called Bell’s inequality, is defined. A Bell test is meaningful when all LHVMs satisfy the Bell’s inequality; while in quantum mechanics, such inequality can be violated via certain quantum settings. Experimentally observing a violation of any Bell’s inequality would show that LHVMs are not sufficient to describe the
world, and other theories, such as the quantum mechanics, are demanded.

Here, we focus on the bipartite scenario and investigate one of the most well-known Bell tests, the CHSH inequality \[1\]. As shown in Fig. 9-1(a), two space-like separated parties, Alice and Bob, randomly choose input bit settings \(x\) and \(y\) and generate outputs bits \(a\) and \(b\) based on their inputs and pre-shared quantum (\(\rho\)) and classical (\(\lambda\)) resources, respectively. The probability distribution \(p(a, b|x, y)\), obtaining outputs \(a\) and \(b\) conditioned on inputs \(x\) and \(y\), are determined by specific strategies of Alice and Bob. By assuming that the input settings \(x\) and \(y\) are chosen fully randomly and equally likely, the CHSH inequality is defined by a linear combination of the probability distribution \(p(a, b|x, y)\) according to

\[
S = \sum_{a, b, x, y} (-1)^{a \oplus b + x y} p(a, b|x, y) \leq S_C = 2, \tag{8.1}
\]

where the plus operation \(\oplus\) is modulo 2, \(\cdot\) is numerical multiplication, and \(S_C\) is the (classical) bound of Bell value \(S\) for all LHVMs. Similarly, there is an achievable bound \(S_Q = 2\sqrt{2}\) for the quantum theory \[67\]. In this case, a violation of the classical bound \(S_C\) indicates the need for alternative theories other than LHVMs, such as quantum theory. For general no signalling (NS) theories \[68\], denote the corresponded upper bound as \(S_{NS} = 4\). It is straightforward to see that \(S_{NS} \geq S_Q \geq S_C\).

![Figure 8-1: Bell tests in the bipartite scenario. (a) The inputs of Alice and Bob, \(x\) and \(y\), are decided by perfect random number generators (RNGs), which produce uniformly distributed random numbers; (b) The measurement devices are controlled by an adversary Eve through local hidden variables \(\lambda\); (c) The input random numbers are also controlled by the same local hidden variable \(\lambda\), which is accessible to Eve.](image)

The violation of Bell’s inequality not only acts as a test for fundamental laws of
physics, but has varieties of applications in modern quantum information tasks. For instance, observing violations of Bell’s inequalities can be applied in device independent tasks, such as quantum key distribution \cite{55, 26, 56, 57}, randomness amplification \cite{58, 59, 60} and generation \cite{61, 62, 63, 64}, entanglement quantification \cite{65}, and dimension witness \cite{66}. Security proofs of these tasks are generally independent of the realization devices or correctness of quantum theory, but relies on violating a Bell’s inequality. For instance, consider the devices of Alice and Bob as black boxes. In this case, assume, in the worse scenario, that an adversary Eve, instead of Alice and Bob, performs measurements as shown in Fig. 9-1(b). Because the two parties are space-like separated, the probability distribution generated in this way is always within the scope of LHVMs, that is, \( p(a, b|x, y) = p(a|x, \lambda)p(b|y, \lambda) \), where \( \lambda \) is a hidden variable that is controlled by Eve. Therefore, Eve cannot fake a violation of any Bell tests, which intuitively explains the security of the device independent tasks.

Since the first experiment in the early 1980s \cite{229}, lots of lab demonstrations of the CHSH inequality have been presented. These experiment results show explicit violations of the LHVMs bound \( S_C \), and meanwhile, suffer from a few technical and inherent loopholes, which might invalidate the conclusions. Two well-known technical obstacles are due to the locality loophole and the detection efficiency loophole, which can be closed with more delicately designed experiments and developed instruments in varieties of experiment systems, including optic systems \cite{75, 76}, superconducting systems \cite{230}, ionic systems \cite{74}, and atomic systems \cite{70}. In contrast to the technical loopholes, there also exists an inherent loophole that cannot be closed completely in any Bell test — the input settings may not be chosen randomly. In the worst case, the inputs can be all predetermined, which makes it possible to violate the Bell inequalities even with LHVMs. In this case, witnessing a violation of a Bell’s inequality does not imply the demand for non-LHVM theories and such Bell test cannot be used for the device independent tasks either. On the other hand, without the quantum theory or violation of Bell’s inequalities, one cannot get provable randomness. Therefore, the assumption of true input randomness are indispensable in Bell tests because one cannot prove or disprove its existence.
Practically, the case of not fully random input settings corresponds to the scenario where the input settings are partially controlled by an adversary Eve, who wants to convince Alice and Bob a violation of Bell’s inequality with classical settings. In this case, Eve is able to simultaneously control the input settings and measurement devices, as shown in Fig. 9-1(c). We model the imperfect randomness by assuming that the input settings \( x \) and \( y \) are chosen according to some probability distribution \( q(x,y|\lambda) \), conditioned on the same local variable \( \lambda \) which is available to the adversary Eve. Now, the probability distribution \( p(a,b|x,y) \) of LHVMs are defined by

\[
p(a,b|x,y) = \frac{\sum_{\lambda} p_{A}(a|x,\lambda)p_{B}(b|y,\lambda)q(x,y|\lambda)q(\lambda)}{q(x,y)},
\]

where \( q(\lambda) \) is the prior probability distribution of \( \lambda \), and \( q(x,y) = \sum_{\lambda} q(x,y|\lambda)q(\lambda) \) is the observed average probability of the input settings \( x \) and \( y \). Notice that \( q(\lambda) \) is normalized by restricting \( \sum_{\lambda} q(\lambda) = 1 \). Now, the CHSH \( S \) value under the classical strategy given in Fig. 9-1(c) can be rewritten according to

\[
S = 4 \sum_{\lambda} \sum_{a,b,x,y} (-1)^{a\oplus b+x+y}p_{A}(a|x,\lambda)p_{B}(b|y,\lambda)q(x,y|\lambda)q(\lambda),
\]

where we additionally require the observed probability of choosing \( x \) and \( y \) to be uniform, that is, \( q(x,y) = 1/4, \forall x,y \).

Notice that, in the extreme (deterministic) case where \( q(x,y|\lambda) = 0 \) or 1 for all \( x, y \), the local hidden variable \( \lambda \) deterministically controls the input settings. Then Eve is able to violate Bell tests to an arbitrary value with LHVMs. On the other hand, if Eve has no control of the input settings where \( q(x,y|\lambda) = 1/4 \) for all \( x, y \), she cannot fake a violation at all. Therefore, a meaningful question to ask is how one can assure that a violation of the CHSH inequality is not caused by Eve’s attack on imperfect input randomness. That is, we want to know what the requirement of the input randomness is to guarantee that an observed violation truly stems from quantum effects.
8.1.2 Randomness requirement in Bell test

Let us start with quantifying the input randomness. Here, we make use of the randomness parameter $P$ adopted in Ref. [77] to fulfill such an attempt, other tools such as the Santha-Vazirani source [142] may work similarly. The parameter $P$ is defined to be the maximum probability of choosing the inputs conditioned on the hidden variable $\lambda$,

$$P = \max_{x, y, \lambda} q(x, y | \lambda).$$ (8.4)

With this definition, the larger $P$ is, the less input randomness, the more information about the inputs Eve has, and the easier for her to fake a quantum violation with LHVMs. In the CHSH test, $P$ takes values in the regime of $[1/4, 1]$. When $P = 1$, it represents the case that Eve has whole information of Alice and Bob’s inputs, that is, Eve can always correctly infer the values of $x$ and $y$ by accessing the local hidden variable $\lambda$. When $P = 1/4$, it corresponds to the case of complete randomness, where the adversary have no additional information on the inputs compared to naive guess. Note that the definition of $P$ essentially follows the min-entropy, which is widely used to quantify randomness of a random variable $X$ in information theory, $H_{\text{min}} = -\log \left[ \max_x \text{prob}(X = x) \right]$.

Intuitively, given complete randomness where $P = 1/4$, the value $S$ with LHVMs are bounded by $S_C$ as shown in Eq. (9.1); while given the most dependent (on $\lambda$) randomness where $P = 1$, the value $S$ with LHVMs could reach the mathematical maximum, $S_{NS}$ in the CHSH test. Then it is interesting to check the maximal $S$ value for $P \in (1/4, 1)$ with LHVMs. In this work, we are interested in when the adversary can fake a quantum violation given certain randomness $P$. We thus exam the lower bound $P_Q$ of $P$ such that the Bell test result can reach the quantum bound $S_Q$ with an optimal LHVM. This lower bound $P_Q$ puts a minimal randomness requirement in a Bell test experiment. Only if the freedom of choosing inputs satisfies $P < P_Q$, can one claim that the Bell test is free of the randomness loophole.

Recently, lots of efforts have been spent on investigating such requirement of randomness needed to guarantee the correctness of Bell tests [35, 144, 231, 77, 78].
These works analyze under different conditions. One condition is about whether the input settings of the same party are dependent or not in different runs. We call it single run, referring to the case that the input settings of Alice (Bob) are correlated for different runs, and multiple run referring to otherwise. The other condition is about whether the random inputs of Alice and Bob are correlated or not. Conditioned on these different assumptions of the input randomness, the lower bound $P_Q$ that allows LHVMs to saturate the quantum bound $S_Q$ in the CHSH Bell test is summarized in Table 8.1.

Table 8.1: The lower bound for randomness parameter $P$ defined in Eq (9.2) that allows the CHSH value $S$, defined in Eq. (9.5), to reach the quantum bound $S_Q$ by LHVMs in the CHSH test under different conditions.

|                | Correlated inputs | Uncorrelated inputs |
|----------------|------------------|---------------------|
| Single Run     | 0.285            | 0.354               |
| Multiple Run   | 0.258 $\leq$ 0.264 (Our Work) |

In the single run scenario, the optimal strategies for Eve reach $S = 24P - 4$ and $S = 8P$ in the case that Alice’s and Bob’s input settings are correlated and uncorrelated, respectively. To achieve the maximum quantum violation $S_Q = 2\sqrt{2}$, the critical randomness requirement is shown in Table 8.1. It is worth mentioning that if one has randomness $P \geq P_{NS} = 1/3$ and $P \geq P_{NS} = 1/2$ for the case of correlated and uncorrelated inputs, respectively, Eve is able to recover arbitrary NS correlations.

In a more realistic scenario, the multiple run case, the input settings of Alice (Bob) are dependent in different runs. Now, suppose the inputs may correlate for each $N$ sequent runs, where $N = 1$ stands for the single run case, and $N > 1$ for the multiple run case. For each unit of $N$ runs, denote $x_j$ ($y_j$) and $a_j$ ($b_j$) to be the input and output of Alice (Bob) for the $j$th run, where $j = 1, 2, \ldots, N$, respectively. In the multiple run scenario, correlations of the inputs of each $N$ runs can be represented by

$$q(x_1, x_2, \ldots, x_N, y_1, y_2, \ldots, y_N|\lambda)$$

Therefore, similar to the definition of Eq. (9.5), the $S$ value with LHVMs in the
multiple run case can be defined by

$$S = \frac{4}{N} \sum_{j=1}^{N} \sum_{\lambda} \sum_{a_j,b_j,x_j,y_j} (-1)^{a_j \oplus b_j + x_j \cdot y_j} p_A(a_j | x_j, \lambda)p_B(b_j | y_j, \lambda)q(x,y|\lambda)q(\lambda), \quad (8.6)$$

where the index $j$ denotes the $j$th run, and $x = (x_1, x_2, \ldots, x_N), y = (y_1, y_2, \ldots, y_N)$. Notice that we only consider the correlations of inputs in the unit of $N$ runs, which is not the total number of runs in experiment. To get an accurate estimation of the $S$ value defined in Eq. (8.6), one also need to perform the $N$ runs multiple times similar to the single run case.

In the multiple run scenario, as an extension of Eq. (9.2), the input randomness parameter is defined according to

$$P = \left( \max_{x,y,\lambda} q(x,y|\lambda) \right)^{1/N}. \quad (8.7)$$

It is quite straightforward that the adversary is easier to fake a violation of a Bell test with LHVMs with increasing number of correlation $N$ of the inputs. This is because the adversary can take advantage of additional dependence of the inputs in different runs. It has been shown that with randomness $P \geq P_Q \approx 0.258$, Eve is able to fake the maximum quantum violation $S_Q$ [78] with the number of input correlation $N$ goes to infinity. This result [78] lower bounds $P_Q$ for all finite $N$, and thus puts a very strict requirement on the input randomness to guarantee a faithful CHSH test.

A meaningful remaining question is thus to consider the multiple run but uncorrelated scenario. As all Bell experiments must run many times to sample the probability distribution, it is reasonable and also practical to consider a joint attack by Eve. On the other hand, the uncorrelated assumption is also reasonable when the inputs of Alice and Bob are independent even conditioned on $\lambda$, that is, $q_A(x|\lambda, y) = q_A(x|\lambda)$ and $q_B(y|\lambda, x) = q_B(y|\lambda)$. Equivalently, the probability of the inputs are required to be factorizable,

$$q(x, y|\lambda) = q_A(x|\lambda)q_B(y|\lambda). \quad (8.8)$$

This factorizable (uncorrelated) condition constrains the power of Eve in controlling
or inferring the inputs of Alice and Bob. A general distribution \( q(x, y|\lambda) \) requires Eve to jointly control the instruments that Alice and Bob use to generate random inputs.

In the case when the experiment instruments of Alice and Bob are manufactured independently or the inputs are determined by sources causally disconnected from each other, such as cosmic photons [79], the inputs \( x \) and \( y \) can be assumed to be independent to each other conditioned on the hidden variable \( \lambda \). That is, Eve can only control each of the input settings independently according to Eq. (9.7).

In the multiple run and uncorrelated scenario, the \( S \) value with LHVMs is defined by

\[
S = \frac{4}{N} \sum_{j=1}^{N} \sum_{\lambda, a_j, b_j, x_j, y_j} (-1)^{a_j \oplus b_j + x_j \cdot y_j} p_A(a_j|x_j, \lambda)p_B(b_j|y_j, \lambda)q_A(x|\lambda)q_B(y|\lambda)q(\lambda). \tag{8.9}
\]

Our purpose is to investigate the optimal attack of CHSH test with restricted randomness input \( P \). Therefore we want to maximize Eq. (8.9) with the constraint of Eq. (8.7). In particular, we are interested to see when this maximal value can reach \( S_Q = 2\sqrt{2} \).

## 8.2 Single run case

We first review the optimal strategy in the single run scenario [77] to get an intuition behind the optimal attack of the adversary. Hereafter, we mainly focus on the scenario that Alice and Bob’s inputs are uncorrelated as defined in Eq. (9.7). Thus, what we want is to maximize the \( S \) value,

\[
S = \sum_{\lambda} q(\lambda)S_\lambda; \tag{8.10}
\]

where

\[
S_\lambda = 4 \sum_{a,b,x,y} (-1)^{a \oplus b + x \cdot y} p_A(a|x, \lambda)p_B(b|y, \lambda)q_A(x|\lambda)q_B(y|\lambda), \tag{8.11}
\]

with restricted randomness \( P \), given in Eq. (9.2).
Since any probabilistic LHVM, that is, $p_A(a|x,\lambda)p_B(b|y,\lambda)$, could be realized by a convex combination of deterministic ones [233], it is therefore sufficient to only consider deterministic LHVMs. Due to the symmetric definition of the CHSH inequality, we only need to consider a specific strategy of $p_A(0|x,\lambda) = p_B(0|y,\lambda) = 1$, and $p_A(1|x,\lambda) = p_B(1|y,\lambda) = 0$ for some given $\lambda$, and all the other ones works similarly. By substituting the special strategy into Eq. (8.11), we get

$$S_\lambda = 4[q_A(0)q_B(0) + q_A(0)q_B(1) + q_A(1)q_B(0) - q_A(1)q_B(1)].$$

(8.12)

Suppose $P_A = \max_{x,\lambda}\{q_A(x|\lambda)\}$, $P_B = \max_{y,\lambda}\{q_B(x|\lambda)\}$, and hence $P = P_A P_B$, $S_\lambda$ can be maximized to

$$S_\lambda \leq 4[1 - 2(1 - P_A)(1 - P_B)] = 8(P_A + P_B - P) - 4.$$  

(8.13)

Given $P$, $S_\lambda$ is upper bounded by

$$S_\lambda \leq 8P,$$  

(8.14)

where the equality holds when $P_B = 1/2$ and $P_A = 2P$. Thus, the optimal strategy with LHVMs is $S = 8P$. Note that, when the input settings are fully random, $P = 1/4$, the optimal strategy of LHVMs is $S = 2$, which recovers the original LHVMs bound $S_C$. It is easy to see that, to saturate the quantum bound $S_Q = 2\sqrt{2}$, the randomness should be at least $P_Q = S_Q/8 = \sqrt{2}/4 \approx 0.354$, as shown in Table 8.1.

In the single run case, we only need to consider one specific deterministic strategy of $p(a,b|x,y)$ due to the symmetric definition of the CHSH inequality. We also take advantage of this property in the derivation of the multiple run case. In addition, we can see that the optimal strategy of LHVMs is to choose $x$ or $y$ fully randomly and the other one as biased as possible. This biased optimal strategy is counter-intuitive since the adversary do not need to control the inputs of both parties, but only those of one party. We show that this counter-intuitive feature does not hold in the optimal
8.3 Multiple run case

Now we consider the multiple run scenario with uncorrelated input randomness. That is, optimizing Eve’s LHVM strategy Eq. (8.9) with constraints defined in Eq. (8.7). Similar to the single run case, from the symmetric argument, we can also solely consider one specific deterministic strategy, that is, \(p_A(0|x, \lambda) = p_B(0|y, \lambda) = 1\), and \(p_A(1|x, \lambda) = p_B(1|y, \lambda) = 0\). Given the probabilities of Alice’s and Bob’s inputs, \(q_A(x|\lambda)\), \(q_B(y|\lambda)\), the \(S\) value, defined in Eq. (8.9), for this specific strategy labeled with \(\lambda\) is given by

\[
S_{\lambda} = 4 \left( 1 - \frac{2}{N} \sum_{x,y \in \{0,1\}^N} \mathbf{x} \cdot \mathbf{y} q_A(x|\lambda)q_B(y|\lambda) \right),
\]

(8.15)

where \(\cdot\) is vector inner product. Our attempt is therefore to maximize Eq. (8.15) with constraints

\[
q_A(x|\lambda)q_B(y|\lambda) \leq P^N,
\]

(8.16)

for all \(q_A(x|\lambda)\) and \(q_B(y|\lambda)\).

Since in the single run scenario, the optimal strategy requires only one party with biased conditional probability, we first analyze the case with only Alice’s inputs biased and Bob’s inputs uniformly distributed. Then we investigate the case where the inputs of both parties are biased. We can see that the one party biased strategy is not optimal in the multiple run case, even when \(N = 2\).

8.3.1 One party Biased

In the case when Eve only (partially) controls one of the inputs, say Alice’s, the probability of Alice’s input string \(q_A(x|\lambda)\) is biased and Bob’s input string is uniformly distributed, that is,

\[
q_B(y|\lambda) = \frac{1}{2^N}.
\]

(8.17)
The randomness is characterized by Eq. (8.7), after substituting Eq. (8.17),

\[ P = \frac{P_A}{2}, \quad (8.18) \]

where \( P_A \) is defined by \( P_A = \max_{\lambda, x} q_A(x|\lambda)^{1/N} \). Then, the \( S \) value, defined in Eq. (8.15), becomes

\[ S_\lambda = 4 \left( 1 - \frac{1}{N2^{N-1}} \sum_{x,y \in \{0,1\}^N} x \cdot y q_A(x|\lambda) \right). \quad (8.19) \]

Denote the number of bit 1 in an \( N \) string \( a \) as \( L_1(a) \). Given the number of bit 1 in \( x \), \( k_A = L_1(x) \), we can sum over \( y \),

\[ \sum_{y \in \{0,1\}^N} x \cdot y = \sum_{j=1}^{k_A} 2^{N-k_A} \binom{k_A}{j} = 2^{N-1} k_A, \quad (8.20) \]

and group the summation of \( x \) according to \( k_A \),

\[ S_\lambda = 4 \left( 1 - \frac{1}{N} \sum_{k_A=0}^{N} \sum_{L_1(x)=k_A} q_A(x|\lambda) k_A \right), \quad (8.21) \]

One only need to consider the LHVMs whose probabilities of \( q_A(x|\lambda) \) with the same \( k_A \) are the same. Otherwise, we can always take an average of \( q_A(x|\lambda) \) with the same \( k_A \) without increasing the randomness parameter \( P \). Thus we can rewrite \( S_\lambda \) as

\[ S_\lambda = 4 \left( 1 - \frac{1}{N} \sum_{k_A=0}^{N} q_{k_A}(x|\lambda) \binom{N}{k_A} \right), \quad (8.22) \]

with normalization requirement

\[ \sum_{k_A=0}^{N} q_{k_A}(x|\lambda) \binom{N}{k_A} = 1, \quad (8.23) \]

and constraints defined in Eq. (8.16).

The optimization of Eq. (8.22) can be solved efficiently via linear programming.
Intuitively, to maximize $S$ with given $P$ defined in Eq. (8.18), we can simply assign $q_{k_A}(x|\lambda)$ that has large $k_A$ be 0 and that has small $k_A$ be $(2P)^N$. Suppose there exists an integer $l$ such that $P$ can be written as

$$P = \frac{1}{2} \left[ \sum_{k_A=0}^{l} \binom{N}{k_A} \right]^{-1/N}, \quad (8.24)$$

then, Eq. (8.22) can be rewritten as

$$S = 4 \left[ 1 - \frac{1}{N} \sum_{k_A=0}^{N} \frac{1}{2} \left( \sum_{k_A=0}^{l} \binom{N}{k_A} \right)^{-1/N} \binom{N}{k_A} k_A \right]. \quad (8.25)$$

For a general case where an integer $l$ cannot be found satisfying Eq. (8.24), we can first find an integer $l$ such that,

$$\frac{1}{2} \left[ \sum_{k_A=0}^{l+1} \binom{N}{k_A} \right]^{-1/N} < P \leq \frac{1}{2} \left[ \sum_{k_A=0}^{l} \binom{N}{k_A} \right]^{-1/N}. \quad (8.26)$$

Then we can assign $q_{k_A}(x|\lambda)$ to be

$$q_{k_A}(x|\lambda) = \begin{cases} \frac{(2P)^N}{\left[ 1 - \sum_{k_A=0}^{l} (2P)^N \binom{N}{k_A} \right]^{-1/N}} & k_A \leq l \\ \frac{(N)}{(l+1)} & k_A = l + 1 \\ 0 & k_A > l + 1 \end{cases} \quad (8.27)$$

For finite $N$, one can numerically solve the problem according to Eq. (8.27). As shown in Fig. 8-2, the optimal strategy for $N = 1, 10, 100$ are calculated. With increasing $N$, the optimal value $S$ increases and hence a valid Bell test requires a smaller $P$ (more randomness).

In the case of $N \to \infty$, we can derive an analytic bound for all finite $N$ strategies. By following the technique used in Ref. [78], we first estimate $P$ defined in Eq. (8.26) with the limit of $N \to \infty$ by,

$$\lim_{N \to \infty} P = \frac{1}{2} \bar{l} (1 - \bar{l})^{1-\bar{l}}, \quad (8.28)$$
where $\bar{l} = l/N$, and similarly $S$ by,

$$
\lim_{N \to \infty} S = 4 - 4\bar{l}.
$$

Then we can substitute Eq. (8.29) into Eq. (8.28), and get a relation between optimized $S$ value and the corresponding randomness parameter $P$,

$$
P = \frac{1}{2} \left( \frac{4 - S}{4} \right)^{(4-S)/4} \left( \frac{S}{4} \right)^{(S/4)}.
$$

By substituting the quantum bound $S_Q = 2\sqrt{2}$ into Eq. (8.30), we can get the critical randomness requirement to be $P_Q \approx 0.273$. Note that, although Eve only control Alice’s input settings, she can still fake a quantum violation with sufficiently low randomness, which is lower than the single run case even when Alice’s and Bob’s
inputs are correlated. Thus we show that the randomness is more demanded for the 
conditions of multiple/single run compared to the correlation between Alice and Bob.

### 8.3.2 Both parties biased

Now we consider a general attack, where Eve controls both inputs of Alice and Bob. 
In this case, we need to optimize Eq. (8.15) with constraints defined in Eq. (8.16). 
Similarly, we group the summation of $x$ and $y$ according to the corresponded number 
of bit 1, $k_A = L_1(x)$ and $k_B = L_1(y)$,

$$S_\lambda = 4 \left( 1 - \frac{2}{N} \sum_{k_A,k_B=0}^{N} \sum_{L_1(x)=k_A} L_1(y)=k_B} q_A(x|\lambda)q_B(y|\lambda)x \cdot y \right). \quad (8.31)$$

Now, if we assume that $q_A(x|\lambda)$ ($q_B(y|\lambda)$) has the same value for equal $k_A$ ($k_B$), we 
can sum over $x$ and $y$ for given $k_A$ and $k_B$,

$$\sum_{k_A,k_B} x \cdot y = \binom{N}{k_A} \min\{k_A,k_B\} \sum_{j=\max\{1,k_A+k_B-N\}}^{\min\{k_A,k_B\}} j \binom{k_A}{j} \binom{N-k_A}{k_B-j}$$

$$= \binom{N}{k_A} k_A \binom{N-1}{k_B-1}$$

$$= \frac{k_A k_B}{N} \binom{N}{k_A} \binom{N}{k_B}. \quad (8.32)$$

We can then get the $S$ value,

$$S_\lambda = 4 \left( 1 - \frac{2}{N^2} \sum_{k_A,k_B=0}^{N} q_{k_A}(x|\lambda) \binom{N}{k_A} q_{k_B}(y|\lambda) \binom{N}{k_B} k_A k_B \right), \quad (8.33)$$

with the constraints of $q_A(x|\lambda)$ and $q_B(y|\lambda)$,

$$\sum_{k_A=1}^{N} q_{k_A}(x|\lambda) \binom{N}{k_A} = 1,$$

$$\sum_{k_B=1}^{N} q_{k_B}(y|\lambda) \binom{N}{k_B} = 1. \quad (8.34)$$
It is worth mentioning that the assumption that \( q_A(x|\lambda) (q_B(y|\lambda)) \) takes the same value for equal \( k_A (k_B) \) is not obviously equivalent to the original optimization problem defined in Eq. (8.31). We thus take this step as an additional assumption, and conjecture it to be true for certain cases.

The problem defined in Eq. (8.33) with constraints of Eq. (8.34) cannot be solved by linear programming directly, as for the nonlinear terms \( q_{k_A}(x|\lambda)q_{k_B}(y|\lambda) \). However, we can still optimize it with similar methods used in the previous section. Define the maximum randomness on each side

\[
P_A = \left[ \max_{\lambda,x} q_{k_A}(x|\lambda) \right]^{1/N},
\]
\[
P_B = \left[ \max_{\lambda,y} q_{k_B}(y|\lambda) \right]^{1/N}.
\]

(8.35)

To maximize \( S_\lambda \), we can first optimize Alice’s side, \( q_{k_A} \), and then Bob’s side \( q_{k_B} \). By doing so, it is not hard to see that \( S_\lambda \) is maximized by assigning \( q_{k_A} \) that has small number of \( k_A \) to be \( P_A \) and that has large number of \( k_A \) to be 0, and similarly for \( q_{k_B} \). Thus we need to first find \( l_A \) and \( l_B \) for Alice and Bob, such that,

\[
\left[ \sum_{k_A=0}^{l_A+1} \binom{N}{k_A} \right]^{-1/N} < P_A \leq \left[ \sum_{k_A=0}^{l_A} \binom{N}{k_A} \right]^{-1/N}
\]
\[
\left[ \sum_{k_B=0}^{l_B+1} \binom{N}{k_B} \right]^{-1/N} < P_B \leq \left[ \sum_{k_B=0}^{l_B} \binom{N}{k_B} \right]^{-1/N}.
\]

(8.36)

Then we can assign \( q_{k_A}(x|\lambda) \) and \( q_{k_B}(y|\lambda) \) to be

\[
q_{k_A}(x|\lambda) = \begin{cases} 
(P_A)^N & k_A \leq l_A \\
\frac{1-\sum_{k_A=0}^{l_A} \binom{N}{k_A}}{(l_A+1)} & k_A = l_A + 1 \\
0 & k_A > l_A + 1
\end{cases}
\]

\[
q_{k_B}(y|\lambda) = \begin{cases} 
(P_B)^N & k_B \leq l_B \\
\frac{1-\sum_{k_B=0}^{l_B} \binom{N}{k_B}}{(l_B+1)} & k_B = l_B + 1 \\
0 & k_B > l_B + 1
\end{cases}
\]

(8.37)
to optimize $S_\lambda$ defined in Eq. (8.33).

For finite $N$, we can also numerically solve the optimization problem defined in Eq. (8.33). As shown in Fig. 8-3. The value $S$ increases with the number of runs $N$, thus the strategy with infinite rounds puts a bound on the strategy with finite rounds.

![Figure 8-3: (Color online) Possible optimal values of the CHSH test for different randomness $P$ with various rounds $N$ based on uncorrelated inputs of Alice and Bob. The solid line corresponds the strategy for $N \to \infty$, which upper bounds all finite $N$ cases. The curves are not smooth for finite $N$ as for similar reasons like in the one party biased case, and it tends to be smooth with $N \to \infty$.](image)

In the case of $N \to \infty$, we can also find analytical relation between optimized $S$ and the corresponded $P$. Similarly, we first estimate $P_A$ and $P_B$ defined in Eq. (8.36) with the limit of $N \to \infty$ by

$$\lim_{N \to \infty} P_A = \bar{l}_A (1 - \bar{l}_A)^{1-\bar{l}_A},$$

$$\lim_{N \to \infty} P_B = \bar{l}_B (1 - \bar{l}_B)^{1-\bar{l}_B},$$

(8.38)
where $\bar{l}_A = l_A/N$ and $\bar{l}_B = l_B/N$, and $S$ according to

$$S = 4 - 8\bar{l}_A\bar{l}_B.$$  
(8.39)

As we still have to optimize over all possible $P_A$ and $P_B$ that satisfies $P_A P_B = P$, we cannot get a direct analytic formula like in Eq. (8.30), while we can still numerically solve and plot it in Fig. 8.3. To reach a maximum quantum violation $S_Q = 2\sqrt{2}$ with a LHVM, the randomness is required to be $P \geq P_Q \approx 0.264$, which is larger than the case where Eve only control’s Alice’s input.

### 8.3.3 Discussion

We take an additional assumption in the derivation of the both parties biased case, thus the obtained bound $P_Q \approx 0.264$ is still an upper bound of a general optimal attack for the case of $N$ goes to infinity. As we already know, the randomness requirement for the worst case, that is, multiple run with Alice and Bob’s inputs correlated, is strictly bounded by $P_Q \approx 0.258$ [78]. Thus, we know that the tight $P_Q$ for the case of multiple run but Alice and Bob uncorrelated should lie in the interval of $[0.258, 0.264]$.

To gain intuition why we take the additional assumption, first notice that what we want is to minimize the average contribution of $\mathbf{x} \cdot \mathbf{y}$ in Eq. (8.31). In our case, where $P$ is near 1/4, $q_A(x|\lambda)$ and $q_B(y|\lambda)$ can be regarded as an approximately flat distribution. On average, the $\mathbf{x}$ ($\mathbf{y}$) contains less number of 1s will contribute more to $S$, which means we should assign the corresponded probability $q_A(x|\lambda)$ ($q_A(y|\lambda)$) bigger in order to maximize $S$. As $q_A(x|\lambda)$ ($q_A(y|\lambda)$) is upper bounded by $P_A$ ($P_B$), an intuitive optimal strategy is then to let $q_A(x|\lambda)$ ($q_A(y|\lambda)$) be $P_A$ ($P_B$) for $\mathbf{x}$ ($\mathbf{y}$) contains less number of 1s, and be 0 for the ones contains more number of 1s. As $q_A(x|\lambda)$ ($q_A(y|\lambda)$) should also satisfy the normalization condition (Eq. (8.34)), we can simply follow the strategy defined in Eq. (8.37) to realize the intuition, which on the other hand satisfies the assumption we take. Follow the above intuition, we conjecture the assumption to be true for certain cases of $N$. That is, for finite $N$, we conjecture it to be true when equalities are taken in Eq. (8.36) for both $P_A$ and $P_B$.
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On the other hand, we want to emphasize that for a finite $N$, the assumption will not generally hold in the optimal strategy if the equalities in Eq. (8.36) are not fulfilled. For example, if the probability of $l_A + 1$ and $l_B + 1$ in Eq. (8.37) is not 0 but very small, we should not take all $q_A(x|\lambda)$ and $q_B(y|\lambda)$ equally as $q_{k_A}$ and $q_{k_B}$, especially for the case of $L_1(x) = l_A + 1$ and $L_1(y) = l_B + 1$, respectively. In fact, there do exist a cleverer assignment of $q_A(x|\lambda)$ and $q_B(y|\lambda)$ such that only $x$ and $y$ that gives small $x \cdot y$ get probability instead of all of $x$ and $y$ that $L_1(x) = l_A + 1$ and $L_1(B) = l_B + 1$. However, with increasing runs $N$, this kind of clever attack stops working as for the equalities can be more approximately satisfied with larger $N$. Therefore, we also conjecture the assumption to be true for all possible $P$ with $N$ goes to infinity.

As we can see, our obtained $P_Q \approx 0.264$ is already very close to the worst case value that is 0.258, we can therefore conclude that the multiple run correlation is already a strong resource for the adversary, no matter whether the inputs of Alice and Bob are correlated or not. In addition, as we know that the bound $P_Q$ for the most loose case, that is, single run and Alice Bob uncorrelated, is given to be 0.354 [77], we also suggest that the key loophole of the input randomness is the correlation between multiple runs instead of correlation of Alice and Bob.

Considering that Eve controls only Alice’s input but leaves Bob’s input uniformly distributed, we found the least randomness Eve need to control to fake a quantum violation is $P_Q \approx 0.273$. And the least randomness required when controlling both Alice and Bob is $P_Q \leq 0.264$. By comparing the results to the ones listed in Table. 8.1, we conclude that the key randomness loophole is due to the correlation between multiple runs. As the randomness requirement which considers multiple run attack is not easy to fulfill in real experiments, we thus suggest the experiments to rule correlations of the input settings from different runs. To guarantee the securities of the device independent tasks, we also suggest that one should check whether there are correlations between random inputs from different runs.

For further research, we are interested to know whether there exists Bell inequalities that suffers less from the randomness loophole. By assuming different kinds of
assumptions, the randomness requirement behaves different. For example, it is interesting to investigate the scenario where the input settings are uncorrelated with the measurement devices by assuming the manufactures are different. That is, there are two uncorrelated hidden variables in Fig. 9-1(c), controlling the input settings and measurement devices independently. Moreover, recently, by considering a nonzero lower bound for the input random probability $p(x, y|\lambda)$, Pütz et al. show a Bell inequality which suffers from very little randomness loophole [145]. That is, no adversary can fake a quantum violation as long as the lower bound of $p(x, y|\lambda)$ is nonzero regardless of its upper bound $P$ defined in Eq. (9.2). Therefore, it is interesting to investigate the multiple run randomness requirement of the CHSH inequality with additional assumptions.
Chapter 9

Clauser-Horne Bell test with imperfect random inputs

This chapter investigates general randomness requirement for the Clauser-Horne (CH) inequality [34]. We consider for different conditions. In addition, our method applies for general Bell inequalities.

9.1 General randomness requirement

In the bipartite scenario, a general Bell test involves two remotely separated parties, Alice and Bob, who receive random inputs $x$ and $y$ and produce outputs $a$ and $b$, respectively. Based on the probability distribution $\tilde{p}_{AB}(a, b|a, b)$ of the outputs conditioned on the inputs, Bell’s inequality can be defined by a linear combination of $\tilde{p}_{AB}(a, b|x, y)$ according to

$$J = \sum_{a, b, x, y} \beta_{x,y} \tilde{p}_{AB}(a, b|x, y) \leq J_C,$$

(9.1)

where $J_C$ is a bound for all local hidden variable models (LHVMs), meaning that, any LHVM cannot violate any Bell’s inequality. Now, we consider the case that the inputs are not fully random. That is, the inputs $x$ and $y$ depend on some local hidden variable, denoted as $\lambda$, as shown in Fig. 9.1.
Figure 9-1: Bell tests in a bipartite scenario. In general, the inputs depend on some local hidden variable $\lambda$. The local hidden variables that control the inputs and the devices may be different. While, we can still denote these two local hidden variables with a single one denoted as $\lambda$.

The input randomness can be quantified by the dependence of the inputs conditioned on $\lambda$. Suppose the inputs $x$ and $y$ are chosen according to \textit{a priori} probability $p(x, y|\lambda)$, the input randomness can be measured by its upper and lower bounds,

\[ P = \max_{x,y,\lambda} p(x, y|\lambda), \]
\[ Q = \min_{x,y,\lambda} p(x, y|\lambda). \]

As an example, for the CH test, where the inputs are binary, the upper and lower bounds are in the range of $[1/4, 1]$ and $[0, 1/4]$, respectively. Focusing on the upper bound $P$, when it equals 1, it represents the case that the local hidden variable $\lambda$ deterministically decides at least one input. When $P = 1/4$, this corresponds to the case that the inputs are fully random. Similarly, we can see how the lower bound $Q$ characterizes the input randomness. In many of previous works [35, 231, 74, 78, 232, 228], only the upper bound $P$ is considered. It is recently noted in Ref. [145] that the lower bound $Q$ also plays an important role in analysis. We thus consider both the upper and lower bounds as quantifications of the input randomness.

With binary inputs, we can consider a symmetric case where $P = 1/4 + \delta$ and $Q = 1/4 - \delta$. In other words, we can quantify the input randomness by its deviation
from a uniform distribution, quantified by $\delta$,

$$\delta = \max_{x, y, \lambda} \left| p(x, y|\lambda) - \frac{1}{4} \right|. \quad (9.3)$$

Note that all our following results apply for asymmetric cases (with arbitrary $P$ and $Q$) as well.

When the input settings are determined by $p(x, y|\lambda)$, the observed probability $\tilde{p}_{AB}(a, b|x, y)$ of outputs conditioned on inputs is given by

$$\tilde{p}_{AB}(a, b|x, y) = \sum_{\lambda} \tilde{p}_{AB}(a, b|x, y, \lambda)p(x, y|\lambda)q(\lambda), \quad (9.4)$$

where $q(\lambda)$ is the prior probability of $\lambda$, $p(x, y) = \sum_{\lambda} p(x, y|\lambda)q(\lambda)$ is the averaged probability of choosing $x$ and $y$, and $\tilde{p}_{AB}(a, b|x, y, \lambda)$ is the strategy of Alice and Bob conditioned on $\lambda$. Then, the Bell’s inequality defined in Eq. (9.1) should be rephrased by

$$J = \sum_{x, y} \frac{1}{p(x, y)} \sum_{\lambda} \sum_{a, b} \beta_{a, b}^{x, y} \tilde{p}_{AB}(a, b|x, y, \lambda)p(x, y|\lambda)q(\lambda) \leq J^C. \quad (9.5)$$

In this work, we are interested in how LHVMs can fake a violation of Bell’s inequality with imperfect input randomness. Thus, we can also set the strategy $\tilde{p}_{AB}(a, b|x, y, \lambda)$ of deciding the outputs based on the inputs by $\tilde{p}_A(a|x, \lambda)\tilde{p}_B(b|y, \lambda)$, and the Bell value with a LHVM is given by

$$J^{LHVM} = \frac{1}{p(x, y)} \sum_{\lambda} \sum_{a, b, x, y} \beta_{a, b}^{x, y} \tilde{p}_A(a|x, \lambda)\tilde{p}_B(b|y, \lambda)p(x, y|\lambda)q(\lambda). \quad (9.6)$$

Here, for simplicity, we assume that $p(x, y)$ is independent of $x$ and $y$. What we are interested is to maximize $J^{LHVM}(P, Q)$ with LHVMs. From another point of view, we want to establish the Bell’s inequality when imperfectly random inputs are considered. Any breach of these bounds (using quantum settings) would rule out LHVMs and in favor of quantum mechanics. Suppose the quantum bound to Eq. (9.5) is denoted by $J_Q$, then we are especially interested to see the condition
of $P$ and $Q$ such that $J^{LHVM}(P,Q) < J_Q$. In experiment, such condition is the necessary condition for a valid Bell test. For a specific observed violation $J_{\text{obs}}$ and input randomness characteristics $P$ and $Q$, it witnesses non-local feature only if the Bell value satisfies $J^{LHVM}(P,Q) < J_{\text{obs}}$.

In varieties of previous works \cite{35, 144, 231, 77, 78, 232, 228}, randomness requirements for the CHSH inequality are analyzed. In this work, we focus on another inequality — the CH inequality and consider in general scenarios. For instance, many previous work \cite{35, 231, 77, 78, 228} assumes the underlying probability distribution $\tilde{p}_{AB}(a,b|x,y)$ to satisfy the no-signaling (NS) \cite{68} condition. However, in real experiment, the probability distribution $\tilde{p}_{AB}(a,b|x,y)$ may behave signaling due to statistical fluctuation, devices imperfection, or other possible interventions by the adversary Eve. We thus also consider the general case where $\tilde{p}_{AB}(a,b|x,y)$ can be signaling \cite{1}. In addition, we consider the case that the random inputs of Alice and Bob are factorizable. In this case, the input randomness can be written as

$$p(x, y|\lambda) = p_A(x|\lambda)p_B(y|\lambda). \quad (9.7)$$

This factorizable assumption is reasonable in some practical scenarios, where the experiment devices that determine the input settings are from independent manufactures or the randomness generation events are also spacelikely separated. For example, if the inputs are determined by cosmic photons that are causally disconnected from each other \cite{79}, the input randomness can be reasonably assumed to be factorizable.

### 9.2 CH inequality

In this section, we will investigate the randomness requirement of the CH inequality under different conditions, including whether $\tilde{p}_{AB}(a,b|x,y)$ is signaling or NS, and

\footnote{It is worth to remark that even if $\tilde{p}_{AB}(a,b|x,y)$ can be signaling, we still assume that the locality loophole is closed. The possibility of signaling comes from the fact that partial knowledge of the inputs are known. In practice, Alice and Bob cannot transmit signal with such signaling probability distribution.}
whether the factorizable condition is satisfied or not.

9.2.1 CH inequality with LHVMs

The CH inequality is defined in the bipartite scenario, where the input settings $x$ and $y$ and the outputs $a$ and $b$ are all bits. Based on the probability distribution that obtains a specific measurement outcome, for instance 00, the CH inequality is defined according to

$$J_{\text{CH}} = \tilde{p}_{AB}(0,0) + \tilde{p}_{AB}(0,1) + \tilde{p}_{AB}(1,0)$$

$$- \tilde{p}_{AB}(1,1) - \tilde{p}_A(0) - \tilde{p}_B(0) \leq 0,$$

where we omit the outputs $a$ and $b$ and define $\tilde{p}_A(x)$ ($\tilde{p}_B(y)$) to be the probability of detecting 0 with input setting $x$ ($y$) by Alice (Bob), and $\tilde{p}_{AB}(x,y)$ the probability of coincidence detection 00 for both sides with input settings $x$ and $y$ for Alice and Bob, respectively. To satisfy the general definition of a Bell inequality as shown in Eq. (9.1), the single party probabilities $\tilde{p}_A(0)$ and $\tilde{p}_B(0)$ need to be properly defined by coincidence detection probabilities. For instance, we can either define $\tilde{p}_A(0)$ by the detection probabilities with input $(x = 0, y = 0)$, or $(x = 0, y = 1)$, or a convex mixture. This arbitrary definition vanishes when the NS condition is satisfied.

In experiment realization, one has to run the CH test multiple times, for instance, $N$, to determine the probabilities in Eq. (9.8). Denote the coincidence counts by $C_{AB}$ and single counts by $S_{A(B)}$, we can then write

$$J_{\text{CH}} = \frac{C_{AB}(0,0)}{N_{AB}(0,0)} + \frac{C_{AB}(0,1)}{N_{AB}(0,1)} + \frac{C_{AB}(1,0)}{N_{AB}(1,0)}$$

$$\quad - \frac{C_{AB}(1,1)}{N_{AB}(1,1)} - \frac{S_A(0)}{N_A(0)} - \frac{S_B(0)}{N_B(0)}.$$

Here, $N_{AB}(x,y)$ denotes the total number of trials with input setting $x$ and $y$, and $N_{A(B)}$ the number of trials with input setting $x$ ($y$) of Alice (Bob).

When the input settings are chosen truly randomly, the CH Bell value $J_{\text{CH}}^{\text{LHVM}}$ with LHVM is always non-positive. While quantum theory could maximally violate it to be $J_Q = (\sqrt{2} - 1)/2 \approx 0.207$. If the measurement settings $x$, $y$ are additionally
determined by some hidden variable \( \lambda \) by probability distribution \( p(x, y|\lambda) \), we show in the following that the CH inequality could be violated even with LHVMs.

With a general LHVM strategy defined in Eq. (9.6), each term in the CH value in Eq. (9.9) can be described by

\[
C_{AB}(x, y) = N \sum_{\lambda} \tilde{p}_A(x, \lambda) \tilde{p}_B(y, \lambda) p(x, y|\lambda) q(\lambda)
\]

\[
N_{AB}(x, y) = N \sum_{\lambda} p(x, y|\lambda) q(\lambda)
\]

\[
S_{A(B)}(0) = N \sum_{\lambda} \tilde{p}_{A(B)}(0, \lambda) (p(0, 0|\lambda) + p(0, 1|\lambda)) q(\lambda)
\]

\[
N_{A(B)}(0) = N \sum_{\lambda} (p(0, 0|\lambda) + p(0, 1|\lambda)) q(\lambda)
\]

(9.10)

Here, we adopt a specific realization of the single counts by taking an average of the observed value. For instance, the single detection probability \( p_A(0) \) is defined to be a mean of the single detection probabilities with input \((x = 0, y = 0)\) and \((x = 0, y = 1)\).

Besides, in order to convince Alice and Bob that the input settings \( x \) and \( y \) are chosen freely, Eve has to impose that the averaged probability distributions of the input settings are uniformly random. Then, we can assume \( p(x, y) \) to be \( 1/4 \),

\[
N_{AB}(x, y) = N \sum_{\lambda} p(x, y|\lambda) q(\lambda) = N/4, \forall x, y.
\]

(9.11)

In real experiments, the input probability can be arbitrary, where our result can still apply with certain modifications on normalization. With the normalization condition Eq. (9.11), the CH value with LHVMs strategies is given by

\[
J_{CH}^{LHVM} = 4 \sum_{\lambda} q(\lambda) J_{\lambda}
\]

(9.12)
with \( J_\lambda \) defined by

\[
J_\lambda = \tilde{p}_A(0, \lambda)\tilde{p}_B(0, \lambda)p(0, 0|\lambda) + \tilde{p}_A(0, \lambda)\tilde{p}_B(1, \lambda)p(0, 1|\lambda)
\]
\[
+ \tilde{p}_A(1, \lambda)\tilde{p}_B(0, \lambda)p(1, 0|\lambda) - \tilde{p}_A(1, \lambda)\tilde{p}_B(1, \lambda)p(1, 1|\lambda)
\]
\[
- \tilde{p}_A(0, \lambda)(p(0, 0|\lambda) + p(0, 1|\lambda))/2
\]
\[
- \tilde{p}_B(0, \lambda)(p(0, 0|\lambda) + p(1, 0|\lambda))/2.
\]

(9.13)

With the randomness parameter defined in Eq. (9.2), our target is to maximize \( J^\text{LHVM}_{\text{CH}} \) defined in Eq. (9.12) for given randomness input \( P \) and \( Q \) under constraints in Eq. (9.11).

### 9.2.2 General strategy (attack)

In this part, we consider a general strategy (attack) where no additional assumption is imposed. It is worth mentioning that with the following method, we can essentially convert the optimization problem over all LHVMs into a clearly defined mathematical problem. In the CH example, we show an explicit solution to this mathematical problem. A general solution to this type of mathematical problems will provide a general solution to the problem of imperfect randomness in Bell test.

Note that the optimization of Eq. (9.12) requires to optimize over the strategy of Alice and Bob, \( \tilde{p}_A(x, \lambda) \) and \( \tilde{p}_B(y, \lambda) \), and also the strategy of deciding the inputs, \( p(x, y|\lambda) \), which also satisfies the constraints defined in Eq. (9.11). Here, we first analyze how to optimize the strategy of Alice and Bob.

Because all probabilistic LHVM strategies can be realized with a convex combination of deterministic strategies, it is sufficient to just consider deterministic strategies, i.e., \( \tilde{p}_A(x), \tilde{p}_B(y) \in \{0, 1\} \) for the optimization. Conditioned on different values of \( \tilde{p}_A(x) \) and \( \tilde{p}_B(y) \), 16 possible values of \( J_\lambda \) are listed in Table 9.1 where we omit the \( \lambda \) for simple notation hereafter. Note that, for given \( p(x, y|\lambda) \), we should choose the optimal strategy of \( \tilde{p}_A(x) \) and \( \tilde{p}_B(y) \) that maximize \( J_\lambda \). Thus we here only consider the possible optimal strategies as listed in Table 9.2. We refer to Appendix C.1 for rigorous proof of why we only consider the possible optimal strategies.
Table 9.1: The value of $J_\lambda$ with deterministic strategy.

| $(\tilde{p}_A(0), \tilde{p}_A(1))$ | $\tilde{p}_B(0)$ | $\tilde{p}_B(1)$ |
|-----------------|-----------------|-----------------|
| $(0, 0)$        | $0$             | $0$             |
| $(0, 1)$        | $-p(1, 1)$      | $-p(0, 0)/2$    |
| $(1, 0)$        | $(p(0, 1) - p(0, 0))/2$ | $(p(1, 0) - p(0, 0))/2$ |
| $(1, 1)$        | $-(p(0, 0) + p(0, 1))/2$ | $-(p(0, 0) + p(0, 1))/2$ |

Table 9.2: Possible strategies for letting $J_\lambda$ be positive.

| $(\tilde{p}_A(0), \tilde{p}_A(1), \tilde{p}_B(0), \tilde{p}_B(1))$ | $J_\lambda$ |
|-----------------|-----------------|
| $(0, 1, 0, 0)$  | $(p(1, 0) - p(0, 0))/2$ |
| $(0, 1, 0, 1)$  | $(p(1, 0) - p(0, 0))/2 - p(1, 1)$ |
| $(1, 0, 0, 1)$  | $(p(0, 1) - p(0, 0))/2$ |
| $(1, 0, 1, 1)$  | $(p(0, 1) - p(0, 0))/2$ |
| $(1, 1, 0, 1)$  | $(p(0, 1) - p(0, 0))/2 - p(1, 1)$ |
| $(1, 1, 1, 0)$  | $(p(1, 0) - p(0, 1))/2$ |
| $(1, 1, 1, 1)$  | $(p(1, 0) + p(0, 1))/2 - p(1, 1)$ |

As the strategies of $(\tilde{p}_A(0), \tilde{p}_A(1), \tilde{p}_B(0), \tilde{p}_B(1)) = (0, 1, 1, 0)$ and $(\tilde{p}_A(0), \tilde{p}_A(1), \tilde{p}_B(0), \tilde{p}_B(1)) = (1, 0, 0, 1)$ are always better than the strategies of $(\tilde{p}_A(0), \tilde{p}_A(1), \tilde{p}_B(0), \tilde{p}_B(1)) = (0, 1, 1, 1)$ and $(\tilde{p}_A(0), \tilde{p}_A(1), \tilde{p}_B(0), \tilde{p}_B(1)) = (1, 1, 0, 1)$, respectively, we can always replace the later strategies with the former ones without affecting $p(x, y)$ but achieving a larger $J_\lambda$. For simple notation, we denote $p(i, j)$ by $p_{2^{i+j}}$ hereafter, thus the possible deterministic strategies for $J_\lambda$ are in the following set

$$\left\{ \frac{p_2 - p_0}{2}, \frac{p_1 - p_0}{2}, \frac{p_1 - p_2}{2}, \frac{p_2 - p_1}{2}, \frac{p_2 + p_1}{2} - p_3 \right\}. \quad (9.14)$$

Because there are only five possible strategies of Alice and Bob, we can also consider that there are only five different strategies of choosing the input settings. The intuition is that, for the input settings that using the same strategies of Alice and Bob, for instance, $J_\lambda = (p_2 - p_0)/2$, we can always take an average of the different strategies of $p(x, y|\lambda)$ without decreasing $J_\lambda$. We refer to Appendix C.1 for a rigorous proof. Therefore, we label $\lambda_j$ to be the $j$th strategy of choosing the input settings.
and $J_{CH}^{\text{LHVM}}$ can be rewritten in the following way,

$$J_{CH}^{\text{LHVM}}/4 = q(\lambda_1)(p_2(\lambda_1) - p_0(\lambda_1))/2 + q(\lambda_2)(p_1(\lambda_2) - p_0(\lambda_2))/2 + q(\lambda_3)(p_1(\lambda_3) - p_2(\lambda_3))/2 + q(\lambda_4)(p_2(\lambda_4) - p_1(\lambda_4))/2 + q(\lambda_5)[(p_2(\lambda_5) + p_1(\lambda_5))/2 - p_3(\lambda_5)].$$  (9.15)

The constraints of $q(\lambda)$ and $p(\lambda)$ are given by

$$\sum_j q(\lambda_j)p_i(\lambda_j) = 1/4, \forall i$$
$$\sum_i p_i(\lambda_j) = 1, \forall j,$$
$$\sum_j q(\lambda_j) = 1,$$
$$Q \leq p_i(\lambda_j) \leq P, \forall i, j.$$  (9.16)

Furthermore, we can denote the coefficient of $q(\lambda_j)p_i(\lambda_j)$ by $\beta_{ij}$ as shown in Table 9.3. Then $J_{CH}^{\text{LHVM}}$ can be expressed by

$$J_{CH}^{\text{LHVM}} = 4\sum_{ij} \beta_{ij} q(\lambda_j)p_i(\lambda_j),$$  (9.17)

| $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_4$ | $\lambda_5$ |
|-------------|-------------|-------------|-------------|-------------|
| $p_0$       | $-\frac{1}{2}$ | $\frac{1}{2}$ | $0$         | $0$         | $0$         |
| $p_1$       | $0$         | $\frac{1}{2}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | $\frac{1}{2}$ |
| $p_2$       | $\frac{1}{2}$ | $0$         | $-\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |
| $p_3$       | $0$         | $0$         | $0$         | $0$         | $-1$        |

Table 9.3: The coefficient $\beta_{ij}$ of $q(\lambda_j)p_i(\lambda_j)$ in the expression of $J_{CH}^{\text{LHVM}}$ of the CH inequality.

The solution to this optimization problem is shown in Appendix C.2.1. Based on
the value of $P$ and $Q$, we give the optimal CH value $J_{CH}^{LHVM}$ with LHVMs by

\[
J_{CH}^{LHVM}(P, Q) = \begin{cases} 
\frac{5}{2}(4P - 1) & 3P + Q \leq 1, \\
1 - 4Q & 2P + Q \geq \frac{3}{4}, \\
4P - 2Q - \frac{1}{2} & \text{else},
\end{cases}
\]  (9.18)

and plot it in Fig. 9-2. Note that when $P$ is greater than $3/8$, the value of $J_{CH}^{LHVM}$ is independent of $P$. Hence, we only plot the situation where $P$ is less than $3/8$.

Figure 9-2: (Color online) The CH value $J_{CH}^{LHVM}$ as a function of $P$ and $Q$, according to Eq. (9.18).

In addition, we can also investigate the optimal CH value $J_{CH}^{LHVM}$ with input randomness quantified as in Eq. (9.3). It is easy to check that $2P + Q \geq 3/4$, and the optimal CH value $J_{CH}^{LHVM}$ is thus

\[
J_{CH}^{LHVM}(\delta) = 4\delta.
\]  (9.19)

### 9.2.3 Result

**factorizable condition**

Here, we consider the optimal LHVMs strategy in the case where the probability of the input settings are factorizable, as defined in Eq. (9.7).
Following a similar derivation, we show in the Appendix C.2.2 that the optimal CH value $J_{CH}^{LHVM,Fac}$ with LHVMs under factorizable condition is

$$J_{CH}^{LHVM,Fac}(P, Q) = \begin{cases} 
4P - 1 & P + Q \leq \frac{1}{2}, \\
1 - 4Q & P + Q > \frac{1}{2}.
\end{cases} \quad (9.20)$$

We show the optimal value of $J_{CH}^{LHVM,Fac}$ in Fig. 9-3.

![Figure 9-3: (Color online) The CH value $J_{CH}^{LHVM,Fac}$ as a function of $P$ and $Q$ with the factorizable condition Eq. (9.7).](image)

When we quantify $P$ and $Q$ by $P = 1/4 + \delta$ and $Q = 1/4 - \delta$, the formula can be rewritten by

$$J_{CH}^{LHVM,Fac}(\delta) = 4\delta. \quad (9.21)$$

It is interesting to note that the factorizable condition does not affect the optimal CH value $J_{CH}^{LHVM}(\delta)$ when the input randomness is quantified as in Eq. (9.3). The quantum bound $J_Q$ is given by $(\sqrt{2} - 1)/2$, thus we can see that $\delta$ should at least be less than 0.051 for all CH experiment realizations.

**NS condition**

In addition, we consider the scenario where the probability distribution $\tilde{p}_{AB}(a, b|x, y)$ defined in Eq. (9.4) satisfies the NS condition, which adds a constraint on $\tilde{p}_{AB}(a, b|x, y)$. 
That is, the probability of output $a$ ($b$) only relies on the input $x$ ($y$) independently of the input from the other party. To be more specific, NS requires $\tilde{p}_{AB}(a, b|x, y)$ to satisfy
\begin{align}
\sum_b \tilde{p}_{AB}(a, b|x, y) &= \sum_b \tilde{p}_{AB}(a, b|x, y') \equiv \tilde{p}_A(a|x), \quad \forall a, x, y, y' \\
\sum_a \tilde{p}_{AB}(a, b|x, y) &= \sum_a \tilde{p}_{AB}(a, b|x', y) \equiv \tilde{p}_B(b|y). \quad \forall b, x, x', y
\end{align}
(9.22)

We can follow the above derivation by imposing an additional NS constraint, which makes the problem even more complex.

Instead, we note that the CHSH inequality and the CH inequality are equivalent under NS, that is,
\begin{align}
J_{\text{NS}}^{\text{CH}} &= \frac{1}{4}(J_{\text{CHSH}} - 2),
\end{align}
(9.23)
which we refer to Appendix C.3.1 for a rigorous proof. As the CHSH inequality is defined with strong symmetry, we solve the optimization problem with the CHSH inequality. We should note that we essentially take the NS condition into account when deriving the equivalence between the CH and CHSH inequality.

Based on the general definition of Bell’s inequalities in Eq. (9.1), the coefficients of the CHSH inequality is defined by
\begin{align}
\beta_{a,b,x,y}^{\text{CHSH}} &= (-1)^{xy + a + b},
\end{align}
(9.24)
that is,
\begin{align}
J_{\text{CHSH}} &= \sum_{x,y,a,b \in \{0,1\}} (-1)^{xy + a + b} \tilde{p}(a, b|x, y).
\end{align}
(9.25)

When considering LHVMs strategies with imperfect input randomness, the CHSH value can be written by
\begin{align}
J_{\text{CHSH}}^{\text{LHVM}} &= 4 \sum_\lambda q_\lambda J_\lambda,
\end{align}
(9.26)
where
\begin{align}
J_\lambda &= \sum_{x,y,a,b} (-1)^{xy + a + b} \tilde{p}_A(a|x, \lambda) \tilde{p}_B(b|y, \lambda) p(x, y|\lambda).
\end{align}
(9.27)

Following a similar method described above, we first consider deterministic strate-
gies, i.e., \( \tilde{p}_A(a|x), \tilde{p}_B(b|y) \in \{0, 1\} \) for the reason that any probabilistic LHVM could be realized with convex combination of deterministic ones. Denote \( p(i, j) \) as \( p_2i + j \), it is easy to show that the possible optimal deterministic strategies for \( J_\lambda \) are
\[
\{ p_0 + p_1 + p_2 - p_3, p_0 + p_1 + p_3 - p_2, p_0 + p_2 + p_3 - p_1, p_1 + p_2 + p_3 - p_0 \},
\]
and the constraints can also be described by Eq. (9.16). Following a similar argument, we only need to consider four different types strategies of choosing the input settings. Thus \( J_{\text{LHVM}}^{\text{CHSH}} \) can be given by
\[
J_{\text{CHSH}}^{\text{LHVM}}/4 = q(\lambda_1)(p_0(\lambda_1) + p_1(\lambda_1) + p_2(\lambda_1) - p_3(\lambda_1)) \\
+ q(\lambda_2)(p_0(\lambda_2) + p_1(\lambda_2) + p_3(\lambda_2) - p_2(\lambda_2)) \\
+ q(\lambda_3)(p_0(\lambda_3) + p_2(\lambda_3) + p_3(\lambda_3) - p_1(\lambda_3)) \\
+ q(\lambda_4)(p_1(\lambda_4) + p_2(\lambda_4) + p_3(\lambda_4) - p_0(\lambda_4)).
\]
(9.29)
With a symbolic notation in Eq. (9.17), we can also present the coefficient \( \beta_{ij} \) in a matrix, as shown in Table 9.4.

| \( \lambda_1 \) | \( \lambda_2 \) | \( \lambda_3 \) | \( \lambda_4 \) |
|---|---|---|---|
| \( p_0 \) | 1 | 1 | 1 | -1 |
| \( p_1 \) | 1 | 1 | -1 | 1 |
| \( p_2 \) | 1 | -1 | 1 | 1 |
| \( p_3 \) | -1 | 1 | 1 | 1 |

Table 9.4: The coefficient of \( p_i(\lambda_j) \) in the expression of \( J_{\text{CHSH}}^{\text{LHVM}} \) of the CHSH inequality.

We solve the optimization problem in Appendix C.3.2. Based on the value of \( P \) and \( Q \), we give the optimal CHSH value \( J_{\text{CHSH}}^{\text{LHVM}} \) with LHVMs by
\[
J_{\text{CHSH}}^{\text{LHVM}}(P, Q) = \begin{cases} 
24P - 4 & 3P + Q \leq 1, \\
4 - 8Q & 3P + Q \geq 1.
\end{cases}
\]
(9.30)
Then the optimal CH value $J_{\text{CH}}^{\text{LHVM,NS}}$ with LHVMs under NS is

$$J_{\text{CH}}^{\text{LHVM,NS}}(P, Q) = \begin{cases} 
6P - 3/2 & 3P + Q \leq 1, \\
1/2 - 2Q & 3P + Q \geq 1.
\end{cases} \quad (9.31)$$

We show the optimal value of $J_{\text{CH}}^{\text{LHVM,NS}}$ in Fig. 9-4.

Figure 9-4: (Color online) The CH value $J_{\text{CH}}^{\text{LHVM,NS}}$ as a function of $P$ and $Q$ under NS condition Eq. (9.22).

If we quantify the input randomness by its deviation from uniform distribution as defined in Eq. (9.3), the optimal CH value $J_{\text{CH}}^{\text{LHVM,NS}}(\delta)$ is given by

$$J_{\text{CH,NS}}^{\text{LHVM}}(\delta) = 2\delta. \quad (9.32)$$

The quantum bound for the CH inequality $J_Q$ is $(\sqrt{2} - 1)/2$, thus $\delta$ should be less than $(\sqrt{2} - 1)/4 \approx 0.104$ for all experiment realizations.

NS condition and factorizable

At last, we consider the probability distribution $\tilde{p}_{AB}(a, b|x, y)$ to be NS and the input randomness $p(x, y|\lambda)$ is factorizable. The optimization of the CHSH inequality is
solved in Appendix C.3.3 and the result is,

\[ J_{CHSH}^{LHVM, Fac}(P, Q) = \begin{cases} 
8P & P + Q \leq \frac{1}{2}, \\
4 - 8Q & P + Q > \frac{1}{2}.
\end{cases} \]  

(9.33)

Then the optimal CH value \( J_{CH}^{LHVM,NS,Fac} \) with LHVMs under NS and factorizable condition is

\[ J_{CH}^{LHVM,NS,Fac}(P, Q) = \begin{cases} 
2P - 1/2 & P + Q \leq \frac{1}{2}, \\
1/2 - 2Q & P + Q > \frac{1}{2}.
\end{cases} \]  

(9.34)

We show the optimal value of \( J_{CH}^{LHVM,NS,Fac} \) in Fig. 9.5.

Figure 9-5: (Color online) The CH value \( J_{CH}^{LHVM,NS,Fac} \) as a function of \( P \) and \( Q \) under factorizable Eq. (9.7) and NS Eq. (9.22) conditions.

When the input randomness is quantified as in Eq. (9.3), where \( P = 1/4 + \delta \) and \( Q = 1/4 - \delta \), we have

\[ J_{CH}^{LHVM,NS,Fac}(\delta) = 2\delta. \]  

(9.35)

Again, it is interesting to note that the factorizable condition does not affect the optimal CH value \( J_{CH}^{LHVM,NS}(\delta) \) when the input randomness is quantified as in Eq. (9.3).
Comparison

Let us compare the results of the CH values $J_{\text{LHVM}}^{\text{CH}}$ under different conditions. For the maximal quantum violation $J_Q = (\sqrt{2} - 1)/2$, we calculate the critical values of $Q$ and $P$ such that $J_{\text{LHVM}}^{\text{CH}}(P, Q) = J_Q$ and plot them in Fig. 9-6. When $Q$ is small, the optimal CH value $J_{\text{LHVM}}^{\text{CH}}(P, Q)$ depends only on $P$. In this case, the critical values of $P$ for the signaling, signaling+fac, NS, and NS+fac are 0.207, 0.302, 0.285, 0.354, respectively. Thus, we can see that the factorizable condition puts a stronger requirement for $P$ compared to the NS condition. On the other hand, when $Q$ is large, the optimal CH value $J_{\text{LHVM}}^{\text{CH}}(P, Q)$ depends only on $Q$ instead. In this case, the critical values of $Q$ for the signaling and NS condition are 0.198 and 0.146, respectively. It is interesting to note that when both $P$ and $Q$ is large, the optimal CH value $J_{\text{LHVM}}^{\text{CH}}(P, Q)$ is independent on the factorizable condition.

Figure 9-6: The critical value of $Q$ and $P$ such that the CH value $J_{\text{LHVM}}^{\text{CH}}(P, Q)$ equals the maximal quantum value $J_Q = (\sqrt{2} - 1)/2$.

Besides, if we make use of the quantification method defined in Eq. (9.3), we have already noticed that the optimal CH value $J_{\text{LHVM}}^{\text{CH}}(\delta)$ is independent on the factorizable condition. Here, we compare $J_{\text{LHVM}}^{\text{CH}}(\delta)$ between the signaling and NS condition as shown in Fig. 9-7. For the maximal quantum violation $J_Q = (\sqrt{2} - 1)/2$, we calculate the critical values of $\delta$ for the signaling and NS condition to be 0.052
and 0.104, respectively.

![Figure 9-7: The CH value $J_{CH}^{LHVM}(\delta)$ under different conditions.](image)

When we quantify the input randomness as Eq. (9.3), we found that the optimal CH value is independent of the factorizable condition, Eq. (9.7). Thus with the quantification method in Eq. (9.3), one may not need to consider the factorizable condition.

For further works, it is interesting to consider joint strategies of LHVMs of the CH inequality, where the inputs of different runs are correlated. It is already shown that joint attacks to the CHSH inequality puts a very high requirement of the input randomness no matter the factorizable condition is satisfied or not [228]. In addition, we can investigate the case where the input randomness is restricted by both lower and upper bounds, $P$ and $Q$. Due to the asymmetric definition of the CH inequality, the analysis may become extremely complicated with increasing number of correlated runs. Similar cases may also happen for other asymmetric Bell inequalities.

Furthermore, it is interesting to see whether there exist Bell’s inequalities such that the randomness requirement is very low. To do so, we have to solve the problem of optimizing the Bell value with all LHVM strategies. We expect that our derivation method could provide a general way to solve this problem.
Chapter 10

Source-independent quantum random number generation

In general, a physical generator contains two parts a randomness source and its readout. The source is essential to the quality of the resulting random numbers; hence, it needs to be carefully calibrated and modeled to achieve information-theoretical provable randomness. In this chapter, we discuss quantum random number generation without trusting its randomness source \[15\] hence semi-selftesting. We show in this chapter that randomness can be obtained even without characterizing its source.

10.1 The prepare and measure model

A typical QRNG can be described by the prepare and measure model that can be decomposed into two modules: a randomness source (quantum state preparation) and its readout (measurement), as shown in Fig. 10-1. In general, the source emits quantum states that are superpositions of the measurement basis. The output (raw) random numbers are the measurement results. In many QRNGs, a short random seed is required to assist state preparation or measurement.

As an example, consider a simple QRNG that projects the quantum state \(|+\rangle = (|H\rangle + |V\rangle)/\sqrt{2}\) emitted from a single photon source on the horizontal and vertical polarization basis \{\(|H\rangle, |V\rangle\}\). This QRNG can be divided into two modules, as shown
Figure 10-1: Illustration of a generic QRNG setup in which we take photon polarization as the example. $H$ and $V$ refer to horizontal and vertical polarizations, respectively. PBS refers to a polarizing beam splitter. (a) The source functions normally (or trusted) and sends superpositions of $H$ and $V$ polarizations, which offers quantum randomness. (b) The source malfunctions (or untrusted) and sends $H$ and $V$ polarizations in a predetermined order, which should output no genuine randomness. From the measurement result viewpoint, one cannot distinguish these two cases.

in Fig. 10-1a). Randomness is guaranteed by the intrinsically probabilistic nature of quantum physics. Hereafter, we denote $|\text{H}\rangle$, $|\text{V}\rangle$ ($|+\rangle$, $|-\rangle$) as the $Z$-basis ($X$-basis) eigenstates.

Existing practical QRNGs suffer from security loopholes if the devices are not perfect. In the source readout model, the measurement device can normally be trusted due to its simple structure. For instance, in the previous example, the measurement is a simple demolition measurement on the polarization basis. In contrast, the randomness contained in a source, such as a laser or an atomic assemble, is normally difficult to characterize completely. If the source malfunctions and emits classical signals instead of quantum ones, the outputs may not be truly random. Consider the worst-case scenario in which the devices are designed or controlled by an adversary Eve. Eve can employ a pseudo-RNG to output a fixed (from Eve’s viewpoint) string that still appears random to Alice. More concretely, in the example of the
previous paragraph, when a dishonest source emits $Z$-basis instead of $X$-basis eigenstates for the $Z$-basis measurement, the output will just be a fixed string, as shown in Fig. 10-1(b). From this perspective, with given measurement devices, justifying the randomness in a source is crucial to generating randomness.

Most existing QRNGs use complicated physical models \[234, 110\] to quantify their sources. For example, the dimension of the source is sometimes assumed to be a fixed known number \[235\]. The underlying models implicitly assume the existence of randomness in the first place, but this assumption cannot be verified experimentally. Therefore, to achieve truly reliable randomness, there is a strong motivation to avoid the use of such models. Note that removing the dimension assumption is the key challenge to the analysis for device-independent scenarios.

Thus, a QRNG without trusting the source (source-independent) is both theoretically and practically meaningful and greatly in need. A device-independent QRNG \[64\] can generate randomness without having to trust the devices. This type of QRNG requires a short seed for device testing, which is the reason why they are also called randomness expansions \[236, 133, 135\]. By observing the violation of a certain Bell’s inequality, such as the Clauser–Horne–Shimony–Holt inequality \[1\], one can guarantee the presence of randomness without any assumptions about the source or the measurement device. The main drawback of device-independent QRNGs is that they are not loss-tolerant, which typically imposes very severe requirements on experimental devices. Furthermore, this type of QRNG generates random numbers at rates that are very low for practical applications. The highest speed of this type of QRNG has, so far, been reported to be 0.4 bps \[75\].

In this chapter, we will introduce a source-independent QRNG (SIQRNG) scheme based on the uncertainty relation that is loss-tolerant and hence highly practical. In particular, our scheme allows the source to have arbitrary and unknown dimensions. The loss-tolerance property enables potential high-loss implementations of our scheme, such as in integrated optic chips or with inefficient but cheap single photon detectors. We analyze the randomness of the scheme based on complementary uncertainty relations. Our analysis takes account of several practical issues, including
finite-key-size effects, multi-photon components in the source, initial seed length, and losses. The analysis combines several ingredients from the security proof of quantum key distribution (QKD), a rich subject that has developed over the last two decades. These ingredients include phase error correction [237], random sampling [238], and the squashing model [146]. Since the squashing model shows the equivalence between threshold detectors and qubit detectors [146], our scheme allows the source to have an unfixed finite dimension as well as an infinite dimension. For simplicity, in the rest of this chapter, we assume a two-level (bit) output system. All our techniques can be directly applied to cases with more outputs.

10.2 The Protocol

10.2.1 Theoretical protocol

A schematic of our SIQRNG protocol is shown in Fig. 10-2(a). Here, we take an optical implementation as the example, as shown in Fig. 10-2(b). All our results apply similarly to other implementation systems. Quantum signals from the source first go through a modulator that actively chooses between the $X$ and $Z$ bases. Then, a polarizing beam splitter and two threshold detectors perform a projective measurement. Since two detectors are used, there are four possible outcomes: no clicks (losses), two single clicks, and double clicks. This implementation is equivalent to the schematic setup of squashing model as discussed in Section 10.2.2. The details of the protocol are presented in Fig. 10-3.

10.2.2 Analysis

In this part, we analyze the randomness output of the SIQRNG protocol. Strictly speaking, like device-independent QRNGs, our scheme is a randomness expansion scheme, in which a random seed is used to generate extra independent randomness. The procedure of parameter estimation is an analog to the phase error rate estimation in QKD postprocessing [240]. Randomness extraction is mathematically equivalent to
Figure 10-2: (a) Measurement model for SIQRNG. The quantum state first passes through a squasher and is projected as either a qubit or a vacuum. Then, the output qubit is measured in the $X$ or $Z$ basis chosen by an active switch. There are two outcomes for each basis measurement, corresponding to the two eigenstates of the basis. (b) An optical implementation of the SIQRNG in (a), as discussed in Section 10.2.2. Here Pol-M refers to a polarization modulator, PBS refers to a polarizing beam splitter, and $D_0$ and $D_1$ are the threshold detectors.

privacy amplification in QKD. The difference between the biased measurement used here and the biased-basis choice QKD protocol [241] is that the number of $X$-basis measurements is a constant in our case, whereas in QKD, this number must go to infinity when the data size is infinitely large.

**Squashing model**

In the SIQRNG scheme, we assume that measurement devices are trusted and well characterized. The key assumption here is that the *measurement setup is compatible with the squashing model*. That is, a measurement can be treated in two steps. First, the (unknown arbitrary-dimensional) signal state emitted from the source is projected to a qubit or vacuum. The projection is called a squasher, as shown in Fig. 10-2(a). Then, the squashed qubits are post-selected by discarding the vacua and measuring them in the $X$ or $Z$ basis. This assumption can be satisfied when threshold detectors are used with random bit assignments for double clicks [146].
1. **Source:** An untrusted party, Eve, prepares many quantum states in an arbitrary and unknown dimension and feeds them into the measurement box of Alice.

2. **Squashing:** Alice (or Eve) squashes the quantum states into qubits and vacua. Alice postselects the vacua and obtains \( n \) squashed qubits. The vacuum components take account of optical losses and quantum efficiencies.

3. **Random sampling:** By consuming a short seed with the length given in Eq. \( \text{(10.6)} \), Alice randomly chooses \( n_x \) out of the \( n \) squashed qubits and measures them in the \( X \) basis, each results in \(|+\rangle \) or \(|-\rangle \).

4. **Parameter estimation:** When the system operates properly, the source emits qubits \(|+\rangle \) for all runs. Thus, a result of \(|-\rangle \) in the \( X \)-basis measurement is defined as an error. A double click is considered to be half an error. Alice evaluates the bit error rate \( e_{bx} \) in the \( X \) basis and its statistical deviation \( \theta \) according to Eq. \( \text{(10.5)} \). If \( e_{bx} + \theta \geq 1/2 \), Alice aborts the protocol.

5. **Randomness generation:** For the remaining \( n - n_x \) squashed qubits, Alice performs measurement in the \( Z \) basis to generate \( n_z = n - n_x \) random bits.

6. **Randomness extraction:** Alice picks a parameter \( t_e \) according to the desired failure probability restriction and extracts \( n_z - n_z H(e_{bx} + \theta) - t_e \) bits of final randomness using Toeplitz-matrix hashing \[239, 240\].

7. **Security parameter:** With the composable security definition, the security parameter (in trace-distance measure) is given by \( \varepsilon = \sqrt{(\varepsilon_\theta + 2^{-t_e})(2 - \varepsilon_\theta - 2^{-t_e})} \).

---

Figure 10-3: Source-independent QRNG with the finite data size effect. The results are proven in Section 10.2.2.
the protocol described in Section 10.2, the X-basis measurement results are used for parameter estimation and are then discarded in postprocessing. Thus, the random assignment can be replaced by adding half of the double-click ratio to the X-basis error rate.

In practice, it is a challenge to verify whether a measurement setup is compatible with the squashing model. Much effort has been put into this question [242]. The key point here is to make the two detectors respond equally to (four) different qubits, and hence make the measurement device basis-independent [243]. This can be done by adding a series of filters (including spectrum and temporal filters) before the threshold detectors, to ensure that the input states stay within a proper set of optical modes [244], in which the detectors have the same efficiencies [146, 243]. One can further assume that Alice uses a trusted source to calibrate the measurement devices beforehand; that is, Alice performs a quantum measurement tomography. A similar measurement calibration procedure should be done in most current QKD and QRNG realizations. Here, we emphasize that the verification of the squashing model does not affect the source-independent property of our scheme. Thus, we leave detailed investigation on validating the measurement setting for future works.

Similar to the QKD case [146], we can assume that the squashing operator is held by Eve in the randomness analysis. By this, we mean that Eve can choose a valid operator, so long as the output is a qubit or a vacuum. In the following discussions, we focus on the squashed qubits. We need to determine the min-entropy associated with these qubits in the Z-basis measurement.

**Complementary uncertainty relation**

First, we show intuitively why the protocol works. According to quantum mechanics, the outcome of projecting the state $|+\rangle$ on the Z basis is random. Of course, in reality, due to device imperfections, Alice would never obtain a perfect state of $|+\rangle$. Now, the key question for Alice becomes how to verify that the source faithfully emits the state $|+\rangle$. This can be done by borrowing a similar technique from the security analysis of QKD [245, 237, 246] and consider an equivalent virtual protocol
depicted in Fig. [10-4] where we replace steps 5 and 6 by 5′ and 6′. In steps 3 and 4 of the protocol, Alice occasionally performs the X-basis measurement and define the phase error rate to be the ratio of detecting |−⟩. In the virtual protocol, once Alice knows the phase error rate by random sampling tests, she can perform a phase error correction (step 5′) before the final Z-basis measurement (step 6′). By an smart design of the phase error correction procedure [237], Alice can make it commute with the Z-basis measurement. Thus, she can perform the Z-basis measurement (step 5) first and then apply randomness extraction (step 6). At this stage, all the states have already collapsed to classical results, and the phase error correction procedure becomes randomness extraction (or privacy amplification in QKD) [245, 237, 246]. Besides QKD, the argument here is similar to the one used in Ref. [21], where one can consider the error correction process 5′ as distilling coherence or randomness extraction.

5′ **Error correction:** Based on phase error rate $e_{bx}$, Alice performs phase error correction and obtain $n_z[1 - H(e_{bx})]$ copies of perfect $|+⟩$ with a nearly unit probability.

6′ **Randomness generation:** After obtaining all states in $|+⟩$, Alice performs measurement in the Z basis to get $n_z[1 - H(e_{bx})]$ random bits.

Figure 10-4: An equivalent protocol of source-independent QRNG.

It has been proved that the phase error correction (randomness extraction) can be efficiently done with Toeplitz-matrix hashing [239]. Suppose the number of qubits measured in the Z basis is $n_z$ and the phase error rate is $e_{pz}$, the number of bits sacrificed in the phase error correction is given by

$$n_zH(e_{pz}) + t_e,$$  \hspace{1cm} (10.1)

and the probability that the phase error correction fails is $2^{-t_e}$ [240]. Here, $H(e) = -e \log e - (1 - e) \log(1 - e)$ is the binary Shannon entropy function, all the log is base
2 throughout this chapter, and $t_e$ is the parameter Alice picks up by balancing the failure probability and the final output length. Then, the number of final random bits is given by,

$$K \geq n_z - n_z H(e_{pz}) - t_e. \tag{10.2}$$

In practice, Alice needs to prepare a Toeplitz matrix of size $n_z \times [n_z - n_z H(e_{pz}) - t_e]$ for randomness extraction.

We note that the failure probability $2^{-t_e}$ quantifies fidelity between the state that results from the phase error correction and the ideal state $|+\rangle^\otimes n_z$. In the composable security definition [157] [158], a trace-distance measure security parameter $\varepsilon_t$ should be employed. Its relation to the fidelity measure $\varepsilon_f$ is given by [238]

$$\varepsilon_t = \sqrt{\varepsilon_f(2 - \varepsilon_f)} \tag{10.3}$$

In the following, we shall use the fidelity measure for the failure probability, which, in the end, can be conveniently converted to the trace-distance measure security parameter.

To construct the Toeplitz matrix of size $n_z \times [n_z - n_z H(e_{pz}) - t_e]$, Alice needs to use $n_z + n_z - n_z H(e_{pz}) - t_e - 1$ random bits. Thanks to the Leftover Hash Lemma [247], the Toeplitz hashing extractor can be proven to be a strong extractor. That is, the output random bits are independent of the random bits used in the construction of the Toeplitz matrix [248]. Thus, the Toeplitz matrix can be reused.

Our result can also be derived via a different but elegant approach by employing a newly developed seminal uncertainty relation [249] and extending the Leftover Hash Lemma [247] to the quantum scenario [250]. Interestingly, the result from that approach yields a security parameter (in trace distance measure) that is of the order of $2^{-t_e/2}$, which is consistent with ours. Such techniques have been successfully applied in some applications, including QRNGs [235].
Finite key analysis

In practice, the QRNG only runs for a finite time; consequently, the sampling tests for the $X$-basis measurements will suffer from statistical fluctuations. In the parameter estimation step, the key parameter $e_{pz}$ in Eq. (10.2) should be estimated (bounded) from the finite data size effect.

In the random sampling test, Alice measures the squashed qubits in the $X$ basis and obtains the error rate, $e_{bx}$. Remember that, as required in the squashing model, this error rate includes half of the double-click ratio. Henceforth, we simply call this error rate as the $X$-basis error rate. Recall that the phase error rate $e_{pz}$ is defined as the error rate if the quantum signals measured in the $Z$ basis were measured in the $X$ basis. When the sampling size is large enough, $e_{pz}$ can be well approximated by $e_{bx}$.

Before presenting the details of the random sampling analysis, we establish a notation. Suppose Alice receives $n$ squashed qubits and randomly chooses $n_x$ of them to be measured in the $X$ basis, leaving the remaining $n_z = n - n_x$ qubits in the $Z$ basis. Let the ratio of $X$-basis measurements be $q_x = n_x / n$, the number of errors Alice finds in the $X$ basis to be $k$, and the total number of errors to be $m$ if Alice had measured all qubits in the $X$ basis. Then, the number of errors in the qubits measured in the $Z$ basis is $m - k$, which is the key parameter we need to determine through random sampling. The quantity $m - k = n_z e_{pz}$ determines the randomness extraction rate. Define the lower bound of $e_{pz}$ by,

$$e_{pz} \leq e_{bx} + \theta,$$

where $\theta$ is the deviation due to statistical fluctuations. Following the random sampling results of Fung et al. [238], we can bound the probability when Eq. (10.4) fails,

$$\varepsilon_\theta = \text{Prob}(e_{pz} > e_{bx} + \theta) \leq \frac{1}{\sqrt{q_x(1-q_x)e_{bx}(1-e_{bx})n}} 2^{-n\xi(\theta)},$$
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where \( \xi(\theta) = H(e_{bx} + \theta - q_x \theta) - q_x H(e_{bx}) - (1-q_x)H(e_{bx} + \theta). \) Note that in the unlikely event that \( e_{bx} = 0, \) the failure probability is unbounded, and one should rederive the failure probability or simply replace \( e_{bx} \) with a small value, say, \( 1/n_x. \)

In practice, the failure probability \( \varepsilon_{\theta} \) is normally picked to be a small number depended on applications. In later data postprocessing, we pick up \( \varepsilon_{\theta} = 2^{-100}. \) Once \( \varepsilon_{\theta} \) is fixed, there is a trade-off between \( q_x \) and \( \theta \) for the ratio of the final random bit length over the raw data size. Thus, the number of samples for the \( X \)-basis measurement should be optimized for the randomness extraction rate.

One key property for the random sampling is that the \( n_x \) locations of the \( X \)-basis measurements are randomly chosen from the total \( n \) locations, i.e., the \( \binom{n}{n_x} \) cases occur equally likely. Then, Alice needs a random seed with a length of

\[
 n_{\text{seed}} = \log \left( \frac{n}{n_x} \right) \leq n_x \log n. \tag{10.6}
\]

The effect of loss on the seed length will be discussed in Section 10.2.2. In Appendix B.1, we show that \( n_x \) can remain a constant, given the failure probability, when \( n \) is large. Then, in the large data size limit, the seed length is exponentially small compared to the length of the output random bit. Therefore, we reach an exponential randomness expansion.

**Practical issues**

**Multi photons:** In our protocol, the source is allowed to emit multi photons, since its dimension is assumed to be uncharacterized. In other words, these components would not affect the randomness of the final output. In practice, multi photons may introduce double clicks when threshold detectors are used \([146]\); these double clicks will directly contribute to the error rate term \( e_{bx}. \) Thus, when the multi-photon ratio is very high, the double-click ratio will increase to a point that the upper bound on information leakage \( e_{pz} \) increases to one half; at that point, when no random bits can be extracted according to Eq. (10.2) and Alice simply aborts the protocol.

**Loss:** The loss tolerance of our protocol is guaranteed by the squashing model in
which the measurement is assumed to be basis independent \[146\]. This assumption can be guaranteed by the fact that the basis is chosen after losses. Alice does not anticipate the positions of losses, so she effectively decides the (random) positions for $X$-basis measurements before losses. The effect of loss only decreases the number of effective $X$ measurements, but the positions of effective $X$ measurements are still uniformly random in squashed qubits; this fulfills the requirement of random sampling. The detailed proof is shown in Appendix B.2.

**Basis-dependent detector efficiency:** Our protocol assumes that the efficiencies of the detectors are the same. In practice, efficiency mismatches would cause the measurement to be different for the two bases (basis dependent). A viable way to deal with this imperfection is to recalculate the rate as a function of the ratio between the efficiencies of the two bases, employing the technique used in QKD \[243\]. As indicated by the result in QKD \[243\], the random number generation rate will slightly decrease when there is a small mismatch in detector efficiencies. More precisely, denote the ratio between the minimum and maximum efficiencies of the two detectors as $r \leq 1$, then the key size becomes $rn_z(1 - H[(e_{bx} + \theta)/r]) - t_e$ bits. We leave detailed analysis of this imperfection for future work.

**Double clicks:** Our analysis takes account of the effect of double clicks by adding half of the double-click ratio to the $X$-basis error rate, as required in the squashing model. This is also essentially why multi-photon states can be used on the source side without affecting final randomness. Note that double clicks should not be discarded freely in the measurement. Otherwise a security loophole will appear, namely, a strong pulse attack \[251\]. In a strong pulse attack, Eve always sends strong signals (with many photons) in the $Z$ basis. Suppose she sends a strong state in $|H\rangle$; if Alice chooses the $Z$-basis measurement, a valid raw random bit will be obtained, but if she chooses the $X$ basis, a double click is likely to happen. In our protocol, when Alice chooses the $X$-basis measurement, she should get an error (resulting in $|\rangle$) with a probability of one half. If Alice simply discards all double clicks, Eve’s attack will not be noticed. This attack cannot be explained by a qubit measurement. This is intuitively why the squashing model requires random assignments for double clicks.
**Basis choice:** When choosing $X$- or $Z$-basis measurements, an input random string of length $N$ (as a seed) is needed to choose the basis. Suppose the number of $X$-basis measurements to be performed is $N_x$, then Alice chooses $N_x$ positions out of $N$ with equal probability, i.e., with probability $\binom{N}{N_x}^{-1}$. Then, she needs a seed length of $\log \left( \binom{N}{N_x} \right)$. This is similar to Eq. (10.6) with the difference that before the measurement, Alice does not know the positions of losses. More details on how to dilute a short random seed to a longer (partially random) one are provided in Appendix B.3.

**Intensity optimization:** The intensity of the source should be optimized to maximize the randomness generation rate. With increasing intensity, the detection rate will increase along with an increase in the double-click rate (and hence $e_{pz}$ increases). There exists a trade-off between $n_z$ and $e_{pz}$, as shown in Eq. (10.2).

### 10.3 Experiment demonstration

In this section, we perform a proof-of-principle experimental demonstration to show the practicality of SIQRNG scheme. Our experiment setup consists of two parts, the source, owned by an untrusted party Eve, and the measurement device, owned by the user Alice. The schematic diagram is shown in Fig. 10-5.

On Eve’s side, a laser, labeled as $S$, with a wavelength of 850 nm and a repetition rate of 1 MHz is used as a photon source. The power of the laser is adjusted to be one photon number per pulse. Instead of assuming each state to be a qubit system, each pulse that the laser sends is a coherent state of infinite dimensions. The pulse of the laser is then modulated to $|+\rangle$ polarization by a linear polarizer (LP) and a fiber polarization controller (FPC1). Between the source and the measurement device, we put an fiber attenuator (FA) to simulate different losses in the system.

On Alice’s side, first a series of filters need to be applied to ensure the measured optical mode is pure before entering the threshold detectors, as required by the squashing model. For demonstration purpose, we use a single-mode fiber to play the role of a filter. Ideally, frequency and temporal filters should be also added to
further purify the optical mode in order to make the photons indistinguishable. For demonstration purpose, a biased beam splitter (BS1) with a ratio of 1 : 49 is used to passively choose the $X$ or $Z$ basis. Finally, Alice records when the photon detector (PD) clicks. The detector is time-division-multiplexed by adding four time delays TD1 to TD4 (60 ns each) in the optical paths, so that it can simulate four detectors which detect the outcomes of both bases and each bit values. The gate width and the dead time of the detector are 10 ns and 50 ns, respectively. The phase error rate, as calculated in Eq. (10.4), is plotted in Fig. 10-6. The related experimental parameters are listed as follows. The raw key sizes is $N = 10^6$; the dark count is $10^{-5}$; the detector efficiency (without FC adaptor) is 45%; the misalignment error of the source is 2%; and the failure probability is $\varepsilon_\theta = 2^{-100}$. The figure shows that the error rate increases as the loss becomes large. This is because the effect of dark counts becomes dominant when the loss is high. Due to statistical fluctuations, the phase error rate increases when the data size shrinks. Note in particular that the phase error rate can go beyond 20% under high losses, which does not yield any key rates in most QKD protocols. Nevertheless, random numbers
can still be generated in our SIQRNG scheme.

Figure 10-6: Relation between the phase error rate and the loss. The big error bars are caused by a very conservative estimation of statistical fluctuations and also partially by the fluctuation of experimental parameters for different losses.

The relation between the randomness generation rate and the loss is plotted in Fig. 10-7. It can be seen that the randomness generation rate becomes lower with a larger loss, which is consistent with Fig. 10-6. Under practical detector efficiency, the randomness generation rate still achieves a relatively high rate of $5 \times 10^3$ bit/s. Note that, the intensity of the source is fixed in our experimental demonstration. In practice, the intensity of the source can be increased to compensate the loss, and actually the maximum randomness generation rate in our scheme is mainly limited by the dead time of the detector. For our detector with a dead time of 50 ns, the maximum randomness generation rate is 1 bit/50 ns=20 Mbps, which requires the source to be a single photon source with a repetition rate of 20 Mbps. For practical implementations with coherent-state sources, the randomness generation rate can reach the order of 2 Mbps after taking account of various errors and finite data size effects.

After obtaining the random bits, we apply the Toeplitz-matrix hashing [239] on the raw data to obtain final random numbers. To test the randomness, we further perform two statistical tests on the output of our SIQRNG, autocorrelation test and
Figure 10-7: Dependency of randomness generation rate on the loss. The data points on the figure are taken to be the lower bound of the rate, evaluated by random sampling. The security parameter is $\varepsilon_t = 2 \times 2^{-50}$

the NIST test suite\footnote{See http://csrc.nist.gov/groups/ST/toolkit/rng.} The autocorrelation is defined as

$$R(j) = \frac{\mathbb{E}[(X_i - \mu)(X_{i+j} - \mu)]}{\sigma^2},$$

(10.7)

where $j$ is the lag between the samples, $X_i$ is the $i$-th sample bit, $\mu$ and $\sigma$ are the average and the variance of the sample, and $\mathbb{E}$ stands for expectation. The result of autocorrelation test of raw data and final data is shown in Fig. 10-8. It can be seen that the autocorrelation is substantially reduced in the final data. The result of NIST tests on the final data is shown in Fig. 10-9. We can see that all tests are passed.

We have proposed a source-independent and loss-tolerant QRNG scheme and its experimentally demonstration in a passive basis choice realization. From an experimental point of view, the beam splitter itself, as a part of the measurement device, may also be uncharacterized. Thus, it would also be interesting to demonstrate our scheme with an active basis choice in the future. In fact, when the source operates properly, the speed of our protocol is comparable to that of a trusted polarization-based QRNG whose frequency is limited only by single photon detectors—approximately
Figure 10-8: The autocorrelation function of the raw data and the final data. The x-axis is the lag \( j \) between the sampled data \( X_i \) and \( X_{i+j} \), while the y-axis is the autocorrelation \( R(j) \) defined in Eq. (10.7). Data sizes of both the raw data and the final data are in the order of \( 10^7 \). The autocorrelation of the final data is significantly smaller than the raw data in absolute value. Due to finite-key-size effect, the autocorrelation cannot be zero even for perfectly random strings.

Some current realizations of QRNG experiments could be converted to our SIQRNG protocol. For example, an LED could be used as the source, as regular QRNG. Since the polarizations of an LED light are random, it would be convenient to add a polarizer for the \( |+\rangle \) direction to make the source polarized light. Since the detector can work in a gated mode, it does not matter whether the light source is continuous or pulsed. This shows why the repetition rate is limited only by single photon detectors. Viewed from another angle, such a setup could also be used to test quantum features of macroscopic sources.

Recently, a continuous-variable version of the source-independent QRNG is experimentally demonstrated and achieves a randomness generation rate over 1 Gbps. Moreover, with state-of-the-art devices, it can potentially reach the speed in the order of tens of Gbps, which is similar to the trusted-device QRNGs. Hence, semi-self-testing QRNG is approaching practical regime.

Apart from the protocol based on uncertainty relation, we can also make use of the
Figure 10-9: The P-value of the statistical tests. The x-axis lists the names of statistical tests in the NIST test suite. The final data size is 91 Mbit, which is extracted from 115 Mbit raw data. To pass each test, the P-value should be at least 0.01 and the proportion of sequences that satisfy \( P > 0.01 \) should be at least 96%. It can be seen in the figure that the P-values of all tests are greater than 0.01.

coherence on the measurement basis to quantify the randomness output. Note that, the SI-QRNG protocols based on uncertainty relation does not maximally exploits the randomness in the source. For instance, suppose the source emits state 1/2(|0⟩ + i|1⟩), then we have \( H(X) = 1 \) and hence \( H(Z|E) \geq 0 \). In this case, although the measurement outcome on the Z basis is genuinely random, it cannot be revealed by the information on the complementary basis \( X \). Instead, the genuine randomness can be extracted if the \( Y = \{|+i\rangle = (|0\rangle + i|1\rangle)/\sqrt{2}, |-i\rangle = (|0\rangle - i|1\rangle)/\sqrt{2}\} \) basis is measured. On the other hand, if the \( Y \) basis is also measured, we can directly calculate the coherence of the state and the randomness output will be maximized.
Part V

Other works
Chapter 11

Open timelike curves

In general relativity, closed timelike curves (CTCs) can break causality with remarkable and unsettling consequences. At the classical level, they induce causal paradoxes disturbing enough to motivate conjectures that explicitly prevent their existence. At the quantum level such problems can be resolved through the Deutschian formalism, however this induces radical benefits from cloning unknown quantum states to solving problems intractable to quantum computers. Instinctively, one expects these benefits to vanish if causality is respected. This chapter shows that in harnessing entanglement, we can efficiently solve NP-complete problems and clone arbitrary quantum states even when all time-travelling systems are completely isolated from the past. Thus, the many defining benefits of Deutschian closed timelike curves can still be harnessed, even when causality is preserved.

11.1 Open timelike curves

11.1.1 Causality and CTC

Causality aligns with our natural sense of reality. We expect there to be a natural chronology to our reality - two events should not be simultaneous causes for each other. The breaking of causality defies classical logic, resulting in causal paradoxes with no simple solution - the iconic example being the case where a man travels back in time to
kill his own grandfather. Thus, physical predictions that break causality face intense scrutiny - often considered to be theoretical artifacts that are likely suppressed once we gain a more complete understanding of reality - motivating various chronology protection conjectures [254].

Nevertheless, causality breaking theories are consistent with current scientific knowledge. Closed timelike curves (CTCs) are valid solutions of Einstein’s equations in general relativity [255, 256, 257]. Meanwhile, Deustch demonstrated that in the quantum regime, the resulting causal paradoxes always have self consistent solutions [258]. This resolution, however, has radical operational consequences. Many foundational constraints of quantum theory break. Non-orthogonal quantum states can be perfectly distinguished, the uncertainty principle can be violated, and arbitrary unknown quantum states can be cloned to any fixed fidelity [259, 260]. In harnessing these effects, many problems thought to be intractable to standard quantum computers now field efficient solutions [261, 262, 263, 264]. Though radical, these effects seem somewhat rationalized in the context of requiring broken causality - the sentiment being that they are curiosities that will vanish once causality is imposed.

What happens, however, if causality is not strictly broken? In this context, Pienaar et.al introduced open timelike curves [265] (OTCs). Consider a particle that travels back in time with respect to a chronology respecting observer, but is completely isolated from anything that can affect its own causal past during the time-traveling process (See Fig. 11-1). While the time-traveling particle has the potential to break causality, its complete isolation ensures that causality never breaks. Nevertheless, such OTCs can violate uncertainty principles between position and momentum. This opens a remarkable possibility - could the many other radical effects of CTCs stand independent from the breaking of causality?

Here, we demonstrate that OTCs are remarkably powerful, and can replicate many defining operational benefits of CTCs. In sending a particle back in time - even when it interacts with nothing in the past - we can clone arbitrary quantum states to any fixed accuracy, and thus violate any uncertainty principle. Meanwhile, they also grant quantum processors additional computational power, allowing efficient solution
of NP-complete problems. Our results hint that the remarkable power of Deustchian CTCs may survive the censorship of chronology protection. This drastically improves the potential of harnessing such power via alternative effects - such as certain models of gravitational time dilation [265]. Thus, we open the possibility of testing the many radical protocols that harness CTCs in significantly less controversial settings.

11.1.2 OTC and CTC

In general relativity, causality can be violated due to the presence of spacetime wormholes that facilitate closed timelike curves (see Fig. 11-1). This allows a physical system $A$ to travel into its own causal past, and interact with its past self via some unitary $U$. The Deutschian model resolves potential paradoxes by enforcing temporal self-consistency [258, 266], i.e.,

$$\rho_{\text{CTC}} = \text{Tr}_{A} \left[ U (\rho^{\text{in}} \otimes \rho_{\text{CTC}}) U^\dagger \right], \quad (11.1)$$
where $\rho^{(in)}$ denotes the initial state of the system, $\rho_{CTC}$ is the state it evolves to at the point of wormhole traversal and $\text{Tr}_{\neq A}$ represents tracing over all systems other than $A$. Given a solution for $\rho_{CTC}$, the final output of the process is given by

$$
\rho^{(out)} = \text{Tr}_A \left[ U(\rho^{(in)} \otimes \rho_{CTC}) U^\dagger \right].
$$

(11.2)

The many radical effects of CTCs rely on using specific self-interactions $U$ to break causality in different ways [259, 260, 261, 262, 263].

![Diagram showing CTCs and OTCs in presence of ancilla.](image)

Figure 11-2: **CTCs and OTCs in presence of ancilla.** $A$ represents the system to be sent through the space-time wormhole, and $B$ some chronology respecting system initially correlated with $A$. (a) In general CTCs, temporal self-consistency demands that $\rho_{CTC}$ satisfies $\rho_{CTC} = \text{Tr}_{\neq A} [U(\rho^{(in)}_{AB} \otimes \rho_{CTC}) U^\dagger]$. (b) In the case of OTCs, this implies that system $A$ has state $\rho_{OTC} = \text{Tr}_{\neq A} \left[ \rho^{(in)}_{AB} \otimes \rho_{OTC} \right] = \rho_A$ after application of the protocol.

Note that while the above analysis does not assume $\rho^{(in)}$ is pure, it only applies to mixed inputs if $\rho^{(in)}$ represents one partition of a larger composite system that is pure. In the scenario where an input $|\phi_k\rangle$ is prepared with probability $p_k$, the dynamics of the CTC on each $|\phi_k\rangle$ must be analyzed separately [258]. This is due to non-linearity, which implies different unravellings of the density operator yield differing outputs.

In OTCs, causality is preserved. The unitary $U$ is the identity - such that the time-travelling system does not interact with its causal past. Any observer in the frame of reference of $A$ can assign a valid chronology to all the events they witness.
Meanwhile, to any outside observer, all events involving interactions with $A$ will respect causality. From an operational standpoint, there is no breaking of causality. If all information were classical, this entire procedure would only have the effect of desynchronizing $A$’s clock with that of an observer $B$.

Non-trivial effects, however, emerge when we consider quantum ancilla. Suppose we have access to a bipartite system $AB$ in state $\rho_{AB}$, where only one bipartition is sent through the OTC (see Fig. 11-2b). The self-consistency relations imply

$$\rho^{(\text{out})}_{AB} = \text{Tr}_{\neq A}[\rho^{(\text{in})}_{AB}] \otimes \text{Tr}_{A}[\rho^{(\text{in})}_{AB}] = \rho_A \otimes \rho_B$$

Thus, the OTC acts as a universal decorrelator on $A$ - in sending a system $A$ through an OTC, we erase all quantum correlations between $A$ and the rest of the universe (and in particular, $B$). The resulting state, $\rho_A \otimes \rho_B$ fields identical local statistics with respect to the input $\rho_{AB}$, but none of its bipartite correlations. While this operation appears similar to trivial decoherence, it is non-linear, and shown to be impossible to synthesize with standard quantum dynamics [267].

This effect is associated with the monogamy of entanglement [266] - a particle and its past self cannot be simultaneously entangled with the same external ancilla. While OTCs produce non-trivial dynamics when the input appears completely classical (e.g., when $\rho^{(\text{in})}_{AB} = (|00\rangle \langle 00| + |11\rangle \langle 11|)/2$), it applies only for mixed inputs if this mixedness is due to entanglement with some other system $C$. If we input $|00\rangle$ and $|11\rangle$ with equiprobability, then the dynamics of each input must be analyzed separately, and the OTC will have no effect.

### 11.2 Quantum information with OTC

#### 11.2.1 OTC enhanced measurement

We first introduce OTC enhanced measurement, a procedure that harnesses OTCs to measure an arbitrary observable $\hat{O}$ to any fixed precision. Specifically, given an unknown qudit ($d$ dimensional quantum system) in state $\rho$, we can determine $\langle \hat{O} \rangle =$
Tr[Ôρ] to any desired accuracy δ > 0 with negligible failure probability. This protocol functions as a building block for more sophisticated applications of OTCs, such as the efficient solution of NP-complete problems and cloning of unknown quantum states.

The protocol is illustrated in Fig. 11-3. Let |j⟩: j = 0, 1, ..., d − 1 denote a basis that diagonalizes Ô. On this basis, we introduce the two qudit controlled addition operator, C_+ |i⟩ |j⟩ = |i⟩ |j + i⟩, where addition is done modulo d. We then

1. Prepare N identical ancillary states in an eigenstates of Ô, say |0⟩.

2. Apply the C_+ operations N times, each controlled on ρ and targeting a fresh ancilla state. This correlates ρ with each of the N ancillaries.

3. Pass each of the ancillaries through an OTC to destroy all correlations in this N + 1-partite system.

![Quantum circuit of OTC enhanced measurement](chart)

Figure 11-3: Quantum circuit of OTC enhanced measurement. The protocol first introduces N ancilla qudits, all of which are initialized in the state ρ_E = |0⟩ ⟨0|, where |0⟩ is an eigenstate of Ô. A sequence of C_+ gates then perfectly correlates each ancilla with ρ with respect to Ô basis. The erasure of these correlations via OTCs, followed by Ô measurements on each individual qudit, allows determination of Tr[Ôρ] to a standard error that scales inversely with N^2.

This results in N + 1 uncorrelated qudits, each in state ρ_{diag} = \sum_{i=1}^{d} ρ_{ii} |i⟩ ⟨i|, where ρ_{ii} are the diagonal elements of ρ in the Ô basis. Thus, each qudit exhibits identical statistics to ρ when measured in the Ô basis. In taking the mean of these measurements, we obtain an estimate for ⟨Ô⟩. By the central limit theorem, the error of our estimate scales linearly with 1/√N. In particular, provided the eigenvalues of
\( \hat{O} \) are bounded, Hoeffding’s bound implies we can estimate \( \hat{O} \) to any desired accuracy \( \delta \) and error rate \( \epsilon \) using \( O[1/\delta^2 \log(1/\epsilon)] \) OTCs (see methods for details).

**Scaling Analysis**

Execution of the OTC enhanced measurement with \( N \) ancillaries (and therefore \( N \) uses of the OTC) to estimate \( \langle \hat{O} \rangle \) gives an output \( O_{\text{est}} = \sum_k O_k/(N + 1) \). We define the measurement as being successful if the estimate achieves a desired accuracy of \( \delta \) (i.e., \( |O_{\text{est}} - \hat{O}| < \delta \)). Application of Hoeffding’s inequality \(^{268}\) gives failure probability \( p_f \) that obeys

\[
p_f \leq 2 \exp \left[ -\frac{2(N + 1)\delta^2}{(O_{\text{max}} - O_{\text{min}})^2} \right]. \tag{11.4}
\]

Here, \( O_{\text{max}} \) and \( O_{\text{min}} \) are the respective maximum and minimum eigenvalues of \( \hat{O} \). Therefore

\[
N > \frac{(O_{\text{max}} - O_{\text{min}})^2}{2\delta^2} \log \frac{2}{\epsilon}, \tag{11.5}
\]

OTC applications ensures a failure probability of no more than \( \epsilon \). Provided \( \hat{O} \) is bounded, this scales as \( O[1/\delta^2 \log(1/\epsilon)] \).

In OTC assisted cloning, we need to make \( d^2 \) informationally complete measurements, each to a desired accuracy \( \delta > 0 \) with negligible failure probability \( \epsilon > 0 \). Recall this is achieved via a \( 1 \rightarrow d^2 \) universal cloner, whose imperfect copies are to be decorrelated via the use of OTCs (Fig. 11-5). For each of the \( d^2 \) copies, we apply an OTC enhanced measurement. To ensure this measurement is within accuracy \( \delta \), an extra \( O(d^2) \) overhead is required to compensate for the noise within the imperfect copies. The total number of OTCs required is then of order

\[
N > O \left[ d^4 \left( \frac{1}{2\delta^2} \log \frac{2}{\epsilon} \right) \right], \tag{11.6}
\]

where \( O_{\text{max}} - O_{\text{min}} \) is equal to 1 for members of the information complete basis.
11.2.2 Solving NP-complete problems

We take inspiration from Bacon [262], who devised an efficient algorithm to solve the boolean satisfaction problem - a known NP-complete problem - using CTCs.

Bacon’s protocol

Here we outline explicitly how a non-linear map that takes $\rho(n_z)$ to $\rho(n_z^2)$ allows the efficient solution of NP-complete problems. Specifically we study the satisfaction problem: Given a Boolean function $f : \{0,1\}^n \to \{0,1\}$, specified in conjunctive normal form, does there exist a satisfying assignment ($\exists b | f(b) = 1$)? This problem is known to be NP-complete.

Bacon [262] showed that this problem can be efficiently solved if when given an input qubit $\rho = (I + \vec{n} \cdot \vec{\sigma})/2$, we can synthesize a quantum gate $S$ such that $S(\rho) = \frac{1}{2} (I + n_z^2 \sigma_z)$. Here $\vec{n}$ denotes the Bloch sphere vector, and $\vec{\sigma}$ is a 3 component vector of Pauli matrices. In Fig. [11-4] we demonstrated how this gate can be synthesized using OTCs. With this established, the satisfaction problem is efficiently solved as follows:

1. Prepare $n$ ancillary qubits in the state $1/\sqrt{2^n} \sum_{i=0}^{2^n-1} |i\rangle$ and a target qubit in state $|0\rangle$.

2. Apply the unitary

$$U_f = \sum_{i=0}^{2^n-1} |i\rangle \langle i| \otimes \sigma_x^{f(i)}, \quad (11.7)$$

on this system (with the last qubit representing the target). Tracing out the ancillary qubits leaves the target in

$$\rho = \frac{1}{2} \left[ 1 + \left( 1 - \frac{s}{2^{n-1}} \right) \sigma_z \right], \quad (11.8)$$

where $s$ is the number of $x$ satisfying $f(x) = 1$.

3. Apply $S$ to the target via the use of OTCs (See Fig. [11-4]). Repeat this step $p$
times to get
\[ \rho_p = \frac{1}{2} \left[ 1 + \left(1 - \frac{s}{2^{n-1}}\right)^{2^p} \sigma_z \right], \quad (11.9) \]

Notice that, we could easily check the case of \( s = 2^n \). Thus we only need to distinguish between \( s = 0 \) and \( 0 < s < 2^n \). With the limit of \( p \to \infty \), the two output states corresponding to the cases of \( s = 0 \) and \( 0 < s < 2^n \) are \( \rho_p = |0\rangle\langle 0| \) and \( \rho_p \to I/2 \), respectively. By performing measurement in the \( \sigma_z \) basis, one can distinguish the two types of output states \( |0\rangle\langle 0| \) and \( I/2 \), that is, the case of \( s = 0 \) and \( 0 < s < 2^n \), with failure probability being \( 1/2 \). By repeating these steps more times, say, \( q \), the failing probability exponentially decays. For finite \( p \) and \( q \) that are polynomial in \( n \), the probability of failure is given by \[ P_{fail} = \frac{1}{2^q} \left[ 1 + \left(1 - \frac{s}{2^{n-1}}\right)^{2^p} \right]^q. \quad (11.10) \]

**Solving NP-complete problems with OTC**

We modify this algorithm to preserve causality - without losing efficiency. In the causality breaking algorithm, the key role of CTCs is to implement the non-linear map \( S \) that maps an input qubit in state \( \rho(n_z) \) to an output state \( \rho(n_z^2) \), where \( \rho(n_z) = \frac{1}{2} (I + n_z \sigma_z) \) and \( \sigma_z = |0\rangle\langle 0| - |1\rangle\langle 1| \) denotes the Pauli Z matrix (see methods for details).

Figure 11-4: **Solving NP-complete problems with OTCs.** The key non-linear gate \( S \), that takes \( \rho(n_z) \) to \( \rho(n_z^2) \), can be implemented via open timelike curves. This is achieved by the use of a single OTC, applied between two successive \( C_+ \) gates.

This non-linear map can be replicated without breaking causality (See Fig. 11-4). Consider a special case of OTC enhanced measurement, with \( \sigma_z \) as the observable of interest and a single ancilla. For the input qubit \( \rho \) with matrix elements \( \rho_{ij} \),
application of the enhanced measurement protocol outputs two uncorrelated qubits, each in state $\rho_{\text{diag}} = \rho_{00}|0\rangle\langle 0| + \rho_{11}|1\rangle\langle 1|$. Instead of measuring each in $\sigma_z$ directly, we apply a further $C_+$ gate controlled on the ancilla. After discarding the ancilla, the input qubit is now transformed to $S(\rho)$ as required.

In generating $S(\rho)$ using only OTCs, we can translate Bacon’s algorithm into one that does not break causality. We note that as each call of $S(\rho)$ only takes one OTC, the translation from CTCs to OTCs incurs no overhead on the number of times a particle needs to be sent through a spacetime wormhole. Thus, for the purpose of solving NP-complete problems, an OTC, together with one bit of entanglement, is at least as powerful as a CTC.

### 11.2.3 Cloning with OTCs

Given an unknown input $\rho$, OTCs allow us to generate an unlimited number of clones to arbitrary fidelity. Our approach harnesses OTC enhanced measurements as a subroutine, which allows us to accurately determine $\text{Tr}[M_i \rho]$, for any observable $M_i$. First, observe that this remains possible even if we are supplied with

$$
\rho' = s\rho + \frac{1-s}{d}I; \tag{11.11}
$$

a very noisy version of $\rho$. Here $I$ is the $d$-dimensional identity matrix, and $s$ is some fixed parameter such that $0 < s < 1$.

This observation, together with imperfect quantum cloners, form the basis of OTC enhanced cloning (Fig. [11-5]). In conventional quantum theory, an unknown quantum state $\rho$ can be cloned if we are given sufficiently many copies to perform accurate tomography [269]. One way to do this, is to use a set of $O(d^2)$ informationally complete measurements $\{M_i\}$, whose expectation values $\text{Tr}[M_i \rho]$ has a one-to-one correspondence with the classical matrix description of $\rho$. Given only a single copy of $\rho$, this option is no longer valid. Recently, Brun et.al demonstrated that close timelike curves circumvent this restriction, and allows the estimation of each $\langle M_i \rangle$ to any desired accuracy [260].
OTC enhancement measurements can replicate this effect while preserving causality. We use standard methods to construct $O(d^2)$ imperfect clones in the form of Eq. 11.11 where $s$ scales as $1/d$ for an optimal cloner [270]. Each clone is passed through an OTC to remove all entanglement between clones. An OTC enhanced measurement is then performed on each clone with respect to a different $M_i$. The outcomes of these measurements determine the density matrix of $\rho$. In methods, we show that by using $O(d^4/\delta_c^2 \log 1/\epsilon_c)$ OTCs, we can ensure that each $\langle M_i \rangle$ is obtained to an accuracy of $\delta_c$ with failure probability $\epsilon_c$.

Figure 11-5: **OTC Assisted Cloning.** An arbitrary qudit $\rho$ can be cloned to any desired fidelity. The process involves (i) application of a standard quantum cloner $C$ to generate $O(d^2)$ imperfect copies, and (ii) use of OTC enhanced measurements to measure different observables $M_i$ on each imperfect copy. We can choose $M_i$ to be informationally complete, and OTCs ensure that we can determine $\text{Tr}[M_i \rho]$ to any desired precision. Thus this protocol can yield (to any fixed precision) the classical description of $\rho$.

**A Simple Example**

We illustrate these ideas by cloning a qubit. Here, the Pauli operators $\sigma_k$, $k = x, y, z$ is informationally complete - any $\rho$ is uniquely defined by the expectation values $n_k = \text{Tr}[\sigma_k \rho]$. To determine each $n_k$, we first apply a universal 1-to-3 quantum cloner to obtain three imperfect clone of $\rho$, each in state $\rho' = (I + s\vec{n} \cdot \vec{\sigma})/2$ with $s = 5/9$ [271]. These copies can be made independent via OTCs.

An OTC enhanced measurement of $\sigma_z$ is then performed on one such imperfect clone. We initialize $N$ ancilla qubits in state $|0\rangle$, and apply a CNOT gate between each
ancilla and the clone (with the clone as the control qubit). In erasing the resulting correlations by sending each clone through an OTC, we obtain $N + 1$ qubits, each in the state $(I + sn_z\sigma_z)/2$. Provided $N$ is sufficiently large, measurement of these qubits allows $n_z$ to be determined to any desired accuracy with negligible error. Repetition of this process with $\sigma_x$ and $\sigma_y$ on the two remaining imperfect clones then yields complete information about $\rho$.

Our result highlights the intricate interplay between quantum theory and general relativity. If all physical systems have a well defined local reality, open timelike curves would have no operational effect. Our protocol thus fields no classical explanation. In the quantum regime, however, entanglement exists. While the local properties of a physical system are unaffected by open timelike curves, their correlations with other chronology respecting systems are complete erased. In each of our protocols, this effect played a central role, allowing us to replicate the many defining benefits of close timelike curves. This remarkable success propels us to conjecture whether entanglement assisted open timelikes curves are operationally equivalent to their causality breaking counterparts. Could one, for example, derive a map that takes any quantum circuit with CTCs, and engineer it in a way that does not break causality?

Preserving causality has significant benefits. Breaking causality is likely to be non-trivial, and opportunities to do so are negligible in the foreseeable future. This makes it unlikely for us to directly test the predictions of Deutschian CTCs. The preservation of causality in OTCs, however, suggest that its non-linear effects may be synthesized using alternative means. For instance, from the perspective of a chronology respecting observer, a particle sent through an OTC exhibits nothing more than time delay. Thus, in order to reconcile quantum field theory with non-hyperbolic space-times, gravitational time-dilation has been conjectured to share similar operational effects as OTCs \cite{272}. If true, our protocols suggest the exotic benefits of quantum processing in the general relativistic regime can be tested much sooner than previously expected.
Chapter 12

Quantum theory from axioms

Quantum Information provided a new angle on the foundations of Quantum Mechanics, where the emphasis is placed on operational tasks pertaining information-processing and computation. In this spirit, several authors have proposed that the mathematical structure of Quantum Theory could (and should) be rebuilt from purely information-theoretic principles. This chapter reviews the particular route proposed by D’Ariano, Perinotti, and Chiribella [273, 274, 275] and probes its application in nonlocality and contextuality [276].

12.1 Axiomization of quantum theory

Quantum mechanics has been one of the greatest scientific breakthroughs of the 20th century, and at the beginning of the 21st it still provides the most accurate predictions about the microscopic world and a key to new exciting discoveries. A young branch of quantum mechanics is quantum information science. Over the past three decades, this new field brought to light a wealth of operational consequences of the mathematical structure of quantum theory: no-cloning [277], quantum teleportation [7], dense coding [54], quantum key distribution [6, 8], and quantum algorithms [10, 9] are just a few examples showing that quantum theory entails a powerful and totally new model of information processing.

Which are the conceptual ingredients of this power? What makes the quantum
model special with respect to the classical one or to other more exotic models that we can conceive? Stimulating new questions are the best route to answering older, long-standing questions. Inspired by the surprising features of quantum information, many researchers—notably Fuchs [278] and Brassard [279]—suggested that the whole structure of quantum theory, with its dowry of Hilbert spaces and operator algebras, could be reconstructed from a few simple principles of information-theoretic nature. Reconstructing quantum theory means rigorously proving that, once we define a sufficiently general class of possible theories, quantum theory is the only one compatible with the principles. Many proposals of reconstructions of quantum theory have been made, in different frameworks and with emphasis on different features [274] [280] [281] [282] [283] [284] [285] [286], bringing a breeze of fresh air on the long-standing problem of a conceptual axiomatization of quantum mechanics. Here we will focus on the reconstruction of Ref. [274], which presented a new set of information-theoretic principles directly inspired by quantum information.

The structure of Ref. [274] is devised to highlight one particular feature as the ingredient that generates the surprising features of quantum theory: the ingredient is the purification principle [274] [273], stating that every physical process can be simulated using only pure states and reversible interactions with an environment. The principle is directly inspired by quantum information, where the applications of purification are countless. In addition to purification, Ref. [274] contains five principles that influence the outcome probabilities of present experiments. Combining these five, seemingly innocuous requirements with the purification principle, Ref. [274] singled out quantum theory uniquely. This result has been recently presented in a non-technical terms in Ref. [287]. In the following we will introduce the reader to the principles of Ref. [274], providing their translation in the ordinary mathematical language of quantum theory. The principles will be first stated in the non-technical terms of Ref. [287], and then illustrated in the special example of quantum theory.
12.1.1 Operational vs Hilbert space framework

Most works on the reconstruction of quantum theory adopt an operational framework describing the experiments that a physicist can perform in a laboratory. Each device has an input system and an output system, a set of possible outcomes $X$ that the experimenter can read out, and a set of random processes $\{C_i\}_{i \in X}$ occurring in conjunction with the outcomes. As a special case, a device can have trivial input (i.e. no input at all), in which case its action consists in preparing a system in a particular set of states. Likewise, the device can have trivial output, in which case its action consists in a demolition measurement that absorbs the system, producing an outcome with some probability (think for example of the absorption of a photon on a photographic plate). Quantum theory can be cast in the operational framework as a special example. In the mathematical language of quantum theory, systems are described by Hilbert spaces, and the outcomes of a device correspond to outcomes of an (indirect) measurement. A device that prepares states of a system with Hilbert space $\mathcal{H}$ corresponds to an ensemble $\{\rho_i, p_i\}_{i \in X}$, where each $\rho_i$ is a density matrix (non-negative operator with unit trace) and $\{p_i\}_{i=1}^X$ are probabilities. Here $p_i$ is the probability that the device outputs the system in the state $\rho_i$. A device that performs a demolition measurement will be described by a positive operator valued measure (POVM), namely a collection $\{P_i\}_{i \in X}$ of non-negative operators satisfying the condition $\sum_{i \in X} P_i = I$, where $I$ is the identity operator on the Hilbert space of the system. When a POVM measurement $\{P_i\}_{i \in X}$ is performed on a system prepared in the quantum state $\rho$, one obtains the outcome $i$ with probability $p_i = \text{Tr}[P_i \rho]$. The textbook example of POVM measurement is the measurement on an orthonormal basis $\{|i\rangle\}_{i=1}^d$ ($d$ being the dimension of the Hilbert space), corresponding to the POVM $\{P_i\}_{i=1}^d$ with $P_i = |i\rangle \langle i|$.

General quantum processes (with both non-trivial input and non-trivial output) are described by the theory of open quantum systems \cite{288, 289}. When a system $S$, initially prepared in state $\rho$, interacts with an environment $E$, initially prepared in state $\sigma$, through a joint unitary evolution $U_{SE}$, the joint state changes to $U_{SE}(\rho \otimes \sigma)$. 
If we perform a measurement on the environment, with POVM \( \{ P_i \}_{i \in \mathcal{X}} \), the outcome \( i \) will occur with probability \( p_i = \text{Tr}[U_{SE}(\rho \otimes \sigma)U_{SE}^{\dagger}(I \otimes P_i)] \) and, for \( p_i \neq 0 \), the state of the system conditionally to outcome \( i \) will be given by \( \rho'_i = C_i(\rho)/\text{Tr}[C_i(\rho)] \). Here, \( C_i \) is the linear map

\[
C_i(\rho) = \text{Tr}_{HE}[U_{SE}(\rho \otimes \sigma)U_{SE}^{\dagger}(I \otimes P_i)],
\]

(12.1)

\( \text{Tr}_{HE} \) denoting the partial trace over the environment. Any such map is completely positive (it transforms positive operators into positive operators even if we apply it only on one part of a composite system) and trace-decreasing \( (\text{Tr}[C_i(\rho)] \leq \text{Tr}[\rho] \) for every density matrix \( \rho \)). Completely positive trace-decreasing maps are known as quantum operations [290]. A collection of quantum operations \( \{ C_i \}_{i \in \mathcal{X}} \) as in Eq. (12.1) is known as quantum instrument [291]. A quantum instrument describes the action of a device that couples the system with an environment and performs a measurement on the latter. A quantum operation can be always written in the Kraus form [290]

\[
C_i(\rho) = \sum_{k=1}^{K} C_{i,k} \rho C_{i,k}^{\dagger},
\]

(12.2)

where \( \{ C_{i,k} \}_{k=1}^{K} \) is a set of operators on the system’s Hilbert space. Here we can think of each operator \( C_{i,k} \) as representing a “quantum jump” that randomly changes the state of the system to \( \rho'_{i,k} = C_{i,k} \rho C_{i,k}^{\dagger}/\text{Tr}[C_{i,k} \rho C_{i,k}^{\dagger}] \).

When there is a single operator in Eq. (12.2), we know exactly which quantum jump has occurred for outcome \( i \). In this case, we say that the process \( C_i \) is fine-grained, because knowing the outcome \( i \) gives full information about the jump undergone by the system. On the contrary, a quantum operation \( C_i \) with more than one Kraus operator represents a coarse-grained process: in principle, one can devise a finer measurement on the environment with outcomes \( (i, k) \), inducing the quantum operations \( C_{i,k}(\rho) = C_{i,k} \rho C_{i,k}^{\dagger}/\text{Tr}[C_{i,k} \rho C_{i,k}^{\dagger}] \). For example, if the environment is a particle with spin, measuring only the position of the particle would result in a coarse-grained process, because the information coming from the spin degree of freedom has been ignored.
Coarse-graining over all possible outcomes \( i \), the evolution of the system’s state under the random-process \( \{C_i\}_{i \in X} \) is given by \( \rho \mapsto \rho' = \sum_{i \in X} C_i(\rho) \). The linear map \( C : \rho \mapsto C(\rho) = \sum_{i \in X} C_i(\rho) \) is called quantum channel. Due to the normalization of the probabilities, the map is trace-preserving, namely

\[
\sum_{i \in X} \text{Tr}[C_i(\rho)] = \text{Tr}[\rho] \quad \forall \rho
\]  

(12.3)
as it can be easily checked by taking the sum in Eq. (12.1) and using the normalization \( \sum_{i \in X} P_i = I \).

### 12.1.2 Informational principles and their translation in the Hilbert space language

At the general operational level, devices can be connected with one another, if the output system of one device coincides with the input system of the next. Note that the notion of input and output of a device singles out in a privileged direction when we compose systems. The first principle in Ref. [274, 287] states that information can only flow from input to output.

**Causality:** *The probability of an outcome at a certain step does not depend on the choice of experiments performed at later steps.*

Let us illustrate the meaning of the principle in the Hilbert space framework. Suppose that a quantum system, initially prepared in the state \( \rho \), is sent first to the quantum instrument \( \{C_i\}_{i \in X} \) and then to another quantum instrument \( \{D_j\}_{j \in Y} \) (for example, the two instruments could be to successive Stern-Gerlach devices). The joint probability of observing the sequence of outcomes \((i, j)\) will be \( p(i, j) = \text{Tr}[D_j C_i(\rho)] \).

In the general operational framework, causality states that the probability of observing outcome \( i \), given by \( p(i) = \sum_{j \in Y} p(i, j) \) should not depend on the choice of the particular quantum instrument \( \{D_j\}_{j \in Y} \) (in the example, it should not depend on the orientation of the magnetic field in the second Stern-Gerlach device). This condition
is indeed satisfied, thanks to the normalization condition of Eq. (12.3), which gives

\[ p_i = \sum_{j \in Y} \text{Tr}[D_j C_i(\rho)] = \text{Tr}[C_i(\rho)], \]

independently of the choice of \( \{D_j\}_{j \in Y} \).

In we place our operational theory in a relativistic spacetime, than we have that causality forbids information to travel faster than the speed of light, in the sense that the outcome probabilities for an experiment performed at a spacetime point \( P = (x, y, z, t) \) can not depend on the settings of experiments performed at spacetime points that do not contain \( P \) in their light cone. As a consequence, causality implies the no signalling principle: when two experiments take place in space-like separated regions, the outcome probabilities for an experiment should not depend on the settings of the other experiment.

The second principle in Ref. [287] pertains the extraction of information from composite systems.

**Local tomography:** *The state of a composite system is determined by the statistics of local measurements on its components.*

Let us illustrate the principle in the quantum case: suppose that two density matrices \( \rho, \sigma \) on the Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \) give the same statistics for every pair of local POVM measurements \( \{P_i\}_{i \in X} \) and \( \{Q_j\}_{j \in Y} \) on \( \mathcal{H}_A \) and \( \mathcal{H}_B \), namely

\[ \text{Tr}[(P_i \otimes Q_j)\rho] = \text{Tr}[(P_i \otimes Q_j)\sigma] \]

for all \( i, j \). Choosing \( P_i \) and \( Q_j \) to be arbitrary rank-one projectors \( P_i = |\alpha_i\rangle \langle \alpha_i| \) and \( Q_j = |\beta_j\rangle \langle \beta_j| \) and using the polarization identity, we then conclude that \( \rho \) must be equal to \( \sigma \). This means that the probability distributions for local measurements are sufficient to identify the density matrix of the composite system \( \mathcal{H}_A \otimes \mathcal{H}_B \). Note that the property of local tomography, which holds both for classical and quantum theory, fails to hold for the variant of quantum theory on real Hilbert spaces [292].

The following principle states an information-theoretic property of the composition of physical processes.

**Fine-Grained Composition:** *The sequence of two fine-grained processes is a fine-grained process.*
As we already noted, a fine-grained process in quantum theory is represented by a quantum operation $C_i$ of the form $C_i(\rho) = C_i\rho C_i^\dagger$, so that the information about the outcome $i$ is enough to identify the quantum jump $\rho \mapsto \rho'_i = C_i\rho C_i^\dagger / \text{Tr}[C_i\rho C_i^\dagger]$. Suppose now that we have two devices in a sequence, and that the two devices produce two outcomes $i$ and $j$ corresponding to two fine-grained processes $C_i(\rho) = C_i\rho C_i^\dagger$ and $D_j(\rho) = D_j\rho D_j^\dagger$, respectively. The composite process will be given by the quantum operation $D_jC_i(\rho) = (D_jC_i)\rho(D_jC_i)^\dagger$, which still represents a fine-grained process.

The next principle guarantees that we can encode classical bits using the physical systems available in our operational theory:

**Perfect Distinguishability:** If a state is not compatible with some preparation, then it is perfectly distinguishable from some other state.

What does it mean that a state is not compatible with some preparation? Consider a mixed quantum state, with density matrix $\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|$. The state $\rho$ can be interpreted as the average state of the ensemble $\{|\psi_i\rangle \langle \psi_i|, p_i\}$, where the system is prepared in the pure state $|\psi_i\rangle$ with probability $p_i$. According to this interpretation, the state $\rho$ is compatible with the system being prepared in every pure state $|\psi_i\rangle$. Saying that a density matrix $\rho$ is not compatible with some preparation means that there exists some pure state $|\psi\rangle$ that cannot appear in any ensemble decomposition of $\rho$. In formula, this means that the only solution to the equation

$$\rho = p|\psi\rangle \langle \psi| + (1 - p)\sigma$$

with $\sigma$ a density matrix, is $p = 0$ and $\sigma = \rho$. Technically, if a density matrix $\rho$ is not compatible with some pure state, then $\rho$ cannot be invertible. This means that $\rho$ will have a non-trivial kernel $\text{Ker}(\rho) := \{|\varphi\rangle \in \mathcal{H} \mid \rho|\varphi\rangle = 0\}$. Hence, every unit vector $|\varphi\rangle \in \text{Ker}(\rho)$ will be orthogonal to $\rho$, and, therefore, it will represent a pure state of the system that is perfectly distinguishable from $\rho$. For example, the state $\rho = 1/2(|0\rangle \langle 0| + |1\rangle \langle 1|)$ of a three-level system is not compatible with the system being prepared in the pure state $|\psi\rangle = 1/\sqrt{2}(|1| + |2\rangle)$. The perfect distinguishability principle then imposes that there must exist a state $\rho'$ that is perfectly distinguishable...
from $\rho$: in this particular example, $\rho' = |2\rangle\langle 2|$. Perfect distinguishability enables us to encode classical bits into quantum states. For instance, we can encode a classical bit into the angular momentum of a nucleus, by encoding the logical 0 in the the spin up state $|\uparrow\rangle$ and the logical 1 in the spin down state $|\downarrow\rangle$.

The next principle ensures the possibility of encoding the state of a system $A$ in the state of another system $B$ of potentially smaller “size”.

**Ideal Compression:** *Information can be compressed in a lossless and maximally efficient fashion.*

Let us make mathematically precise the meaning of this principle through an example in quantum theory. Suppose that a three-level system $A$ is prepared in the mixed state $\rho = 1/2(|0\rangle\langle 0| + |1\rangle\langle 1|)$. This preparation is compatible with the system being in every pure state $|\psi\rangle = \alpha|0\rangle + \beta|1\rangle$, with $|\alpha|^2 + |\beta|^2 = 1$. It is clear that we can encode these states in a two-level system using the encoding channel $C\rho = C\rho C^\dagger + \langle 2|\rho|2\rangle |\uparrow\rangle\langle\uparrow|$, with $C|0\rangle = |\uparrow\rangle$ and $C|1\rangle = |\downarrow\rangle$. With this encoding, the state $|\psi'\rangle = \alpha|\uparrow\rangle + \beta|\downarrow\rangle \in \mathcal{H}_B$ is the “codeword” for the state $|\psi\rangle = \alpha|0\rangle + \beta|1\rangle \in \mathcal{H}_A$. The encoding is *lossless* for the information compatible with $\rho$, because we can always restore the initial state $|\psi\rangle$ from $|\psi'\rangle$. The encoding is also *maximally efficient*, because we cannot encode without losses the pure states $\{|\psi\rangle = \alpha|0\rangle + \beta|1\rangle, |\alpha|^2 + |\beta|^2 = 1\}$ in a system of Hilbert space dimension smaller than 2. In general, the encoding of a mixed state $\rho$ into another physical system $B$ is maximally efficient if every pure state of $B$ is the codeword for some pure state compatible with $\rho$. For a density matrix of rank $r$, the ideal compression is obtained by encoding the information in a Hilbert space of dimension $r$.

All the principles discussed so far are satisfied both by classical and quantum theory. The principle that singles out uniquely quantum theory is the following

**Purification Principle:** *Every random process can be simulated in an essentially unique way as a reversible interaction of the system with a pure environment.*

Let us illustrate the meaning of the principle in the Hilbert space framework, where random processes are described by quantum channels. One way to simulate
a random process $\mathcal{C}(\rho) = \sum_{i \in X} C_i \rho C_i^\dagger$ is to introduce an environment with Hilbert space $\mathcal{H}_E = \text{Span}\{|i\rangle\}_{i \in X}$. For example, every pure state $|\eta\rangle \in \mathcal{H}_E$ and every unitary operator $U_{SE}$ satisfying $U_{SE}|\psi\rangle|\eta\rangle = \sum_{i \in X} C_i |\psi\rangle|i\rangle$ will give

$$\mathcal{C}(\rho) = \text{Tr}_{\mathcal{H}_E}[U_{SE}(\rho \otimes |\eta\rangle\langle \eta|)U_{SE}^\dagger].$$

(12.5)

This means that the random process $\mathcal{C}$ can be simulated by letting the system interact unitarily with an environment prepared in the pure state $|\eta\rangle$. Since unitary interactions are reversible, this is an example of the pure and reversible simulation required by the purification principle. The pure and reversible simulation is not unique, because we are free to choose $|\eta\rangle$ to be any pure state of the environment and to choose the basis $\{|i\rangle\}_{i \in X}$ used in the definition of $U_{SE}$ to be any orthonormal basis for $\mathcal{H}_E$. However, the pure and reversible simulation is essentially unique: once we fix the environment there is no remaining freedom except for the choice of bases for Hilbert space $\mathcal{H}_E$.

The ability to purify every random process is a unique feature of quantum theory. The main message of Refs. [274, 287] is that, among all physical theories satisfying the first five reasonable requirements, quantum theory is the only one that enables a pure and reversible simulation of every random process. Such a key feature places quantum theory at the core of the theory of reversible computation. From this angle, the usual picture is turned upside down: instead of regarding quantum theory as “incomplete” [28] because it fails to give deterministic predictions about the outcomes of arbitrary measurements, we are brought to regard classical theory as “incomplete” because it fails to provide a pure and reversible simulation of arbitrary random processes. This type of simulation is essential if we want to reconcile information theory and physics, the former being based on the notions of random variable and noisy channel, and the latter trying to model phenomena in terms of pure states and fundamentally reversible interactions.
12.2 Measurement sharpness trims nonlocality and contextualize in every physical theory

Nonlocality [28, 19] and contextualize [293, 294] are among the most striking features of quantum mechanics, in radical conflict with the worldview of classical physics. Still, quantum mechanics is neither the most nonlocal theory one can imagine, nor the most contextual. For nonlocality, this observation dates back to the seminal work of Popescu and Rohrlich [295], who showed that relativistic no-signalling is compatible with correlations that are much stronger than those allowed by quantum theory. Their work stimulated the question whether other fundamental principles, yet to be discovered, characterize the peculiar set of correlations observed in the quantum world. Up to now, several candidates that partly retrieve the set of quantum correlations have been proposed, including Non-Trivial Communication Complexity [296, 297], No-Advantage in Nonlocal Computation [298], Information Causality [299], Macroscopic Locality [300], and, most recently, Local Orthogonality (LO) [301]. The observation that quantum theory is not maximally contextual is more recent [302, 303] and so is the search for principles that characterize the quantum set of contextual probability distributions. On this front, the only principle put forward so far is Consistent Exclusivity (CE) [304, 305, 5].

Despite many successes, a complete characterization of the quantum set is still challenging. What makes the problem hard is the fact that—intendedly—the principles considered so far dealt only with input-output probability distributions, without making any hypothesis on how these distributions are generated. On the other hand, a physical theory does not provide only probability distributions, but also specifies rules on how to combine physical systems together, how to measure them, and how to evolve their state in time [306]. Considering that fundamental quantum features like no-cloning and the possibility of universal computation cannot be expressed just in terms of input-output distributions, it is natural to wonder whether also quantum nonlocality and contextualize could better understood in a broader framework of general probabilistic theories (GPTs) [280, 307, 273, 308]. Further motivation to extend
the framework comes from the latest principles in the nonlocality and contextualize camps, LO and CE. Both principles refer to a notion of orthogonal events and impose that the sum of the probabilities of a set of mutually orthogonal events shall not exceed one. This is a powerful requirement, which in the case of LO is even capable to rule out non-quantum correlations that are compatible with every bipartite principle [309]. But why should Nature obey such a requirement? And what does this requirement tell us about the fundamental laws that govern physical processes?

Here we tackle the problem of understanding quantum nonlocality and contextualize from a new angle, which focuses on the fundamental structure of measurements. In an arbitrary physical theory, we introduce a class of ideal measurements, called sharp, that are repeatable and cause the minimal amount of disturbance on future observations. We postulate that all measurements are sharp at the fundamental level and we explain the apparent unsharpness of real life experiments as due to the interaction with the environment. Assuming that sharp measurements remain sharp under elementary operations, such as joining two outcomes together and applying two measurements in parallel, we show that the fundamental sharpness of measurements implies the validity of CE and LO, thus providing a strong constraint on the set of probability distributions. Our result demonstrates that principles formulated in the broader framework of GPTs can offer an extra power in the characterization of the quantum set and identifies the fundamental sharpness of measurements as a candidate principle for future axiomatizations of quantum theory.

12.2.1 Framework

In a general theory, a measurement is described by a collection of events, each event labelled by an outcome. We first consider demolition measurements, which adsorb the measured system. In this case, the measurement events are called effects and the measurement is a collection of effects \( \{m_x\}_{x \in X} \). For a system prepared in the state \( \rho \), the probability of the outcome \( x \) is denoted by \( p_x = \langle m_x | \rho \rangle \). In quantum theory this is a notation for the Born rule \( p_x = \text{Tr}[m_x \rho] \), where \( \rho \) is a density matrix and \( m_x \) is a measurement operator. In general theories, however, \( \langle m_x | \rho \rangle \) does not denote a
trace of matrices and in fact the actual recipe for computing the probability \((m_x|\rho)\) is irrelevant here. We will often use the notation \((m_x|\rho)\) for effects and states, respectively. It is understood that two different states give different probabilities for at least one effect, and two different effects take place with different probabilities on at least one state.

When two measurements \(\{m_x\}\) and \(\{n_y\}\) are performed in parallel on two systems \(A\) and \(B\), we denote by \(m_x \otimes n_y\) the measurement event labelled by the pair of outcomes \(x, y\). Similarly, when two states of systems \(A\) and \(B\), say \(\alpha\) and \(\beta\), are prepared independently, we denote by \(\alpha \otimes \beta\) the corresponding state of the composite system \(AB\). In quantum theory, this is the ordinary tensor product of operators, but this may not be the case in a general theory and, again, the actual recipe for computing \(\alpha \otimes \beta\) is irrelevant here. What is relevant, instead, is that the notation is consistent with the operational notion of performing independent operations on different systems: If two systems are independently prepared in states \(\alpha\) and \(\beta\) and undergo to independent measurements \(\{m_x\}\) and \(\{n_y\}\), we impose that the probability has the product form \(p_{xy} = (m_x|\alpha) (n_y|\beta)\).

The most basic operation one can perform on a measurement is to join some outcomes together, thus obtaining a new, less informative measurement. This operation, known as coarse-graining, is achieved by dividing the outcomes of the original measurement \(\{m_x\}_{x \in \{X\}}\) into disjoint groups \(\{\{X\}_z\}_{z \in \{Z\}}\), and by identifying outcomes that belong to the same group. The result of this procedure is a new measurement \(\{m'_z\}_{z \in \{Z\}}\) satisfying the relation \((m'_z|\rho) = \sum_{x \in \{X\}_z} (m_x|\rho)\) for every every \(z\) and for every possible state \(\rho\). For brevity, we write \(m'_z = \sum_{x \in \{X\}_z} m_x\).

Coarse-graining allows one to express the principle of causality, which states that the settings of future measurements do not influence the outcome probabilities of present experiments [273]. Causality is equivalent to the requirement that for every system \(A\) there exists an effect \(u_A\), called the unit, such that

\[
\sum_{x \in \{X\}} m_x = u_A \tag{12.6}
\]
for every measurement \( \{ m_x \}_{x \in \{ X \}} \) on \( A \). In quantum theory, \( u_A \) is the identity operator on the Hilbert space of the system and Eq. \((12.6)\) expresses the fact that quantum measurements are resolutions of the identity. When there is no ambiguity, we drop the subscript from \( u_A \).

Causality has major consequences. First of all, it implies that the probability distributions generated by local measurements satisfy the no-signalling principle \([273]\). Moreover, it allows to perform adaptive operations: for example, if \( \{ m_x \}_{x \in \{ X \}} \) is a measurement on system \( A \) and \( \{ n_y^{(x)} \}_{y \in \{ Y \}} \) is a measurement on system \( B \) for every value of \( x \), then causality guarantees that it is possible to choose the measurement on \( B \) depending on the outcome on system \( A \), i.e. that \( \{ m_x \otimes n_y^{(x)} \}_{x \in \{ X \}, y \in \{ Y \}} \) is a legitimate measurement. Finally, causality allows one to describe non-demolition measurements. For a non-demolition measurement \( \{ M_x \}_{x \in \{ X \}} \), the measurement events are transformations, which turn the initial state of the system, say \( \rho \), into a new unnormalized state \( M_x | \rho \). For a system prepared in the state \( \rho \), the probability of the outcome \( x \) is \( p_x = (u| M_x | \rho) \) and, conditionally on outcome \( x \), the post-measurement state is \( M_x | \rho \)/\( (u| M_x | \rho) \). We will often refer to the non-demolition measurements as instruments, in analogy with the usage in quantum theory \([310, 311]\). Note that, thanks to causality, every instrument \( \{ M_x \} \) is associated to a unique demolition measurement \( \{ m_x \} \) via the relation

\[
( m_x ) = ( u | M_x ) \quad \forall x \in \{ X \} .
\]

By definition, \( \{ m_x \} \) describes the statistics of the instrument: for every state \( \rho \) and for every outcome \( x \), one has \( p_x = (u| M_x | \rho) \equiv ( m_x | \rho ) \).

**Sharp measurements in arbitrary theories**

In textbook quantum mechanics, physical quantities are associated to self-adjoint operators, called observables CITA. The values of a quantity are the eigenvalues of the corresponding operator and the probability that a measurement outputs the value \( x \) is given by the Born rule \( p_x = \text{Tr}[P_x \rho] \), where \( P_x \) is the projector on the eigenspace for
the eigenvalue $x$ and $\rho$ is the density matrix of the system before the measurement. If the measurement gives the outcome $x$, then the state after the measurement is $\rho'_x = P_x \rho P_x / \text{Tr}[P_x \rho]$, according to the projection postulate. These canonical measurements, where all the measurement operators are orthogonal projectors, are called sharp \[312\]. While it is clear that sharp measurements play a key role in quantum theory it is by far less clear how to define them in an arbitrary GPT. Here we propose a simple definition based on the notions of repeatability and minimal disturbance.

Let us start from repeatability. An instrument $\{M_x\}$ is \textit{repeatable} if it gives the same outcome when performed two consecutive times, namely

$$ \langle m_x | M_x = \langle m_x | \quad \forall x \in \{X\}, $$ (12.8)

where $\{m_x\}$ is the measurement of Eq. \[12.7\]. Repeatability poses a fairly weak requirement on $\{m_x\}$: every measurement that discriminates perfectly among a set of states $\{\rho_x\}$ can be realized by a repeatable instrument, which consists in measuring $\{m_x\}$ and, if the outcome is $x$, re-preparing the system in state $\rho_x$.

The second ingredient entering in our definition of sharp measurements is minimal disturbance. We say that the instrument $\{M_x\}_{x \in \{X\}}$ does not disturb the measurement $n = \{n_y\}_{y \in \{Y\}}$ if the former does not affect the statistics of the latter, namely

$$ \langle n_y | M = \langle n_y | \quad \forall y \in \{Y\}, $$ (12.9)

where $\langle n_y | M := \sum_{x \in \{X\}} \langle n_y | M_x$. Then, we ask which instruments disturb the smallest possible set of measurements. Clearly, if $\{M_x\}$ does not disturb $n$, then $n$ must be compatible with the measurement $m = \{(u|M_x\}$, in the sense that $m$ and $n$ can be measured jointly. Indeed, by measuring $n$ after $\{M_x\}$ one obtains the probability distribution $p_{xy} = \langle n_y | M_x | \rho \rangle$, whose marginals on $x$ and $y$ are equal to the probability distributions of $m$ and $n$, respectively. Read in the contrapositive, this means that if $m$ and $n$ are incompatible, the instrument $\{M_x\}$ must disturb $n$. This leads us to the following definition: an instrument $\{M_x\}$ has \textit{minimal disturbance} if it disturbs only the measurements that are incompatible with $m = \{(u|M_x\}$. 

212
We define an instrument to be sharp if it is both repeatable and with minimal disturbance. We say that a measurement is sharp if it describes the statistics of a sharp instrument and we call an effect sharp if it belongs to a sharp measurement. In quantum theory, our definition coincides with the usual one: one can prove that the only sharp instruments are the Lüders instruments \[313\], of the form \( \mathcal{M}_x(\rho) = P_x \rho P_x \) where \( \{P_x\} \) is a collection of orthogonal projectors. Hence, the sharp measurements are projective measurements. In addition, we can prove that when a sharp measurement extracts a coarse-grained information, the experimenter can still retrieve the finer details at a later time. In fact, this is a necessary and sufficient condition for a measurement to be sharp, as proven in the Methods section.

**Fundamental sharpness of measurements**

Sharp measurements are an ideal standard—they are the measurements that generate outcomes in a repeatable way, while at the same time causing the least disturbance on future observations. Unfortunately though, most measurements in real life appear to be noisy and not repeatable. Hence the natural question: Is noise is fundamental? Or rather it is contingent to the fact that the experimenter has incomplete control on the conditions of the experiment? Here we state that noise is not fundamental and only arises from the fact that the realistic measurements do not extract information only from the system, but also from the surrounding environment:

**Axiom 1** (Fundamental Sharpness of Measurements). *Every measurement arises from a sharp measurement performed jointly on the system and on the environment.*

Precisely, we require that for every measurement \( m = \{m_x\}_{x \in \{X\}} \) there exists an environment \( E \), a state \( \sigma \) of \( E \), and a sharp measurement \( M = \{M_x\}_{x \in \{X\}} \) on the composite system \( SE \) such that, for every state \( \rho \) of system \( S \), one has \( (m_x|\rho) = (M_x|\rho \otimes \sigma) \) for every outcome \( x \in \{X\} \). In quantum theory, this is the content of the celebrated Naimark’s theorem \[314, 315\]. This is a deep property, hinting at the idea there exists a fundamental level where all measurements are ideal.
Let us push the idea further. If measurements are sharp at the fundamental level, it is natural to assume that the set of sharp measurements is closed under the basic operation of coarse-graining, which transforms an initial measurement \( m \) into a new, less informative measurement \( m' \). Indeed, since \( m' \) provides less information than \( m \), one expects that \( m' \) should not be less repeatable, nor create more disturbance, than \( m \). This intuition leads to the following requirement:

**Axiom 2** (Less Information, More Sharpness). *If a measurement is less informative than a sharp measurement, then it is sharp.*

Suppose now that two experimenters, Alice and Bob, perform two sharp measurements on two systems \( A \) and \( B \) in their laboratories. Again, if measurements are sharp at the fundamental level, one expects the result of Alice’s and Bob’s measurements to be a sharp measurement on the composite system \( AB \). If this were not the case, it would mean that at the fundamental level some measurements require nonlocal interactions, even though at the operational level they appear to be implemented locally by Alice and Bob. We then postulate the following

**Axiom 3** (Locality of Sharp Measurements). *If two sharp measurements are applied in parallel on systems \( A \) and \( B \), then the result is a sharp measurement on the composite system \( AB \).*

Axioms 1-3 lay down the fundamental structure of sharp measurements, summarized in Fig. 12-1. They are satisfied by classical theory and by quantum theory, both on complex and real Hilbert spaces. In the following we will show that the fundamental structure of sharp measurements has an enormous impact on the amount of nonlocality and contextualize that can be found in a physical theory.

### 12.2.2 Derivation of CE

At present, CE is the only principle known to constrain the amount of contextualize of a generic theory. Operationally, the principle can be formulated as follows:

Consider a collection of sharp measurements \( \{ m^{(x)}, x \in \{ X \} \} \), each measurement
Figure 12-1: The structure of sharp measurements. (a) Every non-sharp measurement \( \{m_x\}_{x \in \{X\}} \) (round diagram on the l.h.s.) is equivalent to a sharp measurement \( \{M_x\}_{x \in \{X\}} \) (triangular diagram on the r.h.s.) performed on the system along with an environment. (b) Coarse-graining a sharp measurement \( \{m_x\}_{x \in \{X\}} \) yields a new sharp measurement \( \{m'_y\}_{y \in \{Y\}} \). (c) When two sharp measurements \( \{m_x\} \) and \( \{m_y\} \) are performed in parallel, they yield a new sharp measurement \( \{m_x \otimes n_y\} \).

having outcomes in a set \( \{Y\}_x \). Suppose that the possible events have been labelled so that two effects corresponding to the same outcome coincide, i.e. \( m^{(x)}_y \equiv m_y \), independently of \( x \). Letting \( \{Y\} = \cup_x \{Y\}_x \) be the set of all outcomes, one calls two distinct outcomes \( y, y' \in \{Y\}_x \) exclusive if there exists a measurement setting \( x \) such that both \( y \) and \( y' \) belong to \( \{Y\}_x \). We say that a theory satisfies CE if for every set of mutually exclusive outcomes \( \{E\} \) and for every state \( \rho \) the probabilities \( p_y = (m_y | \rho) \) obey the bound \( \sum_{y \in \{E\}} p_y \leq 1 \).

Our first key result is the derivation of CE. In fact, we prove a stronger result: We define two sharp effects \( m \) and \( m' \) to be orthogonal if they belong to the same measurement and we prove that mutually orthogonal effects can be combined into a single sharp measurement (see Methods). Clearly, since mutually exclusive outcomes correspond to mutually orthogonal effects, the existence of a joint measurement containing the effects \( \{m_y\}_{y \in \{E\}} \) implies the bound \( \sum_{y \in \{E\}} (m_y | \rho) \leq 1 \). Our result implies that in a theory where measurements are fundamentally sharp the violation of Kochen-Specker inequalities is upper bounded by the value set by CE \[303\]. What is remarkable here is that a single requirement on measurements influences directly the strength of contextualize in an arbitrary physical theory. This situation contrasts with that of the known axiomatizations of quantum theory \[280, 274, 283, 282, 316, 284\].
where the quantum bounds on contextualize are retrieved only indirectly through the derivation of the Hilbert space framework.

Our axioms do not imply only CE, but also the whole hierarchy of extensions of this principle defined in Ref. [5]. The $L$-th level of the hierarchy can be defined by considering independent measurements on $L$ copies of the state $\rho$. Denoting by $y = (y_1, \ldots, y_L)$ the string of all outcomes, one says that two strings $y$ and $y'$ are exclusive if there exists some $i$ such that $y_i$ and $y'_i$ are exclusive. A physical theory satisfies the $L$-th level of the hierarchy if the probabilities $p_L(y) = \prod_{i=1}^L (m_{y_i}|\rho)$ obey the bound $\sum_{y \in \{E\}} p_L(y) \leq 1$ for every set $\{E\}$ of mutually exclusive strings. In the Methods section we show that our axioms on sharp measurements imply that this bound is satisfied for every possible $L$.

### 12.2.3 Derivation of LO

In the nonlocality camp, LO occupies a special position, being up to now the only known principle that rules out non-quantum correlations that are not detected by any bipartite principle [309]. LO refers to a scenario where $N$ parties perform local measurements on $N$ systems, initially prepared in some joint state. The $i$-th party can choose among different measurement settings in a set $\{X\}_i$ and her measurements give outcomes in another set $\{Y\}_i$. Let $x = (x_1, \ldots, x_N)$ be the string of all settings, $y = (y_1, \ldots, y_N)$ be the string of all outcomes, and $e$ be the pair $e = (x, y)$. In this context, the pair $e = (x, y)$ is called an event and two events are called *locally orthogonal* iff there exists a party $i$ such that $x_i = x'_i$ and $y_i \neq y'_i$. Setting $p(e)$ to be the conditional probability distribution $p(y|x)$, one says that theory satisfies local orthogonality if all the probability distributions generated by local measurements obey the bound $\sum_{e \in \{O\}} p(e) \leq 1$ for every set $\{O\}$ of pairwise locally orthogonal events.

To derive LO, we specify how the probability distribution $p(y|x)$ is generated: In the most general scenario, the $N$ parties share a state $\rho$ and that, for setting $x_i$, party $i$ performs a measurement $m^{(i,x_i)}$. Denoting the product effects $P^{(x)}_y := \bigotimes_{i=1}^N m^{(i,x_i)}_{y_i}$,
the probability distribution of the outcomes is given by \( p(e) := \left( P_y^{(x)} | \rho \right) \). The proof that LO follows from the axioms, provided in Methods, consists of three steps: First, thanks to the Fundamental Sharpness of Measurements, the problem is reduced to proving that LO holds for probability distributions generated in a scenario where all parties perform sharp measurements. Then, we observe that, in the case of sharp measurements, locally orthogonal events correspond to orthogonal effects. Finally, we use the fact that mutually orthogonal effects can coexist in a single measurement. As a corollary, we obtain the bound \( \sum_{e \in \{ O \}} p(e) \leq 1 \), establishing the validity of LO for all the probability distributions generated by measurements in our theory.

Like in the case of CE, our axioms imply the whole hierarchy of extensions of LO introduced in [5]. The hierarchy is defined as follows: the probabilities \( p(y|x) \) satisfy the \( L \)-th level of the hierarchy if their product \( p(y_1|x_1) \cdots p(y_L|x_L) \) satisfies LO. Now, we can think of the product as being generated by measurements on \( N \) copies of the state \( \rho \). In this way, we reduce the problem of proving the \( L \)-th level of the hierarchy to the problem of proving LO for measurements performed on the state \( \rho \otimes L \). But we already proved the validity of LO for arbitrary measurements and arbitrary states. In conclusion, the structure of sharp measurements implies that LO is satisfied at every possible level. A striking consequence of this argument is that the fundamental sharpness of measurements rules out PR box correlations, as the latter violate the LO hierarchy [301]. In other words, in the world of PR boxes some measurements must be fundamentally noisy. Finally, since our axioms imply LO, in particular they imply all the limitations that LO sets on Bell inequalities and nonlocal games. We will elaborate on this point in the following.

### 12.2.4 Sharp Bell inequalities

The request that measurements are ideal at the fundamental level exerts a censorship on the amount of nonlocality that can be detected by experiments. To illustrate this fact, we show a number of Bell inequalities where the sharpness of measurements prevents every violation. We call such inequalities sharp.
Consider a game played by \( N \) non-communicating parties and a referee, who sends to party \( i \) an input \( x_i \) and receives back an output \( y_i \). The referee chooses the input string \( \mathbf{x} \) at random with probability \( q(\mathbf{x}) \) and assigns a payoff \( \omega(\mathbf{x}, \mathbf{y}) \) to the players, assumed without loss of generality to be nonnegative for every \( (\mathbf{x}, \mathbf{y}) \). The expected payoff obtained by the players is given by

\[
\omega = \sum_{\mathbf{x}, \mathbf{y}} q(\mathbf{x}) \omega(\mathbf{x}, \mathbf{y}) p(\mathbf{y}|\mathbf{x}),
\]

where \( p(\mathbf{y}|\mathbf{x}) \) is the probability distribution describing their strategy. For a given game, the maximum payoff that can be achieved by classical strategies—call it \( \omega_c \)—defines a Bell inequality, \( \omega \leq \omega_c \). The game can be associated with a graph \( \{ G \} \), here called the winning graph, by choosing as vertices the events \( (\mathbf{x}, \mathbf{y}) \) such that \( q(\mathbf{x})\omega(\mathbf{x}, \mathbf{y}) \neq 0 \) and placing an edge between two events \( \mathbf{e} \) and \( \mathbf{e}' \) if they are not locally orthogonal, as illustrated in Figure 12-2. In this picture, the maximum payoff achieved by classical strategies is

\[
\omega_c = \max \{ C \subseteq \{ G \} \sum_{(x,y) \in \{ C \}} q(\mathbf{x}) \omega(\mathbf{x}, \mathbf{y}), \quad (12.10)
\]

where \( \{ C \} \) is a clique, i.e. a subset of \( \{ G \} \) with the property that every two vertices in \( C \) are connected [301].

A first class of games leading to sharp Bell inequalities is the class of games with a graph \( \{ G \} \) that is the disjoint union of mutually disconnected cliques \( \{ C \}_k, k \in \{1, \ldots, K\} \). This class contains the game Guess Your Neighbor’s Input [4] and the maximally difficult Distributed Guessing Problems of Ref. [301]. In addition, it contains other games such as, for even \( N \), the “Guess the Parity” game where each player is asked to guess the parity of the input string \( \mathbf{x} \). For all these games, LO implies that the classical payoff is an upper bound. Indeed, picking for every \( k \) the event \( \mathbf{e}_k \in \{ C \}_k \) that has maximum probability, the payoff can be bounded as

\[
\omega = \sum_{k=1}^{K} \sum_{(x,y) \in \{ C \}_k} q(\mathbf{x}) \omega(\mathbf{x}, \mathbf{y}) p(\mathbf{y}|\mathbf{x})
\leq \sum_{k=1}^{K} p(\mathbf{e}_k) \left[ \sum_{(x,y) \in \{ C \}_k} q(\mathbf{x}) \omega(\mathbf{x}, \mathbf{y}) \right]
\]
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and since the events \( \{ e_k \}_{k=1}^K \) are locally orthogonal by construction, one has \( \sum_k p(e_k) \leq 1 \) and, therefore, \( \omega \leq \max_k q(\{ C \}_k) \equiv \omega_c \). In conclusion, every sharp game defines a Bell inequality, \( \omega \leq \omega_c \) that cannot be violated by any theory satisfying LO, and, in particular, by any theory where measurements are fundamentally repeatable and minimally disturbing. Using a result of Ref. [5], the proof that LO cuts the payoff down to its classical value can be extended to a larger class of games, defined by the property that the winning graph \( \{ G \} \) is a perfect graph [317]. For example, one such game is the “Guess the Product” game where the players are win if they guess the product of their inputs. Finally, there are examples of games where the Bell inequality \( \omega \leq \omega_c \) is sharp even if the winning graph is not perfect, such as Guess the Parity when the number of players is odd (see Supplementary Note 1 for the proof that the payoff is upper bounded by the classical value).

Our results are derived in a minimal framework, which avoids some assumptions commonly made in GPTs. In particular, our arguments do not invoke local tomography [280, 313, 307], but only the requirement that sharp measurements are local. This requirement is strictly weaker: for example, it is satisfied by quantum theory on real Hilbert spaces, where local tomography fails. Also, the validity of our results does not require that the states of a given physical system form a convex set. Thanks to this feature, the results apply also to non-convex theories, like Spekkens’ toy theory [319]. Interestingly, probabilities themselves do not play a crucial role in our arguments and it is quite straightforward to extend the results to theories that only specify which outcomes are possible, impossible or certain, without specifying their probabilities, such as Schumacher’s and Westmoreland’s theory [320].

Since sharp measurements play a central role in quantum mechanics, it is not surprising that they have been the object of extensive investigation since the early days [321, 313, 322]. Later, Holevo proposed a purely statistical definition of sharp measurement, which does not refer to post-measurement states [323]. Although in the quantum case Holevo’s definition reduces to that of projective measurement, in general theories it is inequivalent to ours, and it is not clear how one could use it to derive features like LO and CE. Different notions of ideal measurements were
put forward by Piron \[324, 325\] and Beltrametti-Cassinelli \[326\] in the framework of quantum logic. In general, they differ from our definition in the way the condition of minimal disturbance is defined. Most recently, measurement disturbance came back to play an important role in the search for basic principles, as shown e. g. by the No Disturbance Without Information principle of Ref. \[327\].

Our work joined the insights from two different approaches to the foundations of quantum mechanics: the characterization of quantum correlations \[295, 296, 297, 298, 299, 300, 301\] and the study of general probabilistic theories \[280, 274, 283, 282, 316, 284\]. Although these two approaches have developed on separate tracks so far, they share the same fundamental goal: understanding which picture of Nature lies behind the mathematical laws of quantum mechanics and guiding our intuition towards the formulation of new protocols and new physical theories. Our results demonstrate that the interaction between the two approaches can be beneficial for both. Here LO and CE stimulated the search for new principles in the GPT framework, leading to a compelling picture of nature where measurements are repeatable and cause minimal disturbance at the fundamental level. The idea that a noisy physical process can be reduced to an ideal process at the fundamental level reminds immediately of another quantum feature: Purification \[273\]. Operationally, Purification is the property that every mixed state can be generated from a pure state of a composite system by discarding one component. This principle implies directly entanglement and is at the core of the reconstruction of quantum theory of Ref. \[274\]. Our result suggests the possibility that purification and sharpness could be sufficient to derive quantum theory. In terms of quantum correlations, this would lead to the tantalizingly simple picture “Purification brings nonlocality in, sharpness cuts it down”. Going even further, it is intriguing wonder whether purification and sharpness can be viewed as two sides of the same medal by imposing that physical theories must satisfy a suitable requirement of time symmetry, similarly to what was done in quantum theory by Aharonov, Bergmann and Lebowitz \[328, 329\].
### 12.2.5 Methods

**Characterization of sharp instruments.** The starting point of our results is the observation that an instrument \{\mathcal{M}_x\} is sharp if and only if

\[(r_{xy}|\mathcal{M}_x = (r_{xy}) \quad \forall x \in \{X\}, \forall y \in \{Y\}\]  \tag{12.11}

for every measurement \(\mathbf{r} = \{r_{xy}\}_{(x,y) \in \{X\} \times \{Y\}}\) that refines \(\{m_x\}\), i.e., \(\sum_{y \in \{Y\}} r_{xy} = m_x\) for every \(x\). Let us see why Eq. (12.11) is equivalent to sharpness. First, suppose that Eq. (12.11) holds. Clearly, this implies that \(m\) is repeatable, as one can see by summing over \(y\). Moreover, Eq. (12.11) implies that \(m\) is a minimal disturbance measurement. Indeed, take a generic measurement \(\mathbf{n} = \{n_{xy}\}\) that is compatible with \(m\). By definition, this means that there exists a joint measurement \(\mathbf{r} = \{r_{xy}\}\) such that \(\sum_x r_{xy} = n_y\) for every \(y\) and \(\sum_y r_{xy} = m_x\) for every \(x\). We then obtain

\[
(n_y|\mathcal{M} = \sum_x (r_{xy}|\mathcal{M}_x + (s_y|) \quad (s_y| := \sum_{x,x':x' \neq x'} (j_{xy}|\mathcal{M}_{x'})

= \sum_x (r_{xy}| + (s_y|)

= (n_y| + (s_y|), \tag{12.12}

having used Eq. (12.11) in the second equality. Summing over \(y\) and using the normalization of the measurement \(\mathbf{n}\) we obtain the condition \(\sum_y (s_y|) = 0\), or, equivalently, \(\sum_y (s_y|\rho) = 0\) for every \(\rho\). Since probabilities are non-negative, this implies that each term in the sum vanishes, leading to the relation \(s_y = 0\) for every \(y\). Inserting this relation back in Eq. (12.12) we conclude that \((n_y|\mathcal{M} = (n_y|\), that is, the instrument does not disturb \(\mathbf{n}\). Hence, Eq. (12.11) implies that \(\{\mathcal{M}_x\}\) is a sharp instrument. Conversely, if \(\{\mathcal{M}_x\}\) is a sharp instrument then Eq. (12.11) must be satisfied. By definition, one has

\[
(m_x| = (e|\mathcal{M}_x = \sum_{x'} (m_{x'}|\mathcal{M}_x)

and using the repeatability condition \((m_x| = (m_x|\mathcal{M}_x\) one obtains \(\sum_{x' \neq x} (m_{x'}|\mathcal{M}_x = \)
0. Again, the fact that probabilities are nonnegative implies that each term in the
sum must vanish, namely \((m_{x'})|M_x = 0\) for every \(x' \neq x\). Now, let \(r\) be a measurement
such that \(\sum_y r_{xy} = m_x\). Since the measurement \(r\) is compatible with \(m\), Eq. (12.9)
implies \((r_{xy}|M = (r_{xy}|M_x = (r_{xy}|M_x' = 0\) for every \(x' \neq x\). Hence, we conclude that \((r_{xy}|M_x = (r_{xy}|M = (r_{xy}|M\) for every \(x\) and \(y\).

**Joint measurability of orthogonal effects.** The characterization of sharp
instruments, combined with the Less Information-More Sharpness principle, leads
directly to the first key result of our work: a construction showing that mutually
orthogonal effects can be measured jointly in a single sharp measurement. Precisely,
if \(m_k\) is orthogonal to \(m_l\) for every \(k, l \in \{1, \ldots, K\}\), we show that there exists a joint
sharp measurement \(j\) such that \(\{m_k\}_{k=1}^K \subseteq j\).

Let us see how to construct the joint measurement. Let \(m^{(k)}\) be the sharp
measurement that contains the effect \(m_k\). By coarse graining of \(m^{(k)}\) one obtains the
binary measurement \(m^{(k)} = \{m^{(k)}_0, m^{(k)}_1\}\), with \(m^{(k)}_0 := m_i\) and \(m^{(k)}_1 := u - m_k\). By
the Less Information, More Sharpness postulate, \(m^{(k)}\) is sharp. Let \(\{M^{(k)}_0, M^{(k)}_1\}\)
be the corresponding instrument. Now, since \(m_k\) and \(m_l\) are orthogonal, \(m^{(kl)} = \{m_k, m_l, e - m_k - m_l\}\)
must be a valid measurement. Since \(m^{(k)}\) is a coarse-graining
of \(m^{(kl)}\), Eq. (12.11) gives
\[
(m_l|M^{(k)}_1 = (m_l).
\]
(12.13)
Now, consider the following measurement procedure: \(i)\) perform the first instrument
\(ii)\) if the outcome is 1, then perform the second instrument, \(iii)\) for every \(k < K\),
if the outcome of the \(k\)-th instrument is 1, perform the \((k + 1)\)-th instrument. The
resulting instrument, denoted by \( \{J_k\}_{k=1}^{K+1} \) consists of the transformations

\[
\begin{align*}
J_1 & := M_0^{(1)} \\
J_2 & := M_0^{(2)} M_1^{(1)} \\
J_3 & := M_0^{(3)} M_1^{(2)} M_1^{(1)} \\
& \vdots \\
J_K & := M_0^{(K)} M_1^{(K-1)} \cdots M_1^{(1)} \\
J_{K+1} & := M_1^{(K)} M_1^{(K-1)} \cdots M_1^{(1)}.
\end{align*}
\]

The measurement \( j = \{j_k\}_{k=1}^{K+1} \) associated to the instrument \( \{J_k\}_{k=1}^{K+1} \) is the desired joint measurement: indeed, and using Eqs. (12.7) and (12.13) we obtain \( (j_k | = (e|M_0^{(k)} M_1^{(k-1)} \cdots M_1^{(1)} = (m_k|M_1^{(k-1)} \cdots M_1^{(1)} = (m_k | for every \( k \in \{1, \ldots, K\} \). In addition, the measurement \( j \) is sharp. Indeed, if a measurement \( \{r_{kl}\} \) is a refinement of \( j \), i.e. \( \sum_l r_{kl} = j_k \) for all \( k \), then \( r \) is also a refinement of the sharp measurement \( m^{(k')} \) for every fixed \( k' \). Hence, one has

\[
\begin{align*}
(r_{kl}|M_0^{(k)} & = (r_{kl}) \quad \forall k \in \{1, \ldots K\} \\
(r_{kl}|M_1^{(k')} & = (r_{kl}) \quad \forall k, k' \in \{1, \ldots K\}, \ k \neq k'.
\end{align*}
\]

Using this fact and the definition of \( J_k \) it is immediate to obtain the relation \( (r_{kl}|J_k = (r_{kl}) \) for every \( k, l \). Thanks to Eq. (12.11), this proves that the instrument \( \{J_k\} \) is sharp, and so is the corresponding measurement \( j \).

The ability to combine orthogonal effects into a single measurement is a powerful asset. As we already observed, it implies CE at its basic level. In the following we show that it can be used also to obtain the whole CE hierarchy.

**Orthogonality of product effects.** In a causal theory the information available at a given moment of time can be used to make decisions about the settings of future experiments, thus allowing for adaptive measurements where the choice of setting for a system \( B \) depends on the outcome of a measurement on system \( A \). In particular,
if \( \{m_x\} \) is a sharp measurement on \( A \) and \( \{n_y^{(x)}\}_{y \in \{Y\}} \) is a sharp measurement for every \( x \), then \( \{m_x \otimes n_y^{(x)}\} \) is a legitimate measurement. Now, the Locality of Sharp Measurements implies that \( \{m_x \otimes n_y^{(x_0)}\} \) is sharp for every fixed \( x_0 \). Since \( x_0 \) is arbitrary, this means that each effect \( m_x \otimes n_y^{(x)} \) is sharp and that two effects \( m_x \otimes n_y^{(x)} \) and \( m_{x'} \otimes n_y^{(x')} \) are orthogonal unless \( x = x' \) and \( y = y' \).

Thanks to this observation, it is easy to see that every level of the CE hierarchy is satisfied. The key is to note that if two strings of outcomes \( y \) and \( y' \) are exclusive, then the corresponding effects \( P_y \) and \( P_{y'} \) are orthogonal. This is clear because, by definition, the effects corresponding to two exclusive strings are of the form \( P_y = m_{y_i} \otimes n \) and \( P_{y'} = m_{y'_i} \otimes n' \) where the effects \( m_{y_i} \) and \( m_{y'_i} \) are orthogonal and the effects \( n = \otimes_{j \neq i} m_{y_j} \) and \( n' = \otimes_{j \neq i} m_{y'_j} \) are sharp thanks to the Locality of Sharp Measurements. Using our result about product effects, we then have that \( P_y \) and \( P_{y'} \) are orthogonal. Now, a set of mutually exclusive strings \( \{E\} \) corresponds to a set of mutually orthogonal effects \( \{P_y\}_{y \in \{E\}} \). Since mutually orthogonal effects can be combined into a joint measurement, the probabilities \( p_L(y) = (P_y|\rho \otimes L) \) obey the bound \( \sum_{y \in \{E\}} p_L(y) \leq 1 \), meaning that the theory satisfies the \( L \)-th level of the CE hierarchy for arbitrary \( L \).

Note that the same argument can be used to prove the validity of LO for the probability distributions generated in a scenario where all parties perform sharp measurements. In this scenario, two locally orthogonal events \((x, y)\) and \((x', y')\) correspond to two orthogonal effects \( P_y^{(x)} \) and \( P_{y'}^{(x')} \), for exactly the same reason mentioned above. Hence, the joint measurability of orthogonal effect implies the bound \( \sum_{(x,y) \in \{O\}} p(x|y) \leq 1 \) for every set \( \{O\} \) of locally orthogonal events. In other words, all the probability distributions generated by sharp measurements obey LO.

**Reduction to sharp measurements.** While CE applies only to sharp measurements, LO applies to arbitrary measurements. This is because every probability distribution that we can encounter in our theory is a probability distribution generated by sharp measurements. This fact can be seen as follows: combining the Fundamental Sharpness with the Locality of Sharp Measurements, one can show that for every party \( i \) and every measurement \( m^{(i,x_i)} \), there exists an ancilla \( A_i \), a state of \( A_i \), call
it σ_i, and a sharp measurement M^{(i,x_i)} such that \( m^{(i,x_i)}_y | \rho_i \rangle = (M^{(i,x_i)}_{y_i} | \rho_i \otimes \sigma_i \rangle \) for every \( x_i \) and for every \( y_i \) (cf. Supplementary Note 2 for the proof). Now, since all measurements that party \( i \) can perform can be replaced by sharp measurements by adding an ancilla in a fixed state σ_i, the input-output distribution \( p(y|x) \) generated by arbitrary measurements on the state \( \rho \) coincides with the input-output distribution generated by sharp measurements on the state \( \rho' = \rho \otimes \sigma_1 \otimes \cdots \otimes \sigma_N \). In other words, at the level of correlations there is no difference between sharp and non-sharp measurements. Thanks to this fact, deriving LO for sharp measurements is equivalent to deriving LO for arbitrary measurements.
Figure 12-2: **Winning graphs for examples of nonlocal games.** The vertices are coloured so that two connected vertices have distinct colours, using the minimum number of colours. (a) Winning graph for the CHSH game. The player wins if $y_1 \oplus y_2 = x_1 x_2$ and 0 otherwise. The graph is not perfect, because the largest clique in the graph has 3 vertices while the number of colours in the graph is 4. Here classical strategies are not optimal among the strategies that satisfy LO. (b) Winning graph for Guess Your Neighbor’s Input \cite{4} in the case of $N = 4$ parties. The players win +1 if $y_i = x_{i+1}$ for every $i$. The graph is a disjoint union of disconnected cliques and therefore classical strategies are optimal among all strategies satisfying LO. (c) Winning graph for the game “Guess the Product” in the case of $N = 3$ parties. The players win +1 if $y_i = x_1 x_2 x_3$ for every $i$ and 0 otherwise. The graph is perfect and therefore the classical strategy is optimal \cite{5}. (d) Winning graph for the game “Guess the Parity” in the case of $N = 3$ parties. The players win +1 if $y_i = x_1 \oplus x_2 \oplus x_3$ for every $i$ and 0 otherwise. The graph is not perfect, because it contains odd cycles with more than 3 vertices. Still, classical strategies are optimal for this game, as shown in Supplementary Note 2 for arbitrary number of players.
Appendix A

Coherence Distillation Procedure

A coherence distillation procedure refers to a series of incoherent operations by which a large number of identical partly coherent states can be transformed into a smaller number of maximally coherent states. This chapter introduces a coherence distillation procedure for pure qubit states. With \(N\) copies of states \(|\psi\rangle = (\alpha|0\rangle + \beta|1\rangle)\), we show that we can asymptotically obtain \(l\) copies of \(|\Psi_2\rangle = (|0\rangle + |1\rangle)/\sqrt{2}\), where \(l\) and \(N\) satisfy \(l/N \approx R_t(|\psi\rangle)\). The derivation method can be generalized to an arbitrary dimension.

A.1 Coherence distillation: qubit

First we prepare \(MN\) copies of a partially coherent qubit state which will be uniformly divided into \(M\) groups. The initial state of each group can be expressed according to

\[
|\psi\rangle^{\otimes N} = (\alpha|0\rangle + \beta|1\rangle)^{\otimes N}.
\]

A binomial expansion on the computational basis contains \(N + 1\) distinct coefficients \(\beta^N, \alpha^1\beta^{N-1}, \ldots, \alpha^N\). Thus we can divide the original \(2^N\)-dimensional Hilbert space into \(N + 1\) subspaces according to the coefficients. For the \(k\)th coefficient \(\alpha^{N-k}\beta^k\), the corresponding \(k\)th subspace is \(D_k = C_N^k\) dimensional Hilbert space, whose basis
are denoted by

\[ \alpha^{N-k} \beta^k : \{ |e_1^k\rangle, |e_2^k\rangle, \cdots, |e_{D_k}^k\rangle \}. \]  \hspace{1cm} (A.2)

When considering the computational basis, \( |e_i^k\rangle \) \( (i = 1, 2, \cdots, D_k) \) is an N-qubit basis with \((N - k)\) \( |0\rangle\)s and \( k \) \( |1\rangle\)s.

Next, we perform a projection measurement on \( |\psi\rangle^\otimes N \) to the subspaces. In our case, the projection operator that maps onto the \( k \)th subspace is given by

\[ P_k = |e_1^k\rangle \langle e_1^k| + |e_2^k\rangle \langle e_2^k| + \cdots + |e_{D_k}^k\rangle \langle e_{D_k}^k|. \]  \hspace{1cm} (A.3)

The probability of obtaining the \( k \)th outcome is

\[ p_k = C_N^k |\alpha|^{2N-2k} |\beta|^{2k}. \]  \hspace{1cm} (A.4)

Note that as the coefficients for the expansion are the same, the post-selection of the \( k \)th outcome corresponds to a maximally coherent state \( |\Psi_{D_k}\rangle \) of dimension \( D_k \).

If \( D_k = 2^r \), we can directly convert to \( r \) copies of \( |\Psi_2\rangle \) as desired. Or, we can repeat this process \( M \) times, and take the tensor product of the post selected state to obtain a maximally coherent state of dimension \( D \),

\[ |\Psi_D\rangle = |\Psi_{D_{k_1}}\rangle |\Psi_{D_{k_2}}\rangle \cdots |\Psi_{D_{k_M}}\rangle, \]  \hspace{1cm} (A.5)

where \( k_j \) is the outcome of the \( j \)th measurement, and the total dimension is \( D = D_{k_1} D_{k_2} \cdots D_{k_M} \). The total dimension \( D \) will lie between \( 2^r \) and \( 2^r(1 + \epsilon) \) \( (0 < \epsilon < 1) \) for some power \( r \). It can be proved \[15\] that as \( M \) increases, \( \epsilon \) will asymptotically approach 0.

Therefore, we can perform a second projection measurement to the \( 2^r \)-dimensional Hilbert subspace and directly get obtain a final state

\[ |\Psi_2\rangle^\otimes r = \left( \frac{1}{\sqrt{2}} \left( |0\rangle + |1\rangle \right) \right)^\otimes r \]  \hspace{1cm} (A.6)

Using the above procedure, \( NM \) copies of a partly coherent qubit state \( \alpha |0\rangle + \beta |1\rangle \)
have been distilled into \( r \) copies of maximally coherent state \(| \Psi_2 \rangle = |0\rangle + |1\rangle\).

In the following, we will show that all the operations of the distillation protocol are incoherent operations. In addition, we will show that the number of distilled maximally coherent state \( r \) and the number of initial qubit \( MN \) satisfy the relation \( NMR_1(\psi) \approx r \).

A.1.1 Incoherent operations

As the only operations are the two projective measurements, we only need to prove the following lemma.

**Lemma 1.** Suppose an \( n \)-dimensional Hilbert space has a complete basis \( I_n = \{|1\rangle, |2\rangle, \cdots, |n\rangle\} \). A projection measurement that divides \( I_n \) into its complementary subsets are incoherent operations on the basis of \( I_n \).

**Proof.** Suppose that the basis \( I_n \) is divided into \( m \) complementary subsets \( I_{n_1}, I_{n_2}, \cdots, I_{n_m} \), such that \( I_{n_\alpha} \cap I_{n_\beta} = \emptyset \), for all \( \alpha \neq \beta \in \{1, 2, \cdots, m\} \), and \( I_n = I_{n_1} \cup I_{n_2} \cup \cdots \cup I_{n_m} \). Denote the projector that projects onto the \( I_{n_\alpha} \) subspace by \( P_\alpha \). Thus, we can show that the projection measurement is a set of Kraus operators \( \{\hat{P}_\alpha\} \) that satisfy \( \hat{P}_\alpha^\dagger \hat{P}_\beta = \delta_{\alpha,\beta} \hat{P}_\alpha \) and \( \sum_\alpha P_\alpha = I_n \). To prove the projection measurement to be an incoherent operation, we additionally need to show that \( \hat{P}_\alpha I_n \hat{P}_\alpha^\dagger \subset I_n \), where \( I_n \) is the set of all incoherent states that can be represented by \( \delta = \sum_{i=1}^n \delta_i |i\rangle \langle i| \). As the definition of \( P_\alpha \), we have

\[
P_\alpha |i\rangle = \delta(|i\rangle \in I_{n_\alpha}) |i\rangle,
\]

where \( \delta(|i\rangle \in I_{n_\alpha}) = 1 \) if \(|i\rangle \in I_{n_\alpha} \) and \( \delta(|i\rangle \in I_{n_\alpha}) = 0 \) otherwise. Thus, we can show that for an arbitrary state \( \delta = \sum_{i=1}^d \delta_i |i\rangle \langle i| \in I_n \), we have

\[
\hat{P}_\alpha \delta \hat{P}_\alpha^\dagger = \hat{P}_\alpha \sum_{i=1}^n \delta_i |a_i\rangle \langle a_i| \hat{P}_\alpha^\dagger \\
= \sum_{i=1}^n \delta_i \delta(|i\rangle \in I_{n_\alpha}) |a_i\rangle \langle a_i| \in I_n.
\]

\( \Box \)
Therefore, we have proven that the operations in the distillation protocol are incoherent.

### A.1.2 Coherence loss

To explain why we have $NMR_I(|\psi\rangle) \approx r$, we only need to consider the coherence loss during the distillation process. The initial state in each group can be rewrite as

$$|\psi\rangle \otimes N = \sum_{k=0}^{N} \sqrt{C_N^k} \alpha^{N-k} \beta^k |\Psi_{D_k}\rangle,$$  \hfill (A.9)

where $|\Psi_{D_k}\rangle$ is a maximally coherent state of dimension $D_k$. Thus the density matrix of the initial state is

$$\rho = \sum_{k,k'} \sqrt{C_N^k \sqrt{C_N^{k'}}} \alpha^{N-k} \beta^k (\alpha^*)^{N-k'} (\beta^*)^{k'} |\Psi_k\rangle \langle \Psi_{k'}|$$  \hfill (A.10)

As the coherence of $\rho$ is defined by its von Neumann entropy of its diagonal terms, we first look at $\rho^{diag}$. That is,

$$\rho^{diag} = \sum_{i=1}^{2^N} \langle e_i | \rho | e_i \rangle |e_i\rangle \langle e_i|$$

\hfill (A.11)

Here, we can see that when $k \neq k'$, $\langle e_i | \Psi_k \rangle \langle \Psi_{k'}| e_i \rangle = 0$. Therefore Eq. (A.11) can be simplified as

$$\rho^{diag} = \sum_{k=0}^{N} C_N^k |\alpha|^{2N-2k} |\beta|^{2k} (|e_i\rangle \langle e_i|)^{diag} = \sum_{k=0}^{N} p_k \rho_k^{diag}$$  \hfill (A.12)
Here, $\rho_{\text{diag}}$ has the decomposition $\{p_k, \rho_{\text{diag}}^k\}$. Thus, we have

\[ S(\rho_{\text{diag}}) = H(p_k) + \sum_{k=0}^{N} p_k S(\rho_{\text{diag}}^k) \quad (A.13) \]

where $S(\rho_{\text{diag}})$ is the von Neumann entropy of $\rho_{\text{diag}}$ and $H(p_k)$ is the Shannon entropy. Considering our coherence (intrinsic randomness) definition, Eq. (A.13) is equivalent to

\[ C(\rho) = H(p_k) + \sum_{k=0}^{N} p_k C(\rho_k), \quad (A.14) \]

where $C(\rho)$ is the average initial coherence and $\sum_{k=0}^{N} p_k C(\rho_k)$ is the average coherence left after the first projection measurement. Therefore, the coherence loss in the first operation is

\[ H(p_k) = -\sum_{k=0}^{N} p_k \log_2(p_k) \leq \log_2 N. \quad (A.15) \]

The coherence loss for the second projection measurement can be easily estimated by $\log_2(1 + \epsilon) \approx \epsilon$. Thus the total coherence loss has an upper bound given by

\[ M \log_2 N + \log_2(1 + \epsilon) \quad (A.16) \]

which is negligible relative to the initial coherence $MNC(|\psi\rangle)$ when $M$ and $N$ are large.

### A.2 General definition

Generally, when considering the intrinsic randomness of multiple copies of $\rho$, we can define the average intrinsic randomness in a manner similar to the definition of entanglement cost [174] [43] [17] by

\[ R_{IC}^C(\rho) = \inf \left\{ r : \lim_{N \to \infty} \inf_{\Phi_{\text{ICPTP}}} D\left(\rho^\otimes N, \Phi_{\text{ICPTP}} (|\Psi_{2^rN}\rangle)\right) = 0 \right\}, \quad (A.17) \]
where $D(\rho_1, \rho_2)$ is a suitable measure of distance, which, for instance, could be the trace norm. In this case, the intrinsic randomness is understood as the average coherence cost in preparing $\rho$. Compared to the definition of the regulated entanglement of formation [174], we conjecture that $R^C_I(\rho)$ equals the regulated intrinsic randomness measure,

$$R^\infty_I(\rho) = \lim_{N \to \infty} \frac{R_I(\rho^\otimes N)}{N}. \tag{A.18}$$

In the other direction, we can apply intrinsic operations to transform $N$ non-maximally coherent copies of $\rho$ to $l$ maximally coherent state $|\Psi_2\rangle$. Similarly, we can define the distillable coherence by the supremum of $l/N$ over all possible distillation protocols [177, 43, 17],

$$R^D_I(\rho) = \sup \left\{ l : \lim_{N \to \infty} \inf_{\Phi_{\text{ICPTP}}} D\left(\Phi_{\text{ICPTP}}(\rho^\otimes N) - |\Psi_{2(N)}\rangle\right) = 0 \right\}. \tag{A.19}$$

This distillable coherence $R^D_I(\rho)$ can thus be considered as the amount of intrinsic randomness when a quantum extractor is performed before measurement, as shown in the main context. For a general reasonable regularized coherence measure $C^\infty_I(\rho)$ similar to Eq. (A.18), we conjecture that the two measures $R^D_I$ and $R^C_I$ are equivalent for all possible distance measures. They serves as two extremal measures, such that, $R^D_I \leq C^\infty_I \leq R^C_I$ for all regularized $C^\infty_I$. In addition, similar to entanglement measures [330, 331, 332], we show in the next section that the coherence measure for pure states is unique under regularization.

### A.3 A unique measure for pure states

In this section, we show that the measure of randomness is unique for pure quantum states.

First note that $R^D_I(\rho) \leq R^C_I(\rho)$. Otherwise, we could first distill $N$ copies of $\rho$ into $NR^D_I(\rho)$ copies of $|\Psi_2\rangle$, and then convert into $NR^D_I(\rho)/R^C_I > N$ copies of $\rho$. For a pure state $\rho$, we have already give a distillation protocol such that $R^D_I(\rho) = R^C_I(\rho)$. Now, suppose that $C_I$ is a coherence measure for a single quantum state. By regularization,
the coherence measure is given by

$$C_I^\infty(\rho) = \lim_{N \to \infty} \frac{C_I(\rho^\otimes N)}{N}. \quad (A.20)$$

Suppose that $C_I(|\Psi_d\rangle) = \log_2 d$, we now prove that $C_I^\infty(\rho) = R_I^D(\rho) = R_I^C(\rho)$ for pure state $\rho$.

**Proof.** For a given pure state $\rho$, suppose that $C_I^\infty(\rho) < R_I^D(\rho)$, that is, $C_I^\infty(\rho) = R_I^D(\rho) - \Delta$, where $\Delta$ is a finite positive number. After the distillation process, we can convert $N$ copies of $\rho$ into approximately $NR_I^D(\rho)$ copies of $|\Psi_2\rangle$. From the main context, we know that the remaining coherence is $NR_I^D(\rho)$. For the $C_I^\infty(\rho)$ measure, the coherence after distillation is also $NR_I^D(\rho)$, while the initial coherence is given by $NC_I^\infty(\rho) = NR_I^D(\rho) - N\Delta$. As $\Delta$ is a finite positive number, the distillation process increases coherence, which leads to a contradiction.

If $C_I^\infty(\rho) > R_I^D(\rho)$, we can follow a similar method by considering the transformation $NR_I^C(\rho)$ copies of $|\Psi_2\rangle$ into $N$ copies of $\rho$. The contradiction originates from checking the coherence increase with the $C_I^\infty(\rho)$ measure during the incoherent transformation process. \qed
Appendix B

SI-QRNG

This chapter discusses finite size effect of the source independent quantum random number generator.

B.1 Calculation of the number of effective X-basis measurements

In this appendix, we show that in the asymptotic limit, the number of effective X-basis measurements is independent of \( n \). Our starting point is Eq. (10.5) and \( \varepsilon_\theta < 2^{-100} \). Notice that normally \( n \) is smaller than \( 10^{12} < 2^{40} \) to ease fast post-processing; thus, the term \( 1/\sqrt{n} \) and the other polynomial terms in Eq. (10.5) play a relatively small role in making \( \varepsilon_\theta < 2^{-100} \). In the following, we consider only the exponent in Eq. (10.5).

For ease of notation, let \( x = e_{bx}, \ y = e_{bx} + \theta \) and \( q = q_x \). Then the exponent of Eq. (10.5) becomes

\[
    n[H((1 - q)y + qx) - qH(x) - (1 - q)H(y)]
\]
and the inequality $\varepsilon_\theta < 2^{-100}$ is approximately equivalent to

$$
n[q(H((1 - q)y + qx) - H(x)) + (1 - q)(H((1 - q)y + qx) - H(y))] \geq 100. \tag{B.1}
$$

Since $q$ is very small, one can make three approximations:

$$
H((1 - q)y + qx) - H(y) \approx -H'(y)q(y - x), \tag{B.2}
$$

$$
q[H((1 - q)y + qx) - H(x)] \approx q(H(y) - H(x)) \tag{B.3}
$$

and

$$
q^2 \approx 0. \tag{B.4}
$$

Then, by applying Eqs. (B.2) and (B.3), the inequality (B.1) becomes

$$
n[q(H(y) - H(x)) - (1 - q)(H'(y)q(y - x))] \gtrsim 100. \tag{B.5}
$$

Applying Eq. (B.4) yields

$$
n[q(H(y) - H(x)) - H'(y)q(y - x)] \gtrsim 100, \tag{B.6}
$$

and rearranging terms, we have

$$
q \gtrsim \frac{100}{n[H(y) - H(x) - H'(y)y - x]}, \tag{B.7}
$$

Substituting the definitions of $x$ and $y$, we obtain

$$
q \gtrsim \frac{100}{n[H(e_{bx} + \theta) - H(e_{bx}) - H'(e_{bx} + \theta)\theta]}, \tag{B.8}
$$

Finally, we substitute $q = n_x/n$ and get

$$
n_x \approx \frac{100}{H(e_{bx} + \theta) - H(e_{bx}) - H'(e_{bx} + \theta)\theta}. \tag{B.9}
$$
which is independent of \( n \).

### B.2 Proof of the random sampling property for a type of QRNG input after loss

In this appendix, we first restate the setting. In the idealistic protocol, the measurement device chooses its measurement basis after confirming that the state received from the source is not a vacuum (or equivalently, not lost). In practice, confirming whether a state is a vacuum is usually done by observing whether detectors in the measurement device click or not. Thus, it is desirable for the measurement device to choose its basis before confirming whether loss happens.

We prove that for a specific input that defines the measurement basis choices before the potential loss, the positions of \( n_x \) valid \( X \)-basis measurements (after excluding loss events) are randomly drawn from the positions of the total of \( n \) valid measurements. This proves that the random sampling technique from Fung et al. can still be applied when the measurement basis is chosen before the loss.

For ease of presentation, we state the input that specifies the measurement choices before the loss as follows. The input is a string of length \( N = N_x + N_z \) that contains \( N_x \) 0s and \( N_z \) 1s. The \( \binom{N}{N_z} \) possibilities for choosing the positions of \( N_z \) 1s from the total \( N_x + N_z \) positions are equally likely. Here, 0 stands for an \( X \)-basis measurement and 1 stands for a \( Z \)-basis measurement. After loss, the numbers of valid \( X \)-basis measurements and \( Z \)-basis measurements are denoted by \( n_x \) and \( n_z \), respectively, with a total string length of

\[
    n = n_x + n_z. \tag{B.10}
\]

We need to show that the output is uniform for the \( \binom{n_x + n_z}{n_z} \) possibilities of choosing the positions of \( n_z \) 1s from the total \( n \) positions.

The proof proceeds through a symmetry argument. The input is symmetric, i.e., if we exchange the indices of two positions, the distribution will not change. Suppose that the initial positions are 1, 2, \ldots, \( n \) and the probability of choosing specific
positions for $N_z$ 1s from the total $N$ positions is

$$p = \frac{1}{\binom{N_x+N_z}{N_z}}. \quad (B.11)$$

For ease of presentation, denote the left positions after loss as $i_1 < i_2 < \cdots < i_n$. Then each possibility with $n_x$ 0s in the left $n$ positions has the same probability

$$p_1 = p \times \binom{N - n}{N_x - n_x}, \quad (B.12)$$

which proves our claim.

As a side remark, we could see that the proof does not depend on whether the loss is basis dependent or independent. Thus, the same property also holds for a more general class of losses that could be useful in other settings. Another remark is that independent and identically distributed input also satisfies the property, as in the work of Fung et al.

**B.3 Random seed dilution**

The input is either given directly or expanded from a uniformly random seed. Here, we provide a method for performing the expansion. The expansion is straightforward since the input is also uniformly random within its support. We can simply map a uniform seed of length $\log \binom{N}{c_1}$ bijectively to the input support, which is the $\binom{N}{c_1}$ possibilities of choosing the positions of $c_1$ 0s from the string of of length $N$. Then, we have obtained the desired input. Furthermore, note that this construction is deterministic; thus, input randomness is only needed for the uniformly random seed of length $n$.

For the input of our protocol, the ratio of the initial random seed length to the number of runs $N$ becomes negligible as $N$ goes to infinity because the number of $X$-basis measurements $c_1$ is a constant, as derived in Appendix [B.1]. More precisely, the min-entropy of the input as well as the length of the uniformly random seed has
an upper bound given by

$$\log \left( \frac{N}{c_1} \right) \leq c_1 \log N.$$  \hspace{1cm} (B.13)

Note that since the detector completely controls this random seed length, calculating the exact input min-entropy is possible. This is very different from estimating the error rate in the finite-key analysis section, in which we can only estimate the range of the error rate with a high probability of success. Apart from the input specified in the main text, independent and identically distributed bit strings are also a possible choice for the input. Finally, we remark that the reason to include this input seed length analysis is to make our QRNG composable.
Appendix C

Proof for randomness requirement for the CH inequality

This chapter is the proof of the randomness requirement for the CH inequality.

C.1 Proof for finite strategies of choosing input settings

As we discussed in Sec. 9.2, there are two levels of strategies. One is the strategy of choosing the input settings and the other is about the outputs conditioned on inputs of Alice and Bob. As there are finite deterministic strategies of Alice and Bob, here, we prove that the strategies of choosing input settings is finite and can be characterized by all the possible optimal strategies of Alice and Bob.

Essentially, even the strategies of Alice and Bob are finite, the strategies of choosing input settings can always be infinite. Here, what want to prove is that any optimal strategy (including both levels) can be realized with finite strategies of choosing input settings.

Suppose there exist an optimal strategy that gives maximal CH value with LHVMs. For this strategy, we suppose there are finite strategies of choosing the input settings (the proof for infinite case follows similarly). Then, it is easy to check that for a given
\( \lambda \) and hence \((p_0(\lambda), p_1(\lambda), p_2(\lambda), p_3(\lambda))\) in the optimal strategy, the optimal strategy for the output of Alice and Bob should be from the set Eq. (9.14). This also proves why we only take account of the possibly optimal deterministic strategies of Alice and Bob.

Now, suppose that there exist \( m \) strategies of \( \lambda \) of choosing input settings for the first strategy of Alice and Bob, \((p_2 - p_0)/2\), that is,

\[
\begin{align*}
\lambda_1^1 & : q(\lambda_1^1), \quad (p_0(\lambda_1^1), p_1(\lambda_1^1), p_2(\lambda_1^1), p_3(\lambda_1^1)), \\
\lambda_2^2 & : q(\lambda_2^2), \quad (p_0(\lambda_2^2), p_1(\lambda_2^2), p_2(\lambda_2^2), p_3(\lambda_2^2)), \\
& \quad \vdots \\
\lambda_m^m & : q(\lambda_m^m), \quad (p_0(\lambda_m^m), p_1(\lambda_m^m), p_2(\lambda_m^m), p_3(\lambda_m^m)).
\end{align*}
\]  

(C.1)

Here the superscript denotes the \( m \) strategies of \( \lambda \) and the subscript denotes the strategy for Alice and Bob. It is easy to see that we can always take an average of all the \( m \) strategies without decreasing the Bell value and violate the constraints. In this case, we can define one \( \lambda_1 \) to the denote all the \( \lambda_1^1, \lambda_2^2, \ldots \lambda_m^m \). That is,

\[
\lambda_1 : q(\lambda_1) = \sum_{t=1}^{m} q(\lambda_t^1), (p_0(\lambda_1), p_1(\lambda_1), p_2(\lambda_1), p_3(\lambda_1)),
\]  

(C.2)

where

\[
p_i(\lambda_1) = \frac{1}{q(\lambda_1)} \sum_{t=1}^{m} q(\lambda_t^1)p_i(\lambda_t^1), \forall i \in \{0, 1, 2, 3\}.
\]  

(C.3)

Thus, we show that the \( m \) strategies for choosing input settings can be combined into one for any strategy of Alice and Bob. In the following, we prove this argument in more detail.

**Proof.** We use label \( t \) to denote the \( t \)th strategy of choosing input settings for a given strategy of Alice and Bob, \( j \) to denote the strategies of Alice and Bob, and \( i \) to denote the number of inputs meaning the subscript of \((p_0(\lambda), p_1(\lambda), p_2(\lambda), p_3(\lambda))\).

We denote \( \lambda_j^i \) to be the \( t \)th strategy of choosing input settings when the optimal strategy for Alice and Bob is \( j \). The prior probability for \( \lambda \) and input settings of each strategy are denoted as \( q(\lambda_j^i) \) and \( p_i(\lambda_j^i) \), where \( j \in \{1, 2, 3, 4, 5\} \) and \( i \in \{0, 1, 2, 3\} \),
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respectively. Denote the Bell value for the \( j \)th strategy to be \( J_j \), which is linear function of \( \{ p_i(\lambda_j^t) \} \). Thus, the total Bell value is given by

\[
J = \sum_j \sum_t q(\lambda_j^t) J_j(p_i(\lambda_j^t)),
\]

(C.4)

and the constraints of \( q(\lambda_j^t) \) and \( p_i(\lambda_j^t) \) are given by,

\[
\begin{align*}
\sum_{j,t} q(\lambda_j^t)p_i(\lambda_j^t) &= 1/4, \forall i \\
\sum_i p_i(\lambda_j^t) &= 1, \forall j, t \\
\sum_{j,t} q(\lambda_j^t) &= 1.
\end{align*}
\]

(C.5)

Just as mentioned above, we can add up \( t \) by defining \( q(\lambda_j) \) and \( p_i(\lambda_j) \) by

\[
\begin{align*}
q(\lambda_j) &= \sum_t q(\lambda_j^t), \forall j \\
p_i(\lambda_j) &= \frac{\sum_t q(\lambda_j^t)p_i(\lambda_j^t)}{q(\lambda_j)}, \forall i, j.
\end{align*}
\]

(C.6)

Take Eq. (C.6) into the Eq. (C.5) consequently we find the constraints of \( q(\lambda_j) \) and \( p_i(\lambda_j) \) are given by

\[
\begin{align*}
\sum_j q(\lambda_j)p_i(\lambda_j) &= 1/4, \forall i \\
\sum_i p_i(\lambda_j) &= 1, \forall j \\
\sum_j q(\lambda_j) &= 1.
\end{align*}
\]

(C.7)

We should also note that the substitution in Eq. (C.6) will not affect the Bell
value,

\[
J = \sum_j q(\lambda_j)J_j(p_i(\lambda_j)),
\]

\[
= \sum_j q(\lambda_j)J_j \left( \sum_t q(\lambda_t^j)p_i(\lambda_t^j) \right),
\]

\[
= \sum_j \sum_t q(\lambda_t^j)J_j(p_i(\lambda_t^j)),
\]

where the last equality is because \( J_j \) is a linear function.

\[\square\]

### C.2 Optimal strategy of the CH test

#### C.2.1 General condition

In this section, we present the optimal strategy in order to maximizing \( J_{\text{CH}}^{\text{LHVM}} \) defined in Eq. (9.17) under constraints defined in Eq. (9.16).

\( Q = 0 \)

For simplicity, we first consider the randomness requirement \( P \) and set \( Q \) to be 0. That is, the input randomness is upper bounded by \( P \),

\[
0 \leq p(x, y|\lambda) \leq P, \forall x, y, \lambda
\]

(C.9)

The Bell value \( J_{\text{CH}}^{\text{LHVM}} \) with LHVMs is given by

\[
J_{\text{CH}}^{\text{LHVM}} = 4\{q(\lambda_1)(p_2(\lambda_1) - p_0(\lambda_1))/2 + q(\lambda_2)(p_1(\lambda_2) - p_0(\lambda_2))/2
\]

\[
+ q(\lambda_3)(p_1(\lambda_3) - p_2(\lambda_3))/2 + q(\lambda_4)(p_2(\lambda_4) - p_1(\lambda_4))/2
\]

\[
+ q(\lambda_5)((p_2(\lambda_5) + p_1(\lambda_5))/2 - p_3(\lambda_5))\}.
\]

(C.10)

Hereafter, we denote \( J_{\text{CH}}^{\text{LHVM}} \) by \( J \) for simple notation. Group \( J \) by the index of the
strategies of Alice and Bob $p_i, i \in \{0, 1, 2, 3\}$, instead of $\lambda_i$, then we have

$$J = 4(J_0 + J_1 + J_2 + J_3),$$  \hspace{1cm} (C.11)$$

where

$$J_0 = \frac{1}{2}[-q(\lambda_1)p_0(\lambda_1) - q(\lambda_2)p_0(\lambda_2)],$$
$$J_1 = \frac{1}{2}[q(\lambda_2)p_1(\lambda_2) + q(\lambda_3)p_1(\lambda_3)$$
$$- q(\lambda_4)p_1(\lambda_4) + q(\lambda_5)p_1(\lambda_5)],$$
$$J_2 = \frac{1}{2}[q(\lambda_1)p_2(\lambda_1) - q(\lambda_3)p_2(\lambda_3)$$
$$+ q(\lambda_4)p_2(\lambda_4) + q(\lambda_5)p_2(\lambda_5)],$$
$$J_3 = -q(\lambda_5)p_3(\lambda_5).$$

(C.12)

And the constraints are given by

$$\sum_j q(\lambda_j)p_i(\lambda_j) = 1/4, \forall i$$
$$\sum_i p_i(\lambda_j) = 1, \forall j,$$
$$\sum_j q(\lambda_j) = 1.$$  \hspace{1cm} (C.13)$$

In the following, we investigate the optimal strategy based on value of $P$.  

(1) when $\frac{1}{4} \leq P \leq \frac{1}{3}$.  
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With the normalization condition of $p_i(\lambda_j)$, we can rewrite $J$ as

$$
J_0 = -\frac{1}{8} + \frac{1}{2} [q(\lambda_3)p_0(\lambda_3) + q(\lambda_4)p_0(\lambda_4) + q(\lambda_5)p_0(\lambda_5)],
$$
$$
J_1 = -\frac{1}{8} + \frac{1}{2} [q(\lambda_1)p_1(\lambda_1) + 2q(\lambda_2)p_1(\lambda_2) + 2q(\lambda_3)p_1(\lambda_3)
+ 2q(\lambda_5)p_2(\lambda_5)],
$$
$$
J_2 = -\frac{1}{8} + \frac{1}{2} [2q(\lambda_1)p_2(\lambda_1) + q(\lambda_2)p_2(\lambda_2) + 2q(\lambda_4)p_2(\lambda_4)
+ 2q(\lambda_5)p_2(\lambda_5)],
$$
$$
J_3 = -\frac{1}{4} + \frac{1}{2} [2q(\lambda_1)p_3(\lambda_1) + 2q(\lambda_2)p_3(\lambda_2) + 2q(\lambda_3)p_3(\lambda_3)
+ 2q(\lambda_4)p_3(\lambda_4)].
$$

In this case, we can write $J$ by

$$
J = 4 \left( -\frac{5}{8} + \sum_{ij} \beta_{ij} q(\lambda_j)p_i(\lambda_j) \right),
$$

where the coefficient is given in Table C.1.

| $q(\lambda_1)$ | $q(\lambda_2)$ | $q(\lambda_3)$ | $q(\lambda_4)$ | $q(\lambda_5)$ |
|----------------|----------------|----------------|----------------|----------------|
| $p_0$          | 0              | 0              | $\frac{1}{2}$  | $\frac{1}{2}$  | $\frac{1}{2}$  |
| $p_1$          | $\frac{1}{2}$ | 1              | 1              | 0              | 1              |
| $p_2$          | 1              | $\frac{1}{2}$ | 0              | 1              | 1              |
| $p_3$          | 1              | 1              | 1              | 1              | 0              |

Note that $p_i$ is upper bounded by $P$, then we have

$$
J_0 \leq -\frac{1}{8} + \frac{P}{2} [q(\lambda_3) + q(\lambda_4) + q(\lambda_5)],
$$
$$
J_1 \leq -\frac{1}{8} + \frac{P}{2} [q(\lambda_1) + 2q(\lambda_2) + 2q(\lambda_3) + 2q(\lambda_5)],
$$
$$
J_2 \leq -\frac{1}{8} + \frac{P}{2} [2q(\lambda_1) + q(\lambda_2) + 2q(\lambda_4) + 2q(\lambda_5)],
$$
$$
J_3 \leq -\frac{1}{4} + \frac{P}{2} [2q(\lambda_1) + 2q(\lambda_2) + 2q(\lambda_3) + 2q(\lambda_4)].
$$
Therefore, we have

\[
J \leq -4\left\{ \frac{5}{8} + \frac{5P}{2} [q(\lambda_1) + q(\lambda_2) + q(\lambda_3) + q(\lambda_4) + q(\lambda_5)] \right\} = \frac{5}{2} (4P - 1).
\] (C.17)

In addition, we can see that the equality holds by simply letting \( p_i(\lambda_j) \) to be \( P \) for \( \beta_{i,j} \neq 0 \) and \( p_i(\lambda_j) \) to be \( 1 - 3P \) for \( \beta_{i,j} = 0 \). This special strategy is valid when \( P \leq 1/3 \), we have to consider differently for the other cases.

(2) When \( \frac{1}{3} \leq P \leq \frac{3}{8} \).

With the constraints defined in Eq. (C.14), we can also write \( J \) as follows,

\[
J = 4\left\{ -\frac{5}{8} + q(\lambda_1)[1 - \frac{1}{2}p_1(\lambda_1) - p_0(\lambda_1)] + q(\lambda_2)[1 - \frac{1}{2}p_2(\lambda_2) - p_0(\lambda_2)] + q(\lambda_3)[1 - \frac{1}{2}p_0(\lambda_3) - p_2(\lambda_3)] + q(\lambda_4)[1 - \frac{1}{2}p_0(\lambda_4) - p_1(\lambda_4)] + q(\lambda_5)[1 - \frac{1}{2}p_0(\lambda_5) - p_3(\lambda_3)] \right\}. \] (C.18)

Then \( J \) can be similarly expressed by

\[
J = 4 \left( \frac{3}{8} + \sum_{ij} \beta_{ij} q(\lambda_j)p_i(\lambda_j) \right), \] (C.19)

with coefficient defined in Table C.2.

| \( q(\lambda_1) \) | \( q(\lambda_2) \) | \( q(\lambda_3) \) | \( q(\lambda_4) \) | \( q(\lambda_5) \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( p_0 \)      | \(-\frac{1}{2}\) | \(-\frac{1}{2}\) | \(-\frac{1}{2}\) | \(-\frac{1}{2}\) |
| \( p_1 \)      | \(-\frac{1}{2}\) | \(0\)           | \(0\)           | \(-1\)          |
| \( p_2 \)      | \(0\)           | \(-\frac{1}{2}\) | \(-1\)          | \(0\)           |
| \( p_3 \)      | \(0\)           | \(0\)           | \(0\)           | \(-1\)          |

The intuition to maximize Eq. (C.19) is to assign smaller values to \( p_i(\lambda_j) \) for
smaller corresponding coefficients. Because $\frac{1}{3} \leq P \leq \frac{3}{8}$, we can see that

$$\frac{1}{2} p_i(\lambda_j) + p_{i'}(\lambda_j) \geq \frac{1}{2} (1 - 2P), \forall i, j, j'. \tag{C.20}$$

Therefore, the Bell value defined in Eq. (C.19) can be upper bounded by

$$J \leq 4 \left[ -\frac{5}{8} + \sum_i q(\lambda_i) \left( 1 - \frac{1 - 2P}{2} \right) \right], \tag{C.21}$$

$$= 4P - \frac{1}{2}.$$  

This equal sign can be achieved by following parameter:

$$q(\lambda_1) = q(\lambda_2) = \frac{1}{2} - \frac{1}{8(1 - 2P)};$$

$$q(\lambda_3) = q(\lambda_4) = \frac{1}{8(1 - 2P)} + \frac{1}{8P} - \frac{1}{2};$$

$$q(\lambda_5) = 1 - \frac{1}{4P};$$

$$p_0(\lambda_1) = p_0(\lambda_2) = 0, p_0(\lambda_3) = p_0(\lambda_4) = p_0(\lambda_5) = 1 - 2P;$$

$$p_1(\lambda_1) = 1 - 2P, p_1(\lambda_2) = p_1(\lambda_3) = p_1(\lambda_5) = P, p_1(\lambda_4) = 0;$$

$$p_2(\lambda_2) = 1 - 2P, p_2(\lambda_1) = p_1(\lambda_4) = p_1(\lambda_5) = P, p_2(\lambda_3) = 0;$$

$$p_3(\lambda_1) = p_3(\lambda_2) = p_3(\lambda_4) = p_3(\lambda_4) = p, p_3(\lambda_5) = 0; \tag{C.22}$$

(3) When $P \geq \frac{3}{8}$.

For this case, we can easily see that maximal Bell value can be achieved to be 1, which is the algebra maximum of $J$. We show in the following that the Bell value cannot exceed 1.

From Eq. (C.19), we know that $J$ can be expressed by

$$J = \frac{3}{2} - 4N \tag{C.23}$$
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where $N$ denotes the part contribute negatively,

$$N = \frac{1}{2} \sum_i q(\lambda_i)p_0(\lambda_i) + \frac{1}{2}[q(\lambda_1)p_0(\lambda_1) + q(\lambda_1)p_1(\lambda_1)$$

$$+ q(\lambda_2)p_0(\lambda_2) + q(\lambda_2)p_2(\lambda_2) + 2q(\lambda_3)p_2(\lambda_3)$$

$$+ 2q(\lambda_4)p_1(\lambda_4) + q(\lambda_5)p_3(\lambda_5)]$$

$$= \frac{1}{8} + \frac{1}{2}[q(\lambda_1)(p_0(\lambda_1) + p_1(\lambda_1)) + q(\lambda_2)(p_0(\lambda_2) + p_2(\lambda_2))$$

$$+ 2q(\lambda_3)p_2(\lambda_3) + 2q(\lambda_4)p_1(\lambda_4) + q(\lambda_5)p_3(\lambda_5)]$$

$$\geq \frac{1}{8}.$$  \hspace{1cm} (C.24)

Therefore, we show that $J \leq 1$. The equal sign is satisfied with the following strategy

$$q(\lambda_1) = q(\lambda_2) = 0;$$

$$p_0(\lambda_3) = p_0(\lambda_4) = p_0(\lambda_5) = \frac{1}{4};$$

$$p_1(\lambda_3) = p_1(\lambda_5) = \frac{3}{8}, p_1(\lambda_4) = 0;$$

$$p_2(\lambda_4) = p_2(\lambda_5) = \frac{3}{8}, p_2(\lambda_3) = 0;$$

$$p_3(\lambda_3) = p_1(\lambda_4) = \frac{3}{8}, p_3(\lambda_5) = 0.$$ \hspace{1cm} (C.25)

$Q \neq 0$

In this part, we consider the input randomness quantification of $p_i(\lambda_j)$ with both $P$ and $Q$, which are defined in Eq. (9.2). In this case, we have

$$Q \leq p_i(\lambda_j) \leq P, \forall x, y, \lambda$$ \hspace{1cm} (C.26)

Note that, if we we substitute $p_i(\lambda_j)$ by

$$p'_i(\lambda_j) = \frac{p_i(\lambda_j) - Q}{1 - 4Q},$$ \hspace{1cm} (C.27)
we can show that the constraints on $p'_i(\lambda_j)$ are given by

$$0 \leq p'_i(\lambda_j) \leq P' = \frac{P - Q}{1 - 4Q}, \forall i, j$$

$$\sum_i q(\lambda_i)p'_j(\lambda_i) = 1/4, \forall j \quad (C.28)$$

$$\sum_i p'_i(\lambda_j) = 1, \forall j.$$  

Compared to Eq.(C.10), if we replace $p_i(\lambda_j)$ by $p'_i(\lambda_j)$, we obtain a new Bell value $J'$,

$$J'/4$$

$$= q(\lambda_1)(p'_2(\lambda_1) - p'_0(\lambda_1))/2 + q(\lambda_2)(p'_1(\lambda_2) - p'_0(\lambda_2))/2$$

$$+ q(\lambda_3)(p'_1(\lambda_3) - p'_2(\lambda_3))/2 \quad (C.29)$$

$$+ q(\lambda_4)(p'_2(\lambda_4) - p'_1(\lambda_4))/2 + q(\lambda_5)(p'_2(\lambda_5) + p'_1(\lambda_5))/2$$

$$- p'_3(\lambda_5)]$$

Because $p_i(\lambda_j)$ and $p'_i(\lambda_j)$ are related by Eq. (C.27), we can prove that

$$J(p_i(\lambda_j)) = (1 - 4Q)J'(p'_i(\lambda_j)). \quad (C.30)$$

Therefore, instead of considering both upper and lower bound of $p_i(\lambda_j)$ in the original Bell’s inequality, we can equivalently consider the same Bell inequality with $p'_i(\lambda_j)$, which has upper bound $P$ and lower bound 0. We have our result as follows,

(1) When $\frac{P-Q}{1-4Q} \leq \frac{1}{3}$, that is $3P + Q \leq 1$

$$J(P, Q) = (1 - 4Q)J\left( \frac{P - Q}{1 - 4Q}, 0 \right)$$

$$= (1 - 4Q)\frac{5}{2}\left( \frac{4P - 4Q}{1 - 4Q} - 1 \right) \quad (C.31)$$

$$= \frac{5}{2}(4P - 1)$$
(2) When $\frac{1}{3} \leq \frac{P - Q}{1 - 4Q} \leq \frac{3}{8}$, that is $3P + Q \geq 1$ and $2P + Q \leq \frac{3}{4}$

$$J(P, Q) = (1 - 4Q)J\left(\frac{P - Q}{1 - 4Q}, 0\right)$$

$$= (1 - 4Q)\left(\frac{4P - Q}{1 - 4Q} - \frac{1}{2}\right)$$

$$= 4P - 2Q - \frac{1}{2}$$ (C.32)

(3) When $\frac{P - Q}{1 - 4Q} \geq \frac{3}{8}$, that is $2P + Q \geq \frac{3}{4}$

$$J(P, Q) = (1 - 4Q)J\left(\frac{P - Q}{1 - 4Q}, 0\right)$$

$$= 1 - 4Q$$ (C.33)

Therefore, the optimal CH value $J_{\text{CH}}^{\text{LHVM}}$ with LHVMs,

$$J_{\text{CH}}^{\text{LHVM}}(P, Q) = \begin{cases} 
\frac{5}{2}(4P - 1) & 3P + Q \leq 1 \\
1 - 4Q & 2P + Q \geq \frac{3}{4} \\
4P - 2Q - \frac{1}{2} & \text{else}
\end{cases}$$ (C.34)

### C.2.2 Factorizable condition

Now, we consider the optimal strategy of the CH test with LHVMs under factorizable condition,

$$p(i, j) = p_A(i)p_B(j).$$ (C.35)

As we denote $p(i, j)$ by $p_{2i+j}$, we have

$$p_0 = p_A(0)p_B(0)$$
$$p_1 = p_A(0)p_B(1)$$
$$p_2 = p_A(1)p_B(0)$$
$$p_3 = p_A(1)p_B(1)$$ (C.36)
Similarly, we consider first the case with $Q = 0$. In the following, we show that all the five possible strategies are upper bounded by $P - 1/4$.

(1) When $P \leq \frac{1}{2}$.

The result is based on the order of $p_1, p_2, p_3, p_4$.

(a) $p_3 \geq p_2 \geq p_1 \geq p_0$ and $p_3 \geq p_1 \geq p_2 \geq p_0$.

This case is equivalent to $p_A(1) \geq p_A(0)$ and $p_B(1) \geq p_B(0)$. Thus we have $p_A(1)p_B(1) \leq P$. Amongst the five strategies, the biggest one is $(p_2 - p_0)/2$, which can be upper bounded by

$$
\frac{(p_2 - p_0)}{2} = \frac{(2p_A(1) - 1)(1 - p_B(1))}{2},
\leq \frac{1}{2}[2p_A(1) + p_B(1) - 2p_A(1)p_B(1) - 1],
\leq P - \frac{1}{4}.
$$

(b) $p_1 \geq p_0 \geq p_3 \geq p_2$ and $p_3 \geq p_1 \geq p_2 \geq p_0$.

This case is equivalent to $p_A(0) \geq p_A(1)$ and $p_B(1) \geq p_B(0)$. Thus we have $p_A(0)p_B(1) \leq P$. Amongst the five strategies, the biggest one is $(p_1 - p_2)/2$, which can be upper bounded by

$$
\frac{(p_1 - p_2)}{2} = \frac{(p_A(0)p_B(1) - (1 - p_A(0))(1 - p_B(1)))}{2},
\leq \frac{1}{2}[p_A(0) + p_B(1) - 1],
\leq P - \frac{1}{4}.
$$

(c) $p_2 \geq p_3 \geq p_0 \geq p_1$ and $p_2 \geq p_0 \geq p_3 \geq p_1$.

This case is equivalent to $p_A(1) \geq p_A(0)$ and $p_B(0) \geq p_B(1)$. Thus we have $p_A(1)p_B(0) \leq P$. Amongst the five strategies, the biggest one is $(p_2 - p_1)/2$, which
can be upper bounded by

\[(p_2 - p_1)/2 = (p_A(1)p_B(0) - (1 - p_A(1))(1 - p_B(0)))/2,\]
\[\leq \frac{1}{2}[p_A(1) + p_B(0) - 1],\]  
\[\leq P - \frac{1}{4}.\]  \hfill (C.39)

(d) \(p_0 \geq p_1 \geq p_2 \geq p_3\) and \(p_0 \geq p_2 \geq p_1 \geq p_3\).

This case is equivalent to \(p_A(0) \geq p_A(1)\) and \(p_B(0) \geq p_B(1)\). Thus we have \(p_A(0)p_B(0) \leq P\). Amongst the five strategies, the biggest one is \((p_1 + p_2)/2 - p_3\), which can be upper bounded by

\[
(p_1 + p_2)/2 - p_3
= p_A(0)(1 - p_B(0))/2 + (1 - p_A(0))p_B(0)/2
- (1 - p_A(0))(1 - p_B(0)),
\leq \frac{3}{2}[p_A(0) + p_B(0) - 2p_A(0)p_B(0) - 1,
\leq P - \frac{1}{4}.
\]  \hfill (C.40)

Therefore, we show that all the strategies are upper bounded by \(P - 1/4\). Then the total Bell value

\[J \leq 4(P - 1/4) = 4P - 1,\]  \hfill (C.41)

and the equal sign holds.

(2) When \(P \geq \frac{1}{2}\).

It is easy to see that the maximal Bell value \(J\) reaches 1 when \(P \geq \frac{1}{2}\).

Consequently, we show the optimal Bell value \(J\) with LHVMs,

\[J(P) = \begin{cases} 
(4P - 1) & P \leq \frac{1}{2} \\
1 & P > \frac{1}{2} 
\end{cases}\]  \hfill (C.42)

\(Q \neq 0\)

We can follow a similar way in Appendix C.2.1 to take account of nonzero \(Q\).
(1) When \( \frac{P-Q}{1-4Q} \leq \frac{1}{2} \), that is \( P + Q \leq \frac{1}{2} \)

\[
J(P, Q) = (1 - 4Q)J \left( \frac{P - Q}{1 - 4Q}, 0 \right)
\]
\[
= (1 - 4Q) \left( 4 \frac{P - Q}{1 - 4Q} - 1 \right)
\]
\[
= 4P - 1.
\]

(2) When \( \frac{P-Q}{1-4Q} > \frac{1}{2} \), that is \( P + Q > \frac{1}{2} \)

\[
J(P, Q) = (1 - 4Q)J \left( \frac{P - Q}{1 - 4Q}, 0 \right)
\]
\[
= 1 - 4Q
\]

Thus, the Bell value \( J_{\text{CH}}^{LHVM, \text{Fac}} \) with LHVMs under factorizable condition is,

\[
J_{\text{CH}}^{LHVM, \text{Fac}}(P, Q) = \begin{cases} 
4P - 1 & P + Q \leq \frac{1}{2} \\
1 - 4Q & P + Q > \frac{1}{2} 
\end{cases}
\]

C.3 Optimal strategy of the CHSH inequality

C.3.1 CH and CHSH inequalities under NS

In this section, we prove that the CH and CHSH inequality are equivalent when NS is assumed. We refer to [333] for detail discussion about the connection between CH and CHSH.

Proof. According to the inputs, we can divide the CHSH inequality into four parts. When inputs are \( ij \), define :

\[
J_{ij} = \sum_{a,b \in \{0,1\}} (-1)^{a+b+ij} p(a,b|i,j).
\]

(C.46)
Owing to the NS condition, $J_{ij}$ can be rewritten by probabilities with output 0,

$$J_{ij} = \sum_{a,b \in \{0,1\}} (-1)^{a+b+ij} p(a,b|i,j),$$

$$= (-1)^{ij} [p(0,0|i,j) - p(0,1|i,j) - p(1,0|i,j) + p(1,1|i,j)],$$

$$= (-1)^{ij} [p(0,0|i,j) - (p_A(0|i) - p(0,0|i,j)) - (p_B(0)|j)$$

$$- p(0,0|i,j)) + (p_A(1|i) - p_B(0)|j) + p(0,0|i,j)],$$

$$= (-1)^{ij} [1 + 4p(0,0|i,j) - 2p_A(0|i) - 2p_B(0)|j].$$

Therefore, we have

$$J_{\text{CHSH}} = \sum_{ij} J_{ij},$$

$$= \sum_{ij} (-1)^{ij} (1 + 4p(0,0|i,j) - 2p_A(0|i) - 2p_B(0)|j),$$

$$= 2 + 4[p(0,0|0,0) + p(0,0|0,1) + p(0,0|1,0)$$

$$- p(0,0|1,1) - p_A(0|0) - p_B(0|0)],$$

$$= 2 + 4J_{\text{CH}}.$$  \hspace{1cm} (C.48)

Hence, under the NS assumption, the value of the CH and the CHSH inequality are linearly related. To analyze the best LHVMs strategy for the CH test, we can therefore consider the CHSH Bell test instead.

### C.3.2 General condition

Following the similar method described above, we first consider deterministic strategies, i.e., $p_A(0|x), p_B(0|y) \in \{0,1\}$ for the reason that any probabilistic LHVM could be realized with convex combination of deterministic ones. Denote $p(i,j)$ as $p_{2i+j}$, it
is easy to show that the possible optimal deterministic strategies for $J_\lambda$ are

\begin{align*}
\{ & p_0 + p_1 + p_2 - p_3, p_0 + p_1 + p_3 - p_2, \\
& p_0 + p_2 + p_3 - p_1, p_1 + p_2 + p_3 - p_0 \},
\end{align*}

(C.49)

$Q = 0$

Here, we also first consider that $Q = 0$.

(1) When $P \leq \frac{1}{3}$.

We can show that, all the four strategies are upper bounded by $6P - 1$. Take the strategy of $p_0 + p_1 + p_2 - p_3$ as an example,

\begin{align*}
p_0 + p_1 + p_2 - p_3 & \leq P + P + P - (1 - 3P) \\
& = 6P - 1.
\end{align*}

(C.50)

In this case, we can see that the CHSH value $J$ is upper bounded by $4(6P - 1)$.

(2) When $P > \frac{1}{3}$.

In this case, LHVMs reaches the maximum Bell value, that is $J$ can be 4.

Thus, the Bell value $J$ LHVMs is

\begin{align*}
J(P) = \begin{cases} 
24P - 4 & P \leq \frac{1}{3}, \\
4 & P > \frac{1}{3}.
\end{cases}
\end{align*}

(C.51)

$Q \neq 0$

For the case that $Q$ is nonzero, we apply the same transformation as Appendix C.2.1. After the transformation defined in Eq. (C.27), the relation between $J(p_i(\lambda_j))$ and $J'(p'_i(\lambda_j))$ is given by

\begin{align*}
J(p_i(\lambda_j)) &= (1 - 4Q)J'(p'_i(\lambda_j)) + 8Q.
\end{align*}

(C.52)
In this case, the optimal Bell value $J_{CHSH}^{LHVM}$ for the CHSH inequality with LHVMs is

$$J_{CHSH}^{LHVM}(P,Q) = \begin{cases} 
24P - 4 & 3P + Q \leq 1, \\
4 - 8Q & 3P + Q \geq 1. 
\end{cases} \quad (C.53)$$

And the optimal CH value $J_{CH}^{LHVM,NS}$ with LHVMs under NS is

$$J_{CH}^{LHVM,NS}(P,Q) = \begin{cases} 
6P - 3/2 & 3P + Q \leq 1, \\
1/2 - 2Q & 3P + Q \geq 1. 
\end{cases} \quad (C.54)$$

### C.3.3 Factorizable condition

In addition, we consider the factorizable condition,

$$p(i, j) = p_A(i)p_B(j). \quad (C.55)$$

In this case, we have

$$p_0 = p_A(0)p_B(0)$$

$$p_1 = p_A(0)p_B(1)$$

$$p_2 = p_A(1)p_B(0)$$

$$p_3 = p_A(1)p_B(1) \quad (C.56)$$

1. When $P \leq \frac{1}{2}$.

For the case that $Q = 0$, $p_i$ are upper bounded by $P$ only. As the four strategies are symmetric, suppose that $p_3$ is the smallest one, which is equivalent to $p_A(0) \geq p_A(1)$ and $p_B(0) \geq p_B(1)$. Thus we can see that $p_0 + p_1 + p_2 - p_3$ is the largest strategy and
is also upper bounded by

\[
p_0 + p_1 + p_2 - p_3 = p_A(0) + (1 - p_A(0))(2p_B(0) - 1) \\
= 1 - 2(1 - p_A(0))(1 - p_B(0)), \\
\leq 1 - (1 - 2P), \\
= 2P
\]  
(C.57)

Thus, we see that all the strategies are upper bounded by \(2P\). Then the Bell value is upper bounded by \(8P\).

(2) When \(P > \frac{1}{2}\).

We can easily see that LHVMs reaches the maximum Bell value, that is \(J\) can be 4.

Consequently, the CHSH Bell value \(J\) with LHVMs with factorizable condition is given by,

\[
J_{\text{CHSH}}^{\text{LHVM}}(P) = \begin{cases} 
8P & P \leq \frac{1}{2} \\
4 & P > \frac{1}{2}
\end{cases}
\]  
(C.58)

\(Q \neq 0\)

For the case where \(Q \neq 0\), we can similarly derive our result. The CHSH Bell value \(J_{\text{CHSH}}^{\text{LHVM, Fac}}(P, Q)\) is given by

\[
J_{\text{CHSH}}^{\text{LHVM, Fac}}(P, Q) = \begin{cases} 
8P & P + Q \leq \frac{1}{2}, \\
4 - 8Q & P + Q > \frac{1}{2}
\end{cases}
\]  
(C.59)

And the optimal CH value \(J_{\text{CH}}^{\text{LHVM, NS, Fac}}\) with LHVMs under NS and factorizable condition is

\[
J_{\text{CH}}^{\text{LHVM, NS, Fac}}(P, Q) = \begin{cases} 
2P - 1/2 & P + Q \leq \frac{1}{2}, \\
1/2 - 2Q & P + Q > \frac{1}{2}
\end{cases}
\]  
(C.60)
Bibliography

[1] John F. Clauser, Michael A. Horne, Abner Shimony, and Richard A. Holt. Proposed experiment to test local hidden-variable theories. *Phys. Rev. Lett.*, 23:880–884, Oct 1969.

[2] Z. Leghtas, G. Kirchmair, B. Vlastakis, R. J. Schoelkopf, M. H. Devoret, and M. Mirrahimi. Hardware-efficient autonomous quantum error correction. *Phys. Rev. Lett.*, 111:120501, 2013.

[3] Francesco Buscemi. All entangled quantum states are nonlocal. *Phys. Rev. Lett.*, 108:200401, May 2012.

[4] Mafalda L. Almeida, Jean-Daniel Bancal, Nicolas Brunner, Antonio Acín, Nicolas Gisin, and Stefano Pironio. Guess your neighbor’s input: A multipartite nonlocal game with no quantum advantage. *Phys. Rev. Lett.*, 104:230404, Jun 2010.

[5] Antonio Acín, Tobias Fritz, Anthony Leverrier, and Ana Belén Sainz. A combinatorial approach to nonlocality and contextuality. *arXiv:1212.4084*, 2012.

[6] C. H. Bennett and G. Brassard. Quantum Cryptography: Public Key Distribution and Coin Tossing. In *Proceedings of the IEEE International Conference on Computers, Systems and Signal Processing*, pages 175–179, New York, 1984. IEEE Press.

[7] Charles H. Bennett, Gilles Brassard, Claude Crépeau, Richard Jozsa, Asher Peres, and William K. Wootters. Teleporting an unknown quantum state via dual classical and einstein-podolsky-rosen channels. *Phys. Rev. Lett.*, 70:1895–1899, Mar 1993.

[8] Artur K. Ekert. Quantum cryptography based on bell’s theorem. *Phys. Rev. Lett.*, 67:661–663, Aug 1991.

[9] Peter W. Shor. Polynomial-time algorithms for prime factorization and discrete logarithms on a quantum computer. *SIAM J. Comput.*, 26(5):1484–1509, October 1997.

[10] Lov K. Grover. A fast quantum mechanical algorithm for database search. In *Proceedings of the Twenty-eighth Annual ACM Symposium on Theory of Computing*, STOC ’96, pages 212–219, New York, NY, USA, 1996. ACM.
[11] Richard P. Feynman. Simulating physics with computers. *International Journal of Theoretical Physics*, 21(6):467–488, 1982.

[12] Seth Lloyd. Universal quantum simulators. *Science*, 273(5278):1073, 1996.

[13] I. M. Georgescu, S. Ashhab, and Franco Nori. Quantum simulation. *Rev. Mod. Phys.*, 86:153–185, Mar 2014.

[14] T. Baumgratz, M. Cramer, and M. B. Plenio. Quantifying coherence. *Phys. Rev. Lett.*, 113:140401, Sep 2014.

[15] Charles H Bennett, Herbert J Bernstein, Sandu Popescu, and Benjamin Schumacher. Concentrating partial entanglement by local operations. *Phys. Rev. A*, 53:2046–2052, Apr 1996.

[16] Vlatko Vedral and Martin B Plenio. Entanglement measures and purification procedures. *Phys. Rev. A*, 57:1619–1633, Mar 1998.

[17] Ryszard Horodecki, Paweł Horodecki, Michal Horodecki, and Karol Horodecki. Quantum entanglement. *Rev. Mod. Phys.*, 81:865–942, Jun 2009.

[18] Max Born. Zur quantentheorie der stossvorgänge. *Zeitschrift für Physik*, 37:863–867, 1926.

[19] John Stuart Bell. *On the Einstein-Podolsky-Rosen Paradox*. Physics 1, 195–200 (1964). Speakable and Unspeakable in Quantum Mechanics. Cambridge University Press, 1987.

[20] W. H. Zurek. Quantum Darwinism. *Nature Physics*, 5:181–188, March 2009.

[21] Xiao Yuan, Hongyi Zhou, Zhu Cao, and Xiongfeng Ma. Intrinsic randomness as a measure of quantum coherence. *Phys. Rev. A*, 92:022124, Aug 2015.

[22] Xiao Yuan, Qi Zhao, Davide Girolami, and Xiongfeng Ma. Interplay between local quantum randomness and non-local information access. *arXiv preprint arXiv:1605.07818*, 2016.

[23] Søren Asmussen, Peter W. Glynn, and Hermann Thorisson. Stationarity detection in the initial transient problem. *ACM Trans. Model. Comput. Simul.*, 2(2):130–157, April 1992.

[24] Krzysztof Latuszynski, Ioannis Kosmidis, Omiros Papaspiliopoulos, and Gareth O Roberts. Simulating events of unknown probabilities via reverse time martingales. *Random Structures and Algorithms*, 38(4):441–452, 2011.

[25] Dominic Mayers and Andrew Yao. Quantum cryptography with imperfect apparatus. In *Foundations of Computer Science, 1998. Proceedings. 39th Annual Symposium on*, pages 503–509. IEEE, 1998.
[26] Antonio Acín, Nicolas Gisin, and Lluis Masanes. From bells theorem to secure quantum key distribution. *Phys. Rev. Lett.*, 97:120405, Sep 2006.

[27] Nicolas Brunner, Daniel Cavalcanti, Stefano Pironio, Valerio Scarani, and Stephanie Wehner. Bell nonlocality. *Rev. Mod. Phys.*, 86:419–478, Apr 2014.

[28] A. Einstein, B. Podolsky, and N. Rosen. Can quantum-mechanical description of physical reality be considered complete? *Phys. Rev.*, 47:777–780, May 1935.

[29] Cyril Branciard, Denis Rosset, Yeong-Cherng Liang, and Nicolas Gisin. Measurement-device-independent entanglement witnesses for all entangled quantum states. *Phys. Rev. Lett.*, 110:060405, Feb 2013.

[30] Ping Xu, Xiao Yuan, Luo-Kan Chen, He Lu, Xing-Can Yao, Xiongfeng Ma, Yu-Ao Chen, and Jian-Wei Pan. Implementation of a measurement-device-independent entanglement witness. *Phys. Rev. Lett.*, 112:140506, Apr 2014.

[31] Xiao Yuan, Quanxin Mei, Shan Zhou, and Xiongfeng Ma. Reliable and robust entanglement witness. *Phys. Rev. A*, 93:042317, Apr 2016.

[32] Qi Zhao, Xiao Yuan, and Xiongfeng Ma. Efficient measurement-device-independent detection of multipartite entanglement structure. *Phys. Rev. A*, 94:012343, Jul 2016.

[33] Xiao Yuan, Zhu Cao, and Xiongfeng Ma. Randomness requirement on the clausser-horne-shimony-holt bell test in the multiple-run scenario. *Phys. Rev. A*, 91:032111, Mar 2015.

[34] Xiao Yuan, Qi Zhao, and Xiongfeng Ma. Clauser-horne bell test with imperfect random inputs. *Phys. Rev. A*, 92:022107, Aug 2015.

[35] Michael J. W. Hall. Local deterministic model of singlet state correlations based on relaxing measurement independence. *Phys. Rev. Lett.*, 105:250404, Dec 2010.

[36] J.-Å. Larsson. Loopholes in Bell inequality tests of local realism. *Journal of Physics A Mathematical General*, 47:4003P, October 2014.

[37] J. Kofler and M. Giustina. Requirements for a loophole-free Bell test using imperfect setting generators. *ArXiv e-prints*, November 2014.

[38] M.A. Nielsen and I.L. Chuang. *Quantum Computation and Quantum Information*. Cambridge Series on Information and the Natural Sciences. Cambridge University Press, 2000.

[39] Mark M Wilde. *Quantum information theory*. Cambridge University Press, 2013.

[40] John Watrous. Theory of quantum information. University of Waterloo Fall, 128, 2011.
[41] A. Streltsov, G. Adesso, and M. B. Plenio. Quantum Coherence as a Resource. *ArXiv e-prints*, September 2016.

[42] Iman Marvian and Robert W Spekkens. How to quantify coherence: distinguishing speakable and unspeakable notions. *arXiv preprint arXiv:1602.08049*, 2016.

[43] Martin B. Plenio and Shashank Virmani. An introduction to entanglement measures. *Quantum Info. Comput.*, 7(1):1–51, January 2007.

[44] Otfried Gühne and Géza Tóth. Entanglement detection. *Physics Reports*, 474(1):1–75, 2009.

[45] Vittorio Giovannetti, Seth Lloyd, and Lorenzo Maccone. Advances in quantum metrology. *Nature Photonics*, 474(1):222–229, 2011.

[46] Neill Lambert, Yueh-Nan Chen, Yuan-Chung Cheng, Che-Ming Li, Guang-Yin Chen, and Franco Nori. Quantum biology. *Nature Physics*, 9(1):10–18, 2013.

[47] Roy Glauber. Coherent and incoherent states of the radiation field. *Phys. Rev.*, 131:2766–2788, Sep 1963.

[48] E. Sudarshan. Equivalence of semiclassical and quantum mechanical descriptions of statistical light beams. *Phys. Rev. Lett.*, 10:277–279, Apr 1963.

[49] SL Luo. Quantum versus classical uncertainty. *Theoretical and mathematical physics*, 143(2):681–688, 2005.

[50] J. Åberg. Quantifying Superposition. *eprint arXiv:quant-ph/0612146*, December 2006.

[51] Alex Monras, Agata Checińska, and Artur Ekert. Witnessing quantum coherence in the presence of noise. *arXiv preprint arXiv:1312.5724*, 2013.

[52] Johan Åberg. Catalytic coherence. *Phys. Rev. Lett.*, 113:150402, Oct 2014.

[53] Davide Girolami. Observable measure of quantum coherence in finite dimensional systems. *Phys. Rev. Lett.*, 113:170401, Oct 2014.

[54] Charles H. Bennett and Stephen J. Wiesner. Communication via one- and two-particle operators on einstein-podolsky-rosen states. *Phys. Rev. Lett.*, 69:2881–2884, Nov 1992.

[55] Dominic Mayers and Andrew Yao. Quantum cryptography with imperfect apparatus. In *Proceedings of the 39th Annual Symposium on Foundations of Computer Science*, FOCS ’98, page 503, Washington, DC, USA, 1998. IEEE Computer Society.

262
[56] Lluís Masanes, Stefano Pironio, and Antonio Acín. Secure device-independent quantum key distribution with causally independent measurement devices. Nature communications, 2:238, 2011.

[57] Umesh Vazirani and Thomas Vidick. Fully device-independent quantum key distribution. Phys. Rev. Lett., 113:140501, Sep 2014.

[58] Roger Colbeck and Renato Renner. Free randomness can be amplified. Nature Physics, 8(6):450–453, 2012.

[59] Rodrigo Gallego, Lluís Masanes, Gonzalo De La Torre, Chirag Dhara, Leonardo Aolita, and Antonio Acín. Full randomness from arbitrarily deterministic events. Nature communications, 4, 2013.

[60] Chirag Dhara, Gonzalo de la Torre, and Antonio Acín. Can observed randomness be certified to be fully intrinsic? Phys. Rev. Lett., 112:100402, Mar 2014.

[61] R. Colbeck and A. Kent. Private randomness expansion with untrusted devices. Journal of Physics A Mathematical General, 44(9):095305, March 2011.

[62] Serge Fehr, Ran Gelles, and Christian Schaffner. Security and composability of randomness expansion from bell inequalities. Phys. Rev. A, 87:012335, Jan 2013.

[63] Stefano Pironio and Serge Massar. Security of practical private randomness generation. Phys. Rev. A, 87:012336, Jan 2013.

[64] Umesh Vazirani and Thomas Vidick. Certifiable quantum dice: Or, true random number generation secure against quantum adversaries. In Proceedings of the Forty-fourth Annual ACM Symposium on Theory of Computing, STOC ’12, pages 61–76, New York, NY, USA, 2012. ACM.

[65] Tobias Moroder, Jean-Daniel Bancal, Yeong-Cherng Liang, Martin Hofmann, and Otfried Gühne. Device-independent entanglement quantification and related applications. Phys. Rev. Lett., 111:030501, Jul 2013.

[66] Nicolas Brunner, Stefano Pironio, Antonio Acín, Nicolas Gisin, André Allan Méthot, and Valerio Scarani. Testing the dimension of hilbert spaces. Phys. Rev. Lett., 100:210503, May 2008.

[67] Boris S Cirel’son. Quantum generalizations of bell’s inequality. Letters in Mathematical Physics, 4(2):93–100, 1980.

[68] Sandu Popescu and Daniel Rohrlich. Quantum nonlocality as an axiom. Foundations of Physics, 24:379–385, 1994. 10.1007/BF02058098.

[69] Gregor Weihs, Thomas Jennewein, Christoph Simon, Harald Weinfurter, and Anton Zeilinger. Violation of bell’s inequality under strict einstein locality conditions. Phys. Rev. Lett., 81:5039–5043, Dec 1998.
[70] Julian Hofmann, Michael Krug, Norbert Ortegel, Lea Gérard, Markus Weber, Wenjamin Rosenfeld, and Harald Weinfurter. Heralded entanglement between widely separated atoms. *Science*, 337(6090):72–75, 2012.

[71] Philippe H. Eberhard. Background level and counter efficiencies required for a loophole-free einstein-podolsky-rosen experiment. *Phys. Rev. A*, 47:R747–R750, Feb 1993.

[72] Serge Massar and Stefano Pironio. Violation of local realism versus detection efficiency. *Phys. Rev. A*, 68:062109, Dec 2003.

[73] J. Wilms, Y. Disser, G. Alber, and I. C. Percival. Local realism, detection efficiencies, and probability polytopes. *Phys. Rev. A*, 78:032116, Sep 2008.

[74] Mary A Rowe, David Kielpinski, Volker Meyer, Charles A Sackett, Wayne M Itano, Christopher Monroe, and David J Wineland. Experimental violation of a bell’s inequality with efficient detection. *Nature*, 409(6822):791–794, 2001.

[75] B. G. Christensen, K. T. McCusker, J. B. Altepeter, B. Calkins, T. Gerrits, A. E. Lita, A. Miller, L. K. Shalm, Y. Zhang, S. W. Nam, N. Brunner, C. C. W. Lim, N. Gisin, and P. G. Kwiat. Detection-loophole-free test of quantum non-locality, and applications. *Phys. Rev. Lett.*, 111:130406, Sep 2013.

[76] Marissa Giustina, Alexandra Mech, Sven Ramelow, Bernhard Wittmann, Johannes Kofler, Jörn Beyer, Adriana Lita, Brice Calkins, Thomas Gerrits, Sae Woo Nam, et al. Bell violation using entangled photons without the fair-sampling assumption. *Nature*, 497(7448):227–230, 2013.

[77] Dax Enshan Koh, Michael J. W. Hall, Setiawan, James E. Pope, Chiara Marletto, Alastair Kay, Valerio Scarani, and Artur Ekert. Effects of reduced measurement independence on bell-based randomness expansion. *Phys. Rev. Lett.*, 109:160404, Oct 2012.

[78] James E. Pope and Alastair Kay. Limited measurement dependence in multiple runs of a bell test. *Phys. Rev. A*, 88:032110, Sep 2013.

[79] Jason Gallicchio, Andrew S. Friedman, and David I. Kaiser. Testing bells inequality with cosmic photons: Closing the setting-independence loophole. *Phys. Rev. Lett.*, 112:110405, Mar 2014.

[80] J-Å Larsson and Richard D Gill. Bell’s inequality and the coincidence-time loophole. *EPL (Europhysics Letters)*, 67(5):707, 2004.

[81] Jonathan Barrett. Nonsequential positive-operator-valued measurements on entangled mixed states do not always violate a bell inequality. *Phys. Rev. A*, 65:042302, Mar 2002.
[82] Xiongfeng Ma, Xiao Yuan, Zhu Cao, Bing Qi, and Zhen Zhang. Quantum random number generation. *npj Quantum Information*, 2:16021, Jun 2016. Review Article.

[83] C.E. Shannon. Communication theory of secrecy systems. *Bell System Technical Journal*, 28(4):656–715, Oct 1949.

[84] Nicholas Metropolis and Stanislaw Ulam. The monte carlo method. *Journal of the American Statistical Association*, 44(247):335–341, 1949.

[85] John Bell. On the einstein-podolsky-rosen paradox. *Physics*, 1(3):195–200, 1964.

[86] Donald E Knuth. *Art of Computer Programming, Volume 2: Seminumerical Algorithms*. Addison-Wesley Professional, 2014.

[87] Johannes Kofler, Tomasz Paterek, and Časlav Brukner. Experimenters freedom in bells theorem and quantum cryptography. *Phys. Rev. A*, 73:022104, Feb 2006.

[88] A.N. Kolmogorov. On tables of random numbers. *Theoretical Computer Science*, 207(2):387 – 395, 1998.

[89] George Marsaglia. Diehard: a battery of tests of randomness. See http://stat.fsu.edu/~geo/diehard.html, 1996.

[90] Andrew Rukhin, Juan Soto, James Nechvatal, Miles Smid, and Elaine Barker. A statistical test suite for random and pseudorandom number generators for cryptographic applications. Technical report, DTIC Document, 2001.

[91] Song-Ju Kim, Ken Umeno, and Akio Hasegawa. Corrections of the nist statistical test suite for randomness. *arXiv preprint nlin/0401040*, 2004.

[92] Xiongfeng Ma, Feihu Xu, He Xu, Xiaoping Tan, Bing Qi, and Hoi-Kwong Lo. Postprocessing for quantum random-number generators: Entropy evaluation and randomness extraction. *Phys. Rev. A*, 87(6):062327, 2013.

[93] Thomas Jennewein, Ulrich Achleitner, Gregor Wechs, Harald Weinfurter, and Anton Zeilinger. A fast and compact quantum random number generator. *Review of Scientific Instruments*, 71(4):1675–1680, 2000.

[94] André Stefanov, Nicolas Gisin, Olivier Guinnard, Laurent Guinnard, and Hugo Zbinden. Optical quantum random number generator. *Journal of Modern Optics*, 47(4):595–598, 2000.

[95] Qiurong Yan, Baosheng Zhao, Qinghong Liao, and Nanrun Zhou. Multi-bit quantum random number generation by measuring positions of arrival photons. *Review of Scientific Instruments*, 85(10):103116, 2014.
[96] James F Dynes, Zhiliang L Yuan, Andrew W Sharpe, and Andrew J Shields. A high speed, postprocessing free, quantum random number generator. *Applied Physics Letters*, 93(3):031109, 2008.

[97] MA Wayne, ER Jeffrey, GM Akselrod, and PG Kwiat. Photon arrival time quantum random number generation. *Journal of Modern Optics*, 56(4):516–522, 2009.

[98] M Wahl, M Leifgen, M Berlin, T Röhlicke, H.J. Rahn, and O Benson. An ultrafast quantum random number generator with provably bounded output bias based on photon arrival time measurements. *Applied Physics Letters*, 98(17):171105, 2011.

[99] You-Qi Nie, Hong-Fei Zhang, Zhen Zhang, Jian Wang, Xiongfeng Ma, Jun Zhang, and Jian-Wei Pan. Practical and fast quantum random number generation based on photon arrival time relative to external reference. *Applied Physics Letters*, 104(5):051110, 2014.

[100] H. Fürst, H. Weier, S. Nauerth, D.G. Marangon, C. Kurtsiefer, and H. Weinfurter. High speed optical quantum random number generation. *Optics express*, 18(12):13029–13037, 2010.

[101] Min Ren, E Wu, Yan Liang, Yi Jian, Guang Wu, and Heping Zeng. Quantum random-number generator based on a photon-number-resolving detector. *Phys. Rev. A*, 83:023820, Feb 2011.

[102] M.J. Applegate, O. Thomas, J.F. Dynes, Z.L. Yuan, D.A. Ritchie, and A.J. Shields. Efficient and robust quantum random number generation by photon number detection. *Applied Physics Letters*, 107(7):071106, 2015.

[103] Christian Gabriel, Christoffer Wittmann, Denis Sych, Ruifang Dong, Wolfgang Mauerer, Ulrik L Andersen, Christoph Marquardt, and Gerd Leuchs. A generator for unique quantum random numbers based on vacuum states. *Nature Photonics*, 4(10):711–715, 2010.

[104] Yong Shen, Liang Tian, and Hongxin Zou. Practical quantum random number generator based on measuring the shot noise of vacuum states. *Phys. Rev. A*, 81:063814, Jun 2010.

[105] Thomas Symul, SM Assad, and Ping K Lam. Real time demonstration of high bitrate quantum random number generation with coherent laser light. *Applied Physics Letters*, 98(23):231103, 2011.

[106] C.R. Williams, J.C. Salevan, X. Li, R. Roy, and T.E. Murphy. Fast physical random number generator using amplified spontaneous emission. *Optics express*, 18(23):23584–23597, 2010.
[107] Xiaowen Li, Adam B Cohen, Thomas E Murphy, and Rajarshi Roy. Scalable parallel physical random number generator based on a superluminescent led. *Optics letters*, 36(6):1020–1022, 2011.

[108] Bing Qi, Yue-Meng Chi, Hoi-Kwong Lo, and Li Qian. High-speed quantum random number generation by measuring phase noise of a single-mode laser. *Optics letters*, 35(3):312–314, 2010.

[109] M Jofre, M Curty, F Steinlechner, G Anzolin, JP Torres, MW Mitchell, and V Pruneri. True random numbers from amplified quantum vacuum. *Optics express*, 19(21):20665–20672, 2011.

[110] Feihu Xu, Bing Qi, Xiongfeng Ma, He Xu, Haoxuan Zheng, and Hoi-Kwong Lo. Ultrafast quantum random number generation based on quantum phase fluctuations. *Opt. Express*, 20(11):12366–12377, May 2012.

[111] Z.L. Yuan, M. Lucamarini, J.F. Dynes, B. Fröhlich, A. Plews, and A.J. Shields. Robust random number generation using steady-state emission of gain-switched laser diodes. *Applied Physics Letters*, 104(26):261112, 2014.

[112] Abellán C, Amaya W, Jofre M, Curty M, Acín A, Capmany J, Pruneri V, and Mitchell MW. Ultra-fast quantum randomness generation by accelerated phase diffusion in a pulsed laser diode. *Optics express*, 22(2):1645–1654, 2014.

[113] You-Qi Nie, Leilei Huang, Yang Liu, Frank Payne, Jun Zhang, and Jian-Wei Pan. The generation of 68 gbps quantum random number by measuring laser phase fluctuations. *Review of Scientific Instruments*, 86(6):063105, 2015.

[114] S. Pironio, A. Acín, S. Massar, A. B. de La Giroday, D. N. Matsukevich, P. Maunz, S. Olmschenk, D. Hayes, L. Luo, T. A. Manning, and C. Monroe. Random numbers certified by Bell’s theorem. *Nature*, 464:1021–1024, April 2010.

[115] Zhu Cao, Hongyi Zhou, Xiao Yuan, and Xiongfeng Ma. Source-independent quantum random number generation. *Phys. Rev. X*, 6:011020, Feb 2016.

[116] D. G. Marangon, G. Vallone, and P. Villoresi. Source-device-independent Ultrafast Quantum Random Number Generation. *arXiv preprint arXiv:1509.07390*, September 2015.

[117] Tommaso Lunghi, Jonatan Bohr Brask, Charles Ci Wen Lim, Quentin Lavigne, Joseph Bowles, Anthony Martin, Hugo Zbinden, and Nicolas Brunner. Self-testing quantum random number generator. *Phys. Rev. Lett.*, 114:150501, Apr 2015.

[118] JG Rarity, PCM Owens, and PR Tapster. Quantum random-number generation and key sharing. *Journal of Modern Optics*, 41(12):2435–2444, 1994.
[119] M. D. Eisaman, J. Fan, A. Migdall, and S. V. Polyakov. Invited review article: Single-photon sources and detectors. Review of Scientific Instruments, 82(7):071101, 2011.

[120] Hiroki Takesue, Sae Woo Nam, Qiang Zhang, Robert H Hadfield, Toshimori Honjo, Kiyoshi Tamaki, and Yoshihisa Yamamoto. Quantum key distribution over a 40-db channel loss using superconducting single-photon detectors. Nature photonics, 1(6):343–348, 2007.

[121] K. A. Patel, J. F. Dynes, I. Choi, A. W. Sharpe, A. R. Dixon, Z. L. Yuan, R. V. Penty, and A. J. Shields. Coexistence of high-bit-rate quantum key distribution and data on optical fiber. Phys. Rev. X, 2:041010, Nov 2012.

[122] Hai-Qiang Ma, Yuejian Xie, and Ling-An Wu. Random number generation based on the time of arrival of single photons. Applied optics, 44(36):7760–7763, 2005.

[123] Bruno Sanguinetti, Anthony Martin, Hugo Zbinden, and Nicolas Gisin. Quantum random number generation on a mobile phone. Phys. Rev. X, 4:031056, Sep 2014.

[124] Frédéric Grosshans, Gilles Van Assche, Jérôme Wenger, Rosa Brouri, Nicolas J Cerf, and Philippe Grangier. Quantum key distribution using gaussian-modulated coherent states. Nature, 421(6920):238–241, 2003.

[125] Samuel L. Braunstein and Peter van Loock. Quantum information with continuous variables. Rev. Mod. Phys., 77:513–577, Jun 2005.

[126] Ryuhi Okubo, Mayumi Hirano, Yun Zhang, and Takuya Hirano. Pulse-resolved measurement of quadrature phase amplitudes of squeezed pulse trains at a repetition rate of 76 mhz. Optics letters, 33(13):1458–1460, 2008.

[127] Yue-Meng Chi, Bing Qi, Wen Zhu, Li Qian, Hoi-Kwong Lo, Sun-Hyun Youn, AI Lvovskey, and Liang Tian. A balanced homodyne detector for high-rate gaussian-modulated coherent-state quantum key distribution. New Journal of Physics, 13(1):013003, 2011.

[128] Ranjeet Kumar, Erick Barrios, Andrew MacRae, E Cairns, EH Huntington, and AI Lvovskey. Versatile wideband balanced detector for quantum optical homodyne tomography. Optics Communications, 285(24):5259–5267, 2012.

[129] Charles H Henry. Theory of the linewidth of semiconductor lasers. Quantum Electronics, IEEE Journal of, 18(2):259–264, 1982.

[130] Hongyi Zhou, Xiao Yuan, and Xiongfeng Ma. Randomness generation based on spontaneous emissions of lasers. Phys. Rev. A, 91:062316, Jun 2015.
[131] C. Abellán, W. Amaya, D. Mitrani, V. Pruneri, and M.W. Mitchell. Generation of fresh and pure random numbers for loophole-free bell tests. Phys. Rev. Lett., 115:250403, 2015.

[132] R. Colbeck. Quantum And Relativistic Protocols For Secure Multi-Party Computation. PhD thesis, PhD Thesis, 2009, 2009.

[133] Carl A. Miller and Yaoyun Shi. Robust protocols for securely expanding randomness and distributing keys using untrusted quantum devices. In Proceedings of the 46th Annual ACM Symposium on Theory of Computing, STOC ’14, pages 417–426, New York, NY, USA, 2014. ACM.

[134] Kai-Min Chung, Yaoyun Shi, and Xiaodi Wu. Physical randomness extractors: Generating random numbers with minimal assumptions. arXiv preprint arXiv:1402.4797, 2014.

[135] Carl A Miller and Yaoyun Shi. Universal security for randomness expansion. arXiv preprint arXiv:1411.6608, 2014.

[136] O. Nieto-Silleras, S. Pironio, and J. Silman. Using complete measurement statistics for optimal device-independent randomness evaluation. New Journal of Physics, 16(1):013035, January 2014.

[137] J.-D. Bancal, L. Sheridan, and V. Scarani. More randomness from the same data. New Journal of Physics, 16(3):033011, March 2014.

[138] Antonio Acín, Serge Massar, and Stefano Pironio. Randomness versus nonlocality and entanglement. Phys. Rev. Lett., 108:100402, Mar 2012.

[139] Gonzalo de la Torre, Matty J. Hoban, Chirag Dhara, Giuseppe Prettico, and Antonio Acín. Maximally nonlocal theories cannot be maximally random. Phys. Rev. Lett., 114:160502, Apr 2015.

[140] Philip M. Pearle. Hidden-variable example based upon data rejection. Phys. Rev. D, 2:1418–1425, Oct 1970.

[141] S. L. Braunstein and C. M. Caves. Wringing out better Bell inequalities. Annals of Physics, 202:22–56, August 1990.

[142] Miklos Santha and Umesh V Vazirani. Generating quasi-random sequences from semi-random sources. Journal of Computer and System Sciences, 33(1):75–87, 1986.

[143] N. David Mermin. Simple unified form for the major no-hidden-variables theorems. Phys. Rev. Lett., 65:3373–3376, Dec 1990.

[144] Jonathan Barrett and Nicolas Gisin. How much measurement independence is needed to demonstrate nonlocality? Phys. Rev. Lett., 106:100406, Mar 2011.
[145] Gilles Pütz, Denis Rosset, Tomer Jack Barnea, Yeong-Cherng Liang, and Nicolas Gisin. Arbitrarily small amount of measurement independence is sufficient to manifest quantum nonlocality. *Phys. Rev. Lett.*, 113:190402, Nov 2014.

[146] Normand J. Beaudry, Tobias Moroder, and Norbert Lütkenhaus. Squashing models for optical measurements in quantum communication. *Phys. Rev. Lett.*, 101:093601, 2008.

[147] Peter W. Shor and John Preskill. Simple proof of security of the bb84 quantum key distribution protocol. *Phys. Rev. Lett.*, 85:441–444, Jul 2000.

[148] Zhu Cao, Hongyi Zhou, and Xiongfeng Ma. Loss-tolerant measurement-device-independent quantum random number generation. *New Journal of Physics*, 17(12):125011, 2015.

[149] Joseph Bowles, Marco Túlio Quintino, and Nicolas Brunner. Certifying the dimension of classical and quantum systems in a prepare-and-measure scenario with independent devices. *Phys. Rev. Lett.*, 112:140407, Apr 2014.

[150] Boaz Barak, Ronen Shaltiel, and Eran Tromer. True random number generators secure in a changing environment. In *Cryptographic hardware and embedded systems-CHES 2003*, pages 166–180. Springer, 2003.

[151] Bas Hensen, H Bernien, AE Dréau, A Reiserer, N Kalb, MS Blok, J Ruitenberg, RFL Vermeulen, RN Schouten, C Abellán, et al. Loophole-free bell inequality violation using electron spins separated by 1.3 kilometres. *Nature*, 526(7575):682–686, 2015.

[152] Lynden K. Shalm, Evan Meyer-Scott, Bradley G. Christensen, Peter Bierhorst, Michael A. Wayne, Martin J. Stevens, Thomas Gerrits, Scott Glancy, Deny R. Hamel, Michael S. Allman, Kevin J. Coakley, Shellee D. Dyer, Carson Hodge, Adriana E. Lita, Varun B. Verma, Camilla Lambrocco, Edward Tortorici, Alan L. Migdall, Yanbao Zhang, Daniel R. Kumor, William H. Farr, Francesco Marsili, Matthew D. Shaw, Jeffrey A. Stern, Carlos Abellán, Waldimar Amaya, Valerio Pruneri, Thomas Jennewein, Morgan W. Mitchell, Paul G. Kwiat, Joshua C. Bienfang, Richard P. Mirin, Emanuel Knill, and Sae Woo Nam. Strong loophole-free test of local realism*. *Phys. Rev. Lett.*, 115:250402, Dec 2015.

[153] Marissa Giustina, Marijn A. M. Versteegh, Sören Wengerowsky, Johannes Handsteiner, Armin Hochrainer, Kevin Phelan, Fabian Steinlechner, Johannes Kofler, Jan-Ake Larsson, Carlos Abellán, Waldimar Amaya, Valerio Pruneri, Morgan W. Mitchell, Jörn Beyer, Thomas Gerrits, Adriana E. Lita, Lynden K. Shalm, Sae Woo Nam, Thomas Scheidl, Rupert Ursin, Bernhard Wittmann, and Anton Zeilinger. Significant-loophole-free test of bell’s theorem with entangled photons. *Phys. Rev. Lett.*, 115:250401, Dec 2015.
[154] CJ Ballance, VM Schäfer, JP Home, DJ Szwer, SC Webster, DTC Allcock, NM Linke, TP Harty, DPL Aude Craik, DN Stacey, et al. Hybrid quantum logic and a test of bells inequality using two different atomic isotopes. *Nature*, 528(7582):384–386, 2015.

[155] R. Canetti. Universally composable security: A new paradigm for cryptographic protocols. Technical Report TR01-016, Electronic Colloquium on Computational Complexity (ECCC), 2001. Preliminary version in IEEE Symposium on Foundations of Computer Science, p. 136-145, 2001.

[156] Ran Canetti and Hugo Krawczyk. Universally composable notions of key exchange and secure channels. In *Advances in Cryptology - EUROCRYPT 2002*, pages 337–351. Springer, 2002.

[157] Michael Ben-Or, Michal Horodecki, Debbie W. Leung, Dominic Mayers, and Jonathan Oppenheim. The universal composable security of quantum key distribution. In *Second Theory of Cryptography Conference TCC 2005, Lecture Notes in Computer Science*, volume 3378, pages 386–406. Springer-Verlag, 2005.

[158] Renato Renner and Robert König. Universally composable privacy amplification against quantum adversaries. In *Second Theory of Cryptography Conference TCC 2005, Lecture Notes in Computer Science*, volume 3378, pages 407–425. Springer-Verlag, 2005.

[159] Luca Trevisan. Extractors and pseudorandom generators. *Journal of the ACM*, 48(4):860–879, 2001.

[160] Ran Raz, Omer Reingold, and Salil Vadhan. Extracting all the randomness and reducing the error in trevisan’s extractors. In *Proceedings of the thirty-first annual ACM symposium on Theory of computing*, pages 149–158. ACM, 1999.

[161] Anindya De, Christopher Portmann, Thomas Vidick, and Renato Renner. Trevisan’s extractor in the presence of quantum side information. *SIAM Journal on Computing*, 41(4):915–940, 2012.

[162] Atsushi Uchida, Kazuya Amano, Masaki Inoue, Kunihito Hirano, Sunao Naito, Hiroyuki Someya, Isao Oowada, Takayuki Kurashige, Masaru Shiki, Shigeru Yoshimori, et al. Fast physical random bit generation with chaotic semiconductor lasers. *Nature Photonics*, 2(12):728–732, 2008.

[163] Mark N Wegman and J Lawrence Carter. New hash functions and their use in authentication and set equality. *Journal of computer and system sciences*, 22(3):265–279, 1981.

[164] Wolfgang Mauerer, Christopher Portmann, and Volkher B. Scholz. A modular framework for randomness extraction based on trevisan’s construction. *CoRR*, abs/1212.0520, 2012.
[165] Xiongfeng Ma, Zhen Zhang, and Xiaoqing Tan. Explicit combinatorial design. *arXiv preprint arXiv:1109.6147*, 2011.

[166] Shunlong Luo, Shuangshuang Fu, and Choo Hiap Oh. Quantifying correlations via the wigner-yanase skew information. *Phys. Rev. A*, 85:032117, Mar 2012.

[167] Shunlong Luo. Wigner-yanase skew information and uncertainty relations. *Phys. Rev. Lett.*, 91:180403, Oct 2003.

[168] Fedor Herbut. A quantum measure of coherence and incompatibility. *Journal of Physics A: Mathematical and General*, 38(13):2959, 2005.

[169] Patrick J. Coles. Unification of different views of decoherence and discord. *Phys. Rev. A*, 85:042103, Apr 2012.

[170] William K Wootters. Entanglement of formation of an arbitrary state of two qubits. *Phys. Rev. Lett.*, 80:2245–2248, Mar 1998.

[171] Pranaw Rungta, V. Bužek, Carlton M Caves, Mark Hillery, and Gerard J Milburn. Universal state inversion and concurrence in arbitrary dimensions. *Phys. Rev. A*, 64:042315, Sep 2001.

[172] Koenraad Audenaert, Frank Verstraete, and Bart De Moor. Variational characterizations of separability and entanglement of formation. *Phys. Rev. A*, 64:052304, Oct 2001.

[173] Piotr Badziag, Piotr Deuar, Michał Horodecki, Paweł Horodecki, and Ryszard Horodecki. Concurrence in arbitrary dimensions. *Journal of Modern Optics*, 49(8):1289–1297, 2002.

[174] Patrick M Hayden, Michal Horodecki, and Barbara M Terhal. The asymptotic entanglement cost of preparing a quantum state. *Journal of Physics A: Mathematical and General*, 34(35):6891, 2001.

[175] Alexander Streltsov, Uttam Singh, Himadri Shekhar Dhar, Manabendra Nath Bera, and Gerardo Adesso. Measuring quantum coherence with entanglement. *Phys. Rev. Lett.*, 115:020403, Jul 2015.

[176] Scott Hill and William K Wootters. Entanglement of a pair of quantum bits. *Phys. Rev. Lett.*, 78:5022–5025, Jun 1997.

[177] E. M. Rains. Rigorous treatment of distillable entanglement. *Phys. Rev. A*, 60:173–178, Jul 1999.

[178] S. Du, Z. Bai, and X. Qi. Coherence measures and optimal conversion for coherent states. *ArXiv e-prints*, April 2015.

[179] Shuanping Du, Zhaofang Bai, and Yu Guo. Conditions for coherence transformations under incoherent operations. *Phys. Rev. A*, 91:052120, May 2015.
[180] M. A. Nielsen. Conditions for a class of entanglement transformations. Phys. Rev. Lett., 83:436–439, Jul 1999.

[181] W. Dür, G. Vidal, and J. I. Cirac. Three qubits can be entangled in two inequivalent ways. Phys. Rev. A, 62:062314, Nov 2000.

[182] Daniel Jonathan and Martin B. Plenio. Entanglement-assisted local manipulation of pure quantum states. Phys. Rev. Lett., 83:3566–3569, Oct 1999.

[183] Jens Eisert and Martin Wilkens. Catalysis of entanglement manipulation for mixed states. Phys. Rev. Lett., 85:437–440, Jul 2000.

[184] Antonio Acin, Nicolas Brunner, Nicolas Gisin, Serge Massar, Stefano Pironio, and Valerio Scarani. Device-independent security of quantum cryptography against collective attacks. Physical Review Letters, 98(23):230501, 2007.

[185] Hoi-Kwong Lo, Marcos Curty, and Bing Qi. Measurement-device-independent quantum key distribution. Phys. Rev. Lett., 108:130503, Mar 2012.

[186] Samuel L. Braunstein and Stefano Pirandola. Side-channel-free quantum key distribution. Phys. Rev. Lett., 108:130502, Mar 2012.

[187] Roger Colbeck. Quantum and relativistic protocols for secure multi-party computation. arXiv preprint arXiv:0911.3814, 2009.

[188] H. Dale, D. Jennings, and T. Rudolph. Provable quantum advantage in randomness processing. Nature Communications, 6:8203, September 2015.

[189] Xiao Yuan, Ke Liu, Yuan Xu, Weiting Wang, Yuwei Ma, Fang Zhang, Zhaopeng Yan, R. Vijay, Luyan Sun, and Xiongfeng Ma. Experimental quantum randomness processing using superconducting qubits. Phys. Rev. Lett., 117:010502, Jun 2016.

[190] Kavan Modi, Aharon Brodutch, Hugo Cable, Tomasz Paterek, and Vlatko Vedral. The classical-quantum boundary for correlations: Discord and related measures. Rev. Mod. Phys., 84:1655–1707, Nov 2012.

[191] Charles H. Bennett, Gilles Brassard, Claude Crépeau, Richard Jozsa, Asher Peres, and William K. Wootters. Teleporting an unknown quantum state via dual classical and einstein-podolsky-rosen channels. Phys. Rev. Lett., 70:1895–1899, Mar 1993.

[192] John Von Neumann. 13. various techniques used in connection with random digits. Appl. Math Ser., 12:36–38, 1951.

[193] M. S. Keane and George L. O’Brien. A bernoulli factory. ACM Trans. Model. Comput. Simul., 4(2):213–219, April 1994.

[194] Şerban Nacu, Yuval Peres, et al. Fast simulation of new coins from old. The Annals of Applied Probability, 15(1A):93–115, 2005.
[195] Elchanan Mossel and Yuval Peres. New coins from old: Computing with unknown bias. *Combinatorica, 25*(6):707–724, December 2005.

[196] Andrew C Thomas and Jose H Blanchet. A practical implementation of the bernoulli factory. *arXiv preprint arXiv:1106.2508*, 2011.

[197] A. Wallraff, D. I. Schuster, A. Blais, L. Frunzio, R.-S. Huang, J. Majer, S. Kumar, S. M. Girvin, and R. J. Schoelkopf. Circuit quantum electrodynamics: Coherent coupling of a single photon to a cooper pair box. *Nature, 431*:162, 2004.

[198] G. Kirchmair, B. Vlastakis, Z. Leghtas, S. E. Nigg, H. Paik, E. Ginossar, M. Mirrahimi, L. Frunzio, S. M. Girvin, and R. J. Schoelkopf. Observation of quantum state collapse and revival due to the single-photon Kerr effect. *Nature, 495*:205, 2013.

[199] Brian Vlastakis, Gerhard Kirchmair, Zaki Leghtas, Simon E. Nigg, Luigi Frunzio, S. M. Girvin, Mazyar Mirrahimi, M. H. Devoret, and R. J. Schoelkopf. Deterministically encoding quantum information using 100-photon Schrödinger cat states. *Science, 342*:607, 2013.

[200] L. Sun, A. Petrenko, Z. Leghtas, B. Vlastakis, G. Kirchmair, K. M. Sliwa, A. Narla, M. Hatridge, S. Shankar, J. Blumoff, L. Frunzio, M. Mirrahimi, M. H. Devoret, and R. J. Schoelkopf. Tracking photon jumps with repeated quantum non-demolition parity measurements. *Nature, 511*:444, 2014.

[201] M. Hatridge, R. Vijay, D. H. Slichter, John Clarke, and I. Siddiqi. Dispersive magnetometry with a quantum limited squid parametric amplifier. *Phys. Rev. B, 83*:134501, Apr 2011.

[202] T. Roy, S. Kundu, M. Chand, Vadiraj A. M., A. Ranadive, N. Nehra, M. P. Patankar, J. Aumentado, A. A. Clerk, and R. Vijay. Broadband parametric amplification with impedance engineering: Beyond the gain-bandwidth product. *Appl. Phys. Lett., 107*:262601, 2015.

[203] A. Kamal, A. Marblestone, and M. H. Devoret. Signal-to-pump back action and self-oscillation in double-pump Josephson parametric amplifier. *Phys. Rev. B, 79*:184301, 2009.

[204] K. W. Murch, S. J. Weber, C. Macklin, and I. Siddiqi. Observing single quantum trajectories of a superconducting quantum bit. *Nature, 502*:211, 2013.

[205] D. Ristè, J. G. van Leeuwen, H.-S. Ku, K. W. Lehnert, and L. DiCarlo. Initialization by measurement of a superconducting quantum bit circuit. *Phys. Rev. Lett., 109*:050507, 2012.

[206] F. Motzoi, J. M. Gambetta, P. Rebentrost, and F. K. Wilhelm. Simple pulses for elimination of leakage in weakly nonlinear qubits. *Phys. Rev. Lett., 103*:110501, 2009.
[207] E. Knill, D. Leibfried, R. Reichle, J. Britton, R. B. Blakestad, J. D. Jost, C. Langer, R. Ozeri, S. Seidelin, and D. J. Wineland. Randomized benchmarking of quantum gates. *Phys. Rev. A*, 77:012307, 2008.

[208] C. A. Ryan, M. Laforest, and R. Laflamme. Randomized benchmarking of single- and multi-qubit control in liquid-state nmr quantum information processing. *New J. Phys.*, 11:013034, 2009.

[209] Easwar Magesan, Jay M. Gambetta, B. R. Johnson, Colm A. Ryan, Jerry M. Chow, Seth T. Merkel, Marcus P. da Silva, George A. Keefe, Mary B. Rothwell, Thomas A. Ohki, Mark B. Ketchen, and M. Steffen. Efficient measurement of quantum gate error by interleaved randomized benchmarking. *Phys. Rev. Lett.*, 109:080505, 2012.

[210] R Barends, J Kelly, A Megrant, A Veitia, D Sank, E Jeffrey, TC White, J Mutus, AG Fowler, B Campbell, et al. Superconducting quantum circuits at the surface code threshold for fault tolerance. *Nature*, 508(7497):500–503, 2014.

[211] Chad Rigetti, Jay M. Gambetta, Stefano Poletto, B. L. T. Plourde, Jerry M. Chow, A. D. Córcoles, John A. Smolin, Seth T. Merkel, J. R. Rozen, George A. Keefe, Mary B. Rothwell, Mark B. Ketchen, and M. Steffen. Superconducting qubit in a waveguide cavity with a coherence time approaching 0.1 ms. *Phys. Rev. B*, 86:100506, Sep 2012.

[212] Marcos Curty, Maciej Lewenstein, and Norbert Lütkenhaus. Entanglement as a precondition for secure quantum key distribution. *Physical review letters*, 92(21):217903, 2004.

[213] Bing Qi, Chi-Hang Fred Fung, Hoi-Kwong Lo, and Xiongfeng Ma. Time-shift attack in practical quantum cryptosystems. *Quantum Inf. Comput.*, 7:073, 2007.

[214] Vadim Makarov, Andrey Anisimov, and Johannes Skaar. Effects of detector efficiency mismatch on security of quantum cryptosystems. *Phys. Rev. A*, 74:022313, Aug 2006.

[215] Xing-Can Yao, Tian-Xiong Wang, Ping Xu, He Lu, Ge-Sheng Pan, Xiao-Hui Bao, Cheng-Zhi Peng, Chao-Yang Lu, Yu-Ao Chen, and Jian-Wei Pan. Observation of eight-photon entanglement. *Nature Photonics*, 6(4):225–228, 2012.

[216] A. G. White, D. F. V. James, W. J. Munro, and P. G. Kwiat. Exploring hilbert space: Accurate characterization of quantum information. *Phys. Rev. A*, 65:012301, Dec 2001.

[217] Ting Yu and J. H. Eberly. Finite-time disentanglement via spontaneous emission. *Phys. Rev. Lett.*, 93:140404, Sep 2004.

[218] Eli Biham, Bruno Huttner, and Tal Mor. Quantum cryptographic network based on quantum memories. *Phys. Rev. A*, 54:2651–2658, Oct 1996.
[219] H. Inamori. Security of practical time-reversed epr quantum key distribution. Algorithmica, 34(4):340, 2002.

[220] Stephen Boyd and Lieven Vandenberghe. Convex optimization. Cambridge university press, 2004.

[221] Aharon Ben-Tal and Arkadi Nemirovski. Robust convex optimization. Mathematics of Operations Research, 23(4):769–805, 1998.

[222] Reinhard F. Werner. Quantum states with einstein-podolsky-rosen correlations admitting a hidden-variable model. Phys. Rev. A, 40:4277–4281, Oct 1989.

[223] M. Lewenstein, B. Kraus, J. I. Cirac, and P. Horodecki. Optimization of entanglement witnesses. Phys. Rev. A, 62:052310, Oct 2000.

[224] Jens Eisert, Fernando GSL Brandão, and Koenraad MR Audenaert. Quantitative entanglement witnesses. New Journal of Physics, 9(3):46, 2007.

[225] Fernando G. S. L. Brandão and Reinaldo O. Vianna. Separable multipartite mixed states: Operational asymptotically necessary and sufficient conditions. Phys. Rev. Lett., 93:220503, Nov 2004.

[226] Giuseppe Calafiore and Marco C Campi. Uncertain convex programs: randomized solutions and confidence levels. Mathematical Programming, 102(1):25–46, 2005.

[227] J. Sperling and W. Vogel. Multipartite entanglement witnesses. Phys. Rev. Lett., 111:110503, Sep 2013.

[228] Xiao Yuan, Zhu Cao, and Xiongfeng Ma. Randomness requirement on the clausuer-horne-shimony-holt bell test in the multiple-run scenario. Phys. Rev. A, 91:032111, Mar 2015.

[229] Alain Aspect, Philippe Grangier, and Gérard Roger. Experimental realization of einstein-podolsky-rosen-bohm gedankenexperiment: A new violation of bell’s inequalities. Phys. Rev. Lett., 49:91–94, Jul 1982.

[230] Markus Ansmann, H Wang, Radoslaw C Bialczak, Max Hofheinz, Erik Lucero, M Neeley, AD O’Connell, D Sank, M Weides, J Wenner, et al. Violation of bell’s inequality in josephson phase qubits. Nature, 461(7263):504–506, 2009.

[231] Michael J. W. Hall. Relaxed bell inequalities and kochen-specker theorems. Phys. Rev. A, 84:022102, Aug 2011.

[232] Le Phuc Thinh, Lana Sheridan, and Valerio Scarani. Bell tests with min-entropy sources. Phys. Rev. A, 87:062121, Jun 2013.

[233] Arthur Fine. Hidden variables, joint probability, and the bell inequalities. Phys. Rev. Lett., 48:291–295, Feb 1982.
[234] M. Fiorentino, C. Santori, S. Spillane, R. Beausoleil, and W. Munro. Secure self-calibrating quantum random-bit generator. *Phys. Rev. A*, 75:032334, Mar 2007.

[235] Giuseppe Vallone, Davide G. Marangon, Marco Tomasin, and Paolo Villoresi. Quantum randomness certified by the uncertainty principle. *Phys. Rev. A*, 90:052327, Nov 2014.

[236] Roger Colbeck and Adrian Kent. Private randomness expansion with untrusted devices. *Journal of Physics A: Mathematical and Theoretical*, 44(9):095305, 2011.

[237] Peter W. Shor and John Preskill. Simple proof of security of the BB84 quantum key distribution protocol. *Phys. Rev. Lett.*, 85(2):441, July 2000.

[238] Chi-Hang Fred Fung, Xiongfeng Ma, and H. F. Chau. Practical issues in quantum-key-distribution postprocessing. *Phys. Rev. A*, 81(1):012318, Jan 2010.

[239] Yishay Mansour, Noam Nisan, and Prasoon Tiwari. The computational complexity of universal hashing. *Theor. Comput. Sci.*, 107(1):121–133, 1993.

[240] Xiongfeng Ma, Chi-Hang Fred Fung, Jean-Christian Boileau, and H.F. Chau. Universally composable and customizable post-processing for practical quantum key distribution. *Computers & Security*, 30(4):172 – 177, 2011.

[241] Hoi-Kwong Lo, H. F. Chau, and M. Ardehali. Efficient quantum key distribution scheme and a proof of its unconditional security. *Journal of Cryptology*, 18(2):133–165, 2005.

[242] Agnes Ferenczi, Varun Narasimhachar, and Norbert Lütkenhaus. Security proof of the unbalanced phase-encoded bennett-brassard 1984 protocol. *Phys. Rev. A*, 86:042327, Oct 2012.

[243] Chi-Hang Fred Fung, Kiyoshi Tamaki, Bing Qi, Hoi-Kwong Lo, and Xiongfeng Ma. Security proof of quantum key distribution with detection efficiency mismatch. *Quantum Inf. Comput.*, 9:0131, 2009.

[244] Feihu Xu, Shihan Sajeed, Sarah Kaiser, Zhiyuan Tang, Li Qian, Vadim Makarov, and Hoi-Kwong Lo. Experimental quantum key distribution with source flaws. *arXiv preprint arXiv:1408.3667*, 2014.

[245] Hoi-Kwong Lo and H. F. Chau. Unconditional security of quantum key distribution over arbitrarily long distances. *Science*, 283:2050, 1999.

[246] Masato Koashi. Unconditional security proof of quantum key distribution and the uncertainty principle. *J. Phys. Conf. Ser.*, 36:98, 2006.
[247] R. Impagliazzo, L. A. Levin, and M. Luby. Pseudo-random generation from one-way functions. In Proceedings of the twenty-first annual ACM symposium on Theory of computing, STOC ’89, pages 12–24, New York, NY, USA, 1989. ACM.

[248] Daniela Frauchiger, Renato Renner, and Matthias Troyer. True randomness from realistic quantum devices. arXiv preprint arXiv:1311.4547, 2013.

[249] Marco Tomamichel, Charles Ci Wen Lim, Nicolas Gisin, and Renato Renner. Tight finite-key analysis for quantum cryptography. Nature communications, 3:634, 2012.

[250] Marco Tomamichel, Christian Schaffner, Adam Smith, and Renato Renner. Leftover hashing against quantum side information. Information Theory, IEEE Transactions on, 57(8):5524–5535, 2011.

[251] Norbert Lütkenhaus. Quantum key distribution: theory for application. Appl. Phys. B, 69(5-6):395–400, December 1999.

[252] Lucian C Comandar, Bernd Fröhlich, James F Dynes, Andrew W Sharpe, Marco Lucamarini, Zhiliang Yuan, Richard V Penty, and Andrew J Shields. Ghz-gated ingaas/inp single-photon detector with detection efficiency exceeding 55% at 1550 nm. arXiv preprint arXiv:1412.1586, 2014.

[253] Xiao Yuan, Syed M Assad, Jayne Thompson, Jing Yan Haw, Vlatko Vedral, Timothy C Ralph, Ping Koy Lam, Christian Weedbrook, and Mile Gu. Replicating the benefits of deutschian closed timelike curves without breaking causality. npj Quantum Information, 1:15007, November 2015.

[254] S. W. Hawking. Chronology protection conjecture. Phys. Rev. D, 46:603–611, Jul 1992.

[255] Kurt Gödel. An example of a new type of cosmological solutions of einstein’s field equations of gravitation. Rev. Mod. Phys., 21:447–450, Jul 1949.

[256] Michael S. Morris, Kip S. Thorne, and Ulvi Yurtsever. Wormholes, time machines, and the weak energy condition. Phys. Rev. Lett., 61:1446–1449, Sep 1988.

[257] J. Richard Gott. Closed timelike curves produced by pairs of moving cosmic strings: Exact solutions. Phys. Rev. Lett., 66:1126–1129, Mar 1991.

[258] David Deutsch. Quantum mechanics near closed timelike lines. Phys. Rev. D, 44(10):3197, 1991.

[259] Todd A. Brun, Jim Harrington, and Mark M. Wilde. Localized closed timelike curves can perfectly distinguish quantum states. Phys. Rev. Lett., 102:210402, May 2009.
[260] Todd A Brun, Mark M Wilde, and Andreas Winter. Quantum state cloning using deutschian closed timelike curves. Phys. Rev. Lett., 111(19):190401, 2013.

[261] Todd A Brun. Computers with closed timelike curves can solve hard problems efficiently. Foundations of Physics Letters, 16(3):245–253, 2003.

[262] Dave Bacon. Quantum computational complexity in the presence of closed timelike curves. Phys. Rev. A, 70:032309, Sep 2004.

[263] Scott Aaronson and John Watrous. Closed timelike curves make quantum and classical computing equivalent. Proceedings of the Royal Society A: Mathematical, Physical and Engineering Science, 465(2102):631–647, 2009.

[264] Scott Aaronson. Guest column: Np-complete problems and physical reality. ACM Sigact News, 36(1):30–52, 2005.

[265] J. L. Pienaar, T. C. Ralph, and C. R. Myers. Open timelike curves violate heisenbergs uncertainty principle. Phys. Rev. Lett., 110:060501, Feb 2013.

[266] TC Ralph and CR Myers. Information flow of quantum states interacting with closed timelike curves. Phys. Rev. A, 82(6):062330, 2010.

[267] Daniel R. Terno. Nonlinear operations in quantum-information theory. Phys. Rev. A, 59:3320–3324, May 1999.

[268] Wassily Hoeffding. Probability inequalities for sums of bounded random variables. Journal of the American statistical association, 58(301):13–30, 1963.

[269] R. T. Thew, K. Nemoto, A. G. White, and W. J. Munro. Qudit quantum-state tomography. Phys. Rev. A, 66:012303, Jul 2002.

[270] R. F. Werner. Optimal cloning of pure states. Phys. Rev. A, 58:1827–1832, Sep 1998.

[271] Valerio Scarani, Sofyan Iblisdir, Nicolas Gisin, and Antonio Acín. Quantum cloning. Rev. Mod. Phys., 77:1225–1256, Nov 2005.

[272] T. C. Ralph, G. J. Milburn, and T. Downes. Quantum connectivity of space-time and gravitationally induced decorrelation of entanglement. Phys. Rev. A, 79:022121, Feb 2009.

[273] Giulio Chiribella, Giacomo Mauro D’Ariano, and Paolo Perinotti. Probabilistic theories with purification. Phys. Rev. A, 81:062348, Jun 2010.

[274] Giulio Chiribella, Giacomo Mauro D’Ariano, and Paolo Perinotti. Informational derivation of quantum theory. Phys. Rev. A, 84:012311, Jul 2011.

[275] Giulio Chiribella and Xiao Yuan. Quantum theory from quantum information: the purification route 1. Canadian Journal of Physics, 91(6):475–478, 2013.
[276] Giulio Chiribella and Xiao Yuan. Measurement sharpness cuts nonlocality and contextuality in every physical theory. *arXiv preprint arXiv:1404.3348*, 2014.

[277] William K Wootters and Wojciech H Zurek. A single quantum cannot be cloned. *Nature*, 299(5886):802–803, 1982.

[278] Christopher A. Fuchs. Quantum mechanics as quantum information, mostly. *Journal of Modern Optics*, 50(6-7):987–1023, 2003.

[279] G. Brassard. Is information the key? *Nature Physics*, 1:2–4, October 2005.

[280] Lucien Hardy. Quantum theory from five reasonable axioms. *arXiv:quant-ph/0101012*, 2001.

[281] Philip Goyal, Kevin H. Knuth, and John Skilling. Origin of complex quantum amplitudes and feynman’s rules. *Phys. Rev. A*, 81:022109, Feb 2010.

[282] Lluís Masanes and Markus P Müller. A derivation of quantum theory from physical requirements. *New Journal of Physics*, 13(6):063001, 2011.

[283] Lucien Hardy. Reformulating and reconstructing quantum theory. *arXiv:1104.2066*, 2011.

[284] Lluis Masanes, Markus P Müller, Remigiusz Augusiak, and David Perez-Garcia. A digital approach to quantum theory. *arXiv:1208.0493*, 2012.

[285] B. Dakic and C. Brukner. Quantum Theory and Beyond: Is Entanglement Special? In H. Halvorson, editor, *Deep Beauty: Understanding the Quantum World through Mathematical Innovation*, pages 365–392. Cambridge University Press, 2011.

[286] G.M. D’Ariano. What is Special about Quantum Mechanics? In A. Bokulich and G. Jaeger, editors, *Philosophy of Quantum Information and Entanglement*, pages 85–126. Cambridge University Press, 2010.

[287] Giulio Chiribella, Giacomo Mauro D’Ariano, and Paolo Perinotti. Quantum theory, namely the pure and reversible theory of information. *Entropy*, 14(10):1877–1893, 2012.

[288] K. Kraus, A. Böhm, J.D. Dollard, and W.H. Wootters. *States, effects, and operations: fundamental notions of quantum theory : lectures in mathematical physics at the University of Texas at Austin*. Lecture notes in physics. Springer-Verlag, 1983.

[289] P. Busch, M. Grabowski, and P.J. Lahti. *Operational Quantum Physics*. Number v. 31 in Lecture notes in physics: Monographs. Springer, 1995.

[290] K Kraus. General state changes in quantum theory. *Annals of Physics*, 64(2):311–335, 1971.
[291] E. B. Davies and J. T. Lewis. An operational approach to quantum probability. *Communications in Mathematical Physics*, 17:239–260, 1970. 10.1007/BF01647093.

[292] W. K. Wootters. Entanglement Sharing in Real-Vector-Space Quantum Theory. *Foundations of Physics*, 42:19–28, January 2012.

[293] Simon Kochen and Ernst P Specker. The problem of hidden variables in quantum mechanics. *Journal of mathematics and mechanics*, 17(1):59–87, 1967.

[294] N. David Mermin. Hidden variables and the two theorems of john bell. *Rev. Mod. Phys.*, 65:803–815, Jul 1993.

[295] D Rohrlich and S Popescu. Nonlocality as an axiom for quantum theory. *Foundations of Physics*, 24(3):379–385, 1995.

[296] W. van Dam. Implausible Consequences of Superstrong Nonlocality. *eprint, arXiv:quant-ph/0501159*, January 2005.

[297] Gilles Brassard, Harry Buhrman, Noah Linden, André Allan Méthot, Alain Tapp, and Falk Unger. Limit on nonlocality in any world in which communication complexity is not trivial. *Phys. Rev. Lett.*, 96:250401, Jun 2006.

[298] Noah Linden, Sandu Popescu, Anthony J. Short, and Andreas Winter. Quantum nonlocality and beyond: Limits from nonlocal computation. *Phys. Rev. Lett.*, 99:180502, Oct 2007.

[299] M. Pawłowski, T. Paterek, D. Kaszlikowski, V. Scarani, A. Winter, and M. ˙Zukowski. Information causality as a physical principle.

[300] M. Navascues and H. Wunderlich. A glance beyond the quantum model. *Royal Society of London Proceedings Series A*, 466:881–890, November 2009.

[301] T. Fritz, A. B. Sainz, R. Augusiak, J. B. Brask, R. Chaves, A. Leverrier, and A. Acín. Local Orthogonality: a multipartite principle for correlations. *ArXiv e-prints*, October 2012.

[302] Adán Cabello, Simone Severini, and Andreas Winter. (non-) contextuality of physical theories as an axiom. *arXiv:1010.2163*, 2010.

[303] Adán Cabello, Simone Severini, and Andreas Winter. Graph-theoretic approach to quantum correlations. *Phys. Rev. Lett.*, 112:040401, Jan 2014.

[304] Adán Cabello. Simple explanation of the quantum violation of a fundamental inequality. *Phys. Rev. Lett.*, 110:060402, Feb 2013.

[305] Joe Henson. Quantum contextuality from a simple principle? *arXiv:1210.5978*, 2012.

[306] Bob Coecke. Quantum picturalism. *Contemporary physics*, 51(1):59–83, 2010.
[307] Jonathan Barrett. Information processing in generalized probabilistic theories. *Phys. Rev. A*, 75:032304, Mar 2007.

[308] Howard Barnum and Alexander Wilce. Information processing in convex operational theories. *Electronic Notes in Theoretical Computer Science*, 270(1):3 – 15, 2011. Proceedings of the Joint 5th International Workshop on Quantum Physics and Logic and 4th Workshop on Developments in Computational Models (QPL/DCM 2008).

[309] Rodrigo Gallego, Lars Erik Würflinger, Antonio Acín, and Miguel Navascués. Quantum correlations require multipartite information principles. *Phys. Rev. Lett.*, 107:210403, Nov 2011.

[310] E.B. Davies. *Quantum theory of open systems*. Academic Press, 1976.

[311] Masanao Ozawa. Quantum measuring processes of continuous observables. *Journal of Mathematical Physics*, 25(1), 1984.

[312] P. Busch, P.J. Lahti, and P. Mittelstaedt. *The Quantum Theory of Measurement*. Number v. 2 in Environmental Engineering. Springer, 1996.

[313] Gerhart Lüders. Über die zustandsänderung durch den messprozess. *Annalen der Physik*, 443(5-8):322–328, 1950.

[314] Carl W. Helstrom. Quantum detection and estimation theory. *Journal of Statistical Physics*, 1(2):231–252, 1969.

[315] Alexander S Holevo. *Probabilistic and statistical aspects of quantum theory*, volume 1. Springer, 2011.

[316] Borivoje Dakic and Caslav Brukner. Quantum theory and beyond: is entanglement special? *Deep Beauty*. Cambridge University Press, 2009.

[317] C. Berge. *Graphs and hypergraphs*. North-Holland mathematical library. North-Holland Pub. Co., 1973.

[318] Mauro D’Ariano. How to derive the hilbert-space formulation of quantum mechanics from purely operational axioms. *AIP Conference Proceedings*, 844:101, 2006.

[319] Robert W. Spekkens. Evidence for the epistemic view of quantum states: A toy theory. *Phys. Rev. A*, 75:032110, Mar 2007.

[320] Benjamin Schumacher and Michael D. Westmoreland. Modal quantum theory. *Foundations of Physics*, 42(7):918–925, 2012.

[321] John Von Neumann. *Mathematical Foundations of Quantum Mechanics*. Investigations in physics. Princeton University Press, 1955.
[322] Paul Adrien Maurice Dirac. *The principles of quantum mechanics*. Number 27. Oxford university press, 1981.

[323] A.S. Holevo. Statistical definition of observable and the structure of statistical models. *Reports on Mathematical Physics*, 22(3):385 – 407, 1985.

[324] C. Piron. *Foundations of quantum physics*. Mathematical Physics Monograph Series. Benjamin-Cummings Publishing Company, 1976.

[325] C Piron. Ideal measurement and probability in quantum mechanics. *Erkenntnis*, 16(3):397–401, 1981.

[326] E.G. Beltrametti, G. Cassinelli, G.C. Rota, and P.A. Carruthers. *The Logic of Quantum Mechanics*. Encyclopedia of Mathematics and its Applications. Cambridge University Press, 2010.

[327] C. Pfister and S. Wehner. If no information gain implies no disturbance, then any discrete physical theory is classical. *ArXiv e-prints*, September 2012.

[328] Yakir Aharonov, Peter G. Bergmann, and Joel L. Lebowitz. Time symmetry in the quantum process of measurement. *Phys. Rev.*, 134:B1410–B1416, Jun 1964.

[329] Yakir Aharonov, Sandu Popescu, and Jeff Tollaksen. A time-symmetric formulation of quantum mechanics. *Phys. Today*, 63(11):27–32, 2010.

[330] Guifre Vidal. Entanglement monotones. *Journal of Modern Optics*, 47(2-3):355–376, 2000.

[331] Michał Horodecki, Paweł Horodecki, and Ryszard Horodecki. Limits for entanglement measures. *Phys. Rev. Lett.*, 84:2014–2017, Feb 2000.

[332] Matthew J Donald, Michał Horodecki, and Oliver Rudolph. The uniqueness theorem for entanglement measures. *Journal of Mathematical Physics*, 43(9):4252–4272, 2002.

[333] D. Rosset, J.-D. Bancal, and N. Gisin. Classifying 50 years of Bell inequalities. *Journal of Physics A Mathematical General*, 47:4022P, October 2014.
Publication

1. L. Chen, Z. Li, X. Yao, M. Huang, W. Li, H. Lu, X. Yuan, Y. Zhang, X. Jiang, C. Peng, L. Li, N. Liu, X. Ma, C. Lu, Y. Chen, J. Pan, New source of ten-photon entanglement from thin BiB3O6 crystals. Optica, 4(1): 77-83, 2017

2. X. Yuan, K. Liu, Y. Xu, W. Wang, Y. Ma, F. Zhang, Z. Yan, R Vijay, L. Sun, X. Ma, Experimental quantum randomness processing using superconducting qubits, Phys. Rev. Lett. 117 1 10502, 2016;

3. X. Yuan, Z. Zhang, N. Lutkenhaus, X. Ma, Simulating single photons with realistic photon sources; Phys. Rev. A 94, 062305, 2016;

4. X. Ma, X. Yuan, Z. Cao, B. Qi, Z, Zhang, Quantum random number generation, NPJ Quantum Information 21 16021, 2016;

5. Z. Cao, H, Hongyi, X. Yuan, X. Ma, Source-independent quantum random number generation, Phys. Rev. X 6 1 11020, 2016;

6. X. Yuan, Q. Mei, S. Zhou, X. Ma, Reliable and robust entanglement witness, Phys. Rev. A 93 (4), 042317, 2016;

7. G. Chiribella, X. Yuan, Bridging the gap between general probabilistic theories and the device-independent framework for nonlocality and contextuality; Information and Computation, 250 15, 2016;

8. Q. Zhao, X. Yuan, X. Ma, Efficient measurement-device-independent detection of multipartite entanglement structure, Phys. Rev. A 94 012343, 2016; (contributed equally);

9. X. Yuan, S. Assad, J. Thompson, J. Haw, V. Vedral, T. Ralph, P. Lam, C. Weedbrook, M. Gu, Replicating the benefits of closed timelike curves without breaking causality, NPJ Quantum Information 1 15007, 2015;

10. X. Yuan, H. Zhou, Z. Cao, X. Ma, Xiongfeng; Intrinsic randomness as a measure of quantum coherence; Physical Review A 92 2 22124, 2015;
11. X. Yuan, Q. Zhao, X. Ma, Clauser-Horne Bell test with imperfect random inputs, Physical Review A 92 2 22107, 2015;

12. X. Yuan, Z. Cao, X. Ma, Randomness requirement on the Clauser-Horne-Shimony-Holt Bell test in the multiple-run scenario, Physical Review A 91 3 32111, 2015;

13. H. Zhou, X. Yuan, X. Ma, Randomness generation based on spontaneous emissions of lasers, Physical Review A 91 6 62316, 2015;

14. P. Xu, X. Yuan, L. Chen, H. Lu, X. Yao, X. Ma, Y. Chen, J. Pan, Implementation of a measurement-device-independent entanglement witness; Physical Review Letters 112 14 140506, 2014, (contributed equally)

15. Z. Zhang, X. Yuan, Z. Cao, X. Ma, Round-robin differential-phase-shift quantum key distribution, arXiv:1505.02481, 2015; (Accepted by New J. Phys.)

16. G. Chiribella, X. Yuan, Quantum theory from quantum information: the purification route, Canadian Journal of Physics 91 6 475-478, 2013;

17. X. Yuan, G. Bai, T. Peng, X. Ma, Quantum uncertainty relation of coherence, arXiv:1612.02573, 2016;

18. X. Yuan, Q. Zhao, D. Girolami, X. Ma, Interplay between local quantum randomness and non-local information access, arXiv:1605.07818, 2016;

19. G. Chiribella, X. Yuan, Measurement sharpness cuts nonlocality and contextuality in every physical theory, arXiv:1404.3348, 2014.