NULL CONTROLLABILITY FOR A DEGENERATE STRUCTURED POPULATION MODEL
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Abstract. In this paper, we consider the infinite dimensional linear control system describing population models structured by age, size, and spatial position. The diffusion coefficient is degenerate at a point of the domain or both extreme points. Moreover, the control is localized in the space variable as well as with respect to the age and size. For each control support, we give an estimate of the time needed to control the system to zero. We establish the null controllability of the model by using a technique that avoids the explicit use of parabolic Carleman estimates. Indeed, our argument relies on a method that combines final-state observability estimates with the use of the characteristic method.

1. Well-posedness and mains results

It has been recognized that age structure alone is not adequate to explain the population dynamics of some species (see e.g. [24, 5, 10, 20]). The size of individuals could also be used to distinguish cohorts. In principle there are many ways to differentiate individuals addition to age, such as body size and dietary requirements or some other physiological variables and behavioral parameters. For the sake of simplicity and the reason of similarity of mathematical treatment we assume here that only one internal variable is involved. Meanwhile, we consider the velocity of internal variable to be constant. It should be noted that this assumption is not restrictive, as it has been pointed out that the problem where the growth of an internal variable does not increase at the same rate as age can be transformed into the constant rate case.

In this article, we are interested in the controllability properties of one-dimensional, degenerate, size- and age-structured population models described as (see e.g. [24])

\[
\begin{aligned}
\frac{\partial y}{\partial t} + \frac{\partial y}{\partial a} + \frac{\partial y}{\partial s} - k(x) \frac{\partial^2 y}{\partial x^2} - b(x) \frac{\partial y}{\partial x} + \mu(a, s)y &= mu, & \text{in } Q, \\
y(0, a, s, t) = y(1, a, s, t) &= 0, & \text{on } \Sigma, \\
y(x, 0, s, t) &= \int_{0}^{A} \beta(a)y(x, a, s, t)da, & \text{in } Q_{S,T}, \\
y(x, a, 0, t) &= y_0(x, a, s), & \text{in } Q_{A,S}, \\
y(x, a, 0, t) &= 0, & \text{in } Q_{A,T},
\end{aligned}
\]

(1.1)

where \(Q_{A,S} := (0, 1) \times (0, A) \times (0, S), Q := (0, 1) \times (0, A) \times (0, S) \times (0, T), \Sigma := (0, A) \times (0, S) \times (0, T), Q_{S,T} := (0, 1) \times (0, S) \times (0, T), \) and \(Q_{A,T} := (0, 1) \times (0, A) \times (0, T).\) Here \(y(x, a, s, t)\) represents the population density of certain species of age \(a \in (0, A)\) and size \(s \in (0, S)\) at time \(t \geq 0\) and location \(x \in (0, 1),\) where \(A > 0\) and \(S > 0\) are the maximal age of life and the maximal size of individuals, respectively. The age-dependent function \(\beta\) denote the natural fertility and hence the formula \(\int_{0}^{A} \beta(a)yda\) determine the density of newborn individuals of size \(s\) at time \(t\) and location the point \(x.\) The age- and
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size-dependent function \( \mu \) denotes the death rate and we assume that it satisfies \( \mu(a, s) = \mu_1(a) + \mu_2(s) \). The space-dependent diffusion coefficient \( k \) can degenerate at one point of the domain or at both extreme points. For \( 0 \leq a_1 < a_2 \leq A \) and \( \omega = (l_1, l_2) \subset (0, 1) \), we denotes by \( m \) the characteristic function of \( Q_1 := \omega \times (a_1, a_2) \times (s_1, s_2) \), which is the region where the control \( u \) acts. The initial distribution of the population is \( y_0(x, a, s) \). For more details about the modeling of such system we refer to G. Webb [24].

All along this paper, we assume that the fertility rate \( \beta \) and the mortality rate satisfies the demographic properties:

\[
\begin{align*}
\text{(H1)}: & \quad \mu_1(a) \geq 0 \text{ for every } a \in (0, A) \\
& \quad \mu_1 \in L^1([0, a^*]) \text{ for every } a^* \in [0, A) \\
& \quad \int_0^a \mu_1(a) \, da = +\infty \\
\text{(H2)}: & \quad \mu_2(s) \geq 0 \text{ for every } s \in (0, S) \\
& \quad \mu_2 \in L^1([0, s^*]) \text{ for every } s^* \in [0, A) \\
& \quad \int_0^s \mu_2(s) \, ds = +\infty \\
\text{(H3)}: & \quad \beta(*) \in C([0, A]) \\
& \quad \beta(s) \geq 0 \text{ for a.e. } a \in (0, A), \\
\text{(H4)}: & \quad \beta(a) = 0 \forall a \in (0, \hat{a}) \text{ for some } \hat{a} \in (0, A).
\end{align*}
\]

For more details about the modeling of such system and the biological significance of the hypotheses, we refer to G. Webb [24].

\textbf{NB :} All the figures on this paper represented in dimension two are in reality in dimension three; They are cubic in shape seen from above. The height represents the time \( t \). The characteristics evolve from top to bottom but in the positive direction with respect to the age variable \( a \) and the size variable \( s \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Here is the support \( m \) without the space variable see from above.}
\end{figure}

Let \( Q' \) denotes the domain \( Q \) without the space variable, i.e., \( Q' = Q \setminus (0, 1) \). We split the domain \( Q' \) as follow:

\[
\begin{align*}
A_1 & := \{(a, s, t) \in Q' \text{ such that } 0 < t < A - a \text{ and } 0 < t < S - s\}, \\
A_1' & := \{(a, s, t) \in Q' \text{ such that } S - s > t > A - a > 0 \text{ or } t > S - s > A - a > 0\}, \\
A_2' & := \{(a, s, t) \in Q' \text{ such that } A - a > t > S - s > 0 \text{ or } t > A - a > S - s > 0\}.
\end{align*}
\]
To simplify notation we denote by $A_2 = A'_1 \cup A'_2$ and hence $Q' = A_1 \cup A_2$. The figures below illustrate the domain $Q'$:

(A) Here is the section ($t = 0$) of $Q'$

(b) Here is the section ($t = \alpha$) of $Q'$ where $\alpha \in (0, \min\{A, S\})$. 
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Here is the section \((t = \alpha)\) where \(\alpha \geq \min\{A, S\}\) of \(Q'\).

Before going further and stating the main result of this paper, we need to introduce some notations and assumptions. We start with the following assumptions on the diffusion coefficient \(k\).

**Assumptions 1.1.** To study well-posedness of (1.1) we assume that \(k \in C([0, 1])\) and there exist \(M_1, M_2 \in (0, 2)\) such that

\[
k \in C^1(0, 1), \ xk'(x) \leq M_1 k(x) \text{ and } (x - 1)k'(x) \leq M_2 k(x)
\]

for all \(x \in [0, 1]\), or

\[
k \in C^1((0, 1]), k > 0 \text{ in } (0, 1), k(0) = 0 \text{ and } xk'(x) \leq M_1 k(x)
\]

for all \(x \in [0, 1]\), or

\[
k \in C^1((0, 1]), k > 0 \text{ in } [0, 1), k(1) = 0 \text{ and } (x - 1)k'(x) \leq M_2 k(x)
\]

for all \(x \in [0, 1]\). On the other hand,

\[
b \in C([0, 1]) \cap C^2(0, 1) \text{ and } \frac{b}{k} \in L^1(0, 1).
\]

Next, let us consider the weight function \(\gamma\) defined by (cf. [?])

\[
\gamma(x) := \exp\left(\int_0^x \frac{b(y)}{k(y)} \, dy\right), \quad x \in [0, 1],
\]

and define

\[
\sigma(x) := k(x) \frac{1}{\gamma(x)}, \quad x \in [0, 1].
\]

We then select the following weighted Lebesgue and Hilbert spaces
satisfies the following assumptions (see, e.g. [4])

Moreover,

\[ 0 < k \]

The well-posedness of (1.1) follows from the following result.

The function \( u \) where \( u \) is sufficiently smooth, e.g. \( u \in W^{2,1}_{loc}(0,1) \), we set

\[ Lu := k u_{xx} - b(x) u_x, \]

for almost every \( x \in (0,1) \). Moreover for all \( (u,v) \in H^2_\sigma(0,1) \times H^1_\sigma(0,1) \),

\[ (Lu, v)_\frac{1}{\sigma} = - \int_0^1 \gamma u_x v_x \, dx, \]

where

\[ H^2_\sigma(0,1) := \{ u \in H^1_\sigma(0,1) \mid Lu \in L^2(0,1) \} \quad \| u \|_{2, \frac{1}{\sigma}}^2 = \| u \|_{1, \frac{1}{\sigma}}^2 + \| Lu \|_{\frac{1}{\sigma}}^2. \]

On the other hand, to establish the null controllability result of (1.1), we additionally assume that \( k \) satisfies the following assumptions (see, e.g. [4])

**Assumptions 1.2.** The function \( k \in C^0([0,1]) \cap C^3(0,1) \) is such that satisfies \( k(0) = k(1) = 0 \), and \( k > 0 \) in \((0,1)\).

Moreover,

1. there exists \( \epsilon \in (0,1), N_1 \in (0,2) \) and \( C_1 > 0 \) such that the function
   \[ \frac{x(b - k_x)}{k} \in L^\infty(0,\epsilon), x(k)_x \leq N_1 k(x) \text{ for all } x \in (0,\epsilon), \]
   there exists a function
   \[ C_1 = C_1(\epsilon) > 0 \text{ defined in } (0,\epsilon) \text{ such that } C_1(\epsilon') \to 0 \text{ as } \epsilon' \to 0^+ \]
   and
   \[ \left| \frac{x(b - k_x)}{k} \right|_{xx} - \frac{b}{a} \left( \frac{x(b - a_x)}{a} \right) \leq \frac{C_1(\epsilon')}{x^2} \text{ for all } x \in (0,\epsilon'). \]
2. \( \frac{(x - 1)(b - k_x)}{k} \in L^\infty(1 - \epsilon,1) \) and there exists \( N_2 \in (0,2) \) and \( C_2 > 0 \) such that,
   \[ \frac{(x - 1)(k)_x}{k} \leq \frac{C_2}{k} \text{ for all } x \in (1 - \epsilon,1), \]
   and there exists a function
   \[ C_2 = C_2(\epsilon) > 0 \text{ defined in } (1 - \epsilon,1) \text{ such that } C_1(\epsilon') \to 0 \text{ as } \epsilon' \to 0^+ \]
   \[ \left| \frac{(x - 1)(b - k_x)}{k} \right|_{xx} - \frac{b}{a} \left( \frac{(x - 1)(b - a_x)}{a} \right) \leq \frac{C_1(\epsilon')}{(x - 1)^2} \text{ for all } x \in (1 - \epsilon',1). \]

After such a long but necessary preparation we can now clearly state the main results of this paper. The well-posedness of (1.1) follows from the following result.
Theorem 1.1. Let the conditions (H1)-(H3) be satisfied. Furthermore, let assume that Assumption 1.1 holds. Let $f \in L^2_\sigma(Q)$ and $u_0 \in L^2_\sigma(Q_A,S)$, then (1.1) has a unique solution

$$u \in H:= C\left(\left[0,T\right],L^2_\sigma(Q_A,S)\right) \cap L^2\left(\left[0,T\right];H^1(0,A) \times H^1(0,S) \times H^1_\sigma(0,1)\right).$$

If, in addition, $f=0$, then

$$u \in C^1\left(\left[0,T\right];L^2_\sigma(Q_A,S)\right).$$

We select the following definition.

Definition 1.1. The real $\hat{a}$ is the minimal age from which individuals become fertile. We will call it the minimal age of fertility.

For $0 \leq s_1 \leq s_2 \leq S$, let denote

$$T_0 = \max\{s_1,S-s_2\} \text{ and } T_1 = \max\{s_1,a_1+S-s_2\}.$$

Thus, our main result is the following.

Theorem 1.2. Let the assumptions (H1)-(H4) be satisfied and assume that the Assumptions 1.1-1.2 hold. Furthermore, we assume that $a_1 < \hat{a}$, $T_0 < \min\{a_2-a_1,\hat{a}-a_1\}$. Then for every $T > A-a_2+a_1+S-s_2+s_1$, and for every $y_0 \in L^2_\sigma(Q_A,S)$, there exists a control $u_1 \in L^2_\sigma(Q_1)$ such that the solution $y$ of (1.1) satisfies

$$y(x,a,s,T) = 0 \ a.e \ x \in (0,1) \ a \in (0,A) \text{ and } s \in (0,S).$$

We now depict some related works in the literature. Many versions of age-size structured models, both linear and nonlinear, have been investigated, and seminal treatments of such models are given by Metz and Diekmann [15] and Tucker and Zimmerman [20]. Spatial structure in linear and nonlinear age or size structured models has attracted many interest in these last years. In [15, 24, 20], the authors have studied, using semigroup theory, the existence and uniqueness of solutions. The null controllability of the Lotka-McKendrick system with or without spatial diffusion have been addressed by several researchers (see, e.g., [23, 13, 1, 2, 14, 12, 3] and references therein). The first null controllability result was obtained by Ainseba and Anita [1]. They showed that the so-called Lotka-McKendrick model with spatial diffusion can be driven to a steady state in any time $T > 0$, preserving the positivity of the trajectory, provided that the initial data are close to the steady state and the control acts in a spatial subdomain $\omega \subset \Omega$, but for all ages. Recently, Maity [12] proved that null controllability can be achieved by controls supported in any subinterval of $(0,A)$, provided we control before individuals start to reproduce. In [7], Hegoburu and Tucsnak proved that the same system is null controllable for all ages and in any time by controls localized with respect to the spatial variable but active for all ages. In [6] the authors studied the null controllability property for a single population model in which the population $y$ depends on time $t$, space $x$, age $a$ and size $\tau$ by using Carleman estimates. It should be noted that in their work the growth function $g$ is variable and depends only on the size $s$. More recently, D. Maity, M. Tucsnak and E. Zuazua in [13] solved the problem of null controllability of a Lotka-McKendrick model with spatial diffusion, where the control is localized in the space variable as well as with respect to the age. The method combines final-state observability estimates with the use of characteristics and $L^\infty$-estimates of the associated semigroup. The same method is used in [22], to establish the null controllability of a nonlinear Lotka-McKendrick system with respect to a control localized in the space variable as well as on the age. The authors Y.Simporé and O.Traoré have recently in [21] solved a problem of null controllability of a nonlinear age, space and two-sex structured population dynamics model. Since the system is a cascade system and the coupling is at the renewal term level, the approach developed in [13] was the most suitable to achieve the desired control objective.
This paper addresses the null controllability of a model of population dynamics structured with age, size, and spatial diffusion. Indeed, it has been recognized that age structure alone is not sufficient to explain the population dynamics of some species. The size of individuals could also be used to distinguish cohorts. Hence the interest in this work.

The main novelties brought in by our paper are:

- In this paper, we revisit the work of [17] with the growth function \( g(s) = 1 \), but with a control localized in space, age and size. For each control support \( m_i \), we establish an estimate of the time \( T \) depending on \( m_i \), necessary to control the system at zero using some assumptions on the kernel \( \beta \).

- In this paper, we use the approach developed in [13] which combine final-state observability estimates with the use of the characteristic method. This technique is interesting because it avoids the establishment of Carleman inequality, which seems to be very expensive. In fact, with this technique we obtain a global controllability result that applies to individuals of all ages and sizes without having to exclude ages and sizes in a neighborhood of zero, which is not the case with Carleman’s estimates.

The remaining part of this work is organized as follows: In Section 2, we establish the final state observability on space, age and size for the adjoint system and, as a consequence, we obtain the proof of the main result (Theorem 1.2)

### 2. An Observability Inequality

It is well-known that the system (1.1) can equivalently be rewritten as an abstract evolution system:

\[
\begin{aligned}
\frac{\partial}{\partial t} y(t) &= Ay(t) + Bu(t), \quad t \geq 0, \\
y(0) &= y_0,
\end{aligned}
\]

also to be referred to as \((A, B)\) in the sequel, where we can identify the operators \(A\) and \(B\) through their adjoints by formally taking the inner product of (2.1) with a smooth function \(\varphi\) see, for instance, [19, Section 11.2]. The state and control spaces are

\[ K := L^2_{\frac{1}{2}}(Q_{A,S}), \quad U := L^2_{\frac{1}{2}}(Q_1). \]

The unbounded linear operator \(A : D(A) \subset K \rightarrow K\), is defined, for every \(y \in D(A)\) by

\[ Ay = Ly - \frac{\partial y}{\partial a} - \frac{\partial y}{\partial s} - (\mu_1(a) + \mu_2(s))y, \]

with domain

\[
D(A) := \left\{ y \in L^2((0, A) \times (0, S); H^2_{\frac{1}{2}}(0, 1)) : \begin{array}{ll} Ay \in L^2_{\frac{1}{2}}(Q_{A,S}), \\
\frac{\partial y}{\partial a}, \frac{\partial y}{\partial s} \in L^2((0, A) \times (0, S); H^1_{\frac{1}{2}}(0, 1)), \\
y(1, \cdot, \cdot) = y(0, \cdot, \cdot) = 0, \\
y(x, a, 0) = 0, \quad y(x, 0, s) = \int_0^A \beta(a)y(x, a, s, t)da \quad \text{for a.e } x \in (0, 1). \end{array} \right\}
\]

A similar argument as in [6] yields the following generation result.

**Lemma 2.1.** Let the conditions (H1)-(H3) be satisfied and let assume that Assumption 1.1 holds. Then the operator \((A, D(A))\) generates a \(C_0\)-semigroup \(T := (e^{tA})_{t \geq 0}\) on \(K\).

As such, a similar computation as in [13] shows that...
Next, let us consider the operator 

\[ D(A^*) := \left\{ \begin{array}{ll}
\varphi \in K, & \varphi \in L^2((0, A) \times (0, S); H^2_\pi (0, 1)), \\
\frac{\partial y}{\partial a} + \frac{\partial y}{\partial s} + L\varphi - (\mu_1(a) + \mu_2(s)) \varphi & = K, \\
\varphi(1, \cdot, \cdot) = \varphi(0, \cdot, \cdot) = 0, \\
\varphi(\cdot, A, \cdot) = 0, & \varphi(\cdot, S, \cdot) = 0,
\end{array} \right. \]

and we have, for every \( \varphi \in D(A^*) \),

\[ A^* \varphi = L\varphi + \frac{\partial \varphi}{\partial a} + \frac{\partial \varphi}{\partial s} - (\mu_1(a) + \mu_2(s)) \varphi + \beta(a)\varphi(x, 0, s), \]

On the other hand, the control operator \( B \in \mathcal{L}(U, K) \) is given for every \( u \in U \)

\[ Bu = mu. \]

With the above notation, one can see that the adjoint problem of (1.1) is given by:

\[ \left\{ \begin{array}{ll}
\frac{\partial q}{\partial t} - \frac{\partial q}{\partial a} - \frac{\partial q}{\partial s} - Lq + (\mu_1(a) + \mu_2(s)) q = \beta(a)q(x, 0, s, t) & \text{in } Q, \\
q(0, a, s, t) = q(1, a, s, t) = 0 & \text{on } \Sigma, \\
q(x, A, s, t) = 0 & \text{in } Q_{S,T}, \\
q(x, a, s, 0) = q_0(x, a, s) & \text{in } Q_{A,S},
\end{array} \right. \]

where we recall that the operator \((L, D(L))\) is defined by

\[ Ly := k(x) \frac{\partial^2 y}{\partial x^2} + b(x) \frac{\partial y}{\partial x}, \quad y \in D(L) := H^2_\pi (0, 1) \cap H^1_{\pi_2} (0, 1). \]

Next, let us consider the operator \( P \) defined by

\[ P := -\mu_1(a) - \mu_2(s) + L, \quad \text{on } \quad D(A^*), \quad \text{(2.3)} \]

and denotes by \((e^{tP})_{t \geq 0}\) its associated \( C_0 \)-semigroup.

Thus, using the method of characteristics, we get the following result.

**Proposition 2.1.** Let the assumptions of Lemma 2.1 be satisfied. Then, for any initial data \( q_0 \in K \), the adjoint system (2.2) admits a unique solution \( q \) given by

\[ q(t) = \left\{ \begin{array}{ll}
q_0(\cdot, a + t, s + t)e^{tP} + \int_0^t e^{(t-r)P} \beta(a + t - r)q(x, 0, s + t - r, r)dr & \text{in } A_1, \\
\int_{\max(t-s+a, t-A+a)}^t e^{(t-r)P} \beta(a + t - r)q(x, 0, s + t - r, r)dr & \text{in } A_2,
\end{array} \right. \]

where we recall that \( A_1, A_2 \) are defined in (1.2), and we have, for every \( t \geq 0 \),

\[ e^{tP} = \frac{\pi_1(a)}{\pi_1(a - t)} \frac{\pi_2(s)}{\pi_2(s - t)} e^{tL} \text{ with } \pi_1(a) = e^{-\int_0^a \mu_1(r)dr} \text{ and } \pi_2(s) = e^{-\int_s^0 \mu_2(\tau)dr}. \]

**Proof.** The proof of the existence and uniqueness of the mild solution of (2.2) follows from Lemma 2.1. Let us consider the following function

\[ w(x, \lambda) = q(x, a + t - \lambda, s + t - \lambda, \lambda). \]

Then, \( w \) satisfies

\[ \left\{ \begin{array}{ll}
w'(x, \lambda) = (-\mu_1(a + t - \lambda) - \mu_2(s + t - \lambda) + L)w(\lambda, x) + f(x, \lambda), \\
w(1, \lambda) = w(0, \lambda) = 0, \\
w(x, 0) = q(x, a + t, s + t, 0),
\end{array} \right. \]

\[ \text{(2.5)} \]
where \( f(\lambda, x) = \beta(a + t - \lambda)q(x, 0, s + t - \lambda, \lambda) \). The solution of the homogeneous equation is given by \( w_H(x, \lambda) = Ce^{\lambda P} \).

Notice that \( q(x, a, s, t) = w(x, t) \).

**Taking into account the initial condition**

Here we consider the domain \( A_1 \). The Duhamel formula yields that

\[
 w(x, t) = e^{tP}w(x, 0) + \int_0^t e^{(t-r)P}\beta(a + t - r)q(x, 0, s + t - r, r)dr.
\]

Moreover, since

\[
 w(x, 0) = q(x, a + t, s + t, 0) = q_0(x, a + t, s + t),
\]

then

\[
 q(x, a, s, t) = q_0(x, a + t, s + t)e^{tP} + \int_0^t e^{(t-r)P}\beta(a + t - r)q(x, 0, s + t - r, r)dr,
\]

in \( A_1 \).  

**Taking into account the boundary condition in \( a \)**

For the boundary condition in \( \{ a = A \} \) we use the set

\[
 A'_1 := \{(a, s, t) \in Q' \text{ such that } S - s > t > A - a > 0 \text{ or } t > S - s > A - a > 0\}.
\]

Then using the Duhamel formula (boundary condition in age is \( q(x, A, s, t) \)) we obtain

\[
 q(x, a, s, t) = e^{(A-a)P}w(x, t - (A - a)) + \int_{t-A+a}^t e^{(t-r)P}\beta(a + t - r)q(x, 0, s + t - r, r)dr. \tag{2.6}
\]

Since

\[
 w(x, t - (A - a)) = q(x, A, s - a + A, a + t - A) = 0,
\]

then

\[
 q(x, a, s, t) = \int_{t-A+a}^t e^{(t-r)P}\beta(a + t - r)q(x, 0, s + t - r, r)dr.
\]

**Taking into account of the boundary condition in \( s \).**

For the boundary condition in \( \{ s = S \} \) we use the set

\[
 A'_2 := \{(a, s, t) \in Q' \text{ such that } A - a > t > S - s > 0 \text{ or } t > A - a > S - s > 0\}.
\]

Then using the Duhamel formula, we obtain:

\[
 q(x, a, s, t) = e^{(S-s)r}w(t - (S - s), x) + \int_{t+s-S}^t e^{(t-r)P}\beta(a + t - r)q(x, 0, s + t - r, r)dr.
\]

It follows from \( w(t + s - S, x) = q(x, a, S, t) = 0 \) that

\[
 q(x, a, s, t) = \int_{t+s-S}^t e^{(t-r)P}\beta(a + t - r)q(x, 0, s + t - r, r)dr. \tag{2.7}
\]

Since the operator \( \mathcal{A} \) generates a \( C_0 \)-semigroup on \( K \) (see Lemma 2.1) and that \( \mathcal{B} \) is a bounded operator. It also follows that the abstract system (2.1) is well-posed in the sense that: for every \( y_0 \in K \) and every \( u \in L^2(0, +\infty; U) \), there exists a unique solution \( y \in C(0, +\infty; K) \) to (2.1) given by the Duhamel formula (see e.g. [19, Proposition 4.2.5])

\[
 y(T) = e^{TA}y_0 + \Phi_Tu, \quad T \geq 0, \tag{2.8}
\]
where $\Phi_T$ is the so-called input map of $(A, B)$, that is the linear operator defined for every $u \in L^2(0, +\infty; U)$ by

$$
\Phi_T u = \int_0^T e^{(T-s)A}Bu(s)ds.
$$

We recall that $(A, B)$ (and hence (1.1)) is null controllable in time $T > 0$ if $\text{Ran } e^{T\mathcal{A}} \subset \text{Ran } \Phi_T$ (see, e.g. [19, Definition 11.1.1]). It is also well-known that the null controllability of the pair $(A, B)$ is equivalent to the final state observability of the pair $(A^*, B^*)$. More precisely (see e.g. [19, Theorem 11.2.1]), $(A, B)$ is null controllable in time $T$ if, and only if, there exists $C_T > 0$ such that

$$
\int_0^T \|B^*e^{tA^*}q_0\|^2 \geq C_T^2 \|e^{T\mathcal{A}^*}q_0\|^2, \quad \forall q_0 \in D(A^*),
$$

where $\Xi^* := (e^{t\mathcal{A}^*})_{t \geq 0}$ is the adjoint semigroup of $\Xi$ generated by $A^*$.

2.1. Proof of the main result. In this part we provide the proof of the main result of this paper, namely Theorem 1.2. Indeed, in view of [19, Theorem 11.2.1] we will mainly perform computations on the adjoint system (2.2) in the sequel. Then, it is then more convenient to restate the result of Theorem 1.2 as follows:

**Theorem 2.1.** Let the assumptions of Theorem 1.2 be satisfied. Then, for every $q_0 \in D(A^*)$, the pair $(A^*, B^*)$ is final-state observable in any time $T > A - a_2 + S - s_2 + a_1 + s_1$. In particular, for every $T > A - a_2 + S - s_2 + a_1 + s_1$ there exist $C_T > 0$ such that the solution $q$ of (2.2) satisfies

$$
\int_0^T \int_S^A \int_0^1 \frac{1}{\sigma(x)} q^2(x, a, s, T) dx da ds dt \leq C_T \int_0^T \int_{s_1}^{s_2} \int_0^{\frac{a_2}{2}} \int_{a_2}^{\frac{a_1}{2}} \frac{1}{\sigma(x)} q^2(x, a, s, t) dx da ds dt. \quad (2.10)
$$

For the proof of the above theorem we proceed as in [14]. The idea of the proof is based on the estimation of $\beta(a)q(x, 0, s, t)$. Let us recall that

$$
T_0 = \max\{s_1, S - s_2\} \quad \text{and} \quad T_1 = \max\{s_1, a_1 + S - s_2\}.
$$

Hence, we have the following proposition.

**Proposition 2.2.** Let the assumptions of Theorem 1.2 be satisfied and let $a_1 < \hat{a}$, $T_0 < \min\{\hat{a} - a_1, a_2 - a_1\}$ and $T_1 < \eta < T$. Then there exists a constant $C > 0$ such that for every $q_0 \in K$, the solution $q$ of (2.2) satisfies the following inequality:

$$
\int_{\eta}^T \int_0^S \int_0^1 \frac{1}{\sigma(x)} q^2(x, 0, s, t) dx ds dt \leq C \int_0^T \int_{s_1}^{s_2} \int_{a_1}^{a_2} \int_{l_1}^{l_2} \frac{1}{\sigma(x)} q^2(x, a, s, t) dx da ds dt. \quad (2.11)
$$

More explicitly,

1. If $s_1 < a_1 < s_2$, then for every $\eta_2$, with $a_1 < \eta_1 < T$ and for every $\delta > 0$ such that $0 < s_2 - a_1 - \delta$, there exists a constant $C_1 > 0$ such that for every $q_0 \in K$, the solution $q$ of (2.2) satisfies the following inequality:

$$
\int_{\eta_1}^T \int_0^S \int_0^1 \frac{1}{\sigma(x)} q^2(x, 0, s, t) dx ds dt \leq C_1 \int_0^T \int_{s_1}^{s_2} \int_{a_1}^{a_2} \int_{l_1}^{l_2} \frac{1}{\sigma(x)} q^2(x, a, s, t) dx da ds dt; \quad (2.12)
$$

and,

$$
q(x, 0, s, t) = 0 \text{ a.e. in } (0, 1) \times (s_2 - a_1, S) \times (S - s_2 + a_1, T);
$$
(2) If \( s_1 > a_1 \) and for every \( \eta_3 \) and \( \eta_4 \) such that

\[
a_1 < \eta_3 < T, \ s_1 - a_0 < \eta_4 < T \quad \text{with} \quad a_0 \in [0, s_1 - a_1)
\]

and for every \( \delta > 0 \) such that \( 0 < s_2 - a_1 - \delta \) there exists \( C_2 > 0 \) and \( C_3 > 0 \) such that for every \( q_0 \in K \), the solution \( q \) of (2.2) verifies the following inequality:

\[
\int_{\eta_3}^{T} \int_{s_1 - a_1}^{T} \int_{0}^{1} \frac{1}{\sigma(x)} q^2(x, 0, s, t) ds dt \leq C_2 \int_{0}^{T} \int_{s_1}^{a_2} \int_{0}^{1} \frac{1}{\sigma(x)} q^2(x, a, s, t) ds dt ds dt;
\]

(2.13)

and

\[
\int_{\eta_4}^{T} \int_{a_0}^{a_1} \int_{0}^{1} \frac{1}{\sigma(x)} q^2(x, 0, s, t) ds dt \leq C_3 \int_{0}^{T} \int_{s_1}^{a_2} \int_{0}^{1} \frac{1}{\sigma(x)} q^2(x, a, s, t) ds dt ds dt;
\]

(2.14)

(3) else, if \( s_2 \leq a_1 \), then

\[
q(x, 0, s, t) = 0 \ a.e. \ in \ (0, 1) \times (0, S) \times (S - s_2 + a_1, T);
\]

To prove Proposition 2.2, we recall the following observability inequality for parabolic equation (see, for instance, [17, 4]):

**Proposition 2.3.** Let the Assumptions 1.1-1.2 be satisfied. Let \( T > 0 \) and let \( t_0, t_1 > 0 \) such that \( 0 < t_0 < t_1 < T \). Then, for every \( w_0 \in L^2_\Omega(0, 1) \), the solution \( w \) of the following initial boundary value problem

\[
\begin{aligned}
\frac{\partial w(x, \lambda)}{\partial \lambda} - Lw(x, \lambda) &= 0, \quad in \ (0, 1) \times (t_0, T), \\
w(0, \lambda) &= w(1, \lambda) = 0, \quad on \ (t_0, T) \\
w(x, t_0) &= w_0(x), \quad in \ (0, 1),
\end{aligned}
\]

(2.15)

satisfy

\[
\int_0^1 \frac{1}{\sigma(x)} w^2(T, x) dx \leq \int_0^1 \frac{1}{\sigma(x)} w^2(x, t_1) dx \leq c_1 e^{t_1 - t_0} \int_{t_0}^{t_1} \int_{\Omega} \frac{1}{\sigma(x)} w^2(x, \lambda) d\lambda dx,
\]

where the constant \( c_1 \) and \( c_2 \) depend on \( T \) and \( (0, 1) \) with \( \omega \subset (0, 1) \).

**Proof of the Proposition 2.2.** As for every \( a \in (0, \hat{a}) \) we have \( \beta(a) = 0 \) (see the assumption (H4)), then the system (2.2) is given by

\[
\begin{aligned}
\frac{\partial q}{\partial t} - \frac{\partial q}{\partial a} - \frac{\partial q}{\partial s} - Lq + (\mu_1(a) + \mu_2(s))q &= 0, \quad in \ (0, 1) \times (0, \hat{a}) \times (0, S) \times (0, T), \\
q(x, a, s, 0) &= q_0(x, a, s), \quad in \ (0, 1) \times (0, \hat{a}) \times (0, S).
\end{aligned}
\]

(2.16)

If we set

\[
\tilde{q}(x, a, s, t) := q(x, a, s, t) e^{-\int_0^t \mu_1(r) dr - \int_0^s \mu_2(r) dr},
\]

then \( \tilde{q} \) satisfies

\[
\frac{\partial \tilde{q}}{\partial t} - \frac{\partial \tilde{q}}{\partial a} - \frac{\partial \tilde{q}}{\partial s} - \Delta \tilde{q} = 0 \ in \ (0, 1) \times (0, \hat{a}) \times (0, S) \times (0, T).
\]

(2.17)

Now, let \( s_\ast \in (0, S) \) such that \( q(x, 0, s, t) = 0 \ in \ (0, 1) \times (s_\ast, S) \times (\eta, T) \). One way to establish the inequality (2.11) is to show that there exits a constant \( C > 0 \) such that the solution \( \tilde{q} \) of (2.16) satisfies

\[
\int_{\eta}^{T} \int_{0}^{1} \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) ds dt \leq C \int_{0}^{T} \int_{s_\ast}^{a_2} \int_{0}^{1} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, s, t) ds dt ds dt.
\]

(2.18)
Indeed, we have

\[
\int_0^T \int_0^{s_1} \frac{1}{\sigma(x)} q^2(x,0,s,t)dx ds dt \leq e^{\int_0^{s_1} \mu_1(r)dr \cdot 2} + e^{2} \int_0^{s_1} \frac{1}{\sigma(x)} q^2(x,0,s,t)dx ds dt
\]

and

\[
\int_0^{s_1} \int_0^{s_2} \int_0^{s_2} \frac{1}{\sigma(x)} q^2(x,a,s,t)dx ds dt \leq C(e^{\int_0^{s_1} \mu_1(r)dr \cdot 2} + \int_0^{s_1} \frac{1}{\sigma(x)} q^2(x,0,s,t)dx ds dt).
\]

As we want to estimate \( q(x,0,s,t) \), we will consider the trajectory \( \gamma(\lambda) = (t-\lambda,t+s-\lambda,\lambda) \) (i.e., the backward characteristics starting from \((0,s,t)\)). If \( T < T_1 \), we can not observe all the characteristics starting from \((0,s,t)\) (see Figure 5).

Next, let \( T > T_1 \) and without loss the generality we assume that \( \eta < T \leq \min\{a_2, \hat{a}\} \). So, to prove our claims we will proceed in two steps:

**Step 1**: We show that:

\[
q(\cdot,0,s,t) = 0, \quad \forall (s,t) \in (s_2-a_1,S) \times (a_1+S-s_2,T).
\]

First, let \( s_2 > a_1 \). So, for every \((s,t) \in (s_2-a_1,S) \times (a_1+S-s_2,T) \) and \( T_0 < \min\{a_2, \hat{a}\} - a_1 \), we have

\[
t - A < t - S + s \text{ and } S - s < S - s_2 + a_1 < t,
\]

and hence,

\[
q(x,0,s,t) = \int_{t-S+s}^t e^{(t-l)\beta} \beta(t-l)q(x,0,s+t-l,l)dl.
\]

Since \( 0 < t-l < S - s \) and \( s \in (s_2-a_1,S) \), we get that

\[
0 < t-l < S - s < S - s_2 + a_1 < \min\{a_2, \hat{a}\}.
\]

The fact that \( \beta \equiv 0 \) on \((0,\min\{a_2, \hat{a}\})\) yields \( q(x,0,s,t) = 0 \). Also, it is to be noted that

\[
\forall \delta > 0 \text{ such that } s_2 - a_1 - \delta > 0 \text{ and } a_1 + S - s_2 + \delta > 0
\]

we have

\[
q(\cdot,0,s,t) = 0, \quad \forall (s,t) \in (s_2-a_1-\delta,S) \times (a_1+S-s_2+\delta,T).
\]

In particular, if \( T > S - s_2 \), we have

\[
q(\cdot,0,s,t) = 0, \quad \forall (s,t) \in (S-s_2,S) \times (S-s_2,T).
\]

Likewise, if \( s_2 < a_1 \), we have

\[
q(\cdot,0,s,t) = 0, \quad \forall (s,t) \in (0,S) \times (S-s_2+a_1,T).
\]

**Step 2**: Estimation of :

\[
q(x,0,s,t) \text{ for } (s,t) \in (0,s_2-a_1-\delta) \times (\eta,T) \text{ with } T_1 < T,
\]

where \( \delta > 0 \) and \( \max\{s_1,a_1\} < \eta < T \). Note that the case \( s_2 < a_1 \) is irrelevant because in this case

\[
q(x,0,s,t) = 0, \quad \text{a.e. in } (0,1) \times (0,S) \times (S-s_2+a_1,T).
\]

Let \( \delta > 0 \) be small enough, let \( s \in (0,s_2-a_1-\delta) \) and \( t \in (\eta,T) \). From the Figure 4, one can see that all the characteristic starting from \((0,s,t)\) passes through the observation domain \( Q_1 \) whenever \( t > \sup\{a_1,s_1\} \) and \( 0 \leq s < s_2 - a_1 \).

First, we focus on the estimate of \( q(x,0,s,t) \) on \( (0,s_2-a_1-\delta) \times (\eta,T) \). Two situations arise:

**Case 1**: \( a_1 \geq s_1 \).

Denotes
\[ w(x, \lambda) = \tilde{q}(x, t - \lambda, s + t - \lambda, \lambda), \quad (x, \lambda) \in (0, 1) \times (0, t). \]

Then \( w \) satisfies the following PDE

\[
\begin{cases}
\frac{\partial w(x, \lambda)}{\partial \lambda} - Lw(x, \lambda) = 0, & \text{in } (0, 1) \times (0, t), \\
w(0, \lambda) = w(1, \lambda) = 0, & \text{on } (0, t), \\
w(x, 0) = \tilde{q}(x, t, s + t, 0), & \text{in } (0, 1).
\end{cases}
\tag{2.19}
\]

According to Proposition 2.3, for \( 0 < t_0 < t_1 < t \), we have

\[
\int_0^1 \frac{1}{\sigma(x)} w^2(x, t)dx \leq \int_0^1 \frac{1}{\sigma(x)} w^2(x, t_1)dx \leq c_1 e^{t_1} - t_0 \int_0^1 \int_0^{t_1} \frac{1}{\sigma(x)} w^2(x, \lambda)dx d\lambda.
\]

Or, equivalently,

\[
\int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t)dx \leq c_1 e^{t_1} - t_0 \int_0^1 \int_0^{t_1} \frac{1}{\sigma(x)} \tilde{q}^2(x, t - \lambda, s + t - \lambda, \lambda)dx d\lambda
\]

\[
= C \int_{t-t_1}^{t-t_0} \int_\omega \frac{1}{\sigma(x)} \tilde{q}^2(x, \alpha, s + \alpha, t - \alpha)dx d\alpha.
\]

Then, for \( t_0 = t - a_1 - \delta \) and \( t_1 = t - a_1 \), we get

\[
\int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t)dx \leq C \int_{a_1}^{a_1+\delta} \int_\omega \frac{1}{\sigma(x)} \tilde{q}^2(x, \alpha, s + \alpha, t - \alpha)dx d\alpha.
\]

Integrating with respect to \( s \) over \((0, s_2 - a_1 - \delta)\) we get

\[
\int_0^{s_2-a_1-\delta} \int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t)dx ds \leq C \int_{a_1}^{a_1+\delta} \int_\omega \frac{1}{\sigma(x)} \tilde{q}^2(x, a, l, t-a)dx d\alpha d\lambda.
\]

Finlay, integrating with respect to \( t \) over \((\eta, T)\), we obtain

\[
\int_\eta^T \int_0^{s_2-a_1-\delta} \int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t)dx ds dt \leq C \int_{a_1}^{a_1+\delta} \int_{a_1}^{s_2} \int_{s_2}^{T-a} \int_\omega \frac{1}{\sigma(x)} \tilde{q}^2(x, a, s, t)dx dt d\alpha d\lambda.
\]

Then,

\[
\int_\eta^T \int_0^{s_2-a_1-\delta} \int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t)dx ds dt \leq C(\delta) \int_{a_1}^{a_1+\delta} \int_{a_1}^{s_2} \int_{s_2}^{T-a} \int_\omega \frac{1}{\sigma(x)} \tilde{q}^2(x, a, s, t)dx dt d\alpha d\lambda.
\tag{2.20}
\]

**Case 2:** \( s_1 \geq a_1 \).

In this case, we split the interval \((0, s_2 - a_1 - \delta)\) into two sub intervals \((0, s_1 - a_1) \cup (s_1 - a_1, s_2 - a_1 - \delta)\). Then, for \( s \in (s_1 - a_1, s_2 - a_1 - \delta) \), we consider the function \( w \) defined by

\[
w(x, \lambda) = \tilde{q}(x, t - \lambda, s + t - \lambda, \lambda), \quad (x, \lambda) \in (0, 1) \times (0, t).
\]
Then \( w \) satisfies:

\[
\begin{aligned}
\frac{\partial w(x, \lambda)}{\partial \lambda} - Lw(x, \lambda) &= 0, \quad \text{in } (0, 1) \times (0, t), \\
w(0, \lambda) &= w(1, \lambda) = 0, \quad (0, t), \\
w(x, 0) &= \tilde{q}(x, t, s + t, 0), \quad \text{in } (0, 1).
\end{aligned}
\] (2.21)

In view of Proposition 2.3, for \( 0 < t_0 < t_1 < t \), we have

\[
\int_0^1 \frac{1}{\sigma(x)} w^2(x, t) dx \leq \int_0^1 \frac{1}{\sigma(x)} w^2(x, t_1) dx \leq c_1 e^{t_1 - t_0} \int_{t_0}^{t_1} \frac{1}{\sigma(x)} w^2(x, \lambda) dx d\lambda.
\]

Or, equivalently,

\[
\int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx \leq c_1 e^{t_1 - t_0} \int_{t_0}^{t_1} \frac{1}{\sigma(x)} \tilde{q}^2(x, t - \lambda, s + t - \lambda, \lambda) dx d\lambda
\]

\[
= C \int_{t-t_1}^{t-t_0} \int_{\omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, \alpha, s + \alpha, t - \alpha) dx d\alpha.
\]

Thus, for \( t_0 = t - a_1 - \delta \) and \( t_1 = t - a_1 \), we get

\[
\int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx \leq C(\delta) \int_{a_1}^{a_1 + \delta} \int_{\omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, \alpha, s + \alpha, t - \alpha) dx d\alpha.
\]

Integrating with respect \( s \) over \( (s_1 - a_1, s_2 - a_1 - \delta) \), we get

\[
\int_{s_1-a_1}^{s_1-a_1-\delta} \int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx ds \leq C(\delta) \int_{a_1}^{a_1 + \delta} \int_{s_1}^{s_2} \int_{\omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, t, t-a) dx d\lambda d\alpha.
\]

Finally, integrating with respect \( t \) over \( (\eta, T) \), we obtain

\[
\int_{\eta}^{T} \int_{s_1-a_1}^{s_2-s_1-\delta} \int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx ds dt \leq C(\delta) \int_{a_1}^{a_1 + \delta} \int_{s_1}^{s_2} \int_{\eta}^{T-a} \int_{\omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, s, t) dx dt d\lambda d\alpha
\]

\[
\leq C(\delta) \int_0^T \int_{a_1}^{a_2} \int_{s_1}^{s_2} \int_{\omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, s, t) dx ds dt d\lambda d\alpha.
\]

Therefore,

\[
\int_{\eta}^{T} \int_{s_1-a_1}^{s_2-s_1-\delta} \int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx ds dt \leq C(\delta) \int_0^T \int_{s_1-a_1}^{a_2} \int_{s_1}^{s_2} \int_{\omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, s, t) dx ds dt d\lambda d\alpha.
\] (2.22)

Now, we estimate \( q(x, 0, s, t) \) on \( (0, s_1 - a_1) \times (\eta, T) \). Here, too, two situations arise,

\( s_2 - s_1 > s_1 - a_1 \) and \( s_2 - s_1 < s_1 - a_1 \).

If \( s_2 - s_1 < s_1 - a_1 \), we split \( (0, s_1 - a_1) \) as follows

\( (0, s_2 - s_1) \cup (s_2 - s_1, s_1 - a_1). \)

Next, the calculations are done only for the case \( s_2 - s_1 > s_1 - a_1 \) as for the second case it follows in the same way. If we set

\[
w(x, \lambda) = \tilde{q}(x, t - \lambda, s + t - \lambda, \lambda), \quad (x, \lambda) \in (0, 1) \times (0, t),
\]
then $w$ satisfies:

\[
\begin{cases}
\frac{\partial w(x, \lambda)}{\partial \lambda} - Lw(x, \lambda) = 0, & \text{in } (0,1) \times (0, t), \\
w(\lambda) = w(1, \lambda) = 0, & \text{on } (0, t), \\
w(x, 0) = \hat{q}(x, t, s + t, 0), & \text{in } (0,1).
\end{cases}
\tag{2.23}
\]

Therefore, according to Proposition 2.3, we have

\[
\int_0^1 \frac{1}{\sigma(x)} w^2(x, t) dx \leq \int_0^1 \frac{1}{\sigma(x)} w^2(x, t_1) dx \leq c_1 e^{t_1 - t_0} \int_{t_0}^{t_1} \frac{1}{\sigma(x)} w^2(x, \lambda) dx d\lambda,
\]

for $0 < t_0 < t_1 < t$. Equivalently,

\[
\int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx \leq c_2 e^{t_1 - t_0} \int_{t_0}^{t_1} \frac{1}{\sigma(x)} \tilde{q}^2(x, t - \lambda, s + t - \lambda, \lambda) dx d\lambda
\]

\[
= C \int_{t_0}^{t_1} \int_{t-t_1}^{t-t_0} \frac{1}{\sigma(x)} \hat{q}^2(x, \alpha, s + \alpha, t - \alpha) d\alpha d\alpha.
\]

Then, for $t_0 = t - s_1 - \kappa$ with $\kappa > 0$ and $t_1 = t - s_1$, we get

\[
\int_0^1 \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx \leq C \int s_{1+\kappa} s_1 \int_{s_1}^{l-s_1} \int_{s_1}^{l-a_0} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, l-t-a) dx d\lambda d\alpha.
\]

Integrating with respect to $s$ over $(a_0, s_1 - a_1)$, we get

\[
\int_{a_0}^{s_1-a_1} \int_{\Omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx ds \leq C \int_{s_1}^{s_{1+\kappa}} \int_{a_1}^{l-s_1+a_1} \int_{a_1}^{l-a_0} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, l-t-a) dx d\lambda d\alpha.
\]

Then

\[
\int_{a_0}^{s_1-a_1} \int_{\Omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx ds \leq C \int_{s_1}^{s_{1+\kappa}} \int_{a_1}^{l-s_1+a_1} \int_{a_1}^{l-a_0} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, l-t-a) dx d\lambda d\alpha.
\]

Finlay, integrating with respect to $t$ over $(\eta, T)$, we obtain

\[
\int_{\eta}^{T} \int_{a_0}^{s_1-a_1} \int_{\Omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx ds dt \leq C \int_{s_1}^{s_{1+\kappa}} \int_{a_1}^{l-s_1+a_1} \int_{a_1}^{l-a_0} \int_{\eta}^{T-a} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, s, t) dx d\alpha d\lambda d\eta d\alpha,
\]

where $\kappa > 0$ is choose small enough such that

\[
s_1 - a_0 + \kappa < T \leq \min\{a_2, \hat{a}\}.
\]

It follows that

\[
\int_{\eta}^{T} \int_{a_0}^{s_1-a_1} \int_{\Omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx ds dt \leq C(\kappa) \int_{a_1}^{s_1+a_1} \int_{a_1}^{l-a_0} \int_{\eta}^{T-a} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, s, t) dx d\alpha d\lambda d\eta d\alpha.
\]

Finally, (2.22) together with the fact that

\[
q(x, 0, s, t) = 0 \text{ for } t \in (S - s_2 + a_1 + \delta, +\infty) \text{ s } \in (s_2 - a_1 - \delta, S)
\]

implies

\[
\int_{\eta}^{T} \int_{a_0}^{s_1-a_1} \int_{\Omega} \frac{1}{\sigma(x)} \tilde{q}^2(x, 0, s, t) dx ds dt \leq C \int_{a_1}^{s_1+a_1} \int_{a_1}^{l-a_0} \int_{\eta}^{T-a} \frac{1}{\sigma(x)} \tilde{q}^2(x, a, s, t) dx d\alpha d\lambda d\eta d\alpha.
\]
where $\max\{S - s_2 + a_1, s_1\} < \eta < T$.

**Remark 2.1.** It is to be noted that in all the above cases, when $\delta \to 0$, or $\kappa \to 0$, or $\eta \to T$, we get $C(\delta, \kappa, \eta) \to +\infty$.

**Remark 2.2.** For the case $\eta < \min\{\hat{a}, a_2\} \leq T$, we split the interval $(\eta, T)$ in two sub-intervals

$$(\eta, \min\{\hat{a}, a_2\}) \cup (\min\{\hat{a}, a_2\}, T)$$

In $(\eta, \min\{\hat{a}, a_2\})$, we proceed in the same way. In $(\min\{\hat{a}, a_2\}, T)$ we proceed as in the proof of [14, Proposition 3.7].
Figure 4. An illustration of the estimation of $q(x, 0, s, t)$. Here we have chosen $a_2 = \hat{a}$. Since $t > T_1$ all backward characteristics starting from $(0, s, t)$ enter the observation domain (the green and blue lines), or leave the domain $\Sigma$ through the boundary $s = S$ (or at $t = 0$) (the red line).
(A) For $S - s_2 > \hat{a} - a_1$, we cannot estimate $q(x, 0, s, t)$ for $s \in (c_1, c_2)$ by the characteristic method. Indeed, for even $t > a_1 + S - s_2$ the characteristics starting at $(0, s, t)$ leave the domain $\Sigma$ at $t = 0$, or enter in the region $a > \hat{a}$, without going through the observation domain.

(b) For the second case if $s_1 > \hat{a} - a_1$, we cannot estimate $q(x, 0, s, t)$ for $s \in (c_1, c_2)$ by the characteristic method. Indeed, for even $t > a_1 + S - s_2$ the characteristics starting at $(0, s, t)$ leave the domain $\Sigma$ at the boundary $t = 0$, or enter in the regions $a > \hat{a}$, without going through the observation domain.

Figure 5. Illustration of cases where we cannot estimate the non-local term $q(x, 0, s, t)$.
Proposition 2.4. Let the assumptions of Theorem 1.2 be satisfied and let \( T > a_1 + T_0 \). Then for every \( q_0 \in K \), the solution \( q \) of the system (2.2) obeys

\[
\int_0^T \int_0^1 \int_0^1 \frac{1}{\sigma(x)} q^2(x, a, s, T) dx dz ds \leq C_T \int_0^T \int_0^s \int_1^2 \frac{1}{\sigma(x)} q^2(x, a, s, t) dx dz dt ds dt (2.25)
\]

Proof of the Proposition 2.4. Let us consider the operator \( A : D(A) \rightarrow L^2_0((0, 1) \times (0, S)) \) defined by

\[
A \psi := \partial_\sigma \psi - L \psi + \mu_2(s) \psi, \quad D(A) := \{ \varphi / A \varphi \in L^2_0((0, 1) \times (0, S)), \varphi(x, 0) = 0, \varphi(0, \cdot) = \varphi(1, \cdot) = 0 \}.
\]

Then, the operator \( A \) can be rewritten as

\[
A \varphi := -\partial_\sigma \varphi - A \varphi - \mu(a) \varphi, \quad \varphi \in D(A),
\]

and hence the adjoint operator \( A^* \) of \( A \) is given by

\[
A^* \varphi := -\partial_\sigma \varphi - A^* \varphi - \mu(a) \varphi + \beta(a) \varphi(\cdot, 0, \cdot, \cdot), \quad \varphi \in D(A^*).
\]

Moreover, we select the following operators

\[
B := 1_{(s_1, s_2)} \Lambda \quad \text{and} \quad \mathcal{B} := 1_{(s_1, a_2)} \mathcal{B}.
\]

Note that the operator \( (A^*, \mathcal{B}^*) \) is final state observable for every \( T > T_0 \), cf. [1]. Therefore, [14, Proposition 3.5] yields the inequality (2.25).

Remark 2.3. Note that the result of Proposition 2.4 holds for \( T > T_1 \). However, it does not improve the main result by using the approach developed in [1].

Now, let us consider the following cascade system

\[
\begin{cases}
\frac{\partial w}{\partial t} - \frac{\partial w}{\partial a} - \frac{\partial w}{\partial s} - Lw + (\mu_1(a) + \mu_2(s))w = 0, & \text{in } Q, \\
w(0, a, s, t) = w(1, a, s, t) = 0, & \text{on } \Sigma, \\
w(x, A, s, t) = 0, & \text{in } Q_{S,T}, \\
w(x, a, S, t) = 0, & \text{in } Q_{S,T}, \\
w(x, a, s, 0) = w_0, & \text{in } Q_{A,S}.
\end{cases}
\] (2.26)

We also need the following result for the proof of Theorem 2.1.

Proposition 2.5. Let the assumption of Theorem 1.2 be satisfied. Let \( s_0 \in (s_1, s_2), \ T > s_1 \) and \( a_1 < a_0 < a_2 - s_1 \). Then, there exists a constant \( C_T > 0 \) such that the solution \( w \) of the system (2.26) satisfies the following inequality

\[
\int_0^{s_0} \int_0^{a_0} \frac{1}{\sigma(x)} w^2(x, a, s, T) dx dz ds \leq C_T \int_0^T \int_0^s \int_1^{a_2} \frac{1}{\sigma(x)} w^2(x, a, s, t) dx dz dt ds dt.
\] (2.27)

Moreover, if \( 0 < \epsilon < \delta \) is chosen such that \( T > S - s_2 + \delta \), and \( s_0 = s_2 - \epsilon \), then

\[
w(x, a, s, T) = 0, \quad \text{a.e. in } (0, 1) \times (a_1, A) \times (s_0, S).
\] (2.28)

Proof of Proposition 2.5. The proof is provided in two parts:

1) Proof of the inequality (2.27):

Let \( (A^*, \mathcal{B}^*) \) as defined in the proof of Proposition 2.4. Then, the operator \( (A^*, \mathcal{B}^*) \) is final state observable for any \( T > T_0 = \max\{s_1, S - s_2\} \), cf. [1]. In particular, for every \( T > s_1 \) and \( s_0 \in (s_1, s_2) \), there exists a constant \( C_T > 0 \) such that

\[
\int_0^{s_0} \int_0^{a_0} \frac{1}{\sigma(x)} \varphi^2(x, s, T) dx dz \leq C_T \int_0^T \int_0^s \int_1^{a_2} \frac{1}{\sigma(x)} \varphi^2(x, a, s, t) dx dz dt ds dt.
\] (2.29)
Proof of Lemma 2.2. Let \( s \) satisfy the estimate
\[
C \quad \text{where} \quad T > s_1 \quad \text{and} \quad C_T \text{ is the observability cost in (2.29) which satisfies}
C_T \to +\infty, \quad \text{as} \quad T \to s_1.
\]
Furthermore, let \( T_1, T_2, T_3 \) be real numbers such that
\[
0 \leq T_1 < T_2 \leq T_3, \quad \text{with} \quad T_2 - T_1 > s_1.
\]
Then, for every \( \varphi_0 \in D(A^*) \), the solution \( \varphi \) of the problem
\[
\frac{d\varphi}{dt} = A^* \varphi, \quad t \in [T_1, T_3], \quad \varphi(T_1) = \varphi_0,
\]
satisfies the estimate
\[
\|\varphi(T_3)\|^2_{L^2 \left( (0,1) \times (0,s_0) \right)} \leq M e^{\sigma(T_2 - T_1)} C \int_{T_1}^{T_2} \|\varphi(t)\|^2_{L^2 \left( ((l_1, l_2) \times (1, 2)) \right)} dt.
\]

Proof of Lemma 2.2. Let \( C : D(C) \to L^2_a \left( (0, 1) \times (0, s_0) \right) \) the operator defined by
\[
Cv = \frac{\partial v}{\partial s} + Lv - \mu_2(s)v,
\]
\[
D(C) = \{ v \in L^2_a \left( (0, 1) \times (0, s_0) \right) : Cv \in L^2_a \left( (0, 1) \times (0, s_0) \right), \quad v(0, \cdot) = v(1, \cdot) = 0, \quad v(\cdot, s_0) = 0 \}.
\]

It is not difficult to prove that the operator \( (C, D(C)) \) generates a \( C_0 \)-semigroup on \( L^2_a \left( (0, 1) \times (0, s_0) \right) \). Thus, for every \( T_2 \leq T_3 \), there exists \( C_{T_2, T_3} > 0 \) such that
\[
\int_{0}^{s_0} \frac{1}{\sigma(x)} \varphi^2(x, s, T_3) dx ds \leq C_{T_2, T_3} \int_{0}^{s_0} \frac{1}{\sigma(x)} \varphi^2(x, s, T_2) dx ds.
\]

Now applying the estimate (2.29) on the time interval \([T_1, T_2]\) we get
\[
\int_{T_1}^{T_2} \int_{s_1}^{T_2} \frac{1}{\sigma(x)} \varphi^2(x, s, t) dx ds dt \leq C_{T_1, T_2} \int_{T_1}^{T_2} \int_{s_1}^{T_2} \frac{1}{\sigma(x)} \varphi^2(x, s, t) dx ds dt,
\]
for a constant \( C_{T_1, T_2} > 0 \). The combination of the two estimates above gives (2.31).

In order to apply the result of the above lemma, we need to rewrite (2.26) as follows
\[
\begin{aligned}
\begin{cases}
\frac{\partial w}{\partial t} - \frac{\partial w}{\partial a} - A^* w + \mu_1(a)w = 0, & \text{in} \ (0, 1) \times (0, A) \times (0, T), \\
w(x, a, t) = 0, & \text{on} \ (0, 1) \times (0, T), \\
w(x, a, 0) = w_0, & \text{in} \ (0, 1) \times (0, A).
\end{cases}
\end{aligned}
\]
where \( w_0 \in L^2(0, A; L^2((0, 1) \times (0, S))) \). Moreover, if we set
\[
\tilde{w}(x, a, s, t) = w(x, a, s, t) \exp \left( - \int_{0}^{a} \mu_1(r) dr \right),
\]
then \( \tilde{w} \) satisfies

\[
\begin{cases}
\frac{\partial \tilde{w}}{\partial t} - \frac{\partial \tilde{w}}{\partial a} - A^* \tilde{w} = 0, & \text{in } (0, 1) \times (0, A) \times (0, T), \\
\tilde{w}(x, A, t) = 0, & \text{on } (0, 1) \times (0, T), \\
\tilde{w}(x, a, 0) = \tilde{w}_0, & \text{in } (0, 1) \times (0, A).
\end{cases}
\] (2.33)

As before, proving the inequality (2.27) is equivalent to showing that there exists a constant \( C > 0 \) such that the solution \( \tilde{w} \) of (2.33) satisfies

\[
\int_0^{A} \int_0^{s_0} \frac{1}{\sigma(x)} \tilde{w}^2(x, a, s, T) dxdsda \leq C \int_{(0, 1) \times (0, s_0)} \int_{T_1}^{T_2} \int_{s_1}^{s_2} \int_{T}^{T+T} \int_{T}^{T+T} \frac{1}{\sigma(x)} \tilde{w}^2(x, a, t) dxdsdadt.
\] (2.34)

Now, let us consider the trajectory \( \gamma(\lambda) = (a + T - \lambda, \lambda) \) (i.e., the backward characteristics starting from \((a, 0))\) and set

\[
\varphi(x, s, \lambda) = \tilde{w}(x, a + T - \lambda, s, \lambda).
\]

We clearly have

\[
\frac{d\varphi}{d\lambda} = A^* \varphi, \quad \text{in } (0, T).
\]

Let us assume, without loss of generality, that \( T < a_2 \) and \( T > a_2 - a_1 \). As such, we split the interval \((a_1, a_0)\) as

\[
(a_1, a_0) = (a_1, a_3) \cup (a_3, a_0), \quad \text{with } a_3 = a_2 - T.
\]

**Upper bound on \((a_1, a_3)\):**

According to Lemma 2.2, there exists a constant \( C_1 > 0 \) such that

\[
\|\varphi(T)\|_{L^2((0,1)\times(0,s_0))}^2 \leq C_1 \int_{T_1}^{T_2} \|\varphi(\lambda)\|_{L^2((0,1)\times(0,s_0))}^2 d\lambda.
\]

Equivalently,

\[
\int_0^{s_0} \int_0^1 \frac{1}{\sigma(x)} \tilde{w}^2(x, a, s, T) dxda \leq C_1 \int_{T_1}^{T_2} \int_{s_1}^{s_2} \int_{T}^{T+T} \frac{1}{\sigma(x)} \tilde{w}^2(x, a + T - \lambda, s, \lambda) dxdsd\lambda.
\]

So, by selecting

\[
T_1 = 0 \quad \text{and} \quad T_2 = T + a - a_1,
\]

we get

\[
\int_0^{s_0} \int_0^1 \frac{1}{\sigma(x)} \tilde{w}^2(x, a, s, T) dxda \leq C_1 \int_{a_1}^{a_1+T} \int_{s_1}^{s_2} \int_{T}^{T+T} \frac{1}{\sigma(x)} \tilde{w}^2(x, l, s, a + T - l) dxdsdl.
\]

Therefore, integrating with respect to \( a \) over \((a_1, a_3)\), we obtain

\[
\int_{a_1}^{a_3} \int_0^{s_0} \int_0^1 \frac{1}{\sigma(x)} \tilde{w}^2(x, a, s, T) dxda \leq C_1 \int_{a_1}^{a_2} \int_{s_1}^{s_2} \int_{T}^{T+T} \frac{1}{\sigma(x)} \int_{l-T}^{l} \tilde{w}^2(x, l, s, a + T - l) dldxsl.
\]

Thus,

\[
\int_{a_1}^{a_3} \int_0^{s_0} \int_0^1 \frac{1}{\sigma(x)} \tilde{w}^2(x, a, s, T) dxda \leq C_1 \int_{a_1}^{a_2} \int_{s_1}^{s_2} \int_{T}^{T+T} \int_{l}^{l-T} \frac{1}{\sigma(x)} \tilde{w}^2(x, l, s, t) dtdxslldl.
\]

Hence,

\[
\int_{a_1}^{a_3} \int_0^{s_0} \int_0^1 \frac{1}{\sigma(x)} \tilde{w}^2(x, a, s, T) dxda \leq C_1 \int_{0}^{T} \int_{a_1}^{a_2} \int_{s_1}^{s_2} \int_{T}^{T+T} \frac{1}{\sigma(x)} \tilde{w}^2(x, a, s, t) dxdsdadt.
\]

**Upper bound on \((a_3, a_0)\):**
Similarly, by virtue of Lemma 2.2, we have

\[ \| \varphi(T) \|_{L^2((0,1) \times (0,s_0))}^2 \leq C_1 \int_{T_1}^{T_2} \| \varphi(\lambda) \|_{L^2(\omega \times (s_1,s_2))}^2, \]

for a constant \( C_1 > 0. \) Or, equivalently,

\[ \int_{a_1}^{a_2} \int_{0}^{s_0} \int_{0}^{1} \frac{1}{\sigma(x)} \tilde{w}^2(x,a,s,T)da dx \leq C_1 \int_{a_1}^{a_2} \int_{s_1}^{s_2} \int_{\omega} \frac{1}{\sigma(x)} \tilde{w}^2(x,a + T - \lambda, s, \lambda) dx ds d\lambda. \]

So, by selecting

\[ T_1 = T + a - a_2 \] and \( T_2 = T + a - a_1, \)

we get

\[ \int_{a_1}^{a_2} \int_{0}^{s_0} \int_{0}^{1} \frac{1}{\sigma(x)} \tilde{w}^2(x,a,s,T)da dx \leq C_1 \int_{a_1}^{a_2} \int_{s_1}^{s_2} \int_{\omega} \int_{a_2}^{a_3} \frac{1}{\sigma(x)} \tilde{w}^2(x,l,s,a + T - l) dx ds dll. \]

Integrating with respect to \( a \) over \((a_3, a_2),\) we get

\[ \int_{a_3}^{a_2} \int_{0}^{s_0} \int_{0}^{1} \frac{1}{\sigma(x)} \tilde{w}^2(x,a,s,T)da dx \leq C_1 \int_{a_1}^{a_2} \int_{s_1}^{s_2} \int_{\omega} \int_{a_3}^{a_2} \frac{1}{\sigma(x)} \tilde{w}^2(x,l,s,a + T - l) da dx ds dll. \]

Thus,

\[ \int_{a_3}^{a_2} \int_{0}^{s_0} \int_{0}^{1} \frac{1}{\sigma(x)} \tilde{w}^2(x,a,s,T)da dx \leq C_1 \int_{a_1}^{a_2} \int_{s_1}^{s_2} \int_{\omega} \int_{a_3}^{a_2 + T - l} \frac{1}{\sigma(x)} \tilde{w}^2(x,l,s,t) dt dx ds dll da. \]

Hence,

\[ \int_{a_1}^{a_3} \int_{0}^{s_0} \int_{0}^{1} \frac{1}{\sigma(x)} \tilde{w}^2(x,a,s,T)da dx \leq C_1 \int_{0}^{T} \int_{a_1}^{a_2} \int_{s_1}^{s_2} \int_{\omega} \frac{1}{\sigma(x)} \tilde{w}^2(x,a,s,t) dx ds dll dt. \]

Note that if \( T > a_2 \) or if \( T < a_2 \) and \( T \geq a_2 - a_1, \) we estimate directly on the interval \((a_1, a_2).\)
(a) Estimation of $q(x, a, s, T)$ on $(0, a_1)$. For $T > T_0 + a_1$, the backward characteristics starting from $(a, s, T)$ with $a \in (0, a_1)$ enter the observation domain or without and leave the domain $\Sigma$ by the boundary $s = S$.

(b) Estimation of $q(x, a, s, T)$ on $(a_1, a_0)$. For $T > s_1$, the backward characteristics starting from $(a, s, T)$ with $a \in (a_1, a_2 - s_1)$ and $s \in (0, s_0)$ enter the observation domain.

Figure 6. Illustration of the time to estimate $q(x, a, s, T)$ on $(0, a_0)$

2) Proof of the equality (2.28):

To this end, let $v$ a function so that

\[
\begin{align*}
\frac{\partial v}{\partial t} - \frac{\partial v}{\partial a} - \frac{\partial v}{\partial s} - Lu + (\mu_1(a) + \mu_2(s))v &= 0, & \text{in } (0, 1) \times (0, A) \times (s_0, S) \times (\eta, T), \\
v(0, a, s, t) &= v(1, a, s, t) = 0, & \text{on } (0, A) \times (s_0, S) \times (\eta, T), \\
v(x, A, s, t) &= 0, & \text{in } (0, 1) \times (s_0, S) \times (\eta, T) \\
v(x, a, S, t) &= 0, & \text{in } (0, 1) \times (0, A) \times (\eta, T) \\
v(x, a, s, \eta) &= w_\eta, & \text{in } (0, 1) \times (0, A) \times (s_0, S), 
\end{align*}
\] (2.35)

where $w_\eta = w(x, a, s, \eta)$ in $(0, 1) \times (0, A) \times (s_0, S)$. It is quite obvious that the solution $w$ of (2.26) satisfies

$$w(x, a, s, t) = v(x, a, s, t), \quad \text{a.e. in } (0, 1) \times (0, A) \times (s_0, S) \times (0, T).$$

Since $T > S - s_2$, then there exists $\delta > 0$ such that $T > S - s_2 + 2\delta$. Moreover, if we choose $s_0$ such that $s_0 = s_2 - \delta$, we get

$$(s_0, S) \subset (s_2 - 2\delta, S).$$

Therefore,

$$T > S - s, \quad \text{for all } s \in (s_0, S),$$

and hence

$$w(x, a, s, T) = 0, \quad \text{a.e. in } (0, 1) \times (0, A) \times (s_0, S).$$

This complete the proof of Proposition 2.5. □
After such a long but necessary preparation we can now clearly prove Theorem 2.1. To this end, let \( q = v_1 + v_2 \) with \( v_1 \) and \( v_2 \) are functions satisfying, respectively,

\[
\begin{aligned}
\frac{\partial v_1}{\partial t} - \frac{\partial v_1}{\partial a} - \frac{\partial v_1}{\partial s} - Lv_1 + (\mu_1(a) + \mu_2(s))v_1 &= 0, & \text{ in } Q_{A,S} \times (\eta, T), \\
v_1(0,a,s,t) = v_1(1,a,s,t) &= 0, & \text{ on } (0, A) \times (0, S) \times (\eta, T), \\
v_1(x,A,s,t) = 0, & \text{ in } (0,1) \times (0, S) \times (\eta, T) \\
v_1(x,a,s_2,t) = 0, & \text{ in } Q_{S,T} \\
v_1(x,a,s,\eta) = q_0, & \text{ in } Q_{A,S},
\end{aligned}
\tag{2.36}
\]

where \( q_0 = q(x,a,s,\eta) \) in \( Q_{A,S} \), and

\[
\begin{aligned}
\frac{\partial v_2}{\partial t} - \frac{\partial v_2}{\partial a} - \frac{\partial v_2}{\partial s} - Lv_2 + (\mu_1(a) + \mu_2(s))v_2 &= V, & \text{ in } Q_{A,S} \times (\eta, T), \\
v_2(0,a,s,t) = v_2(1,a,s,t) &= 0, & \text{ on } (0, A) \times (0, S) \times (\eta, T), \\
v_2(x,A,s,t) = 0, & \text{ in } (0,1) \times (0, S) \times (\eta, T) \\
v_2(x,a,s_2,t) = 0, & \text{ in } Q_{S,T} \\
v_2(x,a,s,\eta) = 0, & \text{ in } Q_{A,S},
\end{aligned}
\tag{2.37}
\]

where \( V(x,a,s,t) = \beta(a)q(x,0,s,t) \). According to Duhamel's formula we clearly have

\[
v_2(x,a,s,t) = \int_{\eta}^{t} e^{(t-r)A^*} V(r,\cdot,\cdot, r) dr,
\]

where we recall that \( \Sigma^* := (e^{tA^*})_{t \geq 0} \) is the adjoint semigroup of \( \Sigma \) generated by \( A^* \). Moreover, the solution \( v_2 \) of the system (2.37) satisfies the following estimate.

**Proposition 2.6.** Let the assumption of Theorem 1.2 be satisfied. Then, the solution \( v_2 \) of the system (2.37) satisfies

\[
\begin{aligned}
\int_{\eta}^{T} \int_{S} \int_{A} \int_{x} \frac{1}{\sigma(x)} v_2^2(x,a,s,t) dx ds dt &\leq \int_{\eta}^{T} \int_{S} \int_{A} \int_{x} \frac{1}{\sigma(x)} v_2^2(x,a,s,t) dx ds dt \\
&\leq C \int_{\eta}^{T} \int_{S} \int_{A} \int_{x} \frac{1}{\sigma(x)} q^2(x,0,s,t) dx ds dt,
\end{aligned}
\tag{2.38}
\]

where \( C = e^{\frac{\beta^2}{2}T} \| \beta \|_\infty^2 A \).

**Proof of Proposition 2.6.** First, we set

\[
v_2 = \hat{v}_2 e^{\lambda t}, \quad \text{for } \lambda > 0.
\]

Then the function \( v_2 \) satisfies

\[
\frac{\partial \hat{v}_2}{\partial t} - \frac{\partial \hat{v}_2}{\partial a} - \frac{\partial \hat{v}_2}{\partial s} - L\hat{v}_2 + (\mu_1(a) + \mu_2(s) + \lambda)\hat{v}_2 = e^{-\lambda t} \beta(a)q(x,0,s,t), \quad \text{in } Q_{A,S} \times (\eta, T). \tag{2.39}
\]

Multiplying the above equation by \( \frac{1}{\sigma} \hat{v}_2 \) and integrating over \( Q_{A,S} \times (\eta, T) \), we get

\[
\begin{aligned}
\int_{0}^{T} \int_{S} \int_{A} \int_{x} \frac{1}{\sigma(x)} \hat{v}_2^2(x,a,s,T) dx ds dt &+ \int_{0}^{T} \int_{S} \int_{A} \int_{x} \frac{1}{\sigma(x)} \hat{v}_2^2(x,0,s,T) dx ds dt \\
&+ \int_{\eta}^{T} \int_{Q_{A,S}} \gamma(x) \left( \frac{\partial \hat{v}_2}{\partial x} \right)^2 dx ds dt + \int_{\eta}^{T} \int_{Q_{A,S}} \left( \mu_1(a) + \mu_2(s) + \lambda \right) \frac{1}{\sigma(x)} \hat{v}_2^2(x,0,t) dx ds dt
\end{aligned}
\]

\[
+ \int_{\eta}^{T} \int_{Q_{A,S}} \left( \mu_1(a) + \mu_2(s) + \lambda \right) \frac{1}{\sigma(x)} \hat{v}_2^2(x,0,t) dx ds dt
\]

\[
\leq C \int_{\eta}^{T} \int_{S} \int_{A} \int_{x} \frac{1}{\sigma(x)} q^2(x,0,s,t) dx ds dt,
\]

where \( C = e^{\frac{\beta^2}{2}T} \| \beta \|_\infty^2 A \).
Using Young inequality and choosing $\lambda = \frac{3}{2}$, we get

$$\int_\eta^T \int_{Q_{A,S}} \frac{1}{\sigma(x)} \hat{v}_2^2 dxdsdt \leq \|\beta\|_{\infty}^2 A \int_\eta^T \int_{Q_{A,S}} \frac{1}{\sigma(x)} q^2(x,0,s,t) dxdsdt,$$

and therefore

$$\int_\eta^T \int_{Q_{A,S}} \frac{1}{\sigma(x)} v_2^2 dxdsdt \leq e^{\frac{3}{4}T} \|\beta\|_{\infty}^2 A \int_\eta^T \int_{Q_{A,S}} \frac{1}{\sigma(x)} q^2(x,0,s,t) dxdsdt.$$

□

Proof of the Theorem 3.1. We split the proof into two parts.

**Part 1: The case $s_1 < a_1 + S - s_2$.**

We split the term to be estimated as follows:

$$\int_0^S \int A \int_a^1 \int_0^1 \int_0^1 \sigma(x) q^2(x,a,s,T) dxdsdt = \int_0^{s_1} \int A \int_a^1 \int_0^1 \int_0^1 \sigma(x) q^2(x,a,s,T) dxdsdt + \int_{s_1}^S \int A \int_a^1 \int_0^1 \int_0^1 \sigma(x) q^2(x,a,s,T) dxdsdt.$$

According to Proposition 2.4, we have

$$\int_0^{s_1} \int A \int_a^1 \int_0^1 \int_0^1 \sigma(x) q^2(x,a,s,T) dxdsdt \leq C \int_0^{s_1} \int A \int_a^1 \int_0^1 \sigma(x) q^2(x,a,s,t) dxdsdt. \quad (2.40)$$

So it remains to estimate the following term

$$\int_{s_1}^S \int A \int_a^1 \int_0^1 \int_0^1 \sigma(x) q^2(x,a,s,T) dxdsdt = \int_{s_1}^{s_2} \int A \int_a^1 \int_0^1 \int_0^1 \sigma(x) q^2(x,a,s,T) dxdsdt + \int_{s_2}^S \int A \int_a^1 \int_0^1 \int_0^1 \sigma(x) q^2(x,a,s,T) dxdsdt.$$

**Upper bound on $(0,s_0)$:**

Since $q = v_1 + v_2$, then we need to estimate

$$\int_{s_0}^{s_2} \int A \int_a^1 \int_0^1 \sigma(x) v_1^2(x,a,s,T) dxdsdt + \int_{s_0}^{s_2} \int A \int_a^1 \int_0^1 \sigma(x) v_2^2(x,a,s,T) dxdsdt;$$

In view of Proposition 2.6, we have

$$\int_{s_0}^{s_2} \int A \int_a^1 \int_0^1 \sigma(x) v_2^2(x,a,s,T) dxdsdt \leq C(A - a_2) \int_0^T \int_\eta^S \int A \int_a^1 \int_0^1 \sigma(x) q^2(x,0,s,t) dxdsdt.$$

Proposition 2.2 further yields that

$$\int_{s_0}^{s_2} \int A \int_a^1 \int_0^1 \sigma(x) v_2^2(x,a,s,T) dxdsdt \leq C_1 \int_0^T \int_{s_1}^{s_2} \int_a^1 \int_\omega^s \int A \int_a^1 \sigma(x) q^2(x,a,s,t) dxdsdt. \quad (2.41)$$
Figure 7. Here $\hat{a} = a_2$. The backward characteristics starting from $(a, s, T)$ with $a \in (a_0, A)$ (red line or green line) hits the boundary ($a = A$), gets renewed by the renewal condition $\beta(a)q(x, 0, s, t)$ and then enters the observation domain (red line) or without and leave the domain $\Sigma$ by the boundary $s = S$. So, with the conditions $T > A - a_2 + S - s_2 + a_1 + s_1$ all the characteristics starting at $(a, s, T)$ with $a \in (a_0, A)$ get renewed by the renewal condition $\beta(a)q(x, 0, s, t)$ with $t > T_1$ and enter the observation domain or without all the domain by the boundary $s = S$.

Since $T > A - a_2 + s_1 + S - s_2$, then there exists $\delta > 0$ such that

$$T > A - a_2 + s_1 + S - s_2 + 2\delta.$$ 

Therefore,

$$T - (a_1 + S - s_2 + \delta) > A - (a_2 - (s_1 + \delta)).$$

Moreover, for every $a \in (a_2 - (s_1 + \delta), A)$, we have

$$T - \eta > A - (a_2 - (s_1 + \delta)) > A - a,$$

where $\eta = a_1 + S - s_2 + \delta$. Then

$$v_1(x, a, s, T) = 0 \text{ a.e. in } (0, 1) \times (a_2 - (s_1 + \delta), A) \times (0, S).$$
It follows that

\[
\int_0^{s_0} \int_0^A \int_0^1 \frac{1}{\sigma(x)} v_1^2(x,a,s,T) dx ds dt = \int_0^{s_0} \int_0^{a_2-(s_1+\delta)} \int_0^1 \frac{1}{\sigma(x)} v_1^2(x,a,s,T) dx ds dt.
\]

Moreover, according Proposition 2.4, we get

\[
\int_0^{s_0} \int_0^A \int_0^1 \frac{1}{\sigma(x)} u_1^2(x,a,s,T) dx ds dt \leq C \int_{\eta}^{T-s_0} \int_{a_1}^{a_2} \int_0^l \frac{1}{\sigma(x)} u_1^2(x,a,s,t) dx ds dt.
\] (2.42)

The fact that \( q = v_1 + v_2 \iff v_1 = q - v_2 \) yields

\[
\int_0^{s_0} \int_0^A \int_0^1 \frac{1}{\sigma(x)} u_1^2(x,a,s,T) dx ds dt \leq 2 \left( \int_{\eta}^{T-s_0} \int_{a_1}^{a_2} \int_0^l \frac{1}{\sigma(x)} q^2(x,a,s,t) dx ds dt + \int_{\eta}^{T-s_0} \int_{a_1}^{a_2} \int_0^l \frac{1}{\sigma(x)} u_2^2(x,a,s,t) dx ds dt \right),
\] (2.43)

where we have set \( dQ = dx ds dt \). Thus, by virtue of Proposition 2.5 we get

\[
\int_0^{s_0} \int_0^A \int_0^1 \frac{1}{\sigma(x)} v_1^2(x,a,s,T) dx ds dt \leq C \int_{\eta}^{T-s_0} \int_{a_1}^{a_2} \int_0^l \frac{1}{\sigma(x)} q^2(x,a,s,t) dx ds dt.
\] (2.44)

for a constant \( C > 0 \). The inequalities (2.41) and (2.44) yield that

\[
\int_0^{s_0} \int_0^A \int_0^1 \frac{1}{\sigma(x)} q^2(x,a,s,T) dx ds dt \leq C_1 \int_{\eta}^{T-s_0} \int_{a_1}^{a_2} \int_0^l \frac{1}{\sigma(x)} q^2(x,a,s,t) dx ds dt.
\] (2.45)

for a constant \( C_1 > 0 \). Finally, (2.40) and (2.45) yield

\[
\int_0^{s_0} \int_0^A \int_0^1 \frac{1}{\sigma(x)} q^2(x,a,s,T) dx ds dt \leq C_T \int_{\eta}^{T-s_0} \int_{a_1}^{a_2} \int_0^l \frac{1}{\sigma(x)} q^2(x,a,s,t) dx ds dt.
\] (2.46)

**Upper bound on \((s_0, S)\):**

We split the term to be estimated as follows

\[
\int_{s_0}^{S} \int_{a_1}^{A} \int_0^1 \frac{1}{\sigma(x)} q^2(x,a,s,T) dx ds dt = \int_{s_0}^{S} \int_0^1 \frac{1}{\sigma(x)} q^2(x,a,s,T) dx ds dt + \int_{s_0}^{S} \int_0^1 \frac{1}{\sigma(x)} q^2(x,a,s,T) dx ds dt.
\]

According to Proposition 2.4 we have

\[
\int_{s_0}^{S} \int_0^1 \frac{1}{\sigma(x)} q^2(x,a,s,T) dx ds dt \leq C \int_{s_0}^{S} \int_0^1 \frac{1}{\sigma(x)} q^2(x,a,s,t) dx ds dt.
\] (2.47)

Since \( q = v_1 + v_2 \) one need to estimate

\[
\int_{s_0}^{S} \int_{a_1}^{A} \int_{\Omega} \frac{1}{\sigma(x)} u_1^2(x,a,s,T) dx ds dt + \int_{s_0}^{S} \int_0^1 \frac{1}{\sigma(x)} u_2^2(x,a,s,T) dx ds dt.
\]

Since \( T > S - s_2 \) and for an appropriate choice of \( s_0 \in (s_1, s_2) \), by Proposition 2.2 we get

\[
v_2(x,a,s,T) = 0 \text{ a.e. in } (0, 1) \times (0, A) \times (s_0, S).
\] (2.48)

Also, as \( T > S - s_2 \) then there exists \( \delta > 0 \) such that \( T > S - s_2 + 2\delta \) and then if we take \( S_0 = s_2 - \delta = \eta \). Moreover, according to Step 1 of the proof of Proposition 2.3, we have

\[
q(x,0,s,t) = 0 \text{ a.e. in } \Omega \times (s_0, S) \times (s_0, T),
\]
Therefore,
\[ v_2(x, a, s, T) = 0 \text{ a.e. in } \Omega \times (s_0, S) \times (s_0, T). \]

Using the Proposition 3.1., we get
We conclude that
\[
\int_{S_0}^{s} \int_{0}^{T} \int_{\sigma(x)}^{a} q(x, a, s, T)dxads \leq C_T \int_{0}^{s} \int_{a}^{T} \int_{s}^{a_2} \int_{\omega}^{s_2} \frac{1}{\sigma(x)} q^2(x, a, s, t)dxdadsdt.
\]

Finally, combining (2.49) and (2.46) we obtain the observability inequality.

**Part 2: the case** \( s_1 > a_1 + S - s_2 \). In this part, we need to be able to estimate \( q(., a, s, T) \) if \( (a, s) \in (a_2 - s_1, A) \times (0, s_1 - a_1) \) in the case where \( T > A - a_2 + S - s_2 + a_1 + s_1 \).

For it, we split this section as follows:
\[ S_T^1 = \{(a, s, T) \text{ such that } 0 < s < s_1 - a_1 \text{ and } s + A - s_1 + a_1 < a < A\} \]
and
\[ S_T^2 = \{(a, s, T) \text{ such that } 0 < s < s_1 - a_1 \text{ and } a_2 - s_1 < a < A - s_1 + a_1 + s\}. \]

All the backwards characteristics starting \((a, s, T)\) with \((a, s, T) \in S_T\) get renewed by the renewal term with \( a \in (A - \delta, A) \) and need at least \( s_1 - \delta \) to enter the observation domain.

In \( S_T^1 \) we have
\[
q(x, a, s, T) = \int_{T-\delta}^{T} \beta(a + T - l)q(x, 0, s + T - l, l)dl
\]
\[= \int_{a}^{A-\delta} \beta(\sigma)q(x, 0, s + \sigma - a, a + T - \sigma)d\sigma. \]

Then
\[
\int_{\Omega}^{1} q^2(x, a, s, T) \leq A||\beta||^2_{\infty} \int_{a}^{A-\delta} q^2(x, 0, s + \sigma - a, a + T - \sigma)d\sigma
\]

Let \( \delta > 0 \) be such that \( T > s_1 + \delta \). Subdividing the interval \((0, s_1 - a_1)\) in \( M \) intervals as follows:
\[ 0 = \delta_0 < \delta_1 < \delta_2 < \delta_3 < \ldots < \delta_M \text{ such that } \delta_i - \delta_{i+1} < \delta, i \in \{0, 1, ..., M - 1\}, \]
with
\[ \delta_0 = 0 \text{ and } \delta_M = s_1 - a_1 \]
We denote by
\[ S_{T,i}^1 = \{(a, s, T) \text{ such that } \delta_i < s < \delta_{i+1} \text{ and } s + A - \delta_{i+1} < a < A - \delta_i\}. \]

Moreover, in \( S_{T,i} \),
\[ \max\{T - S + s, T - A + a\} > T - \delta_{i+1} + s. \]

Therefore, if \((a, s, T) \in S_{T,i}^1 \) and \( T > s_1 + \delta \), then \( T - \delta_{i+1} > s_1 - \delta_i \). Moreover, for every \( \eta \) and \( T \) such that \( s_1 - \delta_i < \eta < T \), we have
\[
\int_{\eta}^{T} \int_{\delta_i}^{\delta_{i+1}} \int_{\Omega}^{1} q^2(x, 0, s, t)dxdsts \leq C_T \int_{0}^{s_2} \int_{a_1}^{a_2} \int_{s}^{a_2} \int_{\omega}^{s_2} \frac{1}{\sigma(x)} q^2(x, a, s, t)dxdadsdt.
\]
Therefore,

\[ \int_0^T \int_{\delta_i}^{\delta_i+1} \frac{1}{\sigma} q^2(x,a,s,T) dx \, da \, ds \leq C_T \int_0^T \int_{s_2}^{s_2+a_2} \int_{a_1}^{a_2} \frac{1}{\sigma} q^2(x,a,s,t) dx \, da \, ds \, dt. \]

Then for \( T > s_1 \), we have

\[ \int_{S_T} \frac{1}{\sigma} q^2(x,a,s,T) dx \, da \, dt \leq C_T \int_0^T \int_{s_2}^{s_2+a_2} \int_{a_1}^{a_2} \int_{\omega}^{\omega_1} \frac{1}{\sigma} q^2(x,a,s,t) dx \, da \, ds \, dt. \]

\[ b = A - s_1 + a_1 \]

**Figure 8.** Illustration in the case \( s_1 > a_1 \)

In the case where \( s_1 > a_1 \), only the backwards characteristics starting at \((a,s,T) \in S_T\)

get renewed by the renewal term with \( s \in (0,s_1-a_1)\)
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