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Abstract

Let \( P \) be an irreducible and reversible transition matrix on a finite state space \( V \) with invariant distribution \( \pi \). We let \( k \) chains start by choosing independent locations distributed according to \( \pi \) and then they evolve independently according to \( P \). Let \( \tau_{\text{cov}}(k) \) be the first time that every vertex of \( V \) has been visited at least once by at least one chain and let \( t_{\text{cov}}(k) = E[\tau_{\text{cov}}(k)] \) with \( t_{\text{cov}} = t_{\text{cov}}(1) \). We prove that \( t_{\text{cov}}(k) \leq t_{\text{cov}}/k \). When \( k \leq t_{\text{cov}}/t_{\text{rel}} \), where \( t_{\text{rel}} \) is the inverse of the spectral gap, we show that this bound is sharp. For \( k \leq t_{\text{cov}}/t_{\text{mix}} \) with \( t_{\text{mix}} \) the total variation mixing time of \((P + I)/2\) we prove that \( k \cdot \max_{x_1, \ldots, x_k} \mathbb{E}_{x_1, \ldots, x_k}[\tau_{\text{cov}}(k)] \approx t_{\text{cov}} \).
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1 Introduction

Let \( P \) be an irreducible transition matrix on the finite state space \( V \) and suppose that \( P \) is reversible with respect to the invariant distribution \( \pi \).

Let \( X_1, \ldots, X_k \) be \( k \) independent discrete time Markov chains with matrix \( P \). For every \( i \) and \( x \in V \) let \( \tau_x^i \) be the first hitting time of \( x \) by \( X_i \), i.e.

\[
\tau_x^i = \min\{t \geq 0 : X_t^i = x\}.
\]

We let \( \tau_{\text{cov}}(k) \) be the first time that every state \( x \) of \( V \) has been visited at least once by one of the chains. More formally,

\[
\tau_{\text{cov}}(k) = \min\{t \geq 0 : \forall x, \, \exists \, i \leq k \text{ s.t. } \tau_x^i \leq t\} = \max_{x} \min_{i \leq k} \tau_x^i.
\]

When \( k = 1 \), we write \( \tau_{\text{cov}} = \tau_{\text{cov}}(1) \) and \( t_{\text{cov}} = \max_x \mathbb{E}_x[\tau_{\text{cov}}] \).

The problem of bounding \( \max_x \mathbb{E}_{x_1, \ldots, x_k}[\tau_{\text{cov}}(k)] \) in terms of \( t_{\text{cov}} \) was first studied in [1], where they obtained bounds on the speed-up defined by

\[
S_k(P) = \frac{t_{\text{cov}}}{\max_{x_1, \ldots, x_k} \mathbb{E}_{x_1, \ldots, x_k}[\tau_{\text{cov}}(k)]}
\]

for random walks on several classes of graphs. We now state a conjecture from [1].
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Conjecture 1.1. There exist universal constants $C$ and $C'$ so that for any graph $G$ and a simple random walk on $G$ for all $k$

$$C' \log k \leq S^k(G) \leq Ck.$$ 

In the present paper, our main result establishes a related bound on the expectation of $\tau_{\text{cov}}(k)$ when the $k$ chains start independently according to $\pi$. Namely that for all $k$

$$\tilde{S}^k = \frac{t_{\text{cov}}}{\mathbb{E}_{\pi}^{\otimes k}[\tau_{\text{cov}}(k)]} \geq ck,$$

for some absolute constant $c > 0$. We also show that if $k \leq t_{\text{cov}}/t_{\text{rel}}$, where $t_{\text{rel}}$ is the relaxation time of $P$ defined below, then $\tilde{S}^k \leq Ck$, for some absolute constant $C$. Finally, we also show that $S^k(P) \asymp k$ whenever $k \leq t_{\text{cov}}/t_{\text{mix}}$, where $t_{\text{mix}}$ is the total variation mixing time of the lazy version of $P$ defined below.

Theorem 1.2. There exists a positive constant $C$ so that if $P$ is an irreducible and reversible transition matrix on a finite state space with invariant distribution $\pi$, then for all $k$

$$\mathbb{E}_{\pi}^{\otimes k}[\tau_{\text{cov}}(k)] \leq C \cdot \left\lceil \frac{t_{\text{cov}}}{k} \right\rceil.$$

Remark 1.3. A very minor modification to our proof of Theorem 1.2 in fact implies a stronger result. In the setup of Theorem 1.2 for every $\delta \in (0, 1)$ there exists a positive constant $C = C(\delta)$ (independent of the chain) such that for all $k$ with probability at least $\delta$ after $C[t_{\text{cov}}/k]$ steps of the $k$ chains each state $v$ is visited between $C\delta t_{\text{cov}}\pi(v)$ and $C[\delta^{-1}t_{\text{cov}}\pi(v)]$ number of times (by the $k$ chains combined).

Remark 1.4. We believe that the method of proof of Theorem 1.2 can be used to show that there exists an absolute constant $C$ (independent of $P$) such that for all $k' < k$ we have that

$$\mathbb{E}_{\pi}^{\otimes k}[\tau_{\text{cov}}(k)] \leq C \cdot \left\lceil \frac{k'}{k} \mathbb{E}_{\pi}^{\otimes k'}[\tau_{\text{cov}}(k')] \right\rceil.$$

The problem of bounding $\mathbb{E}_{\pi}^{\otimes k}[\tau_{\text{cov}}(k)]$ was also considered by Efremenko and Reingold in [5] where the following bound was obtained for any random walk on a finite connected graph $G$ (Theorem 4.8)

$$t_{\text{cov}} \leq k\mathbb{E}_{\pi}^{\otimes k}[\tau_{\text{cov}}(k)] + O(t_{\text{mix}} \cdot k \log k) + O(k \sqrt{t_{\text{mix}} \mathbb{E}_{\pi}^{\otimes k}[\tau_{\text{cov}}(k)]}).$$

Related results were also obtained by Elsässer and Sauerwald [7]. The value of $\mathbb{E}_{\pi}^{\otimes k}[\tau_{\text{cov}}(k)]$ was determined up to smaller order terms for a wide range of $k$ in [2] in the case where $G$ is a $d$-dimensional (discrete grid) torus of side length $n$ (see also [2] Proposition 2.8) for a certain general result about $\tau_{\text{cov}}(k)$). It is conjectured in [2] for vertex transitive graphs and proved in the case of tori that the cover time by multiple walks starting from i.i.d. stationary initial positions is intimately related to the susceptibility of the frog model on the same graph. Loosely speaking, the susceptibility of the frog model is the minimal lifetime of an infected individual which is sufficient to ensure that the infection reaches all particles before dying out, if initially only the particles at the origin are infected. The cover time by multiple random walks also has some algorithmic applications. We refer the reader to [9] for a discussion of such applications. For a comprehensive discussion of the existing literature about cover times see [1].

Before stating the next result, we recall the definition of the total variation mixing time. For two probability measures $\mu$ and $\nu$ we write $\|\mu - \nu\|_{\text{TV}}$ for the total variation distance between $\mu$ and $\nu$. 
For a transition matrix $P$ we write $P_L = (P + I) / 2$ for the lazy version of $P$ in order to avoid periodicity and near-periodicity issues. For every $\varepsilon \in (0, 1)$, the $\varepsilon$-total variation mixing time is defined to be

$$t_{\text{mix}}(\varepsilon) = \min\{t \geq 0 : \max_x \|P_t^L(x, \cdot) - \pi\|_{TV} \leq \varepsilon\}.$$ 

We write $t_{\text{mix}} = t_{\text{mix}}(1/4)$.

**Corollary 1.5.** There exists a positive constant $C$ so that if $P$ is an irreducible and reversible transition matrix on a finite state space $V$, then for all $k$ we have

$$\max_{x_1, \ldots, x_k} \mathbb{E}_{x_1, \ldots, x_k}[\tau_{\text{cov}}(k)] \leq C \left( t_{\text{mix}} + \frac{t_{\text{cov}}}{k} \right).$$

In the following proposition we prove that when $k \leq t_{\text{cov}} / t_{\text{mix}}$, then the speed-up is linear. The upper bound follows from Corollary 1.5 while the proof of the lower bound is similar to the proof of [5] Lemma 4.9.

**Proposition 1.6.** There exist constants $C_1, C_2$ and $C_3$ so that if $P$ is a finite irreducible and reversible transition matrix with invariant distribution $\pi$ and $k \leq t_{\text{cov}} / t_{\text{mix}}$, then

$$C_1 \frac{t_{\text{cov}}}{k} \leq \mathbb{E}_{\pi^\otimes k}[\tau_{\text{cov}}(k)] \leq C_2 \frac{t_{\text{cov}}}{k}.$$ 

Moreover, for all such $k$ we have

$$C_1 \frac{t_{\text{cov}}}{k} \leq \max_{x_1, \ldots, x_k} \mathbb{E}_{x_1, \ldots, x_k}[\tau_{\text{cov}}(k)] \leq C_3 \frac{t_{\text{cov}}}{k}.$$ 

Before stating our final result which strengthens the first statement of Proposition 1.6 we recall that the relaxation time $t_{\text{rel}}$ of a Markov chain with transition matrix $Q$ is defined to be

$$t_{\text{rel}} = \frac{1}{\gamma},$$

where $\gamma$ is the spectral gap given by

$$\gamma = 1 - \max\{\lambda : \lambda \text{ is an eigenvalue of } Q \text{ with } \lambda \neq 1\}.$$ 

**Theorem 1.7.** There exists a positive constant $c$ so that for all finite irreducible reversible Markov chains $P$ with invariant distribution $\pi$, then for all $k \leq t_{\text{cov}} / t_{\text{rel}}$

$$c \cdot \frac{t_{\text{cov}}}{k} \leq \mathbb{E}_{\pi^\otimes k}[\tau_{\text{cov}}(k)] \leq \frac{1}{c} \cdot \frac{t_{\text{cov}}}{k}.$$ 

The example from Figure 1 in [5], namely two cliques of size $n$ connected by a single edge, shows that in general $\mathbb{E}_{\pi^\otimes k}[\tau_{\text{cov}}(k)] \geq e^{\frac{\gamma}{\ell}}$ may fail for $k > t_{\text{cov}} / t_{\text{rel}}$. Indeed, in this example $t_{\text{cov}} = \Theta(n^2) = t_{\text{rel}}$ one can show that $\mathbb{E}_{\pi^\otimes k}[\tau_{\text{cov}}(k)] \geq e^{C_{\text{rel}} n \log n} + n^2 e^{-ck}$. We conclude the introduction by noting that in a recent work by Rivera et al. [10], it is shown that there exists a $c > 1/26$ such that $\mathbb{E}_{\pi^\otimes k}[\tau_{\text{cov}}(k)] \geq e^{-10 c k} \mathbb{E}_{\pi}[\tau_{\text{cov}}]$ for any $k$. See [10] for additional results concerning $\mathbb{E}_{\pi^\otimes k}[\tau_{\text{cov}}(k)]$ and $\max_{x_1, \ldots, x_k} \mathbb{E}_{x_1, \ldots, x_k}[\tau_{\text{cov}}(k)]$. We note that one can generalize Corollary 1.5 by replacing the term $t_{\text{mix}}$ on the r.h.s. of the display from the Corollary with the notion of “mixing time of $\ell < k$ walks out of $k$” introduced in [10] (which is smaller than $t_{\text{mix}}$), and replacing the term $\frac{\text{mix}}{k}$ by $\frac{\text{mix}}{k}$. One can then take a minimum over $1 \leq \ell \leq k$.

**Notation** For functions $f$ and $g$ we write $f(n) \lesssim g(n)$ if there exists a constant $c > 0$ such that $f(n) \leq c g(n)$ for all $n$. We write $f(n) \gtrsim g(n)$ if $g(n) \lesssim f(n)$. Finally, we write $f(n) \asymp g(n)$ if both $f(n) \lesssim g(n)$ and $f(n) \gtrsim g(n)$.

**Acknowledgements:** We thank Nicolás Rivera, Thomas Sauerwald and John Sylvester for useful discussions and for feedback on an earlier draft of this work.
1.1 Overview

In this section we first give an outline of the argument used to prove Theorem 1.2 and then a brief discussion on the proofs of Corollary 1.5 and Theorem 1.7.

Our proof of Theorem 1.2 builds upon the groundbreaking work of Ding, Lee and Peres [4], where they established that the expected cover time of a random walk on a weighted graph is up to universal constants equal to the total conductance of the graph multiplied by the square of the expected maximum of the discrete Gaussian free field on the graph. Moreover, they prove that the expected cover time is comparable to the strong δ-blanket time, which is the first time \( t \) such that the chain visits every state at least \( \delta t \pi(v) \) times and at most \( \delta^{-1} t \pi(v) \) time by time \( t \). This result is crucial for our analysis as we explain below.

In order to prove Theorem 1.2 we employ the following strategy:

(i) Construct an auxiliary Markov chain whose expected cover time is comparable to \( k \mathbb{E}_{\pi^\otimes k} [\tau_{\text{cov}}(k)] \) up to some universal constants.

(ii) Prove that the expected cover time of the auxiliary chain is at most \( Ct_{\text{cov}} \) for some absolute positive constant \( C \), where \( t_{\text{cov}} \) is the expected cover time of the original chain.

We actually construct a whole family of auxiliary Markov chains indexed by a parameter \( \lambda \in (0, 1) \). We do so by adding a new state \( \partial \) to the state space \( V \) and modify the transition matrix by allowing jumps to \( \partial \) with probability \( \lambda \) and with probability \( 1 - \lambda \) the Markov chain uses the original matrix \( P \). When at \( \partial \) the chain jumps to \( x \in V \) with probability \( \pi(x) \).

We now explain how we address (ii). Using the equivalence from [4] between the cover time and the maximum of the GFF, the problem reduces to a comparison between the expected maxima of two Gaussian processes. One obstacle in comparing them though is that the two GFF’s are defined on different state spaces due to the addition of \( \partial \). However, this turns out to not be a major obstacle. One solution is to consider \( \lambda_0 \asymp 1/t_{\text{cov}} \) and show that for such a choice the cover time of the auxiliary chain is comparable to that of the original chain. One can then compare the effective resistances of the auxiliary chain for smaller values of \( \lambda \) to those of the auxiliary chain with parameter \( \lambda_0 \). Applying then the Sudakov-Fernique inequality translates a comparison between effective resistances into a comparison between the expectations of the maxima of the two GFF’s, and hence this yields a comparison of expected cover times.

We now discuss (i). Naturally, when considering \( \mathbb{E}_{\pi^\otimes k} [\tau_{\text{cov}}(k)] \) it is natural to take \( \lambda \) such that \( k/\lambda \asymp t_{\text{cov}} \), since the first \( k \) excursions from \( \partial \) to itself take roughly \( k/\lambda \) time units for the chain to complete. To bound \( \mathbb{E}_{\pi^\otimes k} [\tau_{\text{cov}}(k)] \) from above by \( Ct_{\text{cov}}/k \) it does not suffice to argue that for such choice of \( \lambda \) the union of the first \( k \) excursions covers the state space. The difficulty is that while the lengths of the excursions have mean \( 1/\lambda \), these lengths are random, and some of them will typically be unusually long. Namely, out of the first \( k \) excursions, the longest excursion will typically be of length \( \asymp (\log k)/\lambda \).

To address this issue we show that even if we truncate excursions of length above \( C_0/\lambda \) so that their new length is \( C_0/\lambda \), for some large absolute constant \( C_0 > 0 \), the union of the first \( k \) (possibly truncated) excursions covers the graph with probability bounded away from zero. The idea is roughly as follows: If we set \( \lambda \) such that \( k/\lambda = C_1 t_{\text{cov}} \) for a large constant \( C_1 \) then from the aforementioned blanket time result we have that with probability close to 1 by taking \( C_1 \) large enough in the first \( k \) excursions every state \( v \) is visited at least \( 0.99 \pi(v) k/\lambda \) times. Here we use the choice \( k/\lambda = C_1 t_{\text{cov}} \) together with (ii) above and we also need to take \( C_1 \) to be large compared with \( C \) from (ii).
To conclude the proof it would now suffice to show that during the union of the parts of the excursions after time $C_0/\lambda$ (here time is measured w.r.t. each excursion) there is no vertex $v$ which is visited at least $0.98\pi(v)k/\lambda$ times. Crucially, only a relatively few excursions (roughly $e^{-C_0 k(1 \pm o(1))}$ of them) would be of length at least $C_0/\lambda$. Using the memoryless property of the Geometric distribution, as well as the stationarity of the excursions, we can apply the upper bound on the local time at a state from the definition of the blanket time to the union of the parts of the excursions after time $C_0/\lambda$. To make this argument rigorous we cannot directly work with the blanket time, since its definition lacks monotonicity. To overcome this issue, in Section 3 we state and prove some results on local times whose proofs follow similarly to [4]. This concludes the discussion of the proof of Theorem 1.2.

We now discuss Corollary 1.5. First we may assume that the original chain is lazy as this can only increase $\max_{x_1,\ldots,x_k} \mathbb{E}_{x_1,\ldots,x_k} [\tau_{\text{cov}}(k)]$, and this increases $t_{\text{cov}}$ by exactly a factor 2. The idea is to let the $k$ chains first evolve for $Ct_{\text{mix}}$ time units, where $t_{\text{mix}}$ is as above the mixing time of the lazy chain. Using standard results on reversible chains we argue that after this initial burn in period we may assume that at least $k/2$ of the walks have i.i.d. stationary locations at time $Ct_{\text{mix}}$. The proof can then be concluded using Theorem 1.2.

We conclude this overview with a brief discussion on the proof of Theorem 1.7. By the above discussion, the main ingredient in the proof is to show that if $\lambda_0$ is as above, and $\lambda_0 \leq \lambda \leq 1/t_{\text{rel}}$ then the effective resistances for the auxiliary chain with parameter $\lambda$ are pairwise comparable up to a universal constant to the corresponding effective resistances for the auxiliary chain with parameter $\lambda_0$. Instead of working with the auxiliary chains we defined above, for technical reasons we actually establish such a comparison of effective resistances between the original chain $P$ and another auxiliary chain $K_\lambda$ defined via $K_\lambda(x, y) = (1 - \lambda)P(x, y) + \lambda \pi(y)$. We believe that the comparison of effective resistances that we establish is of interest in its own right.

Organisation In Section 2 we recall some background on the Gaussian free field (GFF) and the equivalence between the cover time and the maximum of the GFF as established in [4]. In Section 3 we introduce a family of auxiliary chains and prove bounds on their cover and local times. In Section 4 we give the proofs of Theorem 1.2, Corollary 1.5 and Proposition 1.6. Finally in Section 5 we prove Theorem 1.7 by first establishing a comparison result between effective resistances for another auxiliary family of Markov chains that we define there.

## 2 Preliminaries

We recall some results on the correspondence between the Gaussian free field and cover times obtained by Ding, Lee and Peres in [4]. In this section, $G = (V, E)$ will always be a finite connected graph with weights $(w(e))_e$ assigned to the edges. For a vertex $x$ we write $w(x) = \sum_{y \sim x} w(x, y)$. A continuous time weighted random walk $X$ on $G$ is the process that stays at every vertex for an independent exponential random variable of parameter 1 and then jumps to a neighbour with probability proportional to the weight of the connecting edge, i.e.

$$P(x, y) = \frac{w(x, y)}{w(x)}.$$  

The Gaussian free field (GFF) $\eta$ on $G = (V, E)$ with boundary (sometimes also called ground state) $z \in V$ is the zero mean Gaussian process $(\eta_x)_{x \in V}$ indexed by the vertices of $G$ with $\eta_z = 0$ and covariances given by

$$\text{Cov}(\eta_x, \eta_y) = \frac{\mathbb{E}_x [L_{\tau_z}(y)]}{w(y)}, \quad \forall \ x, y,$$  

(2.1)
where \( L_t(y) = \int_0^t 1(X_s = y) \, ds \) for every \( t > 0 \) is the local time at \( y \). Equivalently, for all \( x, y \in V \) the variance of \( \eta_x - \eta_y \) is given by
\[
\mathbb{E}[(\eta_x - \eta_y)^2] = R_{\text{eff}}(x, y),
\]
where \( R_{\text{eff}}(x, y) \) is the effective resistance between \( x \) and \( y \) in the weighted graph \( G \) (see for instance \[4\] Lemma 2.1).

We next state the isomorphism theorem that first appeared in \[6\] which will be used several times in the paper and was also used extensively in \[4\].

**Theorem 2.1** (Generalised Second Ray-Knight Isomorphism theorem, \[6\]). Let \( G = (V, E) \) be a finite connected graph with weights \((w(e))_{e \in E}\) assigned to the edges and let \( z \in V \) be a distinguished vertex of \( G \). Let \( X \) be a continuous time weighted random walk on \( G \) starting from \( z \). For every \( t > 0 \) we set
\[
\tau(t) = \inf \left\{ s \geq 0 : \frac{L_s(z)}{w(z)} \geq t \right\}.
\]
Let \( \eta \) be a GFF on \( G \) with boundary \( z \) independent of \( X \). Then
\[
L_{\tau(t)}(x) w(x) = \left( \frac{1}{2}(\eta_x + \sqrt{2t})^2 \right) w(x) \quad \text{for all } x \in V.
\]

**Theorem 2.2** (\[4\], Theorem 1.9). Let \( G = (V, E) \) be a finite connected graph endowed with weights \((w(e))_{e \in E}\). Let \( X \) be a discrete or continuous weighted walk on \( G \) and let \( \tau_{\text{cov}} \) be its cover time. Let \( \eta \) be a GFF on \( G \) with boundary \( z \in V \). Then
\[
\max_x \mathbb{E}_x[\tau_{\text{cov}}] \asymp C(G) \left( \mathbb{E}\left[\max_x \eta_x\right] \right)^2,
\]
where \( C(G) = \sum_v w(v) \).

**Remark 2.3.** We note that Alex Zhai in \[11\] sharpened the above result by obtaining exponential concentration bounds for the cover time of general graphs in terms of the expectation of the maximum of the GFF. His bounds are sharp for sequences of graphs with \( \max_{x,y} \mathbb{E}_x[\tau_y] = o(\tau_{\text{cov}}) \).

**Lemma 2.4** (\[4\], Theorem (MM) and Lemma 2.4). There exist positive constants \( c \) and \( u_0 \) so that if \( G = (V, E) \) is a finite connected graph with weights \((w(e))_{e \in E}\) on the edges and \( \eta \) is a GFF on \( G \) with boundary \( z \in V \), then for all \( u \geq u_0 \) we have
\[
\sum_{x \in V} \exp \left( -u \cdot w(x) \cdot \left( \mathbb{E}\left[\max_v \eta_v\right] \right)^2 \right) \lesssim e^{-cu}.
\]

### 3 Cover time of an auxiliary Markov chain

Let \( P \) be an irreducible transition matrix on the finite state space \( V \) and suppose it is reversible with respect to the invariant distribution \( \pi \). In this section we introduce a family of auxiliary Markov chains indexed by \( \lambda \in (0, 1) \) by adding the state \( \partial \) to the state space \( V \) and modifying the transition matrix \( P \) as follows: for every \( \lambda \in (0, 1) \) we let
\[
P^\lambda(x, \partial) = \lambda, \quad P^\lambda(x, y) = (1 - \lambda)P(x, y) \quad \text{and} \quad P^\lambda(\partial, x) = \pi(x) \quad \forall x, y \in V.
\]
Then it is immediate to check that $P^\lambda$ is reversible with respect to $\pi^\lambda$ given by
\[
\pi^\lambda(x) = \frac{\pi(x)}{1+\lambda} \quad \text{for } x \neq \partial \quad \text{and} \quad \pi^\lambda(\partial) = \frac{\lambda}{1+\lambda}.
\]
Since the matrix $P^\lambda$ is reversible, it corresponds to a random walk on $V \cup \{\partial\}$ with weights on the (undirected) edges given by
\[
w^\lambda(x, \partial) = \frac{\lambda}{1+\lambda} \cdot \pi(x) \quad \text{and} \quad w^\lambda(x, y) = \frac{1-\lambda}{1+\lambda} \cdot P(x, y) \pi(x), \quad \forall \ x, y \in V
\]
and we also write
\[
w^\lambda(x) = \sum_y w^\lambda(x, y) = \frac{\lambda}{1+\lambda} \cdot \pi(x) + \frac{1-\lambda}{1+\lambda} \cdot \pi(x) = \frac{\pi(x)}{1+\lambda} \quad \text{and} \quad w^\lambda(\partial) = \frac{\lambda}{1+\lambda}.
\]
So the total conductance of $V \cup \{\partial\}$ corresponding to $P^\lambda$ is equal to $\sum_x w^\lambda(x) = 1$ and the stationary distribution of $P^\lambda$ is $\pi^\lambda$.

We now consider the weighted graph $(V \cup \{\partial\}, (w^\lambda(x, y))_{(x,y)})$ and write $R_{\text{eff}}^\lambda(x, y)$ for the effective resistance between $x$ and $y$. Let $\eta^\lambda$ be a GFF on $V \cup \{\partial\}$ with $\eta^\lambda_\partial = 0$ and
\[
E[(\eta^\lambda_x - \eta^\lambda_y)^2] = R_{\text{eff}}^\lambda(x, y) \quad \text{for all } x, y \in V \cup \{\partial\}.
\]
Let $X$ be a discrete time Markov chain on $V \cup \{\partial\}$ with matrix $P^\lambda$. We define for all $x \in V \cup \{\partial\}$ the hitting time
\[
\tau^\lambda_x = \min\{t \geq 0 : X_t = x\}
\]
and the cover time
\[
\tau^\lambda_{\text{cov}} = \max_x \tau^\lambda_x.
\]
We finally write $t^\mu_{\text{cov}} = \max_x E_x[\tau^\lambda_{\text{cov}}]$.

**Lemma 3.1.** Let $P$ be a finite, irreducible and reversible transition matrix. If $0 < \lambda < \mu \leq 1/2$, then
\[
E\left[ \max_v \eta^\mu_v \right] \leq 3E\left[ \max_v \eta^\lambda_v \right].
\]
Moreover, $t^\mu_{\text{cov}} \lesssim t^\lambda_{\text{cov}}$.

**Proof.** By the Sudakov-Fernique inequality (see for instance [3, Proposition 5.11]) it suffices to prove that for all $u$ and $v$
\[
E\left[ (\eta^\mu_u - \eta^\mu_v)^2 \right] \leq 3E\left[ (\eta^\lambda_u - \eta^\lambda_v)^2 \right],
\]
which is equivalent to proving that for all $u$ and $v$
\[
R_{\text{eff}}^\mu(u, v) \leq 3R_{\text{eff}}^\lambda(u, v),
\]
where $R_{\text{eff}}^\lambda(x, y)$ stands for the effective resistance between $(x, y)$ in the graph $(V \cup \{\partial\}, (w^\lambda(x, y))_{(x,y)})$. Now notice that by the definition of the weights $w^\lambda$ in (3.1) it follows that for all $x$
\[
w^\lambda(x, \partial) < w^\mu(x, \partial)
\]
and for all \( x, y \neq \partial \)
\[
w^\lambda(x, y) \leq 3w^\mu(x, y),
\]
since for \( \mu \in (0, 1/2] \) it holds that \((1 - \mu)/(1 + \mu) \geq 1/3\). Therefore using Thomson’s principle we obtain for all \( u, v \)
\[
R^\lambda_{\text{eff}}(u, v) \geq \frac{1}{3}R^\mu_{\text{eff}}(u, v),
\]
which proves (3.2) and concludes the proof of the first statement of the claim.

For the second statement, by Theorem 2.2 (and \( \sum_x w^\lambda(x) = 1 \)) we get
\[
t^\lambda_{\text{cov}} \asymp \left( \mathbb{E} \left[ \max_x \eta^\lambda_x \right] \right)^2.
\]
This combined with the first assertion of the lemma completes the proof. \( \square \)

**Claim 3.2.** There exists a universal constant \( C \) so that the following holds. Let \( P \) be a finite irreducible and reversible transition matrix. Suppose that \( \lambda \) satisfies \( 1/\lambda \geq 100t_{\text{cov}} \). Then
\[
t^\lambda_{\text{cov}} \leq \frac{C}{\lambda},
\]
where \( t_{\text{cov}} \) corresponds to the Markov chain with matrix \( P \).

**Proof.** Note that by definition, the chain with matrix \( P^\lambda \) can be realised by letting a chain move on \( V \) according to \( P \) and then jump to \( \partial \) after an independent geometric time of parameter \( \lambda \). After visiting \( \partial \) it jumps to a state according to \( \pi \) and then continues in \( V \) according to \( P \) until an independent geometric time again when it jumps to \( \partial \) and so on.

We now consider excursions of this chain from \( \partial \) and we will prove that with positive probability the walk covers the graph during one such excursion. Let \( \Gamma \) be a geometric random variable of parameter \( \lambda \) independent of \( \tau_{\text{cov}} \). Recalling that \( \tau_{\text{cov}} \) stands for the cover time of a chain on \( V \) with transition matrix \( P \) and using that \( 1/\lambda \geq 100t_{\text{cov}} \) we have
\[
\mathbb{P}_\partial \left( t^\lambda_{\text{cov}} \leq 10t_{\text{cov}} \right) \geq \mathbb{P}_\pi(\Gamma > 10t_{\text{cov}}, \tau_{\text{cov}} < 10t_{\text{cov}}) \geq \mathbb{P}(\Gamma > 10t_{\text{cov}}) - \mathbb{P}(\tau_{\text{cov}} \geq 10t_{\text{cov}})
\]
\[
\geq 1 - \frac{1}{10} - \frac{1}{10} = \frac{4}{5},
\]
where for the third inequality we used Markov’s inequality. Since \( \mathbb{E}_x [\tau^\lambda_x] = 1/\lambda \) for every \( x \in V \), by the Markov property and the above it follows that there exists a positive constant \( C \) so that
\[
t^\lambda_{\text{cov}} \leq C \left( t_{\text{cov}} + \frac{1}{\lambda} \right)
\]
and this concludes the proof by the assumption on \( \lambda \). \( \square \)

We end this section with the following lemma which gives tail bound estimates on the local time of the auxiliary Markov chain. The proof is very similar to the proofs of Theorems 2.5 and 2.6 of [4].

**Lemma 3.3.** There exists a positive constant \( c \) so that for all \( \delta \in (0, 1/8) \), all \( \beta \) sufficiently large and all \( A > 100 \) the following holds. Let \( P \) be an irreducible and reversible with respect to \( \pi \) transition matrix on the finite set \( V \). Let \( \lambda \in (0, 1) \) and \( \eta^\lambda \) be a GFF on \((V \cup \{\partial\}, (w^\lambda(x,y))_{(x,y)})\) with boundary \( \partial \). Let \( t \geq \beta \left( \mathbb{E} \left[ \max_x \eta^\lambda_x \right] \right)^2 \) and let \( Z \) have transition matrix \( P^\lambda \) and start from \( \partial \). For each \( \ell \in \mathbb{N} \) and \( v \in V \) let \( N_\ell(v) \) be the number of visits to \( v \) at the first time that \( Z \) has completed \( \ell + 1 \) visits to \( \partial \). Then we have
\[
\mathbb{P} \left( \max_x \frac{N_{[M]}(x)}{w^\lambda(x)} \geq At \right) \lesssim e^{-c\beta} + e^{-c[M]} \quad \text{and} \quad \mathbb{P} \left( \min_x \frac{N_{[M]}(x)}{w^\lambda(x)} \leq \delta t \right) \lesssim e^{-c\beta} + e^{-c[M]}.
\]
**Proof.** In order to use the isomorphism theorem we need to pass to continuous time. We do so, by letting \( \tilde{Z} \) be a continuous time Markov chain on \( V \cup \{ \emptyset \} \) which stays at each vertex for an independent exponential random variable of parameter 1 and at the \( i \)-th jump time it goes to \( Z_i \). We let \( L_t(v) \) be the local time at \( v \) by time \( t \) for \( \tilde{Z} \), i.e.

\[
L_t(v) = \int_0^t 1(\tilde{Z}_s = v) \, ds.
\]

Let \( \tilde{\tau}(t) \) be defined as

\[
\tilde{\tau}(t) = \inf\{s \geq 0 : L_s(\emptyset) \geq \lambda t\}.
\]

Note that since \( w_\lambda(\emptyset) = \lambda/(1 + \lambda) \) we have \( \tilde{\tau}(t) = \tau((1 + \lambda)t) \) with \( \tau(t) \) as defined in Theorem 2.1 corresponding to \( \tilde{Z} \), i.e.

\[
\tau(t) = \inf\{s \geq 0 : \frac{L_s(\emptyset)}{w_\lambda(\emptyset)} \geq t\}.
\]

For each \( i \geq 1 \) and \( x \in V \cup \{ \emptyset \} \) we let \( E^x_i \) be the time spent at \( x \) on the \( i \)-th visit to \( x \) by \( \tilde{Z} \). Then \( (E^x_i)_{i \geq 1} \) are i.i.d. exponential random variables of parameter 1. We write \( \tilde{N}_t(x) \) for the total number of times \( \tilde{Z} \) visits \( x \) by time \( t \), i.e.

\[
\tilde{N}_t(x) = \min\left\{ i \geq 0 : \sum_{j=1}^{i-1} E^x_j \leq L_t(x) \leq \sum_{j=1}^i E^x_j \right\}.
\]

Using large deviations for the sum of independent exponential random variables we now have for a positive constant \( c_1 \)

\[
\mathbb{P}\left( \max_x \frac{N_{[\lambda t]}(x)}{w_\lambda(x)} \geq At \right) \leq \mathbb{P}\left( \sum_{i=1}^{[\lambda t]} E^\emptyset_i > 2[\lambda t] \right) + \mathbb{P}\left( \max_x \frac{\tilde{N}^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \geq At \right)
\]

\[
\leq e^{-c_1[\lambda t]} + \mathbb{P}\left( \max_x \frac{\tilde{N}^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \geq At \right).
\]

Passing from the number of visits to the continuous time local time we obtain

\[
\mathbb{P}\left( \max_x \frac{\tilde{N}^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \geq At \right) \leq \mathbb{P}\left( \max_x \frac{L^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \geq At \right)
\]

\[
+ \mathbb{P}\left( \max_x \frac{L^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \leq \frac{At}{2}, \max_x \frac{\tilde{N}^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \geq At \right).
\]

(3.4)

For the second probability we have

\[
\mathbb{P}\left( \max_x \frac{L^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \leq \frac{At}{2}, \max_x \frac{\tilde{N}^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \geq At \right) \leq \sum_x \mathbb{P}\left( \frac{L^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \leq \frac{At}{2}, \frac{\tilde{N}^{\emptyset}_{[2t]}(x)}{w_\lambda(x)} \geq At \right)
\]

\[
\leq \sum_x \mathbb{P}\left( \sum_{i=1}^{[Atw_\lambda(x)]} E^x_i \leq \frac{Atw_\lambda(x)}{2} \right).
\]

Using large deviations for sums of exponentials gives that for a positive constant \( c_2 \)

\[
\sum_x \mathbb{P}\left( \sum_{i=1}^{[Atw_\lambda(x)]} E^x_i \leq \frac{Atw_\lambda(x)}{2} \right) \leq \sum_x \exp\left( -c_2 At w_\lambda(x) \right) \leq e^{-c_3 At^\beta},
\]
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where $c_3$ is a positive constant and the second inequality follows from Lemma 2.4 by taking $A \beta$ sufficiently large. For the first probability appearing on the right hand side of (3.4) using Theorem 2.1 we get
\[
\mathbb{P}\left(\max_x \frac{L_\tau(x)}{w^\lambda(x)} \geq \frac{A t}{2}\right) \leq \mathbb{P}\left(\max_v \frac{1}{2}(\eta_v^\lambda + \sqrt{4(1+\lambda)t})^2 \geq \frac{A t}{2}\right) = \mathbb{P}\left(\max_v |\eta_v^\lambda + \sqrt{4(1+\lambda)t}| \geq \sqrt{At}\right)
\]
\[
\leq 2\mathbb{P}\left(\max_v \eta_v^\lambda \geq \sqrt{t}(\sqrt{A} - \sqrt{4(1+\lambda)})\right) \leq 2\mathbb{P}\left(\max_v \eta_v^\lambda \geq \sqrt{t} (\sqrt{A} - 2\sqrt{2})\right),
\]
where the last inequality follows since $\lambda \in (0, 1)$. Using Borel’s inequality for Gaussian processes we get
\[
\mathbb{P}\left(\max_v \eta_v^\lambda \geq \sqrt{t} (\sqrt{A} - 2\sqrt{2})\right) \leq 2 \exp\left(-\frac{t}{2\sigma^2}\left((\sqrt{A} - 2\sqrt{2}) - \frac{1}{\sqrt{\beta}}\right)^2\right),
\]
where $\sigma^2 = \max_v \mathbb{E}[\eta_v^2]$. Note that $\sigma \leq \sqrt{2\pi} \mathbb{E}[\max_v \eta_v^\lambda]$. To see this, we repeat the argument given in [4]. Let $v$ be such that $\sigma^2 = \mathbb{E}[\eta_v^2]$. Then
\[
\mathbb{E}\left[\max_v \eta_v^\lambda\right] \geq \mathbb{E}\left[\max(\eta_v^\lambda, \eta_v^\lambda)\right] = \mathbb{E}\left[\max(0, \eta_v^\lambda)\right] = \frac{\sigma}{\sqrt{2\pi}}.
\]
Since $A > 100$, taking $\beta$ sufficiently large we get that this last exponential can be bounded by
\[
\mathbb{P}\left(\max_v \eta_v^\lambda \geq \sqrt{t} (\sqrt{A} - 2\sqrt{2})\right) \leq 2e^{-c_4/\beta},
\]
where $c_4$ is a positive constant. This proves the bound on the first tail probability of the statement. For the second term involving the minimum we have
\[
\mathbb{P}\left(\min_i \frac{N_{\tau(t/2)}(x)}{w^\lambda(x)} \leq \delta t\right) \leq \mathbb{P}\left(\sum_{i=1}^{\lceil\lambda t\rceil} E_i^\delta < \frac{1}{2} \frac{\lambda t}{2}\right) + \mathbb{P}\left(\min_x \frac{\tilde{N}_{\tau(t/2)}(x)}{w^\lambda(x)} \leq \delta t\right)
\]
\[
\leq e^{-c_5 \lambda t} + \mathbb{P}\left(\min_x \frac{\tilde{N}_{\tau(t/2)}(x)}{w^\lambda(x)} \leq \delta t\right).
\]
Similarly to what we did above we get
\[
\mathbb{P}\left(\min_x \frac{\tilde{N}_{\tau(t/2)}(x)}{w^\lambda(x)} \leq \delta t\right) \leq \mathbb{P}\left(\min_x \frac{L_{\tau(t/2)}(x)}{w^\lambda(x)} \leq 2\delta t\right)
\]
\[
+ \mathbb{P}\left(\min_x \frac{L_{\tau(t/2)}(x)}{w^\lambda(x)} > 2\delta t, \min_x \frac{\tilde{N}_{\tau(t/2)}(x)}{w^\lambda(x)} \leq \delta t\right).\tag{3.5}
\]
For the second term we obtain
\[
\mathbb{P}\left(\min_x \frac{L_{\tau(t/2)}(x)}{w^\lambda(x)} > 2\delta t, \min_x \frac{\tilde{N}_{\tau(t/2)}(x)}{w^\lambda(x)} \leq \delta t\right) \leq \sum_x \mathbb{P}\left(\sum_{i=1}^{\lceil t w^\lambda(x)\rceil} E_i^x > 2\delta t w^\lambda(x)\right) \leq e^{-c_6 \delta \beta},\tag{3.6}
\]
for a positive constant $c_6$ by taking $\beta$ sufficiently large, where for the last inequality we used again Lemma 2.3. Returning to the first term appearing on the right hand side of (3.5), using Theorem 2.1 again we obtain
\[
\mathbb{P}\left(\min_x \frac{L_{\tau(t/2)}(x)}{w^\lambda(x)} \leq 2\delta t\right) \leq \mathbb{P}\left(\max_x (\eta_v^\lambda)^2 \geq \frac{1 - 4\delta}{2} t\right) + \mathbb{P}\left(\min_x (\eta_v^\lambda + \sqrt{(1+\lambda)t})^2 \leq \frac{(1 + 4\delta)}{2} t\right)
\]
\[
\leq \mathbb{P}\left(\max_x (\eta_v^\lambda)^2 \geq \frac{1 - 4\delta}{2} t\right) + \mathbb{P}\left(\min_x (\eta_v^\lambda + \sqrt{(1+\lambda)t})^2 \leq \frac{(1 + 4\delta)}{2} t\right).
\]
In this section we start by proving Theorem 1.2 by relating the cover time of the auxiliary Markov chain defined in Section 3 for an appropriate choice of $\lambda$. Then we prove Corollary 1.3 and Proposition 1.6.

**Proof of Theorem 1.2.** In this proof we write $\mathbb{P}(\cdot)$ for the probability measure $\mathbb{P}_{\pi \otimes k}(\cdot)$ in order to lighten notation. We claim that it suffices to prove that there exist positive constants $c, C$ such that for all $k \leq t_{\text{cov}}$ we have

$$\mathbb{P}\left(\tau_{\text{cov}}(k) \leq \left\lceil \frac{C t_{\text{cov}}}{k} \right\rceil \right) \geq c > 0. \tag{4.1}$$

Indeed, once this is proved then for every $1 \leq \ell \leq k$ we have

$$\mathbb{P}\left(\tau_{\text{cov}}(k) \geq \ell \left\lceil \frac{C t_{\text{cov}}}{k} \right\rceil \right) \leq \mathbb{P}\left(\tau_{\text{cov}}(\lceil k/\ell \rceil) \geq \left\lceil \frac{C t_{\text{cov}}}{k/\ell} \right\rceil \right)^{\lceil \ell/2 \rceil} \leq (1 - c)^{\ell/2},$$

where the second inequality follows from (4.1) and the first one by dividing the $k$ independent random walks into $\lceil \ell/2 \rceil$ groups of at least $\lceil k/\ell \rceil$ walks each and using that these groups evolve independently. For $\ell > k$ we use that if $\tau_{\text{cov}}(k) > t$, then none of the $k$ chains has covered the state space by time $t$, and hence we have

$$\mathbb{P}\left(\tau_{\text{cov}}(k) \geq \ell \left\lceil \frac{C t_{\text{cov}}}{k} \right\rceil \right) \leq \mathbb{P}\left(\tau_{\text{cov}}(1) \geq \left\lceil \frac{\ell}{k} \right\rceil C t_{\text{cov}} \right)^{k} \leq \left( \frac{1}{c} \right)^{\ell/k} \cdot$$

where for the final inequality we used Markov’s inequality and the Markov property. By taking the sum over all $\ell$ of the above two inequalities we get the desired bound for $\mathbb{E}[\tau_{\text{cov}}(k)]$ for $k \leq t_{\text{cov}}$.

Now for $k > t_{\text{cov}}$ using that $\tau_{\text{cov}}(k) \leq \tau_{\text{cov}}(t_{\text{cov}})$ and that from the above $\mathbb{E}[\tau_{\text{cov}}(t_{\text{cov}})] \leq C'$ for a positive constant $C'$ gives the desired result.

Therefore it remains to prove (4.1) for all $k \leq t_{\text{cov}}$. It is enough to prove that there exists a positive constant $k_0$ sufficiently large so that for all $k_0 \leq k \leq t_{\text{cov}}$ the bound (4.1) holds, since for $k < k_0$ we can obtain the desired bound by bounding the cover time of the $k$ chains by the cover time of a single chain.

Let $\lambda = k/(C t_{\text{cov}})$ for a positive constant $C > 100$ to be determined.

Let $\ell_1, \ldots, \ell_k$ be i.i.d. excursions from $\partial$ for the Markov chain with state space $V \cup \{\partial\}$ and transition matrix $P^\lambda$. We write $\ell_i = (\partial, x_1^i, \ldots, x_{|\ell_i|}^i, \partial)$, where $|\ell_i| + 2$ stands for the length of $\ell_i$. For each $i$ we let $X^i$ be a Markov chain on $V$ that evolves as follows

$$X_j^i = x_j^i \quad \text{for all } 1 \leq j \leq |\ell_i| \quad \text{and } X_{|\ell_i|+j}^i = Y_j^i \quad \text{for } j \geq 0,$$
where for every $i \leq k$ the process $(Y^i_j)_{j \geq 0}$ is an independent Markov chain on $V$ with transition matrix $P$ starting from $x_i^{[1]}$ and $(Y^i_i)_{i \leq k}$ are independent. From the definition of $P^\lambda$ we see that $x_i^i$ is distributed according to $\pi$ for all $i$, and hence we get that $(X^i_i)_{i \leq k}$ are i.i.d. and $X^i$ is distributed as a Markov chain on $V$ with transition matrix $P$ starting from $\pi$ for each $i$. Let $\tau_{\text{cov}}(k)$ be the first time that $V$ is covered by the union of the walks $(X^i_i)_{i \leq k}$, i.e.

$$\tau_{\text{cov}}(k) = \inf \left\{ m \geq 1 : \cup_{i \leq k} \{ X^i_j : j \leq m \} = V \right\}.$$ 

For each $i$ we define $\bar{\ell}_i$ as follows:

$$\bar{\ell}_i = \begin{cases} 
\ell_i & \text{if } |\ell_i| < 100/\lambda \\
(\partial, x^i_1, \ldots, x^i_{100/\lambda}) & \text{otherwise.}
\end{cases}$$

Recalling that $\lambda = k/(Ct_{\text{cov}})$ it is immediate that

$$\left\{ \tau_{\text{cov}}(k) \leq \frac{100Ct_{\text{cov}}}{k} \right\} \supseteq \left\{ \bigcup_{i=1}^k \bar{\ell}_i = V \cup \{ \partial \} \right\}. \quad (4.2)$$

Let $L$ be the number of excursions $\ell_i$ with $|\ell_i| > 100/\lambda$, i.e.

$$L = \sum_{i=1}^k 1(\bar{\ell}_i \neq \ell_i).$$

We write $V_x$ for the number of visits to $x$ by $\cup_{i \leq k} \ell_i$, where we identify $\ell_i$ with the set of points that it visits, and $V'_x$ for the number of visits to $x$ by $\cup_{i \leq k} \ell_i \setminus \bar{\ell}_i$. Then $V_x - V'_x$ is the number of visits to $x$ by $\cup_{i \leq k} \ell_i$. Let $A$ be a positive constant to be fixed later. We then have that

$$\left\{ \bigcup_{i=1}^k \bar{\ell}_i = V \cup \{ \partial \} \right\} = \left\{ \min_x (V_x - V'_x) > 0 \right\} \supseteq \left\{ \min_x \frac{V_x}{w^\lambda(x)} \geq 2At_{\text{cov}} \right\} \cap \left\{ \max_x \frac{V'_x}{w^\lambda(x)} \leq At_{\text{cov}} \right\}. \quad (4.3)$$

Let $Z$ start in $V$ according to $\pi$ and then evolve according to $P^\lambda$. We write $N_\ell(v)$ for the number of visits to $v$ when $Z$ has completed $\ell + 1$ visits to $\partial$. By the memoryless property of the geometric distribution and the stationarity of $\pi$, the set $\cup_{i \leq k} \ell_i \setminus \bar{\ell}_i$ has the same distribution as the set of vertices visited by $L$ independent excursions of $Z$ from $\partial$. So we get that $\langle V'_x \rangle_x$ has the same distribution as $\langle N_L(x) \rangle_x$ and $\langle V_x \rangle_x$ has the same distribution as $\langle N_k(x) \rangle_x$. We then have

$$\mathbb{P} \left( \max_x \frac{V'_x}{w^\lambda(x)} \geq At_{\text{cov}} \right) = \mathbb{P} \left( \max_x \frac{N_L(x)}{w^\lambda(x)} \geq At_{\text{cov}} \right) \leq \mathbb{P}(L > |k/2|) + \mathbb{P} \left( \max_x \frac{N_k/2}{w^\lambda(x)} \geq At_{\text{cov}} \right) \leq e^{-c_1k} + \mathbb{P} \left( \max_x \frac{N_k/2}{w^\lambda(x)} \geq At_{\text{cov}} \right),$$

where $c_1$ is a positive constant and the final inequality follows since $L$ is binomially distributed with parameters $k$ and $\mathbb{P}(G(\lambda) > 100/\lambda)$ for $G(\lambda)$ a geometric random variable of parameter $\lambda$. Using that $\lambda = k/(Ct_{\text{cov}})$ with $C > 100$, we get by Lemma 3.1 and Claim 3.2 that $t_{\text{cov}} \geq \frac{1}{c_1(100t_{\text{cov}})} \geq t_{\text{cov}}$. Also, by Theorem 2.2 we have

$$t_{\text{cov}} = \left( \mathbb{E} \left[ \max_x \eta_L^\lambda \right] \right)^2.$$
Therefore, applying Lemma 3.3 for \( t = C t_{\text{cov}} / 2 \geq C t_{\text{cov}}^\lambda \) we get that there exists a positive constant \( c \) so that for \( A > 100 \) and \( C \) sufficiently large (note that \( C \) plays the role of a multiple of \( \beta \) in Lemma 3.3) we have

\[
P\left( \max_x \frac{N_{1} \lambda C t_{\text{cov}} / 2 \{x\}}{w^\lambda(x)} \geq A t_{\text{cov}} \right) \lesssim e^{-cC} + e^{-ck/2}.
\]

Putting everything together we get

\[
P\left( \max_x \frac{V'_x}{w^\lambda(x)} \geq A t_{\text{cov}} \right) \lesssim e^{-c_1k} + e^{-cC} + e^{-ck/2}.
\] (4.4)

Since \( (V_x)_x \) has the same distribution as \( (N_x^k)_x \), using Lemma 3.3 again there exists a positive constant \( c' \) so that taking \( C \) sufficiently large so that \( 2A/C < 1/8 \) we obtain

\[
P\left( \min_x V_x < 2A t_{\text{cov}} \right) = P\left( \min_x \frac{N_x^k}{w^\lambda(x)} < 2A t_{\text{cov}} \right)
= P\left( \min_x \frac{N_x^k C t_{\text{cov}}}{w^\lambda(x)} < 2A t_{\text{cov}} \right) \lesssim e^{-c'C} + e^{-ck/2}.
\] (4.5)

Overall, using (4.2), (4.3), (4.4) and (4.5) we deduce that there exists a positive constant \( k_0 \) and \( A \) and \( C \) sufficiently large with \( C > 16A \) such that for all \( k \geq k_0 \)

\[
P\left( \tau_{\text{cov}}(k) \leq \frac{100Ct_{\text{cov}}}{k} \right) \geq P\left( \min_x \frac{V_x}{w^\lambda(x)} \geq 2A t_{\text{cov}} \right) - P\left( \max_x \frac{V'_x}{w^\lambda(x)} \geq A t_{\text{cov}} \right) \geq c_1 > 0.
\] (4.6)

This now concludes the proof of the theorem.

We now state a standard result for reversible Markov chains that will be used in the next couple of proofs.

**Lemma 4.1.** [8, Lemmas 6.16 and 6.17] *Let \( X \) be an irreducible and reversible Markov chain on a finite state space with transition matrix \( P \) and invariant distribution \( \pi \). There exists a large positive constant \( C \) so that if \( t = C t_{\text{mix}} \), then for all \( x \) there exists a probability measure \( \nu_x \) so that for all \( x \) and \( y \)

\[
P^t(x, y) = \frac{3}{4} \pi(y) + \frac{1}{4} \nu_x(y).
\]

**Proof of Corollary 1.5.** Let \( X^1, \ldots, X^k \) be \( k \) independent Markov chains on \( V \) with transition matrix \( P \) starting from \( x_1, \ldots, x_k \) respectively. Let \( t = C t_{\text{mix}} \) with \( C \) a large positive constant as in Lemma 4.1 and set \( Y_i = X^i_1 \) for all \( i \leq k \). Applying Lemma 4.1 we get that for all \( i \leq k \) we can sample \( Y_i \) by first sampling a Bernoulli random variable \( B_i \) with parameter 3/4 and if it is equal to 1, then we sample \( Y_i \) according to \( \pi \). Otherwise, we sample it according to \( \nu_{x_i} \). Let \( N = \sum_{i=1}^k B_i \). Then \( N \) has the binomial distribution with parameters \( k \) and 3/4. So we have

\[
E_{x_1, \ldots, x_k}[\tau_{\text{cov}}(k)] \leq C t_{\text{mix}} + E_{x_1, \ldots, x_k}[E_{Y_1, \ldots, Y_k}[\tau_{\text{cov}}(k)]]
\leq C t_{\text{mix}} + E_{x_1, \ldots, x_k}[E_{Y_1, \ldots, Y_k}[\tau_{\text{cov}}(k)]] \mathbf{1}(N > k/2) + t_{\text{cov}} e^{-ck},
\]

where \( c \) is a positive constant and for the last term we upper bounded the cover time of \( k \) particles by the cover time by a single particle and we also used large deviations for the binomial random variable \( N \). To finish the proof we note that on the event \( N > k/2 \), there are at least \( k/2 \) variables
among the $Y_i$’s that are distributed according to $\pi$. Since covering by $k$ independent chains is faster than covering by any subset of them, we obtain

$$\mathbb{E}_{x_1,...,x_k}[\mathbb{E}_{Y_1,...,Y_k}[\tau_{\text{cov}}(k)] 1(N > k/2)] \leq \mathbb{E}_{\pi^{\otimes k/2}}[\tau_{\text{cov}}(k/2)] \lesssim \frac{t_{\text{cov}}}{k},$$

where the last inequality follows from Theorem 1.2 and this completes the proof. \hfill \Box

**Proof of Proposition 1.6** By Theorem 1.2 we have for all $k$

$$\mathbb{E}_{\pi^{\otimes k}}[\tau_{\text{cov}}(k)] \lesssim \frac{t_{\text{cov}}}{k}.$$

To prove the other bound, let $X$ be a Markov chain with transition matrix $P$ started from $\pi$ and let $\tau_{\text{cov}}$ be its cover time. Let $t > 0$ and let $C$ be a large positive constant as in Lemma 1.1. We write $t_i = it + (i - 1)Ct_{\text{mix}}$ for $i \geq 1$ and set $Y_i = X_{t_i}$. By Lemma 4.1 again, for every $i$, conditional on $(X_j, j \leq t_{i-1} + t)$ we can sample $Y_i$ by first sampling a Bernoulli random variable of parameter $3/4$ and if it is equal to 1, then taking $Y_i \sim \pi$, otherwise sampling $Y_i$ according to the measure $\nu_{X_{t_{i-1}}}$. Let $N$ be the number of $Y_i$’s for $i \leq k$ that are distributed according to $\pi$. Then $N$ can be stochastically dominated by a binomial random variable with parameters $k$ and $3/4$. Using that

$$\{\tau_{\text{cov}} > kt + (k - 2)Ct_{\text{mix}}\} \subseteq \bigcap_{1 \leq i \leq k} \{\{X_{t_{i-1}}, \ldots, X_{t_{i-1}+t}\} \neq V\}$$

we obtain

$$\mathbb{P}(\tau_{\text{cov}} > kt + (k - 2)Ct_{\text{mix}}) \leq \mathbb{P}(\tau_{\text{cov}}(k/2) > t) + \mathbb{P}(N < k/2, \{X_{t_{k-1}}, \ldots, X_{t_{k-1}+t}\} \neq V)$$

$$\leq \mathbb{P}(\tau_{\text{cov}}(k/2) > t) + \mathbb{P}(N < k/2) \max_x \mathbb{P}_x(\tau_{\text{cov}} > t)$$

$$\leq \mathbb{P}(\tau_{\text{cov}}(k/2) > t) + e^{-ct} \max_x \mathbb{P}_x(\tau_{\text{cov}} > t),$$

where $c$ is a positive constant and for the third inequality we used large deviations for $N$. Taking the sum over all $t$ we obtain

$$\frac{t_{\text{cov}} - C(k - 2)t_{\text{mix}}}{k} \leq \mathbb{E}_{\pi^{\otimes k/2}}[\tau_{\text{cov}}(k/2)] + e^{-ct} t_{\text{cov}}.$$ 

Taking $C$ sufficiently large we see that if $k \leq t_{\text{cov}}/(Ct_{\text{mix}})$, then rearranging the above inequality yields the desired bound. To complete the proof for $t_{\text{cov}}/(Ct_{\text{mix}}) \leq k \leq t_{\text{cov}}/t_{\text{mix}}$ we use monotonicity. \hfill \Box

**5 Proof of Theorem 1.7**

In order to prove Theorem 1.7 we consider another family of auxiliary chains. These chains behave similarly to the ones we used in the proof of Theorem 1.2. Let $P$ be an irreducible and reversible transition matrix on the finite state space $V$ with invariant distribution $\pi$ and relaxation time $t_{\text{rel}}$. For the new auxiliary chains we do not add a new state to $V$ as in Section 3 but instead at geometric times the chain jumps to a state chosen according to $\pi$. More formally, for $\lambda \in [0, 1]$ we define the matrix $K_\lambda$ via

$$K_\lambda(x, y) = (1 - \lambda)P(x, y) + \lambda \pi(y), \ \forall \ x, y.$$
It is immediate to check that for all $\lambda \in [0, 1]$ the matrix $K_\lambda$ is reversible with respect to $\pi$. Therefore, $K_\lambda$ corresponds to a random walk on $V$ with weights on the undirected edges given by

$$w_\lambda(x, y) = (1 - \lambda)\pi(x)P(x, y) + \lambda\pi(x)\pi(y), \quad \forall \ x, y.$$ 

We write $w_\lambda(x)$ for the conductance of $x$. This is given by

$$w_\lambda(x) = \sum_y w_\lambda(x, y) = \pi(x), \quad \forall \ x.$$ 

We write $R_\text{eff}(x, y)$ for the effective resistance between $x$ and $y$ in the weighted graph $(V, w_\lambda)$. We write $P_{x,\lambda}(\cdot)$ and $\mathbb{E}_{x,\lambda}[\cdot]$ for the probability and expectation when the Markov chain starts from state $x$ and it has transition matrix $K_\lambda$. We write $t_{\text{cov}}(K_\lambda) = \max_x \mathbb{E}_{x,\lambda}[\tau_{\text{cov}}]$. Recall the notation $t_\text{cov}^\lambda$ for the expected cover time of the Markov chain on $V \cup \{\partial\}$ with transition matrix $P^\lambda$ as defined in Section 3.

We first prove that the chains with matrices $P^\lambda$ and $K_\lambda$ for $\lambda \geq 1/t_{\text{cov}}$ have the same cover time up to constants.

**Lemma 5.1.** Let $\lambda \geq 1/t_{\text{cov}}$. Then

$$t_\text{cov}^\lambda \asymp t_{\text{cov}}(K_\lambda).$$

**Proof.** Let $x \in V$. We first describe a coupling between two walks on $V$ and $V \cup \{\partial\}$ started from $x$ and with transition matrices $K_\lambda$ and $P^\lambda$ respectively. We use the same geometric random variable of parameter $\lambda$ for both walks and we let them evolve together until the geometric time. At this time, the $K_\lambda$ chain jumps to a vertex $y$ with probability $\pi(y)$, while the chain $P^\lambda$ jumps to $\partial$ and immediately after we let it jump to the vertex the chain with matrix $K_\lambda$ already jumped to. Then we use the same jumps for $K_\lambda$ as for $P^\lambda$ until the next geometric time where we do the same as before. This shows that if $\tau_{\text{cov}}(P, A)$ stands for the first time that a chain with transition matrix $P$ covers the set $A$, then for all $x$ we get

$$\mathbb{E}_x[\tau_{\text{cov}}(K_\lambda, V)] \leq \mathbb{E}_x[\tau_{\text{cov}}(P^\lambda, V)] \leq 2\mathbb{E}_x[\tau_{\text{cov}}(K_\lambda, V)]. \quad (5.1)$$

Since starting from any $x$ the chain with matrix $P^\lambda$ hits $\partial$ after a geometric time of parameter $\lambda$, we obtain

$$\mathbb{E}_x[\tau_{\text{cov}}(P^\lambda, V)] \leq \mathbb{E}_x[\tau_{\text{cov}}(P^\lambda, V \cup \{\partial\})] \leq \mathbb{E}_x[\tau_{\text{cov}}(P^\lambda, V)] + \frac{1}{\lambda}. \quad (5.2)$$

We next show that there exists $x \in V$ such that

$$\frac{1}{\lambda} \leq \mathbb{E}_x[\tau_{\text{cov}}(P^\lambda, V)].$$

Recall that the walk with matrix $P^\lambda$ can be realised by running a random walk on $G$ for a geometric time of parameter $\lambda$ at which time it jumps to $\partial$. At the next step it jumps to a state according to $\pi$ and then continues in the same way. Writing $\tau_{\text{cov}}$ for the cover time of a random walk on $G$, taking $x$ such that $t_{\text{cov}} = \mathbb{E}_x[\tau_{\text{cov}}]$ and letting $\Gamma$ be an independent geometric random variable of parameter $\lambda$ we get for a constant $C > 2$ to be chosen and using that $1/\lambda \leq t_{\text{cov}}$

$$\mathbb{P}_x\left(\tau_{\text{cov}}(P^\lambda, V) \geq \frac{1}{C\lambda}\right) \geq \mathbb{P}_x\left(\Gamma \geq \frac{1}{C\lambda}, \tau_{\text{cov}} > \frac{t_{\text{cov}}}{2}\right) \geq \mathbb{P}_x\left(\tau_{\text{cov}} > \frac{t_{\text{cov}}}{2}\right) - \frac{1}{C}. \quad (5.3)$$
Using the Markov property and Markov’s inequality one immediately obtains that for all \( \ell \in \mathbb{N} \)
\[
\max_y \mathbb{P}_y(\tau_{\text{cov}} > 2\ell t_{\text{cov}}) \leq \frac{1}{2^\ell}.
\]
This now implies that \( \max_y \mathbb{E}_y[\tau_{\text{cov}}^2] \leq C_1(t_{\text{cov}})^2 \) for a positive constant \( C_1 \), and hence using the Payley Zygmund inequality we deduce
\[
\mathbb{P}_x\left(\tau_{\text{cov}} > \frac{t_{\text{cov}}}{2}\right) \geq \frac{1}{4C_1^2}.
\]
Plugging this lower bound into (5.3) and by choosing \( C \) sufficiently large gives
\[
\mathbb{P}_x\left(\tau_{\text{cov}}(P^\lambda, V) \geq \frac{1}{C_1}\right) \geq c,
\]
where \( c \) is a positive constant. Therefore, this proves that
\[
\mathbb{E}_x[\tau_{\text{cov}}(P^\lambda, V)] \gtrsim \frac{1}{\lambda},
\]
which together with (5.2) implies that
\[
\max_{y \in V} \mathbb{E}_y[\tau_{\text{cov}}(P^\lambda, V)] \asymp \max_{y \in V} \mathbb{E}_y[\tau_{\text{cov}}(P^\lambda, V \cup \{\emptyset\})].
\]
Moreover, we have
\[
\mathbb{E}_\emptyset[\tau_{\text{cov}}(P^\lambda, V)] = 1 + \mathbb{E}_\pi[\tau_{\text{cov}}(P^\lambda, V)],
\]
and hence using also (5.1) we deduce
\[
\max_{y \in V \cup \{\emptyset\}} \mathbb{E}_y[\tau_{\text{cov}}(P^\lambda, V \cup \{\emptyset\})] \asymp \max_{y} \mathbb{E}_y[\tau_{\text{cov}}(K_\lambda, V)].
\]
This finishes the proof.

Next we state a theorem comparing the effective resistances of \( K_0 = P \) to the one of \( K_\lambda \) when \( \lambda \leq 1/t_{\text{rel}} \). This result is the main ingredient in the proof of Theorem 1.7 but it is also of independent interest.

**Theorem 5.2.** There exists an absolute constant \( c > 0 \) (independent of \( P \)) such that in the above setup and notation we have that for all \( 0 \leq \lambda \leq 1/t_{\text{rel}} \) and all \( x, y \in V \) with \( x \neq y \)
\[
cR_0(x, y) \leq R_\lambda(x, y) \leq R_0(x, y).
\]
(5.4)

We now give the proof of Theorem 1.7 deferring the proof of Theorem 5.2 to Section 5.1.

**Proof of Theorem 1.7.** Theorem 5.2, the Sudakov-Fernique inequality (see [3, Proposition 5.11]) and Theorem 2.2 give that for \( \lambda \leq 1/t_{\text{rel}} \)
\[
t_{\text{cov}} \asymp t_{\text{cov}}(K_\lambda).
\]
(5.5)

From (5.5) and Lemma 5.1 we get that there exist two positive constants \( c_1 \) and \( c_2 \) so that for all \( 1/t_{\text{cov}} \leq \lambda \leq 1/t_{\text{rel}} \)
\[
c_2t_{\text{cov}} \leq t_{\text{cov}}^\lambda \leq c_1t_{\text{cov}}.
\]
(5.6)
Therefore, to finish the proof it suffices to show that for $c_1/8 \leq k \leq c_2 t_{\text{cov}}/(8t_{\text{rel}})$ and $\lambda = 8k/t_{\text{cov}}(P^\lambda)$ we have that

$$t_{\text{cov}}(k) \gtrsim \frac{\lambda}{k},$$

(5.7)

where the constants in $\gtrsim$ are independent of $\lambda$ and $k$. Indeed, for such $\lambda$ and $k$ we can use (5.6) and get the desired bound. For $k < c_1/2$ and for $k$ satisfying $c_2 t_{\text{cov}}/(2t_{\text{rel}}) \leq k \leq t_{\text{cov}}/t_{\text{rel}}$ we use monotonicity of $t_{\text{cov}}(k)$ and can then finish the proof.

So we now prove (5.7). Let $\ell_1, \ell_2, \ldots$ be i.i.d. excursions from $\partial$ for the chain with matrix $P^\lambda$. Then the lengths of the $\ell_i$’s are i.i.d. geometrically distributed of parameter $\lambda$. Concatenating these excursions gives us a realisation of the chain with matrix $P^\lambda$ started from $\partial$. Let $C_1$ be a positive constant to be determined. Consider the first $k$ excursions with length larger than $[1/(C_1 \lambda)] + 2$. Their first $[1/(C_1 \lambda)]$ steps (not including the starting vertex $\partial$) give a realisation of $k$ independent walks on $G$ started from $\pi$ run for $[1/(C_1 \lambda)]$ steps. So we have

$$\mathbb{P}\left(\tau_{\text{cov}}(k) \geq \left\lfloor \frac{1}{C_1 \lambda} \right\rfloor \right) \geq \mathbb{P}_\partial \left(\sum_{i=1}^{2k} 1 \left( |\ell_i| \geq \left\lfloor \frac{1}{C_1 \lambda} \right\rfloor + 2 \right) \geq k, \sum_{i=1}^{2k} |\ell_i| \leq \frac{4k}{\lambda}, \tau_{\text{cov}} > \frac{4k}{\lambda}\right) .$$

By the definition of the chain $P^\lambda$ we have

$$t_{\text{cov}}^\lambda \leq \frac{1}{\lambda} + \mathbb{E}_\partial \left[ \tau_{\text{cov}}^\lambda \right]$$

and since $\lambda = 8k/t_{\text{cov}}^\lambda$ we get

$$\mathbb{E}_\partial \left[ \tau_{\text{cov}}^\lambda \right] \geq \frac{7}{8} \cdot t_{\text{cov}}^\lambda.$$ 

Hence applying the Paley Zygmund inequality again as in the proof of Lemma 5.1 we get that there exists a positive constant $c$ so that

$$\mathbb{P}_\partial \left( \tau_{\text{cov}}^\lambda > \frac{4k}{\lambda} \right) \geq c.$$

By large deviations for the binomial and the sum of geometric random variables, we now obtain that there exists a positive constant $c'$ so that taking $C_1$ sufficiently large

$$\mathbb{P}\left(\sum_{i=1}^{2k} 1 \left( |\ell_i| \geq \left\lfloor \frac{1}{C_1 \lambda} \right\rfloor + 2 \right) \geq k, \sum_{i=1}^{2k} |\ell_i| \leq \frac{4k}{\lambda}\right) \geq 1 - 2e^{-c'k}.$$

Therefore, there exists a positive constant $C_2$ so that for $k \geq C_2$ we get that

$$\mathbb{P}_\partial \left(\sum_{i=1}^{2k} 1(|\ell_i| \geq 1/(C\lambda)) \geq k, \sum_{i=1}^{2k} |\ell_i| \leq \frac{4k}{\lambda}, \tau_{\text{cov}} > \frac{4k}{\lambda}\right) \geq c''$$

for a positive constant $c''$, and hence this shows

$$\mathbb{E}[\tau_{\text{cov}}(k)] \gtrsim \frac{t_{\text{cov}}}{k}$$

for $k \geq C_2$. For $k < C_2$ by monotonicity and what we have already proved for $k \geq C_2$ we get that

$$\mathbb{E}[\tau_{\text{cov}}(k)] \geq \mathbb{E}[\tau_{\text{cov}}(C_2)] \geq \frac{t_{\text{cov}}}{C_2} \times \frac{t_{\text{cov}}}{k}$$

and this finally concludes the proof. \qed
5.1 Comparison of effective resistances

This section is devoted to the proof of Theorem 5.2. Let $X$ be a Markov chain with transition matrix $P$. For a state $x$ and a time $t \in \mathbb{N}$ we write $N(x, t)$ for the number of visits to $x$ up to time $t$, i.e.

$$N(x, t) = \sum_{i=0}^{t} 1(X_i = x).$$

Recall that $\tau_a$ denotes the first hitting time of $a$ by $X$, i.e. $\tau_a = \min\{t \geq 0 : X_t = a\}$. We start with a couple of preliminary standard results.

**Lemma 5.3.** Let $P$ be an irreducible and reversible transition matrix on the finite set $V$ with invariant distribution $\pi$ and relaxation time $t_{rel}$. Let $Q = (P + I)/2$ be the lazy version of $P$. Then for every state $x$ and all $M > 0$ we have that

$$\sum_{k=0}^{\infty} (Q^k(x, x) - \pi(x)) \leq e^{M/2} - \frac{\lceil Mt_{rel} \rceil}{e^{M/2} - 1} \sum_{k=0}^{\lfloor Mt_{rel} \rfloor} (Q^k(x, x) - \pi(x)). \quad (5.8)$$

**Proof.** First of all we note that the relaxation time of $t_{rel}(Q)$ of the matrix $Q$ satisfies $t_{rel}(Q) = 2t_{rel}$.

It follows from the spectral decomposition (e.g., [8, §12.1]) that for all $x$ and all $s, t \geq 0$ we have that

$$0 < Q^{t+s}(x, x) - \pi(x) \leq e^{-s/t_{rel}(Q)}(Q^t(x, x) - \pi(x)) = e^{-s/(2t_{rel})}(Q^t(x, x) - \pi(x)). \quad (5.9)$$

Hence defining

$$f(i) = \sum_{k=\lceil Mt_{rel} \rceil}^{(i+1)[Mt_{rel}]} (Q^k(x, x) - \pi(x))$$

we get that $f(i)/f(0) \leq e^{-Mi/2}$ for all $i \in \mathbb{N}$. This now immediately implies the statement of the lemma. \qed

**Lemma 5.4.** Let $P$ be an irreducible and reversible transition matrix on the finite state space $V$ with invariant distribution $\pi$ and relaxation time $t_{rel}$. Let $a \neq b \in V$ and assume that $\mathbb{P}_\pi(\tau_a < \tau_b) \leq 1/2$. Then

$$\mathbb{E}_a[N(a, \tau_b)] \leq 4\mathbb{E}_a[N(a, \lceil 2\mathbb{E}_\pi[\tau_a] \rceil)] \leq \frac{12e^{1/8}}{e^{1/8} - 1}\mathbb{E}_a[N(a, \lceil t_{rel}/4 \rceil)]. \quad (5.10)$$

**Proof.** It is standard that for any two distributions $\mu, \nu$ we have that

$$|\mathbb{P}_\mu(\tau_b < \tau_a) - \mathbb{P}_\nu(\tau_b < \tau_a)| \leq \|\nu - \mu\|_{TV}.$$

Set $s = \lceil 2\mathbb{E}_\pi[\tau_a] \rceil$ and $\nu(\cdot) = P^s(\cdot, \cdot)$. Then it follows from [8, Theorem 10.22] that

$$\|\nu - \pi\|_{TV} \leq \frac{1}{4},$$

and hence

$$\mathbb{P}_\nu(\tau_b < \tau_a) \geq \mathbb{P}_\pi(\tau_b < \tau_a) - 1/4 > 1/4$$
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We have the obvious bound
\[
\mathbb{E}_a[N(a, \tau_b)] \leq \mathbb{E}_a[N(a, s)] + \mathbb{E}_\nu[N(a, \tau_b)].
\] (5.11)

Using that by the strong Markov property
\[
\mathbb{E}_\nu[N(a, \tau_b)] = \mathbb{P}_\nu(\tau_a < \tau_b) \mathbb{E}_a[N(a, \tau_b)] \leq \frac{3}{4} \mathbb{E}_a[N(a, \tau_b)]
\]
and substituting this bound into (5.11) gives the first inequality.

It suffices to prove the second inequality for the lazy version of \(P\), i.e. the Markov chain with transition matrix \(P_L = (P + I)/2\), but where \(\mathbb{E}_{\tau_a}\) and \(t_{rel}\) still refer to the chain with matrix \(P\). Indeed, the quantities of (5.10) corresponding to \(P_L\) would differ from the ones corresponding to \(P\) by a factor of 2. We start by writing
\[
\mathbb{E}_a[N(a, s)] = \sum_{k=0}^{s} P_L^k(a, a) = \sum_{k=0}^{s} (P_L^k(a, a) - \pi(a)) + (s + 1)\pi(a).
\]

Since the chain is lazy, it follows that \(P_L^k(x, x) \geq \pi(x)\) for all \(x\) and \(t\). Therefore, by Lemma 5.3
\[
\sum_{k=0}^{s} (P_L^k(a, a) - \pi(a)) \leq \sum_{k=0}^{\infty} (P_L^k(a, a) - \pi(a)) \leq \frac{e^{1/8}}{e^{1/8} - 1} \sum_{k=0}^{[t_{rel}/4]} P_L^k(a, a).
\]

Writing \(\tau_a\) for the first hitting time of \(a\) for the chain with matrix \(Q\), we have that
\[
\mathbb{E}_{\tau_a} = 2\mathbb{E}_\tau \geq s.
\]
By [8 Proposition 10.26] we have that for all \(x\)
\[
\pi(x)\mathbb{E}_{\tau_a} = \sum_{k=0}^{\infty} (P_L^k(x, x) - \pi(x)),
\]
and hence we conclude that
\[
\mathbb{E}_a[N(a, s)] \leq \frac{3e^{1/8}}{e^{1/8} - 1} \sum_{k=0}^{[t_{rel}/4]} P_L^k(x, x) = \frac{3e^{1/8}}{e^{1/8} - 1} \cdot \mathbb{E}_a[N(a, [t_{rel}/4])].
\]

This finishes the proof of the second inequality.

\[\square\]

**Lemma 5.5.** Let \(P\) be an irreducible transition matrix on the finite set \(V\) and \(\lambda \in [0, 1]\). Let \(\Gamma_{\lambda}\) be a geometric random variable of parameter \(\lambda\) independent of the chain. Let \(a \neq b \in V\).

(i) If \(\mathbb{P}_a(\tau_b < \Gamma_{\lambda}) \geq 1/2\), then \(\mathbb{E}_a[N(a, \tau_b)] \leq 2\mathbb{E}_a[N(a, \Gamma_{\lambda} \wedge \tau_b)]\).

(ii) If \(\mathbb{P}_a(\tau_b < \Gamma_{\lambda})\mathbb{P}_b(\tau_a < \Gamma_{\lambda}) \leq 1/4\), then \(\mathbb{E}_a[N(a, \Gamma_{\lambda})] \leq \frac{4}{3}\mathbb{E}_a[N(a, \Gamma_{\lambda} \wedge \tau_b)]\).

**Proof.** For part (i) we let \(\nu(\cdot) = \mathbb{P}_a(X_{\Gamma_{\lambda}} = \cdot | \Gamma_{\lambda} < \tau_b)\). Then
\[
\mathbb{E}_a[N(a, \tau_b)] - \mathbb{E}_a[N(a, \Gamma_{\lambda} \wedge \tau_b)] = \mathbb{E}_a[(N(a, \tau_b) - N(a, \Gamma_{\lambda} \wedge \tau_b)) \mathbbm{1}(\Gamma_{\lambda} < \tau_b)]
\]
\[
= \mathbb{P}_a(\Gamma_{\lambda} < \tau_b) \mathbb{E}_\nu[N(a, \tau_b)] \leq \frac{1}{2}\mathbb{E}_\nu[N(a, \tau_b)] = \frac{1}{2}\mathbb{E}_a[N(a, \tau_b)]\mathbb{P}_a(\tau_a < \tau_b).
\]
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Rearranging yields part (i). We now prove part (ii). By the strong Markov property and the memoryless property of the geometric distribution, we have that

\[
E_a[N(a, \Gamma_{\lambda})] - E_a[N(a, \Gamma_{\lambda} \land \tau_b)] = E_a\left[\left((N(a, \Gamma_{\lambda}) - N(a, \Gamma_{\lambda} \land \tau_b)) \mathbf{1}(\Gamma_{\lambda} > \tau_b)\right]\right] \\
= P_a(\tau_b < \Gamma_{\lambda})P_b(\tau_a < \Gamma_{\lambda})E_a[N(a, \Gamma_{\lambda})] \leq \frac{1}{4}E_a[N(a, \Gamma_{\lambda})].
\]

Rearranging yields part (ii) and finishes the proof. \( \blacksquare \)

**Proof of Theorem 5.2.** We start by proving the easy direction, i.e. that for all \( x, y \)

\[
R_\lambda(x, y) \leq \frac{1}{1 - \lambda} \cdot R_0(x, y).
\] (5.12)

By the definition of the weights \( w_{\lambda} \) we immediately get

\[
w_{\lambda}(x, y) \geq (1 - \lambda)w_0(x, y).
\]

Therefore, using Thomson’s principle for effective resistances immediately yields \( \text{(5.12)} \).

We now prove the more interesting part of theorem. Recall that the effective resistance satisfies for all \( a, b \)

\[
\mathcal{R}_\lambda(a, b) = \frac{1}{w_{\lambda}(a)P_{a,\lambda}(\tau_b < \tau_a^+)} = \frac{E_{a,\lambda}[N(a, \tau_b)]}{w_{\lambda}(a)}.
\] (5.13)

Let \( 0 < \lambda \leq 1/t_{\text{rel}} \). Since the effective resistance is symmetric in its arguments (i.e. \( \mathcal{R}_\lambda(x, y) = \mathcal{R}_\lambda(y, x) \) for all \( \lambda \geq 0 \)), it suffices to show that

\[
E_{x,0}[N(x, \tau_y)] \leq \frac{12e^{1/8}}{e^{1/8} - 1}E_{x,\lambda}[N(x, \tau_y)] \quad \text{or} \quad E_{y,0}[N(y, \tau_x)] \leq \frac{12e^{1/8}}{e^{1/8} - 1}E_{y,\lambda}[N(y, \tau_x)].
\]

We assume without loss of generality that \( P_\pi(\tau_x < \tau_y) \leq 1/2 \). Let \( \Gamma_{\lambda} \) be as in Lemma 5.5. We may assume that \( P_x(\tau_y < \Gamma_{\lambda}) < 1/2 \) and \( P_y(\tau_x < \Gamma_{\lambda}) < 1/2 \), as otherwise by part (i) of Lemma 5.5 there is nothing to prove, since either

\[
E_{x,0}[N(x, \tau_y)] \leq 2E_x[N(x, \tau_y \land \Gamma_{\lambda})] \leq 2E_{x,\lambda}[N(x, \tau_y)]
\]

or the same inequality with the roles of \( x \) and \( y \) reversed would hold.

Hence we are in the setup of part (ii) of Lemma 5.5 which implies that \( E_{x,0}[N(x, \Gamma_{\lambda})] \leq \frac{4}{3}E_{x,\lambda}[N(x, \tau_y)] \).

Accordingly, it suffices to show that

\[
E_{x,0}[N(x, \tau_y)] \leq \frac{9e^{1/8}}{e^{1/8} - 1}E_{x,0}[N(x, \Gamma_{\lambda})].
\]

By the assumption \( P_\pi(\tau_x < \tau_y) \leq 1/2 \) and \( \lambda \leq 1/t_{\text{rel}} \) together with Lemma 5.4, we get that

\[
E_{x,0}[N(x, \tau_y)] \leq \frac{12e^{1/8}}{e^{1/8} - 1}E_{x,0}[N(x, \lfloor t_{\text{rel}}/4 \rfloor)] \leq \frac{9e^{1/8}}{e^{1/8} - 1}E_{x,0}[N(x, \Gamma_{\lambda})].
\]

Since \( w_{\lambda}(a) = \pi(a) \) for all \( \lambda \), substituting this bound into \( \text{(5.13)} \) concludes the proof of the theorem. \( \blacksquare \)
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