High-Definition Object Detection Technology Based on AI Inference Scheme and its Implementation
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Abstract Video artificial intelligence (AI) applications for edges/terminals, such as non-visual drone flight, require object detection in high-definition video in order to detect a wide range of objects with one camera at once. To enable satisfying this requirement, we propose a new high-definition object detection technology based on an AI inference scheme and its implementation. In the technology, multiple object detectors cooperate to detect small and large objects in high-definition video. The evaluation results show that our technology can achieve 2.1 times higher detection performance in full HD images thanks to the cooperation of three object detectors.
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1. Introduction

Video artificial intelligence (AI) applications for edges/terminals, where an AI inference scheme for object detection is executed in real time, have recently gathered attention [1, 2]. One application is non-visual drone flight. A drone has to detect objects in images input from a mounted camera in real time for safe flight, especially for avoiding flying directly over people’s heads. Another application is surveillance cameras, and object detection has to be done in a terminal for complying with personal information protection requirements, such as the general data protection regulation (GDPR). Future applications include autonomous driving.

In these applications, the number of mounted cameras is limited due to weight and power restrictions, which requires object detection in high-definition images in order to detect a wide range of objects with one camera. In a high-definition image such as full HD and 4K, objects near and far from the mounted camera can coexist in the same image due to a wide angle of view, and thus both large and small objects can be included in the image. In particular, small objects can account for a larger percentage of the objects in the image. Therefore, object detection in high-definition images has to be able to detect not only large objects but also small objects with high accuracy.

Conventionally, various AI inference schemes for object detection have been proposed, such as you-only-look-once (YOLO) [3-5] and single-shot-multibox-detection (SSD) [6], and dedicated engines have also been proposed for executing these schemes in real time [7-20]. The inference scheme has a convolutional neural network (CNN) that predicts object bounding boxes and class probabilities in a single evaluation. The input-layer size of a trainable CNN is limited to suppress the computational complexity and the training process difficulty. For example, the largest input-layer size in the standard model of YOLOv3 is 608 × 608 pixels. Thus, when a high-definition image is input, the input image is shrunk to the limited input-layer size and the inference scheme is executed with the shrunk input image. Large objects in the input image can be detected, but small objects are difficult to detect because the characteristic parts for identifying objects are also shrunk. Dividing the input image into a limited size can also be considered to prevent shrinking the characteristic parts [21-26], but this means large objects that straddle the divided images cannot be detected because the characteristic parts are also divided. In other words, the conventional approaches are unsuitable for object detection in high-definition images.

For this reason, we propose a new high-definition object detection technology based on an inference scheme and its implementation. In the technology, multiple object detectors cooperate to detect small and large objects in high-definition images. For real-time operation, each object detector is executed in parallel, which is achieved by assigning one inference engine at every object detector.

The remainder of the paper is organized as follows. In sections 2 and 3, we give details of the proposed technology and its implementation, respectively. In section 4, we present evaluation results. Section 5
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2. Proposed technology

2.1 Overview of proposed technology

Our proposed technology enables both small and large objects to be detected in high-definition images by multiple object detectors cooperating on the basis of an inference scheme (Fig. 1). In this technology, an input image is divided into images of limited size, and objects are detected on the basis of an inference scheme for every divided image. In parallel, object detection in the whole image shrunk to a limited size is also done to detect large objects that straddle the divided images. By combining these object detection results, a final object detection result is obtained. Here, the combination is a process where the undetected objects in the shrunk whole image are interpolated by the object detection results obtained with the divided images. As a result, both small and large objects can be detected in high-definition images.

As YOLO is used as an example, we explain the mechanism by which the high-definition object detection can be achieved with the above-mentioned technology. YOLO divides the input image into \( S \times S \) grids and predicts bounding boxes and class probabilities for each grid. The resolution for detecting objects depends on only the grid size. Our technology reduces the grid size. Figure 2 shows an example where the input image is divided into four images. In the division process, since each divided image has \( S \times S \) grids, the total of the four divided images can be regarded as \( 2S \times 2S \) grids. This means that the grid size is halved. On the other hand, the division process causes the receptive field to narrow because it does not execute the convolutional operations for the whole image and thus cannot detect large objects. In contrast, in the whole process, although the detection resolution is low, a wide receptive field can be obtained. Therefore, in our technology, the division process with high detection resolution and small receptive field and the whole process with low detection resolution and wide receptive field are combined, which achieves the object detection with high detection resolution and wide receptive field. Concretely, when an image with 1920 \times 1080 \text{ pixels} is input, the minimum grid size without our technology (YOLOv3 only) is 60 \times 34 \text{ pixels} because \( S \) is 32. In contrast, with our technology, the minimum grid size becomes 30 \times 17 \text{ pixels} when there are four divisions, and higher detection resolution can be provided.

This technology is suitable for hardware implementation because all object detection processes can be executed in parallel. The same weight coefficients can also be used between all object detection processes. In addition, any AI inference scheme for object detection can be applied, and re-training for applying our technology is not needed. Moreover, the detection resolution can be improved by increasing the number of divisions. An extension with hierarchical structure, shown in Fig. 3, suppresses the penalty caused by increasing the number of divisions because of a finer combination, which enables our technology to support 4K/8K image inputs.

2.2 Detail of combination process

In the combination process, the undetected objects in the shrunk whole image are selected from the object detection results obtained with the divided images. The detected objects in the shrunk whole image and the selected objects are output as the final object detection results.

This selection requires judging whether an object detected in the divided image is an undetected one in the shrunk whole image or not. For this judgement, the
combination process calculates two indicators: a multiplicity between the detected object in the divided image and that in the shrunk whole image, and a ratio between the area size of the detected object in the divided image and that in the shrunk whole image.

When both these indicators are high, the process judges that the detected object in the divided image is the same as the detected one in the shrunk whole image and excludes it from the objects to be selected. In contrast, when either one of those indicators is low, the process judges that the detected object in the divided image is different from the detected one in the shrunk whole image. This judgement is performed for all detected objects in the divided images in combination with all detected objects in the shrunk whole image, and the non-excluded detected objects in the divided images are selected as the undetected objects in the shrunk whole image.

In detail, the above-mentioned multiplicity $I_{\text{multiplicity}}$ is a dedicated indicator for enabling comparison between the divided object and the whole object, which is expressed as (1).

$$I_{\text{multiplicity}} = \frac{A_{\text{overlap}}}{A_{\text{div}}} \quad (1)$$

Here, $A_{\text{overlap}}$ is the overlapped area size between the divided object detected in the divided image and the whole object detected in the shrunk whole image, and $A_{\text{div}}$ is the area size of the divided object, as shown in Fig. 4(a). Although intersection over union (IoU) is often used as multiplicity, it is unsuitable for comparison between a divided object and a whole object because it assumes comparison between whole objects. Therefore, we newly define the dedicated indicator $I_{\text{multiplicity}}$. When $I_{\text{multiplicity}}$ is larger than or equal to a threshold $\alpha$, the multiplicity is determined to be high. In the high multiplicity condition, the divided object is likely to be the same object as the whole object.

On the other hand, even if the multiplicity is high, the detected object in the divided image may be different from the detected object in the shrunk whole image when the area size ratio between those objects is high, as shown in Fig. 4(b). The above-mentioned size ratio $I_{\text{ratio}}$ is used for judging this condition. $I_{\text{ratio}}$ is given by

$$I_{\text{ratio}} = \frac{A_{\text{div}}}{A_{\text{whole}}} \quad (2)$$

where $A_{\text{whole}}$ is the area size of the detected object in the shrunk whole image. In the high multiplicity condition, when $I_{\text{ratio}}$ is larger than or equal to a threshold $\beta$, the detected object in the divided image is determined to be different from the detected object in the shrunk whole image.

By doing the above-mentioned judgement with those indicators, the undetected objects in the shrunk whole image are selected from the detected objects in the divided images, and both large and small objects can be detected while avoiding duplicate detection of the same object.

3. Implementation

For scalable implementation, the proposed technology is achieved with a multi-chip configuration. Each chip mainly has a central processing unit (CPU), an image processing engine for general purposes, such as image division and shrinking, and an AI inference engine, as shown in Fig. 5. The AI inference engine has a dedicated interface for multi-chip cooperation in addition to an inference accelerator for executing object detection in real time.

Figure 6 shows the multi-chip configuration with the inference engines. In Fig. 6, the proposed technology is implemented under the condition that there are two divided images. The master chip performs the object detection in the shrunk whole image and broadcasts its result to all slave chips. Each slave chip also performs the object detection in the divided image in parallel while the object detection is performed in the master chip. After receiving the detection result in the master chip, each slave chip selects only the objects undetected in the master chip and forwards the selected result to the master chip. The master chip outputs the detected objects in the master chip and the selected objects from the slave chips as the final detection result. These processes are executed with a pipeline, as shown in Fig. 7. Unlike the conventional multi-chip configuration where the interim result of the matrix calculation for the convolutions is shared between chips [20], our configuration for the proposed technology distributes only the object detection result (metadata) between chips. Therefore, the required interface rate for multi-chip configuration is much smaller than that for the conventional configuration. For example, in the configuration shown in Fig. 6, the maximum data rate for forwarding and receiving metadata is 92 Mbit/s when the YOLOv3 model with 608 x 608 pixels is used as the inference scheme. Thus, a scalable implementation can be achieved with a low speed interface of 1 Gbit/s or less, which is easy to scale up.

The inference accelerator in the AI inference engine consists of a feature-map-read (FmapRD) block, a feature-map-write (FmapWR) block, a kernel-read (kernelRD) block, a multiply-accumulate (MAC) block, and a neural network control (NNCTRL) block (Fig. 5). The NNCTRL block controls other blocks in accordance with the neural network configuration based on the
inference scheme. To pursue real-time operation, the maximum kernel size is specialized for image processing and fixed to $3 \times 3$. Although a fixed-point calculation circuit is adopted in the MAC block, the position of the decimal point is flexible in each layer, which enables the dynamic range in each layer to be changed and improves the detection performance. An 8-MB cache memory provides efficient external memory access. In particular, when the feature map size in a layer is small, all pixels included in the feature map are kept in the cache in order to remove the external memory access for the next layer.

To assess feasibility, we incorporated the above-mentioned inference engine inside ArchiTek Intelligence®️ real-time AI and image processing LSI, which was fabricated with 12-nm CMOS technology. The ArchiTek Intelligence®️ [27] can easily integrate various user-defined engines. Table I shows a feature summary for this chip, and Figure 8 shows a photograph of the chip layout under fabrication. In these design specifications, the inference engine can theoretically execute the YOLOv3 model with $608 \times 608$ pixels in real time at 20fps. The power consumption of our inference engine is 0.421 W, which is a time-averaged value estimated with RTL-level power estimation tool. The interface line rate for multi-chip cooperation is 800 Mbit/s. With three chips, the real-time object detection in full HD video can be achieved when there are two divided images in the division process.

4. Object detection performance

To verify the effectiveness of the proposed technology, we applied it to the standard YOLOv3 model with $608 \times 608$ pixels and evaluated the object detection performance. In our technology, all object detectors use the same weight coefficients. We used the weight coefficients published in [28]. The published coefficients are pre-trained with the Microsoft Common Objects in Context (MS COCO) dataset [29], which is a widely used object detection dataset with 80 classes. In the proposed technology, the thresholds $\alpha$ and $\beta$ described in section 2.2 were set to 0.5 and 0.1, respectively. There are two divisions.

First, as a basic evaluation, we used 5000 images in the COCO dataset val2017 and measured the AP value for each class. The AP value is a value obtained by the precision and recall. Although the image included in the MS COCO dataset is a standard-definition image such as $600 \times 400$ pixels, the large objects accounts for a higher percentage of the objects in the image and thus we can confirm the image-division penalty in our technology by comparing the APs with and without our technology. Here, the measured AP is one averaged by 10 IoU thresholds in 0.05 increments from 0.5 to 0.95.

Figure 9 shows the measured results. The AP value was improved in almost all classes and by a maximum of 1.2
times in these results. This means that our technology can suppress the image-division penalty for large objects and can improve the detection performance even in standard-definition images.

Next, we evaluated the object detection performance with high-definition images. We selected 150 high-definition (1920 × 1080) images from VisDrone2019 dataset [30] and evaluated the precision and the number of detected objects. The VisDrone dataset is large-scale drone-captured dataset with 10 classes and includes full HD images. For the weight coefficients, we used the same coefficients pre-trained by the COCO dataset as above. To calculate the precision, we remapped people and pedestrian labels to person label and van label to car label in the VisDrone dataset, and only the common class labels between COCO and VisDrone were evaluated.

Table II summarize the detection results, and Figure 10 shows the example images obtained in this evaluation.

Table II. Summary of the detection results (image size: 1920 × 1080 pixels).

| Class      | W/o our technology (standard YOLOv3 model only) | W/ our technology |
|------------|-----------------------------------------------|-------------------|
|            | Precision [%]                                 | Total number of objects detected in 150 images | Precision [%] | Total number of objects detected in 150 images |
| Person     | 62.5                                          | 176               | 62.8          | 298               |
| Car        | 83.9                                          | 1426              | 81.5          | 2049              |
| Bicycle    | 50.0                                          | 6                 | 54.5          | 11                |
| Truck      | 17.1                                          | 111               | 19.3          | 176               |
| Bus        | 33.3                                          | 6                 | 15.0          | 20                |
| Motorbike  | 61.5                                          | 13                | 59.5          | 37                |

Fig.9 AP value of each class (image size: about 600 × 400 pixels).

Fig.10 Examples of detection results (a) without our technology (standard YOLOv3 model only) and (b) with our technology.
From Table II, our technology enables the number of detected objects to be increased while maintaining the precision. For example, the number of detected objects in the person class is 1.7 times higher with our technology than without it. Across all evaluation classes, it is 2.1 times higher on average.

Figure 11 shows the size distribution of detected objects. From Fig. 11, we can see that our technology can detect much smaller objects. Specifically, the minimum width size is halved from 12 pixels without our technology to 6 pixels with it. This is because $2S$ (width) $\times S$ (height) grids are achieved by our technology when there are two divided images in the division process, as described in section 2.

These results show that our technology can improve the object detection performance in not only standard definition images but also high-definition images with suppressing the image division penalty.

5. Conclusion

To enable a wide range of objects to be detected with one camera at once for edge/terminal AI applications, we proposed a high-definition object detection technology based on an inference scheme and its implementation. The proposed technology detects objects with a high detection resolution and a wide reception field by combining the division process with multiple divided images and the whole process with the shrunk whole image. For real-time operation, these processes are executed in parallel by using multiple inference engines with a multi-chip cooperation interface.

We applied our technology to the YOLOv3 model with 608 $\times$ 608 pixels and evaluated the object detection performance. The evaluation results show that our technology can improve the object detection performance in not only standard definition images but also high-definition images.
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