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Abstract

This paper deals with suitable quantifications in approximating a probability measure by an “empirical” random probability measure \( \hat{p}_n \), depending on the first \( n \) terms of a sequence \( \{ \xi_i \}_{i \geq 1} \) of random elements. Section 2 studies the range of oscillation near zero of the Wasserstein distance \( d_{[S]}(p) \) between \( p_0 \) and \( \hat{p}_n \), assuming the \( \xi_i \)'s i.i.d. from \( p_0 \). In Theorem 2.3 \( p_0 \) can be fixed in the space of all probability measures on \((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))\) and \( \hat{p}_n \) coincides with the empirical measure \( \tilde{e}_n := \frac{1}{n} \sum_{i=1}^{n} \delta_{\xi_i} \). In Theorem 2.4 (Theorem 2.5, respectively) \( p_0 \) is a \( d \)-dimensional Gaussian distribution (an element of a distinguished statistical exponential family, respectively) and \( \hat{p}_n \) is another \( d \)-dimensional Gaussian distribution with estimated mean and covariance matrix (another element of the same family with an estimated parameter, respectively). These new results improve on allied recent works by providing also uniform bounds with respect to \( n \), meaning the finiteness of the \( p \)-moment of \( \sup_{n \geq 1} b_n d_{[S]}(p_0, \hat{p}_n) \) is proved for some diverging sequence \( b_n \) of positive numbers. In Section 3 assuming the \( \xi_i \)'s exchangeable, one studies the range of oscillation near zero of the Wasserstein distance between the conditional distribution—also called posterior—of the directing measure of the sequence, given \( \xi_1, \ldots, \xi_n \), and the point mass at \( \hat{p}_n \). Similarly, a bound for the approximation of predictive distributions is given. Finally, Theorems from 3.3 to 3.5 reconsider Theorems from 2.3 to 2.5 respectively, according to a Bayesian perspective.
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1 Introduction and description of the results

A recurrent problem in different branches of science concerns the approximation of a probability measure (p.m., for short)—either fixed or random—by means of another random p.m., say $\hat{\mu}_n$, of an empirical nature, as function of a random sample $\xi(n) := (\xi_1, \ldots, \xi_n)$ from the original measure. The accuracy of such approximation is usually measured in terms of a distinguished form of distance between p.m.’s, and the final objective is to study the stochastic convergence to zero of that distance between the original p.m. and $\hat{\mu}_n$, as $n$ goes to infinity.

This problem arose in connection with the issue, of a statistical nature, of estimating an unknown probability distribution (p.d., for short) on $\mathbb{R}$ by means of the empirical frequency distribution. Thus, the original formulation considered $\hat{\xi}^{(n)}$ as the initial $n$-segment of a sequence $\{\xi_i\}_{i \geq 1}$ of i.i.d. real random variables with common p.d. $\mu_0$, and $\hat{\mu}_n$ equal to $\hat{\xi}_n := \frac{1}{n} \sum_{i=1}^n \delta_{\xi_i}$. In the same year and journal, Cantelli [16], Glivenko [37] and Kolmogorov [44] published their respective solutions concerning the almost sure convergence to zero of the so-called uniform (or Kolmogorov) distance between $\mu_0$ and $\hat{\xi}_n$, while de Finetti [33] gave a solution in terms of the Lévy distance. Since this achievement was considered by some authors so important to earn the title of “fundamental theorem of mathematical statistics”, a flourishing line of research developed from it with a view to providing refinements and extensions in various directions, such as: i) replacing $\hat{\xi}_n$ with smoothed versions of it; ii) providing central limit theorems for the above-mentioned distances; iii) quantifying the almost sure convergence; iv) relaxing the i.i.d. assumption on the $\xi_i$’s.

See, e.g., the books [27, 55, 61] for a comprehensive treatment of both the original problem and its developments. In particular, the very fruitful line of research—which aims at providing quantitative rates of the Glivenko-Cantelli convergence never ceased to be investigated from the end of the Sixties. See, for example, [11, 12, 26, 36, 39, 42, 46, 58, 67] for an approach based on the empirical processes theory, and [1, 4, 17, 22, 56, 65] for the perspective of the so-called optimal matching problem. Possible applications to various areas of pure and applied mathematics can be found in the references of the quoted papers, with a particular mention to: i) statistics (see [26] and also [27, 30, 55, 61]); ii) particle physics and PDE’s (see [4, 13, 17, 36]); iii) numerical analysis, with particular attention to quantization (see [22, 58, 65, 67]); iv) machine learning (see also [23, 62]).

The present paper tackles the above quantification problem for various forms of $\hat{\mu}_n$, by studying rates with respect to both $L^p$ and almost sure convergence. In Section 2, $\mu_0$ is fixed and the $\xi_i$’s are i.i.d. from $\mu_0$, while in Section 3 the $\xi_i$’s are assumed to be exchangeable. In both sections, as in many other papers, the discrepancy between two p.m.’s is measured in terms of the distance $d_{\mu_0}$, usually called $p$-Wasserstein distance (see however the Bibliographical Notes at the end of Chapter 6 of [63] for a correct attribution), defined as follows: given a separable metric space $(S, d_S)$, $p \geq 1,$
and \( \mu_1, \mu_2 \in [\mathbb{S}]_{\mu} := \{ \mu \text{ p.m. on } (\mathbb{S}, \mathcal{B}(\mathbb{S})) \mid \int_{\mathbb{S}} |d_{\mathbb{S}}(x, x_0)|^p \mu(dx) < +\infty \text{ for some } x_0 \in \mathbb{S} \} \), put
\[
d_{\mathbb{S}}^{(p)}(\mu_1, \mu_2) := \inf_{\gamma \in \mathcal{F}(\mu_1, \mu_2)} \left( \int_{\mathbb{S}} |d_{\mathbb{S}}(x, y)|^p \gamma(dx, dy) \right)^{1/p}
\tag{1.1}
\]
where \( \mathcal{F}(\mu_1, \mu_2) \) stands for the class of all p.m.’s on \((\mathbb{S}^2, \mathcal{B}(\mathbb{S}^2))\) with \(i\)-th marginal equal to \(\mu_i\), \(i = 1, 2\). Here and throughout, given any topological space \(\mathbb{X}\), \(\mathcal{B}(\mathbb{X})\) stands for the Borel \(\sigma\)-algebra on \(\mathbb{X}\), and the product \(\mathbb{X}^n\) is thought of as endowed with the product topology, for any \(n \in \mathbb{N}\). The couple \((\mathbb{S}, d_{\mathbb{S}})\) proves to be a separable metric space, which is complete if \((\mathbb{S}, d_{\mathbb{S}})\) is also complete, provided that \((\mathbb{S}, d_{\mathbb{S}})\) satisfies the additional Radon property, i.e., every p.m. on \((\mathbb{S}, \mathcal{B}(\mathbb{S}))\) has the compact inner approximation property. See Definition 5.1.4 and Proposition 7.1.5 in [3].

Finally, recall that a metric subspace \((\check{\mathbb{S}}, d_{\check{\mathbb{S}}})\) of another complete and separable metric space, say \((\mathbb{S}, d_{\mathbb{S}})\), has the Radon property if \(\mathbb{S} \in \mathcal{B}(\check{\mathbb{S}})\). See Theorem 7.1.4 in [28].

Throughout the paper, one puts \((\Omega, \mathcal{F}) := (\mathbb{S}^\infty, \mathcal{B}(\mathbb{S}^\infty))\) and defines the sequence \(\{\check{\xi}_i\}_{i \geq 1}\) to be the coordinate random elements of \(\mathbb{S}^\infty\), i.e., \(\check{\xi}_i(\omega) := \omega_i\) for all \(\omega = (\omega_1, \omega_2, \ldots) \in \mathbb{S}^\infty\), providing a formal definition of the sample evoked at the beginning of the section. In addition, one confines oneself to considering forms of \(\check{\mu}_n\) which, like \(\check{\eta}_n\), are presentable as measurable functions of \(\check{\xi}^{(n)}\).

More formally, given some \(p \geq 1\) and defined \(\mathcal{F}_n\) to be the sub-\(\sigma\)-algebra of \(\mathcal{F}\) generated by \(\check{\xi}^{(n)}\), the mapping \(\check{\mu}_n : (\Omega, \mathcal{F}_n) \to ([\mathbb{S}]_p, \mathcal{B}([\mathbb{S}]_p))\) is required to be measurable for every \(n \in \mathbb{N}\).

In Section 2 one fixes \(p \geq 1\), \(p_0 \in [\mathbb{S}]_p\) and endows \((\Omega, \mathcal{F})\) with the law \(p_0^\infty\) which makes the coordinates i.i.d. random elements with common p.d. \(p_0\), i.e., \(p_0^\infty[\check{\xi}_1 \in A_1, \ldots, \check{\xi}_n \in A_n] = \prod_{i=1}^n p_0(\check{\xi}_i \in A_i) = \prod_{i=1}^n p_0(A_i)\), for every \(n \in \mathbb{N}\) and \(A_1, \ldots, A_n \in \mathcal{B}(\mathbb{S})\). The main objective is to determine an increasing sequence \(b_n\) of positive numbers, with \(\lim_{n \to +\infty} b_n = +\infty\), and positive constants \(C_p(p_0)\) and \(Y_p(p_0)\) for which
\[
p_0^\infty \left[ \left( \sup_{n \geq 1} b_n d_{\mathbb{S}}^{(p)}(p_0, \check{\mu}_n) \right)^p \right] \leq C_p(p_0)
\tag{1.2}
\]
and
\[
p_0^\infty \left( \left\{ \limsup_{n \to +\infty} b_n d_{\mathbb{S}}^{(p)}(p_0, \check{\mu}_n) \leq Y_p(p_0) \right\} \right) = 1
\tag{1.3}
\]
In (1.2), as well as throughout the paper, expectation of a real random variable \(X\) with respect to a p.m. \(\mu\) on \((\Omega, \mathcal{F})\) is denoted by \(\mu(X)\). Moreover, in the sequel, the expression “\(p_0\) satisfies (1.2)” (“\(p_0\) satisfies (1.3)”, respectively) will be used as a shorthand to mean that, given \(p_0\), (1.2) (1.3), respectively) is in force with a suitable constant \(C_p(p_0)\) \((Y_p(p_0),\) respectively).

**Remark 1.1.** It is worth mentioning how to extend the validity of (1.2) to lower exponents \(s \in [1, p]\), once (1.2) has been established. In fact, one has
\[
p_0^\infty \left[ \left( \sup_{n \geq 1} b_n d_{\mathbb{S}}^{(s)}(p_0, \check{\mu}_n) \right)^s \right] \leq \left\{ p_0^\infty \left[ \left( \sup_{n \geq 1} b_n d_{\mathbb{S}}^{(p)}(p_0, \check{\mu}_n) \right)^p \right] \right\}^{\frac{s}{p}} \leq \left\{ p_0^\infty \left[ \left( \sup_{n \geq 1} b_n d_{\mathbb{S}}^{(p)}(p_0, \check{\mu}_n) \right)^p \right] \right\}^{\frac{1}{p}}
\]
where the former inequality follows from the Lyapunov inequality for moments, while the latter comes from the monotonicity of the Wasserstein distance with respect to the order. Once (1.3)
has been established, the same monotonicity entails $p_0^\infty \{ \{ \limsup \beta_n \alpha^{(s)}(p_0, \hat{p}_n) \leq Y_p(p_0) \} \} = 1$ for any $s \in [1, p]$.

The first result in Section 2 (Theorem 2.3) states the validity of (1.2)-(1.3) when $\hat{p}_n = \hat{\xi}_n$, $S = \mathbb{R}^d$, $d_S$ coincides with the standard Euclidean distance, $p \in [1, +\infty)$ and $b_n \sim (n/\log \log n)^{1/2}$, provided that $\int R^d |x|^{2p+\delta} p_0(dx) < +\infty$ obtains for some $\delta > 0$. To introduce the second topic of the same section, one should notice that $b_n$ increases slower and slower as $d$ gets large. As noted in [11, 35, 49, 56, 65], this drawback is an intrinsic feature of the problem since $\lim_{n \to +\infty} n^{1/d} p_0^\infty [\tilde{d}^{(1)}(p_0, \hat{\xi}_n)] > 0$ when $p_0$ coincides with the uniform measure on the cube $[-1, 1]^d$. This phenomenon is ascribable to the fact that the use of $\hat{\xi}_n$ in approximating $p_0$ is thoroughly justified when there is no significant a priori restriction on the subclass of $[S]_p$ in which $p_0$ can be fixed, so that the slowdown of the divergence of $b_n$ for large dimensions seems to be the price to pay for this generality. In point of fact, many problems in applied mathematics and statistics provide enough information to restrict the aforesaid admissible class to a family $\mathcal{M}$ of distinguished p.m.‘s $\mu_\theta$ on $(S, \mathcal{B}(S))$, determined up to some finite-dimensional parameter $\theta$ in $\Theta \subseteq \mathbb{R}^k$ so that $\theta \mapsto \mu_\theta$ is injective. In this framework, the approximation of $p_0 = \mu_{\theta_0}$ proves to be more natural within the elements of $\mathcal{M}$, so that one first approximates $\theta_0$ by a suitable random element $\hat{\theta}_n \in \Theta$, depending on $\hat{\xi}^{(m)}$ according to well-known principles of statistical estimation, and then approximates $p_0$ by $\hat{p}_n = \mu_{\hat{\theta}_n}$. The second main result supports this last method of approximation, in contrast to the rougher one based on the choice of $\hat{\xi}_n$, by showing that, if $\hat{p}_n = \mu_{\hat{\theta}_n}$, one can put $p = 2$ and $b_n \sim (n/\log \log n)^{1/2}$ in (1.2)-(1.3) independently of the dimension of the $\xi_i$‘s and of $\Theta$, at least when $\mathcal{M}$ coincides with the class of all non-singular multidimensional Gaussian distributions (Theorem 2.4) and, more in general, with a distinguished type of statistical exponential family (Theorem 2.5).

Before explaining Section 3 it is worth commenting on the value of the problems associated with (1.2)-(1.3) and their solutions contained in Theorems 2.3, 2.4. First, the use of the distance $d[(p_0, \hat{p}_n)]$ connects the present problems with the so-called Vapnik-Chervonenkis theory. See [27, 61, 62]. However, the actual novelty of the present study consists in finding rates according to a concept of strong (i.e. uniform with respect to $n$) convergence, obtained by suitable applications of classical inequalities concerning the dominated ergodic theorem, due to Siegmund and Teicher. In fact, the current literature has investigated, until now, only non uniform bounds like $p_0^\infty \left[ \left( d[p_0, \hat{p}_n] \right)^p \right] \leq C(p_0) \alpha(n)$, valid for all $n \in \mathbb{N}$ and suitable positive constants $C(p_0)$, whilst (1.2)–(1.3) entails, of course, $p_0^\infty \left[ \left( \sup_{n \geq N} d[p_0, \hat{p}_n] \right)^p \right] \leq C_p(p_0)/b_N^p$, for all $N \in \mathbb{N}$. In spite of the strengthening expressed by the latter inequality, the rate $\alpha(n)$ given in the literature turns out to be comparable with our $1/b_N^p$, in the sense that $\alpha(n)$ goes to zero slightly faster than $1/b_N^p$ under the same assumption $\int R^d |x|^{2p+\delta} p_0(dx) < +\infty$, at least for small $\delta > 0$. Cf. Theorem 1 in [35] and Theorem 13 in [39]. Moreover, apart from the obvious formal improvement, uniform bounds, which are strictly
connected with the concept of uniform integrability, prove to be of crucial importance in those applications where one is interested in showing that the union of a collection of “bad events”—and not only the “bad events” taken individually—has small probability. Indeed, one can notice that (1.2) entails \( p^\infty \left( \bigcup_{n \geq 1} \{ q^{(p)}_{[S]} (p_0, \hat{p}_n) > M/b_n \} \right) = p^\infty \left( \sup_{n \geq 1} b_n q^{(p)}_{[S]} (p_0, \hat{p}_n) > M \right) \leq C_p(p_0)/M^p \) by means of Markov’s inequality, so that, given any \( \eta > 0 \), one can choose \( M_\eta \) large enough to obtain \( p^\infty \left( \cap_{n \geq 1} \{ q^{(p)}_{[S]} (p_0, \hat{p}_n) \leq M_\eta/b_n \} \right) \geq 1 - \eta \). On the other hand, certain applications to mathematical statistics and physics would prove completely justified only in the presence of such uniform bounds, as suggested, for example, by Wiener in relation to the problem of connecting von Neumann’s ergodic theorem with Birkhoff’s. See Section 1 of [64]. As far as our personal motivations to study the uniform convergence displayed in (1.2), we mention the paper [19], which indicates a line of research—pursued in the next Section 3—focused on some approximations of posterior and predictive distributions in Bayesian statistics. Indeed, we realized that it is just a condition of the same type as (1.2) that allows the application of a suitable martingale argument due to Blackwell and Dubins, so that we seize the opportunity to highlight this connection.

In Section 3, the coordinate random elements \( \tilde{\xi}_1, \tilde{\xi}_2, \ldots \) are assumed to be exchangeable, i.e. the joint distribution of every finite subset of \( n \) of these elements depends only on \( n \) and not on the particular subset, for every \( n \in \mathbb{N} \). This condition is obviously satisfied if the \( \xi_i \)'s are i.i.d. Actually, exchangeability is the suitable assumption to be made to translate the usual empirical condition of analogy (not necessarily identity) of the observations into precise probabilistic terms. It is well-known that, given any exchangeable p.m. \( \rho \) on \((\Omega, \mathcal{F}) = (S^\infty, \mathcal{B}(S^\infty))\), there is an extension of the Glivenko-Cantelli theorem, due to de Finetti [32, 34, 35], which states the existence of a random p.m., say \( \tilde{\rho} : (\Omega, \mathcal{F}) \to ([S], \mathcal{B}([S])) \), such that \( \rho(\{ \tilde{\xi}_n \Rightarrow \tilde{\rho}, \text{ as } n \to \infty \}) = 1 \), \( \Rightarrow \) denoting the limit in the sense of weak convergence of p.m.'s, and [S] the class of all p.m.'s on \((S, \mathcal{B}(S))\) endowed with the topology generated by \( \Rightarrow \). Moreover, the \( \tilde{\xi}_i \)'s turn out to be conditionally i.i.d. given \( \tilde{\rho} \), with common p.d. equal to \( \tilde{\rho} \). These two facts are encapsulated in the well-known de Finetti representation theorem, equivalently reformulated as follows (see [2]): for any exchangeable p.d. \( \rho \) on \((\Omega, \mathcal{F})\), there exists one and only one p.m. \( \pi \) on \(([S], \mathcal{B}([S]))\), equal to the p.d. of \( \tilde{\rho} \), such that \( \rho(A) = \int_{[S]} p^\infty(A) \pi(dp) \) holds for any \( A \in \mathcal{F}, \) \( p^\infty \) denoting the p.m. on \((\Omega, \mathcal{F})\) that makes the coordinate random variables i.i.d. with common distribution \( \pi \). In Bayesian statistics, \( \pi \) is usually called prior distribution. One encounters therein two new questions concerning posterior and predictive distributions, i.e. regular conditional p.d.'s \( \pi(\tilde{\xi}^{(n)}) := \pi(\{\hat{\xi}^{(n)}, \cdot \}) \) and \( p(\tilde{\xi}^{(n)}) := p(\{\hat{\xi}^{(n)}, \cdot \}) \) of \( \tilde{\rho} \) and \( \{\hat{\xi}_{n+1}, i \geq 1\} \), respectively, given \( \tilde{\xi}^{(n)} \). In particular, \( \pi(\tilde{\xi}^{(n)}, B) \) is a version of \( \rho(\tilde{\rho} \in B \mid \tilde{\xi}^{(n)}) \) and \( p(\tilde{\xi}^{(n)}, A) \) a version of \( \rho(\{\hat{\xi}_{i+n} \mid i \geq 1 \in A \mid \tilde{\xi}^{(n)}) \), for \( B \in \mathcal{B}([S]) \) and \( A \in \mathcal{F} \). Apropos of these questions, Section 3 completes and enriches the previous work [19] by extending some of its statements and by providing a Bayesian interpretation of the main results (1.2)–(1.3) formulated in Section 2. As to the approximation of \( \pi(\tilde{\xi}^{(n)}) \), the aim is to show that,
if $\rho[C_p(\tilde{p})] < +\infty$ with the same $C_p$ as in (1.2), then

$$
\rho\left(\limsup_{n \to +\infty} b_n d^{(p)}_{([S]_p)}(\pi(\xi^{(n)}), \delta_{p_n}) \leq Y_p(\tilde{p})\right) = 1
$$

(1.4)

holds with the same $Y_p$ as in (1.3), where $d^{(p)}_{([S]_p)}$ is defined according to (1.1) with the proviso that $(S, d_S)$ therein is replaced by $(([S]_p, d^{(p)}_{([S]_p)})$. See Theorem 3.1 in Section 3. Notice that

$$
d^{(p)}_{([S]_p)}(\pi(\xi^{(n)}), \delta_{p_n}) = \left(\int_{[S]_p} d^{(p)}_{([S]_p)}(p, \tilde{p}_n)|\pi(\xi^{(n)}), dp\right)^{1/p}.
$$

It is also worth remarking that the choice of $d^{(p)}_{([S]_p)}$ as reference distance establishes an interesting link between (1.3) and (1.4), which shows how the latter can be viewed as an extension of the former: when the $\tilde{\xi}$’s are i.i.d. with common p.d. $p_0$, $\rho$ coincides with $p_0^{\infty}$, $\pi(\xi^{(n)})$ is equal to $\delta_{p_0}$ with $\rho$-probability 1, and

$$
d^{(p)}_{([S]_p)}(\pi(\xi^{(n)}), \delta_{p_n}) = d^{(p)}_{([S]_p)}(p_0, \tilde{p}_n).
$$

The approximation of $p(\xi^{(n)})$ is a more delicate problem, here solved, consistently with the general lines and notation given in [19] [20], by considering conditional p.d.’s, say $q_m(\xi^{(n)}) := q_m(\xi^{(n)}, \cdot)$, of $\hat{\xi}_{n,m} := \frac{1}{m} \sum_{i=1}^{m} \delta_{\tilde{\xi}_{i+n}}$ given $\xi^{(n)}$, for every $m \in \mathbb{N}$. In particular, $q_m(\hat{\xi}^{(n)}, B)$ is a version of $\rho(\hat{\xi}_{n,m} \in B \mid \hat{\xi}^{(n)})$ for $B \in \mathcal{B}(S)$. Therefore, the main result concerning the approximation of the predictive distributions reads

$$
\rho\left(\limsup_{n \to +\infty} b_n d^{(p)}_{([S]_p)}(q_m(\hat{\xi}^{(n)}), \hat{p}_n \circ \hat{\xi}_{n,m}^{-1}) \leq Y_p(\tilde{p})\right) = 1
$$

(1.5)

for every $m \in \mathbb{N}$, while $\hat{p}_n \circ \hat{\xi}_{n,m}^{-1}(B)$ stands for $\hat{p}_n\left(\{\frac{1}{m} \sum_{i=1}^{m} \delta_{\tilde{\xi}_{i+n}} \in B\}\right)$, for $B \in \mathcal{B}(S)$.

See Theorem 3.2 in Section 3. After establishing these general facts, the next new results, i.e. Theorems from 3.3 to 3.5 reconsider Theorems from 2.3 to 2.6 respectively, according to the present Bayesian perspective. Thus, explicit expressions for $\hat{p}_n$, $b_n$, $C_p(\tilde{p})$ and $Y_p(\tilde{p})$ are provided in each of the Theorems from 3.3 to 3.5.

**Remark 1.2.** In the same vein of Remark 1.1 once (1.4) has been established, the identities

$$
\rho\left(\limsup_{n \to +\infty} b_n d^{(s)}_{([S]_p)}(\pi(\xi^{(n)}), \delta_{p_n}) \leq Y_p(\tilde{p})\right) = \rho\left(\limsup_{n \to +\infty} b_n d^{(p)}_{([S]_p)}(\pi(\xi^{(n)}), \delta_{p_n}) \leq Y_p(\tilde{p})\right) = 1
$$

are valid for any $s \in [1, p]$, since $d^{(s)}_{([S]_p)}(\pi(\xi^{(n)}), \delta_{p_n}) \leq d^{(s)}_{([S]_p)}(\pi(\xi^{(n)}), \delta_{p_n}) \leq d^{(p)}_{([S]_p)}(\pi(\xi^{(n)}), \delta_{p_n}).$

In addition, for any $s \in [1, p]$, (1.5) entails $\rho\left(\{\limsup_{n \to +\infty} b_n d^{(s)}_{([S]_p)}(q_m(\xi^{(n)}), \hat{p}_n \circ \hat{\xi}_{n,m}^{-1}) \leq Y_p(\tilde{p})\}\right) = 1.$

The achievement of (1.4), (1.5) represents a specific asymptotic analysis of both posterior and predictive distributions, which is relevant with a view to a better understanding of different kinds of empirical approximation to orthodox Bayesian methods. In fact, the impressive growth of Bayesian statistics in the last decades has produced new complex models—in particular of non-parametric type—which, although appreciated for their predictive features, generate very often serious hurdles to clear from the point of view of direct computations. These difficulties are very often circumvented by the use of unorthodox, but more manageable, Bayesian methods, such as: empirical Bayes (see [30] [45] [47] [51]); partial and profile likelihood (see [21] [54]); numerical techniques based on simulation of random quantities, like the bootstrap (see [29] [30]). In particular,
contrasting \( \hat{p}_n^\infty \circ \hat{c}_{n,m}^{-1} \) to \( q_m(\hat{\xi}^{(n)}) \) as in (1.5) is a cornerstone in bootstrap techniques. Very recently, the question of merging of orthodox and empirical Bayes procedures has been studied in [49-50, 53], but with a significant difference: (1.4)-(1.5) are reformulated therein by replacing \( \rho \) with some hypothetical distribution \( \mathbb{P}_{\infty}^\rho \), in the spirit of the what if method described, e.g., in [24].

Other results which are more comparable to ours, though confined to the merging of predictive distributions with \( m = 1 \), can be found in [78].

In conclusion, the ultimate aim of producing bounds like (1.4)-(1.5) is to quantify the degree of accuracy in the approximation ensuing from one of the aforesaid empirical techniques. In fact, for any \( \epsilon, \eta > 0 \), one can find \( n_0 = n_0(\epsilon, \eta) \) and \( L = L(\eta) \) such that \( \rho \left[ \cap_{n \geq n_0} \{ d(\mathbb{P}_{\infty}^\rho, \mathbb{P}_{\infty}^\eta) \leq (L + \epsilon)/b_n \} \right] \geq 1 - \eta \) and \( \rho \left[ \cap_{n \geq n_0} \{ q_m(\hat{\xi}^{(n)}), \hat{p}_n \circ \hat{c}_{n,m}^{-1} \leq (L + \epsilon)/b_n \} \right] \geq 1 - \eta \) are in force. Thus, one can observe that the determination of \( L \) follows from the specific form of \( Y_\rho(\hat{p}) \), while that of \( n_0 \) represents an interesting open problem to be tackled in future works.

\[ \textbf{2 Results for the i.i.d. case} \]

This section contains four propositions. The first one, of a general character, is a re-statement of an inequality for normed sums of i.i.d. real random variables, originally due to Siegmund [57] and Teicher [60], sometimes referred to as dominated ergodic theorem. See also Section 10.3 in [18].

In the following version, this inequality is reinforced, with respect to the original statements, by the explicit characterization of the upper bound, which plays a crucial role in the proofs of the remaining theorems exhibited in the present section. These last results, in turn, provide affirmative answers to the achievement of (1.2)-(1.3) in three situations of interest.

Hence, one starts with the reformulation of the Siegmund-Teicher inequality.

\[ \textbf{Proposition 2.1.} \text{ Let } \{X_i\}_{i \geq 1} \text{ be a sequence of i.i.d. real random variables on } (\Omega, \mathcal{F}, \mathbb{P}) \text{ with } \mathbb{E}[X_1] = 0 \text{ and } \mathbb{E}|X_1|^r < +\infty \text{ for some } r > 2. \text{ Then, after putting } \mathbb{L}_2(x) := \mathbb{I}\{x < e^x\} + \log \log x \mathbb{I}\{x \geq e^x\}, \text{ one has } \]

\[ \mathbb{E}\left[ \sup_{n \geq 1} \left| \frac{\sum_{i=1}^n X_i}{n \mathbb{L}_2(n)^{r/2}} \right|^r \right] \leq \sigma^r \left[ \alpha_0(r) + \alpha_1(r) \left( \frac{\mathbb{E}|X_1|^r}{\sigma^r} \right)^{\lceil r \rceil} \right] \tag{2.1} \]

with suitable constants \( \alpha_0(r), \alpha_1(r), \sigma^2 := \mathbb{E}[X_1^2] \) and \( \lceil r \rceil := \inf \{n \in \mathbb{N} \mid n \geq r\} \).

See Subsection [11] for the proof.

\[ \textbf{Remark 2.2.} \text{ With a view to successive applications of this proposition, it is crucial to underline that the constants } \alpha_0(r) \text{ and } \alpha_1(r) \text{ appearing in the upper bound do not depend on the law of the } X_i \text{'s. Precise expressions for these constants can be drawn from the combination of specific passages of the proof, culminating in inequality (1.8).} \]
Combination of (2.1) with certain inequalities concerning $d_{[\delta]}^{(p)}$, originally proved in [22] and reformulated more recently in [36], yields the following

**Theorem 2.3.** If $S = \mathbb{R}^d$ and $d_S$ coincides with the Euclidean distance, assume that, for some $\delta > 0$ and $p \in [1, +\infty) \cap (d/2, +\infty)$, $\int_{\mathbb{R}^d} |x|^{2p+\delta} p_0(dx) < +\infty$ obtains. Then, (1.2)-(1.3) hold true with $\hat{p}_n = \tilde{c}_n$, $b_n = (n/\log_2 n)^{1/2}$. Moreover, for any choice of $r$ in $(2,3/M)$, with $M := \max\{2-p/d; 1+1/(2+\delta/p)\}$, one can put

$$C_p(p_0) = K(p,d)\overline{C}(r) \left[ 1 + \frac{2p}{1-2-\lambda} \left( \int_{\mathbb{R}^d} |x|^{2p+\delta} p_0(dx) \right)^{\frac{1}{p}} \right]$$  \hspace{1cm} (2.2)

$$Y_p(p_0) = \left\{ \frac{\sqrt{2}K(p,d)}{1-2(p-d/2)} \left[ 1 + \frac{2p}{1-2-\delta/2} \left( \int_{\mathbb{R}^d} |x|^{2p+\delta} p_0(dx) \right)^{1/2} \right] \right\}^{1/p}$$  \hspace{1cm} (2.3)

where $K(p,d), \overline{C}(r), \lambda$ and $\sigma$ are suitable positive constants independent of $p_0$.

See Subsection [4.2] for the proof, as well as for the exact evaluation of $K(p,d), \overline{C}(r), \lambda$ and $\sigma$. It is also worth recalling Remark [1.1] in order to indicate how to enlarge the applicability of this theorem, since one could be interested in bounding the Wasserstein distance of low order (e.g., 1 or 2) even in the presence of a high dimension $d$.

Before introducing the other results, it is worth noticing once again the troublesome dependence, in the previous theorem, of $b_n$ and $p$ on $d$, which appears to be unavoidable when $p_0$ is viewed as any element of the whole class $[\mathbb{R}^d]_{2p+\delta}$. See [1, 36, 46, 56, 65, 67]. Then, one is naturally led to search for situations in which the aforesaid drawback does not occur. As already remarked in Section [1], there are many significant problems in which it is natural to constrain both $p_0$ and $\hat{p}_n$ within a distinguished class $M$ strictly contained in $[S]$. By the way of illustration, maintaining the choice $S = \mathbb{R}^d$, one now considers the noteworthy case in which $M = \{\mu_0\}_{\theta \in \Theta}$ coincides with the class of the non-degenerate Gaussian p.d.’s, namely

$$\mu_\theta(dx) = \left( \frac{1}{2\pi} \right)^{d/2} (\det(V))^{-1/2} \exp \left\{ -\frac{1}{2} t(x - m)V^{-1}(x - m) \right\} dx \hspace{1cm} (x \in \mathbb{R}^d)$$  \hspace{1cm} (2.4)

where $\theta = (m, V), \Theta = \mathbb{R}^d \times \mathbb{GL}_+\text{sym}(d)$ and $\mathbb{GL}_+\text{sym}(d)$ denotes the class of symmetric and positive-definite $d \times d$ matrices with real entries. As for the approximating p.d. $\hat{p}_n$, in agreement with the so-called plug-in method of statistical point estimation, put $\hat{p}_n = \mu_{\hat{\theta}_n}, \hat{\theta}_n = (\hat{m}_n, \hat{V}_n)$ and

$$\hat{m}_n = \frac{1}{n} \sum_{i=1}^{n} \xi_i, \hspace{1cm} \hat{V}_n = \frac{1}{n} \sum_{i=1}^{n} (\xi_i - \hat{m}_n) t(\xi_i - \hat{m}_n)$$  \hspace{1cm} (2.5)

with the proviso that $\mu_{\hat{\theta}_n} = \delta_{\hat{\xi}_1}$, to obtain

**Theorem 2.4.** Let $S = \mathbb{R}^d$ and $d_S$ coincide with the Euclidean distance. Assume that $p_0 = \mu_{\theta_0}, \mu_{\theta_0}$ being defined by (2.4) with $\theta_0 = (m_0, V_0) \in \mathbb{R}^d \times \mathbb{GL}_+\text{sym}(d)$. Then, $p_0$ satisfies (1.2)-(1.3) with
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introducing a \( \sigma \)-finite measure \( \mu \) on the metric space \((S, d_S)\), to dominate the whole family \( M \) (to be defined just below), together with the aforesaid measurable map \( t : (S, \mathcal{B}(S)) \to (\mathbb{R}^k, \mathcal{B}(\mathbb{R}^k)) \),
in such a way that:

A) the interior \( \Theta \) of the convex hull of the support of \( \mu \circ t^{-1} \) is non-void,

B) the set \( \Lambda := \left\{ y \in \mathbb{R}^k \mid \int_S e^{y \cdot t(x)} \mu(dx) < +\infty \right\} \) is a non-void open subset of \( \mathbb{R}^k \), which proves to be convex.

Thus, a parametrization of the exponential family \( M \), conducive to i)-ii), is given by
\[ \mu_{\theta}(dx) := \exp\{V^{-1}(\theta) \cdot t(x) - M(V^{-1}(\theta))\} \mu(dx) \quad (\theta \in \Theta) \] (2.8)
where \( M(y) := \log \left( \int_S e^{y \cdot t(x)} \mu(dx) \right) : \mathbb{R}^k \to (-\infty, +\infty] \) and \( V(y) := \nabla M(y) = \int_S t(x) \exp\{y \cdot t(x) - M(y)\} \mu(dx) \). These definitions make sense in view of the following facts: first, Theorems 1.13, 2.2 and 2.7 in [15] state that \( M \) is strictly convex on \( \Lambda \), lower semi-continuous on \( \mathbb{R}^k \), of class \( C^\infty(\Lambda) \) and analytic. Second, Corollary 5.3 in [6] implies that \( M \) is steep (essentially smooth), according to Definition 3.2 of [15]. Third, from Theorem 3.6 in [15], \( y \mapsto V(y) \) defines a smooth

\[ p = 2, b_n = \frac{n}{\log_2 n}^{1/2}, \hat{p}_n = \mu_{\hat{b}_n} \text{ and } \hat{b}_n = (\hat{m}_n, \hat{V}_n) \text{ as in (2.8). Moreover, for any } \varepsilon \text{ such that} \]
\[ 0 < \varepsilon \leq (2(d + 1))^{-d}, \text{ there exist two positive constants } K(\varepsilon, d) \text{ and } H(\varepsilon, d) \text{ for which one can put} \]
\[ C_2(p_0) = [c_\varepsilon + b_\varepsilon^2(2d + 1)|\text{tr}[V_0]| + c_\varepsilon K(\varepsilon, d)\|V_0\|_F + H(\varepsilon, d) \]
\[ Y_2(p_0) = \sqrt{2}\{\sigma_{\max}[V_0] + d\sqrt{K(\varepsilon, d)}\sqrt{\text{tr}[V_0]}\}, \] (2.7)
\[ \text{where } \text{tr}[:], || : F \text{ and } \sigma_{\max}[V_0] \text{ stand for the trace, the Frobenius norm and the maximum eigenvalue of a matrix, respectively, while } c_\varepsilon \text{ and } c_\varepsilon \text{ are two numerical constants, even independent of the dimension } d. \]

See Subsection 4.3 for the proof. In particular, the proof of Lemma 4.1 contains the precise evaluation of \( K(\varepsilon, d) \), while \( c_\varepsilon \) is displayed in (4.12), \( c_\varepsilon \) in (4.17), and \( H(\varepsilon, d) \) in (4.21). Lastly, definition and properties of \( || \cdot ||_F \) can be found in Section 5.6 of [41].

A remarkably interesting fact is that an analogous conclusion holds true for a rather general type of exponential family which, besides including the previous class of Gaussian distributions as a distinguished, but particular, case, enjoys important, global properties from the point of view of mathematical statistics. Two of them are worth noticing: i) identifiability, in the sense of a parametric family of p.m.’s; ii) existence and uniqueness of the maximum likelihood estimator, expressed as arithmetic mean of values of a given function \( t \). In turn, i)-ii) are implied by certain weak conditions of a technical character, which are explained, for example, in [6, 15].
homeomorphism of $\Lambda$ and $\Theta$. Thus, putting $\gamma_y(A) := \int_A \exp\{y \cdot t(x) - M(y)\} \mu(dx)$, $A \in \mathcal{B}(\mathbb{S})$, Corollary 2.5 in [15] entails the equivalence of $\gamma_{y_1} = \gamma_{y_2}$, $y_1 = y_2$ and $\int \exp\{t\gamma_{y_1} = \int \exp\{t\gamma_{y_2}$, making precise the requisite of identifiability. Therefore, (2.8) defines the family $\mathcal{M}$ which is the subject of the next theorem, in such a way that $p_0$ will be a fixed element $\mu_{\theta_0}$ of $\mathcal{M}$, and $\hat{p}_n$ the element $\mu_{\theta_n}$ corresponding to

$$\hat{\theta}_n := \frac{1}{n} \sum_{i=1}^n t(\tilde{\zeta}_i) \in \Theta$$

which represents, in this case, the maximum likelihood estimator of the parameter $\theta$.

The particular form of $\hat{\theta}_n$ is conducive to an application of Proposition 2.1 but with the significant variant that the analog of the supremum appearing in (2.1) is multiplied by a function, say $\Phi$, of $\hat{\theta}_n$, which diverges as either $|\hat{\theta}_n|$ goes to infinity or $\hat{\theta}_n$ approaches the boundary of $\Theta$. Hence, to obtain any quantitative bound, the following concepts will come in usefull: first, the cumulant generating function, say $\Psi$, of $t(\tilde{\xi})$, namely $\Psi(y) := \log \left( \int \exp t(x) \mu_{\theta_0}(dx) \right)$. Second, the Legendre transformation, say $I_\mu$, of $\mathcal{M}$, that is

$$I_\mu(\theta) := \sup_{y \in \Lambda} \{\theta \cdot y - M(y)\} = V^{-1}(\theta) \cdot \theta - M(V^{-1}(\theta)) \cdot \theta - M(y_0)$$

(2.10)

Third, the Legendre transformation, say $I_{\theta_0}$, of $\Psi$, given by

$$I_{\theta_0}(\theta) := \sup_{y \in \Lambda} \{\theta \cdot y - \Psi(y)\} = I_\mu(\theta) - \theta \cdot y_0 - M(y_0)$$

(2.11)

where $y_0 = V^{-1}(\theta_0)$. See Section 26 of [52] (especially Theorems 26.4 and 26.6) for well-definiteness and regularity of $I_\mu$, as well as Theorem 6.9 in [15] for steepness of $I_\mu$. The way is now paved to specify $\Phi$, i.e.

$$\Phi(\eta) := \left\{ \begin{array}{ll} \frac{1}{\eta} & \|Hess[I_\mu(\theta_0 + s(\eta - \theta_0))\| F \right\} ds, & (\eta \in \Theta) \end{array} \right.$$  

(2.12)

where $\| \cdot \|_F$ stands for the Frobenius norm. As a consequence of the properties of $I_\mu$, in order that $\Phi(\eta)$ might diverge it is necessary that either $|\eta|$ goes to infinity or $\eta$ approaches $\partial \Theta$. Hence, with a view to quantifying the rapidity of the divergence of $\Phi$, one observes that there always exist two functions $\Phi_1 : [0, +\infty) \to [0, +\infty)$ and $\Phi_2 : \Theta \to [0, +\infty)$ satisfying

$$\begin{cases} 
\Phi(\eta) \leq \Phi_1(|\eta|) + \Phi_2(\eta) \text{ for all } \eta \in \Theta; \\
\Phi_1 \text{ is increasing and diverges at infinity } ; \\
\forall \{\eta_n\}_{n \geq 1} \subset \Theta, \Phi_2(\eta_n) \to +\infty \text{ entails } d(\eta_n, \partial \Theta) \to 0, \text{ as } n \to +\infty .
\end{cases}$$

(2.13)

Then, along with $\Phi_2$, one introduces the non-negative integer (possibly equal to $+\infty$) $N_{\Phi_2}(\rho, \sigma)$ which represents the minimum number of convex closed sets that form a covering of $R_1 := \{\theta \in \Theta \mid \Phi_2(\theta) \geq \frac{\sigma}{\tau}, |\theta - \theta_0| \leq \rho \}$ with the constrain that such a covering must be included in $R_2 := \{\theta \in \Theta \mid \Phi_2(\theta) \geq \frac{\sigma}{\tau}, |\theta - \theta_0| \leq \rho \}$. 
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Finally, it should be noticed that the involvement of \(d^{(p)}|_{\mathcal{S}}\) in (1.2) forces to assume that \(\mathcal{M}\) is included in \([\mathcal{S}]_p\) and, with a view to the obtainment of explicit upper bounds, induces to focus attention on the so-called Talagrand inequality. With reference to the elements of \(\mathcal{M}\) with \(p = 2\), this inequality reads

\[
d^{(2)}(\mu_{\theta_0}, \mu_{\theta}) \leq C_T(\theta_0)K(\mu_{\theta} \mid \mu_{\theta_0}) \quad (\theta_0, \theta \in \Theta)
\]

(2.14)

where \(K(\mu_{\theta} \mid \mu_{\theta_0}) := \int_{\mathcal{S}} \log \left( \frac{d\mu_{\theta}}{d\mu_{\theta_0}}(x) \right) \mu_{\theta}(dx)\) is the Kullback-Leibler information of \(\mu_{\theta_0}\) at \(\mu_{\theta}\). See, e.g., [38, 40] for further information.

**Theorem 2.5.** Suppose that A)-B) are fulfilled and that the elements of the exponential family (2.8) belong to \([\mathcal{S}]_2\) and meet (2.14). Then, \(p_0 = \mu_{\theta_0}\) satisfies (1.3) with \(p = 2\, b_n = (n/\log_2 n)^{1/2}\), \(\hat{p}_n = \mu_{\theta_n}\), \(\hat{\theta}_n\) as in (2.9), and

\[
Y_2(p_0) = \sqrt{2C_T(\theta_0)\Phi(\theta_0)\sigma_{\max}(\theta_0)}
\]

(2.15)

where \(\sigma_{\max}(\theta_0)\) is the largest eigenvalue of \(\text{Hess}(M)(V^{-1}(\theta_0))\). Moreover, \(p_0\) satisfies (1.2) with the same \(p\, b_n\), \(\hat{p}_n\) and a suitable \(C_2(p_0)\) specified in the proof if, in addition, there exist a positive constant \(\tau(\theta_0)\) and functions \(\rho, \sigma : [\tau(\theta_0), +\infty) \rightarrow [0, +\infty)\) satisfying

\[
\int_{\tau(\theta_0)}^{+\infty} m(t)^{-2} e^{-m(t)} dt + \int_{\tau(\theta_0)}^{+\infty} N\Phi_2(\rho(t), \sigma(t)) h(t)^{-2} e^{-h(t)} dt < +\infty
\]

(2.16)

where, with reference to (2.13), one puts \(m(t) := \min\{\rho(t), \frac{t}{\sigma(t)}, \Phi_1^{-1}(\frac{\sigma(t)}{2})\}\) and \(h(t) := \inf\{I_{\theta_0}(\theta) \mid \Phi_2(\theta) \geq \frac{\sigma(t)}{2}, |\theta - \theta_0| \leq \rho(t)\}\).

See Subsection 4.4 for the proof, which also includes the elements to specify the constant \(C_2(p_0)\).

Before concluding the section, it is worth remarking that the abundance of assumptions in the last theorem counterbalances the generality of the family (2.8). In any case, checking of A)-B) is a standard task, as shown in Chapter 1 of [15]. To check the validity of (2.14) see [38, 40], which also highlight the interesting connection with the logarithmic Sobolev inequality as means to estimate the constant \(C_T(\theta_0)\). Lastly, the finding of \(\tau(\theta_0)\), \(\rho(t)\), \(\sigma(t)\) and \(N(t)\) is less standard and could prove more labored, even because of lack of background literature.

### 3 Exchangeable random variables

As announced in Section 1 the random coordinates \(\xi_1, \xi_2, \ldots\) are now thought of as exchangeable random elements distributed according to the p.m. \(\rho\) on \((\Omega, \mathcal{F}) = (\mathbb{S}^\infty, \mathcal{B}(\mathbb{S}^\infty))\). The reader is recommended to resort to the representation theorem recalled therein and, in particular, to the meaning of the random p.m. \(\tilde{p}\) as limit of the sequence of the empirical laws \(\tilde{\xi}_n\)'s, as well as of the symbols \(\pi(\xi^{(n)})\) and \(p(\xi^{(n)})\) to denote the posterior and the predictive distribution, respectively.
The first theorem deals with the posterior distribution, establishing the validity of \([1,4]\). Its novelty is that it provides information about the range of the sequence \(\{d([S])_p(\pi(\tilde{\xi}^{(n)}), \delta_{\hat{p}_n})\}_{n \geq 1}\), when \((S, d_S)\) is a general separable metric space meeting the Radon property.

**Theorem 3.1.** Assume that, for some \(p \geq 1\), \(\hat{p}_n \in [S]_p\) for all \(n \in \mathbb{N}\) and \(\hat{p} \in [S]_p\) with \(\rho\)-probability 1. Moreover, let \(\{b_n\}_{n \geq 1}\) be an increasing and diverging sequence of positive numbers with respect to which \(\hat{p}\) satisfies \([1,2]-[1,3]\) with \(\rho\)-probability 1. Then,

\[
\rho \left[ \limsup_{n \to \infty} b_n d([S])_p(\pi(\tilde{\xi}^{(n)}), \delta_{\hat{p}_n}) \leq Y_p(\hat{p}) \right] = 1 \quad (3.1)
\]

provided that \(C_p(\hat{p})\) and \(Y_p(\hat{p})\) are real random variables and \(\rho[C_p(\hat{p})] < +\infty\).

The proof is deferred to Subsection 4.5. Apropos of the assumption that \(C_p(\hat{p})\) and \(Y_p(\hat{p})\) are real random variables, notice that their checking boils down to an analysis of their explicit expressions. Cf., e.g., \([2.2],[2.3]\) and \([2.6],[2.7]\). Lastly, recall Remark \([1,2]\) for an answer to the problem of bounding \(\limsup\).

In the same vein, one now deals with the approximation of the distributions \(q_m(\tilde{\xi}^{(n)})\) as in \([1,3]\). To connect \(q_m(\tilde{\xi}^{(n)})\) with \(\pi(\tilde{\xi}^{(n)})\), suffice it to notice that \(p(\tilde{\xi}^{(n)}, A) = \int_S p^{\infty}(A)\pi(\tilde{\xi}^{(n)}, df)\) and \(q_m(\tilde{\xi}^{(n)}, B) = p(\tilde{\xi}^{(n)}, \tilde{\xi}^{-1}_m(B))\) hold true for every \(A \in \mathcal{B}(S^{\infty})\) and \(B \in \mathcal{B}([S])\). From a technical point of view, knowledge of the latter distribution may help to make the properties of the former more explicit. This is what happens when, by following the usual frequentistic interpretation of analogy of the observations, one approximates \(q_m(\tilde{\xi}^{(n)})\) by means of the distinguished distribution of \(\frac{1}{m} \sum_{i=1}^{m} \delta_{\xi_{i+n}}\) when the \(\tilde{\xi}_{i+n}\)'s are viewed as i.i.d. with common p.d. \(\hat{p}_n\), for every \(n\). Apropos of this, one states the second main result of this section as

**Theorem 3.2.** If, for some \(p \geq 1\), \(\hat{p}_n \in [S]_p\) for all \(n \in \mathbb{N}\) and \(\hat{p} \in [S]_p\) with \(\rho\)-probability 1, then

\[
\rho \left[ d([S])_p(q_m(\tilde{\xi}^{(n)}), \hat{p}_n^\infty \circ \tilde{\xi}^{-1}_{n,m}) \leq d([S])_p(\pi(\tilde{\xi}^{(n)}), \delta_{\hat{p}_n}) \right] = 1 \quad (3.2)
\]

for every \(m \in \mathbb{N}\). In particular, under the same assumptions of Theorem \(3.1\) one has

\[
\rho \left[ \limsup_{n \to \infty} b_n d([S])_p(q_m(\tilde{\xi}^{(n)}), \hat{p}_n^\infty \circ \tilde{\xi}^{-1}_{n,m}) \leq Y_p(\hat{p}) \right] = 1 \quad (3.3)
\]

for every \(m \in \mathbb{N}\).

See Subsection 4.6 for the proof, and resort to Remark \([1,2]\) for an answer to the problem of bounding Wasserstein distances of lower orders \(s \in [1, p]\).

Theorems \(3.1\) and \(3.2\) are deliberately stated in a very general form, as far as the nature of the space \(S\) is concerned, but contain the strong assumption that \([1,2]-[1,3]\) are in force. With a view to their real use, one could do a good turn by providing possibly simple sufficient conditions for the validity of \([1,2]-[1,3]\), even if one has to give up the generality of \(S\). It is with this
spirit that we state the following three theorems which, from a merely mathematical side, are immediate consequences of the combination of Theorems 3.1 and 3.2 with Theorems 2.3, 2.4 and 2.5 respectively. The first statement deals with the nonparametric model, and can be viewed as an extension of Theorem 4 in [19] from \( \mathbb{R} \) to \( \mathbb{R}^d \).

**Theorem 3.3.** Let \( S = \mathbb{R}^d \) and \( d_S \) be the Euclidean distance. Assume that, for some \( \delta > 0 \) and \( p \in [1, +\infty) \cap (d/2, +\infty) \),

\[
\rho \left[ \int_{[\mathbb{R}^d]} |x|^{2p+\delta} \rho(dx) \right]^{\frac{1}{\delta}} = \int_{[\mathbb{R}^d]} \left( \int_{[\mathbb{R}^d]} |x|^{2p+\delta} \rho(dx) \right)^{\frac{1}{\delta} - 1} \pi(dx) < +\infty \tag{2.5} \]

is valid with any suitable \( \rho \). The first statement deals with the nonparametric model, and can be viewed as a result concerning the comparison between \( \Theta \) and \( \Theta^\ast \), respectively. The first statement deals with the nonparametric model, and can be viewed as a result concerning the comparison between \( \Theta \) and \( \Theta^\ast \), respectively.

Finally, the third result concerns the exponential family considered in Theorem 2.5.

**Theorem 3.4.** If \( S = \mathbb{R}^d \) and \( d_S \) coincides with the Euclidean distance, suppose that \( \tilde{\rho} = \mu_{\tilde{\theta}} \) with \( \rho \)-probability 1, where \( \tilde{\theta} = (\tilde{m}, \tilde{V}) \) is a random element taking values in \( \Theta = \mathbb{R}^d \times GL^+_{sym}(d) \) and \( \mu_\theta \) is referred to \( \Theta \). If \( \rho[\tilde{V} || \tilde{\theta}] = \int_0^\infty x \pi_{\tilde{V} || \tilde{\theta}}(dx) < +\infty \) is valid, with \( \pi_{\tilde{V} || \tilde{\theta}} \) standing for the p.d. of \( \tilde{V} || \tilde{\theta} \), then \( \tilde{\theta}_n = \tilde{\theta}_n \) and \( \rho \) hold true with \( \tilde{\theta}_n = \tilde{\theta}_n \), \( b_n = (n/\log_2 n)^{1/2} \) and the same constant \( Y \) as in Theorem \( \Theta \) with \( \tilde{p} \) in place of \( p_0 \).

The next theorem provides a new result concerning the \( d \)-dimensional Gaussian model.

**Theorem 3.5.** Let \( \tilde{p} \) equal \( \mu_{\tilde{\theta}} \) with \( \rho \)-probability 1, where \( \rho \) is referred to \( \Theta \) and \( \rho \) is a random element with values in \( \Theta = \mathbb{R}^d \times GL^+_{sym}(d) \) and \( \mu_\theta \) is referred to \( \Theta \). If \( \rho[\tilde{V} || \tilde{\theta}] = \int_0^\infty x \pi_{\tilde{V} || \tilde{\theta}}(dx) < +\infty \) is valid, with \( \pi_{\tilde{V} || \tilde{\theta}} \) standing for the p.d. of \( \tilde{V} || \tilde{\theta} \), then \( \tilde{\theta}_n = \tilde{\theta}_n \) and \( \rho \) hold true with \( \tilde{\theta}_n = \tilde{\theta}_n \), \( b_n = (n/\log_2 n)^{1/2} \) and the same constant \( Y \) as in Theorem \( \Theta \) with \( \tilde{V} \) in place of \( V_0 \).

Finally, the third result concerns the exponential family considered in Theorem 2.5.

**Theorem 3.6.** Theorems 3.1 and 3.2 face the challenging task of comparing probability laws of p.d.’s. Nevertheless, there are situations in which it suffices to have a partial knowledge of a p.d., such as mean values or appropriate synthetic measures of interesting aspects of that p.d., presentable as functionals on classes of p.d.’s. Thus, Theorems 3.1 and 3.2 are ideally accompanied by results concerning the comparison between \( \rho(g(\tilde{p})) \) and \( g(\tilde{p}_n) \), and between \( \rho(\tilde{p}_n) = \rho(g(\frac{1}{m} \sum_{i=1}^m \delta_{\tilde{\xi}_{i+n}})) \) and \( \rho(\tilde{p}_n) = \rho(g(\frac{1}{m} \sum_{i=1}^m \delta_{\tilde{\xi}_{i+n}})) \), respectively, where \( g \) stands for some specific functional. In particular, in view of the Kantorovich-Rubinstein representation of \( d^{(1)} \) (see, e.g., Theorem 11.8.2 of [28]), if \( g \) is Lipschitz-continuous, one has

\[
|\rho(g(\tilde{p})) - \rho(\tilde{p}_n)| \leq \text{Lip}(g)d^{(1)}_{[\mathbb{R}]}(\tilde{p}(\tilde{\xi}^{(n)}) \delta_{\tilde{p}_n})
\]

and

\[
|\rho\left(g\left(\frac{1}{m} \sum_{i=1}^m \delta_{\tilde{\xi}_{i+n}}\right)\mid \tilde{\xi}^{(n)}\right) - \rho_\infty\left[\rho\left(\frac{1}{m} \sum_{i=1}^m \delta_{\tilde{\xi}_{i+n}}\right)\mid \tilde{\xi}^{(n)}\right]\] \leq \text{Lip}(g)d^{(1)}_{[\mathbb{R}]}(g(\tilde{\xi}^{(n)}), \tilde{p}_n) \circ \tilde{p}_n^{-1}
where \( \text{Lip}(g) \) stands for the Lipschitz constant of \( g \). Due to its relevance, proven by a rich literature, the empirical approximation of functionals will be studied in a forthcoming paper.

## 4 Proofs

Gathered here are the proofs of the main results.

### 4.1 Proof of Proposition 2.1

This subsection complements the arguments already developed to prove Lemma 1 and Theorem 4 in Section 10.3 of [18], in order to justify the bound (2.1). Then, notation is substantially the same as therein, and numbering relates to that very same book.

To start, consider a sequence \( \{Y_n\}_{n \geq 1} \) of independent, non-negative random variables, and set \( \mathcal{G} := \sum_{n=1}^{+\infty} Y_n \) and \( \mathcal{M}_k := \sum_{n=1}^{+\infty} E[Y_n^k] \), for \( k > 0 \). An application of the inequality \( (a+b)^m \leq 2^{m-1}(a^m + b^m) \), valid for \( a, b > 0 \) and \( m \geq 1 \), yields \( E[\mathcal{G}^q] \leq 2^{q-2}(\mathcal{M}_q + \mathcal{M}_1 E[\mathcal{G}^{q-1}]) \) for \( q \in \{2, 3, \ldots\} \). Thus, by induction, one gets \( E[\mathcal{G}^q] \leq \lambda_{q, q-1} \mathcal{M}_1^{q-1} + \sum_{k=0}^{q-2} \lambda_{q, k} \mathcal{M}_k \mathcal{M}_1^{q-k} \) for \( q \in \{2, 3, \ldots\} \), where \( \lambda_{2,1} := 1, \lambda_{q,0} := 2^{q-2} \) and \( \lambda_{q+1,h} := 2^{q-1} \lambda_{q,h-1} \) if \( h = 1, \ldots, q \). If \( q > 2 \) and \( q \notin \mathbb{N} \), one can write

\[
E[\mathcal{G}^q] \leq 2^{q-1} \left( \mathcal{M}_q + \mathcal{M}_{q-1} E[\mathcal{G}^{q-1}] \right)
\]

\[
\leq 2^{q-1} \left( \mathcal{M}_q + \lambda_{q, q-1} \mathcal{M}_1^{q-1} + \mathcal{M}_{q-1} \sum_{k=0}^{q-2} \lambda_{q, k} \mathcal{M}_k \mathcal{M}_1^{q-k} \right).
\]

Now, the reasoning continues paralleling the method used to prove Theorem 4. First, assume that the distribution of the \( X_n \)'s is symmetric with \( E[X_1^2] = 1 \). Second, define \( c_n := (n \log_2(n))^{-1/2}, X_n := X_n \mathbb{I}\{|X_n| \leq n^{1/r}\}, X_n^r := X_n \mathbb{I}\{|X_n| > n^{1/r}\} \) and decompose \( S_n := \sum_{i=1}^{n} X_i \) as \( S_n = S'_n + S''_n \), with \( S'_n := \sum_{i=1}^{n} X_i' \) and \( S''_n := \sum_{i=1}^{n} X_i'' \). Apropos of \( S_n'' \), exploit the monotonicity of the sequence \( \{c_n\}_{n \geq 1} \), as in the last inequality on page 389, to obtain

\[
E\left[ \left( \sup_{n \geq 1} \frac{|S''_n|^r}{(n \log_2(n))^{r/2}} \right)^r \right] \leq E\left[ \left( \sup_{n \geq 1} c_n \sum_{i=1}^{n} |X_i''|^r \right)^r \right] \leq E\left[ \left( \sum_{n \geq 1} c_n |X_n''|^r \right)^r \right].
\]

Therefore, if \( r \in \{3, 4, \ldots\} \), one gets

\[
E\left[ \left( \sup_{n \geq 1} \frac{|S''_n|^r}{(n \log_2(n))^{r/2}} \right)^r \right] \leq \lambda_{r, r-1} \left( \sum_{n=1}^{+\infty} c_n E[|X''_n|^r] \right)^r + \sum_{k=0}^{r-2} \lambda_{r,k} \left( \sum_{n=1}^{+\infty} c_n^{r-k} E[|X''_n|^{r-k}] \right) \left( \sum_{n=1}^{+\infty} c_n E[|X''_n|^r] \right)^k.
\]

(4.1)
whilst, if $r > 2$ and $r \not\in \mathbb{N}$, the following bound

$$
E \left[ \sup_{n \geq 1} \frac{|S_n'|^r}{(n \log_2(n))^{r/2}} \right] 
\leq 2^{[r]-1} \left\{ \sum_{n=1}^{+\infty} c_n^r E[|X_n''|^r] + \lambda[r,r-1] \left( \sum_{n=1}^{+\infty} c_n^{r-1} E[|X_n''|^{r-1}] \right) \right. 
\left. \cdot \left( \sum_{n=1}^{+\infty} c_n E[|X_n''|] \right)^r \right\}
$$

\[ + \left( \sum_{n=1}^{+\infty} c_n^{r-1} E[|X_n''|^{r-1}] \right)^{[r]-2} \sum_{k=0}^{[r]-2} \lambda[r,k] \left( \sum_{n=1}^{+\infty} c_n^{r-k} E[|X_n''|^{r-k}] \right) \cdot \left( \sum_{n=1}^{+\infty} c_n E[|X_n''|] \right)^k \] (4.2)

is in force. Now, combining the inequalities of Hölder and Markov, one gets $E[|X_n''|^h] \leq (1/n)^{\frac{r-h}{r}} E[|X_n|^r]$ for every $n \in \mathbb{N}$ and $h \in (0,r)$ which, in turn, yields $\sum_{n=1}^{+\infty} c_n^h E[|X_n''|^h] \leq K(h) E[|X_1|^r]$, with $K(h) := \sum_{n=1}^{+\infty} (1/n)^{\frac{r-h}{r}} c_n^h < +\infty$. Thus, one concludes that

$$
E \left[ \sup_{n \geq 1} \frac{|S_n'|^r}{(n \log_2(n))^{r/2}} \right] \leq \beta_1(r) (E[|X_1|^r])^r
$$

(4.3)

is valid with a suitable numerical constant $\beta_1(r)$, determined as follows. First, recall that $E[|X_1|^2] = 1$ entails $E[|X_1|^r] \geq 1$. Then, if $r \in \{3,4,\ldots\}$, invoke (4.1) to get $\beta_1(r) = \sum_{k=0}^{[r]-2} \lambda[r,k] K((r-k)(K(1))^k$, whilst, if $r > 2$ and $r \not\in \mathbb{N}$, use (4.2) to obtain

$$
\beta_1(r) = 2^{[r]-1} \left\{ K(r) + \lambda[r,r-1] K(r-[r])(K(1))^r + K(r-[r]) \sum_{k=0}^{[r]-2} \lambda[r,k] K((r-k)(K(1))^k \right\}.
$$

Apropos of the term involving $S_n'$, one starts by observing that

$$
E \left[ \left( \sup_{n \geq 1} c_n |S_n'| \right)^r \right] \leq u_0^r + r \lambda^r \int_{u_0/\lambda}^{+\infty} u^{r-1} P \left[ \sup_{n \geq 1} c_n |S_n'| > \lambda u \right] du
$$

holds for every $\lambda, u_0 > 0$. Then, after putting $n_k := [e^k]$ for $k \in \mathbb{N}_0$, formula (15) on page 390 can be invoked to write

$$
P \left[ \sup_{n \geq 1} c_n |S_n'| > \lambda u \right] \leq 4 \sum_{k=0}^{+\infty} P \left[ c_{n_k} S_{n_{k+1}}' > \lambda u \right].
$$

(4.5)

Moreover, at the same page, it is proved that $P[|S_n'| > x] \leq \exp\{-tx + nt^2\}$ is valid for every $n \in \mathbb{N}$, $x > 0$ and $t \in [0,n^{-1/r}]$. Then, setting $n = n_{k+1}$, $\gamma_r := \sup_{k \in \mathbb{N}} \left( \frac{\log_2(n_{k+1})}{n_{k+1}} \right)^{1/2}$ $(n_{k+1})^{1/r} < +\infty$, $t = \gamma_r^{-1} \left( \frac{\log_2(n_{k+1})}{n_{k+1}} \right)^{1/2}$ and $x = \frac{u}{\gamma_r e_{n_k}}$ yields

$$
P \left[ c_{n_k} S_{n_{k+1}}' > \frac{u}{\gamma_r} \right] \leq \exp \left\{ -\left( \frac{\alpha u - 1}{\gamma_r^2} \right) \log_2(n_{k+1}) \right\}
$$

(4.6)

where $\alpha := \inf_{k \in \mathbb{N}_0} \left( \frac{n_k \log_2(n_k)}{e_{n_k+1} \log_2(n_{k+1})} \right)^{1/2} > 0$. Putting $\lambda = \gamma_r^{-1}$, the combination of (4.4), (4.5) and (4.6) leads to

$$
E \left[ \left( \sup_{n \geq 1} c_n |S_n'| \right)^r \right] \leq u_0^r + 4r \gamma_r^{-r} \sum_{k=0}^{+\infty} \int_{u_0/\gamma_r}^{+\infty} u^{r-1} \exp \left\{ -\left( \frac{\alpha u - 1}{\gamma_r^2} \right) \log_2(n_{k+1}) \right\} du.
$$
To conclude, it is enough to choose $u_0$ large enough so that $\alpha \gamma_r u_0 > 4 \gamma_r^2 + 1$ is in force. In fact, this choice entails, for every $u \geq u_0 \gamma_r$, $\alpha u > 4 \gamma_r^2 + 1$ and $\frac{\log(2^u + 2)}{\gamma_r} \geq 2 \log_2(n_{k+1}) + \frac{2^u}{4 \gamma_r + 1}$ which, in turn, give

$$E \left[ \left( \sup_{n \geq 1} c_n |S_n| \right)^r \right] \leq u_0^r + 4r \gamma_r^2 \left( \sum_{k=0}^{\infty} \exp\{-2 \log_2(n_{k+1})\} \right) \cdot \frac{(4 \gamma_r^2 + 1)^r}{2^u} \Gamma(r) =: \beta_0(r) \cdot (4.7)$$

The proof can be now carried out by means of the following steps. First, combine (4.3) with (4.1) to get

$$E \left[ \left( \sup_{n \geq 1} c_n |S_n| \right)^r \right] \leq 2^{r-1} E \left[ \left( \sup_{n \geq 1} c_n |S_n| \right)^r \right] + 2^{r-1} E \left[ \left( \sup_{n \geq 1} c_n |S_n|^r \right) \right]$$

which is valid for symmetric $X_n$’s with $E[X_n^2] = 1$. Then, invoke the symmetrization argument at the end of page 390 to show that this last very same bound holds also for non-symmetric $X_n$’s, provided that $E[X_i] = 0$ and $E[X_i^2] = 1$. Finally, remove the assumption $E[X_i^2] = 1$, by replacing every $X_i$ with $X_i/\sigma$.

### 4.2 Proof of Theorem [2.3]

Fix $d \in \mathbb{N}$, $p \in [1, +\infty) \cap (d/2, +\infty)$ and $\delta > 0$. After setting $\beta := 2p + \delta$, observe that it is possible to choose $r \in (2, 3)$ so that $\lambda = \lambda(p, d, r) := p - d(2 - \frac{\delta}{p})$ and $\sigma = \sigma(p, d, r) := \beta(\frac{\delta}{p} - 1) - p$ are both strictly positive constants. In particular, the bound on $\sigma$ is equivalent to $r < \frac{3\delta}{s + \frac{\delta}{p}} \in (2, 3)$.

As for the bound on $\lambda$, notice that it is trivially satisfied for any choice of $r \in (2, 3)$ if $p \geq d$ whilst, if $p \in [1, +\infty) \cap (d/2, d)$, one gets $r < \frac{3\delta}{s + \frac{\delta}{p}} \in (2, 3)$. Therefore, these arguments show that $r$ can be chosen as any element of $(2, 3/M)$, where $M := \max\{2 - p/d, 1 + 1/(2 + \delta/p)\}$.

Now, consider the LHS of (4.2) with $b_n^p = \sqrt{n/\log_2 n}$ and invoke Lemmata 5 and 6 in [39], whose main contents are now briefly recalled. For $l \in \mathbb{N}_0 := \{0, 1, 2, \ldots\}$, denote by $\mathcal{P}_l$ the natural partition of $B_0 := (-1, 1)^d$ into $2^{ld}$ translations of $(-2^{-l}, 2^{-l})^d$ and, for $s \in \mathbb{N}$, put $B_s := (-2^s, 2^s)^d \setminus (-2^{s-1}, 2^{s-1})^d$ and, for any $F \subseteq \mathbb{R}^d$, $2^s F := \{2^s x \mid x \in F\}$. In this notation, for any $p \geq 1$ and $\mu, \nu \in [\mathbb{R}^d]_p$,

$$d^{(p)}(\mu, \nu)^p \leq K(p, d) \sum_{s=0}^{+\infty} 2^{ps} \sum_{l=0}^{+\infty} 2^{-lp} \sum_{F \in \mathcal{P}_l} |\mu(2^s F \cap B_s) - \nu(2^s F \cap B_s)|$$

holds with $K(p, d) := 2^{dp/2}(2^p + 1)(2^p - 1)^{-2}$. Whence,

$$p_0 \left[ \sup_{n \geq 1} b_n^p d^{(p)}(\mu, \nu) \right]$$

$$\leq K(p, d) \sum_{s=0}^{+\infty} 2^{ps} \sum_{l=0}^{+\infty} 2^{-lp} \sum_{F \in \mathcal{P}_l} p_0^{\infty} \left[ \sup_{n \geq 1} b_n^p \left| \mu(2^s F \cap B_s) - \nu(2^s F \cap B_s) \right| \right].$$

16
The objective is now to bound the term \( p_0^\infty \left[ \sup_{n \geq 1} b_n^p \left| p_0(2^s F \cap B_s) - \frac{1}{n} \sum_{i=1}^n \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \right| \right] \) by the following steps: first, choose \( r \in (2, 3) \) satisfying the restrictions imposed in the first lines of this proof. Second, apply Lyapunov’s inequality to get

\[
\begin{align*}
\left( \sup_{n \geq 1} b_n^p \left| p_0(2^s F \cap B_s) - \frac{1}{n} \sum_{i=1}^n \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \right| \right) \\
\leq \left( \frac{p_0^\infty \left[ \frac{1}{n} \sum_{i=1}^n \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \right]}{\sqrt{n \log n}} \right)^{1/r}.
\end{align*}
\]

At this stage, the identities \( p_0^\infty \left[ \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \right] = p_0(2^s F \cap B_s) \) and

\[
b_n^p \left| p_0(2^s F \cap B_s) - \frac{1}{n} \sum_{i=1}^n \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \right| = \frac{1}{n} \sum_{i=1}^n \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \left( \sup_{n \geq 1} b_n^p \left| p_0(2^s F \cap B_s) - \frac{1}{n} \sum_{i=1}^n \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \right| \right)
\]

valid for any \( i \) and \( n \) in \( \mathbb{N} \), respectively, pave the way for the application of Proposition \( 2.1 \) with \( X_i = \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} - p_0(2^s F \cap B_s) \). Notice that \( \sigma^2 \) and \( \mathbb{E} |X_1|^r \) appearing in the RHS of \( 2.1 \) are equal to \( p_0(2^s F \cap B_s)(1 - p_0(2^s F \cap B_s)) \) and \( p_0(2^s F \cap B_s)(1 - p_0(2^s F \cap B_s))^r + p_0(2^s F \cap B_s)^r(1 - p_0(2^s F \cap B_s)) \), respectively. In view of \( (A + B)^{1/r} \leq A^{1/r} + B^{1/r} \), one can bound from above the \((1/r)\)-power of the RHS of \( 2.1 \) by means of

\[
\alpha_0(r)^{1/r} \sqrt{p_0(2^s F \cap B_s)(1 - p_0(2^s F \cap B_s))} \\
+ \alpha_1(r)^{1/r} \left[ p_0(2^s F \cap B_s)(1 - p_0(2^s F \cap B_s)) \right]^{1/r - 1} \cdot \left[ (1 - p_0(2^s F \cap B_s))^{r - 1} + p_0(2^s F \cap B_s)^{r - 1} \right]^{1/r - 1}
\]

so that, taking account of \( (1 - p_0(2^s F \cap B_s))^{r - 1} + p_0(2^s F \cap B_s)^{r - 1} \leq 2, 1 - p_0(2^s F \cap B_s) \leq 1 \) and \( \frac{1}{r} > \frac{3}{r} - 1 \), one can write

\[
p_0^\infty \left[ \sup_{n \geq 1} b_n^p \left| p_0(2^s F \cap B_s) - \frac{1}{n} \sum_{i=1}^n \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \right| \right] \leq \overline{c}(r) \left( p_0(2^s F \cap B_s) \right)^{\frac{3}{r} - 1}.
\]

with \( \overline{c}(r) := \alpha_0(r)^{1/r} + 2^{3/r} \alpha_1(r)^{1/r} \). At this stage, after recalling that \( 2^d \mathbb{P}_1 = 2^{d\tilde{\lambda}} \) and that \( \frac{1}{r} - 1 \in (0, 1) \), another application of Lyapunov’s inequality yields

\[
\sum_{F \in \mathbb{P}_1} \left( \sup_{n \geq 1} b_n^p \left| p_0(2^s F \cap B_s) - \frac{1}{n} \sum_{i=1}^n \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \right| \right) \\
\leq \overline{c}(r) 2^{d\tilde{\lambda}(2 - \frac{1}{r})} \left( \sum_{F \in \mathbb{P}_1} p_0(2^s F \cap B_s) \right)^{\frac{1}{r} - 1} = \overline{c}(r) 2^{d\tilde{\lambda}(2 - \frac{1}{r})} \left( p_0(2^s F \cap B_s) \right)^{\frac{1}{r} - 1}.
\]

Whence,

\[
\sum_{l=0}^{+\infty} 2^{-lp} \sum_{F \in \mathbb{P}_1} p_0^\infty \left[ \sup_{n \geq 1} b_n^p \left| p_0(2^s F \cap B_s) - \frac{1}{n} \sum_{i=1}^n \mathbb{I} \{ \tilde{\xi}_i \in 2^s F \cap B_s \} \right| \right] \\
\leq \overline{c}(r) \left( p_0(2^s F \cap B_s) \right)^{\frac{1}{r} - 1} \sum_{l=0}^{+\infty} 2^{d\tilde{\lambda}(2 - \frac{1}{r}) - lp} = \overline{c}(r) \frac{1}{1 - 2^{-\tilde{\lambda}}} \left( p_0(2^s F \cap B_s) \right)^{\frac{1}{r} - 1}.
\]

Now, observe that, for any \( s \in \mathbb{N} \), the definition of \( B_s \) entails \( p_0(B_s) \leq p_0^\infty \left[ \mathbb{I} \{ \tilde{\xi}_1 > 2^{s-1} \} \right] \) so that, from Markov’s inequality, \( p_0(B_s) \leq 2^{-\beta(s-1)} p_0^\infty \left[ \mathbb{I} \{ \tilde{\xi}_1 > 2^{s-1} \} \right] \) holds with the same \( \beta \) as defined at the
beginning of this proof. To conclude the proof of (1.2), gather the above inequalities together to obtain
\[ p_0^\infty \left[ \sup_{n \geq 1} b^p_n d(p)_{[\xi_n]}(p_0, \tilde{x}_n)^p \right] \leq \frac{K(p, d)C(r)}{1 - 2^{-\lambda}} \left[ 1 + \frac{2^p}{1 - 2^{-\sigma}} \left( p_0^\infty (|\tilde{x}_1|^p) \right)^{\hat{2} - 1} \right] \]
which provides the value of \( C_p(p_0) \) displayed in (2.2).

To prove (1.3), use again (4.9) to write
\[ \limsup_{n \to +\infty} b^p_n d(p)_{[\xi_n]}(p_0, \tilde{x}_n)^p \leq K(p, d) \sum_{s=0}^{+\infty} 2^{ps} \sum_{l=0}^{+\infty} 2^{-lp} \sum_{F \in P_l} \limsup_{n \to +\infty} b^p_n \left| p_0(2^s F \cap B_s) - \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}\{\tilde{x}_i \in 2^s F \cap B_s\} \right| . \]
Since, from Hartman-Wintner’s law of the iterated logarithm,
\[ \limsup_{n \to +\infty} b^p_n \left| p_0(2^s F \cap B_s) - \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}\{\tilde{x}_i \in 2^s F \cap B_s\} \right| = \sqrt{2p_0(2^s F \cap B_s)(1 - p_0(2^s F \cap B_s))} \]
on one can argue exactly as above to obtain
\[ \limsup_{n \to +\infty} b^p_n d(p)_{[\xi_n]}(p_0, \tilde{x}_n)^p \leq \sqrt{2} K(p, d) \left[ 1 + \frac{2^p}{1 - 2^{-\sigma}} \left( p_0^\infty (|\tilde{x}_1|^p) \right)^{1/2} \right] \]
which provides the value of \( Y_p(p_0) \) displayed in (2.3).

### 4.3 Proof of Theorem 2.4

To facilitate the proof, one premises the following technical result

**Lemma 4.1.** Let \( \lambda_1, \ldots, \lambda_d \) be the eigenvalues (counted with their multiplicity) of a symmetric, positive definite \( d \times d \) matrix \( M \) with real entries. If \( \det(M) \geq \varepsilon \) for some \( \varepsilon \in (0, 1) \), then there exists a positive constant \( K(\varepsilon, d) \) such that
\[ \sum_{j=1}^{d} (\lambda_j - 1 - \log \lambda_j) \leq K(\varepsilon, d) \sum_{j=1}^{d} (\lambda_j - 1)^2 = K(\varepsilon, d) \| M - \text{Id}_d \|_F^2 \] (4.10)
where \( \text{Id}_d \) is the \( d \times d \) identity matrix and \( \| \cdot \|_F \) stands for the Frobenius norm.

**Proof of the Lemma.** Fix \( \delta \in (0, 1) \) and define \( d_1(M, \delta) \) to be the number of those \( \lambda_j \)'s belonging to \([1 - \delta, 1 + \delta]\). Since \( K_1(\delta) := \sup_{x \in [1 - \delta, 1 + \delta]\setminus\{1\}} \frac{(x-1)^2}{x\log x - 1} > 0 \), if \( d_1(M, \delta) > 0 \) one gets
\[ \sum_{j \in \{1, \ldots, d\} \atop \lambda_j \in [1 - \delta, 1 + \delta]} (\lambda_j - 1 - \log \lambda_j) \leq K_1(\delta) \sum_{j \in \{1, \ldots, d\} \atop \lambda_j \in [1 - \delta, 1 + \delta]} (\lambda_j - 1)^2 . \]
If \( d_1(M, \delta) = d \), the lemma is proved upon putting \( K(\varepsilon, d) = K_1(\delta) \), with \((1 - \delta)^d = \varepsilon \). Thus, assume that \( d_2 = d_2(M, \delta) := d - d_1(M, \delta) > 0 \), and notice that \( \sum_{(*)} (\lambda_j - 1 - \log \lambda_j) \leq \]
\[ \sum_{(*)} \lambda_j - \log \prod_{(*)} \lambda_j, \text{ where } (*) \text{ is a shorthand to indicate that sums or products run over those } j' \text{'s in } \{1, \ldots, d \} \text{ for which } \lambda_j \not\in \{1 - \delta, 1 + \delta\}. \text{ Moreover, by assumption, there holds} \]

\[
\prod_{(*)} \lambda_j = \prod_{j=1}^{d} \lambda_j \cdot \left( \prod_{\lambda_j \in \{1-\delta, 1+\delta\}} \lambda_j \right)^{-1} \geq \frac{\varepsilon}{(1+\delta)^d} =: p_0
\]

where \( p_0 \in (0,1) \). Lyapunov’s inequality entails \( \frac{1}{d^2} \sum_{(*)} \lambda_j \leq \left( \frac{1}{d^2} \sum_{(*)} \lambda_j^2 \right)^{1/2} \) and the GAM inequality gives \( \frac{1}{d^2} \sum_{(*)} \lambda_j \geq \left( \prod_{(*)} \lambda_j \right)^{1/d_2} \), so that the combination of these inequalities yields \( p_0^{1/d_2} \leq \left( \frac{1}{d^2} \sum_{(*)} \lambda_j^2 \right)^{1/2} \). Hence, recalling that \( \log p_0 < 0 \), there holds

\[
\sum_{(*)} (\lambda_j - 1 - \log \lambda_j) \leq d_2 \left( \frac{1}{d^2} \sum_{(*)} \lambda_j^2 \right)^{1/2} - \log p_0 \leq \left[ \left( \frac{1}{p_0} \right)^{1/d_2} - \frac{1}{d_2} \left( \frac{1}{p_0} \right)^{2/d_2} \log p_0 \right] \sum_{(*)} \lambda_j^2.
\]

Since \( K_2(\delta) := \sup_{x \in [1-\delta, 1+\delta] \setminus \{1\}} \frac{x^2}{(x-1)^2} > 0 \) for any \( \delta > 0 \), one deduces the former inequality in (4.10). Finally, the latter inequality follows from the properties of the Frobenius norm, as shown, e.g., Section 5.6 of \([41]\). \( \square \)

The way is now paved for the proof of Theorem 2.4.

From a well-known expression of the distance \( d_{[\mathbb{R}^d]}^{(2)}(\theta_0, \theta_n) \) between two multivariate Gaussian distributions (see, e.g., \([25, 48]\)), one gets

\[
\left[ d_{[\mathbb{R}^d]}^{(2)}(\mu_{\theta_0}, \mu_{\theta_n}) \right]^2 = \left| \mathbf{m}_0 - \hat{\mathbf{m}}_n \right|^2 + \text{tr} \left[ V_0 + \hat{V}_n - 2(\hat{V}_0 \hat{V}_n)^{1/2} \right] \tag{4.11}
\]

where the symbol \( \mu_{\theta} \) is referred to \([24]\), while \( \hat{\mathbf{m}}_n \) and \( \hat{V}_n \) are referred to \([25]\). Then, to prove \([22]\), one starts by analyzing the first summand on the above RHS. The combination of Lyapunov’s inequality with \([21]\) yields, for any \( r > 2 \),

\[
\mu_0^{\infty} \left[ \left( \sup_{n \geq 1} b_n \left| \mathbf{m}_0 - \hat{\mathbf{m}}_n \right| \right)^2 \right] \leq \sum_{j=1}^{d} \mu_0^{\infty} \left( \sup_{n \geq 1} \frac{\sum_{i=1}^{n} (\hat{\xi}_i^{(j)} - \mu_0^{(j)})^2}{\sqrt{n \log_2 n}} \right)^{2/r} \leq \sum_{j=1}^{d} \sigma_j^2 \left( \sup_{n \geq 1} \frac{\left( \hat{\xi}_i^{(j)} - \mu_0^{(j)} \right)^2}{\sigma_j^2} \right)^{2/r} \leq \left( \alpha_0(r) + \alpha_1(r) \right) \left( \frac{\mu_0^{\infty} \left[ \left( \sum_{j=1}^{d} \left( \hat{\xi}_i^{(j)} - \mu_0^{(j)} \right)^2 \right)^{2/r} \right]}{\sigma_j^2} \right)^{2/r} \text{tr} [V_0].
\tag{4.12}
\]

As to the latter summand on the RHS of (4.11), one can start by writing

\[
\mu_0^{\infty} \left[ \sup_{n \in \{1, \ldots, d\}} b_n^2 \text{tr} [V_0 + \hat{V}_n - 2(\hat{V}_0 \hat{V}_n)^{1/2}] \right] \leq b_n^2 (d+1) \text{tr} [V_0]
\]

since, for every \( n \in \mathbb{N} \), \( \mu_0^{\infty} \left[ \text{tr} [\hat{V}_n] \right] \leq \text{tr} [V_0] \). Consequently, one can confine oneself to studying

\[
\mu_0^{\infty} \left[ \sup_{n \geq d+1} b_n^2 \text{tr} [V_0 + \hat{V}_n - 2(\hat{V}_0 \hat{V}_n)^{1/2}] \right].
\]

Now, it is worth observing that the term \( \text{tr} [V_0 +
Lemma 4.1 gives $\hat{V}_n - 2(V_0 \hat{V}_n)^{1/2}$ coincides with the squared distance $[d_{[R,E]}^{(2)}]^2$ between two $d$-dimensional Gaussian distributions with zero means and a covariance matrix equal to $V_0$ or $\hat{V}_n$, respectively. This fact paves the way for the application of the Talagrand inequality (2.14), to get

$$
\text{tr} \left[ V_0 + \hat{V}_n - 2(V_0 \hat{V}_n)^{1/2} \right] \leq C_T(\theta_0) \left[ \text{tr} \left( V_0^{-1} \hat{V}_n - \text{Id}_d \right) - \log \det(V_0^{-1} \hat{V}_n) \right] = C_T(\theta_0) \sum_{j=1}^d \left| \lambda_j^{(n)} \right| - \log \lambda_j^{(n)} - 1
$$

(4.13)

where $\lambda_1^{(n)}, \ldots, \lambda_d^{(n)}$ denote the strictly positive (with $\mu_{\theta_0}$-probability 1) eigenvalues of $V_0^{-1} \hat{V}_n$.

Note that, as a consequence of the original formulation of the Talagrand inequality (see [59]), $C_T(\theta_0)$ can be chosen equal to $2 \|V_0\|_F$. At this stage, after fixing $\varepsilon \in (0, 1)$, an application of Lemma [4.1] gives

$$
\mu_{\theta_0}^{\infty} \left[ \sup_{n \geq d+1} b_c^2 \text{tr}[V_0 + \hat{V}_n - 2(V_0 \hat{V}_n)^{1/2}] \mathbb{I}\{\det(V_0^{-1} \hat{V}_n) \geq \varepsilon \} \right] 
\leq 2K(\varepsilon, d) \|V_0^{-1}\|_F \cdot \sum_{l,h=1}^d \mu_{\theta_0}^{\infty} \left[ \left( \sup_{n \geq d+1} \frac{\left| \sum_{i=1}^n (\hat{\xi}_i^{(l,h)} - (V_0)_{l,l}) \right|}{\sqrt{n \log_2(n)}} \right)^2 \right]
$$

(4.14)

where $\hat{\xi}_i^{(l,h)} := (\xi_i^{(l)} - m_n^{(l)})(\xi_i^{(h)} - m_n^{(h)})$. Elementary algebra shows that $\sum_{i=1}^n (\hat{\xi}_i^{(l)}) - (V_0)_{l,l}) = \sum_{i=1}^n (\xi_i^{(l)} - m_0^{(l)})^2 - (V_0)_{l,l}) - \frac{1}{n} \left( \sum_{i=1}^n (\xi_i^{(l)} - m_0^{(l)}) \right)^2$ and, for $l \neq h$, $\sum_{i=1}^n (\hat{\xi}_i^{(l,h)} - (V_0)_{l,h}) = \sum_{i=1}^n (\xi_i^{(l)} - m_0^{(l)})(\xi_i^{(h)} - m_0^{(h)}) - (V_0)_{l,h}) - \frac{1}{n} \left( \sum_{i=1}^n (\xi_i^{(l)} - m_0^{(l)}) \right) \left( \sum_{i=1}^n (\xi_i^{(h)} - m_0^{(h)}) \right)$. Whence,

$$
\mu_{\theta_0}^{\infty} \left[ \left( \sup_{n \geq d+1} \frac{\left| \sum_{i=1}^n (\xi_i^{(l,l)} - (V_0)_{l,l}) \right|}{\sqrt{n \log_2(n)}} \right)^2 \right] \leq 2\mu_{\theta_0}^{\infty} \left[ \left( \sup_{n \geq d+1} \frac{\left| \sum_{i=1}^n (\xi_i^{(l,l)} - m_0^{(l)})^2 - (V_0)_{l,l}) \right|}{\sqrt{n \log_2(n)}} \right)^2 \right] + 2\mu_{\theta_0}^{\infty} \left[ \sup_{n \geq d+1} \frac{\left| \sum_{i=1}^n (\xi_i^{(l,l)} - m_0^{(l)}) \right|}{n^4 \log_2(n)} \right]^4
$$

(4.15)

and, for $l \neq h$,

$$
\mu_{\theta_0}^{\infty} \left[ \left( \sup_{n \geq d+1} \frac{\left| \sum_{i=1}^n (\hat{\xi}_i^{(l,h)} - (V_0)_{l,h}) \right|}{\sqrt{n \log_2(n)}} \right)^2 \right] \leq 2\mu_{\theta_0}^{\infty} \left[ \left( \sup_{n \geq d+1} \frac{\left| \sum_{i=1}^n (\xi_i^{(l,h)} - m_0^{(l)})(\xi_i^{(h)} - m_0^{(h)}) - (V_0)_{l,h}) \right|}{\sqrt{n \log_2(n)}} \right)^2 \right] + 2\mu_{\theta_0}^{\infty} \left[ \sup_{n \geq d+1} \frac{\left( \sum_{i=1}^n (\xi_i^{(l,h)} - m_0^{(l)}) \right)^2 \left( \sum_{i=1}^n (\xi_i^{(h)} - m_0^{(h)}) \right)^2}{n^4 \log_2(n)} \right].
$$

(4.16)

As to the first summand on the RHS of (4.15), it is enough to notice that $\{(V_0)^{1/2}(\xi_i^{(l,l)} - m_0^{(l)})^2\}_{i \geq 1}$ is a sequence of i.i.d., $\chi^2(1)$-distributed, real random variables, so that an application of Proposition [2.4] with $r = 4$, in combination with the Lyapunov inequality, yields

$$
\mu_{\theta_0}^{\infty} \left[ \left( \sup_{n \geq d+1} \frac{\left| \sum_{i=1}^n (\xi_i^{(l,l)} - m_0^{(l)})^2 - (V_0)_{l,l}) \right|}{\sqrt{n \log_2(n)}} \right)^2 \right] \leq 2(V_0)^{1/2}[\alpha_0(4) + 15^4 \alpha_1(4)]^{1/2}.
$$
For the second summand on the RHS of (4.15), observe that

\[
\left( \sum_{i=1}^{n} (\tilde{\xi}_i^{(l)} - m_0^{(l)}) \right)^4 = \left( \frac{1}{\sqrt{n \log_2(n)}} \right)^4 \left( \frac{\log_2(n)}{n \log_2(n)} \right) \leq \left( \frac{1}{\sqrt{n \log_2(n)}} \right)^4 \left( \frac{\log_2(n)}{n \log_2(n)} \right) \leq \left( \frac{1}{\sqrt{n \log_2(n)}} \right)^4 \left( \frac{\log_2(n)}{n \log_2(n)} \right).
\]

yielding, by virtue of Proposition 2.1

\[
\mu_0^\infty \left[ \sup_{n \geq d+1} \left( \sum_{i=1}^{n} (\tilde{\xi}_i^{(l)} - m_0^{(l)}) \right)^4 \right] \leq (V_0)^2_{l,l} [\alpha_0(4) + 3\alpha_1(4)].
\]

To bound the first summand on the RHS of (4.15), introduce, as a preliminary step, the auxiliary function \( \omega_k(\rho) := E[(XY - \rho)^k] \), where \( k \in \mathbb{N} \) and \( (X, Y) \in \mathbb{R}^2 \) is a Gaussian random vector with zero means, unit variances and correlation coefficient \( \rho \). Then, apply again Proposition 2.1 with \( r = 4 \), in combination with the Lyapunov inequality, and observe that \( 1 \leq \omega_2(\rho) = 1 + \rho^2 \leq 2 \omega_4(\rho) = 9 - 33\rho^2 + 84\rho^4 \leq 60 \) to lead to

\[
\mu_0^\infty \left[ \sup_{n \geq d+1} \left( \sum_{i=1}^{n} (\tilde{\xi}_i^{(l)} - m_0^{(l)}) \right)^4 \right] \leq (V_0)^2_{l,l} [\alpha_0(4) + 3\alpha_1(4)].
\]

where \( \rho_{l,h} := (V_0)^2_{l,l} / (V_0)^2_{h,h} \). Finally, for the second summand on the RHS of (4.15), it is enough to notice that

\[
\left( \sum_{i=1}^{n} (\tilde{\xi}_i^{(l)} - m_0^{(l)}) \right)^2 \cdot \left( \sum_{i=1}^{n} (\tilde{\xi}_i^{(h)} - m_0^{(h)}) \right)^2 \leq \frac{1}{2} \left( \sum_{i=1}^{n} (\tilde{\xi}_i^{(l)} - m_0^{(l)}) \right)^4 + \frac{1}{2} \left( \sum_{i=1}^{n} (\tilde{\xi}_i^{(h)} - m_0^{(h)}) \right)^4,
\]

so that, by resorting to Proposition 2.1 with \( r = 4 \), one gets

\[
\mu_0^\infty \left[ \sup_{n \geq 1} \left( \sum_{i=1}^{n} (\tilde{\xi}_i^{(l)} - m_0^{(l)}) \right)^2 \left( \sum_{i=1}^{n} (\tilde{\xi}_i^{(h)} - m_0^{(h)}) \right)^2 \right] \leq \frac{1}{2} \left[ (V_0)^2_{l,l} + (V_0)^2_{h,h} \right] [\alpha_0(4) + 3\alpha_1(4)].
\]

At this stage, there are all the elements to deduce that

\[
\mu_0^\infty \left[ \sup_{n \geq d+1} \left( b_n^2 \text{tr} \left[ V_0 + \hat{V}_n - 2(V_0 \hat{V}_n)^{1/2} \right] \mathbb{I} \{ \det(V_0^{-1} \hat{V}_n) \geq \varepsilon \} \right] \leq c_5 K(\varepsilon, d) \| V_0 \|_F \quad (4.17)
\]

for a suitable numerical constant \( c_5 \) independent of \( V_0 \) and even of the dimension \( d \).

It remains to analyze \( \mu_0^\infty \left[ \sup_{n \geq d+1} b_n^2 \text{tr} \left[ V_0 + \hat{V}_n - 2(V_0 \hat{V}_n)^{1/2} \right] \mathbb{I} \{ \det(V_0^{-1} \hat{V}_n) < \varepsilon \} \right] \) which, in view of the Boole inequality, can be bounded from above by

\[
\sum_{n \geq d+1} b_n^2 \int_{0}^{+\infty} \mu_0^\infty \left( \left\{ \text{tr} \left[ V_0 + \hat{V}_n - 2(V_0 \hat{V}_n)^{1/2} \right] \mathbb{I} \{ \det(V_0^{-1} \hat{V}_n) < \varepsilon \} > z \right\} \right) \, dz.
\]

Preliminarily, given any \( A > 0 \), one gets

\[
\int_{0}^{A} \mu_0^\infty \left( \left\{ \text{tr} \left[ V_0 + \hat{V}_n - 2(V_0 \hat{V}_n)^{1/2} \right] \mathbb{I} \{ \det(V_0^{-1} \hat{V}_n) < \varepsilon \} > z \right\} \right) \, dz \leq A \mu_0^\infty \left( \left\{ \det(V_0^{-1} \hat{V}_n) < \varepsilon \right\} \right).
\]
for every \( n \in \mathbb{N} \). Now, the series \( \sum_{n \geq d+1} b_n^2 \mu_0^\infty(\{ \det(V_0^{-1}\hat{V}_n) < \varepsilon \}) \) turns out to be convergent for any choice of \( \varepsilon \in (0, 1) \) since, in this case, one can prove that \( \mu_0^\infty(\{ \det(V_0^{-1}\hat{V}_n) < \varepsilon \}) \) goes to zero exponentially fast, with respect to \( n \). Indeed, a well-known result concerning the Wishart distribution (see, e.g. Theorem 7.5.3 in [5]) states that, for \( n > d \), \( \det(V_0^{-1}\hat{V}_n) \) has the same distribution (under \( \mu_0^\infty \)) as the product of \( d \) independent real random variables, say \( Y_1, \ldots, Y_d \), where \( Y_i \) has a Gamma distribution with scale parameter \( \frac{\eta}{2} \) and shape parameter \( \frac{n-d}{2} \). Since \( \mu_0^\infty(\{ \det(V_0^{-1}\hat{V}_n) < \varepsilon \}) \leq \sum_{i=1}^d \mu_0^\infty(\{ Y_i < \varepsilon^{1/d} \}) \) holds in view of the Boole inequality, then one can resort to the well-known Chernoff bounds to obtain

\[
\mu_0^\infty(\{ Y_i < \varepsilon^{1/d} \}) \leq \exp \left\{ \frac{n-i}{2} \left[ 1 - \frac{n\varepsilon^{1/d}}{n-i} + \log \left( \frac{n\varepsilon^{1/d}}{n-i} \right) \right] \right\}
\]

provided that \( \varepsilon^{1/d} < \frac{n-i}{n} \) for any \( i \in \{ 1, \ldots, d \} \) and \( n \geq d+1 \). Since \( \sup_{i \leq d, n \geq d+1} \left( \frac{n-i}{n} \right) \leq d+1, \) choosing \( \varepsilon \leq [2(d+1)]^{-d} \) yields \( 1 - \frac{n\varepsilon^{1/d}}{n-i} + \log \left( \frac{n\varepsilon^{1/d}}{n-i} \right) \leq \frac{1}{2} - \log 2 < 0 \) and, hence,

\[
\mu_0^\infty \left( \{ \det(V_0^{-1}\hat{V}_n) < \varepsilon \} \right) \leq d \exp \left\{ \frac{n-d}{2}(1/2 - \log 2) \right\}
\]

(4.18)

for \( n \geq d+1 \). Now, one studies \( \int_A^\infty \mu_0^\infty \left( \left\{ \| \det(V_0^{-1}\hat{V}_n) < \varepsilon \| \sum_{j=1}^d [\lambda_j^{(n)} - \log \lambda_j^{(n)}] > z \right\} \right)dz \) through a splitting of the above integrand into the sum of the following two terms:

\[
\mu_0^\infty \left( \left\{ \| \det(V_0^{-1}\hat{V}_n) < \varepsilon, \text{tr}(V_0^{-1}\hat{V}_n) > -\eta \log(\det(V_0^{-1}\hat{V}_n)) \right\} \sum_{j=1}^d [\lambda_j^{(n)} - \log \lambda_j^{(n)}] > z/2 \right\}
\]

and

\[
\mu_0^\infty \left( \left\{ \| \det(V_0^{-1}\hat{V}_n) < \varepsilon, \text{tr}(V_0^{-1}\hat{V}_n) < -\eta \log(\det(V_0^{-1}\hat{V}_n)) \right\} \sum_{j=1}^d [\lambda_j^{(n)} - \log \lambda_j^{(n)}] > z/2 \right\}
\]

with \( \eta > 0 \). The former can be bounded by \( \mu_0^\infty \left( \left\{ (1+1/\eta)\text{tr}(V_0^{-1}\hat{V}_n) > z/2 \right\} \right) \) while the latter can be bounded by \( \mu_0^\infty \left( \left\{ \det(V_0^{-1}\hat{V}_n) < \varepsilon, \det(V_0^{-1}\hat{V}_n) < \exp \left\{ -\frac{z\varepsilon}{2(1+\eta)} \right\} \right\} \right) \). At this stage, recall Theorem 7.3.5 in [5], which states that \( \text{tr}(V_0^{-1}\hat{V}_n) \) has a Gamma distribution with scale parameter \( \frac{n-1}{2} \) and shape parameter \( \frac{(n-1)d}{2} \), and apply again the Chernoff bounds to get

\[
\mu_0^\infty \left( \left\{ \text{tr}(V_0^{-1}\hat{V}_n) > \frac{z\eta}{2(1+\eta)} \right\} \right) \leq \exp \left\{ \frac{(n-1)d}{2} \left[ 1 - \frac{z\eta}{2(1+\eta)(n-1)d} + \log \left( \frac{z\eta}{2(1+\eta)(n-1)d} \right) \right] \right\}
\]

provided that \( \frac{z\eta}{2(1+\eta)} > \frac{(n-1)d}{n} \) holds for any \( z \geq A \) and \( n \geq d+1 \). In particular, this condition is in force if

\[
A \geq 4d(1+1/\eta).
\]

In such a case, one has

\[
\left[ 1 - \frac{z\eta}{2(1+\eta)(n-1)d} + \log \left( \frac{z\eta}{2(1+\eta)(n-1)d} \right) \right] \leq -\frac{(e-2)\eta}{4de(1+\eta)} z
\]

for any \( z \geq A \) and \( n \geq d+1 \). Whence,

\[
\int_A^\infty \mu_0^\infty \left( \left\{ \text{tr}(V_0^{-1}\hat{V}_n) > \frac{z\eta}{2(1+\eta)} \right\} \right)dz \leq \frac{8e(1+\eta)}{\eta(e-2)(n-1)} \exp \left\{ -\frac{\eta(e-2)A}{8e(1+\eta)}(n-1) \right\}.
\]

(4.19)
Apropos of $\mu_{\theta_0}^{\infty}\left(\{\det(V_0^{-1}\hat{V}_n) < \varepsilon, \det(V_0^{-1}\hat{V}_n) < \exp\left(-\frac{z}{2(1+\eta)}\right)\}\right)$, taking $A \geq -2(1+\eta)\log \varepsilon$ implies that the probability at issue coincides with $\mu_{\theta_0}^{\infty}\left(\{\det(V_0^{-1}\hat{V}_n) < \exp\left(-\frac{z}{2(1+\eta)}\right)\}\right)$, for all $z \geq A$. Therefore, the same reasoning that led to (4.18) shows that

$$\mu_{\theta_0}^{\infty}\left(\{\det(V_0^{-1}\hat{V}_n) < \exp\left(-\frac{z}{2(1+\eta)}\right)\}\right) \leq d \exp\left\{\frac{n-d}{2}\left[1 + \log(d+1) - (d+1)\exp\left(-\frac{z}{2d(1+\eta)}\right) - \frac{z}{2d(1+\eta)}\right]\right\}.$$ 

Now, recalling that $A$ has been chosen in such a way that, $A \geq 4d(1+1/\eta)$, one gets

$$1 + \log(d+1) - (d+1)\exp\left(-\frac{z}{2d(1+\eta)}\right) - \frac{z}{2d(1+\eta)} \leq \left[\frac{(1 + \log(d+1))\eta}{4d(1+\eta)} - \frac{1}{2d(1+\eta)}\right]z$$

which, upon choosing $\eta \leq 1/(1+\log(d+1))$, leads to

$$\int A^{\infty} \mu_{\theta_0}^{\infty}\left(\{\det(V_0^{-1}\hat{V}_n) < \exp\left(-\frac{z}{2(1+\eta)}\right)\}\right)dz \leq \frac{8d^2(1+\eta)}{(n-d)} \exp\left\{\frac{A}{8d(1+\eta)}(n-d)\right\}.$$ 

In conclusion, for any $\varepsilon \leq [2(d+1)]^{-d}$, it is possible to combine (4.19)-(4.20) and optimize, with respect to the choices of $A$ and $\eta$, to deduce the existence of a positive constant $H(\varepsilon, d)$ such that

$$\sum_{n \geq d+1} b_n^2 \int_0^{\infty} \mu_{\theta_0}^{\infty}\left(\{\text{tr}[V_0 + \hat{V}_n - 2(V_0\hat{V}_n)^{1/2}] \| \det(V_0^{-1}\hat{V}_n) < \varepsilon \geq z\}\right)dz \leq H(\varepsilon, d) \quad (4.21)$$

concluding the proof of (1.2), along with the determination of $C_2(\varepsilon)$ in (2.6).

As for the validity of (1.3), one considers again (4.11) and starts by applying the $d$-dimensional version of the Hartman-Wintner LIL (see, e.g., in Theorem 3.1 of [31]) to write

$$p_0^\infty\left(\{\limsup_{n \to +\infty} b_n|\mathbf{m}_0 - \mathbf{m}_n| = \sqrt{2}\sigma_{max}(V_0)\}\right) = 1$$

where $\sigma_{\text{max}}(V_0)$ stands for the largest eigenvalue of $V_0$. To deal with the latter summand on the right of (4.11), one resorts again to the combination of (4.12) with (4.10) to obtain

$$\sqrt{\text{tr}[V_0 + \hat{V}_n - 2(V_0\hat{V}_n)^{1/2}] \| \det(V_0^{-1}\hat{V}_n) \geq \varepsilon} \leq \sqrt{2K(\varepsilon, d)}\|V_0\|_F \cdot \|V_0^{-1}\hat{V}_n - \text{Id}_d\|_F$$

for any $\varepsilon \in (0, 1)$. Then, observe that $b_n\|\hat{V}_n - V_0\|_F \leq \sum_{l,h=1}^{d} \left|\sum_{i=1}^{n} [\tilde{\xi}_{i}^{(l,h)} - (V_0)_{l,h}]\right| \sqrt{n\log_2(n)}$, by elementary algebra. At this stage, after recalling that

$$\sum_{i=1}^{n} [\tilde{\xi}_{i}^{(l,h)} - (V_0)_{l,h}] = \sum_{i=1}^{n} [\xi_{i}^{(l)} - (V_0)_{l,h}] - \sum_{i=1}^{n} [\tilde{\xi}_{i}^{(l)} - (V_0)_{l,h}] - \frac{1}{n} \left(\sum_{i=1}^{n} [\xi_{i}^{(l)} - (V_0)_{l,h}]\right)\left(\sum_{i=1}^{n} [\xi_{i}^{(h)} - (V_0)_{l,h}]\right),$$

apply the classical Hartman-Wintner LIL to conclude that

$$p_0^\infty\left(\{\limsup_{n \to +\infty} \left|\sum_{i=1}^{n} [\tilde{\xi}_{i}^{(l,h)} - (V_0)_{l,h}]\right| \sqrt{n\log_2(n)} = \sigma_l \sigma_h \sqrt{2\omega_2(\rho_{l,h})}\right) = 1$$
From the definition of the Kullback-Leibler information, one gets

$$ p_0^\infty \left( \limsup_{n \to +\infty} \frac{\left| \sum_{i=0}^{d} \hat{c}_i^n \right|}{n^{1/2} \log_2(n)} \right) = 1. $$

Noticing that $\sum_{i=1}^{d} \sigma_i \sigma_n \sqrt{2 \omega_i(n)} \leq \text{det}(V_0)$ and that $\sqrt{\|V_0^{-1}\|_F \cdot \text{tr}(V_0)} \leq \sqrt{\text{tr}(V_0)}$, one can conclude the proof after taking into account that $p_0^\infty \left( \limsup_{n \to +\infty} \mathbb{I}\{\text{det}(V_0^{-1} \hat{V}_n) \geq \varepsilon \} = 1 \right) = 1$, by strong consistency of $\hat{V}_n$.

### 4.4 Proof of Theorem 2.5

From the definition of the Kullback-Leibler information, one gets

$$ K(\mu_{\hat{\theta}_n} | \mu_{\theta_0}) = \hat{\theta}_n \cdot [V^{-1}(\hat{\theta}_n) - V^{-1}(\theta_0)] - [M(V^{-1}(\hat{\theta}_n)) - M(V^{-1}(\theta_0))] $$

$$ = \int_0^1 (1 - s) t(\hat{\theta}_n - \theta_0) \text{Hess}[I_\mu](\theta_0 + s(\hat{\theta}_n - \theta_0)) \cdot (\hat{\theta}_n - \theta_0) ds $$

where the second identity follows from the combination of (2.10) with Bernstein's representation of the remainder term in Taylor formula. Then, from (2.14),

$$ d_{\text{KL}}(\mu_{\theta_0}, \mu_{\hat{\theta}_n}) \leq \sqrt{C_T(\theta_0) \int_0^1 (1 - s) t(\hat{\theta}_n - \theta_0) \text{Hess}[I_\mu](\theta_0 + s(\hat{\theta}_n - \theta_0)) \cdot (\hat{\theta}_n - \theta_0) ds} $$

$$ \leq \sqrt{C_T(\theta_0)} |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) $$

and hence, in view of the $k$-dimensional version of the Hartman-Wintner LIL,

$$ \limsup_{n \to +\infty} \sqrt{\frac{n}{\log_2(n)}} d_{\text{KL}}(\mu_{\theta_0}, \mu_{\hat{\theta}_n}) \leq \sqrt{2C_T(\theta_0)\Phi(\theta_0)\sigma_{\max}(\theta_0)} \quad (4.22) $$

where $\sigma_{\max}(\theta_0)$ is the largest eigenvalue of $\text{Hess}[M](V^{-1}(\theta_0))$. See, e.g., Theorem 3.1 in [31]. This proves (13) with $b_0 = (n/\log_2(n))^{1/2}$ and $Y(p_0) = \sqrt{2C_T(\theta_0)\Phi(\theta_0)\sigma_{\max}(\theta_0)}$.

To prove (12), define $\Theta_i := \{ \theta \in \mathbb{R}^k \ | \ |\theta - \theta_0| \leq \delta(\theta_0) \}$ and $\Theta_\varepsilon := \Theta \setminus \Theta_i$, where $\delta(\theta_0)$ is chosen so that $\Theta_i$ is a proper subset of $\Theta$, and notice that

$$ \sup_{n \geq 1} b_n |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \leq \sup_{n \geq 1} b_n |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_i\} + \sup_{n \geq 1} b_n |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_\varepsilon\}. \quad (4.23) $$

As to the first summand on the right-hand side, for any $r > 2$, one can write

$$ \mu_{\theta_0}^{\infty} \left[ \sup_{n \geq 1} b_n |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_i\} \right] \leq \max_{\eta \in \Theta_i} \Phi(\eta) \sum_{j=1}^{k} \left( \mu_{\theta_0}^{\infty} |\hat{\theta}_n^{(j)} - \theta_0^{(j)}| \right)^{1/r} $$

where $\hat{\theta}_n^{(j)}$ and $\theta_0^{(j)}$ stand for the $j$-th component of $\hat{\theta}_n$ and $\theta_0$, respectively. At this stage, invoke
Proposition 2.1 to conclude that
\[ \mu_{\hat{\theta}_0}^\infty \left[ \sup_{n \geq 1} b_n |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_c\} \right] \]
\[ \leq \max_{\eta \in \Theta_i} \Phi(\eta) \sum_{j=1}^k \sigma_j(\theta_0) \left[ \alpha_0(r) + \alpha_1(r) \left( \frac{\mu_{\hat{\theta}_0}^\infty[t^{(j)}(\xi_1) - \theta_0^{(j)}]|r]}{\sigma_j(\theta_0)^r} \right)^{1/r} \right] \]
(4.25)
\]
where \( \sigma_j(\theta_0) := \sqrt{\frac{\partial^2_{xx} M(V^{-1}(\theta_0))}{\partial j}} \) and \( t^{(j)}(\xi_1) \) stands for the \( j \)-th component of \( t(\xi_1) \). This upper bound represents a first contribution to the determination of \( C(p_0) \), to be now completed by bounding the second summand on the right-hand side of (4.24). Apropos of this, one can start with the following general considerations, valid for any \( n_0 \in \mathbb{N} \):
\[ \mu_{\hat{\theta}_0}^\infty \left[ \sup_{n \geq n_0} b_n |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_c\} \right] \]
\[ = \int_0^{+\infty} \mu_{\hat{\theta}_0}^\infty \left\{ b_n |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_c\} > t \right\} dt \]
\[ \leq \sum_{n \geq n_0} b_n \int_0^{+\infty} \mu_{\hat{\theta}_0}^\infty \left[ |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_c\} > t \right] dt \]
\[ + \sum_{n \geq n_0} b_n \int_0^{+\infty} \mu_{\hat{\theta}_0}^\infty \left[ |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_c\} > t \right] dt . \]
(4.26)
(4.27)

The term in (4.26) can be bounded thanks to the fact that \( \left\{ |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_c\} > t \right\} \subseteq \left\{ \hat{\theta}_n \in \Theta_c \right\} \), yielding
\[ \sum_{n \geq n_0} b_n \int_0^{+\infty} \mu_{\hat{\theta}_0}^\infty \left[ |\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) \mathbb{I}\{\hat{\theta}_n \in \Theta_c\} > t \right] dt \leq \tau(\theta_0) \sum_{n \geq n_0} b_n \mu_{\hat{\theta}_0}^\infty \left[ |\hat{\theta}_n - \theta_0| > \delta(\theta_0) \right] . \]

Here and in other points of the present proof, some results in [60] are invoked to estimate tail probabilities of the type of \( \mu_{\hat{\theta}_0}^\infty \left[ |\hat{\theta}_n - \theta_0| > a \right] \). More precisely, the analysis of (4.26) is based on the Corollary on page 491 of that paper, whose applicability to the present context follows after checking (2.1) therein. Since vectors \( t(\xi_j) - \theta_0 \) correspond to vectors \( \xi_j \) in [60], in the place of \( E[|\xi_j|^m] \) therein one considers
\[ \mu_{\hat{\theta}_0}^\infty[|t(\xi_j) - \theta_0|^m] \leq k^{m/2-1} \sum_{i=1}^k \mu_{\hat{\theta}_0}^\infty[|t^{(i)}(\xi_1) - \theta_0^{(i)}|^m] . \]

Thanks to the existence of the moment generating function of \( t(\xi_j) - \theta_0 \), the classical Cauchy estimate shows that
\[ \mu_{\hat{\theta}_0}^\infty[|t^{(i)}(\xi_j) - \theta_0^{(i)}|^m] \leq m! \frac{C(r(\theta_0))}{r(\theta_0)^m} \]
is valid for all \( m \in \mathbb{N} \) with a suitable chosen \( r(\theta_0) > 0 \), provided that \( C(r(\theta_0)) \) is the maximum (as \( i = 1, \ldots, k \)) of the maximum modulus of the moment generating function of \( |t^{(i)}(\xi_j) - \theta_0^{(i)}| \) on
\{z \in \mathbb{C} \mid |z| = r(\theta_0)\}$. Plainly, the last inequality entails (2.1) in \cite{66} with specific \( H = H(\theta_0) \) and 
\[ b_j^2 = \mu_{\hat{\theta}_0}^\infty[|t(\hat{\xi}_j) - \theta_0|^2] = : B(\theta_0)^2. \]
Putting \( B_0^2 := nB^2(\theta_0) \) and \( x := \sqrt{n\delta(\theta_0)/B(\theta_0)} \), the thesis of the aforesaid corollary yields

\[
\sum_{n \ge n_0} b_n \mu_{\hat{\theta}_0}^\infty[|\theta_n - \theta_0| > \delta(\theta_0)] \le \sum_{n \ge n_0} b_n \exp \left\{ \frac{-n\delta(\theta_0)^2}{B(\theta_0)^2 + 1,626(\theta_0)H(\theta_0)} \right\} \le \exp \left\{ \frac{-n\delta(\theta_0)^2}{B(\theta_0)^2 + 1,626(\theta_0)H(\theta_0)} \right\}
\]

as a consequence of the elementary inequality

\[
\sum_{n \ge n_0} b_n e^{-nz} \le \frac{c}{z^2} e^{-nax}
\]

valid for \( z > 0 \) with some constant \( c > 0 \). Estimate \((4.28)\) provides the required upper bound for \((4.26)\). As for \((4.27)\), start by writing

\[
\mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0|\Phi(\hat{\theta}_n) > t]
\]

\[
\le \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0|\Phi(\hat{\theta}_n) > t, \Phi(\hat{\theta}_n) \le \sigma(t)] + \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0|\Phi(\hat{\theta}_n) > t, \Phi(\hat{\theta}_n) > \sigma(t)]
\]

\[
\le \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0| > t/\sigma(t)] + \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0| \Phi(\hat{\theta}_n) > \sigma(t)]
\]

\[
\le \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0| > t/\sigma(t)] + \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0| \le \rho(t)] + \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0| > \rho(t)]
\]

\[
\le \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0| > t/\sigma(t)] + \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n - \theta_0| > \rho(t)]
\]

and, after introducing the function \( m(t) := \min\{\rho(t), \frac{t}{\sigma(t)}, \Phi_1^{-1}(\frac{\sigma(t)}{2})\} \), the sum of the first, second and fourth term can be bounded by

\[
3 \exp \left\{ \frac{-nm(t)^2}{B(\theta_0)^2 + 1,626(m(t))H(\theta_0)} \right\} \le 3 \exp \left\{ \frac{-nm(t)^2}{2H(\theta_0)} \right\} \quad (t > \tau(\theta_0))
\]

invoking once again the Corollary in \cite{66} with \( x := \sqrt{nm(t)/B(\theta_0)} \). The validity of the above inequality rests on the fact that, by properly choosing \( \rho \) and \( \sigma \), \( m \) turns out to be monotone and diverging at infinity. Now, from \((4.29)\),

\[
\sum_{n \ge n_0} 3b_n \exp \left\{ \frac{-nm(t)^2}{2H(\theta_0)} \right\} \le 3e \left\{ \frac{m(t)}{2H(\theta_0)} \right\}^{-2} \exp \left\{ \frac{-nm(t)^2}{2H(\theta_0)} \right\} \quad (t > \tau(\theta_0))
\]

and one finds that the right-hand side is integrable on \([\tau(\theta_0), +\infty)\), thanks to \((2.16)\), after a proper choice of \( n_0 \). At this stage, it remains only to bound \( \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_2(\hat{\theta}_n)| > \frac{\sigma(t)}{2}, |\hat{\theta}_n - \theta_0| \le \rho(t)] = \mu_{\hat{\theta}_0}^\infty[|\hat{\theta}_n \in R_1(t)|] \), a task which will be carried out by an application of some large deviation estimate. In fact, recall that

\[
\mu_{\hat{\theta}_0}^\infty[|\theta_n \in R|] \le e^{-n\inf_{\theta \in R} I_{\theta_0}(\theta)}
\]
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holds true for every closed convex subset $R$ of $\Theta$. See, e.g., Section 2 of [13]. Therefore, since $R_1(t)$ is compact, consider a covering $\{V_i(t)\}_{i=1}^{N(t)}$ of $R_1(t)$, made by closed and convex subsets of $\Theta$, which is entirely contained in $R_2$, to obtain

$$
\mu_{\theta_0}^{\infty}[\theta_n \in R_1(t)] \leq \mu_{\theta_0}^{\infty}[\theta_n \in \bigcup_{i=1}^{N(t)} V_i(t)] \leq \sum_{i=1}^{N(t)} \mu_{\theta_0}^{\infty}[\theta_n \in V_i(t)] \leq N(t)e^{-nh(t)}
$$

where $h(t) := \inf\{I_{\theta_0}(\theta) \mid \Phi_2(\theta) \geq \frac{\sigma(t)}{\theta - \theta_0} \leq \rho(t)\}$ and $N(t)$ is an abbreviation for $N_{\Phi_2}(\rho(t), \sigma(t))$. The conclusion is reached by first applying (1.14), giving

$$
\sum_{n \geq n_0} b_n e^{-nh(t)} \leq c \left(\frac{1}{h(t)}\right)^2 e^{-n\rho(t)}
$$

and then invoking (2.16) to prove the integrability of $N(t) \left(\frac{1}{n(t)}\right)^2 e^{-n\rho(t)}$ on $[\tau(\theta_0), +\infty)$. After choosing $n_0$ properly, sums of the type $\sum_{n=1}^{n_0-1}$ admits trivial bounds which, combined with the rest of the proof, lead to the desired result.

### 4.5 Proof of Theorem 3.1

First, observe that the following two identities

$$
\left[\left[ \left| \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right| \right|_{[S]} \left[ \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right] \right] = \int_{[S]} \left( \left[ \left| \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right| \right|_{[S]} \left[ \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right] \right) \pi(\xi^{(n)}) \, dp = \rho \left[ \left[ \left| \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right| \right|_{[S]} \left[ \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right] \right]
$$

hold with $\rho$-probability 1, the former being a direct consequence of the definition (1.1). To derive the latter, suffice it to apply the disintegration theorem (see, e.g., Theorem 6.4 in [13]) after recalling that $\hat{p}_n : (\Omega, \mathcal{F}_n) \to (S, \mathcal{B}([S])_0)$ is measurable. In the next step, paralleling the reasoning in [9] to prove Theorem 2 therein, one gets

$$
\limsup_{n \to \infty} \rho \left[ \left[ \left| \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right| \right|_{[S]} \left[ \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right] \right] \leq \lim_{k \to +\infty} \sup_{n \geq k, \hat{h} \geq k} \rho \left[ \left[ \left| \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right| \right|_{[S]} \left[ \pi(\xi^{(n)}) \,, \delta_{\hat{p}_n} \right] \right]
$$

for every $m \in \mathbb{N}$. Then, one has that $X_m := \sup_{h \geq m} \left[ b_h \pi^{(p)}([\hat{p}, \hat{p}_h]) \right]$ belongs to $L^1(\Omega, \mathcal{F}, \rho)$, since

$$
\rho[X_m] \leq \rho[X_1] = \rho[\pi[X_1] \mid \hat{p}] \leq \rho[C_{\hat{p}}(\hat{p})] < +\infty.
$$

Hence, the martingale convergence theorem gives

$$
\lim_{k \to +\infty} \sup_{n \geq k} \rho \left[ X_m \mid \xi^{(n)} \right] = \rho \left[ X_m \mid \sigma \left( \bigcup_{n \geq 1} \sigma(\xi^{(n)}) \right) \right]
$$

with $\rho$-probability 1, and now it is enough to observe that $X_m$ is a $\sigma \left( \bigcup_{n \geq 1} \mathcal{F}_n \right)$-measurable real random variable, for any $m \in \mathbb{N}$, since $\rho[\xi_n \Rightarrow \hat{p}, \text{ as } n \to +\infty] = 1$. Whence,\n
$$
\rho \left[ \lim_{k \to +\infty} \sup_{n \geq k} \rho \left[ X_m \mid \xi^{(n)} \right] = X_m \right] = 1
$$
for every $m \in \mathbb{N}$, and $\limsup_{n \to \infty} \left[ d_{[\mathbb{S}]_{p}}^{(p)} \left( \pi(\xi^{(n)}), \delta_{p_{n}} \right) \right]^{p} \leq \limsup_{m \to +\infty} X_{m} \leq [Y_{p}(\tilde{p})]^{p}$ hold with $\rho$-probability 1, yielding (3.31).

### 4.6 Proof of Theorem 3.2

First, observe that (3.33) follows immediately from the combination of (3.32) with (3.31). Thus, given $p \geq 1$, one proves (3.32) as a consequence of the following more general statement: for $p_{0} \in [\mathbb{S}]_{p}$ and $\zeta \in [\mathbb{S}]_{p}$ there holds

$$d_{[\mathbb{S}]_{p}}^{(p)} \left( \rho[\zeta] \circ \tilde{\tau}_{n,m}^{-1}, p_{0} \circ \tilde{\tau}_{n,m}^{-1} \right) \leq d_{[\mathbb{S}]_{p}}^{(p)} \left( \zeta, \delta_{p_{0}} \right) \quad (4.30)$$

for every $m \in \mathbb{N}$, $\rho[\zeta]$ being the p.m. on $(\Omega, \mathcal{F}) = (\mathbb{S}^{\infty}, \mathcal{B}(\mathbb{S}^{\infty}))$ given by $\rho[\zeta](\cdot) := \int_{\mathbb{S}^{\infty}} p^{\infty}(\cdot) \zeta(dp)$. Now, for simplicity, assume that $\zeta = \sum_{j=1}^{N} \alpha_{j} \delta_{p_{j}}$, where $p_{1}, \ldots, p_{N} \in [\mathbb{S}]_{p}$ and $\alpha_{1}, \ldots, \alpha_{N} \in [0, 1]$ with $\sum_{j=1}^{N} \alpha_{j} = 1$, and define $\tilde{\tau}_{[p_{0}, p_{j}]} \in \mathcal{F}(p_{0}, p_{j})$ to be an optimal coupling for $d_{[\mathbb{S}]}^{(p)}$, i.e.,

$$d_{[\mathbb{S}]_{p}}^{(p)} \left( p_{0}, p_{j} \right) = \left( \int_{\mathbb{S}^{\infty}} d_{\mathbb{S}}(x, y)^{p} \tilde{\tau}_{[p_{0}, p_{j}]}(dxdy) \right)^{1/p}, \quad j = 1, \ldots, N.$$

Then, put $\tilde{\tau}_{m}(A_{1} \times \cdots \times A_{m} \times B_{1} \times \cdots \times B_{m}) := \sum_{j=1}^{N} \alpha_{j} \left( \prod_{j=1}^{m} \tilde{\tau}_{[p_{0}, p_{j}]}(A_{j} \times B_{j}) \right)$ for $A_{1}, \ldots, A_{m}, B_{1}, \ldots, B_{m} \in \mathcal{B}(\mathbb{S})$, noticing that $\tilde{\tau}_{m} \in \mathcal{F}(p_{m}^{\infty}, \rho_{m}([\zeta]), \zeta \in [\mathbb{S}]_{p}$, where $\rho_{m}([\zeta])(\cdot) := \int_{\mathbb{S}^{\infty}} p^{m}(\cdot) \zeta(dp)$. Hence, from the definition of $d_{[\mathbb{S}]_{p}}^{(p)}$,

$$d_{[\mathbb{S}]_{p}}^{(p)} \left( \rho[\zeta] \circ \tilde{\tau}_{n,m}^{-1}, p_{0}^{\infty} \circ \tilde{\tau}_{n,m}^{-1} \right) \leq \left[ \int_{\mathbb{S}^{m}} d_{[\mathbb{S}]}^{(p)} \left( \frac{1}{m} \sum_{i=1}^{m} \delta_{x_{i}}, \frac{1}{m} \sum_{i=1}^{m} \delta_{y_{i}} \right) \tilde{\tau}_{m}(dx_{1} \ldots dx_{m}dy_{1} \ldots dy_{m}) \right]^{1/p}.$$

Since a combination of the convexity of $d_{[\mathbb{S}]}^{(p)}$ with the Lyapunov inequality for moments yields

$$d_{[\mathbb{S}]}^{(p)} \left( \frac{1}{m} \sum_{i=1}^{m} \delta_{x_{i}}, \frac{1}{m} \sum_{i=1}^{m} \delta_{y_{i}} \right)^{p} \leq \frac{1}{m} \sum_{i=1}^{m} d_{[\mathbb{S}]}^{(p)}(\delta_{x_{i}}, \delta_{y_{i}})^{p} = \frac{1}{m} \sum_{i=1}^{m} d_{\mathbb{S}}(x_{i}, y_{i})^{p},$$

one gets

$$d_{[\mathbb{S}]_{p}}^{(p)} \left( \rho[\zeta] \circ \tilde{\tau}_{n,m}^{-1}, p_{0}^{\infty} \circ \tilde{\tau}_{n,m}^{-1} \right) \leq \left[ \int_{\mathbb{S}^{m}} \left\{ \frac{1}{m} \sum_{i=1}^{m} d_{\mathbb{S}}(x_{i}, y_{i})^{p} \right\} \tilde{\tau}_{m}(dx_{1} \ldots dx_{m}dy_{1} \ldots dy_{m}) \right]^{1/p}$$

$$= \left[ \sum_{j=1}^{N} \alpha_{j} \int_{\mathbb{S}^{m}} d_{\mathbb{S}}(x, y)^{p} \tilde{\tau}_{[p_{0}, p_{j}]}(dxdy) \right]^{1/p} = \left[ \sum_{j=1}^{N} \alpha_{j} \tilde{d}_{([\mathbb{S}]_{p})}^{(p)} \left( p_{0}, p_{j} \right) \right]^{1/p}.$$

Hence, the identities $\sum_{j=1}^{N} \alpha_{j} d_{[\mathbb{S}]}^{(p)}(p_{0}, p_{j})^{p} = \int_{[\mathbb{S}]_{p}} d_{[\mathbb{S}]}^{(p)}(p_{0}, p)^{p} \zeta(dp) = \tilde{d}_{([\mathbb{S}]_{p})}^{(p)}(\zeta, \delta_{p_{0}})^{p}$ lead to the proof of (4.30), under the assumption that $\zeta = \sum_{j=1}^{N} \alpha_{j} \delta_{p_{j}}$.

To complete the argument, invoke (the proof of) Lemma 11.8.4 in [28] to show that any p.m. $\zeta \in [\mathbb{S}]_{p}$ admits an approximating sequence $\{\zeta^{(N)}\}_{N \geq 1}$ with $\zeta^{(N)} = \sum_{j=1}^{N} \alpha_{j}^{(N)} \delta_{p_{j}^{(N)}}$, such that $d_{[\mathbb{S}]_{p}}^{(p)}(\zeta, \zeta^{(N)}) \to 0$ as $N \to \infty$. Now, $\rho[\zeta^{(N)}] \circ \tilde{\tau}_{n,m}^{-1} \Rightarrow \rho[\zeta] \circ \tilde{\tau}_{n,m}^{-1}$ holds for every $m \in \mathbb{N}$ by virtue of the continuous mapping theorem (cf., e.g., Theorems 4.27 and 4.29 in [33]). Hence, after noticing that the sequence $\{ \int_{[\mathbb{S}]_{p}} \int_{\mathbb{S}^{\infty}} d_{\mathbb{S}}(x, y)^{p} \rho(dx) \zeta^{(N)}(dy) \}$ is bounded, in view of Lemma 11.8.4 in [28], exploit the lower semicontinuity of $d_{[\mathbb{S}]_{p}}^{(p)}$ (see Proposition 7.1.3 in [3]), i.e., $d_{[\mathbb{S}]_{p}}^{(p)} \left( \rho[\zeta] \circ \tilde{\tau}_{n,m}^{-1}, p_{0}^{\infty} \circ \tilde{\tau}_{n,m}^{-1} \right) \leq \liminf_{N \to \infty} d_{[\mathbb{S}]_{p}}^{(p)} \left( \rho[\zeta^{(N)}] \circ \tilde{\tau}_{n,m}^{-1}, p_{0}^{\infty} \circ \tilde{\tau}_{n,m}^{-1} \right)$, to deduce the validity of (4.30) for any $\zeta \in [\mathbb{S}]_{p}$.
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