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ABSTRACT
The imbalanced data affect the accuracy of models, especially for precision and sensitivity, it makes difficult to find information on minority class. The problem is identified in the tracer study dataset Universitas Sriwijaya that has 2934 data. The label attribute is divided into several label classes, namely not tight, somewhat-tight, tight, very tight, and tightest. The number of the tightest and very tight is 27% and 38.6% of the number majority classes. In the study, the SMOTE is combined with eliminating the missing value of data to handle the imbalanced data. The method was evaluated by the classification methods KNN, ANN, and C4.5. The results of these methods show a significant increase in accuracy as a whole and a significant increase in the precision and sensitivity of minority classes. The precision and sensitivity of both the majority and minority are not too different, although the number of the minority is very less compared to the majority class. The information on minority classes can be obtained with quite high precision and sensitivity. As a conclusion, the proposed method is passably to improve accuracy and greatly affects the increase in sensitivity and precision.

Keywords: Graduates employment Imbalanced data Minority class Missing value SMOTE

This is an open access article under the CC BY-SA license.

1. INTRODUCTION
Educational data mining (EDM) is technique of data mining used in educational data and it is usually used for classification [1]. Aldowah et al. [2] stated that EDM and learning analytics in education institutions can develop educational institutions as well as continuous improvement. It shows that EDM and LA can provide probability and solve to various learning problems such as learning analysis, predictive analysis, behavior analysis, and visualization analysis. Research by Natek and Zwilling [3] that uses student’s data shows that data mining contributes effectively to planning strategies and policies even before the student registration process. Tracer study is a form of educational data that provides valuable information for evaluating educational outcomes at tertiary institutions which are used as further development of institutions in guaranteeing quality [4]. Research using tracer study was also carried out by Johnson et al. [5], namely research on graduates of pediatric degree option programs (PDOP) to study the pattern of confidence with pediatric pharmacotherapy and categorize the initial their employment after graduation. Universitas Sriwijaya has tracer studies every year conducted by the career development center as CDC-UNSRI. One of CDC’s tasks is to trace the extent of graduate employment in the world of work through tracer study questionnaires.
This tracer study questionnaire provides 11 questions covering the ability of graduate employment both in the college major, the research projects experience and the internships experience.

The problems in imbalanced dataset often occur after data retrieval, for example, rare events or rarely experienced by respondents [6]. Some studies have a focus on the imbalanced data problem. Crone and Finlay [7] handled imbalanced data by the sample size method, research by Louzada et al. [8] used sample selection models, and Zhang et al. [9] used the deep generative adversarial networks method to handle imbalanced data. In the CDC’s tracer study dataset, there is an imbalanced data on the attributes of the relevance education background with graduate employment. The most number of data in attribute the relevance educational background with graduates employment is owned by the class “not tight” namely 787 data, while there is number of the class less than 50% is “tightest” as much as 214 data, and “very tight” class as much as 304 data. The imbalanced data in each class can affect the accuracy, precision and sensitivity [10], [11]. The accuracy is the level of the success of the correct classification of all classifications for whole data regardless of the class of the data [12], so the accuracy is not enough for imbalanced data because the accuracy does not take the accuracy on each class of labels in output attribute. There are number of indicators to measure the success in classifications such as accuracy, precision, sensitivity, and so on, but for imbalanced data is recommended to use accuracy, precision, and sensitivity [13]. The imbalanced data problem can affect the machine's ability to classify, the accuracy of imbalanced data can be very high, it may be due to the training data and test data selected by the majority class, so the minority class is automatically recognized as the majority class. On imbalanced data that has high accuracy is not a guarantee of the precision and sensitivity of one or several classes are also high, especially for a class whose numbers are very few, it is difficult to obtain high precision and sensitivity. If the majority class is better recognized than information about the minority class then the minority class cannot be found and called back by the machine. This means that the precision and sensitivity values of the class are poor. It is necessary to consider the precision and sensitivity are used to measure the reliability of the machine to find and call back data in each class on the output label attribute, so the level accuracy for each class between requests and predictive answers can be measured [13]–[15].

The synthetic minority oversampling technique (SMOTE) is a simple method to get over the imbalanced data [10]. Several studies have shown that the SMOTE method can improve the accuracy of classifications as mentioned in studies [11], [16]–[18]. The imbalanced data is done at the pre-processing stage. Chawla et al. [10] states that the SMOTE method works by multiplying the number of data in the minor class to be equivalent to the major class by generating artificial data based on the k-nearest neighbor (KNN). Several studies on the imbalanced data do not only use the SMOTE method in general but also combine it with other methods or modify the SMOTE method itself. Research by Zhang et al. [9] combines SMOTE with hybrid features to deal with the imbalanced data before classifications are made. Sun et al. [19] conducted the SMOTE method for oversampling on several labels with a small number of data and undersampling techniques on several labels. Both of these techniques are only used at the data training stage, while at the testing stage the original data is used without oversampling or undersampling. Pan et al. [20] developed the SMOTE method to adaptive-SMOTE by selecting the data groups in the minority classes before they were reproduced, so they could strengthen the characteristics of the original data distribution without crossing the category boundaries. The studies did not pay attention to the missing value of data on their research. Incomplete data can influence the successful of classification methods [21]. The handling of missing value in a data can be overcome by predicting the missing value or can delete data directly that has the missing value. This technique of removing data can be done more easily than predicting the missing value. This research uses a combination of missing value elimination techniques for handling missing data and the SMOTE method for handling the imbalanced data at the preprocessing stage of the tracer study dataset in Universitas Sriwijaya to improve the success of classification the relevance educational background with graduates employment.

2. RESEARCH METHOD

2.1. Data collection

The dataset was taken from Carrier Development Center Universitas Sriwijaya (CDC-UNSRI) that graduates in 2014-2016. Data were obtained from 2934 graduates who filled out online questionnaires on the CDC-UNSRI website. The number of attributes was 11 attributes, 1 attribute as a label output and 10 other attributes as label inputs. The attributes used in the study were presented in Table 1.

The attribute of the relevance educational background with graduates employment classified into 5 classes based on the label attribute on the 11th attribute with successive values of 1-5 meaning, namely tightest (TT), very tight (VT), tight (T), somewhat tight (ST), not tight (NT). TT has 214 data, VT has 304 data, while there is number of the class less than 50% is “tightest” as much as 214 data, and “very tight” class as much as 304 data.
data, T class has 475 data, ST class has 463 data and NT class has 787 data. It can be seen as graphically in Figure 1.

| No. | Attributes                                      | Value of attributes            | Missing data |
|-----|------------------------------------------------|--------------------------------|--------------|
| 1   | The College Major                              | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 2   | The research projects experience               | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 3   | The internships experience                     | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 4   | The extracurricular activities                 | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 5   | The competence of education background         | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 6   | The relevant coursework                        | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 7   | The English skill                              | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 8   | The research skill level                       | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 9   | The relevant coursework                        | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 10  | The communication skill                        | 1: Excellent 2: Very Good 3: Good Low 4: Fair 5: Poor | Null         |
| 11  | The relevance educational background with graduates employment | 1: Tightest (TT) 2: Very T Tight (VT) 3: Tight (T) 4: somewhat tight (ST) 5: not Tight (NT) | There are 691 missing values |

![Figure 1](image1.png)

Figure 1. The original overall data of the attribute of the relevance educational background with graduates employment based on five classes

2.2. Eliminating missing value

In this step, the data would be separated the missing value data with the complete data by eliminating missing value. The eliminating missing value was done by deleting data that was carried out to handle missing value on the attribute of the relevance educational background with graduates' employment. The attribute had 691 missing data values. The data was deleted from the data set. The total data before SMOTE in this study was 2243 data. The number of data on each class is presented in Figure 2.

![Figure 2](image2.png)

Figure 2. The total data of the attribute of the relevance educational background with graduates employment after missing value elimination

2.3. One hot-encoding transformation

The dataset consist of categorical variables. The SMOTE just works for numerical variables so the variables in dataset should be transform to integer values. A one hot encoding is a representation of categorical variables as binary vectors, but it requires to be mapped to integer values [22]. The integer value is represented as a binary vector that is all zero values except the index of the integer, which is marked with a 1. In the dataset the value of data has used integer value between 1 and 5.
2.4. SMOTE implementation
The SMOTE method would be applied to these steps [10]:
a. Determine the minority labels to be replicated by looking at the number of data on each label.
b. Calculate Euclidean distances between minority data with the (1):
\[
d(x_a, x_b) = \sqrt{\sum_{i=1}^{n}(x_{ai} - x_{bi})^2}
\]
where \(d(x_a, x_b)\): distance between \(x_{ai}\) is a value of the \(i\)-th data in test data set and \(x_{bi}\) is a value of the \(i\)-th data in training data set. \(n\) is the number of attributes or variables in the data set.
c. Based on the smallest distance \(d\), generate artificial data with the (2),
\[
x_{syn} = ((x_{knn} - x_i) \delta) + x_i
\]
where \(x_{syn}\) is artificial created data. \(x_i\) is the \(i\)-th replicated and \(x_{knn}\) is the data that has the smallest distance from the \(x_i\) data. \(\delta\) is a random number between 0 and 1 if it
d. Repeat the process for every data in minority data class until data is balanced with the majority data class.

2.5. Evaluation
In this process, an evaluation of the classification of the field of study with work is carried out based on the accuracy of each test. The evaluation is carried out using test data by three classifications methods:
a. K-nearest neighbor (KNN) classification
KNN classification works by finding the closest distance between new data or test data with data that is already known to its class (training data) using (1) [23].
b. Artificial neural network (ANN) classification
In [24] states that the ANN classification works by adjusting the weights with each connection. In this study, it uses multilayer perceptron with 3 layers that consist of input layer \((x_i)\), one hidden layer \((z_i)\) and output layer \((Y)\). The sigmoid bipolar is applied as activation function for output in the study in (3).
\[
f(x) = \frac{1 - e^{-x}}{1 + e^{-x}}
\]
c. C4.5 classification
C4.5 models can be easily integrated and also can be applied with continuous values and discrete values. C4.5 works by finding the best and right attributes to divide the data into classes by recognizing the attributes in the training data to be the root node of a tree. This algorithm finds the value of gain with entropy reduction to gets the optimal branching giving by [25]:
\[
Gain(S, A) = Entropy(S) - \sum_{i=1}^{k} \frac{|S_i|}{|S|} \times Entropy(S_i)
\]
Where \(S\) is all possible value of attribute \(A\), \(|S|\) is case number of set and \(|S_i|\) is number of the-ith case in the set. The entropy \((S)\) is calculated by:
\[
Entropy(S) = \sum_{i=1}^{n} -p_i \times ln_2 p_i
\]
Where \(p_i\) is probability distribution of the-ith \(p\).

2.6. Analysis of results
In this paper, evaluation calculations include accuracy, precision, and sensitivity based on the results of the classification test KNN, ANN, and C4.5. To evaluate the accuracy of the proposed method, a confusion matrix is applied. The confusion matrix is a matrix containing information about the actual classification results that can be predicted by a classification system. Rows in the matrix represent the actual class in the test data and columns in the matrix represent classifications in each class [26]. The accuracy, precision dan sensitivity can be calculated by (7), (8) and (9), where TP is true positive predictions (true positive). FP is wrong positive predictions (false positive). TN is correct negative predictions (true negative), and FN is wrong negative predictions (false negative).
\[
\text{Accuracy} = \left( \frac{TP+TN}{TP+FP+FN+TN} \right) \times 100\% \\
\text{Precision} = \frac{TP}{TP+FP} \times 100\% \\
\text{Sensitivity} = \frac{TP}{TP+FN} \times 100\%
\]

(6) (7) (8)

In general, the proposed method is explained in Figure 3.

![Figure 3. The proposed method in the study](image)

3. RESULTS AND ANALYSIS

Before the SMOTE process, the data was transformed by one hot-encoding. The replicated data started from the TT class because TT was a minority class in the initial data. The number of TT data which was originally 214 data was replicated as much as 787 data so that it was balanced with the majority data. The number of data after the SMOTE method on the TT class became 2816 data. Then the SMOTE process was continued on the VT, T, and ST classes so that the final total number of data became 3935 data with each class totaling 787 data. Every class had 787 data. The total data for this study was 3935 data.

The classification of the relationship between the relevance educational background with graduates employment was done by 3 test classifications namely KNN, ANN, and C4.5. Testing is done by comparing the results on research data before SMOTE and the results on research data after using SMOTE to handle imbalanced data. The testing results of the SMOTE method was done by comparing the values of accuracy, precision, and sensitivity of the data before SMOTE and after SMOTE. The performance measure of the classification success rate was based on the confusion matrix for each test classification method. The accuracies of the methods before and after handling the imbalanced with missing value elimination were increased. The Accuracies and the differences results from classifications on research data using the KNN, ANN and C4.5 methods were presented in Table 2.

| Number of data/method | Before SMOTE (%) | After SMOTE (%) | Difference (%) |
|-----------------------|------------------|-----------------|----------------|
| KNN                   | 62.15            | 83.71           | 21.56          |
| ANN                   | 60.81            | 80.41           | 19.6           |
| C4.5                  | 61.79            | 81.02           | 19.23          |
| Average               | 61.58            | 81.71           | 20.13          |

In the imbalanced data problem, the other important things are the ability to find information in each class on the label attribute. According to Beckmann et al. [14], the accuracy is not always relevant to evaluate the Imbalanced data problem, because it did not take into account the number of samples distributed among classes. There were other evaluations for imbalanced datasets namely precision, and sensitivity.
According to Ali et al. [12] sensitivity is a description of how well classifying positive classes and precision is a measure of accuracy in the proportion of observations from positive classes correctly classified as positive.

In the study, the minority classes were owned by TT and VT classes where their number were less than 50% of majority class number. The Precisions and the sensitivity of the classes were very low compared to other labels. The precision and the sensitivity for each class label from KNN, ANN and C4.5 was showed on Tables 3-5. From Tables 3 and 5, for data before SMOTE, the precisions for TT and VT classes was only ranged around 53% and sensitivity was only around 52%. In the ANN method as shown in Table 4, for data before SMOTE, the results of precisions and sensitivities were smaller compared to other classification methods. The smallest precision was obtained on the VT class which was around 50%, while the smallest sensitivity is obtained by the TT class with 48%. However, after SMOTE the results of precision and sensitivity increased and the result was not much different from the other classes. Even though the ST class was not a minority that was less than 50%, the precision result produced before SMOTE was higher than the sensitivity. The precisions and the sensitivity for each class on the label attribute after handling the imbalanced data with missing value elimination were significantly increased. The highest precision increase was experienced by the smallest minority labels namely TT and VT, while the highest sensitivity increase was explained by the ST class as the second minority label which was more than 50% of majority class number. Graphically the increasing in accuracy, precision and sensitivity of each class on the label attribute before and after the SMOTE for each classification method was in Figure 4. Figure 4 showed that SMOTE has increased the ability to obtain and call information on minority classes. The SMOTE has given increased the precision and the sensitivity results on each minority class and the results are not much different from the results of the precision and the sensitivity in majority classes such as NT and T.

### Table 3. The precision and the sensitivity of KNN classification method for each class in label attribute

| Output labels | Before SMOTE | After SMOTE | Difference |
|---------------|--------------|-------------|------------|
|               | Precision    | Sensitivity | Precision  | Sensitivity |
| NT            | 68.8         | 75.8        | 93.4       | 92          | 24.6       | 13.2 |
| ST            | 62.5         | 44.4        | 87.3       | 81.5        | 24.8       | 37.1 |
| T             | 61.9         | 66.6        | 76.6       | 80.7        | 14.7       | 14.1 |
| VT            | 53.3         | 52.9        | 83.7       | 82.6        | 30.4       | 29.7 |
| TT            | 47.3         | 50.5        | 76.5       | 80.7        | 29.2       | 30.2 |
| Average       | 58.76        | 58.04       | 83.5       | 83.5        | 24.74      | 24.86 |

### Table 4. The precision and the sensitivity of ANN classification method for each class in label attribute

| Output labels | Before SMOTE | After SMOTE | Difference |
|---------------|--------------|-------------|------------|
|               | Precision    | Sensitivity | Precision  | Sensitivity |
| NT            | 69.8         | 72.8        | 74.1       | 91.3        | 4.3        | 18.5 |
| ST            | 63.4         | 46.1        | 89         | 77.2        | 25.6       | 31.1 |
| T             | 59.2         | 67.8        | 76.4       | 76.3        | 17.2       | 8.5  |
| VT            | 50           | 46.2        | 85.5       | 92.5        | 35.5       | 46.3 |
| TT            | 39.4         | 48.3        | 79.1       | 64.8        | 39.7       | 16.5 |
| Average       | 46.36        | 56.24       | 80.82      | 80.42       | 21.26      | 24.18|

### Table 5. The precision and the sensitivity of C4.5 classification method for each class in label attribute

| Output Labels | Before SMOTE | After SMOTE | Difference |
|---------------|--------------|-------------|------------|
|               | Precision    | Sensitivity | Precision  | Sensitivity |
| NT            | 69.1         | 74.4        | 91.3       | 88.58       | 22.2       | 14.18 |
| ST            | 61.7         | 44.6        | 82.4       | 80.2        | 20.7       | 35.6 |
| T             | 60.4         | 66.6        | 75.4       | 75.2        | 15         | 8.6  |
| VT            | 53.1         | 52.6        | 80.6       | 81.1        | 27.5       | 28.5 |
| TT            | 48.2         | 51.9        | 74.2       | 78.5        | 29         | 26.6 |
| Average       | 58.5         | 58.02       | 80.78      | 80.72       | 22.28      | 22.7 |

Based on Tables 6 and 7, it showed there was an increase of classifications both accuracy, precision, and sensitivity occurred in UNSRI's tracer study dataset compared to other studies. The highest increase of accuracy, precision and sensitivity was in the proposed method of KNN. The proposed method of ANN when it was before SMOTE, it had the lowest sensitivity, but after SMOTE it increased the average sensitivity value for each class better than C4.5, but for the precision on C4.5 was a higher increase than ANN. From the results obtained, it could be seen that the precision and sensitivity of the minority classes significantly increased. This described that the proposed method was feasible to improve the accuracy especially the
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precision and the sensitivity of each class in the tracer study dataset for classifications of the relevance of education background with graduate employment. In Table 7, the accuracy of data in [17], [18], [27]-[28] was more than 90% but the increase of accuracy was less than other studies. Combination of SMOTE with hybrid scheme [18] increase accuracy than original SMOTE that applied in [11], [17], [27] and SMOTE that combine with axiomatic fuzzy SMOTE [28].

Based on Figure 4, it was shown that on a class that was propagated the result of its precision and sensitivity increase and it is balanced between all class in label attribute. By increasing precision and sensitivity values, the accuracy of the classifications on each class was also increased and the information or pattern of each class obtained by the machine was more visible. Based on the results, it could be explained that the SMOTE method could provide opportunities to find information on minority data. The SMOTE method has been widely carried out in the research and study for a variety of data and classifications. In Table 7, there were several studies for handling imbalanced data by SMOTE and combine with classification methods like KNN, naive bayes and SVM, in many subjects. The studies’ results would be compared with the result on this study in Table 4 to find out how well and precisely the proposed method in this study.

Table 6. Several studies on handling imbalanced data by SMOTE modified and classification methods

| No. | Kind of dataset | Enhancement of SMOTE | Classification |
|-----|-----------------|----------------------|----------------|
| 1.  | Educational Data [11]/2019 | Original SMOTE | K-NN |
| 2.  | Educational Data [11]/2019 | Original SMOTE | K-NN |
| 3.  | Real pedagogical Data [17]/2018 | Original SMOTE | J48 |
| 4.  | Undergraduate student data [18]/2013 | Rebalancing with a hybrid scheme SMOTE | Random Forest |
| 5.  | Cancer data [20]/2019 | SMOTE and Gaussian distribution | SVM |
| 6.  | Freshmen Student Data [27]/2014 | Original SMOTE | SVM |
| 7.  | Cryotherapy Data [28]/2020 | SMOTE Axiomatic Fuzzy Set theory | Adaboost |
| 8.  | Academic Data [29]/2019 | Attribute Weighted SMOTE | K-NN |
| 9.  | Proposed method with KNN | Proposed method | C4.5 |
| 10. | Proposed Method with ANN | Proposed method | ANN |
| 11. | Proposed method with C4.5 | Proposed method | KNN |

Table 7. The comparison on several studies for imbalanced data by SMOTE and classification methods

| No. | Kind of dataset | Accuracy after SMOTE (%) | The increase | The precision (%) | The sensitivity (%) |
|-----|-----------------|--------------------------|--------------|-------------------|---------------------|
| 1.  | Educational data [11] | 82.21 | 5.42 | Unknown | Unknown |
| 2.  | Educational data [11] | 87.84 | 7.93 | Unknown | Unknown |
| 3.  | Data real pedagogical [17] | 92.98 | 7.8 | 4 | 8 |
| 4.  | Undergraduate student data [18] | 93.33 | 14.09 | Unknown | Unknown |
| 5.  | Cancer data [20] | Unknown | Unknown | 9 | 10 |
| 6.  | Freshmen Student Data [27] | 90.22 | 3.8 | -23 | -18 |
| 7.  | Cryotherapy Data [28] | 90.33 | 1.5 | Unknown | Unknown |
| 8.  | Academic Data [29] | Unknown | Unknown | 12 | 27 |
| 9.  | German Credit Approval Scoring Data [30]/2017 | Unknown | Unknown | 8 | 6 |
| 10. | Proposed Method with KNN | 83.71 | 21.56 | 24.74 | 24.86 |
| 11. | Proposed Method with ANN | 80.41 | 19.6 | 21.26 | 24.18 |
| 12. | Proposed Method with C4.5 | 81.02 | 19.23 | 22.28 | 22.7 |

Figure 4. The precision and the sensitivity average before and after SMOTE of KNN, ANN and C4.5
On the previous studies, some literature only compared the accuracy but not for precision and sensitivity. On the other hand, the important thing in imbalanced data problem was the probability to find and call back the information for each class on label attribute, even though number of the class was very less than other classes. To measure the performance for each label, it was needed to measure the precision and the sensitivity of each class, because the accuracy is just total the right prediction of all classes in dataset. Thammasiri et al. [27] applied original SMOTE with KNN as the classification method, the accuracy of the study was increased but for the precision and the sensitivity of the study actually dropped considerably compared to the results of the precision and sensitivity before SMOTE. The improving SMOTE with attribute weighted SMOTE [29] has given better the increase of precision and sensitivity than the increase precision and sensitivity in other studies that applied original SMOTE [17], [30] and combined SMOTE with gaussian distribution [20]. The proposed method that handles the imbalanced data with the missing value elimination SMOTE had the highest increases of accuracy, precision and sensitivity even though the accuracy was not the highest compared with other studies. It concludes that the proposed method was significantly robust to use in classification with imbalanced data problem.

4. CONCLUSION

The SMOTE implementation that combines with handling the imbalanced data with missing value elimination for this study, shows that the proposed method can increase the accuracy, precision, and sensitivity for the classifications of the relevance of education background with graduates employment by using KNN, ANN, and C4.5. It describes that the proposed method not only improves the accuracy, but also improves the precision, and sensitivity on minority classes in the label attribute. The high precision and sensitivity of a class means that the model provides high probabilities to find and call back information on the class. Minority classes in a dataset can cause loss of information about the data in that class. In this study the problem of class imbalance in the dataset can be overcome by removing all data that has a missing value and doing SMOTE handling to overcome the imbalanced data. The outcome from the proposed method produces dataset that has balanced data for every class in label attribute. In addition, the precision and sensitivity values between minority classes and majority classes can be not much different. As result, the information in the minority class can still be obtained. Based on comparisons in several studies, the proposed method, which combined between handling the imbalanced data using missing value elimination and the SMOTE produces a robust method to increase or improve the accuracy, precision, and sensitivity of the classification on the imbalanced dataset.
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