SIMILARITY OF COWEN-DOUGLAS OPERATORS TO
THE BACKWARD DIRICHLET SHIFT

HYUN-KYOUNG KWON

ABSTRACT. We show that the same similarity characterization obtained for Cowen-Douglas operators to the backward shift operators on reproducing kernel Hilbert spaces with analytic kernels can be used to describe similarity in the Dirichlet space setting. As in previous proofs, a model theorem that allows one to get the eigenvector bundle structure of the operator plays a crucial role.
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Notation
:= equal by definition;
$\mathbb{C}$ the complex plane;
$\mathbb{D}$ the unit disk, $\mathbb{D} := \{ z \in \mathbb{C} : |z| < 1 \}$;
$\mathbb{T}$ the unit circle, $\mathbb{T} := \partial \mathbb{D} = \{ z \in \mathbb{C} : |z| = 1 \}$;
$\frac{\partial}{\partial z}, \frac{\partial}{\partial \overline{z}}$ $\partial$ and $\overline{\partial}$ derivatives, $\frac{\partial}{\partial z} := (\frac{\partial}{\partial x} - i \frac{\partial}{\partial y})/2$, $\frac{\partial}{\partial \overline{z}} := (\frac{\partial}{\partial x} + i \frac{\partial}{\partial y})/2$;
$\Delta$ normalized Laplacian, $\Delta = \overline{\partial} \partial = \partial \overline{\partial} = \frac{1}{4} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)$;
$\mathcal{S}_2$ Hilbert-Schmidt class of operators;
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norms, since we are dealing with matrix- and operator-valued functions, we will use the symbol \( \| \cdot \| \) (usually with a subscript) for the norm in a function space, while \( \| \cdot \| \) is used for the norm in the underlying vector (operator) space. Thus, for a vector-valued function \( f \), the symbol \( \| f \|_2 \) denotes its \( L^2 \)-norm, but the symbol \( \| \cdot \| \) stands for the scalar-valued function whose value at a point \( z \) is the norm of the vector \( f(z) \);

\[ H^\infty \]
the Hardy space of functions bounded and analytic on \( \mathbb{D} \);

\[ H^\infty_{E^* \rightarrow E} \]
the operator Hardy class of bounded analytic functions whose values are bounded operators from a Hilbert space \( E^* \) to another Hilbert space \( E \),

\[ \| F \|_\infty := \sup_{z \in \mathbb{D}} \| F(z) \| = \text{esssup}_{\xi \in \mathbb{T}} \| \hat{F}(\xi) \|, \]

where \( \hat{F}(\xi) = \lim_{r \to 1^-} F(r\xi) \); and

\[ T_\Phi \]
the Toeplitz operator with symbol \( \Phi \) (possibly operator-valued).

0. Introduction

In previous work, partial results to the problem of the similarity of Cowen-Douglas operators in terms of curvatures of the corresponding eigenvector bundles were obtained when one restricts attention to the similarity to the backward shift operator on the Hardy space or the weighted Bergman spaces \([4], [6]\). Unlike the case for unitary equivalence that was completely solved by M. J. Cowen and R. G. Douglas in \([3]\), a characterization for similarity is still far from being complete and the starting point for research in this direction comes from the backward shift operator defined on holomorphic function spaces that are of interest to operator theorists, the Hardy and the Bergman spaces- recall that the backward shift operator is not only simple to work with but also serves as an important model \([1], [2], [8]\). In the present paper, we focus on the backward shift operator on the remaining holomorphic function space that attracts much attention, the Dirichlet space.

As in previous work, we first get the eigenvector structure of the operators involved and then as noted by B. Sz-Nagy and C. Foias in \([8], [9]\), and \([10]\), use the relationship between the similarity and corona problems to obtain a similarity characterization involving the curvatures of the bundles. It will be shown that the same characterization that holds in the Hardy and Bergman spaces is true in the Dirichlet space setting.
1. Preliminaries

The Dirichlet space $D$ consists of all analytic functions $f(z) = \sum_{n=0}^{\infty} \hat{f}(n)z^n$ defined on the unit disk $D$ of the complex plane satisfying

$$\|f\|^2 = \sum_{n=0}^{\infty} (n+1)|\hat{f}(n)|^2 < \infty.$$ 

Just like the Hardy and weighted Bergman spaces, the Dirichlet space $D$ is a reproducing kernel Hilbert space with reproducing kernel

$$k_\lambda(z) = \frac{1}{\lambda z} \log \frac{1}{1 - \lambda z} = 1 + \frac{1}{2} \lambda z + \frac{1}{3} \lambda^2 z^2 + \cdots.$$ 

We can define $D_E$, the vector-valued analogue of $D$ taking values in a Hilbert space, in an obvious way. We will write $D_n$ when $E$ is of dimension $n$.

The operator of multiplication by $z$ on $D$, denoted $D$, is a bounded linear operator. We will denote its adjoint by $D^*$ and call it the backward shift operator. We can define $D^*_E$ is an analogous way and by taking note that since an orthonormal basis for $D$ is given by $\{\sqrt{n+1} z^n\}_{n=0}^{\infty}$, conclude that $D^*_E$ can be viewed as the weighted backward shift

$$S_\alpha(x_0, x_1, x_2, \cdots) = (\sqrt{2} x_1, \sqrt{3} x_2, \sqrt{4} x_3, \cdots),$$

corresponding to the weight sequence $\alpha = (\alpha_n)_{n=1}^{\infty} = (\sqrt{n+1})_{n=1}^{\infty}$. Moreover,

$$D^* k_\lambda = \lambda k_\lambda,$$

for all $\lambda \in \mathbb{D}$, so that the eigenvectors of $D^*_E$ corresponding to the eigenvalue $\lambda \in \mathbb{D}$ are $k_\lambda e$ for $e \in E$.

2. Main Results

Let $\mathcal{H}$ be a separable Hilbert space. We assume the following about the operator $T \in \mathcal{L}(\mathcal{H})$ in consideration:

1. $\sum_{n=1}^{\infty} \frac{\|T^n\|^2}{n+1} \leq 1$;
2. $\bigvee_{\lambda \in \mathbb{D}} \ker(T - \lambda) = \mathcal{H}$; and
3. the subspaces $\ker(T - \lambda)$ depend analytically on the spectral parameter $\lambda \in \mathbb{D}$.

By assumption (3), we have for each $\lambda \in \mathbb{D}$, a neighborhood $U_\lambda$ of $\lambda$ and an operator-valued analytic function $F_\lambda \in H_\mathcal{H}^{\infty} \to \mathcal{H}$ defined on $U_\lambda$ with ran $F_\lambda(\omega) = \ker(T - \omega)$ for $\omega \in U_\lambda$. This analytic function $F_\lambda$ has a left inverse in $L_\mathcal{H}^{\infty}$ and it can be easily shown that dim $\ker(T - \lambda)$ is constant for all $\lambda \in \mathbb{D}$. Note that a Cowen-Douglas operator in $B_m(\mathbb{D})$ for $m$ a positive integer, will satisfy assumptions (2) and (3) (cf. [3]). The disjoint union

$$E_T = \coprod_{\lambda \in \mathbb{D}} \ker(T - \lambda) = \{(\lambda, v_\lambda) : \lambda \in \mathbb{D}, v_\lambda \in \ker(T - \lambda)\}$$
is a Hermitian holomorphic vector bundle over \( \mathbb{D} \) with the metric inherited from \( \mathcal{H} \) and the natural projection \( \pi, \pi(\lambda, v_\lambda) = \lambda \).

In order to state the main result of the paper, we define a \( C^\infty \) function \( \Pi \) defined on \( \mathbb{D} \), where

\[
\Pi(\lambda) = \ker(T - \lambda),
\]

for \( \lambda \in \mathbb{D} \). The following theorem is the main result of the paper:

**Theorem 2.1.** Let \( T \in \mathcal{L}(\mathcal{H}) \) satisfy assumptions (1) through (3). If

\[
\dim \ker(T - \lambda) = n < \infty
\]

for every \( \lambda \in \mathbb{D} \), and \( \Pi(\lambda) \) denotes the orthogonal projection onto \( \ker(T - \lambda) \), then the following statements are equivalent:

1. \( T \) is similar to the backward shift operator \( D_n^* \) on the vector-valued space \( \mathcal{D}_n \), i.e., there exists an invertible operator \( A : \mathcal{D}_n \rightarrow \mathcal{H} \) satisfying \( TA = AD_n^* \);
2. The eigenvector bundles of \( T \) and \( D_n^* \) are “uniformly equivalent”, i.e., there exists a holomorphic bundle map bijection \( \Psi \) from the eigenvector bundle of \( D_n^* \) to that of \( T \) satisfying

\[
\frac{1}{c} \|v_\lambda\|_{\mathcal{D}_n} \leq \|\Psi(v_\lambda)\|_{\mathcal{H}} \leq c \|v_\lambda\|_{\mathcal{D}_n}
\]

for some constant \( c > 0 \) and for all \( v_\lambda \in \ker(D_n^* - \lambda) \) and all \( \lambda \in \mathbb{D} \);
3. There exists a bounded subharmonic function \( \varphi \) defined on \( \mathbb{D} \) such that

\[
\Delta \varphi(\lambda) \geq \left| \frac{\partial \Pi(\lambda)}{\partial \lambda} \right|_{\mathcal{E}_2}^2 + \frac{n \log(1 - |\lambda|^2) + |\lambda|^2}{\log(1 - |\lambda|^2)(1 - |\lambda|^2)^2}
\]

for all \( \lambda \in \mathbb{D} \).

Statement (3) of the theorem is equivalent to the existence of a bounded function \( \varphi \) defined on \( \mathbb{D} \) with

\[
\Delta \varphi(\lambda) = \left| \frac{\partial \Pi(\lambda)}{\partial \lambda} \right|_{\mathcal{E}_2}^2 + \frac{n \log(1 - |\lambda|^2) + |\lambda|^2}{\log(1 - |\lambda|^2)(1 - |\lambda|^2)^2}
\]

for all \( \lambda \in \mathbb{D} \). These two claims amount to showing that the corresponding Green potential

\[
\mathcal{G}(\lambda) := \frac{2}{\pi} \int_\mathbb{D} \log \left| \frac{z - \lambda}{1 - \overline{\lambda} z} \right| \left( \left| \frac{\partial \Pi(\lambda)}{\partial \lambda} \right|_{\mathcal{E}_2}^2 + \frac{n \log(1 - |\lambda|^2) + |\lambda|^2}{\log(1 - |\lambda|^2)(1 - |\lambda|^2)^2} \right) dA(z)
\]

is uniformly bounded inside \( \mathbb{D} \) (\( dA \) is the area measure on \( \mathbb{D} \)). That statement (1) of the theorem implies statement (2) is obvious and in order to prove the theorem, we will show the implications (2) \( \rightarrow \) (3) and (3) \( \rightarrow \) (1).
3. Computing the eigenvector bundle of $T$

Let us first consider the following model theorem by V. Muller [7] that plays the role of the theorems of J. Agler [1], [2]. Recall that $D^*$ is of the form

$$S_{\alpha}(x_1, x_2, \cdots) = \left(\frac{\sqrt{2}}{\sqrt{1}}x_1, \frac{\sqrt{3}}{\sqrt{2}}x_2, \frac{\sqrt{4}}{\sqrt{3}}x_3, \cdots\right),$$

with the corresponding weight sequence being $\alpha = \left(\alpha_n\right)_{n=1}^{\infty} = \left(\frac{\sqrt{n+1}}{\sqrt{n}}\right)_{n=1}^{\infty}$.

**Theorem 3.1.** Let $\alpha = \left(\alpha_n\right)_{n=1}^{\infty}$ be such that $\alpha_j \geq \alpha_{j+1} > 0$ for all $j \geq 1$. For $T \in \mathcal{H}$, there exists a $S_{\alpha}$-invariant subspace $\mathcal{K}$ such that $T$ is unitarily equivalent to $S_{\alpha}|\mathcal{K}$ if and only if $\sum_{n=1}^{\infty} \|T\|^2 b_n \leq 1$, where for $n \geq 1$, $b_n = \alpha_n^{-2} \cdots \alpha_1^{-2}$.

By assumption (1) placed on our operator $T$, $b_n = \frac{1}{n+1}$ and thus $\alpha_n = \frac{\sqrt{n+1}}{\sqrt{n}}$. We can hence invoke the above theorem to get that $T$ is unitarily equivalent to $D^*\mathcal{E}$ restricted to some invariant subspace of $D\mathcal{E}$. Note that the condition $\sum_{n=1}^{\infty} \|T\|^2 b_n \leq 1$ enables us to use the above theorem just like the $n$-hypercontraction assumption in the model theorem due to J. Agler.

We can therefore conclude that the eigenspaces of $T = D^*|\mathcal{K}$ are given by

$$\ker(T - \lambda) = \{k_{\lambda}e : e \in \mathcal{E}(\lambda)\},$$

where $\mathcal{E}(\lambda)$ is the subspace defined by

$$\mathcal{E}(\lambda) = \{e \in \mathcal{E}; k_{\lambda}e \in \mathcal{K}\}.$$ 

Assumption (3) of $\ker(T - \lambda)$ being a holomorphic vector bundle implies that the family of subspaces $E(\lambda)$ is again a holomorphic vector bundle over $\mathbb{D}$.

The vector-valued Dirichlet space $D\mathcal{E}$ can be realized as the tensor product $D \otimes \mathcal{E}$ and we can then express the eigenvector bundle of $T$ as

$$\ker(T - \lambda) = \bigvee_{\lambda \in \mathbb{D}} \{k_{\lambda}\} \otimes \mathcal{E}(\lambda).$$

This tensor product form of the eigenvector bundle allows us to represent $\Pi(\lambda)$, the orthogonal projection onto $\ker(T - \lambda)$ as a tensor product of the operators $\Pi_1(\lambda)$ and $\Pi_2(\lambda)$, which are orthogonal projections from $D$ onto $\mathcal{V}_{\lambda \in \mathbb{D}} \{k_{\lambda}\}$ and from $\mathcal{E}$ onto $\mathcal{E}(\lambda)$, respectively:

$$\Pi(\lambda) = \Pi_1(\lambda) \otimes \Pi_2(\lambda).$$

We will now see from the theorem stated below that the proof of the main theorem really depends on the second part $\Pi_2(\lambda)$ of $\Pi(\lambda)$. We first note that $\text{rank} \Pi(\lambda) = \text{rank} \Pi_2(\lambda) = n$ and that $\text{rank} \Pi_1(\lambda) = 1$. 


Therefore for $f \in D$, we consider the product rule, the fact that for an orthogonal projection $P$, we have $\|P\|^2 \in D = \text{rank } P$, and the identities

$$\Pi_2(\lambda) \frac{\partial \Pi_2(\lambda)}{\partial \lambda} = 0,$$

and

$$(I - \Pi_2(\lambda)) \frac{\partial \Pi_2(\lambda)}{\partial \lambda}\Pi_2(\lambda) = \frac{\partial \Pi_2(\lambda)}{\partial \lambda},$$

that follow from assumption (3). For details on these identities, we refer the reader to [4] or [6]. To complete the proof, it suffices to show the identity

$$\left| \frac{\partial \Pi_1(\lambda)}{\partial \lambda} \right|^2 + \frac{\partial \Pi_1(\lambda)}{\partial \lambda} \Pi_1(\lambda) = \frac{\partial \Pi_2(\lambda)}{\partial \lambda} - \frac{|\lambda|^2}{\log(1 - |\lambda|^2)(1 - |\lambda|^2)^2}.$$

A simple method for getting this identity is to note that $-\frac{\partial \Pi_1(\lambda)}{\partial \lambda}$ is the second fundamental form $[5]$. Then the curvature of $\ker(T - \lambda)$ is given by $-\frac{\partial \Pi_1(\lambda)}{\partial \lambda}$, $\Pi_1(\lambda)$. But by [3], the curvature can be calculated via the formula

$$\Delta \log\|k_\lambda\|^2,$$

where $k_\lambda(z) = \frac{1}{\lambda z} \log \frac{1}{1 - \lambda z}$.

We can also give an alternative proof as follows:

First, the reproducing kernel property of $k_\lambda$ implies that $\|k_\lambda\|^2 = -\frac{\log(1 - |\lambda|^2)}{|\lambda|^2}$. Therefore for $f \in D$,

$$\Pi_1(\lambda) f = -\frac{|\lambda|^2}{\log(1 - |\lambda|^2)} f(\lambda) k_\lambda.$$

If we take $\frac{\partial}{\partial \lambda}$ and use the fact that $\frac{\partial f(\lambda)}{\partial \lambda} = 0$, we obtain

$$\frac{\partial \Pi_1(\lambda)}{\partial \lambda} f = -\frac{f(\lambda) \lambda}{\log(1 - |\lambda|^2)} \left[ \log(1 - |\lambda|^2) + \frac{|\lambda|^2}{1 - |\lambda|^2} \right] k_\lambda + \lambda \log(1 - |\lambda|^2) k_\lambda,$$

where

$$k_\lambda(z) = \frac{\partial}{\partial \lambda} k_\lambda(z) = \frac{\lambda z^2 + z(1 - \lambda z) \log(1 - \lambda z)}{(1 - \lambda z)(\lambda z)^2}.$$

Next we note that for $f \in D$,

$$\langle f, \tilde{k}_\lambda \rangle = f'(\lambda),$$

where $f'$ is the derivative of $f$. To get that

$$\|\tilde{k}_\lambda\|^2 = -\frac{(1 - |\lambda|^2)^2 \log(1 - |\lambda|^2) + |\lambda|^2 - 2|\lambda|^4}{(1 - |\lambda|^2)^2 |\lambda|^4}.$$
We again use the reproducing property for $k_{\lambda}$ to show that
\[
\langle \tilde{k}_{\lambda}, k_{\lambda} \rangle = \frac{|\lambda|^2 + \lambda(1 - |\lambda|^2) \log(1 - |\lambda|^2)}{(1 - |\lambda|^2)|\lambda|^4}.
\]

All of these calculations help us conclude that
\[
\| (\log(1 - |\lambda|^2)) + \frac{|\lambda|^2}{1 - |\lambda|^2} k_{\lambda} \|_2^2 = \frac{\log(1 - |\lambda|^2)^2 + |\lambda|^2 \log(1 - |\lambda|^2)}{(1 - |\lambda|^2)^2}.
\]

Thus,
\[
\left| \frac{\partial \Pi_1(\lambda)}{\partial \lambda} \right|^2 = -\frac{\log(1 - |\lambda|^2) + |\lambda|^2}{\log(1 - |\lambda|^2)(1 - |\lambda|^2)^2},
\]
and since $\text{rank} \frac{\partial \Pi_1(\lambda)}{\partial \lambda} = 1$, the operator and the Hilbert–Schmidt norms of $\frac{\partial \Pi_1(\lambda)}{\partial \lambda}$ are the same. \qed

Theorem 3.2 lets us rewrite statement (3) of Theorem 2.1 and equation (2.1), where the quantity
\[
\left| \frac{\partial \Pi(\lambda)}{\partial \lambda} \right|_{\mathcal{S}\mathcal{E}}^2 + \frac{n\log(1 - |\lambda|^2) + |\lambda|^2}{\log(1 - |\lambda|^2)(1 - |\lambda|^2)^2}
\]
is replaced by
\[
\left| \frac{\partial \Pi_2(\lambda)}{\partial \lambda} \right|_{\mathcal{S}\mathcal{E}}^2.
\]

4. PROOF OF IMPLICATIONS

Let us begin by assuming the existence of $\Psi$, a uniformly equivalent bundle map bijection. Since $\Psi$ is bundle map, it is an analytic function of $\lambda$ that takes the fiber $\ker(D^* - \lambda)$ to the fiber $\ker(T - \lambda)$ and is linear in each fiber. We get right away that it should be of the form
\[
\Psi(k_{\lambda} e) = k_{\lambda} \cdot F(\lambda)e,
\]
for $F \in H^\infty_{C^\infty \rightarrow \mathcal{E}}$, an operator-valued function whose range equals $\mathcal{E}(\lambda)$, and all $e \in \mathbb{C}^n$. Moreover, the “uniform equivalence” property of $\Psi$ says that
\[
c^{-1}I \leq F^* F \leq cI,
\]
for all $\lambda \in \mathbb{D}$. Hence the orthogonal projection $\Pi_2(\lambda)$ from $\mathcal{E}$ onto $\mathcal{E}(\lambda)$ can be represented in terms of this function $F$:
\[
\Pi_2 = F(F^* F)^{-1} F^*.
\]

Differentiation shows that
\[
\frac{\partial \Pi_2(\lambda)}{\partial \lambda} = (I - \Pi_2(\lambda)) F'(\lambda)(F(\lambda)^* F(\lambda))^{-1} F(\lambda)^*,
\]
and hence,
\[
\left| \frac{\partial \Pi_2(z)}{\partial z} \right| \leq C \left| F'(z) \right|.
\]

Now we take $\varphi(\lambda) = \left| F(\lambda) \right|_{\mathcal{S}\mathcal{E}}^2$ and note that
\[
\Delta \varphi(\lambda) = \left| F'(\lambda) \right|_{\mathcal{S}\mathcal{E}}^2.
to get statement (3).

Now assuming (3), we want to prove the similarity of $T$ to the backward shift on the Dirichlet space $D_E$. The usefulness of condition (3) lies in that it makes the projection $\Pi_2(\lambda)$ analytic via the following Theorem by S. Treil and B. Wick [11]:

**Theorem 4.1.** If $P$ is a $C^2$ function defined on $\mathbb{D}$ whose values are orthogonal projections with $P(\lambda)\frac{\partial P(\lambda)}{\partial \lambda} = 0$, then the existence of a bounded subharmonic function $\varphi$ satisfying

$$\Delta \varphi(\lambda) \geq \left| \frac{\partial P(\lambda)}{\partial \lambda} \right|^2,$$

for all $\lambda \in \mathbb{D}$, implies the existence of a bounded analytic function $\mathcal{P}$ whose value at $\lambda \in \mathbb{D}$, $\mathcal{P}(\lambda)$ is the projection onto $\text{ran} \, P(\lambda)$.

We proceed as in [4] and [6] and apply the theorem to $\Pi_2$. We obtain a bounded, analytic projection $\mathcal{P}(\lambda)$ onto $\text{ran} \, \Pi_2(\lambda) = E(\lambda)$ as a result and consider the inner-outer factorization of $\mathcal{P}$. We then take the inner function $\mathcal{P}_i$ and form a Toeplitz operator $T_Q$, where the symbol $Q$ is defined by

$$Q(z) = \mathcal{P}_i(\bar{z})$$

for $z \in \mathbb{D}$. This Toeplitz operator will be the operator $A$ establishing similarity. Note that the exact same arguments used in the Hardy and the Bergman settings can be used since the multiplier algebra for the Dirichlet space is contained in that for these other spaces. For details, we refer the reader to [4] and [6].
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