Impact of mobility restriction in COVID-19 superspreading events using agent-based model
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Abstract

COVID-19 pandemic is an immediate major public health concern. The search for the understanding of the disease spreading made scientists around the world turn their attention to epidemiological studies. An interesting approach in epidemiological modeling nowadays is to use agent-based models, which allow to consider a heterogeneous population and to evaluate the role of superspreaders in this population. In this work, we implemented an agent-based model using probabilistic cellular automata to simulate SIR (Susceptible-Infected-Recovered) dynamics using COVID-19 infection parameters. Differently to the usual studies, we did not define the superspreaders individuals a priori, we only left the agents to execute a random walk along the sites. When two or more agents share the same site, there is a probability to spread the infection if one of them is infected. To evaluate the spreading, we built the transmission network and measured the degree distribution, betweenness, and closeness centrality. The results displayed for different levels of mobility restriction show that the degree reduces as the mobility reduces, but there is an increase of betweenness and closeness for some network nodes. We identified the superspreaders at the end of the simulation, showing the emerging behavior of the model since these individuals were not initially defined. Simulations also showed that the superspreaders are responsible for most of the infection propagation and the impact of personal protective equipment in the spreading of the infection. We believe that this study can bring important insights for the analysis of the disease dynamics and the role of superspreaders, contributing to the understanding of how to manage mobility during a highly infectious pandemic as COVID-19.

Introduction

SARS-CoV-2 (severe acute respiratory syndrome coronavirus 2) has spread worldwild, being an immediate major public health concern [1]. Governments and research centers around the
world have joined efforts to help combat COVID-19, seeking alternative solutions to contain the pandemic. Some countries, like China and New Zealand, have succeeded to control the first wave of the disease with severe restrictions on travel and mobility, along with other actions, as detecting and isolating cases [2–4].

In a scenario of searching for measures to contain disease spreading, epidemiological models can be of great help, becoming a useful tool to assist in decision making. One of the epidemiological parameters frequently found in these models is the basic reproduction number ($R_0$), which is defined as the mean number of infections generated by an infected individual in a susceptible population. Its value has been estimated between 1.4 and 6.49 for COVID-19 [5].

If we analyze only $R_0$, values less than 1 indicate that the infection spreading is shrinking and, on the other hand, when $R_0$ is greater than 1, the infection tends to spread to the entire population [6]. However, $R_0$ is an average value, and may not be enough to indicate whether the epidemic will continue to spread or not, especially if we consider the occurrence of superspreading events (SSEs): as a mean number, $R_0$ can distort individual infectiousness [7] and it may not be a good metric when population heterogeneity increases [8]. It may hide the fact that few individuals are normally responsible for transmitting the disease [9].

SSEs are defined as outbreaks where a large number of cases are caused by a small number of infected individuals, i.e., some individuals have high infection capacity [10]. Superspreaders promote a wide spread of the disease [11] and a single case can be responsible for an explosive epidemic when a disease has a high individual variation [7]. Other factors, as transmission mode, contact frequency and duration, and public health interventions, can also impact the occurrence of superspreading events [12]. SSEs can be modeled using a negative binomial distribution and a dispersion parameter $k$[7]. Smaller values of $k$ can indicate an over-dispersion, with few individuals being responsible for many infections [9].

Superspreading had special attention in SARS outbreaks in Singapore and China in 2003, since they helped in understanding transmission dynamics [13]. In Singapore, five people caused more than half of the 205 cases (and 163 cases led to zero secondary transmission)[14]. In 2015, in Korea, only 5 cases of MERS originated 154 secondary cases (166 cases led to zero secondary infections)[13, 15]. For COVID-19, one of the most emblematic cases of superspreading at the beginning of the pandemic was the “Patient 31”, who was linked to a cluster with more than 5,000 cases in Daegu, South Korea [16].

In this paper, we aim to use an agent-based model, which allows incorporating spatio-temporal factors and heterogeneity in the population [15], to evaluate the presence of superspreaders in COVID-19 infection scenarios with reduced human mobility. Our analysis was based on measurements made on networks of infected individuals built from simulation models. To model SSEs, some authors usually tag these individuals before the simulations starts, by attributing some characteristics that differentiate superspreaders from other individuals [8, 11, 15, 17, 18]. Here, we are looking for evaluating if a system presents these SSEs features as emergent behavior, identifying if there are superspreaders in the population without inserting SSE characteristics to some individuals a priori, and proposing an auxiliary method to identify key-spreaders.

Materials and methods

Here we present the basic method developed to run the simulations. We designed an agent-based model (ABM) combined with probabilistic cellular automata (CA) to mimic the dynamics of a heterogeneous population within an urban area. One of the characteristics of CA is that they are simple enough for detailed mathematical analysis but also quite sophisticated to be used to study complex phenomena [19]. Our CA consists of a grid of cells over a regular
square lattice ($L \times L$ sites, each site corresponding to $\sim 9m^2$) where the simulation takes place. Each agent can assume a finite number of states that are updated synchronously each time step. In this study, each agent can be in one of the following states: Susceptible, Incubated, Asymptomatic Infected, Symptomatic Infected, Infected in the hospital ward, Infected in Intensive Care Unit (ICU), Recovered, and Dead. In case of infection, it is defined a priori if the individual will be asymptomatic, have light symptoms, need to go to the hospital, or to die. This choice intends to reproduce the genetic heterogeneity of the population as well the health condition of a given agent.

Time step is equivalent to one hour and agents execute a random walk along the environment, using Moore’s neighborhood and with periodic boundary conditions. When two or more agents are in the same site and one of them is infected, the susceptibles ones have a probability of 80% of becoming infected, except if those individuals are in the infirmary or in the ICU, once in these sites they are considered as isolated. Both symptomatic and asymptomatic can transmit the disease [20]. We do not consider the possibility of reinfection along the period of the simulation run.

To evaluate the impact of personal protective equipment (PPE), we also run simulations where there is a 70% probability that an individual is wearing a mask. In this case, if two individuals are in the same site and not wearing a mask, we keep the 80% probability of infection transmission, but, in the case of one of them is wearing a mask, there is 50% probability of transmission, and just 10% of probability in the case of both are wearing masks.

All simulations begin with only susceptible individuals and we choose randomly one of them to be infected. The period of permanence into a given state follows a Gaussian distribution around the mean intervals shown in Table 1. These mean values were extracted from literature as typical for COVID-19 [21–24].

To analyze mobility restriction, the model considers a reduction in the individual displacements by a percentage (0% or no restriction, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, and 90%). High mobility restriction values mean that the agents move less. For example, if an individual takes approximately 24 steps by day in a normal situation (0% restriction), with 50% restriction it will take approximately 12 steps. With an 80% restriction, the displacements will be reduced to 4 or 5 steps by day. We apply the Monte Carlo method (64-bit Xorshift algorithm [25]) to implement the randomness in the model. It worth noting that the algorithm does not prevent the agents from meeting each other, but since everyone is displacing less, the chance of encounters is reduced.

For this work, we used $L = 250$ and 10000 individuals. Risk population is distributed according the following probabilities (considering the case of the individual be infected): 60% will become symptomatic [20]; 21% will need to go to a hospital [26]; 5% will need ICU [26] and 2% of death rate [26], as Fig 1.

We calculate the basic number of reproduction in two ways: a) by dividing the number of new infections per day by the actual number of individuals responsible for those infections ($R_0$); b) by dividing the number of new infections per day by the total number of infected

Table 1. Time (days) used as model parameters.

| State                       | Mean | Minimum | Maximum |
|-----------------------------|------|---------|---------|
| Incubation                  | 5.2  | 2       | 12      |
| Infection (after incubation)| 5.8  | 3       | 14      |
| Infirmary (after infection, if hospitalized) | 10.5 | 7       | 14      |
| ICU (after infirmary, if goes to ICU) | 17.5 | 14      | 21      |

https://doi.org/10.1371/journal.pone.0248708.t001
(and potential transmitters of the disease) on that day ($R_0$). The aim for these different definitions is to compare the simulation results with the real statistics of the infection furnished by the public health institutions which can not access the actual data of transmission among individuals.

**Network analysis**

By treating the results, it was possible to build a directed graph from the originally infected individual towards the subsequent ones, allowing to visualize the transmission network of the disease. It was done recording the infection chain from individual to individual. Agents not infected were not considered in the graph.

Each infected agent is considered as a vertex of the network and we calculated the degree of a vertex $v$ as the number of links connected to $v$. We called this value as $\text{deg}(v)$. We consider only the out-degree, that is, how many people does an infected individual transmit the disease. So, the degree distribution measured in this work only considers out-degree connections.

The betweenness centrality of a node $v$, $B(v)$, is given by Eq 1:

$$B(v) = \sum_{s \neq v, t \neq v} \frac{\sigma_{st}(v)}{\sigma_{st}},$$

(1)

where $\sigma_{st}$ is the total number of shortest paths from node $s$ to the node $t$ and $\sigma_{st}(v)$ is the number of these paths that pass through $v$. We performed a normalization by dividing $B(v)$ by $(N - 1)(N - 2)$, since the graph is directed. $N$ is the number of nodes (vertices) of the graph.

We also calculate the closeness centrality, which is given by $C(v)$ in Eq 2.

$$C(v) = \frac{N - 1}{\sum d(v, u)},$$

(2)

Note that the Eq 2 is normalized due the factor $(N - 1)$ in numerator. In this equation, $d(v, u)$ is the distance (number of nodes) in the shortest path between vertices $v$ and $u$.

**Results**

In this section, we present the results obtained for the infection spreading considering several percentages of mobility restriction and the impact of the use of personal protective equipment. All the curves correspond to averages over 30 simulation runs.
Mobility restriction scenarios

In Fig 2 we observed a remarkable difference among the curves of the number of infected agents in function of mobility restriction. The results suggest that decreasing lightly the mobility does not have a strong impact in spreading infection, as observed in 10%, 20%, 30%, and 40% curves. The most effective result for flattening the infection curve was observed in the 90% of restriction. Reducing the mobility by 70% and 80% also showed a considerable flattening when compared with scenario of no restriction (0%).

In Fig 3 we visualize the impact of PPE (personal protective equipment) in the flattening of the infection curve. Clearly, the PPE is effective to retard the infection spreading. With 70% of humans wearing a mask, we see a reduction in peak curves for all the restrictions values, compared to cases in which people do not wear it (Fig 2).

Fig 4 shows the results for $R_0$ and $R^*_{0}$. It was observed that the greater the mobility restriction, the lower the value of these indexes, mainly at the beginning of the disease spreading. As time goes by and, consequently, fewer individuals remain susceptible, the $R_0$ value tends to be close to 1 in Fig 4a, that is, one person infects one person, and $R^*_{0}$ lower than 1 (Fig 4b).

In Table 2 it is possible to notice a delay of approximately 267 days to reach the peak of the pandemic and approximately 24.5% less of infected individuals comparing the more restrictive scenario (90%) with the no restriction case (0%). This flattening is also reflected in the percentage of the population hospitalized in ICUs (0.35% compared with 2.87%) at the peak. This represents a difference of about 252 ICU beds for every 10000 inhabitants and demonstrates how the mobility restrictions are fundamental to avoid the collapse of the health system.
Fig 3. Percentage of infected agents for different values of mobility restriction for 70% of individuals wearing masks.

https://doi.org/10.1371/journal.pone.0248708.g003

Fig 4. (a) Number of new infections per day divided by the actual number of individuals responsible for those infections for different values of mobility restriction \( (R_0) \). (b) Number of new infections per day by the total number of infected on that day for different values of mobility restriction \( (R_e) \).

https://doi.org/10.1371/journal.pone.0248708.g004
An interesting highlight is that practically all individuals who became infected in the simulations run up to 60% mobility restriction. For 70% of reduction, the non-infected rate is about 0.4% and it increases up to 16% for the case of 90% restriction (Table 2).

### Network analysis

Fig 5 shows the infection network for 0%, 40% and 90% mobility restriction level. Graphs were generated at the time step corresponding to the peak of the infection curve (Fig 2) and colored according to different values of degree, betweenness and closeness centrality.

In Fig 6 are shown the degree distribution for each value of mobility restriction at the end of simulation. There is a striking shrinking of the degree distribution for increasing mobility restriction, which means that the average value for $R_0$ should decrease, as verified. This observation corroborates the fact that a large number of people do not transmit the disease to anyone, while a small number of individuals are responsible for a large number of infections, characterizing superspreading dynamics.

The dependence of the fitting parameters versus the percentage of restriction mobility is shown in the inset of Fig 6. It is clear that for small values of mobility restriction, this dependence is quite subtle, which corroborates the observation made previously that the spreading dynamics is almost independent of the mobility restriction for lower levels. A significant flattening of the curves is observed only for restrictions above 70%.

We can see the distributions of betweenness and closeness centralities at the end of simulation in Figs 7 and 8. Both measures present a positive correlation with higher mobility restriction values. There are a large number of individuals with a betweenness centrality value close to zero, especially for low mobility restriction values. High values of betweenness can be associated with key-spreaders since it means that the agent connects several infected individuals.

In order to evaluate which intrinsic features characterize superspreaders, we compare the degree of the individuals with four infection parameters: distance traveled, infection period, number of contacts along the simulation, and number of contacts during the infection period. Pearson correlation test furnished, respectively: 0.0007; 0.05; 0.02 and 1 for no mobility restriction scenario, as shown in distributions in Fig 9. As expected, test showed that there is a strong positive correlation between degree and number of contacts during the infection period, but no marked dependence with the other parameters. The results for high mobility restrictions are similar: 0.12; 0.021 and 1, for infection period, number of contacts along the simulation and number of contacts during the infection period, respectively, for mobility restriction of 80%.

### Table 2. Maximum infected and number of ICU beds required every 10000 individuals for each percentage of mobility restriction. Simulations without PPE.

| Mobility restriction | Max. infected(%) | Time (days) max. inf | Time (days) max. ICU | Max. ICU/10000 individuals | Total of infected (%) |
|----------------------|------------------|----------------------|----------------------|-----------------------------|----------------------|
| 0%                   | 27.80±0.88       | 63.09±1.95           | 83.17±2.61           | 287±16                      | 99.99±0.01           |
| 10%                  | 26.11±0.87       | 67.12±2.30           | 86.13±2.83           | 266±22                      | 99.99±0.01           |
| 20%                  | 26.64±0.89       | 75.33±2.41           | 89.88±3.56           | 251±22                      | 99.98±0.01           |
| 30%                  | 22.88±0.81       | 75.33±2.47           | 94.79±3.55           | 230±21                      | 99.98±0.01           |
| 40%                  | 21.50±1.08       | 81.95±2.60           | 102.21±4.09          | 217±13                      | 99.97±0.01           |
| 50%                  | 18.38±0.57       | 90.17±3.81           | 109.25±4.88          | 189±13                      | 99.94±0.02           |
| 60%                  | 16.36±0.82       | 102.83±4.41          | 122.17±5.44          | 162±11                      | 99.86±0.04           |
| 70%                  | 13.20±0.73       | 124.88±7.23          | 148.17±9.27          | 133±9                       | 99.58±0.06           |
| 80%                  | 9.08±0.57        | 168.42±8.43          | 189.04±12.19         | 93±10                       | 98.22±0.15           |
| 90%                  | 3.34±0.43        | 330.46±38.09         | 355.96±47.06         | 35±6                        | 84.41±0.95           |

https://doi.org/10.1371/journal.pone.0248708.t002
We also can see that the out-degree, betweenness and closeness centrality values at the end of simulation, for the case with 70% of individuals wearing masks are very similar to the simulation with no masks and 40% of mobility restriction (Figs 10–12).

Concerning the relation of using mask and degree distribution, we found a Pearson’s correlation coefficient of -0.38, indicating that individuals wearing masks tend to have a lower degree than those who do not, as seen in Fig 10, which shows that the higher degree values are from the agents who do not wear a mask. This result corroborates the practice of wearing masks to avoid the infection spreading [27].
Discussion

Fig 2 and Table 2 show that increasing the mobility restriction leads to a flattening of the infected curve, which consequently reduces the ICU bed occupation, especially for situations near to lockdown, as 70-90% mobility restriction. However, it is almost impossible to maintain a long time in lockdown, not only due to socio-economic impact [28], but also due to consequences for the physical and mental health of the population [29, 30].

We also notice that there is not big difference between the Fig 3 curves for low and medium variation in mobility reduction, suggesting that although the use of masks may contribute to the reduction of the spread of the disease, other combined non-pharmaceutical interventions may be necessary to fight the virus spreading, as in isolation, quarantine, contact tracing and physical distancing [31]. Thus, it is necessary that public health organizations have a policy that involves several actions. For a disease whose effects are not fully yet known, as for COVID-19, with a fast initial spreading to different countries, characterizing a pandemic, establish severe mobility restrictions is a good initial strategy to give time for governments avoid the collapse of health institutions. Indeed, it was verified by the results in Table 2 that higher mobility restriction values led to fewer individuals to be hospitalized simultaneously.

Fig 4 shows evidence of how the different definitions of basic reproduction number impact the evaluation of pandemics propagation. Firstly, it worth noting that both definitions display similar overall behaviors: after some initial oscillations, there is a plateau for intermediate times and a decrease marking the end of the infection. However, $R_0$ values are significantly smaller than those for $R^\circ$, as one can observe in the plateau values. The marked difference in
Fig 7. Betweenness centrality distribution of each mobility restriction value. Lines are just guides for the eyes. Data registered at the end of the simulation.

https://doi.org/10.1371/journal.pone.0248708.g007

Fig 8. Closeness centrality distribution for each mobility restriction value. Lines are just guides for the eyes. Data registered at the end of the simulation.

https://doi.org/10.1371/journal.pone.0248708.g008
the values of $R_0$ and $R^*_0$ can be understood in terms of the superspreaders. While $R_0$ plateau is above unity, $R^*_0$ saturates at values quite below unity, indicating that most part of the infected agents do not transmit the infection.

In our simulations, 70% of the individuals did not infect anyone and 13% were responsible for 77% of the infections. In comparison, a COVID-19 study in Hong Kong showed that 69% of infected did not spread the disease, while 17-19% of infectious individuals were responsible for 80% of all transmission events [32]. This conclusion corroborates other studies that have already shown that the existence of superspreaders can significantly impact the pattern of outbreaks and, consequently, it is necessary to be careful when interpreting epidemiological parameters as $R_0$ [8]. This indicates that the methodology to calculate the basic reproduction number should be carefully analyzed to avoid underestimating the power of the infection transmission.

An important feature presented in other studies of superspreading is that the heterogeneity is assigned a priori to the individuals, as a longer infectious period [8], a higher level of infectivity [8, 11, 15], a high number of contacts [11, 15, 17, 18] or a longer period out of isolation [33]. Here, we only implemented Gaussian distribution in the infection duration, but we did not establish larger values for the superspreaders. Instead, we analyzed the results to verify whether it would be possible to identify the superspreaders based on these parameters. In other words, the superspreaders were not defined a priori, but they were identified after the

Fig 9. (a) infection period; (b) travelled distance during simulation; (c) number of contacts during whole simulation and (d) number of contacts during infection period. All distributions in function of degree.

https://doi.org/10.1371/journal.pone.0248708.g009
simulation ran based on the statistics of the infection. Their existence became clear by looking at the degree distribution (Fig 6), in which is possible to observe large degree individuals up to value 34, that is, one individual transmitted the disease directly to 34 other individuals.

Besides, with increasing mobility restriction, the maximum degree of the superspreaders tends to decrease, but the spreading dynamics remains the same. In Fig 6, the distribution exhibits heavy tails, as observed for the SARS epidemic in Singapore in 2003 [14]. In this way, some researchers affirm that superspreading is a typical feature of disease spreading [7] and that data from infectious diseases tend to have a variance greater than the mean, that is, they tend to be over dispersed [14].

In Fig 9 it is not clear if there is a correlation for infection period, traveled distance, and number of contacts during simulations, since high degree values have a higher error bar. However, it is evident that there is a positive correlation between the number of contacts during the infection period and degree. These results highlight the importance of isolating infected individuals, reducing their contacts during the period they can spread the disease. In practice, contact testing and tracing are essential to identify those infected, especially for asymptomatic.

Fig 5 shows that the greater the mobility restriction, the higher the closeness and betweenness centrality values and the lower the degree values for each network node at the peak of infection. Figs 7 and 8 together with the out-degree distribution (Fig 6) also evidence a change in the network structure due to the mobility restriction (at the end of simulation). In Fig 7, the higher the restriction, the higher the maximum values of betweenness centrality. Since betweenness is related to how many times a vertex appears in shorter paths, the increase of this
measure indicates that the infection spreads at a slower rate, once the route of infection become more concentrated in the superspreaders. On the other hand, when there is no restric-
tion, the transmission is made by more people, making the infection spreading be more dis-
tributed among the agents, leading to smaller values of betweenness. This enhancement of spreader’s role as mobility decreases is not captured by the degree distribution, and it is an original contribution of this study. It is possible to identify key-spreaders that do not have a very high degree but are essential to keep the transmission active even with reduced mobility.

A similar interpretation can be inferred for the closeness centrality (Fig 8). For higher val-
ues of mobility restriction, there is a small number of individuals with large closeness values, indicating that they transmit the disease more efficiently through the network. Otherwise, for those networks built with a lower mobility restriction, a large number of individuals presents intermediate closeness values. This agrees with the reasoning that there are more agents infected transmitting the disease at the same time.

It is important to notice that the results of the simulation with individuals wearing masks furnished a lower degree distribution since the probability of transmission with masks is lower, and these individuals have a lower degree than the others (Fig 10). Betweenness and closeness centrality values are similar to that found for simulation with no masks and 40% of mobility restriction, indicating that the act of wearing a mask has an equivalent effect to restrict mobility by 40% at the simulation level (Figs 11 and 12).

In the scenarios with higher values of mobility restriction, we verify the existence of individ-
uals with high values of betweenness and closeness (Figs 7 and 8), highlighting the importance of testing and trace infected people during a pandemic. By isolating these potential

---

Fig 11. Betweenness centrality measured for simulation: No masks and no mobility restriction; no masks and 40% mobility restriction; 70% wearing masks and no mobility restriction. Data registered at the end of the simulation.

https://doi.org/10.1371/journal.pone.0248708.g011
disseminators, it is possible to retard the massive spread of the disease and allow more human circulation in the cities. This consequently contributes to reducing the social and economic impacts of the pandemics.

**Conclusion**

In general, the simulation showed that reducing mobility is effective in flattening the infection curve. Also, agents wearing a mask spread the infection to a smaller number of people, contributing to the flattening of the curve even in a scenario without mobility restriction.

Regarding superspreading, simulation analysis evidence that this is an emergent feature of epidemics, and it could be quantified by network measures as out-degree distribution, betweenness and closeness centrality, without the need to artificially introduce this kind of agent. Besides, there is a reduction of the degree distribution as the mobility restriction increases together with an increment of betweenness and closeness centralities values. It reveals the most prominent role of some individuals to spread the disease, as key-spreaders. Testing and tracing contacts is essential to make mobility restrictions more flexible, in addition to other preventive measures as wear personal protective equipment, allowing infected individuals to remain in isolation and do not become superspreaders.

Controlling a pandemic requires high-stakes decisions that involve different factors at different levels of government and public health organizations. It is necessary to use appropriate tools to support these decisions, which highlights the need for investment in science. Epidemics that came before COVID-19 showed the need for governments to be prepared to face the adversities of a disease that can affect the entire world. In this way, understanding the role of

---

**Fig 12. Closeness centrality measured for simulation: No masks and no mobility restriction; no masks and 40% mobility restriction; 70% wearing masks and no mobility restriction.** Data registered at the end of the simulation. [https://doi.org/10.1371/journal.pone.0248708.g012](https://doi.org/10.1371/journal.pone.0248708.g012)
the players in infection propagation is extremely important for making prediction models and for establishing disease control strategies.

Acknowledgments

Authors would like to thank Federal Center for Technological Education of Minas Gerais (CEFET-MG), Minas Gerais Research Funding Foundation (FAPEMIG) and National Council for Scientific and Technological Development (CNPq).

Author Contributions

Conceptualization: L. L. Lima, A. P. F. Atman.
Data curation: L. L. Lima.
Formal analysis: L. L. Lima, A. P. F. Atman.
Investigation: L. L. Lima, A. P. F. Atman.
Methodology: L. L. Lima, A. P. F. Atman.
Project administration: A. P. F. Atman.
Software: L. L. Lima, A. P. F. Atman.
Supervision: A. P. F. Atman.
Validation: L. L. Lima, A. P. F. Atman.
Visualization: L. L. Lima, A. P. F. Atman.
Writing – original draft: L. L. Lima, A. P. F. Atman.
Writing – review & editing: L. L. Lima, A. P. F. Atman.

References

1. World Health Organization WHO, et al. Infection prevention and control during health care when COVID-19 is suspected: interim guidance, 19 March 2020. World Health Organization; 2020.

2. Chinazzi M, Davis JT, Ajelli M, Gioannini C, Litvinova M, Merler S, et al. The effect of travel restrictions on the spread of the 2019 novel coronavirus (COVID-19) outbreak. Science. 2020; 368(6489):395–400. https://doi.org/10.1126/science.aba9757 PMID: 32144116

3. Baker MG, Wilson N, Anglemyer A. Successful elimination of Covid-19 transmission in New Zealand. New England Journal of Medicine. 2020; 383(8):e56. https://doi.org/10.1056/NEJMc2025203 PMID: 32767891

4. Lai S, Ruikanonchai NW, Zhou L, Prosper O, Luo W, Floyd JR, et al. Effect of non-pharmaceutical interventions to contain COVID-19 in China. Nature. 2020; 585(7825):410–413. https://doi.org/10.1038/s41586-020-2293-x PMID: 32365354

5. Liu Y, Gayle AA, Wilder-Smith A, Rocklöv J. The reproductive number of COVID-19 is higher compared to SARS coronavirus. Journal of Travel Medicine. 2020; 33(8):e56. https://doi.org/10.1093/jtm/taaa021 PMID: 32052846

6. Bauch CT, Lloyd-Smith JO, Coffee MP, Galvani AP. Dynamically modeling SARS and other newly emerging respiratory illnesses: past, present, and future. Epidemiology. 2005; p. 791–801. https://doi.org/10.1097/01.ede.0000181633.80269.4c PMID: 16222170

7. Lloyd-Smith JO, Schreiber SJ, Kopp PE, Getz WM. Superspreading and the effect of individual variation on disease emergence. Nature. 2005; 438(7066):355–359. https://doi.org/10.1038/nature04153 PMID: 16222170

8. Garske T, Rhodes C. The effect of superspreading on epidemic outbreak size distributions. Journal of Theoretical Biology. 2008; 253(2):228–237. https://doi.org/10.1016/j.jtbi.2008.02.038 PMID: 18423673

9. Althouse BM, Wenger EA, Miller JC, Scarpino SV, Allard A, Hébert-Dufresne L, et al. Superspreading events in the transmission dynamics of SARS-CoV-2: Opportunities for interventions and control. PLOS Biology. 2020; 18(11):e3000897. https://doi.org/10.1371/journal.pbio.3000897 PMID: 33180773
10. Stein RA. Super-spreaders in infectious diseases. International Journal of Infectious Diseases. 2011; 15(8):e510–e513. https://doi.org/10.1016/j.ijid.2010.06.020 PMID: 21737332

11. Fujie R, Odagaki T. Effects of superspreaders in spread of epidemic. Physica A: Statistical Mechanics and its Applications. 2007; 374(2):843–852. https://doi.org/10.1016/j.physa.2006.08.050 PMID: 32288078

12. Duan W, Qiu X, Cao Z, Zheng X, Cui K. Heterogeneous and stochastic agent-based models for analyzing infectious diseases' super spreaders. IEEE Intelligent Systems. 2013; 28(4):18–25. https://doi.org/10.1109/MIS.2013.29

13. Chun BC. Understanding and modeling the super-spreading events of the Middle East respiratory syndrome outbreak in Korea. Infection & Chemotherapy. 2016; 48(2):147. https://doi.org/10.3947/ic.2016.48.2.147 PMID: 27433389

14. Yan P, Chowell G. Quantitative methods for investigating infectious disease outbreaks. vol. 70. Springer; 2019.

15. Kim Y, Ryu H, Lee S. Agent-based modeling for super-spreading events: A case study of mers-cov transmission dynamics in the republic of Korea. International Journal of Environmental Research and Public Health. 2018; 15(11):2369. https://doi.org/10.3390/ijerph15112369 PMID: 30373151

16. Choi S, Ki M. Estimating the reproductive number and the outbreak size of COVID-19 in Korea. Epidemiology and Health. 2020; 42. https://doi.org/10.4178/eph.e2020011 PMID: 32164053

17. Small M, Tse CK, Walker DM. Super-spreaders and the rate of transmission of the SARS virus. Physica D: Nonlinear Phenomena. 2006; 215(2):146–158. https://doi.org/10.1016/j.physd.2006.01.021 PMID: 32287555

18. Bifolchi N, Deardon R, Feng Z. Spatial approximations of network-based individual level infectious disease models. Spatial and Spatio-temporal Epidemiology. 2013; 6:59–70. https://doi.org/10.1016/j.sste.2013.07.001 PMID: 23973181

19. Wolfram S. Statistical mechanics of cellular automata. Reviews of Modern Physics. 1983; 55(3):601. https://doi.org/10.1103/RevModPhys.55.601

20. Oran DP, Topol EJ. Prevalence of asymptomatic SARS-CoV-2 infection: a narrative review. Annals of Internal Medicine. 2020; 173(5):362–367. https://doi.org/10.7326/M20-3012 PMID: 32491919

21. Dodd RY, Stramer SL. COVID-19 and blood safety: help with a dilemma. Transfusion Medicine Reviews. 2020;. https://doi.org/10.1016/j.tmrv.2020.02.004 PMID: 32147378

22. Lauer SA, Grantz KH, Bi Q, Jones FK, Zheng Q, Meredith HR, et al. The incubation period of coronavirus disease 2019 (COVID-19) from publicly reported confirmed cases: estimation and application. Annals of Internal Medicine. 2020; 172(9):577–582. https://doi.org/10.7326/M20-0504 PMID: 32150748

23. Chen TM, Rui J, Wang OP, Zhao ZY, Cui JA, Yin L. A mathematical model for simulating the phase-based transmissibility of a novel coronavirus. Infectious Diseases of Poverty. 2020; 9(1):1–8. https://doi.org/10.1186/s40249-020-00640-3 PMID: 32111262

24. Bhatraju PK, Ghassemieh BJ, Nichols M, Kim R, Jerome KR, Nalla AK, et al. Covid-19 in critically ill patients in the Seattle region—case series. New England Journal of Medicine. 2020; 382(21):2012–2022. https://doi.org/10.1056/NEJMoa2004500 PMID: 32227758

25. Press WH, William H, Teukolsky SA, Saul A, Vetterling WT, Flannery BP. Numerical recipes 3rd edition: The art of scientific computing. Cambridge university press; 2007.

26. Team CCR, Bialek S, Boundy E, Bowen V, et al. Severe outcomes among patients with coronavirus disease 2019 (COVID-19)—United States, February 12–March 16, 2020. Morbidity and Mortality Weekly Report. 2020; 69(12):343–346. https://doi.org/10.15585/mmwr.mm6912e2

27. Lyu W, Wehby GL. Community Use Of Face Masks And COVID-19: Evidence From A Natural Experiment Of State Mandates In The US. Study examines impact on COVID-19 growth rates associated with state government mandates requiring face mask use in public. Health Affairs. 2020; 39(6):1419–1425. https://doi.org/10.1377/hlthaff.2020.00818 PMID: 32543923

28. Nicola M, Alsafi Z, Sohrabi K, Kerwan A, Al-Jabir A, Iosifidis C, et al. The socio-economic implications of the coronavirus and COVID-19 pandemic: a review. International Journal of Surgery. 2020; https://doi.org/10.1016/j.ijsu.2020.04.018 PMID: 32305533

29. Hiremath P, Kowshik CS, Manjunath M, Shettar M. COVID 19: impact of lock-down on mental health and tips to overcome. Asian Journal of Psychiatry. 2020; 51:102088. https://doi.org/10.1016/j.ajp.2020.102088 PMID: 32302964

30. Qiu J, Shen B, Zhao M, Wang Z, Xie B, Xu Y. A nationwide survey of psychological distress among Chinese people in the COVID-19 epidemic: implications and policy recommendations. General Psychiatry. 2020; 33(2). https://doi.org/10.1136/gpsych-2020-100213 PMID: 32215365
31. Ngonghala CN, Iboi E, Eikenberry S, Scotch M, MacIntyre CR, Bonds MH, et al. Mathematical assessment of the impact of non-pharmaceutical interventions on curtailing the 2019 novel Coronavirus. Mathematical Biosciences. 2020; 325:108364. https://doi.org/10.1016/j.mbs.2020.108364 PMID: 32360770

32. Adam DC, Wu P, Wong JY, Lau EH, Tsang TK, Cauchemez S, et al. Clustering and superspreading potential of SARS-CoV-2 infections in Hong Kong. Nature Medicine. 2020; 26(11):1714–1719. https://doi.org/10.1038/s41591-020-1092-0 PMID: 32943787

33. Mkhatshwa T, Mumert A. Modeling super-spreading events for infectious diseases: case study SARS. International Journal of Applied Mathematics. 2011; 41(2).