Emergence of Hilbert Space Fragmentation in Ising Models with a Weak Transverse Field
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The transverse-field Ising model is one of the fundamental models in quantum many-body systems, yet a full understanding of its dynamics remains elusive in higher than one dimension. Here, we show for the first time the breakdown of ergodicity in d-dimensional Ising models with a weak transverse field in a prethermal regime. We demonstrate that novel Hilbert-space fragmentation occurs in the effective non-integrable model with \( d \geq 2 \) as a consequence of only one emergent global conservation law of the domain wall number. Our results indicate nontrivial initial-state dependence for non-equilibrium dynamics of the Ising models in a weak transverse field.

Introduction. — The transverse-field Ising model (TFIM) serves as a minimal model among quantum many-body systems [1, 2]. Despite its simplicity, the TFIM is quite difficult to investigate in higher-than-one dimensions because of its non-integrable nature. It is particularly important for foundation of quantum statistical mechanics to elucidate dynamical properties of the model. Indeed, its quantum thermalization has recently been investigated in relatively large systems [3–7]. For example, ergodicity in the ordered phase is controversial in the two-dimensional TFIM [3, 4, 8]. It was found that the model does not always thermalize in some quenches with numerical experiments [8] and that non-thermal eigenstates exist in a two-dimensional ladder system in the weak transverse-field limit [9].

The search for understanding quantum thermalization and the conditions behind it has been expanded substantially [10–22] in the recent decades because of the progress in experimental techniques [23–30]. One of the most important achievements is the eigenstate thermalization hypothesis (ETH) [10–12, 15, 31], which conjectures that all energy eigenstates are thermal and provides a sufficient condition for thermalization in isolated quantum systems. While the ETH has been confirmed numerically in various systems [15, 32–38], there is also growing interest in models violating the ETH. The emergence of non-thermal eigenstates has often been attributed to extensively many local conserved quantities due to, e.g., integrability [21, 39–42] and localization [43–47]. The Hilbert space fragmentation (HSF, or shattering) has recently attracted much attention as yet another mechanism of invalidating the ETH in non-integrable models [48–62]. In some models such as fractonic systems [63, 64], kinetic constraints impose restrictions on the dynamics [49–51] and create frozen regions which dynamically divide the systems. This generates a fragmented structure of the Hilbert space with exponentially many nontrivial subspaces. In these cases, initial states cannot access the entire Hilbert space and fail to thermalize. For many previous models showing the HSF, the presence of at least two conserved quantities and the locality of the interaction were the origin of relevant kinetic constraints.

In this Letter, we show the emergence of non-ergodicity in a prethermal regime for Ising models with a weak transverse field on a hypercubic lattice in dimensions higher than one. In particular, by analytical calculations, we reveal for the first time that the effective model for the TFIM in the weak-transverse-field limit exhibits the HSF for \( d \geq 2 \). Notably, this effective model has only one global conserved quantity namely, the domain-wall (DW) conservation. The locality of the Hamiltonian and the DW conservation law leads to a kinetic constraint in the model (Fig. 1 (a)), and to the appearance of frozen regions. Due to the frozen regions, the Hilbert space is separated into exponentially many subspaces (Fig. 1 (b)). Consequently, the ETH breaks down and the effective model shows non-thermalizing behavior depending on the initial state. The emergence of frozen regions in our model is distinct from the ones in the previously studied models which require several conserved charges for exhibiting such frozen regions [49–51, 57]. For \( d = 2 \), we further demonstrate that rich dynamical properties are found in subspaces inside the DW sectors, including those found in non-integrable, integrable, and quantum many-body scarred systems [55, 65–67].

Model. — We consider the TFIM on a d-dimensional hypercubic lattice

\[
\hat{H} = \hat{H}_{DW} + h_x \sum \hat{\sigma}_z^x, \quad \text{with} \quad \hat{H}_{DW} := - \sum_{\langle i, j \rangle} \hat{\sigma}_i^z \hat{\sigma}_j^z, \quad (1)
\]
where \( \hat{\sigma}_i^\mu (\mu = x, y, z) \) denotes the Pauli spin operators at site \( i \), \( \langle i, j \rangle \) indicates that the sites \( i \) and \( j \) are neighboring, and \( h_x \) denotes the strength of the transverse field. While the DW number, i.e., the eigenvalues \( n_{\text{DW}} \) of \( \sum_{\langle i, j \rangle} (1 - \hat{\sigma}_i^z \hat{\sigma}_j^z)/2 \), is not conserved under the time evolution by \( \hat{H} \) for finite \( h_x \), it is approximately conserved for a long time if \( h_x \) is sufficiently small [68]. Indeed, from a first-order perturbation theory, we obtain the following effective Hamiltonian [9, 69]:

\[
\hat{H}_{\text{eff}} := \hat{H}_{\text{DW}} + h_x \hat{H}_1, \quad \hat{H}_1 := \sum_i \hat{\sigma}_i^z \hat{Q}_i, \quad (2)
\]

where the operator \( \hat{Q}_i \) projects all spin configurations into the state space in which the sum of the \( z \) components of the \( 2 \times d \) spins surrounding the site \( i \) is zero (see Fig. 1 (a)). For example, the projector \( \hat{Q}_i \) for \( d = 2 \) is explicitly given by [70]

\[
\hat{Q}_i := \frac{5}{8} - \frac{1}{16} \left( \sum_{j \in \text{ngbh}(i)} \hat{\sigma}_j^z \right)^2 + \frac{3}{8} \prod_{j \in \text{ngbh}(i)} \hat{\sigma}_j^z, \quad (3)
\]

where \( \text{ngbh}(i) \) denotes the nearest-neighbor sites of the site \( i \). The effective Hamiltonian \( \hat{H}_{\text{eff}} \) approximates the dynamics of local observables governed by the original Hamiltonian (1) for a certain time scale that goes to infinity as \( h_x \to 0 \) [70–72].

Since \( \hat{H}_1 \) commutes with \( \hat{H}_{\text{DW}} \), Hamiltonians \( \hat{H}_1 \) and \( \hat{H}_{\text{eff}} \) lead to the same dynamics when we specify a DW sector. Thus, we focus on the Hamiltonian \( \hat{H}_1 \) in the following. The Hamiltonian \( \hat{H}_1 \) is non-integrable as discussed later; it conserves the DW number and is block diagonalized accordingly. Apart from spatial symmetries, such as inversion, the Hamiltonian also has global chiral symmetry, i.e., \( \hat{H}_1 \) anti-commutes with \( \prod_i \hat{\sigma}_i^\nu (\nu = y, z) \) [73]. This symmetry produces non-zero energy eigenvalues in pairs with opposite signs. While the Hamiltonian also has global \( \mathbb{Z}_2 \) symmetry (i.e., \( \hat{H}_1 \) commutes with \( \prod_i \hat{\sigma}_i^z \)), we confirm that this symmetry is irrelevant for the emergence of HSF.

**Hilbert space fragmentation.** — We now demonstrate the Hilbert-space fragmentation of \( \hat{H}_1 \) in each sector characterized by the number of DWs (see Fig. 1 (b)). We first show that the kinetic constraint induced by \( \hat{Q}_i \) forms regions where the spin dynamics is frozen. More specifically, let us consider a product state \( |F\rangle = \prod_{i \in \mathcal{F}} |s_i\rangle \) forming a sub-region \( \mathcal{F} \) on the entire lattice \( \Lambda \), where \( |s_i\rangle \) is one of the eigenstates of \( \hat{\sigma}_i^z \). If \( |F\rangle \) satisfies the following condition, we call \( \mathcal{F} \) a frozen region: \( \hat{Q}_i (|F\rangle \otimes |M\rangle) = 0 \) for all \( i \in \mathcal{F} \) and any \( |M\rangle \) defined on \( \Lambda \setminus \mathcal{F} \). The frozen regions remain unchanged under the time evolution by \( \hat{H}_1 \) (as well as \( \hat{H}_{\text{eff}} \)). Meanwhile, non-frozen regions, which we call melting regions, are isolated from one another and separated by frozen regions. Nontrivial dynamics occurs only in the melting regions. Below we focus on the case with \( d = 2 \) although most observations here hold for \( d \geq 3 \) too.

Figure 1 (c) exemplifies a possible spin configuration and associated frozen and melting regions. One simple example of the frozen region is a ladder-like region along the lattice with all spins aligning up in the \( z \) direction, percolating the system from one end to the other (the area \( A \) in Fig. 1 (c)). Another example is a wider region in which not all the spins are aligned in the same direction (the region between the areas \( B \) and \( C \) in Fig. 1 (c)) and surrounds some melting regions. A spin configuration in a frozen region can also exhibit a checker-board pattern (the area \( D \) in Fig. 1 (c)). In all of the cases, every spin is arranged in such a way that at least \((d+1)\) of its nearest-neighbor spins have the same direction, which
set the value of $\hat{Q}_i$ to zero. Because this condition prohibits a frozen region from having corners under the periodic boundary conditions, we conjecture that all frozen regions percolate the system from one side to the other [70].

Because of the frozen regions, the Hilbert space has exponentially many subspaces. For example, a spin configuration having a frozen region cannot change into another spin configuration having a different frozen region by the Hamiltonian dynamics. This splits the Hilbert space into subspaces. Moreover, even when the arrangement of frozen regions is the same, there are many ways in which the DWs are spatially distributed over separated melting regions. Since the density of DW within each melting region is conserved over time, the Hilbert space is broken up into even smaller subspaces. Each subspace is therefore characterized by the configuration of the frozen regions and the spatial distribution of the DW density for melting regions.

The emergence of the dynamically fragmented subspaces suggests that the relaxation dynamics of the system strongly depends on the details of the initial state. When we take an initial state from one of the subspaces in a given DW sector and let it evolve, the state remains in this subspace. Let us consider, for example, two initial product states $|\psi_1\rangle$ and $|\psi_2\rangle$ shown in Fig. 2 (a), which are slightly different in their spin configurations but have the same energy in a DW sector. Figure 2 (b) shows the dynamics of the expectation value of the magnetization density from these two initial product states according to the effective Hamiltonian $H_{\text{eff}}$. Throughout this Letter, we perform numerical calculations under the condition that the spins constituting the system are surrounded by fixed frozen spins pointing down. Due to the frozen region in the middle of the lattice, which emerges only in the state $|\psi_2\rangle$, the magnetization relaxes to substantially different values for the two initial conditions, which indicates ergodicity breaking. This example highlights that a frozen region covering a large area of the system can be converted into a melting region with a small change in the initial configuration in this model. Similar behavior can be also observed under the time evolution by $\hat{H}$ with a weak $h_x$ (see the Supplemental Material [70]).

The non-ergodicity due to the HSF in this model is deeply related to the violation of the ETH. The fragmented structure yields exponentially many non-thermal energy eigenstates. Simple examples of such non-thermal states are product frozen states, which correspond to the states in isolated subspaces with the dimension one. As detailed in Supplemental Material [70], we show that the number of frozen states increases exponentially in the system size, indicating the emergence of the HSF [62]. We note that Ref. [9] also finds a similar frozen state for an effective model of TFIM on a pseudo-one-dimensional ladder, but no HSF was discussed there. As another example, we find eigenstates which have spatially inhomogeneous DW density owing to frozen regions that act as a wall to separate different melting regions.

Figure 3 (a) shows the entanglement entropy of all the energy eigenstates of $H_1$ in a fixed DW sector for a $N = 3 \times 6$ lattice [74]. We evaluate it by computing the von-Neumann entropy of the left half of the system. In generic systems obeying the ETH, eigenstate entanglement entropies are close to one another for close eigenenergies. In Fig. 3 (a), we demonstrate the violation of the ETH in this model, that is, a broad distribution of the entanglement entropy even for close eigenenergies and the presence of eigenstates with low entanglement. Due to the existence of frozen regions that divide the system into isolated parts, there are many eigenstates with zero bipartite entanglement [75].

Several remarks are in order. First, the kinetic constraint in $H_1$ is associated with the conservation of the DW number alone. In particular, the model possesses frozen regions that dynamically divide the system and exhibits exponentially many frozen states. These properties are often found in the previously studied models [62] as a consequence of more than one conserved quantities [49–53, 57, 60]. Our finding here demonstrates that such nontrivial physics can occur even when there is only one apparent conserved quantity. Second, consequences of the percolation behavior of frozen regions depend on $d$. For $d = 2$, the system is always divided into isolated parts by frozen regions that percolate the system and act as walls. However, for $d > 2$, frozen regions do not always divide the system because their shape can be, e.g., a square prism which percolates only in one direction along the lattice. It is also worth mentioning that the Hamiltonian Eq. (2) does not yield many frozen regions and the resultant HSF for $d = 1$, while we show in fact
FIG. 3. (a) Entanglement entropy of all the energy eigenstates in a DW sector for a $N = 3 \times 6$ lattice. At its boundaries, the system is surrounded by fixed frozen spins pointing down. In all panels (a)–(c), we take $n_{\text{FW}} = 20$, for which $0 \leq n_{\text{FW}} \leq 36$. We find that the entanglement entropy exhibits a broad distribution even for a fixed energy, indicating the breakdown of the ETH in this DW sector. (b) Distribution of the consecutive energy-gap ratio $r_n$ [76] for the subspace without frozen regions. The statistics is calculated after resolving the two spatial inversion symmetries along the $x$ and $y$ directions [77]. Dashed line shows the Poisson prediction $P_{\text{Poisson}}(r) = 2/(1 + r)^2 \Theta(1 - r)$ and the solid line shows the GOE prediction $P_{\text{GOE}}(r) = (27/4)(r + r^3)/(1 + r + r^2)^{5/2} \Theta(1 - r)$, where $\Theta$ is the Heaviside step function. The agreement between the result and the GOE prediction indicates the non-integrability of the system defined in this subspace. (c) Entanglement entropy of the energy eigenstates in the subspace without frozen regions (extracted from the panel (a)). Most of the eigenstates with close energies have similar values of entanglement entropy, in accordance with the ETH. Meanwhile, a small number of low-entangled eigenstates appear around specific values: $E = 0, \pm 1, \pm \sqrt{2}$ and $\pm \sqrt{6}$, which are regarded as quantum many-body scars [55, 65–67, 70].

it does for $d > 1$. Finally, eigenstates with frozen regions can be found in every DW sector as long as the system is sufficiently large. Thus, non-ergodic behavior can be found for initial states with any finite energy density with respect to the effective Hamiltonian $\hat{H}_{\text{eff}}$. This suggests that the original TFIM in a weak transverse field exhibits non-thermal behavior for long times at any energy scale for particular initial states.

Subspace properties. — Now we investigate properties of the fragmented subspaces of $\hat{H}_1$. The dynamics for each subspace is observed only in the melting regions, being characterized by their shapes and their boundary conditions. Here we specifically consider the case for $d = 2$ and show that there is a rich variety of dynamics in some melting regions, including those found in non-integrable, integrable, and quantum many-body scarred systems.

The Hamiltonian $\hat{H}_1$ itself is presumably non-integrable. To demonstrate this, let us choose a subspace having no frozen regions. In Fig. 3 (b), we perform the analysis of energy-level statistics for this subspace. We calculate the distribution of the consecutive energy-gap ratio $r_n = \min(\delta_n/\delta_{n-1}, \delta_{n-1}/\delta_n)$ with $\delta_n := E_{n+1} - E_n$, where $E_n$ denotes the $n$th energy eigenvalue in the subspace [76]. The statistics of this ratio in Fig. 3 (b) shows a good agreement with that of the Gaussian Orthogonal Ensemble (GOE), indicating that this subspace as well as the entire $H_1$ is non-integrable.

Additionally, in the subspace without frozen regions, we numerically find eigenstates with low entanglement in the bulk of the spectrum, which are regarded as quantum many-body scarred states [55, 65–67]. Figure 3 (c) demonstrates the presence of such states around $E = 0, \pm 1, \pm \sqrt{2}$ and $\pm \sqrt{6}$. The origin of these states cannot be attributed to frozen regions as they are excluded in this subspace. We find that some of them originate from specific local structures of the adjacency graph of the Hamiltonian [78, 79]; see the Supplemental Material for details [70].

Interestingly, we find that the one-dimensional PXP model and the XX model can be embedded as melting regions of the model $\hat{H}_1$. First, let us discuss the emergent PXP model (see the area $B$ in Fig. 1 (c)). In this one-dimensional region, all sites are adjacent to the frozen sites with up spins. Therefore, in this region, every spin can be flipped only when its two nearest neighbors are down due to the kinetic constraint. Hence, the system is effectively governed by

$$\hat{H}_B = \sum_{i \in B} \hat{\sigma}_i^z \frac{1}{4} (1 - \hat{\sigma}_{i+1}^z) (1 - \hat{\sigma}_{i-1}^z).$$ (4)

This is the one-dimensional PXP model, a well-known non-integrable model for hosting quantum many-body scars [66, 80–83]. This implies that one observes a long-lived oscillation of an observable in this one-dimensional region if we prepare an appropriate initial configuration. Second, let us briefly discuss the XX model (the area $C$ in Fig. 1 (c)). In this region, the direction of the spin neighboring on the right side is opposite to that neighboring on the left side. We then find that the following Hamiltonian governs the dynamics in this region:

$$\hat{H}_C = \sum_{i \in C} \hat{\sigma}_i^z \frac{1}{2} (1 - \hat{\sigma}_{i+1}^z \hat{\sigma}_{i-1}^z).$$ (5)

This is the same as the effective Hamiltonian of the Ising chain in a weak transverse field [84] and is mappable to the XX chain [85], which is exactly solvable and thus ergodicity is broken due to the integrability. This implies that some subspaces become integrable when they only have a specific type of melting region.

Conclusion and outlook. — In this Letter we have rigorously demonstrated that the effective model obtained from the $d$-dimensional Ising model in a weak transverse field
field on a hypercubic lattice exhibits the HSF for $d \geq 2$. In particular, the kinetic constraint, which is attributed to the emergent conservation of the DW number in this model, forms frozen regions that percolate the system. Consequently, each DW sector fractures into exponentially many isolated subspaces, leading to the violation of the ETH. We furthermore showed that some of the subspaces can be non-integrable, integrable, and even possess scarred eigenstates. Our results indicate that non-trivial initial-state dependence is observed for prethermal dynamics of the Ising models in a weak transverse field. Because the TFIM in two and three dimensions are experimentally realizable [5, 86–92], we believe that the model serves as a novel platform for observing the signatures of HSF, which is distinct from previous experiments that required, e.g., tilted potentials [93, 94]. We leave it for future work to investigate the robustness of transient non-ergodicity under long-range Ising interaction, which often arises in experiments. Finally, given that $H_{\text{eff}}$ is obtained in the weak-field limit of the TFIM, it is interesting to see how properties of the Ising model without the transverse field, such as (classical) integrability and finite-temperature phase transition, affect physics in our model.
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EXPRESSSION OF THE PROJECTOR $\tilde{Q}_i$

In the main text, we introduce the projector $\tilde{Q}_i$ for the effective model and explain its meaning. Here, we discuss formal expression of $\tilde{Q}_i$ in arbitrary dimensions. Let us consider the system on a hypercubic lattice in $d$ dimensions. The operator $\tilde{Q}_i$ projects all spin configurations onto the state space in which the sum of the $z$ components of the $2 \times d$ spins surrounding the site $i$ is zero. Then $\tilde{Q}_i$ can be formally given by

$$\tilde{Q}_i = \prod_{n=1}^{d} \left( (2n)^2 - \left( \sum_{j \in \text{ngbh}(i)} \hat{\sigma}_j^z \right)^2 \right) / (2n)^2. \quad (S.1)$$

For $d = 2$, for example, this expression is reduced to

$$\tilde{Q}_i = \frac{5}{8} - \frac{1}{16} \left( \sum_{j \in \text{ngbh}(i)} \hat{\sigma}_j^z \right)^2 + \frac{3}{8} \prod_{j \in \text{ngbh}(i)} \hat{\sigma}_j^z. \quad (S.2)$$

and therefore the Hamiltonian $\tilde{H}_1 = \sum_i \hat{\sigma}_i^z \tilde{Q}_i$ described in the main text contains five-body interaction on the square lattice.

TIME EVOLUTION IN THE ISING MODEL IN A WEAK TRANSVERSE FIELD

The effective Hamiltonian $\tilde{H}_{\text{eff}}$ (as well as $\tilde{H}_1$, which we mainly focus in the main text) describes the prethermal dynamics of the transverse-field Ising model (TFIM) in a weak-transverse-field limit, as shown in Eq. (2) in the main text. Here we show the time evolution of observables according to the original Hamiltonian $\tilde{H}$ (Eq. (1) in the main text) with a finite transverse field $h_x$ and compare it with the time evolution for $\tilde{H}_{\text{eff}}$. Note that, in the other sections of this supplementary material, we perform numerical calculations on the system governed by $\tilde{H}_{\text{eff}}$, not $\tilde{H}$.

Let us consider two initial product states $|\tilde{\psi}_1\rangle$ and $|\tilde{\psi}_2\rangle$ in a system of size $3 \times 4$, as shown in Fig. S1 (a).

These states have the same energy expectation value of $\tilde{H}$. Throughout this supplementary material, we perform numerical calculations under the condition that the spins constituting the system are surrounded by fixed frozen spins pointing down. In Fig. S1 (b), we show dynamics from these two initial product states according to the two Hamiltonians $\tilde{H}$ and $\tilde{H}_{\text{eff}}$, where we take $h_x = 0.3$. Specifically, we calculate the time evolution of the expectation value of the magnetization density. There is a good agreement between the dynamics with the original Hamiltonian and that with the effective Hamiltonian for a time range that we have adopted.

We also see from Fig. S1 (b) that the relaxation of the magnetization in the TFIM shows a strong dependence on the initial states. In the dynamics governed by $\tilde{H}_{\text{eff}}$,
FIG. S2. Time evolution of the approximation error $\epsilon(\hat{\sigma}_z^i, t)$ starting from the two initial states $|\hat{\psi}_1\rangle$ (three solid lines) and $|\hat{\psi}_2\rangle$ (three broken lines) with different values of the transverse field, $h_x = 0.1, 0.2$ and 0.3. We calculate the errors for the spin at the site $i = 5$ in the system (see Fig. S1 (a) in this supplemental material). The lower panel (b) shows the same data in the panel (a) but are rescaled by the square of $h_x$.

![Graph](image_url)

There are only two melting sites and the other sites are frozen in $|\hat{\psi}_1\rangle$ as shown in Fig. S1 (a). On the other hand, the entire system is melting in $|\hat{\psi}_2\rangle$. This indicates that the two initial states belong to different subspaces in the fragmented Hilbert space of $H_{\text{eff}}$. We can observe the emergence of the fragmented structure of the Hilbert space through the distinct behavior of the magnetization dynamics in the TFIM by preparing two different initial states.

As we decrease $h_x$ to a smaller absolute value, the Hamiltonian $H_{\text{eff}}$ can approximate the dynamics of the TFIM for a longer time. To see this, we calculate the approximation error of the time evolution of a spin $\hat{\sigma}_z^i$,

$$\epsilon(\hat{\sigma}_z^i, t) := |\langle \hat{\sigma}_z^i(t) \rangle_{\text{TFIM}} - \langle \hat{\sigma}_z^i(t) \rangle|,$$  \hspace{1cm} (S.3)  

where $\langle \hat{\sigma}_z^i(t) \rangle_{\text{TFIM}}$ and $\langle \hat{\sigma}_z^i(t) \rangle$ denote the expectation values which are evolved by the Hamiltonians $\hat{H}$ and $\hat{H}_{\text{eff}}$, respectively. We observe that the error $\epsilon(\hat{\sigma}_z^i, t)$ grows more slowly as we decrease the transverse field $h_x$ as shown in Fig. S2 (a). In Fig. S2 (b), we show the approximation errors that are rescaled by a power of the strength of the transverse field, i.e., $(h_x)^{-\alpha} \epsilon(\hat{\sigma}_z^i, t)$. We find that the rescaled errors collapse clearly when we take $\alpha = 2$, especially for a relatively small time range. This implies that the approximation works well for a time scale that grows with $\sim (1/h_x)^3$ as we decrease $h_x$.

**FROZEN REGIONS AND PERCOLATION**

We here discuss that the frozen regions should percolate the system by observing that they cannot have corners. As we explain in the main text, a frozen region $\mathcal{F}$ satisfies the following condition: $Q_{\mathcal{F}}(|F\rangle \otimes |M\rangle) = 0$ for all $|M\rangle$ defined on $\Lambda / \mathcal{F}$, where $|F\rangle = \prod_{i \in \mathcal{F}} |s_i\rangle$ is a product state forming a sub-region $\mathcal{F}$ on the entire lattice $\Lambda$ and $|s_i\rangle$ denotes one of the eigenstates of $\hat{\sigma}_z^i$. We argue that a region with corners, e.g., $\mathcal{G}$ in Fig. S3, cannot be a frozen region. Let us focus on a corner spin at site $i$ belonging to $\mathcal{G}$ and consider its $2d$ adjacent sites. Among such adjacent sites, we assume that $j_{d+1}, \ldots, j_{2d}$ belong to $\mathcal{G}$ while $j_1, \ldots, j_d$ do not belong to $\mathcal{G}$. If $\mathcal{G}$ were a frozen region, the spins on $i, j_{d+1}, \ldots, j_{2d}$ would point some fixed directions (up or down in the $z$ direction), whereas $j_1, \ldots, j_d$ would belong to a melting region. Since the melting region is described by a superposition of various different spin configurations under the time evolution by $H_{\text{eff}}$, the spin directions at every site $j_k$ ($1 \leq k \leq d$) can be opposite to those at the corresponding sites $j_{k+d}$ in one of the spin configurations, and the sum of the $z$ components of all adjacent spins can be zero in this particular case. This means that the spin at site $i$ can flip with a finite probability. This contradicts our assumption that $\mathcal{G}$ is frozen. In conclusion, the above discussion indicates that if a region has corners surrounded by melting regions, the region generally cannot be frozen. In other words, due to this condition, any frozen region should percolate the system. For a system with $d = 2$ under the periodic boundary conditions, they wrap around the torus in the $x$ or $y$ direction.

Fig. S3 (c) illustrates an example of melting of spins on a region with corners. Even if all spins are aligned in the same direction in a certain region, the spin flip will occur from the corners of the region, and the spin-flip region gradually spreads.

**EXPONENTIALLY MANY FROZEN STATES**

In this section, we demonstrate that the number of fragmented subspaces increases exponentially in the system size. In the main text, we show that this system has not only frozen states but also subspaces with both frozen and melting regions, and that it leads to the fragmented Hilbert space. Here, we show that the number of frozen states as well as the subspaces with both frozen and melting regions increases exponentially. First, we illustrate one way of constructing many frozen states for a given DW number $n_{\text{DW}} = \alpha_{\text{tot}} N$, where $\alpha_{\text{tot}}$ denotes DW density with $0 < \alpha_{\text{tot}} < 2$, and $N$ denotes the system size with $N \gg 1$. For brevity we consider a two-dimensional
FIG. S3. Spins around a corner of a region $G$ (gray shaded) (a) for $d = 2$ and (b) for $d = 3$ (panel (b)). The spin at the corner site $i$ of $G$, whose $d$ adjacent sites belong to $G$ and the other $d$ adjacent sites do not, can always be flipped when the adjacent spins outside of $G$ have specific directions. (c) Example of melting of an aligned region with corners. Even if all spins are aligned down in a region with corners (gray-shadowed region), given that the region is surrounded by up spins, the spin flip will occur from the corners of the region, and the spin-flip region gradually spread, and generally all sites within this region will melt.

system with its total sites $N = L^2$ and assume $L/l \in \mathbb{N}$ for an odd integer $l = \mathcal{O}(1)$ in the following. First, we divide the system into $N/l^2$ subregions as we show in the rightmost figure in Fig. S4. Second, we consider embedding either spin configuration (p1) or (p2) into each divided subregion, where (p1) denotes an example of an almost staggered configuration and (p2) denotes an example of an all-up configuration as shown in Fig. S4. The DW density for each configuration (p1) and (p2) is given by $\alpha_{p1} = 2 - (8l - 10)/l^2$ and $\alpha_{p2} = 0$. In this case, the total number of all possible combinations of the embedding is estimated as $(N/l^2)!/[k!(N/l^2-k)!] = \exp[\mathcal{O}(N)]$, where $k = \mathcal{O}(N)$ satisfies $\alpha_{tot}N = \alpha_{p1}kl^2 + \alpha_{p2}(N-kl^2)$. This indicates that the number of frozen states constructed in the above procedure increases exponentially in the system size $N$ in any DW sectors with finite DW densities.

We extend the above discussion to the case of the subspace with both frozen and melting regions. The configurations (p1) and (p2) should be replaced following the discussion below. As in (p1) and (p2), we consider the configurations that consist of the inner part where each spin can point up or down and the outer frozen part surrounding it where the spins always point up. Here, it is guaranteed that the outer spins are freezing because the spins always point up on the edges of the adjacent subsystems in our configuration. Then, if we want to create subspaces that are partially frozen and partially melting, we can replace (p1) or (p2) with another configuration in which the inner parts are melting.

In addition, we can easily extend the above construction to the three dimensional case. Instead of a square, we can consider a cube whose surface consists of frozen up spins. For the inner parts, the same discussion as the two dimensional case can be done for the three dimensional case.

Finally, it should be noted that the configurations illustrated here are just possible examples, and that there are indeed far more diverse and numerous possible subspaces associated with configurations of frozen or melting regions.

**ATYPICAL STATES IN THE SUBSPACE WITHOUT FROZEN REGIONS**

In Fig. 3 (c) in the main text, we find that some eigenstates show zero bipartite entanglement even in the subspace without frozen regions. They have specific energies $E = 0, \pm 1, \pm \sqrt{2}$, and $\pm \sqrt{6}$ in our calculation in Fig. 3 (c). Such low-entangled eigenstates in the middle of the energy spectrum of non-integrable models have been attracting much attention recently and are referred to as quantum many-body scars [1–4]. Here we discuss the origin of these states. We specifically focus on the eigenstates with non-zero energies. For the energy eigenstates with zero energy, the analysis is difficult due to the large degeneracy, and therefore we leave investigation of these states for future work.

We find that the origin of some atypical states in Fig. 3 (c) in the main text is well captured by an adjacency graph of the Hamiltonian $H_1$, where the nodes represent the computational-basis states and the edges between the nodes describe the connections by the off-diagonal elements of the Hamiltonian (see Fig. S5). The atypical eigenstates correspond to wave functions that are localized on part of the adjacency graph, which we call localized energy eigenstates. We use the word of “localized energy eigenstate” in order to refer to an eigenstate composed of superpositions of a small number of computational basis states. Similar states with low en-
FIG. S5. (a) Schematic picture of a zero-entanglement eigenstate |φ⟩ with the energy 1 in Fig. 3 (c) in the main text. Red and blue arrows on each lattice site represent up and down spins in $\hat{\sigma}_z$ basis, respectively. The green arrow represents the spin pointing to the $x$ direction, i.e., the eigenstate of $\hat{\sigma}_x$ with the eigenvalue +1, and the spins surrounded by the yellow broken line form a spin-singlet state. (b) Schematic picture of local structure of the adjacency graph that generates the localized eigenstate |φ⟩. Black arrows indicate that the two spin configurations are connected by the off-diagonal elements of the Hamiltonian matrix. The states |τ⟩ and |τ⟩ are connected with other states in the bulk of the graph which are not shown here. (c, d) Examples of local graph structures that give rise to localized energy eigenstates. The graph in (c) describes the same graph structure as in (b). Red nodes represent the basis with non-zero amplitudes in a localized energy eigenstate with the eigenenergy $E = 1$ and the numbers associated with the red nodes represent the actual values of the amplitude (before normalization).

tanglement which are associated with the structure of the adjacency graph have been discussed recently [5, 6]. Localized eigenstates in a similar setting are also studied for example in Refs. [7–9], where the graph in these context is defined on the real space.

Figure S5 (a) describes one of the localized eigenstates with $E = 1$. In this case, the state |φ⟩ in Fig. S5 (a) is identified as a superposition of four computational basis states. These basis states are connected to other states in the subspace on the adjacency graph. Part of the graph is described in Fig. S5 (b). In general, when $\hat{H}_1$ acts on one of the basis states, it becomes a superposition of several basis states. However, the state |φ⟩ is still localized on the graph due to a destructive interference on the other nodes, which allows |φ⟩ to be an eigenstate of $\hat{H}_1$. Such eigenstates that are expanded by only a few number of basis states have only limited amount of entanglement and even show zero entanglement entropy when the bipartite cut is set suitably.

There are various types of local structures of the adjacency graph which allow for localized eigenstates. Figure S5 (c) and (d) show two examples of such structures. Note that the graph in Fig. S5 (b) represents the same state described by the panel in Fig. S5 (c). As is exemplified by this state, localized eigenstates appear when some part of the adjacency graph of the Hamiltonian has a structure that induces the destructive interference. Indeed, low-entangled eigenstates with $E = \pm 1, \pm \sqrt{2}$, and $\pm \sqrt{6}$ (and a part of the eigenstates for $E = 0$) in Fig. 3 (c) in the main text are identified as localized eigenstates on the adjacency graph with local structures described either in Fig. S5 (c) or (d).

Finally, from numerical simulations, we observe oscillatory behavior associated with the localized eigenstates, which is a typical signature of quantum many-body scarred systems [1, 10–13]. In Fig. S6 (b), we show dynamics of the magnetization starting from two initial states in Fig. S6 (a). Specifically, we calculate the time evolution of the expectation value of the magnetization density for a system surrounded by fixed down spins. For

FIG. S6. (a) Spin configurations of the two initial states. We take the fixed boundary condition surrounded by down spins. Note that the state |ψ⟩ corresponds to the state |τ⟩ in Fig. S5 (b). (b) Magnetization dynamics for two initial product states according to $\hat{H}_1$. We numerically calculate the evolution of the expectation value of the magnetization $M_z := \langle \hat{M}_z \rangle = (1/N) \sum_i \hat{\sigma}_i^z$ for a $N = 3 \times 6$ lattice.
the initial state $|\psi_2\rangle$ in Fig. S6 (a), namely the state $|\tau_a\rangle$ in Fig. S5 (b), which has a large overlap with the state $|\phi\rangle$, we observe a long time oscillation. On the other hand, for typical initial states including $|\psi_1\rangle$, the system rapidly relaxes to a steady state. This result, combined with the other results in the main text and supplementary materials, suggests that our model possesses various types of quantum many-body scar states in some subspaces such as those mappable to the PXP model [1, 11, 14, 15] and those with localized states.

Note added. — While we are revising our manuscript during the review process, a paper discussing a similar proof in appeared on arXiv [16]. However, it is worth mentioning that our proof in (added for supplementing our claim in the first version of our manuscript) focuses on the number of subspaces in each DW sector while the proof in Ref. [16] focuses on that of the entire Hilbert space.
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