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Abstract

We propose a new mixed finite element method for the three-dimensional steady magnetohydrodynamic (MHD) kinematics equations for which the velocity of the fluid is given. Although prescribing the velocity field leads to a simpler model than full MHD equations, its conservative and efficient numerical methods are still active research topic. The distinctive feature of our discrete scheme is that the divergence-free conditions for current density and magnetic induction are both satisfied. To reach this goal, we use magnetic vector potential to represent magnetic induction and resort to H(div)-conforming element to discretize the current density. We develop an preconditioned iterative solver based on a block preconditioner for the algebraic systems arising from the discretization. Several numerical experiments are implemented to verify the divergence-free properties, the convergence rate of the finite element scheme and the robustness of the preconditioner.
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1 Introduction

Magnetohydrodynamics (MHD) has broad applications in our real world. It describes the interaction between electrically conducting fluids and magnetic fields. It is used in industry to heat, pump, stir, and levitate liquid metals. MHD model also governs the terrestrial magnetic field maintained by fluid motion in the earth core and the solar magnetic field which generates sunspots and solar flares [4]. The general full MHD model consists of the Navier-Stokes equations and the quasi-static Maxwell equations. The magnetic field influences the momentum of the fluid through Lorentz force, and conversely, the motion of fluid influences the magnetic field through Faraday’s law. In this paper, we are studying the divergence-free finite element method and efficient iterative solver for the MHD kinematics equations

\[
\begin{align*}
\partial_t B + \text{curl} \, E &= 0 \quad \text{in} \quad (0,T] \times \Omega, \\
\text{curl} \, H &= J \quad \text{in} \quad [0,T] \times \Omega, \\
\sigma(E + w \times B) &= J \quad \text{in} \quad (0,T] \times \Omega, \\
\text{div} \, J &= 0, \quad \text{div} \, B = 0 \quad \text{in} \quad [0,T] \times \Omega.
\end{align*}
\]

where \( w \) is the known velocity field (here \( w \) is not necessary divergence-free, so the method developed in this paper can be extended to the compressible MHD equations), \( B \) is the magnetic flux density or the magnetic field provided with constant permeability. We assume that \( \Omega \) is a bounded, simply-connected, and Lipschitz polyhedral domain with boundary \( \Gamma = \partial \Omega \). When \( w \equiv 0 \) in the domain, this is indeed corresponding to the classical eddy currents model [2][11][15]. The equations in (1) are complemented with the following constitutive equation

\[ B = \mu H \]
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Though prescribing the velocity field leads to a simpler model than full MHD equations, its conservative and efficient numerical methods are still active research topics. The equations of MHD kinematics have interest applications in the field of dynamo theory, where the Lorentz force $J \times B$ is assumed to be small compared to inertia \cite{18,19}. In such situations, the electromagnetics have little influence on the fluid and the velocity could be prescribed. Then we can investigate the variation of the magnetic field caused by the flow profile. Such applications contain MHD generators, dynamo of the sun, brine and the geodynamo. It is interesting that whether a given $w$ can sustain dynamo action. At last, as an important block of the full MHD equations, just as the Navier-Stokes equations, more efficient algorithm for the sub-block of course will lead to more efficient method for MHD equations.

There are extensive papers in the literature to study numerical solutions of MHD equations (cf. e.g. \cite{6,7,9,21,24,26} and the references therein). In \cite{9}, Gunzburger et al studied well-posedness and the finite element method for the stationary incompressible MHD equations. The magnetic field is discretized by the $H^1(\Omega)$-conforming finite element method. We also refer to \cite{6} for a systematic analysis on finite element methods for incompressible MHD equations. When the domain has re-entrant angle, the magnetic field may not be in $H^1(\Omega)$. It is preferable to use noncontinuous finite element functions to approximate $B$, namely, the so-called edge element method \cite{11,23}. In 2004, Schötzau \cite{25} proposed a mixed finite element method to solve the stationary incompressible MHD equations where edge elements are used to solve the magnetic field. For the finite element model above, only the divergence-free condition of the current density $J_h$ can be precisely satisfied, because they using the definition $J = \text{curl} B$.

In recent years, exactly divergence-free approximations for $J$ and $B$ have attracted more and more interest in numerical simulation. For the current density $J$ we would like to mention the current density-conservative finite volume methods of Ni et al. for the inductionless MHD model on both structured and unstructured grids \cite{24,26}. In \cite{14,21}, the authors discretize the electric field $E$ by Nédélec’s edge elements and discretize the magnetic induction $B$ by Raviart-Thomas elements. In such way, $\text{div} B_h$ is precisely zero in the discrete level. Recently in \cite{13}, Hiptmair, Li, Mao and Zheng proposed a novel mixed finite element method in 3D using magnetic vector $A$ with temporal gauge to ensure the divergence-free condition for $B_h$ by $B_h = \text{curl} A_h$. Very recently, Li, Ni and Zheng devised a electron-conservative mixed finite element method for the inductionless MHD equations where an applied magnetic field is prescribed \cite{17}, for which $\|\text{div} J_h\| = 0$ can be satisfied precisely. They also developed a robust block preconditioner for the linear algebraic systems. However, none of the work mentioned above can achieve the goal

$$\text{div} J_h = 0, \quad \text{div} B_h = 0$$

precisely at the same time in the finite element framework for the induced MHD equations.

Instead of solving for $B$ and $E$, we solve for the magnetic vector potential $A$ and scalar electric potential $\phi$ such that

$$B = \text{curl} A, \quad E = -\partial_t A - \nabla \phi$$

with the Coulomb’s gauge rather than temporal gauge in \cite{13}

$$\text{div} A = 0$$

Using the magnetic vector potential $A$ and scalar potential $\phi$, we develop a special mixed finite element method that ensures exactly divergence-free approximations of the magnetic induction and current density. To the best knowledge of the author, the finite element scheme which can preserve the divergence-free conditions for both the current density and magnetic induction has never been reported in the literature. So the work in our paper could be seen as a first step to the fully-conservative method for the fully-coupled MHD equations with induction. Another objective of this paper is to propose a preconditioned iterative method to solve the algebraic systems associated with the proposed fully divergence-free FE scheme.

The paper is organized as follows: In section 2, we introduce a new dimensionless model using magnetic vector potential $A$ and electrical scalar potential $\phi$. The perfect conducting boundary conditions are given for the new model for practical implementation. In section 3, we introduce a variational formulation for the MHD kinematics equations and give the energy law for the continuous problem. In Section 4, we present a novel finite element scheme which can preserve the divergence-free properties precisely. And a block preconditioner is given to develop
a preconditioned FGMRES algorithm for the solving of the algebraic systems. In section 5, three numerical experiments are conducted to verify the conservation of the discrete field or divergence-free characteristic, the convergence rate of the mixed finite element method, and to demonstrate the optimality and the robustness of the iterative solver. In section 6, some conclusions and further investigations are pointed out.

Throughout the paper we denote vector-valued quantities by boldface notation, such as \( L^2(\Omega) := (L^2(\Omega))^3 \).

### 2 A dimensionless model using vector potential

Using the transformation (3) and the Coulomb’s gauge condition, one can obtain the following new PDE systems

\[
\begin{align*}
\sigma^{-1}J + \nabla \phi - w \times \text{curl} A + \partial_t A &= 0, \quad \text{in } (0, T] \times \Omega \tag{4a} \\
div J &= 0, \quad \text{in } (0, T] \times \Omega \tag{4b} \\
-\mu J + \text{curl curl} A &= 0, \quad \text{in } (0, T] \times \Omega \tag{4c} \\
div A &= 0, \quad \text{in } [0, T] \times \Omega \tag{4d}
\end{align*}
\]

Let \( L, t_0, B_0 \) and \( \sigma_0 \) be the characteristic length, characteristic time, characteristic magnetic flux density and reference conductivity respectively. Thus \( u_0 = L/t_0 \) will be the characteristic fluid velocity. Due to the relation \( B = \text{curl} A \), we can introduce the characteristic vector potential \( A_0 = B_0 L \).

If we make the following scaling of the variables

\[
t \leftarrow t_0, \quad x \leftarrow x_1 L, \quad w \leftarrow w_1 u_0, \quad J \leftarrow J_1 \sigma_0 B_0, \quad \phi \leftarrow \phi_1 u_0 B_0 L, \quad \sigma \leftarrow \sigma_1 \sigma_0, \quad A \leftarrow A_1 A_0 \tag{5}
\]

and introduce the following dimensionless parameter

\[
Rm = \mu \sigma_0 L u_0
\]

For the eddy currents model, \( w \) is identically zero, so we only need to make the following scaling

\[
t \leftarrow t_0, \quad x \leftarrow x_1 L, \quad J \leftarrow J_1 t_0, \quad \phi \leftarrow \phi_1 B_0 L^2, \quad \sigma \leftarrow \sigma_1 \sigma_0, \quad A \leftarrow A_1 A_0 \tag{6}
\]

and define

\[
Rm = \frac{\mu \sigma_0 L^2}{t_0}
\]

Then we can get the desired dimensionless formulation

\[
\begin{align*}
\sigma^{-1}J + \nabla \phi - w \times \text{curl} A + \partial_t A &= f, \quad \text{in } (0, T] \times \Omega \tag{7a} \\
div J &= 0, \quad \text{in } [0, T] \times \Omega \tag{7b} \\
-J + Rm^{-1} \text{curl curl} A &= g, \quad \text{in } (0, T] \times \Omega \tag{7c} \\
div A &= 0, \quad \text{in } [0, T] \times \Omega \tag{7d}
\end{align*}
\]

where \( f = g = 0 \) generally with non-zero boundary conditions for the physical field. But for analytic test \( f \) and \( g \) may be nonzero, so we retain the symbols \( f \) and \( g \) for general purpose.

The steady model of (7) reads

\[
\begin{align*}
\sigma^{-1}J + \nabla \phi - w \times \text{curl} A &= f, \quad \text{in } \Omega \tag{8a} \\
div J &= 0, \quad \text{in } \Omega \tag{8b} \\
-J + Rm^{-1} \text{curl curl} A &= g, \quad \text{in } \Omega \tag{8c} \\
div A &= 0, \quad \text{in } \Omega \tag{8d}
\end{align*}
\]

We refer to the new model (4) and (5) for the Kinematics equations (1) as CPP\(^3\)-model (Current-Potential-vector Potential-model).
Generally, in the dimensionless systems \( \sigma \) has the magnitude of \( O(1) \). The system of equations (\ref{eq:7}) and (\ref{eq:8}) are still needed to be complemented with suitable boundary conditions. Because it is a particularly important case when the material on one side of the interface is a perfect conductor. So also for concise representation, we focus our attention on the perfectly electrically conductive (PEC) boundary conditions. We will give general PEC boundary conditions on the interface between two different kinds of fluid, and then decide the special case used in the new model for practical purpose. In practical physical systems, if the boundary is perfect conducting, the electrical potential \( \phi \) should be identical everywhere on the boundary. So we can prescribe zero Dirichlet boundary conditions for \( \phi \) in (\ref{eq:7}).

Next we still need to determine the boundary condition for \( A \). Note that for the original systems (\ref{eq:1}), the PEC boundary conditions means that \( \sigma \to \infty \). From generalized Ohm’s law (\ref{eq:1c}), we see heuristically that if the current density \( J \) systems (\ref{eq:1}) the PEC boundary conditions means that \( \sigma \to \infty \). From generalized Ohm’s law (\ref{eq:1c}), we see heuristically that if the current density \( J \) systems (\ref{eq:1}) the PEC boundary conditions means that \( \sigma \to \infty \). From generalized Ohm’s law (\ref{eq:1c}), we see heuristically that if the current density \( J \) systems (\ref{eq:1}) the PEC boundary conditions means that \( \sigma \to \infty \).

Let \( E_1, E_2, w_1, w_2, B_1 \) and \( B_2 \) be the limiting value of the physical field as the interface \( \Gamma \) is approached. Then (\ref{eq:9}) suggests that in a perfect conductor the total electrical field vanishes

\[
E^* := E + w \times B \rightarrow 0 \quad \text{on } \Gamma.
\]

Let \( E_1, E_2, w_1, w_2, B_1 \) and \( B_2 \) be the limiting value of the physical field as the interface \( \Gamma \) is approached. Then (\ref{eq:9}) suggests that in a perfect conductor the total electrical field vanishes

\[
E^* := E_2 + w_2 \times B_2 = 0
\]

Then \( E_2 = -w_2 \times B_2 \) holds outside the domain \( \Omega \). Because the tangential component of \( E \) across \( \Gamma \) is continuous, we must have

\[
E_1 \times n = E_2 \times n = n \times (w_2 \times B_2)
\]

Using identity \( n \times (w_2 \times B_2) = w_2(n \cdot B_2) - B_2(n \cdot w_2) \), and the continuity for velocity and magnetic induction

\[
B_1 \cdot n = B_2 \cdot n, \quad w_1 \cdot n = w_2 \cdot n
\]

for two-fluid case. Based on (\ref{eq:10}) one obtains

\[
E_1 \times n = w_2(B_1 \cdot n) - B_2(w_1 \cdot n) \quad \text{on } \Gamma.
\]

For a general static solid wall, we must have \( w_2 \equiv 0 \) and \( w_1 \cdot n \equiv 0 \) on the whole boundary. Thus the PEC boundary condition for the MHD kinematics equations (\ref{eq:11}) reads

\[
E \times n = 0 \quad \text{on } \Gamma.
\]

In summary, given the applied magnetic induction \( B_s \), the complete PEC boundary conditions reads

\[
\phi = 0, \quad E \times n = 0, \quad B \cdot n = B_s \cdot n \quad \text{on } \Gamma := \partial \Omega.
\]

if the normal component of \( w \) vanishes on \( \Gamma \). For non-zero \( B_s \) we can reduce the problem with \( B \cdot n = B_s \cdot n \) to a problem with homogeneous boundary conditions \( B \cdot n = 0 \), if we make a ”lifting” procedure \( B \leftarrow B - B_s \) and with a source term \( f \leftarrow f + w \times B_s \) in (\ref{eq:7a}) and (\ref{eq:8a}). Denoting the corresponding vector potential for \( B_s \) by \( A_s \), then \( A_s \) is indeed the initial condition for \( A \).

Let \( A \leftarrow A - A_s \), and then \( g \leftarrow g - R m^{-1} \nabla \times A = g - R m^{-1} \nabla \times A_s \) in (\ref{eq:7c}) and (\ref{eq:8c}). After ”lifting”, the initial condition for \( A \) becomes zero. Recall that

\[
B \cdot n = (\nabla \times A)|_\Gamma \cdot n \triangleq \text{div}_\Gamma (A \times n)
\]

If we pose the boundary conditions \( A \times n = 0 \) we naturally get \( B \cdot n = 0 \). Moreover from the transformation (\ref{eq:5}) and conditions (\ref{eq:13}) we then have

\[
E \times n|_\Gamma = (-\partial_t A) \times n|_\Gamma = 0
\]

This indicates

\[
A(t) \times n|_\Gamma = 0, \quad \forall t \in (0, T]
\]

Now our PEC boundary conditions for (\ref{eq:7}) and (\ref{eq:8}) are stated as follows

\[
\phi = 0, \quad A \times n = 0 \quad \text{on } \Gamma.
\]
with \( f \leftarrow f + w \times B \), and \( g \leftarrow g - \nabla m^{-1} \text{curl} \, B_s \), provided \( w \cdot n \equiv 0 \) on \( \Gamma \).

Or more generally
\[
\phi = \phi_w, \quad A \times n = A_w \times n \quad \text{on} \ \Gamma.
\]  

(17)

In the following, we will focus on the steady version (8) and devise a divergence-free finite element method. For convenience we consider the boundary conditions (16) with non-zero right-hand sides \( f \) and \( g \). We will use electrical resistivity \( \eta \) instead of \( \sigma^{-1} \) and \( \nu_m \) instead of \( \nabla m^{-1} \) in some places.

**Remark 1.** It suffices to decide \( A_s \) by solving the following problem

\[
\text{curl} \, A_s = B_s, \quad \text{div} \, A_s = 0 \quad \text{in} \ \Omega,
\]

\[
A_s \times n = 0 \quad \text{on} \ \Gamma.
\]  

(18)

(19)

provided \( B_s \cdot n = 0 \) on \( \Gamma \). For steady systems (8), due to \( E = -\nabla \phi \) and zero boundary condition for \( \phi \) we naturally obtain \( E \times n|_\Gamma = 0 \). We also refer the reader to the work [5] by Fournier which is concerned with the electrically insulating boundary conditions for incompressible MHD equations. The author uses Fourier-spectral element to discretize \( A \) rather than finite element method.

### 3 Variational formulation for the MHD kinematics

First we introduce some Hilbert spaces and Sobolev norms used in this paper. Let \( L^2(\Omega) \) be the usual Hilbert space of square integrable functions equipped with the following inner product and norm:

\[
(u, v) := \int_\Omega u(x) v(x) dx \quad \text{and} \quad \|u\|_{L^2(\Omega)} := (u, u)^{1/2}.
\]

Define \( H^m(\Omega) := \{ v \in L^2(\Omega) : D^\alpha v \in L^2(\Omega), |\alpha| \leq m \} \) where \( \alpha \) represents non-negative triple index. Let \( H^1_0(\Omega) \) be the subspace of \( H^1(\Omega) \) whose functions have zero traces on \( \Gamma \). We define the spaces of functions having square integrable curl by

\[
H(\text{curl}, \Omega) := \{ v \in L^2(\Omega) : \text{curl} \, v \in L^2(\Omega) \},
\]

\[
H_0(\text{curl}, \Omega) := \{ v \in H(\text{curl}, \Omega) : n \times v = 0 \ \text{on} \ \Gamma \},
\]

which are equipped with the following inner product and norm

\[
(v, w)_{H(\text{curl}, \Omega)} := (v, w) + (\text{curl} \, v, \text{curl} \, w), \quad \|v\|_{H(\text{curl}, \Omega)} := \sqrt{(v, v)_{H(\text{curl}, \Omega)}}.
\]

Here \( n \) denotes the unit outer normal to \( \Gamma \). We also use the usual Hilbert space \( H(\text{div}, \Omega) \) indicating square integrable divergence. Denote by

\[
D = H(\text{div}, \Omega), \quad S = L^2(\Omega), \quad C = H_0(\text{curl}, \Omega), \quad R = H^1_0(\Omega)
\]

Next we introduce the continuous mixed variational formulation for the CPP model (8).

For well posedness we also introduce an extra Lagrange multiplier \( r \in H^1_0(\Omega) \) as in [28].

Find \( J \in D, \phi \in S, A \in C \) and \( r \in R \) such that the following weak formulation holds

\[
\eta(J, \varphi) - (\phi, \text{div} \, \varphi) - (w \times \text{curl} \, A, \varphi) = (f, \varphi),
\]

\[
-(\text{div} \, J, \psi) = 0,
\]

\[
-(J, a) + \nu_m(\text{curl} \, A, \text{curl} \, a) + (\nabla r, a) = (g, a),
\]

\[
(A, \nabla s) = 0.
\]

(20a)

(20b)

(20c)

(20d)

for any \((\varphi, \psi, a, s) \in D \times S \times C \times R\).
We refer to the weak formulation (20) by CPP$^3$M formulation, where "M" means multiplier. Based on (20), we introduce the bilinear forms

\[ a_1(J, \varphi) = \eta \int_{\Omega} J \cdot \varphi, \quad a_2(A, a) = \nu_m \int_{\Omega} \text{curl} A \cdot \text{curl} a \]

\[ d_1(J, \phi) = -\int_{\Omega} \phi \text{div} J, \quad d_2(A, r) = \int_{\Omega} A \cdot \nabla r \]

and the trilinear form

\[ c(w; A, \varphi) = -\int_{\Omega} w \times \text{curl} A \cdot \varphi \]

Next we state the energy’s law for the continuous variational formulation. It is summarized in the following theorem.

**Theorem 3.1 (Energy’s Law)** The solutions of (20) satisfy the energy relation

\[ \eta \left\| J \right\|^2_{L^2} = (f, J) - (J \times B, w), \quad (21a) \]

\[ \nu_m \left\| B \right\|^2_{L^2} = (g, A) + (J, A). \quad (21b) \]

with \( B = \text{curl} A \in H_0(\text{div}, \Omega) \) and \( \left\| \text{div} J \right\|_{L^2} = 0 \).

**Proof.** Firstly, let \( a = \nabla r \) in (20c) and note that \( r \) has zero boundary conditions, then \( r \equiv 0 \) in \( \Omega \). Let \( \varphi = J, \psi = -\phi \) and \( a = A \) in (20), one obtains

\[ \eta \left\| J \right\|^2_{L^2} - (w \times B, J) = (f, J) \quad (22) \]

and

\[ - (J, A) + \nu_m (\text{curl} A, \text{curl} A) = (g, A) \quad (23) \]

Denote by \( B = \text{curl} A \in H_0(\text{div}, \Omega) \nabla r \) in (20c) and note that \( r \) has zero boundary conditions, then \( r \equiv 0 \) in \( \Omega \). Let \( \varphi = J, \psi = -\phi \) and \( a = A \) in (20), one obtains

\[ \eta \left\| J \right\|^2_{L^2} - (w \times B, J) = (f, J) \quad (22) \]

and

\[ - (J, A) + \nu_m (\text{curl} A, \text{curl} A) = (g, A) \quad (23) \]

Denote by \( B = \text{curl} A \in H_0(\text{div}, \Omega) \nabla r \) in (20c) and note that \( r \) has zero boundary conditions, then \( r \equiv 0 \) in \( \Omega \). Let \( \varphi = J, \psi = -\phi \) and \( a = A \) in (20), one obtains

\[ \eta \left\| J \right\|^2_{L^2} - (w \times B, J) = (f, J) \quad (22) \]

and

\[ - (J, A) + \nu_m (\text{curl} A, \text{curl} A) = (g, A) \quad (23) \]

Denote by

**4 Discrete scheme and preconditioning**

Let \( \mathcal{T}_h \) be a shape-regular tetrahedral triangulation of \( \Omega \), with \( h \) the grid size if the partition is quasi-uniform. We will use finite element spaces which are all conforming, namely

\[ D_h \subseteq D, \quad S_h \subseteq S, \quad C_h \subseteq C, \quad R_h \subseteq R \]

For \( D_h \) we use the \( H(\text{div}, \Omega) \)-conforming piecewise linear finite element in the second family

\[ D_h = \{ \varphi_h \in H(\text{div}, \Omega) : \varphi_h|_K \in P_1(K), \ K \in \mathcal{T}_h \} \]

For \( S_h \) we use the piecewise constants finite element

\[ S_h = \{ \psi_h \in L^2(\Omega) : \psi_h|_K \in P_0(K), \ K \in \mathcal{T}_h \} \]

The finite element for \( A \) is the first order Nédélec edge element space in the second family

\[ C_h = \{ a_h \in H_0(\text{curl}, \Omega) : a_h|_K \in P_1(K), \ K \in \mathcal{T}_h \} \]

The finite element space \( R_h \) is defined by

\[ R_h = \{ s_h \in H_0^1(\Omega) : s_h|_K \in P_2(K), \ K \in \mathcal{T}_h \} \]
4.1 A novel mixed finite element scheme

In this subsection, we will present a mixed finite element scheme to solve the continuous CPP3M formulation (20). The discrete scheme reads

\[
\text{Find } J_h \in D_h, \phi_h \in S_h, A_h \in C_h \text{ and } r_h \in R_h \text{ such that the following weak formulation holds:}
\]

\[
a_1(J_h, \phi_h) + d_1(\phi_h, \phi_h) + c(w, A_h, \phi_h) = (f, \phi_h),
\]

\[d_1(J_h, \psi_h) = 0,\]

\[-(J_h, a_h) + a_2(A_h, a_h) + d_2(a_h, r_h) = (g, a_h),\]

\[d_2(A_h, s_h) = 0.\]

(24a) \hspace{1cm} (24b) \hspace{1cm} (24c) \hspace{1cm} (24d)

for any \((\phi_h, \psi_h, a_h, s_h) \in D_h \times S_h \times C_h \times R_h\).

Because \(\text{div } D_h \subseteq S_h\) and \(B_h = \text{curl } A_h\), we naturally have the following desired precisely divergence-free conditions or the nice conservative properties

\[\text{div } J_h = 0, \quad \text{div } B_h = 0, \quad \text{in } \Omega.\]

(25)

For \(\phi_h\) we use piecewise constants approximations, and \(A_h\) linear approximations, thus we cannot use the transform (3) to recover the original electrical field \(E_h\). Instead, using Ohm’s law is a smart way to do this, namely

\[E_h = \eta J_h - w \times \text{curl } A_h\]

(26)

where \(\eta\) is the resistivity. In this way, we have obtained all the desired field quantities \(J_h, B_h\) and \(E_h\) with the same accuracy. As a by-product, we also have the electric potential \(\phi_h\) with piecewise constants approximation. We emphasize that the discrete scheme (24) also has an energy’s law which is similar to the continuous case. See the following theorem.

**Theorem 4.1 (Discrete Energy’s Law)** The solutions of (24) satisfy the energy relation,

\[\eta ||J_h||_{L^2}^2 = (f, J_h) - (J_h \times B_h, w),\]

(27a)

\[\nu ||B_h||_{L^2}^2 = (g, A_h) + (J_h, A_h).\]

(27b)

with \(B_h = \text{curl } A_h \in H_0(\text{div}, \Omega)\) and \(||\text{div } J_h||_{L^2} = 0\).

**Proof.** The proof is similar to the continuous case. We omit it here. \(\square\)

**Remark 2.** The equation (27) can be seen as the discretization of (21). And since \(\text{div } J_h\) and \(\text{div } B_h\) are precisely zero in \(\Omega\), the distinctive feature of our new finite element scheme (24) is that it inherits all the conservative properties of the original continuous problem (1).

4.2 Block preconditioning method

After finite element discretization, we will get the linear algebraic system

\[Ax = b\]

(28)

where the vector \(x\) consists of the degrees of freedom for \((J_h, \phi_h, A_h, r_h)\). The matrix \(A\) could be written in the following block form

\[
A = \begin{pmatrix}
M & G^T & K & 0 \\
G & 0 & 0 & 0 \\
X & 0 & F & B^T \\
0 & 0 & B & 0
\end{pmatrix}
\]
where

\[
M_{ij} = \eta(\varphi_j, \varphi_i), \quad \forall \varphi_i, \varphi_j \in D_h
\]

\[
G^T_{ij} = -((\psi_j, \text{div } \varphi_i)), \quad \forall \varphi_i \in D_h, \psi_j \in S_h
\]

\[
K_{ij} = (\text{curl } a_j \times w, \varphi_i), \quad \forall \varphi_i \in D_h, \forall a_j \in C_h
\]

\[
X_{ij} = -(\varphi_j, a_i), \quad \forall a_i \in C_h, \forall \varphi_j \in D_h
\]

\[
F_{ij} = \nu_n(\text{curl } a_j, \text{curl } a_i), \quad \forall a_i, a_j \in C_h
\]

\[
B^T_{ij} = (\nabla s_j, a_i), \quad \forall a_i \in C_h, \forall s_j \in R_h
\]
we obtain
\[- \text{div}(\eta \text{Id} - \eta \nabla \text{div})^{-1} \nabla = -\sigma \text{div} \nabla (\text{Id} - \Delta)^{-1} \approx \sigma \text{Id}\]

From above we can approximate \(U_J\) be
\[
\begin{pmatrix}
\hat{M} & G^T \\
0 & -\sigma \hat{Q}
\end{pmatrix}
\]
(33)

Due to (32) and (33),
\[
\mathcal{P}_J = \begin{pmatrix}
I & -\eta G^T Q^{-1} \\
0 & I
\end{pmatrix}
\begin{pmatrix}
\hat{M} & G^T \\
0 & -\sigma \hat{Q}
\end{pmatrix} = \begin{pmatrix}
\hat{M} & 2G^T \\
0 & -\hat{Q}
\end{pmatrix}
\]
(34)

should be a good preconditioner for \(A_J\) with \(\hat{Q} = \sigma Q\).

Next we consider the block preconditioning for \((A_h, r_h)\) part. Note that
\[
(I - B^T L^{-1} 0) \begin{pmatrix}
F & B^T \\
0 & B
\end{pmatrix} = \begin{pmatrix}
I & 0 \\
B \bar{F}^{-1} & I
\end{pmatrix} \begin{pmatrix}
\hat{F} & B^T \\
0 & -B \bar{F}^{-1} B^T
\end{pmatrix} \triangleq \mathcal{L}_a \mathcal{U}_a
\]
(35)

and
\[
\begin{pmatrix}
F + B^T L^{-1} B & B^T \\
B & 0
\end{pmatrix} = \begin{pmatrix}
I & 0 \\
B \bar{F}^{-1} & I
\end{pmatrix} \begin{pmatrix}
\hat{F} & B^T \\
0 & -B \bar{F}^{-1} B^T
\end{pmatrix}
\]

thus one have
\[
\left[\nu_m \text{curl curl} + \nabla (-\Delta)^{-1} (-\text{div})\right]^{-1} \nabla = \nabla
\]

and further
\[- \text{div}[\nu_m \text{curl curl} + \nabla (-\Delta)^{-1} (-\text{div})]^{-1} \nabla = -\text{div} \nabla = -\Delta \nu
\]

From the above equation, the matrix \(L\) should be a good approximation for \(B \bar{F}^{-1} B^T\). And a reasonable approximation of \(\mathcal{U}_a\) is as follows
\[
\begin{pmatrix}
\hat{F} & B^T \\
0 & -L
\end{pmatrix}
\]
(36)

And due to (35)
\[
\mathcal{P}_a = \begin{pmatrix}
I & -B^T L^{-1} \\
0 & I
\end{pmatrix} \begin{pmatrix}
\hat{F} & B^T \\
0 & -L
\end{pmatrix} = \begin{pmatrix}
\hat{F} & 2B^T \\
0 & -L
\end{pmatrix}
\]
(37)

should be a good preconditioner for \(A_a\).

Then we get our preconditioner (right-preconditioning) for \(A\) provided that \(A_1\) in (29) is a good preconditioner for \(A\)
\[
\mathcal{P} = \begin{pmatrix}
\hat{M} & 2G^T & K & 0 \\
0 & -\hat{Q} & 0 & 0 \\
0 & 0 & \hat{F} & 2B^T \\
0 & 0 & 0 & -L
\end{pmatrix}
\]
(38)

Next we give the preconditioned FGMRES iterative method (Algorithm 4.2) for practical implementation. For convenience in notation, given a general vector \(x\) which has the same size as one column vector of \(A\), we let \((x_J, x_\phi, x_A, x_r)\) be the vectors which consist of entries of \(x\) and correspond to \((J_h, \phi_h, A_h, r_h)\) respectively.
Algorithm 4.2 (Preconditioned FGMRES Algorithm) Given the tolerances $\varepsilon \in (0, 1)$ and $\varepsilon_0 \in (0, 1)$, the maximal number of FGMRES iterations $N > 0$, and the initial guess $x^{(0)}$ for the solution of (28). Set $k = 0$ and compute the residual vector $r^{(k)} = b - Ax^{(k)}$.

While $(k < N \& \|r^{(k)}\|_2 > \varepsilon \|r^{(0)}\|_2)$ do

1. Solve $Le_r = -r^{(k)}$ by preconditoned CG method with tolerance $\varepsilon_0$. The preconditioner is the algebraic multigrid method (AMG) [10].

2. Solve $\hat{F}e_A = r^{(k)} - 2B^T e_\phi$ with tolerance $\varepsilon_0$. We use preconditoned CG method with the Hiptmair-Xu preconditioner [12].

3. Solve $\hat{Q}e_\phi = -r^{(k)} \phi$ by 2 CG iterations with the diagonal preconditioning.

4. Solve $\hat{M}e_J = r^{(k)} - 2G^T e_\phi - Ke_A$ using MUMPS direct solver [22].

5. Update the solutions in FGMRES iteration to obtain $x^{(k+1)}$.

6. Set $k := k + 1$ and compute the residual vector $r^{(k)} = b - Ax^{(k)}$.

End while.

Remark 3. In Algorithm 4.2, we mainly concern the outer iterations, so we fix the relative tolerance $\varepsilon_0$ for the inner solvers. Because iterative methods are used as a preconditioner, we use FGMRES [29] solver rather than GMRES solver. For the sub-problem associated with $\hat{M}$, there has already existed efficient preconditioners instead of expensive direct solver here. We refer to [1] for simple multigrid and domain decomposition preconditioners and [12] for auxiliary space preconditioners based on AMG algorithm for negative Laplace problem. In future we will explore using more efficient inner solvers.

Remark 4. In the continuous case, we have the following equation

$$\eta J = -\partial_t A - \nabla \phi + w \times \text{curl } A + f$$

Applying the divergence operator to the (39) with $\text{div } A = 0$, we obtain

$$-\Delta \phi + \text{div}(w \times \text{curl } A) + \text{div } f = 0, \quad \phi = 0 \text{ on } \Gamma$$

Thus given $w$ and $\text{curl } A_h$ one can solve the above homogenous elliptic equations to improve the precision of the scalar potential $\phi_h$. For example, solve the following variational problem using FEM with node element

Find $\phi \in H^1_0(\Omega)$, s.t., $(\nabla \phi, \nabla \psi) = (w \times \text{curl } A_h, \nabla \psi) + (f, \nabla \psi), \quad \forall \psi \in H^1_0(\Omega)$

5 Numerical experiments

In this section, we present three numerical examples to verify the divergence-free feature of the discrete solutions, the convergence rate of finite element solutions and the performance of the proposed block preconditioner. Due to $B_h = \text{curl } A_h \in H(\text{div }, \Omega)$ we naturally have $\|\text{div } B_h\|_{L^2} = 0$. So we will only report the divergence of the discrete current density $J_h$.

The computational domain $\Omega$ is unit cube $(0,1)^3$. The code is developed based on the finite element package: Parallel Hierarchical Grid (PHG) [22, 33]. We set the tolerances by $\varepsilon = 10^{-10}$ and $\varepsilon_0 = 10^{-3}$ in Algorithm 4.2. We use PETSc’s FGMRES solver and set the maximal iteration number by $N = 500$ [3].

Example 5.1 (Precision test I: $w \equiv 0$) Set $\sigma = \text{Rm} = 1$, and use the following analytic solutions

$$J = (\sin y, 0, x^2), \quad \phi = z, \quad A = (0, \cos x, 0), \quad r = 0$$
Table 1: Convergence rate of the finite element solutions (Example 5.1).

| h    | \|J - J_h\|_{L^2} | order | \|φ - φ_h\|_{L^2} | order | \|A - A_h\|_{H(curl)} | order |
|------|------------------|-------|------------------|-------|------------------|-------|
| 0.8660 | 1.5041e-02 | —     | 1.0206e-01 | —     | 9.8055e-02 | —     |
| 0.4330 | 3.7629e-03 | 1.9990 | 5.1031e-02 | 1.0000 | 4.8103e-02 | 1.0275 |
| 0.2165 | 9.4089e-04 | 1.9997 | 2.5516e-02 | 1.0000 | 2.3779e-02 | 1.0164 |
| 0.1083 | 2.3523e-04 | 2.0000 | 1.2758e-02 | 1.0000 | 1.1821e-02 | 1.0083 |

Table 2: Divergence of \(J_h\) and \(L^2\) error of \(A_h\) (Example 5.1).

| h    | \|\text{div} J_h\|_{L^2} | \|A - A_h\|_{L^2} | order |
|------|------------------|------------------|-------|
| 0.8660 | 3.2878e-12 | 1.2353e-02 | —     |
| 0.4330 | 1.4178e-11 | 3.2468e-03 | 1.9278 |
| 0.2165 | 4.5646e-11 | 8.1712e-04 | 1.9904 |
| 0.1083 | 5.8225e-11 | 2.0336e-04 | 2.0065 |

From Table 1 and Table 2, we know that the following optimal convergence rates are obtained

\[\|J - J_h\|_{L^2} \sim O(h^2), \|φ - φ_h\|_{L^2} \sim O(h).\] (41)

\[\|A - A_h\|_{H(curl)} \sim O(h), \|A - A_h\|_{L^2} \sim O(h^2).\] (42)

if the prescribed velocity field \(w\) is identically zero in \(Ω\). And the divergence of \(J_h\) is almost zero.

**Example 5.2 (Precision Test II: \(w = (x, y, z)\))** Set \(σ = Rm = 1\), and use the same analytic solutions as Example 5.1

\[J = (\sin y, 0, x^2), \ φ = z, \ A = (0, \cos x, 0), \ r = 0\]

Table 3: Convergence rate of the finite element solutions (Example 5.2).

| h    | \|J - J_h\|_{L^2} | order | \|φ - φ_h\|_{L^2} | order | \|A - A_h\|_{H(curl)} | order |
|------|------------------|-------|------------------|-------|------------------|-------|
| 0.8660 | 5.9797e-02 | —     | 1.0208e-01 | —     | 9.8055e-02 | —     |
| 0.4330 | 2.6435e-02 | 1.1776 | 5.1034e-02 | 1.0000 | 4.8104e-02 | 1.0275 |
| 0.2165 | 1.2526e-02 | 1.0775 | 2.5516e-02 | 1.0000 | 2.3780e-02 | 1.0164 |
| 0.1083 | 6.1235e-03 | 1.0325 | 1.2758e-02 | 1.0000 | 1.1821e-02 | 1.0084 |

Table 4: Divergence of \(J_h\) and \(L^2\) error of \(A_h\) (Example 5.2).

| h    | \|\text{div} J_h\|_{L^2} | \|A - A_h\|_{L^2} | order |
|------|------------------|------------------|-------|
| 0.8660 | 6.3558e-11 | 1.2198e-02 | —     |
| 0.4330 | 1.5463e-11 | 3.2073e-03 | 1.9272 |
| 0.2165 | 5.5790e-11 | 8.0656e-04 | 1.9915 |
| 0.1083 | 6.7967e-11 | 2.0070e-04 | 2.0067 |

From Table 3 and Table 4, we know that optimal convergence rates for \(φ, A\) are obtained. But the convergence rate of \(J_h\) is only one order, which is not optimal. The reason is that \(\text{curl} A_h\) only has 1 order precision, if the induced electrical field \(w \times \text{curl} A_h\) is not zero. To get the optimal convergence rate for the current density, we can use the second order edge element to discretize \(A\). Moreover, the divergence of \(J_h\) is also almost zero, which indicates the divergence-free feature of our FE scheme (24).

Because in the present paper, we mainly focus on the conservative properties of the discrete current density \(J_h\) and magnetic induction \(B_h\)

\[\text{div} J_h = 0, \ \text{div} B_h = 0.\]

and the convergence of the solutions. The higher order element discretization for vector potential \(A\) will be the future investigation.
Example 5.3 (Performance of the block preconditioners) Set $\sigma = 1$, and prescribe the velocity field by

$$w = \begin{pmatrix} -16x(1-x)y(1-y)\sin\theta & 16x(1-x)y(1-y)\cos\theta & 0 \end{pmatrix}$$

where $\theta$ is the angle between vector $(x,y,0)$ and the positive direction of $x$-axis. And we know that $w \cdot n \equiv 0$ on the boundary. The applied magnetic field $B_s = (1,0,0)$ with $A_s = (0,0,y)$. The source terms

$$f = w \times B_s, \quad g = -\nu_m \text{curl} B_s = 0.$$

and the boundary conditions

$$\phi = 0, \quad A \times n = 0, \quad \text{on } \Gamma.$$

We know that the setting actually corresponds to PEC boundary conditions for the original systems. The distribution of $w$ on cross section $z = 0.5$ is shown in Fig. 1.

In this third example, we want to test the performance of the proposed block preconditioner (38). The information of grid and degree of freedom is listed in Table 5. We use three different magnetic Reynolds number $R_m = 1, 20, 50$ to show the performance of the preconditioner $P$.

From Table 6, we observe that the quasi-optimality of $P$ with respect to the grid refinement. And the preconditioned FGMRES solver is still robust for relatively high physical parameter $R_m = 50$. Note that the relative error tolerance for FGMRES is $10^{-10}$.

![Figure 1: Distribution of $w$ on $z = 0.5$. Left: magnitude. Right: projected vector.](image)

Table 5: The mesh sizes and the numbers of DOFs (Example 5.3).

| Mesh | $h$   | DOFs for $(J, \phi)$ | DOFs for $(A,r)$ |
|------|-------|----------------------|------------------|
| $T_1$ | 0.8660 | 408                  | 321              |
| $T_2$ | 0.4330 | 2976                 | 1937             |
| $T_3$ | 0.2165 | 23286                | 13281            |
| $T_4$ | 0.1083 | 176640               | 97985            |

Table 6: FGMRES iteration number with preconditioner $P$ (Example 5.3).

| Mesh | $R_m = 1$ | $R_m = 20$ | $R_m = 50$ |
|------|-----------|------------|------------|
| $T_1$ | 7         | 16         | 23         |
| $T_2$ | 8         | 21         | 39         |
| $T_3$ | 8         | 22         | 44         |
| $T_4$ | 7         | 23         | 44         |

Using the grid $T_4$ we plot the convergence history of FGMRES method in Fig. 2 with different $R_m$. Finally, setting $R_m = 50$, we show the simulation of the steady MHD kinematics with the grid $T_4$. Fig. 3 shows the distribution of $B_h$ on cross section $z = 0.5$, from which
we clearly see the perturbation by the flow profile $\mathbf{w}$. Fig. 4 shows the distribution of $\mathbf{J}_h$ on cross section $y = 0.5$, from which we observed the layered structure. At last Fig. 5 shows the magnitude of $|\mathbf{J}_h|$ on cross section $z = 0.5$. Furthermore
\[
\| \text{div} \mathbf{J}_h \|_{L^2(\Omega)} \approx 9.0234 \times 10^{-13}, \quad \| \text{div} \mathbf{B}_h \|_{L^2(\Omega)} = 0.
\]

![Figure 2: Convergence history of the preconditioned FGMRES solver with different $\text{Rm}$ and $T_4$.](image2)

![Figure 3: Distribution of $\mathbf{B}_h$ on cross section $z = 0.5$ with $\text{Rm} = 50$ and $T_4$.](image3)

### 6 Conclusions

In this paper, we develop a new divergence-free finite element method for the MHD kinematics equations which can ensure exactly divergence-free approximations of the current density and magnetic induction. Moreover, we devise an efficient preconditioned iterative solver using a block preconditioner. For future research, one could consider the transient case (7), more robust preconditioner and the coupling with the Navier-Stokes equations. Considering the uncertainty in the equations as [27] using the FE scheme proposed in this paper is also interesting.
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