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A gradient-based iterative algorithm for solving coupled Lyapunov equations of continuous-time Markovian jump systems

Wang Kun, Liu Yaqiu and Zhao Huaqi

ABSTRACT
In this paper, a new gradient-based iterative algorithm is proposed to solve the coupled Lyapunov matrix equations associated with continuous-time Markovian jump linear systems. A necessary and sufficient condition is established for the proposed gradient-based iterative algorithm to be convergent. In addition, the optimal value of the tunable parameter achieving the fastest convergence rate of the proposed algorithm is given explicitly. Finally, some numerical simulations are given to validate the obtained theoretical results.

1. Introduction
Continuous-time Markovian jump linear systems have been widely used to describe some practical plants. Stability is fundamental for the investigation of any control systems. For the stability analysis of the Markovian jump linear systems, the coupled Lyapunov matrix equation is an important tool. In the past decades, the coupled continuous Lyapunov matrix equations are broadly used in stability analysis for continuous-time Markovian jump linear systems. In [1], the existence of the unique positive definite solution of coupled Lyapunov matrix equations was used to check the moment stability of Markovian jump linear systems. In [2], the authors shown that the Markovian jump linear system is stochastically stable if and only if the associated coupled Lyapunov matrix equation has a unique positive definite solution. The solution of the coupled Lyapunov matrix equations was used in [3] to check the stochastic stability of the nonhomogeneous Markovian jump system. In [4], the coupled Lyapunov equations have been applied to the stabilization of stochastic linear systems.

According to the above descriptions, it is known that the coupled Lyapunov matrix equation has an importance role in the stability analysis of the Markovian jump linear system. Thus, finding solutions for this kind of matrix equations has attracted much attention over the past decade. The exact solution of coupled continuous Lyapunov matrix equations was obtained in [5] by using the Kronecker product and matrix inversion. However, the computational difficulties of the traditional compute method will arise because excessive computer memory is required for computation of high-dimensional matrices. Due to this, the iterative approaches are widely used to solve coupled matrix equations in recent years and some effective iterative algorithms have been developed. For example, some gradient-based iterative algorithms were presented in [6,7] to solve the general coupled matrix equations, including the continuous coupled Lyapunov matrix equations. The reduced-rank gradient-based algorithm was developed in [8] for solving coupled Sylvester matrix equations. By using the property of symmetric positive definite matrix, a gradient-based iterative algorithm was presented in [9] for a type of coupled matrix equations. As a matter of fact, the above-mentioned gradient-based algorithms in [8,9] can also be extended to solve the coupled Lyapunov matrix equations. In addition, some explicit iterative algorithms are proposed to solve the coupled Lyapunov matrix equation. In [10], the conjugate direction method was given for solving the coupled Lyapunov matrix equations. In [11], a classical Smith iterative algorithm was constructed by using the fixed point iterative approach. A simple iterative technique was introduced in [12] to solve the coupled Lyapunov matrix equation. Recently, some new gradient-based iterative algorithms were presented for solving some kinds of matrix equations [13,14]. These algorithms also can be extended to solve the coupled Lyapunov matrix equations.

Besides, an implicit iterative algorithm was firstly proposed in [15] by taking the special structure of the coupled continuous-time Lyapunov matrix equations into consideration. In this algorithm, some standard
continuous Lyapunov matrix equations need to be solved at each iteration step. Based on the idea in [15], two modified implicit iterative algorithms were developed in [16,17] for solving coupled continuous Lyapunov matrix equations. Recently, a new implicit iterative algorithm was constructed in [18] for solving the coupled Lyapunov matrix equation by using successive over relaxation. More results for the solution of the matrix equations can be found in [19–22]. However, some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit iterative algorithms. In addition, a main disadvantage of the exist gradient-based iterative algorithms is that the solution of some standard continuous Lyapunov matrix equations need to be solved in the aforementioned implicit. 

In this paper, the gradient-based iterative technique is investigated for solving the continuous coupled Lyapunov matrix equations. First, a novel and simple gradient-based iterative algorithm is constructed and analysed. It is proven that the proposed gradient-based iterative algorithm converges to the unique solution of the coupled Lyapunov matrix equations if and only if the tunable parameter satisfies a certain inequality. Moreover, an optimal tunable value that achieves the fastest convergence rate of the algorithm is obtained. Finally, the correctness of the convergence results are verified by some simulation results.

Notation: Throughout this paper, the notation \( \otimes \) represents the Kronecker product of two matrices. \( I \) represents an identity matrix of appropriate dimensions. For a real matrix \( A \), we use \( A^T \), \( \| A \|_2 \), \( \| A \|_F \), \( \lambda(A) \), \( \lambda_{\text{min}}(A) \), \( \lambda_{\text{max}}(A) \), and \( \rho(A) \) to denote the transpose, the 2-norm, the Frobenius norm, the eigenvalues, the minimal eigenvalue and the spectral radius of matrix \( A \), respectively. For two integers \( m \) and \( l \) with \( m \leq l \), \( \mathbb{I}[m,l] \) denotes the set \( \{m\, \ldots \, l\} \). For two square matrices \( E \) and \( A \), let us define \( \lambda(E,A) = [s] \text{det}(sE - A) = 0 \). For any matrix \( X = [x_1 \, x_2 \, \ldots \, x_n] \in \mathbb{R}^{m \times n} \), the stretching function is defined as \( \text{vec}(\cdot) = [x_1^T \, x_2^T \, \ldots \, x_n^T] \).

2. Preliminaries

Consider the following continuous-time Markovian jump linear system

\[
\begin{equation}
\dot{x}(t) = A_{r(t)} x(t) \, dt,
\end{equation}
\]

where \( x(t) \in \mathbb{R}^n \) is the system state, and \( r(t) \) is a continuous-time discrete-state Markovian process taking values in a finite set \( S \in \mathbb{I}[1,N] \). For the Markovian jump linear system (1), the system matrices of \( N \) sub-systems are \( A_i \in \mathbb{R}^{n \times n}, \, i \in \mathbb{I}[1,N] \). The stationary transition probabilities of the Markovian process \( r(t) \) are given by

\[
\begin{equation}
\text{Prob} \left( r(t+h) = j | r(t) = i \right) = \begin{cases} 
\pi_{ij} h + o(h), & i \neq j, \\
1 + \pi_{ii} h + o(h), & i = j, 
\end{cases}
\end{equation}
\]

where \( h > 0, \lim_{h \to 0} o(h)/h = 0 \) and \( \pi_{ij} (j \neq i) \) is the transition rate from mode \( i \) at time \( t \) to mode \( j \) at time \( t+h \). All the transition rates \( \pi_{ij} \), \( i,j \in \mathbb{I}[1,N] \), can be collected into a transition rate matrix

\[
\Pi = \begin{bmatrix} 
\pi_{11} & \pi_{12} & \cdots & \pi_{1N} \\
\pi_{21} & \pi_{22} & \cdots & \pi_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
\pi_{N1} & \pi_{N2} & \cdots & \pi_{NN} 
\end{bmatrix},
\]

which has the following property

\[
\pi_{ij} \geq 0, \, i \neq j, \\
\pi_{ij} < 0, \, i = j, \\
\sum_{j=1}^{N} \pi_{ij} = 0.
\]

Let the initial condition for the system (1)–(2) be \( x(0) = x_0 \) and \( r(0) = r_0 \), the definition of asymptotically mean square stability for the system (1)–(2) can be stated as follows:

**Definition 2.1 ([3]):** The continuous-time Markovian jump linear system (1)–(2) is asymptotically mean square stable if for any \( x_0 \in \mathbb{R}^n \), there holds

\[
\lim_{t \to \infty} \mathbb{E} \{ \| x(t) \|^2 \} = 0,
\]

where \( \mathbb{E} \) denotes mathematical expectation.

It is well known that the preceding mean square stability of the continuous-time Markovian jump linear system (1)–(2) is closely related to the following continuous coupled Lyapunov matrix equations (CLMEs)

\[
A_i^T X_i + X_i A_i + \sum_{j=1}^{N} \pi_{ij} X_j + Q_i = 0, \, i \in \mathbb{I}[1,N],
\]

where \( Q_i \in \mathbb{R}^{n \times n}, \, i \in \mathbb{I}[1,N], \) are arbitrarily given positive definite matrices, and \( X_i, i \in \mathbb{I}[1,N], \) are the unknown matrices to be determined. Regarding the mean square stability of the system (1)–(2), the following results are introduced.

**Lemma 2.1 ([3]):** The continuous-time Markovian jump linear system (1)–(2) is mean square stable if and only if the continuous CLMEs (3) have a unique solution \( X' = (X_1, X_2, \ldots, X_N) \) with \( X_i > 0, \, i \in \mathbb{I}[1,N], \) for any given \( Q = (Q_1, Q_2, \ldots, Q_N) \) with \( Q_i > 0, \, i \in \mathbb{I}[1,N]. \)
Due to the significance of the continuous CLMEs in the stability analysis of the Markovian jump linear system, many researchers pay attention to the solution of the continuous CLMEs (3). In next section, we will investigate the iterative technique for solving the continuous CLMEs (3). Before give the main results, we first present some classical iterative algorithms.

Algorithm 2.1 ([16]):

\[
(A_i + (\pi_{ii}/2) I)^T X_i (k + 1) \\
+ X_i (k + 1) (A_i + (\pi_{ii}/2) I) \\
= - \sum_{j=1}^{i-1} \pi_{ij} X_j (k + 1) \\
- \sum_{j=i+1}^{N} \pi_{ij} X_j (k) - Q_i, \quad i \in \mathbb{I}[1, N].
\]

Algorithm 2.2 ([17]):

\[
[A_i + (\pi_{ii}/2) I - (\omega_i/2) I]^T X_i (k + 1) \\
+ X_i (k + 1) [A_i + (\pi_{ii}/2) I - (\omega_i/2) I] \\
= - \sum_{j=1}^{i-1} \pi_{ij} \left( \sum_{t=0}^{s_{ij}} \gamma_{ij} X_j (k + 1 - t) \right) \\
- \omega_i \left( \sum_{t=0}^{s_{ij}} \gamma_{ij} X_j (k - t) \right) \\
- \sum_{j=i+1}^{N} \pi_{ij} \left( \sum_{t=0}^{s_{ij}} \gamma_{ij} X_j (k - t) \right) - Q_i, \quad i \in \mathbb{I}[1, N],
\]

where \( \gamma_{ij}, t \in \mathbb{I}[0, s_{ij}], i, j \in \mathbb{I}[1, N], \) and \( \omega_i, i \in \mathbb{I}[1, N], \) are some tunable parameters, which satisfy some given conditions.

In this paper, \( k \) denotes the iterative step of the iterative algorithms.

Remark 2.1: For Algorithms 2.1 and 2.2, at each iteration step, one needs to solve \( N \) standard continuous Lyapunov matrix equations in the following form,

\[
A^T X + X A = - Q.
\]

Due to this, some additional operations are required when using Algorithms 2.1 and 2.2 for solving the continuous CLMEs (3). Thus, they are implicit iterative algorithms.

In addition, the gradient-based iterative algorithms proposed in [7,8] can also be used to solve the continuous CLMEs (3). These results are stated as follows:

**Algorithm 2.3 ([7]):**

\[
X_i (k + 1) = X_i (k) \\
- \mu \left( A_i^T T_i (X) + T_i (X) A_i + \sum_{j=1}^{N} \pi_{ij} T_j (X) \right),
\]

with

\[
T_i (X) = A_i^T X_i (k) + X_i (k) A_i \\
+ \sum_{j=1}^{N} \pi_{ij} X_j (k) + Q_i, \quad i \in \mathbb{I}[1, N].
\]

**Algorithm 2.4 ([8]):**

\[
Y_i (k + 1) = Y_i (k) - \mu \left( A_i^T X_i (Y (k)) + X_i (Y (k)) A_i \\
+ \sum_{j=1}^{N} \pi_{ij} X_j (Y (k)) + Q_i \right), \quad i \in \mathbb{I}[1, N],
\]

where

\[
X_i (Y (k)) = A_i^T Y_j (k) + Y_j (k) A_j \\
+ \sum_{j=1}^{N} \pi_{ij} Y_i (k), \quad j \in \mathbb{I}[1, N].
\]

Remark 2.2: It is easily noted that the gradient-based iterative Algorithms 2.3 and 2.4 involve intermediate variables \( T_i (k) \) and \( Y_i (k) \) at each iterative step. Thus, the computational cost of these two gradient-based iterative algorithms are high.

In this section, two explicit iterative algorithms and two implicit iterative algorithms for solving the continuous CLMEs (3) have been reviewed. In order to improve the convergence rate, a new gradient-based iterative algorithm to solve the continuous CLMEs (3) will be proposed in the next section.

### 3. A new gradient-based iterative algorithm

The basic idea of the gradient-based iterative method is to search for an optimal matrix \( X = (X_1, X_2, \ldots, X_N) \) such that a given objective function is minimized. In this case, some simplified objective functions can be given as follows:

\[
J_i (X) = \frac{1}{2} \left\| A_i^T X_i + X_i A_i + \sum_{j=1}^{N} \pi_{ij} X_j + Q_i \right\|_F^2,
\]

\[i \in \mathbb{I}[1, N].\]

(9)

To construct the gradient-based iterative algorithm, we should first calculate the gradient of \( J_i (X), i \in \mathbb{I}[1, N], \)
with respect to $X_i, i \in \mathbb{I}[1,N]$. In fact, the gradient of $J_i(X), i \in \mathbb{I}[1,N]$, with respect to $X_i, i \in \mathbb{I}[1,N]$, can be derived easily as below:

$$ \frac{\partial J_i(X)}{\partial X_i} = A_i^T T_i + T_i A_i + \pi_i T_i, $$  \hspace{1cm} (10)

where $T_i, i \in \mathbb{I}[1,N]$, are given by

$$ T_i = A_i^T X_i + X_i A_i + \sum_{j=1}^{N} \pi_{ij} X_j + Q_i. $$  \hspace{1cm} (11)

Now, based on (10) a new gradient-based iterative algorithm can be constructed to search the solution of the continuous CLMEs (3).

**Algorithm 3.1:**

$$ X_i(k+1) = X_i(k) - \mu \left( A_i^T T_i(X) + T_i(X) A_i + \pi_i T_i(X) \right), $$  \hspace{1cm} (12)

where $T_i(X), i \in \mathbb{I}[1,N]$, are defined in (7).

**Remark 3.1:** In comparison with the existing Algorithms 2.1 and 2.2, the proposed Algorithm 3.1 is explicit and it does not need to solve the standard Lyapunov matrix equations by applying the Matlab function 'lyap'. Thus, the computational cost of the Algorithm 3.1 should be less than the implicit iterative Algorithms 2.1 and 2.2.

**Remark 3.2:** In comparison with the existing Algorithms 2.3 and 2.4, it can be observed that the term $\sum_{i=1,i \neq j}^{N} \pi_{ij} T_i(X)$ is not included in the Algorithm 3.1 at each iterative step. In this case, the computational complexity of this gradient-based algorithm will be much lower than the existing iterative algorithms. Therefore, the proposed Algorithm 3.1 would have faster convergence rate than the Algorithms 2.3 and 2.4 as evidenced in the simulations.

In the following, we will give some convergence results of the Algorithm 3.1. To this end, we first introduce the following useful lemma, which has an important role in the derivation of the main results.

**Lemma 3.1 ([23]):** If $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{p \times q}$, and $X \in \mathbb{R}^{n \times p}$, then we have

$$ \text{vec}(AXB) = (B^{T} \otimes A) \text{vec}(X). $$

In addition, it is denoted that

$$ \Omega = \begin{bmatrix} \psi_1^2 & \pi_{12} \psi_1 & \ldots \\ \pi_{21} \psi_2 & \psi_2^2 & \pi_{23} \psi_2 \\ \ldots & \ldots & \ldots \\ \pi_{N-1,1} \psi_{N-1} & \ldots & \ldots \\ \pi_{N1} \psi_N & \ldots & \ldots \\ \ldots & \ldots & \ldots \\ \psi_{N-1}^2 & \pi_{N-1,1} \psi_{N-1} & \ldots \\ \pi_{N,N-1} \psi_N & \ldots & \ldots \\ \ldots & \ldots & \ldots \end{bmatrix}, $$  \hspace{1cm} (13)

where

$$ \psi_i = I \otimes (A_i + (\pi_i/2) I)^T \\ + (A_i + (\pi_i/2) I)^T \otimes I, i \in \mathbb{I}[1,N], $$  \hspace{1cm} (14)

and let

$$ \lambda(\Omega) = \left\{ c_1 + d_1, c_2 + d_2i, \ldots, c_{n^2N} + d_{n^2N}i \right\}, \hspace{1cm} (15) $$

where $c_i, d_i \in \mathbb{R}, i \in \mathbb{I}[1,n^2N]$. On the basis of above notations (13) and (15), a necessary and sufficient condition for the convergence of the proposed Algorithm 3.1 can be given in the following theorem.

**Theorem 3.1:** Assume that the continuous CLMEs (3) has a unique solution $X = (X_1, X_2, \ldots, X_N)$.

If

$$ c_i > 0, \forall i \in \mathbb{I}[1,n^2N], $$  \hspace{1cm} (16)

then, the sequence $X(k) = (X_1(k), X_2(k), \ldots, X_N(k))$ obtained by the Algorithm 3.1 with arbitrary initial condition converges to the unique solution of CLMEs (3) if and only if

$$ 0 < \mu < \frac{2c_i}{c_i^2 + d_i^2}, \forall i \in \mathbb{I}[1,n^2N]; $$  \hspace{1cm} (17)

If

$$ c_i < 0, \forall i \in \mathbb{I}[1,n^2N], $$  \hspace{1cm} (18)

then, the sequence $X(k) = (X_1(k), X_2(k), \ldots, X_N(k))$ obtained by the Algorithm 3.1 with arbitrary initial condition converges to the unique solution of CLMEs (3) if and only if

$$ \frac{2c_i}{c_i^2 + d_i^2} < \mu < 0, \forall i \in \mathbb{I}[1,n^2N]. $$  \hspace{1cm} (19)

If neither the condition (16) nor the condition (18) is satisfied, then the Algorithm 3.1 is divergent.
Further, by using the notation (14), it can be obtained both sides of (12), yields

Substituting

where

Proof: Define the iterative error matrix

\[ \tilde{X}_i(k) = X_i(k) - X_i, i \in [1, N]. \] (20)

Substituting

\[ Q_i = -A_i^T X_i - X_i A_i - \sum_{j=1}^{N} \pi_{ij} X_j, i \in [1, N], \] (21)

into the Algorithm 3.1 and adding \(-X_i, i \in [1, N]\), on both sides of (12), yields

\[ \tilde{X}_i(k + 1) = \tilde{X}_i(k) - \mu \left[ (A_i + (\pi_{ii}/2) I) \right] \] (22)

with

\[ T_i(\tilde{X}) = (A_i + (\pi_{ii}/2) I)^T \tilde{X}_i(k) \]

\[ + T_i(\tilde{X})(A_i + (\pi_{ii}/2) I) \]

\[ + \sum_{j=1,j \neq i}^{N} \pi_{ij} \tilde{X}_j(k), i \in [1, N], \]

where \( \tilde{X}_i(k), i \in [1, N] \), are defined in (20). Next, by performing vectorization operation and using Lemma 3.1, the obtained expressions (22) can be equivalently written as

\[ \text{vec}(\tilde{X}_i(k + 1)) = \text{vec}(\tilde{X}_i(k)) \]

\[ \quad - \mu \left[ \left( I \otimes (A_i + (\pi_{ii}/2) I)^T \text{vec}(T_i(\tilde{X})) \right) \right. \]

\[ \left. + ((A_i + (\pi_{ii}/2) I)^T \otimes I) \text{vec}(T_i(\tilde{X})) \right], \]

\[ i \in [1, N], \]

with

\[ \text{vec}(T_i(\tilde{X})) = (I \otimes (A_i + (\pi_{ii}/2) I)^T) \text{vec}(\tilde{X}_i(k)) \]

\[ + ((A_i + (\pi_{ii}/2) I)^T \otimes I) \text{vec}(\tilde{X}_i(k)) \]

\[ + \sum_{j=1,j \neq i}^{N} \pi_{ij} \text{vec}(\tilde{X}_j(k)), i \in [1, N], \]

Further, by using the notation (14), it can be obtained from the above equations that

\[ \text{vec}(\tilde{X}_i(k + 1)) = \text{vec}(\tilde{X}_i(k)) \]

\[ \quad - \mu \left[ \Psi_i \text{vec}(T_i(\tilde{X})) \right], i \in [1, N], \]

with

\[ \text{vec}(T_i(\tilde{X})) = \Psi_i \text{vec}(\tilde{X}_i(k)) \]

\[ + \sum_{j=1,j \neq i}^{N} \pi_{ij} \text{vec}(\tilde{X}_j(k)), i \in [1, N], \]

where \( \Psi_i, i \in [1, N] \), are defined in (14). From the above equations, one can obtain

\[ \text{vec}(\tilde{X}_i(k + 1)) = \text{vec}(\tilde{X}_i(k)) - \mu \left[ \Psi_i \text{vec}(\tilde{X}_i(k)) \right. \]

\[ \left. + \Psi_i \sum_{j=1,j \neq i}^{N} \pi_{ij} \text{vec}(\tilde{X}_j(k)) \right]. \]

Then, the above relations can be compactly written as

\[ \tilde{\eta}(k + 1) = (I - \mu \Omega) \tilde{\eta}(k), \] (23)

where \( \Omega \) is defined in (13) and

\[ \tilde{\eta}(k) = \left[ \left[ \text{vec}(\tilde{X}_1(k)) \right]^T \left[ \text{vec}(\tilde{X}_2(k)) \right]^T \ldots \right. \]

\[ \left. \left[ \text{vec}(\tilde{X}_N(k)) \right]^T \right]^T. \] (24)

This relation implies that \( \lim_{k \to \infty} \tilde{X}_i(k) = 0, i \in [1, N] \), for arbitrary initial conditions if and only if \( I - \mu \Omega \) is Schur stable. Further, it is well known that \( I - \mu \Omega \) is Schur stable if and only if the eigenvalues of matrix \( I - \mu \Omega \) satisfy

\[ |1 - \mu(c_i + d_i)| < 1, i \in [1, n^2 N]. \]

From this relation, it can be obtained that

\[ \mu^2(c_i^2 + d_i^2) - 2\mu c_i < 0, i \in [1, n^2 N]. \] (25)

Obviously, the convergence condition (17) of the Algorithm (12) can be obtained by the relation (25). The proof of this theorem is thus completed. \( \blacksquare \)

Remark 3.3: In Theorem 3.1, the convergence results of the Algorithm 3.1 are given under the constrain conditions (16) and (18). In future, we will investigate to remove these conditions by applying some other techniques.

Corollary 3.1: Assume that all the eigenvalues \( \lambda_i(\Omega) \in \mathbb{R}, i \in [1, n^2 N] \), and

\[ \lambda_1(\Omega) > \lambda_2(\Omega) > \cdots > \lambda_{n^2 N}(\Omega). \] (26)

If

\[ \lambda_i(\Omega) > 0, \forall i \in [1, n^2 N], \]

then, the sequence \( \mathcal{X}(k) = (X_1(k), X_2(k), \ldots, X_n(k)) \) obtained by the Algorithm 3.1 with arbitrary initial condition converges to the unique solution of CLMEs (3) if and only if

\[ 0 < \mu < \frac{2}{\lambda_1(\Omega)}. \]

If

\[ \lambda_i(\Omega) < 0, \forall i \in [1, n^2 N], \]

then, the sequence \( \mathcal{X}(k) = (X_1(k), X_2(k), \ldots, X_n(k)) \) obtained by the Algorithm 3.1 with arbitrary initial condition converges to the unique solution of CLMEs (3)
if and only if
\[
\frac{2}{\lambda_{n}^{2}N(\Omega)} < \mu < 0.
\]

**Remark 3.4:** In Corollary 3.1, the convergence conditions of the proposed Algorithm 3.1 are provided for two special cases: all the eigenvalues of the matrix \(\Omega\) are greater than zero and all the eigenvalues of the matrix \(\Omega\) are less than zero. For the case where the matrix \(\Omega\) have both positive and negative eigenvalues, it is difficult to obtain an explicit expression of the convergence conditions in the current paper. This is our future work.

**Theorem 3.2:** Assume that the continuous CLMEs (3) has a unique solution \(X = (X_1, X_2, \ldots, X_N)\). With \(\Omega\) defined in (13) and any initial condition \(X(0) = (X_1(0), X_2(0), \ldots, X_N(0))\), the following relation holds
\[
\|X(k+1) - X\|_F \leq (\rho(I - \mu\Omega))^k \|X(0) - X\|_F.
\]
Moreover, if all the eigenvalues \(\lambda_i(\Omega) \in \mathbb{R}, i \in [1, n^2N]\), then the convergence rate of the Algorithm 3.1 is maximized when
\[
\mu = \mu_{\text{opt}} = \frac{2}{\lambda_{\max}(\Omega) + \lambda_{\min}(\Omega)}.
\]

**Proof:** It is known that the relation \(\|A\|_F = \|\text{vec}(A)\|_2\) holds for any matrix \(A\), hence it follows from (23) that
\[
\|X(k+1) - X\|_F = \|\tilde{\eta}(k+1)\|_2
= \|I - \mu\Omega\| \|\tilde{\eta}(k)\|_2
\leq \|I - \mu\Omega\|_2 \|\tilde{\eta}(k)\|_2
= (\rho(I - \mu\Omega))^k \|\tilde{\eta}(0)\|_2
= (\rho(I - \mu\Omega))^k \|X(0) - X\|_F.
\]

From the above relation, we conclude that the relation (27) holds.

It can be seen from the relation (27) that \(\rho(I - \mu\Omega)\) can be used to measure the convergence rate of the Algorithm 3.1. Moreover, the relation (27) shows that the smaller \(\rho(I - \mu\Omega)\) is, the faster the proposed Algorithm 3.1 will converge. In other words, the convergence rate of the Algorithm 3.1 is maximized if \(\rho(I - \mu\Omega)\) is minimized. According to the above analysis, the iteration in (12) is convergent if and only if the eigenvalues of matrix \(I - \mu\Omega\) satisfy \(1 - \mu\lambda_i(\Omega) < 1\). In this case, we can further assume that the relation (26) holds. For a given \(\mu\), the optimal convergence factor \(\mu_{\text{opt}}\) should satisfy the following equation
\[
\min \max \{1 - \mu\lambda_1(\Omega), 1 - \mu\lambda_2(\Omega), \ldots, 1 - \mu\lambda_n(\Omega)\}
= \min \max \{1 - \mu\lambda_1(\Omega), 1 - \mu\lambda_n(\Omega)\},
\]
which means that \(1 - \mu\lambda_1(\Omega) = 1 - \mu\lambda_n(\Omega)\) has a non-trivial solution. From the above analysis, the optimal choice of \(\mu\) can be given by
\[
\mu_{\text{opt}} = \frac{2}{\lambda_1(\Omega) + \lambda_{n^2N}(\Omega)} = \frac{2}{\lambda_{\max}(\Omega) + \lambda_{\min}(\Omega)}.
\]
Thus, the proof of this corollary is completed. 

**4. Illustrative examples**

In this section, we give two examples to illustrate the effectiveness of the iterative Algorithms 2.1–3.1 and validate some theoretical results on the optimal convergence. For fair comparison of different iterative algorithms, we define the iterative error versus the iteration step \(k\) as log \(\delta(k)\), where
\[
\delta(k) = \frac{\sum_{i=1}^{N} \|A_i^T X_i(k) + X_i(k) A_i + Q_i + \sum_{j=1}^{N} \pi_{ij} X_j(k)\|_F^2}{\|A\|_F^2}.
\]

**Example 4.1:** Consider the continuous CLMEs in the form of (3) with the following system matrices

\[
A_1 = \begin{bmatrix}
-1.3232 & -1.1582 & 1.0290 \\
-0.1229 & -2.0737 & 0.2234 \\
-0.6075 & 1.1656 & -3.1031
\end{bmatrix},
\[
A_2 = \begin{bmatrix}
-2.479 & 1.3537 & -0.5717 \\
0.8246 & -1.8727 & 0.4868 \\
1.9598 & -0.9525 & -0.6483
\end{bmatrix},
\[
A_3 = \begin{bmatrix}
-2.7604 & 0.5164 & -0.0381 \\
0.5067 & -2.6064 & 0.399 \\
0.528 & -0.2465 & -2.1332
\end{bmatrix},
\]

and transition rate matrix
\[
\Pi = \begin{bmatrix}
-3 & 2 & 1 \\
1.5 & -2 & 0.5 \\
0.75 & 0.75 & -1.5
\end{bmatrix}.
\]

It can be seen that the number of the subsystems is \(N = 3\), and the dimension of the above system is \(n = 3\). This example was once used in [15]. Assume that the positive definite matrices \(Q_i, i \in [1, N]\), are all chosen as identity matrices. By [15], the initial values of the iterative algorithms can be given by

\[
X_1(0) = \begin{bmatrix}
1 & 0 & 0.5 \\
0 & 0 & 1.2 \\
2 & -3 & 0.8
\end{bmatrix},
\[
X_2(0) = \begin{bmatrix}
-1 & 0.5 & 0.7 \\
1 & 0 & 0.9 \\
0 & 2.1 & -1
\end{bmatrix},
\[
X_3(0) = \begin{bmatrix}
0.8 & -0.5 & 1.6 \\
0.15 & 2.3 & -0.7 \\
0.3 & -2.1 & 1.5
\end{bmatrix}.
\]

Next, several simulations are given to show different advantages of the proposed Algorithm 3.1.
The convergence performance of the proposed parameter leads to the fastest convergence rate. It is convergent when the tunable parameter belongs to the continuous CLMEs (3) for different tuning parameters. According to Theorem 3.1, the iterative Algorithm 3.1 converges if and only if the tunable parameter satisfies $0 < \mu < 0.0239$. When the Algorithm 3.1 is applied, by using the method in Theorem 3.2, the best tuning parameter is given by $\mu = \mu_{opt} = 0.0210$. The iterative error $\log_{10} \delta(k)$ against $k$ with different tuning parameters are shown in Figure 1.

From Figure 1, it can be seen that the Algorithm 3.1 is convergent when the tunable parameter belongs to $0 < \mu < 0.0239$. In addition, the optimal tuning parameter leads to the fastest convergence rate.

**Simulation 2:** In this simulation, we will compare the convergence performance of the proposed gradient-based iterative Algorithm 3.1 with some existing iterative Algorithms 2.1, 2.2, 2.3 and 2.4 in terms of computational time. By applying the method in [7], we choose the step size $\mu = \mu_{opt} = 0.0214$ such that the Algorithm 2.3 with initial conditions (28) has the maximal convergence rate. For the Algorithm 2.4, the fastest convergence rate can be obtained when the step size is chosen as $\mu = \mu_{opt} = 0.0161$. By using the method in Theorem 3.2, it can be derived that the Algorithm 3.1 has the best convergence performance if $\mu = \mu_{opt} = 0.0210$. By using different iterative algorithms to solve the continuous CLMEs (3), thus we obtain the computational time and the iterative errors for different algorithms as shown in Table 1 for precision $\delta(k) \geq 10^{-15}$.

From Table 1, one can see that the Algorithm 3.1 takes less computational time than the previous iterative Algorithms 2.1, 2.2, 2.3 and 2.4. In addition, the iteration errors $\log_{10} \delta(k)$ versus $k$ for Algorithms 2.3, 2.4 and 3.1 are shown in Figure 2.

It can be seen from Figure 2 that the proposed Algorithm 3.1 is more effective and converge much faster than the previous gradient-based iterative Algorithms 2.3 and 2.4. The total iterative numbers of the Algorithms 2.3, 2.4 and 3.1 with a same cutoff error $10^{-14}$ are 300, 260 and 120, respectively. Thus, the convergence rate of the proposed Algorithm 3.1 is much faster than the existing Algorithms 2.3 and 2.4.

**Example 4.2:** In this paper, we show that effectiveness of the proposed gradient-based Algorithm for the continuous CLMEs (3) with high-dimensional system matrices. Consider the following continuous CLMEs in the form of (3) with $N = 2$. The system matrices are as follows:
Table 1. Comparison of the convergence performance for different iterative algorithms.

| Iterative algorithms | 1         | 2         | 3         | 4         | 5         |
|----------------------|-----------|-----------|-----------|-----------|-----------|
| Computational time   | 0.031658s | 0.030869s | 0.001228s | 0.002507s | 0.000103s |

Figure 2. The convergence performance of the different gradient-based iterative algorithms.

and transition rate matrix is

\[
\Pi = \begin{bmatrix} -0.3 & 0.3 \\ 0.5 & -0.5 \end{bmatrix}.
\]

In this example, the dimension of the above system is \( n = 9 \) and the positive definite matrices \( Q_i, i = 1,2 \) are both chosen as identity matrices. Next, the convergence performance of the different algorithms with the zero initial conditions. For this example, by applying the method in [7], we choose the step size \( \mu = \mu_{opt} = 0.0082 \) such that the Algorithm 2.3 with initial conditions (28) has the maximal convergence rate. For the Algorithm 2.4, the fastest convergence rate can be obtained when the step size is chosen as \( \mu = \mu_{opt} = 0.0051 \). By using the method in Theorem 3.2, it can be derived that the Algorithm 3.1 has the best convergence performance if \( \mu = \mu_{opt} = 0.0069 \).

First, the converge curves for Algorithms 2.3–3.1 are given in Figure 3.

For the continuous CLMEs (3) with high-dimensional system matrices, it can be seen from Figure 3 that the proposed gradient-based Algorithm 3.1 with zero initial conditions has faster convergence rate than the previous Algorithms 2.3–2.4 if the tuning parameter is appropriately chosen.

Table 2. Comparison of the convergence performance of the Algorithms 2.1–3.1 with high-dimensional system matrices.

| Iterative algorithms | 1         | 2         | 3         | 4         | 5         |
|----------------------|-----------|-----------|-----------|-----------|-----------|
| Computational time   | 0.110253s | 0.008419s | 0.003658s | 0.003019s | 0.002395s |

iterative Algorithm 3.1 takes less computational time than the existing Algorithms 2.1–2.4. From these results, it can be concluded that the proposed Algorithm 3.1 has much computational cost than the existing Algorithms 2.1–2.4 even if the coupled Lyapunov matrix Equation (3) has high-dimensional system matrices.

5. Conclusions

In this paper, a gradient-based iterative algorithm is given for solving the continuous CLMEs (3) which arises in the continuous-time Markovian jump linear systems. The structure of this new gradient-based iterative algorithm is much simpler than the existing gradient-based iterative algorithms. It has been proved that the sequence generated by the proposed algorithm converge to the unique positive definite solution of the continuous CLMEs (3) with faster convergence rates in comparison with existing algorithms. Moreover, the optimal tunable parameter achieving the fastest convergence rate is explicitly provided.

In future, it is expected that the ideas and methods can be further used to solve the other matrix equations such as coupled Riccati matrix equations, discrete coupled Lyapunov equations, etc.
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