Finite-time thermodynamics for a single-level quantum dot
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Abstract  – We investigate the finite-time thermodynamics of a single-level fermion system interacting with a particle reservoir. The optimal protocol to extract the maximum work from the system when moving the single energy level between an initial higher value and a final lower value in a finite time is calculated from a quantum master equation. The calculation also yields the optimal protocol to raise the energy level with the expenditure of the least amount of work on the system. The optimal protocol displays discontinuous jumps at the initial and final times.

Introduction. – The search for the least work-intensive protocols for the extraction or insertion of energy into or out of a thermal system has been a major research topic since the inception of the laws of thermodynamics. While the regime of quasi-static transformations, which is described by close-to-equilibrium thermodynamics, is well understood, many questions remain unsolved when dealing with problems far from equilibrium. A first question of particular interest deals with thermodynamic processes taking place in a finite time. This issue has been the object of detailed investigations in the context of finite-time thermodynamics (FTT) [1]. Other developments are related to recent progress in nanotechnology and cellular biology, where small systems far from equilibrium are subject to large thermal fluctuations. Deviations from average behavior, even rare events, play a significant role in their behavior. During the past decade, major progress has been achieved toward understanding and describing the role of fluctuations in such small non-equilibrium systems. The fluctuation theorem [2,3], the Jarzynski equality [4], Crook’s theorem [5], and the formulation of stochastic thermodynamics [6] provide a novel framework to tackle the role of fluctuations in entropy production and dissipative work far from equilibrium. In addition, exact expressions for the irreversible entropy production have also been derived [7–10]. A third frontline of research deals with quantum mechanical behavior in FTT. As the size of a system is reduced to the nanometer scale, quantum mechanical properties such as discreteness, quantum coherence, quantum statistics, and quantum correlations (entanglement) must be taken into account. We cite in particular the thermodynamics of quantum information processing [11,12], the related quantum heat engines [11,13,14], and quantum entanglement as a source of canonical typicality [15].

One of central questions addressed in FTT is to identify the optimal procedure to extract the greatest amount of work from a device operating under given constraints, or, in reverse, to cause a device to operate under such constraints with the minimum injection of work. According to the convention in which $W$ is the work done on the system, maximum work extracted or minimum work injected both correspond to the minimum $W$. The question is thus that of identifying the protocol that involves the minimum amount of work done on the system. For example, Schmiedl and Seifert [16] considered the optimal protocol to relocate a Brownian particle using a laser tweezer. They found that the optimal variation of the laser intensity which minimizes the work done on the system exhibits sudden jumps. Such singularities in the optimal protocol may seem surprising, but in fact they turn out to be generic [17–20].
In the present letter we address a similar question for a simple quantum process. We consider a single-level quantum system interacting with a particle reservoir. By raising or lowering the energy \( \varepsilon \) of this level, we can inject work (\( W > 0 \)) or extract work (\( W < 0 \)). The time dependence of the protocol \( \varepsilon(t) \) can be controlled externally. Our aim is to find an optimal protocol, one that minimizes the work done on the system, under the constraints of given initial and final values \( \varepsilon_0 \) and \( \varepsilon_1 \), and a fixed total operation time \( \tau \). We will specifically consider a quantum dot coupled to a metal lead, the latter playing the role of a fermion particle reservoir. The detailed analysis of time-dependent phenomena in open quantum systems is extremely complicated. In order to obtain exact analytical and numerical results, we restrict ourselves to a simple model based on a quantum master equation. We thus neglect quantum coherency and entanglement between the system and the reservoir, but take into account the discreteness of the level and the proper Fermi-Dirac statistics.

The model. — We consider a single-level quantum dot interacting with a metallic lead, as illustrated in fig. 1. The other levels of the dot are assumed to be sufficiently far away from the Fermi level of the lead to be neglected. We also assume that the electrons thermalize instantaneously to temperature \( T \) upon tunneling to the reservoir. In order to describe the basic mechanism to produce heat and work, we assume that the energy of the level is varied in time, \( \varepsilon(t) \), and that the chemical potential of the lead remains fixed. Upon varying the energy of the level, a certain amount of (positive or negative) energy flows into the system in the form of heat and work. If the level is and remains occupied by an electron while it is lowered (raised), work is extracted from (injected into) the system, \( W < 0 \) (\( W > 0 \)). If the level remains empty while its energy is changed, neither work nor heat are produced. When the empty (filled) level at energy \( \varepsilon(t) \) is filled (emptied) by an electron, an amount of heat \( Q = \varepsilon - \mu \) (\( Q = - \varepsilon + \mu \)) enters the system. The amount of heat and work corresponding to a given protocol is a statistical average of the heat and work produced along all the possible histories of charge and discharge of the level during the protocol. Our goal is to find an optimal way of varying the energy level, the so-called optimal protocol, such that a maximum amount of work \( -W \) is extracted from the system or a minimum amount of work \( W \) is injected.

Dynamics. We describe the time evolution of the quantum state using a master equation for the occupation probability \( p(t) \),

\[
\dot{p}(t) = -\omega_1(t)p(t) + \omega_2(t)[1 - p(t)],
\]

where the \( \omega_i \) are transition rates \([21,22]\). In the wide-band approximation, these rates are given by

\[
\omega_1 = C e^{-(\varepsilon(t) - \mu(t)) + 1}, \quad \omega_2 = C e^{+(\varepsilon(t) - \mu(t)) + 1},
\]

where \( C \) is a constant describing the system-reservoir coupling strength in the weak-coupling regime where level broadening can be neglected. We set the Planck and Boltzmann constants to unity (\( h = 1 \) and \( k = 1 \)). Therefore \( C^{-1} \) determines the characteristic time between successive electron transfers (tunneling events) and will be taken as our unit of time. Noting that formally raising the energy level is in fact equivalent to lowering the chemical potential, we introduce an effective energy \( \varepsilon(t) \equiv \varepsilon(t) - \mu(t) \) measured in units of \( C \). The master equation (1) thus reduces to the simple form

\[
\dot{p}(t) = -p(t) + \frac{1}{e^{\varepsilon(t)/T} + 1}.
\]

The system is initially assumed to be in thermal equilibrium,

\[
p(0) = \frac{1}{e^{\varepsilon_0/T} + 1}.
\]

The protocol is defined by the change of \( \varepsilon(t) \) from \( \varepsilon_0 \) to \( \varepsilon_1 \) in a time \( \tau \).

Thermodynamics. We next turn to the thermodynamic description of the model. We use the convention that heat entering the system is (like work) positive. The internal energy of the system at time \( t \) is

\[
E(t) = U(t) - \mu N(t) = \varepsilon(t)p(t),
\]

where

\[
U(t) = \varepsilon(t)p(t), \quad N(t) = p(t).
\]

The rate of change in the internal energy, \( \dot{E} \), is the sum of two parts, namely, a work flux \( \dot{W} \) and a heat flux \( \dot{Q} \),

\[
\dot{W} \equiv \varepsilon \dot{p} = \varepsilon \dot{p} - \mu \dot{p}, \quad \dot{Q} \equiv \varepsilon \dot{p} = \varepsilon \dot{p} - \mu \dot{p}.
\]
Note that the particle exchange contributes to the heat flux (last term in eq. (7b)). When the energy level is below the Fermi level, the direction of heat flow is opposite to the direction of tunneling.

The net total work and net total heat during the process of duration $\tau$ are obtained as functionals of the occupation probability,

\[ W[p(\cdot)] = \int_0^\tau \dot{e}(t)p(t)dt, \]
\[ Q[p(\cdot)] = \int_0^\tau e(t)\dot{p}(t)dt. \]

The resulting total net change in the internal energy is given by the First Law of thermodynamics,

\[ \Delta E = p(\tau)e_1 - p(0)e_0 = W[p(\cdot)] + Q[p(\cdot)]. \]

While work and heat depend on the path of $p(t)$, $\Delta E$ depends only on the final probability $p(\tau)$ and the given constraints $e_0$, $e_1$ and $p(0)$.

**Minimizing work.** We first consider the case of arbitrary temperature and subsequently focus on the high-temperature regime for analytic tractability.

**General approach.** Our aim is to find an optimal protocol $\dot{e}(t)$ which minimizes the work $W$. From the First Law of the thermodynamics, eq. (9), the work can be written as a functional of $p(t)$,

\[ W[p(\cdot)] = \Delta E - Q[p(\cdot)]. \]

However, performing a variational analysis directly with respect to $\dot{e}(t)$ is complicated due to expected discontinuities. Instead, we optimize the work with respect to $p(t)$ which by definition is always differentiable, and identify the corresponding optimal $\dot{e}(t)$ from it. To do so, we need to minimize $\Delta E$ and maximize $Q$ simultaneously. However, from eq. (9) we see that $\Delta E$ depends only on the final probability $p(\tau)$. Hence, we can first identify the protocol leading to maximum heat $Q$ for a given value of $p(\tau)$, and in a second step we perform the optimization with respect to the final state $p(\tau)$.

To find the protocol that maximizes the heat, we express $\dot{e}(t)$ in terms of $p(t)$ and $\dot{p}(t)$ and rewrite eq. (8b) as

\[ Q[p(\cdot)] = \int_0^\tau L(p, \dot{p}) dt, \]

where

\[ L \equiv T \ln \left[ \frac{1}{p(t) + \dot{p}(t)} - 1 \right] \dot{p}(t). \]

The extremum is found via the standard Euler-Lagrange method, leading, after integration, to

\[ L - \dot{p} \frac{\partial L}{\partial \dot{p}} = \frac{\dot{p}^2}{(p + \dot{p})(1 - p - \dot{p})} = K. \]

Here $K$ is the constant of integration. Before turning to the solution of this differential equation, we show that it implies a discontinuity in the protocol $\dot{e}(t)$. Eliminating $\dot{p}$ in eq. (13) by using the master equation (3), the resulting quadratic equation for $p(t)$ leads to the relation

\[ p(t) = \frac{1}{e^{\dot{e}(t)/2} + 1} \left[ 1 \pm e^{\dot{e}(t)/2T \sqrt{K}} \right]. \]

If one determines the value of the integration constant $K$ from the initial condition $p(0)$ assuming $\lim_{t \to 0} \dot{e}(t) = \dot{e}(0)$, this relation implies that $K = 0$, i.e., that $p(t)$ is the equilibrium distribution associated with the instantaneous value of the energy. However, except in the case of an infinitely slow quasi-static process one expects that $p(t)$ will deviate from thermal equilibrium, that is, that in general $K > 0$. This apparent inconsistency indicates that $\lim_{t \to 0} \dot{e}(t) \neq \dot{e}(0)$. In other words, there must be a sudden jump from $e_0$ to $e(0^+)$. By comparing eq. (4) to eq. (14) at $t = 0$, we find the magnitude of the jump,

\[ \dot{e}(0^+) - e_0 = \pm 2T \ln \sqrt{K} \cosh \frac{e_0}{2T}. \]

Equation (14) also indicates that when $K > 0$ there are two possibilities. The plus sign in $\pm$ leads to an occupation probability $p(t)$ that is larger than that of thermal equilibrium, and corresponds to the scenario of moving to a higher energy $e_1 \geq e_0$. We refer to these as upward processes. For downward processes, the lower sign should be used. Henceforth it should thus be understood that the upper (lower) sign has to be considered when processes are upward (downward), respectively.

Proceeding with the discussion of eq. (13), we solve the quadratic equation for $\dot{p}$, leading to

\[ \dot{p} = \frac{K(1 - 2p) \pm \sqrt{K^2 + 4Kp(1 - p)}}{2(1 + K)}. \]

This equation can be solved by separation of the variables $t$ and $p$, leading to the following explicit result:

\[ t = \int_{p(0)}^{p(t)} \frac{1}{p} dp = F[p(t)] - F[p(0)], \]

where

\[ F(p) = -\alpha_{\pm} \pm \frac{1}{\sqrt{K}} \arctan \left[ \frac{1 - 2p}{\sqrt{K + 4p(1 - p)}} \right] \pm \frac{1}{2} \ln \left[ \frac{K + 2p + \sqrt{K^2 + 4Kp(1 - p)}}{2 + K - 2p + \sqrt{K^2 + 4Kp(1 - p)}} \right], \]

with

\[ \alpha_{\pm} = \ln \delta \pm \ln (1 - \delta). \]

We note that $F(p)$ is not exactly the primitive of the integrand in (17) due to cancellation of some terms in the definite integral.

While in general we will need to proceed with a numerical inversion for the resulting transcendental equation, an analytically tractable approximation is discussed later for
the high-temperature case. Having thus obtained the optimal \( p(t) \) for a given \( K \), we insert this expression in eq. (10) to obtain the corresponding heat,

\[
Q = \int_0^\tau \epsilon(t)pdt = \int_{p(0)}^{p(\tau)} \epsilon(p)dp \\
= T \int_{p(0)}^{p(\tau)} dp \ln \left[ \frac{K + 2p - 2p^2 \pm \sqrt{K^2 + 4Kp(1-p)}}{2p^2} \right] \\
= T \left( G[p(\tau)] - G[p(0)] \right),
\]

(19)

where

\[
G(p) = p \ln \left[ \frac{K + 2(1-p)p \pm \sqrt{K^2 + 4Kp(1-p)}}{2p^2} \right] \\
- \tilde{\alpha}_\pm \mp \sqrt{K} \arcsin \left[ \frac{1 - 2p}{\sqrt{K + 1}} \right] \\
\mp \ln \left[ 2 + K - 2p + \sqrt{K^2 + 4Kp(1-p)} \right],
\]

(20)

where \( \tilde{\alpha}_+ = 0 \) and \( \tilde{\alpha}_- = 2 \ln(1-p) \). Finally, we need to optimize the resulting work, given in eq. (10), with respect to \( p(\tau) \), as explained earlier. Since \( p(\tau) \) is uniquely determined by \( K \), it suffices to numerically optimize the expression with respect to \( K \).

The high-temperature regime. The mathematical expressions for the general minimization presented in the previous subsection are rather complicated. However, the functions (18) and (20) simplify in the high-temperature limit, allowing us to find the optimal protocol and its properties in full analytical detail. The high-temperature limit is defined in terms of the physical parameters by the condition \( \epsilon(t) \ll T \). In terms of our original variables it means that \( \epsilon(t) - \mu(t) \ll kT \).

We introduce \( \eta(t) \):

\[
p(t) = \frac{1}{2} - \frac{\eta(t)}{4},
\]

(21)

which has the meaning of an effective energy level divided by \( kT \) in the high-temperature regime and is implicitly defined via eq. (14).

Next, we consider eqs. (18) and (20) as functions of \( \eta \). Since \( \epsilon(t) \ll T \), we only keep the lowest-order terms. Noting from eq. (13) that \( \sqrt{K} \) is of order \( \epsilon/T \), we find that eqs. (14), (18) and (20) simplify as follows:

\[
\epsilon(t)/T = \eta(t) \pm 2\sqrt{K},
\]

(22)

\[
F(\eta(t)) = \pm \frac{\eta(t)}{2\sqrt{K}},
\]

(23)

\[
G(\eta(t)) = \pm \frac{1}{2} \sqrt{K} \eta(t) - \frac{1}{8} \eta^2(t).
\]

(24)

Solving eq. (17), we find \( \eta(t) = (\epsilon_0 \pm 2\sqrt{K}t)/T \) and hence the optimal protocol reads

\[
\epsilon(t) = \epsilon_0 \pm 2\sqrt{K}(t + 1).
\]

(25)

The work is minimum for

\[
K = \frac{1}{4T^2} \left( \epsilon_1 - \epsilon_0 \right)^2.
\]

(26)

The optimal work and associated heat thus become

\[
W = \frac{(\epsilon_1 - \epsilon_0)[8T - 4\epsilon_0 + \tau(4T - \epsilon_1 - \epsilon_0)]}{8T(\tau + 2)},
\]

(27a)

\[
Q = \tau(\epsilon_0^2 - \epsilon_1^2) \frac{T}{8(\tau + 2)}.
\]

(27b)

From eq. (25) we find that the initial and final energy jumps are given by \( \pm 2\sqrt{K} \). The size of the jumps increases as the deviation from the quasi-static limit (measured by \( K \)) increases. In between the jumps, the optimal protocol raises/lowers the level linearly with time (but we stress that this linear dependence only applies to the high-temperature regime). Here for the case with the symmetry \( \epsilon_0 = -\epsilon_1 \) there is no net heat flow. In this case all the work is converted into internal energy.

Results. In this section we present numerical results for the optimal protocol. First we consider the situation where the energy level is raised from \( \epsilon_0 = -10T \) to \( \epsilon_1 = 10T \) during a total available time \( \tau = 10 \). This is the situation in which work is done on the quantum dot. The chosen parameter values guarantee that the initial energy level is well below, and the final level well above, the Fermi level. The top panel in fig. 2 shows the optimal protocol. We also include two non-optimal protocols, that is, ones corresponding to non-optimal values of \( K \). The middle and bottom panels show the corresponding occupation probabilities and heat current. When the initial jump is “too small” (dot-dashed lines), the level stays mostly below the Fermi level and thus the system receives heat from the reservoir. While this favors the reduction of work, there is not enough time for electrons, being below the Fermi level most of the time, to tunnel, thus costing a large amount of work when raising the electrons during the final jump. On the other hand, when the initial jump is too large (dashed line), the electrons quickly escape and thus almost no work is required at the final jump. However, the rapid tunneling induces a large heat current to the reservoir, increasing the work during the process. The optimal protocol (solid line) guarantees that the level is most likely empty before the final jump, with only a small outburst heat current. Note that heat initially flows into the system, compensating for part of the outgoing heat after \( \epsilon(t) \) crosses the Fermi level.

Figure 3 shows downward processes where the energy level is lowered from \( \epsilon_0 = 10T \) to \( \epsilon_1 = -10T \) over the same period of time \( \tau = 10 \). In this scenario, work is extracted from the quantum dot. Three different cases parallel to the upward cases of fig. 2 are illustrated.

Next, we reduce the time of operation. Figure 4 compares optimal protocols for slow (\( \tau = 10 \)), intermediate
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Fig. 2: (Color online) Protocol (top), occupation probability (middle), and heat flux (bottom). The energy level is raised from $\epsilon_0 = -10T$ to $\epsilon_1 = 10T$ during time $\tau = 10$. The red solid lines indicate optimal protocol with minimum work $W = 10.87T$. A protocol with a large initial jump (green dashed lines) and another protocol with a small initial jump (blue dot-dashed lines) result in higher work $W = 16.79T$ and $W = 11.16T$, respectively.

Fig. 3: (Color online) Protocol (top), occupation probability (middle), and heat flux (bottom). The energy level is lowered from $\epsilon_0 = 10T$ to $\epsilon_1 = -10T$ during time $\tau = 10$. The red solid lines indicate optimal protocol with minimum work $W = -9.13T$. A protocol with a large initial jump (green dashed lines) and another protocol with a small initial jump (blue dot-dashed lines) result in higher work $W = -8.58T$ and $W = -5.92T$, respectively.

Fig. 4: (Color online) The optimal protocols for three different processing times, $\tau = 0.1$ (solid line), $\tau = 1$ (dashed line), and $\tau = 10$ (dash-dotted line). The energy level is lowered from $\epsilon_0 = 10T$ to $\epsilon_1 = -10T$ during time $\tau$.

Discussion. – Discontinuities in the protocol that minimizes the work on a device operating under given constraints may seem to be surprising. However, a simple argument explains the initial and final jumps in the optimal protocols, starting from an analysis of the low-temperature case. The key points to keep in mind are: i) moving an empty level requires no work, ii) tunneling at the Fermi level carries no heat, and iii) the direction of heat flow changes at the Fermi level. Consider an upward process at $T = 0$. Since tunneling is not possible below the Fermi level, the same amount of work is required to raise the level to the Fermi level regardless of the protocol. Hence, the instantaneous jump to the Fermi level is preferred since it leaves maximum time for electrons to subsequently tunnel out. After the jump, it is clear that the optimal protocol must keep the level just above the
Fermi level until the final time. In this way, heat transfer to the reservoir is avoided. During this period no work is done, and the population in the energy level is reduced to close to zero without heat transfer. At the end, the level jumps up to its final value with almost no work.

When the temperature is finite, tunneling is possible even below the Fermi level. Note that heat flux is inward into the system when the electrons tunnel out below the Fermi level, which helps reduce the work. On the other hand, the tunneling rate is small, which increases the work at a later time. The optimal protocol now includes an initial jump to a level slightly below the Fermi level. At this stage, heat flows into the system. Next, the energy level moves slowly above the Fermi level. As electrons tunnel out, heat flows to the reservoir, which compensates the initial heat gain. At the high-temperature limit, the loss and gain of the heat are exactly balanced and no net heat flows to the reservoir during the process. All results shown in the previous section are consistent with this argument.

We close with a critical discussion concerning the discontinuities in the optimal protocol. The jumps have been derived using a master equation, which is valid only on a coarse grained time scale. Furthermore, we know from the time-energy uncertainty principle that an instantaneous jump in energy level would redistribute electrons over all energy levels, i.e., the single-level model cannot hold in this strict jump limit. Therefore, the discontinuities in the optimal protocols identified here should be interpreted as rapid but continuous changes of the energy level. The corresponding typical time $\delta t$ must be much shorter than the tunneling time ($\delta t \ll C^{-1}$). On the other hand, the single-level model will remain valid only when $\delta t \gg 1/\Delta \omega$, where $\Delta \omega$ is the gap between the energy levels inside the dot. Even if the chemical potential is changed, we have assumed that the reservoir remains in thermal equilibrium. Hence, $\delta t$ must also be longer than the relaxation time of the reservoir. These conditions can be satisfied if the tunneling rate $C$ is small, which is also a requirement for the validity of the master equation itself.

***

ME is supported by the FNRS Belgium (chargé de recherches) and by the Luxemburgish government (Bourse de formation recherches). This research is supported in part by the NSF under grant PHY-0855471.

REFERENCES

[1] Berry R. S., Kazakov V. A., Sienutycz S., Szwarz Z. and Tsivilin A. M., Thermodynamic Optimization of Finite-Time Processes (John Wiley & Sons, Chichester) 2000; Salamon P., Nulton J. D., Siragusa G., Andersen T. R. and Limon A., Energy, 26 (2001) 307.

[2] Evans D., Cohen E. G. D. and Morris G. P., Phys. Rev. Lett., 71 (1993) 2401.

[3] Gallavotti G. and Cohen E. G. D., Phys. Rev. Lett., 74 (1995) 2690.

[4] Jarzynski C., Phys. Rev. Lett., 78 (1997) 2969.

[5] Crooks G. E., Phys. Rev. E, 60 (1999) 2721.

[6] Seifert U., Eur. Phys. J. B, 64 (2008) 423.

[7] Kawai R., Parrondo J. M. R. and Van den Broeck C., Phys. Rev. Lett., 96 (2006) 080602.

[8] Jarzynski C., Phys. Rev. E, 73 (2006) 046105.

[9] Parrondo J. M. R., Van den Broeck C. and Kawai R., New J. Phys., 11 (2009) 073008.

[10] Esposito M., Lindenberg K. and Van den Broeck C., New J. Phys., 12 (2010) 013013.

[11] Alicki R., Horodecki M., Horodecki P. and Horodecki R., Open Syst. Inf. Dyn., 11 (2004) 205.

[12] Sègawa T. and Ueda M., Phys. Rev. Lett., 102 (2009) 250602.

[13] Lloyd S., Phys. Rev. A, 56 (1997) 3374.

[14] Scully M. O., Phys. Rev. Lett., 87 (2001) 222001.

[15] Popescu A. J. S. and Winter A., Nat. Phys., 2 (2006) 758.

[16] Schmiedl T. and Seifert U., Phys. Rev. Lett., 98 (2007) 108301.

[17] Band Y. B., Kafri O. and Salamon P., J. Appl. Phys., 53 (1982) 8.

[18] Schmiedl T. and Seifert U., EPL, 81 (2008) 20003.

[19] Tren H. and Engel A., Phys. Rev. E, 77 (2008) 041105.

[20] Gomez-Marin A., Schmiedl T. and Seifert U., J. Chem. Phys., 129 (2008) 024114.

[21] Harbola U., Esposito M. and Mukamel S., Phys. Rev. B, 74 (2006) 235309.

[22] Esposito M., Harbola U. and Mukamel S., Phys. Rev. E, 76 (2007) 031132.