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Abstract—Unit commitment (UC) is one of the most important power system operation problems. To integrate higher penetration of wind power into power systems, more compressed air energy storage (CAES) plants are being built. Existing cavern models for the CAES used in power system optimization problems are not accurate, which may lead to infeasible solutions, e.g., the air pressure in the cavern is outside its operating range. In this regard, an accurate CAES model is proposed for the UC problem based on the accurate bi-linear cavern model proposed in the first paper of this two-part series. The minimum switch time between the charging and discharging processes of CAES is considered. The whole model, i.e., the UC model with an accurate CAES model, is a large-scale mixed integer bi-linear programming problem. To reduce the complexity of the whole model, three strategies are proposed to reduce the number of bi-linear terms without sacrificing accuracy. McCormick relaxation and piecewise linearization are then used to linearize the whole model. To decrease the solution time, a method to obtain an initial solution of the linearized model is proposed. A modified RTS-79 system is used to verify the effectiveness of the whole model and the solution methodology.

Index Terms—Accurate bi-linear cavern model; compressed air energy storage; initial solution; linearization; unit commitment.

NOMENCLATURE

Sets/Indices

\( b, \Omega_B \) Bus index and set of all bus indices, respectively

\( i \) Index for injections (including conventional generation units, wind generation units, compressed air energy storage (CAES))

\( j, \Omega_f \) Scenario index and set of all scenario indices, respectively

\( l, \Omega_c \) Line index and set of all line indices, respectively

\( t, \Omega_T \) Time index and set of all time indices, respectively

\( \Omega_{T0} \) \( \{0,1,2,\cdots,n_t-1\} \) where \( n_t \) represents the number of time periods

\( \Omega_{T1} \) \( \{1,2,\cdots,n_t\} \)

\( I_b \) Set of indices of injections connected to bus \( b \)

\( I_c \) Set of conventional generation units

\( I_d \) Set of all load indices

\( I_s \) Set of CAES units

\( I_w \) Set of wind generation units

\( I^l \) Set of indices of all scenarios considered at time \( t \)

\( I^{t,l} \) Indices of all units available for dispatch in scenario \( j \) at time \( t \)

Parameters

\( c_v \) Constant volume specific heat (J/(kg K))

\( d^t \) Load demand (MW)

\( f^l \) Total active power flow on line \( l \) (MW)

\( h_c \) Heat transfer coefficient (W/(m² K))

\( k \) A constant equal to 1.4

\( m_{\text{in}} \) Average mass of air in the cavern (kg)

\( p_{\text{min}} \) Pressure of the air charged into a cavern (bar)

\( p_{\text{max}} \), \( p_{\text{min}} \) Maximum and minimum pressures in a cavern for optimal operation of CAES (bar)

\( A_c \) Surface area of the cavern wall (m²)

\( C_{\text{sc}} \), \( C_{\text{sd}} \) Charging and discharging costs, respectively ($/MWh$

\( C_{\text{ti}} \) Wind shedding cost ($/MWh$

\( C_{\text{r}} \) Reserve cost ($/MWh$

\( M_{ij} \) The element in the \( i \)th row and the \( j \)th column of a node-branch incidence matrix

\( p_{\text{ch}^{\text{max}}} \), \( p_{\text{ch}^{\text{min}}} \) Maximum and minimum charging power of CAES, respectively (MW)

\( p_{\text{dch}^{\text{max}}} \), \( p_{\text{dch}^{\text{min}}} \) Maximum and minimum discharging power of CAES, respectively (MW)

\( p_{\text{max}} \) Power reserve required (MW)

\( R \) Gas constant (bar m³ kg⁻¹ K⁻¹)

\( T_{\text{in}} \) Temperature of the air injected into a cavern (K)

\( T_{\text{RW}} \) Temperature of the cavern wall (K)

\( T_{\text{min}} \) Maximum and minimum temperature of air inside a cavern (K)

\( V \) Volume of the storage (m³)

\( W_{\text{max}} \) Maximum wind power that can be generated at scenario \( j \) (MW)

\( \gamma_j \) Susceptance of a line on right-of-way \( l \) (Siemens)

\( \delta_{\text{MAX}}, \delta_{\text{MIN}} \) Upward and downward ramping limits, respectively (MW)

\( \Phi_{ij} \) Probability of scenario \( j \) at time \( t \)

\( \Delta t \) Time interval (second)

Variables

\( d^t(i) \) Load shedding (MW)

\( f^l \) Total active power flow on line \( l \) (MW)

\( m_{\text{in}^{\text{ch}}} \), \( m_{\text{in}^{\text{dch}}} \) Rate of flow of air mass charged into and discharged from a cavern, respectively (kg/s)

\( p_{\text{bar}}, T_{z} \) Pressure (bar), temperature (K), and mass (kg) of air stored in the cavern, respectively

\( f_{\text{in}^{\text{ch}}} \), \( f_{\text{in}^{\text{dch}}} \) Total active power flow on line \( l \) (MW)

\( m_{\text{in}^{\text{ch}}} \), \( m_{\text{in}^{\text{dch}}} \) Rate of flow of air mass charged into and discharged from a cavern, respectively (kg/s)

\( p_{\text{bar}}, T_{z} \) Pressure (bar), temperature (K), and mass (kg) of air stored in the cavern, respectively
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UNIT commitment (UC) is a key power system operation problem [1]-[4] that determines the unit on/off status ahead of time to supply sufficient electric power to customers in a secure and economic manner. A comprehensive review of UC is provided in [5] and [6].

It is beneficial to integrate energy storage systems into UC problems [3], [7]-[9]. To hedge the wind power output uncertainty, pumped-storage units are incorporated in the UC problem [7]. Reference [8] proposed deterministic and interval UC formulations for the co-optimization of controllable generation and pumped hydro energy storage. In [3] and [9], fast-response battery energy storage is utilized in UC problems for congestion relief and frequency support, respectively.

Compressed air energy storage (CAES), as mentioned in the first paper of this two-part series, is a promising large-scale energy storage technology. CAES has been used to enhance power system operation by mitigating wind shedding [10], smoothing wind power fluctuation [11], providing ancillary service [12], participating in energy and reserve markets [13], [14], etc.

Some preliminary work considering CAES in UC problems has been done [15]-[18]. Reference [15] integrates ideal and generic storage devices into stochastic real-time UC problems to deal with the stochasticity and intermittence of non-dispatchable renewable resources. Reference [16] developed an enhanced security constraint UC formulation considering CAES and wind power. In [17], CAES and sodium sulfur batteries are used in a UC problem to maximize the wind energy penetration level. In [18], a constant-pressure CAES is modeled for the bi-level planning of a microgrid including CAES, where UC with CAES is described on the lower level.

In the papers mentioned above, the temperature of the air in the cavern of CAES is assumed to be constant (called constant-temperature cavern model for the CAES). The pressure of the air is then a linear function of the mass of air in the cavern according to the ideal gas law. The pressure of the air in a CAES cavern must be within an operating range to ensure stable CAES operation. However, solutions obtained from the constant-temperature cavern model can allow the pressure of the air in the cavern to fall outside of the operating range. That is, the constant-temperature cavern model is inaccurate and may result in an infeasible solution.

As mentioned in the first paper of this two-part series, accurate analytical models [19] that have been proposed for the cavern used in CAES are highly non-linear and therefore cannot be integrated into large-scale power system optimization problems. In this regard, the bi-linear accurate cavern model proposed in the first paper of this series is integrated into power system operation problems in this second paper to ensure the pressure of the air in the cavern is maintained within the operating range. This is an important and urgent task considering two CAES plants are already in operation and several more plants are under construction, as mentioned in the first paper. This second paper focuses on integrating the CAES into UC problems. However, the CAES model proposed herein can be easily extended to other power system optimization problems, e.g., optimal power flow, economic dispatch, etc.

In CAES, a single motor/generator set is used to drive both the compressor and expander. Therefore, it needs time to switch between the charging and discharging processes. In the literature, constraints associated with the minimum switch time between charging and discharging processes are usually not considered. Reference [17] proposed a set of constraints to ensure switch time. In the current paper, a novel method with a smaller number of constraints and variables than [17] is proposed to ensure the minimum switch time.

In the proposed CAES model using the accurate bi-linear cavern model, there are two kinds of bi-linear terms, i.e., the product of a binary variable and a continuous variable (called a binary-continuous bi-linear term) and the product of two continuous variables (called a continuous bi-linear term). These bi-linear terms complicate the whole model, i.e., the UC model with CAES using the accurate bi-linear cavern model.

To decrease the complexity of solving the whole model, three strategies are proposed to reduce the number of binary-continuous and continuous bi-linear terms. Given that piecewise linearization of continuous bi-linear terms will introduce more constraints and binary variables, these strategies can significantly reduce the number of constraints and binary variables added to the original whole model. Therefore, these strategies can significantly reduce the solution time.

This paper uses a McCormick relaxation [9] to replace the binary-continuous bi-linear term by a new continuous variable subject to several linear constraints. The advantages of the McCormick relaxation for binary-continuous bi-linear terms include no error, i.e., it is a tight relaxation, and no introduction of new binary/integer variables to the original model.

In the CAES model, the mass, pressure, and temperature of the air in the cavern are involved in the continuous bi-linear terms and have large ranges. Unfortunately, the McCormick relaxation for continuous bi-linear terms has a relatively large error when the ranges of continuous variables are large. Therefore, the McCormick relaxation is not applicable to linearize the continuous bi-linear terms herein. Piecewise
linearization is a widely used and effective method to approximate a non-linear function [20]. Therefore, the piecewise linearization is used to linearize the continuous bi-linear terms. Specifically, the continuous bi-linear term is transformed into the difference of two quadratic terms, which are subsequently piecewise linearized.

It is always valuable to supply a mixed integer linear programming (MILP) solver with an initial solution to solve an MILP problem, which can reduce the solution time and increase the solution accuracy [21]. In this regard, a method to obtain an initial solution for the linearized whole model is proposed that utilizes the solution obtained from the UC with CAES using a constant-temperature cavern model; it can significantly reduce the solution time required to solve the linearized whole model.

In summary, the contributions of this second paper include a novel bi-linear CAES model for the UC and its linearization, strategies to simplify the bi-linear CAES model for the UC, and a method to obtain an initial solution for the linearized whole model.

The rest of the paper is organized as follows. Section II details the UC model considering CAES. Section III describes the model reformulation and solution method used to solve the whole UC model. Simulation results are given in Section IV and conclusions are drawn in Section V.

II. UNIT COMMITMENT CONSIDERING COMPRESSED AIR ENERGY STORAGE

A. Unit Commitment Model

In this subsection, the UC model proposed in [22] is adopted and modified to include CAES.

1) Objective Function

The objective function is given in (1). The first term is the startup and shutdown costs of conventional generators; the second term is the cost of load-following ramp reserves of conventional generators; the third term includes the power generation cost, charging and discharging costs, and the penalty cost of wind shedding; and the last term is the cost of spinning reserves.

\[
\begin{align*}
\text{obj} = \sum_{t} \sum_{i} \left[ C_i^P (P_i^t - P_i^{th}) + C_i^U (W_i^t - W_i^{th}) + \sum_{i' \in \Omega} \sum_{e \in E} \left[ C_i^p (\delta_i^t - \delta_{i'}^t) + C_i^u (\delta_{i'}^t - \delta_i^t) \right] + \sum_{i' \in \Omega} \sum_{e \in E} \left[ \psi_i^t (\delta_i^t) \right] + \sum_{i' \in \Omega} \sum_{e \in E} \left[ \psi_i^t (\delta_{i'}^t) \right] + \sum_{i' \in \Omega} \sum_{e \in E} \left[ \psi_i^t (\delta_i^t) \right] + \sum_{i' \in \Omega} \sum_{e \in E} \left[ \psi_i^t (\delta_{i'}^t) \right] \right]
\end{align*}
\]

2) DC Power Flow

Constraint (2) represents the power balance at each bus and (3) represents the DC power flow [22]. Constraint (4) represents the capacity limit of each transmission line.

\[
\begin{align*}
\sum_{t} M_{b,i} f_{i}^t + \sum_{t} \left( P_{ch}^t - W_i^t - \delta_i^t - P_{sh}^t - P_{dch}^t \right) - \sum_{t} \left( P_{ch}^t \right) = 0, \forall b \in \Omega_B, \forall t \in \Omega_T \quad (2) \\
f_i^t - \gamma_i (\delta_i^t - \delta_{i0}) = 0, \forall t \in \Omega_L, \forall t \in \Omega_T \quad (3) \\
|f_i^t| \leq f_{i\text{max}}, \forall t \in \Omega_L, \forall t \in \Omega_T \quad (4)
\end{align*}
\]

3) Spinning Reserve

The spinning reserve can be expressed as (5) [23]. Note that \( P_{ch}^t \) is a load but it does not appear on the right-hand side of (5) because the charging load of CAES can be curtailed immediately when reserve is required.

\[
\begin{align*}
\sum_{t} e_i^t p_{ch}^t + \sum_{t} e_i^t W_i^t + \sum_{t} e_i^t p_{dch}^t \geq \sum_{t} e_i^t (\delta_i^t) + P_{dch}^t, \forall \Omega_T, \forall y \in \Omega_Y \quad (5)
\end{align*}
\]

where \( P_{dch}^t \) represents the required spinning reserve at time \( t \), which is set to the power capacity of the largest unit in the system.

4) Intertemporal Constraints:

Load-following ramping limits and reserves are given in (6)-(9) according to [22].

\[
\begin{align*}
0 \leq \delta_i^t & \leq \delta_i^{\text{max}} + \delta_i^{\text{min}}, \forall t \in \Omega_T, \forall y \in \Omega_Y \quad (6) \\
0 \leq \delta_i^t & \leq \delta_i^{\text{max}} - \delta_i^{\text{min}}, \forall t \in \Omega_T, \forall y \in \Omega_Y \quad (7) \\
p(t+1)j - p(t-1)j & \leq \delta_j^{\text{max}}, \forall j \in \Omega, \forall t \in \Omega_T \quad (8) \\
p(t+1)j - p(t-1)j & \leq \delta_j^{\text{max}}, \forall j \in \Omega, \forall t \in \Omega_T \quad (9)
\end{align*}
\]

The other constraints used include the startup and shutdown constraints, the minimum up and down times for conventional generators [22], and the lower and upper bounds for the output of conventional generators and wind farms.

B. CAES Constraints

The mass flow rate in and out, i.e., \( m_{in}^t \) and \( m_{out}^t \), can be expressed as linear functions of the charging power \( p_{ch}^t \) and discharging power \( p_{dch}^t \) respectively, according to [24]:

\[
\begin{align*}
m_{in}^t &= c_{in}^t p_{ch}^t, \forall t \in \Omega_T, \forall y \in \Omega_Y, \forall j \quad (10) \\
m_{out}^t &= c_{out}^t p_{dch}^t, \forall t \in \Omega_T, \forall y \in \Omega_Y \quad (11)
\end{align*}
\]

where the values of the coefficients \( c_{in} \) and \( c_{out} \) are adopted from [24].

There is an optimal operating range for the pressure of the air in the cavern, which can be expressed as

\[
P_{\text{min}} \leq P_t \leq P_{\text{max}}, \forall t \in \Omega_T. \quad (12)
\]

The CAES cannot be in charging and discharging processes at the same time, which can be modeled as

\[
\alpha^t + \beta^t \leq 1, \forall t \in \Omega_T, \forall i \in \Omega_C, \forall j \quad (13)
\]

where \( \alpha^t \) and \( \beta^t \) are binary variables used to represent the charging and discharging processes, respectively. The idle process can be represented as \( (1 - \alpha^t - \beta^t) \) as the CAES should be in one and only one of the charging, discharging, and idle processes at a time. This representation can reduce the number of variables and equality constraints compared to using another binary variable to indicate the status of the idle process.

The lower and upper bounds of the charging power and discharging power can be expressed as (14) and (15), respectively. If the CAES is not in the charging (discharging) process, then \( \alpha^t = 0 \) (\( \beta^t = 0 \)) and therefore the charging (discharging) power is 0.

\[
\begin{align*}
\alpha^t p_{\text{ch}}^{\text{min}} & \leq p_{\text{ch}}^t \leq \alpha^t p_{\text{ch}}^{\text{max}}, \forall t \in \Omega_T, \forall i \in \Omega_C \quad (14) \\
\beta^t p_{\text{dch}}^{\text{min}} & \leq p_{\text{dch}}^t \leq \beta^t p_{\text{dch}}^{\text{max}}, \forall t \in \Omega_T, \forall i \in \Omega_C \quad (15)
\end{align*}
\]

The following constraint ensures that, when it is in idle process, i.e., \( p_{\text{ch}}^t = 0 \) and \( p_{\text{dch}}^t = 0 \), the indicator for the idle process is equal to 1, i.e., \( 1 - \alpha^t - \beta^t = 1 \). Note that \( p_{\text{ch}}^{\text{min}} > 0 \) and \( p_{\text{dch}}^{\text{min}} > 0 \), i.e., \( \min(p_{\text{ch}}^{\text{min}}, p_{\text{dch}}^{\text{min}}) > 0 \).

\[
\alpha^t + \beta^t \cdot \min(p_{\text{ch}}^{\text{min}}, p_{\text{dch}}^{\text{min}}) \leq p_{\text{ch}}^t + p_{\text{dch}}^t, \forall t \in \Omega_T. \quad (16)
\]

C. Minimum Switch Time Between Charging and Discharging

In a CAES plant, a single motor/generator set is used to drive both the compressor and expander. Thus, a minimum time, i.e., 20 minutes, is required to switch between charging and discharging [24]. The following two constraints are proposed to
guarantee this switch time:
\[ a_i^{(t)} + \beta_i^{(t+1)} \leq 1, \text{ } t = 1, 2, \ldots, n_r - a_i, \text{ } t_1 = 1, \ldots, a_i \] (17)
\[ a_i^{(t+1)} + \beta_i^{(t)} \leq 1, \text{ } t = 1, 2, \ldots, n_r - a_i, \text{ } t_1 = 1, \ldots, a_i \] (18)
where \( a_i \) is an integer and \( a_i = \frac{20}{20} \) minutes. Compared to (17), these switch time constraints do not introduce extra binary/integer variables and the number of constraints is reduced. That is, these constraints are simpler, which can reduce the complexity of the CAES model.

D. Temperature and Pressure Models During Charging, Discharging, and Idle Processes

When \( t = 0 \), \( m_s^{(t)} \left( T_s^{(t)}, \rho_s^{(t)} \right) \) represents the initial mass (temperature, pressure) of the air in the cavern and is the same for each scenario \( j \). All of the other notations with superscript \( t \neq 0 \) or \( t + 1 \neq 0 \) in (19)-(28) and (43)-(47) are variables. For the mass \( m_s^{(t)} \), temperature \( T_s^{(t)} \), and pressure \( \rho_s^{(t)} \) of the air, the values are instantaneous. For all of the other variables involved in (19)-(28) and (43)-(47), the values are assumed to be constant for a given period of time.

According to the first paper of this two-part series, the temperature (pressure) of the air in the cavern in the charging, discharging, and idle processes can be expressed as (19), (21), and (23) (20), (22), and (24), respectively.

\[ -m_s^{(t)} \Delta T_s^{(t)} + m_s^{(t)} \Delta T_s^{(t+1)} + c_1 m_s^{(t)} \Delta T_s^{(t)} + c_2 m_s^{(t)} \Delta T_s^{(t+1)} + (c_3) m_s^{(t)} \Delta T_s^{(t)} - c_4 T_s^{(t)} - c_5 T_s^{(t)} \text{ } \forall t \in \Omega T_0 \] (19)

\[ -m_s^{(t)} \Delta T_s^{(t)} + m_s^{(t)} \Delta T_s^{(t-1)} + c_1 m_s^{(t)} \Delta T_s^{(t)} + c_2 m_s^{(t)} \Delta T_s^{(t+1)} + (c_3) m_s^{(t)} \Delta T_s^{(t)} - c_4 T_s^{(t)} - c_5 T_s^{(t)} \text{ } \forall t \in \Omega T_0 \] (20)

\[ -m_s^{(t)} \Delta T_s^{(t-1)} - m_s^{(t)} \Delta T_s^{(t)} + (c_3) m_s^{(t)} \Delta T_s^{(t)} - c_4 T_s^{(t)} - c_5 T_s^{(t)} \text{ } \forall t \in \Omega T_0 \] (21)

\[ -m_s^{(t)} \Delta T_s^{(t-1)} - m_s^{(t)} \Delta T_s^{(t)} + (c_3) m_s^{(t)} \Delta T_s^{(t)} - c_4 T_s^{(t)} - c_5 T_s^{(t)} \text{ } \forall t \in \Omega T_0 \] (22)

\[ -m_s^{(t)} \Delta T_s^{(t)} + m_s^{(t)} \Delta T_s^{(t+1)} - k \Delta T_s^{(t)} \text{ } \forall t \in \Omega T_0 \] (23)

\[ -m_s^{(t)} \Delta T_s^{(t)} + m_s^{(t)} \Delta T_s^{(t+1)} - k \Delta T_s^{(t)} \text{ } \forall t \in \Omega T_0 \] (24)

where \( a_2-a_4 \) and \( c_1-c_6 \) are parameters defined in the Appendix.

The first 4, 5, 3, 1, and 2 terms in (19), (20), (21), (22), (23), and (24), respectively, are bi-linear terms.

E. Relationship Between Two Consecutive Time Periods for Temperature, Pressure, and Mass of Air in the Cavern

The temperature and pressure of the air in the cavern at time \( t + 1 \) can be expressed using (25) and (26), respectively, which are equal to the values in the charging, discharging, or idle processes according to the values of \( a_i^{(t+1)} \) and \( \beta_i^{(t+1)} \).

\[ T_s^{(t+1)} = a_i^{(t+1)} T_s^{(t)} + \beta_i^{(t+1)} T_s^{(t)} + \left(1 - a_i^{(t+1)} - \beta_i^{(t+1)} \right) T_s^{(t+1)} \text{ } \forall t \in \Omega T_0 \] (25)

\[ p_s^{(t+1)} = a_i^{(t+1)} p_s^{(t)} + \beta_i^{(t+1)} p_s^{(t)} + \left(1 - a_i^{(t+1)} - \beta_i^{(t+1)} \right) p_s^{(t+1)} \text{ } \forall t \in \Omega T_0 \] (26)

The relationship between the mass of air in the cavern at two consecutive time intervals can be expressed as

\[ m_s^{(t+1)} = m_s^{(t)} + a_i^{(t+1)} m_in^{(t+1)} \Delta t - \beta_i^{(t+1)} m_out^{(t+1)} \Delta t, \text{ } \forall t \in \Omega T_0 \] (27)

Note that it is guaranteed by (10), (11), and (13)-(15) that \( m_out^{(t+1)} = 0 \) in the charging process and \( m_in^{(t+1)} = 0 \) in the discharging process. Therefore, \( a_i^{(t+1)} \) and \( \beta_i^{(t+1)} \) in (27) can be deleted, i.e., the bi-linear constraint (27) is equivalent to the linear constraint:

\[ m_s^{(t+1)} = m_s^{(t)} + m_in^{(t+1)} \Delta t - m_out^{(t+1)} \Delta t, \text{ } t \in \Omega T_0 \] (28)

Therefore, the optimization model of UC considering CAES is complete and can be formed as

\text{Minimize: (1), s.t. (2)-(26) and (28)}

III. MODEL REFORMULATION AND SOLUTION METHOD

A. McCormick Linearization of (25) and (26)

Both (25) and (26) contain four binary-continuous bi-linear terms. The McCormick relaxation [9] is used to linearize the binary-continuous bi-linear terms without any error.

Here, a general term \( aT \) is used to represent the binary-continuous bi-linear terms in (25). Replace it by a new variable, i.e., \( Q = aT \), where \( Q \) should satisfy

\[ aT_{\text{min}} \leq Q \leq aT_{\text{max}} \] (29)

\[ T - (1 - a)T_{\text{max}} \leq Q \leq T - (1 - a)T_{\text{min}}, \text{ where } T_{\text{min}} \text{ and } T_{\text{max}} \text{ are the lower and upper bounds of } T, \text{ respectively, } a \text{ is a binary variable, and } Q \text{ and } T \text{ are continuous variables.} \]

When \( a = 0 \), (29) becomes \( 0 \leq Q \leq 0 \), i.e., \( Q = 0 \). When \( a = 1 \), (30) becomes \( T \leq Q \leq T \), i.e., \( Q = T \). Therefore, (29) and (30) ensure that \( Q \) is equivalent to \( aT \). That is, (25) can be linearized by replacing each binary-continuous bi-linear term by a new variable, \( Q \), subject to (29)-(30), which has no error.

Similarly, a general term \( \beta p \) is used to represent the binary-continuous bi-linear terms in (26). Replace it by a new variable, i.e., \( S = \beta p \), where \( S \) should satisfy

\[ 0 \leq S \leq \beta p_{\text{max}} \leq p \] (31)

\[ p - (1 - \beta) p_{\text{max}} \leq p \leq S \] (32)

where \( p_{\text{max}} \) is the upper bound of \( p \), \( \beta \) is a binary variable, and \( S \) and \( p \) are continuous variables.

When \( \beta = 0 \), (31) becomes \( 0 \leq S \leq 0 \), i.e., \( S = 0 \). When \( \beta = 1 \), (32) becomes \( p \leq S \leq p \), i.e., \( S = p \). Therefore, (31) and (32) ensure that \( S \) is equivalent to \( \beta p \). That is, (26) can be linearized by replacing each binary-continuous bi-linear term by a new variable, \( S \), subject to (31)-(32), which has no error.

B. Piecewise Linearization of Continuous Bi-linear Terms

In (19)-(24), there are continuous bi-linear terms, i.e., a product of two continuous variables. In this subsection, reformulation and piecewise linearization are used to linearize these bi-linear terms and reduce the complexity of solving the whole model given in Section II. Reference [25] compared different formulations of piecewise linear approximations for non-linear functions, including convex combination, multiple choice, incremental, etc., and concluded that the incremental format consumed the least time for all three cases considered. Therefore, piecewise linearization using an incremental format is used in this paper.

The continuous bi-linear term is represented by a general term, \( xy \). First, the bi-linear term is reformulated as the difference of two quadratic terms:

\[ xy = (x + y)^2/4 - (x - y)^2/4 \] (33)
The right-hand side of (33) is then piecewise linearized. Let $z^* = (x + y)/2$ and equally divide the range of $z^*$ into $n_1^*$ segments with each divide point represented by $z_i^*, \forall i = 1, 2, \ldots, n_1^*, n_1^* + 1$. The values of $z_i^*$ and $(z_i^*)^2$ can then be obtained. Using a piecewise linearization method with an incremental format, $(x + y)^2/4$ can be represented by the right-hand side of (34) subject to (35)-(37).

$$\begin{align*}
(z_i^*)^2 &= (z_i^*)^2 + \sum_{i \in \Omega_1^0} \left((z_{i+1}^*)^2 - (z_i^*)^2\right) \varphi_i^* \\
(z_i^*)^2 &= (z_i^*)^2 + \sum_{i \in \Omega_1^0} \left((z_{i+1}^*)^2 - (z_i^*)^2\right) \varphi_i^* \\
\varphi_{i+1}^* \leq \varphi_i^* &\leq \varphi_i^*, \quad \varphi_i^* \in [0, 1], \forall i \in \Omega_1^0 \\
0 \leq \varphi_i^* &\leq 1, \forall i \in \Omega_0^0
\end{align*}$$

(34) \quad (35) \quad (36) \quad (37)

where $\varphi_i^*$ is a continuous variable while $\varphi_i^*$ is a binary variable, $\Omega_1^0 = \{1, 2, \ldots, n_1^*\}$, and $\Omega_0^0 = \{1, 2, \ldots, n_1^* - 1\}$. Constraints (36) and (37) ensure $\varphi_i^* = 1, \forall i$ if $\varphi_i^* > 0$.

Similarly, let $z^- = (x - y)/2$ and equally divide the range of $z^-\) into $n_2^*$ segments with each divide point represented by $z_i^*, \forall i = 1, 2, \ldots, n_2^*, n_2^* + 1$. The values of $z_i^*$ and $(z_i^*)^2$ can then be obtained. Then $(x - y)^2/4$ can be represented by the right-hand side of (38) subject to (39)-(41).

$$\begin{align*}
(z_i^*)^2 &= (z_i^*)^2 + \sum_{i \in \Omega_0^0} \left((z_{i+1}^*)^2 - (z_i^*)^2\right) \varphi_i^- \\
(z_i^*)^2 &= (z_i^*)^2 + \sum_{i \in \Omega_0^0} \left((z_{i+1}^*)^2 - (z_i^*)^2\right) \varphi_i^- \\
\varphi_{i+1}^- \leq \varphi_i^- &\leq \varphi_i^-, \quad \varphi_i^- \in [0, 1], \forall i \in \Omega_1^- \\
0 \leq \varphi_i^- &\leq 1, \forall i \in \Omega_0^- (40)
\end{align*}$$

(39) \quad (40)

where $\varphi_i^-$ is a continuous variable while $\varphi_i^-$ is a binary variable, $\Omega_0^0 = \{1, 2, \ldots, n_1^*\}$, and $\Omega_1^- = \{1, 2, \ldots, n_1^* - 1\}$. Constraints (39) and (40) ensure $\varphi_i^- = 1, \forall i$ if $\varphi_i^- > 0$.

Now, $xy$ can be expressed by $(z_i^*)^2$ and $(z_i^-)^2$, i.e.,

$$\begin{align*}
xy &= (z_i^*)^2 + \sum_{i \in \Omega_0^0} \left((z_{i+1}^*)^2 - (z_i^*)^2\right) \varphi_i^- - (z_i^-)^2 \\
&= \sum_{i \in \Omega_0^0} \left((z_{i+1}^*)^2 - (z_i^*)^2\right) \varphi_i^-
\end{align*}$$

which is a linear expression.

C. Strategies to Reduce the Number of Bi-linear Terms

Now, the optimization model of UC considering CAES can be formed as

Minimize: (1), s.t. (2)-(26) and (28)

where the continuous bi-linear terms in (19), (20), (21), (22), (23), and (24) are represented by the right-hand side of (42) and the binary-continuous bi-linear terms in (25) and (26) are linearized using the McCormick relaxation described in Section III-A. This is referred to as Linearized Model I.

Considering that there are $20n_t$ continuous bi-linear terms, Linearized Model I is difficult to solve for a large-scale power system. Note that piecewise linearization of continuous bi-linear terms introduces extra constraints and binary/continuous variables, which increases the complexity of the model. In this regard, three strategies are proposed to reduce the number of both binary-continuous and continuous bi-linear terms:

1) Instead of using (19)-(24) to represent the temperature and pressure, (19), (21), (23) and (43) are used:

$$T_s^{(t+1)|i} = T_s^{(t+1)|i}/R = p_s^{(t+1)|i}/V_s^i, \forall t \in \Omega_T$$

(43)

2) The bi-linear term $m_s^{(t+1)|j} \psi_s^{(t+1)|j}$ in (19), (21), and (23) is replaced by $p_s^{(t+1)|j}/V_s^i$ according to (43). Then (23) becomes a linear constraint:

$$\begin{align*}
\frac{a_{m}}{m_{s0}^{(t+1)|j}} e^{-a_{m} \psi_s^{(t+1)|j} / V_s^i} - T_s^{(t+1)|j} - T_{RW} \frac{a_{m}}{m_{s0}^{(t+1)|j}} e^{-a_{m} m_s^{(t+1)|j} / V_s^i} + \\
(c_{t0}) T_s^{(t+1)|j} = T_{RW} (-a_{m} e^{-a_{m} / V_s^i} + e^{-a_{m}} - 1), \forall t \in \Omega_T
\end{align*}$$

(45)

(46)

3) Constraints (19) and (21) are merged into a single constraint:

$$\begin{align*}
-m_s^{(t+1)|j} T_{s,ch}^{(t+1)|j} + p_s^{(t+1)|j}/V_s^i R + c_s m_s^{(t+1)|j} V_s^i + \\
(c_t) m_s^{(t+1)|j} T_{s,ch}^{(t+1)|j} - \Delta c_s T_s^{(t+1)|j} = -c_s T_{RW} \Delta t, \forall t \in \Omega_T
\end{align*}$$

(47)

where $m_s^{(t+1)|j}$ is used to represent the temperature at time $(t + 1)$ if the $t$th period is either a charging or discharging process.

If the $t$th period is a charging process, then the $6$th term in (45) is zero as $m_s^{(t+1)|j} = 0$, $T_{s,ch}^{(t+1)|j}$ is equivalent to $T_{s,ch}^{(t+1)|j}$, and (45) is equivalent to (19). If the $t$th period is a discharging process, then the $3$rd-8th terms in (45) are zero as $m_s^{(t+1)|j} = 0$, $T_{s,ch}^{(t+1)|j}$ is equivalent to $T_{s,ch}^{(t+1)|j}$, and (45) is equivalent to (21). Using (45) instead of (19) and (21) results in one less continuous bi-linear term.

Now, (25) becomes

$$T_s^{(t+1)|j} = \alpha^{(t+1)|j} + \beta^{(t+1)|j} T_{s,ch}^{(t+1)|j} + \left(1 - \alpha^{(t+1)|j} - \beta^{(t+1)|j}\right) T_{s,dil}^{(t+1)|j}, \forall t \in \Omega_T$$

(48)

which can be linearized in a similar way to (29)-(30).

Now, the improved model (referred to as Linearized Model II) can be expressed as

Minimize: (1), s.t. (2)-(18), (28), (43)-(46)

where (46) is linearized in a similar way to (29)-(30) and the continuous bi-linear terms in (43) and (45) are represented by the right-hand side of (42).

Linearized Model I linearizes $20n_t$ continuous bi-linear terms while Linearized Model II linearizes $5n_t$ terms, i.e., the number of continuous bi-linear terms is reduced by a factor of four. Moreover, Linearized Model II avoids (26). The advantage of Linearized Model II over Linearized Model I is significant and will be shown in Section IV-D.

D. Constant-Temperature Model

In the literature, the temperature of the air in the cavern is assumed to be constant [15]-[18]. That is, the cavern model can be modeled as

$$p_s^{(t+1)|j} = m_s^{(t+1)|j} T_{s,con}/V_s^i, \forall t \in \Omega_T$$

(49)

where $T_{s,con}$ represents the temperature of the air in the cavern.

The corresponding optimization model of UC considering CAES using a constant air temperature model can be formed as

Minimize: (1), s.t. (2)-(18), (28), (47)

E. Method to Obtain an Initial Solution

Solving Linearized Models I and II for 24 hours is time consuming. To shorten the solution time, a method to obtain an initial solution for both models is proposed; a flowchart of the method is given in Fig. 1.

Step 1 is to solve the constant-temperature cavern model given in Section III-D and obtain a solution, named solution 1. Step 2 is to solve the CAES model (i.e., (10)-(28)) where the charging and discharging power of CAES are fixed to be the same as solution 1. The maximum and minimum air pressures obtained in step 2 are denoted as $p_{max1}$ and $p_{min1}$, respectively. If both $p_{max1}$ and $p_{min1}$ are within the optimal operating range as given in (12) and described in box 3 of Fig. 1, then go to step 5; otherwise go to step 4. In step 4, decrease and increase the maximum and minimum pressures at the two ends of (12), respectively, according to box 4 of Fig. 1. In step 5, Linearized Model I or II is solved by setting the charging/discharging power equal to solution 1; the solution obtained in this step is
denoted as solution 2. In step 6, solution 2 is used as an initial solution to solve Linearized Model I or II without fixing the charging/discharging power. The solution obtained in step 6 is the final solution of Linearized Model I or II.

Note that when the charging and discharging power are fixed, $m_i^j$, $m_i^{(t+1)j}$, and $m_i^{out}$ can be directly calculated from (28), (10), and (11), respectively, i.e., they become parameters instead of variables. Therefore, the bi-linear constraints (19)-(24), (43), and (45)-(46) become linear constraints and can be solved very fast, i.e., steps 2 and 5 consume very little time.

1. Solve the constant-temperature model and obtain solution 1
2. Solve the CAES model by setting the charging/discharging power equal to solution 1, and obtain the maximum and minimum pressures of air over all the time periods, denoted as $p_{max}$ and $p_{min}$, respectively
3. $(p_{max} \leq p_{mid} \leq p_{min})$?
   N
   5. Let $p_{min} = p_{mid}$ and $p_{max} = p_{max}$
   Solve Linearized Model I or II by setting the charging/discharging power equal to solution 1 and obtain solution 2
   Y
   6. Use solution 2 as an initial solution to solve Linearized Model I or II

IV. SIMULATION

A. Test System

To verify the effectiveness of the proposed model and solution method, Linearized Models I and II, the constant-temperature model, and the UC model without CAES are solved separately on a modified RTS-79 system with 33 conventional generators [15]. Three same-capacity wind farms are added to the system and located at Buses 1, 4, and 6, respectively. The maximum load demand is set to 3100 MW and the maximum wind penetration is set to 35%. The load and wind profiles are given in Fig. 2. The wind profile comes from the real output of a wind farm in Saskatchewan, Canada. The wind power for scenarios 1 and 3 is set to 0.8 and 1.2 times that of scenario 2, respectively. All of the models are solved using MATLAB® on a Lenovo® ThinkStation with two Intel Xeon E5-2650 V4 processors. Both the charging and discharging costs are set to 3 $/MWh, the wind shedding cost is set to 100 $/MWh, and the reserve cost is set to 3 $/MWh. All other data used can be obtained from the RTS-79 system [15] and MatPower [22].

The parameter of the CAES plant comes from the Huntorf CAES plant as described in the first paper of this two-part series and the optimal operating range of the air pressure in the cavern is 46-66 bar which is used in (12). The linearized model is an MILP problem and is solved using CPLEX. The relative mixed-integer programming (MIP) gap in the CPLEX is set to 0.1%.

The time interval of CAES model is set to 20 minutes which will be further discussed in Section IV-C. The time resolutions for the unit on/off schedule and generation dispatch are one hour and 20 minutes, respectively.

B. UC with/without CAES

The results obtained from Linearized Model II are given in Figs. 3 and 4a. The total load demand and the total output of all of the conventional generators in the three scenarios are given in Fig. 3a. The total power capacity and the total output of the three wind farms are depicted in Fig. 3b. In scenario 1, all of the wind power can be integrated. Scenario 2 (3) features some (much more) wind shedding. The charging/discharging power of the CAES is given in Fig. 3c. Fig. 3 shows that the CAES discharges in low-wind periods, i.e., periods 32-41 and 50-63, and charges in the other hours. Fig. 4a shows the UC result where each row (column) is associated with a unit (a period of time), and a unit is on (off) if it is filled (blank).

To see the benefit of CAES, the UC without CAES is also solved and the results are shown in Figs. 5 and 4b. Fig. 5 shows that the wind power generation drops in periods 37-39 and 55-63. To satisfy the load in these low-wind periods, more units are turned on to generate more power as shown in Figs. 5a and 4b. Comparing Fig. 3a with Fig. 5a shows that CAES reduces the power output from conventional generators in low-wind periods. Comparing Fig. 3b with Fig. 5b shows that CAES helps to reduce wind shedding, especially in scenarios 2 and 3 that have more wind power. Comparing Figs. 4a with 4b shows that CAES reduces the number of times conventional units are turned on and off.

To investigate the impacts of wind power penetration on the benefits of CAES, the UC problems with and without CAES are solved separately by setting the wind power penetration to 32,
35, and 38%. The results in terms of total cost and wind power shedding are tabulated in Table I, which indicates that CAES can reduce wind power shedding by 392.8, 754.4, and 992.6 MWh and total costs by 2.8, 5.3, and 6.0% for the three different wind power penetrations, respectively. That is, the benefit attributed to CAES increases as the wind power penetration increases.

Therefore, the time interval of the cavern model for CAES can be decreased to 20 minutes and there is no need to decrease this time interval to further increase accuracy at the expense of a higher computational burden.

Figs. 6a and 6d clearly show that the pressure and temperature obtained from the constant-temperature model are inaccurate. The average relative errors between the pressure (temperature) obtained by the two models are 0.27, 0.28, and 0.28% (0.27, 0.27, and 0.28%) for scenarios 1, 2, and 3, respectively. That is, the bi-linear model is accurate. Therefore, the time interval of the cavern model for CAES can be set to 20 minutes and there is no need to decrease this time interval to further increase accuracy at the expense of a higher computational burden.

3. Comparison Between the Linearized Model II and the Constant-temperature Model

To show the superiority of the proposed model, the pressure and temperature results obtained from Linearized Model II given in Section III-C (constant-temperature model [16] given in Section III-D) are plotted in Figs. 6a and 6c (Figs. 6b and 6d), respectively. Furthermore, the charging/discharging power obtained from the bi-linear model (constant-temperature model) is used by the accurate model [19] to calculate the pressure and temperature, which are also plotted in Figs. 6a and 6c (Figs. 6b and 6d). That is, the accurate model is used to verify the accuracy of the bi-linear and the constant-temperature models.

Figs. 6a and 6c show that the pressure/temperature obtained from Linearized Model II and the analytical model of CAES [19] are quite close to one another. Note that only scenario 2 is shown in Fig. 6; scenarios 1 and 3 are similar but not shown as the space of the paper is limited. The average relative errors between the pressure (temperature) obtained by the two models are 0.27, 0.28, and 0.28% (0.27, 0.27, and 0.28%) for scenarios 1, 2, and 3, respectively. That is, the bi-linear model is accurate. Therefore, the time interval of the cavern model for CAES can be set to 20 minutes and there is no need to decrease this time interval to further increase accuracy at the expense of a higher computational burden.

The 2nd column of Table II shows that solving Linearized Model II directly is fast when the number of hours is small but intractable as the number of hours increases. Note that it is more difficult to solve the model as the number of hours increases. The 3rd and 4th columns of Table II show that the initial solution can be obtained in a relatively short time and that it is a near-optimal solution with an optimality gap of around 3%. The last two columns of Table II show that solving Linearized Model II is much easier than Linearized Model I, especially when the number of hours is large, which indicates the effectiveness of the proposed three strategies. Comparing the 6th and the 2nd columns indicates that the initial solution significantly reduces the solution time. Therefore, the three strategies, linearization, and the initial solution are quite effective and necessary, which Linearized Model II. Even worse, the pressure obtained from the accurate model goes below the lower bound (46 bar) of its operating range, i.e., the solution obtained from the constant-temperature model actually allows the cavern of CAES plant to operate outside the optimal pressure region (i.e., 46-66 bar). However, the solution obtained from the bi-linear model ensures the cavern of CAES plant operates within the optimal pressure region. Therefore, it is necessary to use the proposed Linearized Model II to obtain an accurate and feasible solution.

Fig. 5. Results obtained from the UC model without CAES: a) load and total output from conventional units, b) total wind power capacity and total wind power output.

Fig. 6. Temperature result obtained from a) Linearized Model II and the analytical model [19], and b) the constant-temperature model and the analytical model [19]; Pressure result obtained from c) Linearized Model II and the analytical model [19], and d) the constant-temperature model and the analytical model [19].

### TABLE I

| Penetration | Linearized Model II | UC without CAES |
|-------------|---------------------|-----------------|
| Cost (MWh) | Wind shed. (MWh)    | Cost (MWh)      |
| 32%        | 698159              | 313.0           |
| 38%        | 797294              | 1599.0          |
| 35%        | 732886              | 823.9           |
| WPCapa sce.1 | WP output sce. 1 | WPCapa sce. 1   |
| WPCapa sce.2 | WP output sce. 2 | WPCapa sce. 2   |
| WPCapa sce.3 | WP output sce. 3 | WPCapa sce. 3   |

D. Comparison Between Linearized Model II and Linearized Model I

To show the effectiveness of the proposed Linearized Model II and the method to obtain an initial solution, the time consumed to solve the linearized models directly or using the method to obtain an initial solution as described in Section III-E is tabulated in Table II (where ‘----’ indicates ‘it does not converge after running for 7 days’). In Table II, t_conv and t_init represent the time consumed to solve Linearized Model II directly and to obtain initial solution, respectively; t_0,LM-I and t_0,LM-II represent the time consumed in step 6 to solve Linearized Model I and Linearized Model II, respectively.

Note that the final solution of Linearized Model II given in previous subsections is obtained in step 6, as described in Section III-E. The initial solution does not affect the optimality of the final solution of the linearized whole model as the optimality is determined by the termination condition of the MILP solver, i.e., the relative MIP gap goes below 0.1%.

The 2nd column of Table II shows that solving Linearized Model II directly is fast when the number of hours is small but intractable as the number of hours increases. Note that it is more difficult to solve the model as the number of hours increases. The 3rd and 4th columns of Table II show that the initial solution can be obtained in a relatively short time and that it is a near-optimal solution with an optimality gap of around 3%. The last two columns of Table II show that solving Linearized Model II is much easier than Linearized Model I, especially when the number of hours is large, which indicates the effectiveness of the proposed three strategies. Comparing the 6th and the 2nd columns indicates that the initial solution significantly reduces the solution time. Therefore, the three strategies, linearization, and the initial solution are quite effective and necessary, which...
helps to solve the whole model effectively by converting it into Linearized Model II.

### Table II

| No. of hours | $t_{dir}$ | $t_{uni}$ | Gap of initial sol. | $t_{LM-I}$ | $t_{LM-II}$ |
|--------------|-----------|-----------|---------------------|------------|-------------|
| 3            | 22 s      | 2.9 s     | 3.00%               | 58 s       | 11 s        |
| 5            | 37673 s   | 5.7 s     | 3.10%               | 27248 s    | 46 s        |
| 24           | ----      | 319 s     | 2.87%               | ----       | 1565 s      |

### V. Conclusion

A UC model considering CAES has been proposed in this paper using the accurate bi-linear model proposed in the first paper of this two-part series. Simulation results show that the bi-linear cavern model is more accurate and avoids violating the optimal operating range of the air pressure in the cavern compared to the constant-temperature cavern model. Therefore, it is necessary and beneficial to use the accurate bi-linear cavern model.

However, the bi-linear terms complicate the whole model. To address this issue, three strategies have been proposed to reduce the number of bi-linear terms in the whole model. Thereafter, the McCormick relaxation and piecewise linearization are used to linearize the binary-continuous and continuous bi-linear terms, respectively. Moreover, a method to generate an initial solution, based on the solution of the UC with CAES using a constant-temperature cavern model, for the whole model has been proposed.

Simulation results show that the three strategies reduce the complexity of the whole model and, hence, significantly reduce the solution time required to solve the linearized whole model; the initial solution also substantially reduces the solution time; the whole model can be effectively solved by using the three strategies, linearization, and the initial solution. Simulation results also show that integrating CAES in the UC problem reduces wind shedding, total cost, and the number of times conventional generators are turned on and off. The benefit of CAES increases as the penetration of wind power increases.

### Appendix

$$a_2 = \frac{\rho v^2 \Delta}{\rho_0 P_{ret}}, \quad a_3 = \frac{\rho^2 v^2 \Delta}{\rho_0^2 P_{ret}^2}, \quad c_1 = (k-2)\Delta t - 0.5(k-2)\Delta t^2/(c_0 m_{avol}),$$
$$c_2 = \frac{\rho v^2 \Delta}{\rho_0 P_{ret}}, \quad c_3 = 2\frac{\rho v^2 \Delta}{\rho_0 P_{ret}} - c_2, \quad c_4 = 2\frac{\rho^2 v^2 \Delta}{\rho_0^2 P_{ret}^2} - c_3,$$
$$c_5 = -0.5c_4(c-1)\Delta t^2 r/\gamma, \quad c_7 = 0.5c_4^2 R_{w}^2 \Delta t^2 r/\gamma + (1-k)\Delta t m_{avol},$$
$$c_8 = c_4 T_{w}^2 R_{w} r/\gamma, \quad c_9 = (c_4)(\Delta t^2 / (2 m_{avol}) - \Delta t)(k-1),$$
$$c_{10} = 0.5c_2 \Delta t^2 r/\gamma, \quad c_{11} = (c_{10} - c_1) R_{w}^2 r/\gamma.$$
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