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Abstract—Blood flow velocity and wall shear stress (WSS) influence and are influenced by vascular disease. Their measurement is consequently useful in the laboratory and clinic. Contrast-enhanced ultrasound image velocimetry (UIV) can estimate them accurately but the need to inject contrast agents limits utility. Singular value decomposition and high-frame-rate imaging may render contrast agents dispensable. Here we determined whether contrast agent-free UIV can measure flow and WSS. In simulation, accurate measurements were achieved with a signal-to-noise ratio of 13.5 dB or higher. Signal intensity in the rabbit aorta increased monotonically with mechanical index; it was lowest during stagnant flow and uneven across the vessel. In vivo measurements with contrast-free and contrast-enhanced UIV differed by 4.4% and 1.9% for velocity magnitude and angle and by 9.47% for WSS. Bland–Altman analysis of waveforms revealed good agreement between contrast-free and contrast-enhanced UIV. In five rabbits, the root-mean-square errors were as low as 0.022 m/s (0.81%) and 0.11 Pa (1.7%). This study indicates that with an optimised protocol, UIV can assess flow and WSS without contrast agents. Unlike contrast-enhanced UIV, contrast-free UIV could be routinely employed. (E-mail: p.weinberg@imperial.ac.uk) © 2021 The Author(s). Published by Elsevier Inc. on behalf of World Federation for Ultrasound in Medicine & Biology. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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INTRODUCTION

Cerebrovascular and coronary heart disease can be triggered by and cause local disturbances in blood flow and haemodynamic wall shear stress (WSS, $T_w$) (Cecchi et al. 2011). For example, low, oscillatory and transverse WSS are all believed to be atherogenic and might predict sites of disease progression (Dhawan et al. 2010; Stone et al. 2012; Mohamied et al. 2014). High WSS likely plays a crucial role in aortic dilatation (Rodriguez-Palomares et al. 2018) because regions exposed to high WSS exhibit dysregulation of the extracellular matrix and medial elastin degradation. Intracranial aneurysms are more vulnerable to rupture when exposed to low WSS (Zhou et al. 2017). Thus, identifying regions of abnormal flow with high or low WSS could lead to a better understanding of the underlying pathology, identify high-risk areas and improve disease outcome.

WSS is the product of blood viscosity $\mu$ and the first-order spatial derivative of velocity (shear rate) near the wall. Its quantitative assessment in vivo is difficult. High spatiotemporal resolution, large dynamic range of detectable velocities and precise localization and tracking of the luminal boundary are required to accurately estimate the shear rate. The rheology can also be complex, but Newtonian rheology is often assumed for large arteries so that WSS reduces to

$$T_w = \mu \frac{du}{dy} \bigg|_{y=0}$$

(1)

where $y$ is the coordinate normal to the wall.

In principle, Doppler ultrasound systems can be used to determine flow velocity and hence WSS. WSS can be inferred from spectral Doppler by assuming Poiseuille or Womersley flow, and colour Doppler can determine flow and instantaneous velocity profiles.
(Markou and Ku 1991; Brands et al. 1995; Mynard et al. 2013). However, Doppler imaging is limited by angle dependency; velocity can only be measured along the beam direction. Finite aperture size and high-velocity gradients lead to spectral broadening, and errors increase with the beam-to-flow angle (Hoskins 2011). Angle-independent Doppler vector flow imaging (VFI) provides multidimensional velocity estimation, for example, through transverse oscillation, directional beam forming or synthetic aperture imaging (Jensen et al. 2016a, 2016b; Hansen et al. 2017). Numerous Doppler VFI techniques have been reported to measure the magnitude and direction of 2-D flow (Yiu et al. 2014; Collins et al. 2019), and a number of Doppler VFI methods have been implemented in commercial systems (Hansen et al. 2017). Technological advances have even led to volumetric Doppler VFI with 2-D arrays (Correia et al. 2016; Holbek et al. 2016; Wigen et al. 2018). Two-dimensional WSS has been measured in a carotid bifurcation albeit only at manually selected locations (Du et al. 2020). However, the imaging of deeper structures with vector Doppler techniques can suffer from reduced temporal or spatial resolution (Hansen et al. 2017). High flow velocities in the lateral direction or a low signal-to-noise ratio (SNR) can lead to aliasing inaccuracies (Goddi et al. 2017). Frame rates can also be too low for applications such as wave intensity analysis based on arterial diameter and blood velocity (Feng and Khir 2010; Rowland et al. 2020).

Plane wave contrast-enhanced ultrasound image velocimetry (CEUIV) correlates microbubble speckle patterns in consecutive B-mode images. High-frame-rate (HFR) CEUIV has been reported to accurately measure velocities near the moving arterial wall (Kim et al. 2004; Zhang et al. 2011; Poelma et al. 2012), and CEUIV can be used to estimate WSS accurately in 2-D (Gates et al. 2018; Leow and Tang 2018; Riemer et al. 2020a) and 3-D (Riemer et al. 2020b). The use of microbubbles is particularly advantageous in regions where the blood signal is weak or the blood has a velocity similar to that of tissue. However, intravenous administration of contrast agents can be a significant limitation (Martin and Dayton 2014). Microbubble imaging can be restricted by maximum dosage in clinical applications, whilst in preclinical studies involving small animals, it can be difficult to find a suitable injection site, and even small quantities of injected fluid might change arterial pressure. Therefore, CEUIV is not routinely recommended (Jensen et al. 2016a).

Contrast agent-free UIV (CFUIV) comes at the expense of poor SNR (Trahey et al. 1987). Although the signal from red blood cells (RBCs) can be detected within the frequency range of medical ultrasound (Yu et al. 2009; Nam et al. 2012), it is comparatively weak. Nevertheless, recent advances in HFR imaging have permitted RBC speckle tracking in neonates (Fadnes et al. 2014), and contrast-free velocity estimation with blood-mimicking fluid has been reported (Voorneveld et al. 2016). The introduction of spatiotemporal filters - specifically singular value decomposition (SVD) - to HFR ultrasound significantly increases SNR (Demené et al. 2015) and can facilitate contrast-free RBC speckle tracking. Such advances could allow CFUIV to become a practicable technique, overcoming most of the disadvantages of both VFI and CEUIV.

Blood speckle intensity rises as the frequency or size of RBC aggregates increases. Aggregation is driven by low temperature, steady flow, low shear stress and a high plasma concentration of macromolecules (Lupotti et al. 2003). Three zones of echogenicity as a function of the shear rate have been reported, with larger aggregates and intensity in the center of the vessel (Cloutier et al. 1996). In pulsatile flow, long aggregates are less likely to occur (Nam et al. 2012), but temporal variation has been observed, with blood being most echogenic when flow is rapidly accelerating (Nguyen et al. 2008; Paeng et al. 2010). Whereas contrast agents spread evenly in the vessel. The influence of these characteristics on velocity and WSS estimation is unknown.

This study is the first to describe broad-view blood flow and WSS measurement with HFR CFUIV in vivo. We first simulate Womersley flow in a straight vessel to investigate the effects of radial intensity variation, SNR, scatterer density and aggregation on the accuracy of blood flow and WSS estimation. Subsequently, we optimize imaging parameters such as mechanical index (MI) and number of frames for achieving a high SNR after SVD-based clutter filtering. Next, we determine contrast agent-free blood flow and WSS measurement in vivo in the abdominal aorta of New Zealand White (NZW) rabbits and address radial and temporal changes in intensity. Finally, we assess the accuracy of blood velocity and WSS waveforms measured using CFUIV by comparing them with data obtained with an established CEUIV method in vivo in the aortas of five rabbits.

**METHODS**

**Flow simulation**

To assess the effect of scatter properties on the accuracy of blood flow and WSS measurement, we modeled flow in the abdominal aorta of a NZW rabbit as Womersley flow with alterations in scatter amplitude, radial intensity distribution and scatter density. Simulated Womersley flow was based on a velocity waveform previously acquired in a rabbit abdominal aorta. The ultrasound acquisition of the flow was then simulated for a plane through the central axis using Field II (Jensen 1992, 1996).
**Womersley flow generation**

Womersley found that by assuming a homogeneous, incompressible and Newtonian fluid in a rigid, cylindrical tube with no radial movement of the fluid, the Navier–Stokes equations can be simplified by neglecting the non-linear terms. Following He et al. (1993), a periodic cross-sectional mean velocity waveform ($\bar{V}_{uv}$) can be expressed as the sum of a Fourier series with $n$ harmonics.

$$\bar{V}_{uv} = \text{Real} \left\{ \sum_{j=0}^{n} \hat{V}_j e^{ij\omega t} \right\}$$

The corresponding velocity profile can be found by the inverse Womersley method as

$$u(r, t) = \text{Real} \left\{ \sum_{j=0}^{n} \hat{V}_j e^{ij\omega t} \frac{1 - J_0(\beta^{3/2} \alpha_j r/R)}{J_0(\beta^{3/2} \alpha_j)} \left( 1 - \frac{2J_1(\beta^{3/2} \alpha_j)}{\beta^{3/2} \alpha_j} \right) \right\} e^{i\omega t}$$

where $\hat{V}_j$ is the complex coefficient of the $j$th harmonic of the mean waveform, $J_m$ the $m$th-order Bessel function of the first kind, $R$ the vessel radius, $r$ the radial position from 0 to $R$ and $t$ the time. The Womersley number of the $j$th harmonic is denoted by $\omega = R \sqrt{\alpha_j/\nu}$, where $\omega_j$ is the angular frequency of the $j$th harmonic, and $\nu$ is the kinematic viscosity. To accurately capture the original input waveform, $n = 8$ was sufficient. To introduce more retrograde flow, 0.1 m/s was uniformly subtracted from the measured cross-sectional waveform, prior to decomposition. To accommodate the difference between a parabolic and paraboloid mean, the velocity of the measured waveform was scaled by a factor of 0.7. The Fourier coefficients of the flow waveform and their corresponding frequencies and Womersley numbers are outlined in Table 1.

**Ultrasound simulation**

A Verasonics 128-element L11-4v equivalent ultrasound imaging scheme was simulated. The temporal resolution was $2.2 \times 10^{-4}$ s per time step, equivalent to a pulse repetition frequency of 4500 Hz. The total duration of the simulation was a single cardiac cycle corresponding to 0.3 s or 450 high-resolution frames composed of three plane waves, having an angle range of $12^{\circ}$ ($-6^{\circ}$, $0^{\circ}$, $6^{\circ}$). The vessel was centred at a depth of 14 mm with a diameter of 4 mm. The wall was modelled as a single 200-μm-thick layer containing 20 scatterers per resolution cell, with constant amplitude. Flow was simulated via randomly distributed point scatterers with a normally distributed base amplitude centred at 0. The position of each scatterer was updated at each time step. Random Gaussian noise was added to each simulation, yielding a SNR of 12 dB based on the wall signal as reference. The base amplitude of scatterers was varied between 0.1 to 10, giving an SNR of 1.6, 13.5, 22.3 or 44.7 dB in the flow signal after clutter filtering. Flow scatterer density per resolution cell was altered from 0.1 to 1000. The radial intensity was kept constant or decreased linearly or as a power of 2 or 4 with increasing distance from the centre line (Paeng et al. 2010). When any of these scatter variables were altered, the other variables were set to default values. A complete list of simulation parameters is provided in Table 2 (default values in bold).

**In vivo imaging of the rabbit abdominal aorta**

**Experimental protocol.** HFR plane-wave images of the abdominal aorta of five male New Zealand White rabbits (HSDIF strain, specific pathogen-free, mean age: 12 weeks; mean weight: 2.69 kg; Envigo UK) were obtained using a Verasonics Vantage 128 LE research ultrasound system (Kirkland, WA, USA) and a linear L11-4v broadband probe. All experiments complied with the Animals (Scientific Procedures) Act 1986 and were approved by the Animal Welfare and Ethical Review Body of Imperial College London. Animals were housed individually in pens on a 12-h day–night cycle and fed a standard laboratory diet. Water was given ad libitum. Following sedation with acepromazine (0.5 mg/kg, i.m.), rabbits were anaesthetised with medetomidine (0.25 mL/kg, i.m.) plus ketamine (0.15 mL/kg, i.m.) and maintained with one-third of these doses every 30 min. The rabbits were ventilated after tra-cheotomy at 40 breaths/min. A rectal probe and heating mat were used to monitor and control body temperature. For imaging, the animals were turned on their backs, and fur from below the region of the rib cage was shaved. To ensure comparability of measurements, the position of the ultrasound probe was fixed with a clamp. Measurements were triggered by the mechanical ventilator.

**Contrast agents.** Decafluorobutane microbubbles (MBs) were prepared at a concentration of $5 \times 10^9$ MBs/mL and 1-μm average diameter (Sennoga et al. 2012).
Dipalmitoylphosphatidylcholine (DPPC), 1,2-Bis(diphenylphosphino)ethane–polyethylene glucose 2000 (DPPE–PEG-2000) and chloride salt (16:0 1,2-dipalmityl-3-trimethylammonium-propane [TAP]) were dissolved in a molar ratio of 65:5:30 and total lipid concentrations of 0.75, 1.5 and 3 mg/mL in an excipient liquid composed of 15% propylene glycol, 5% glycerol and 80% normal saline (Sheeran et al. 2011). A 2-mL vial was filled with 1.5 mL of this solution, and microbubbles were formed by 60 s of agitation.

**Plane wave imaging.** Images were acquired at a pulse repetition frequency of 4500 Hz with three angles spanning 12° (−6°, 0°, 6°). The central transmit frequency was 8 MHz with an MI between 0.05 and 0.33. MI values were calibrated in a water tank. Except where the effect of MI was being studied, a low MI was used for contrast-enhanced imaging to avoid microbubble destruction (MI = 0.14, based on previous studies). For contrast-free imaging, the maximum MI was used (MI = 0.33, limited by transmission voltage). Contrast-free imaging was performed before contrast-enhanced imaging. Microbubbles were injected via the marginal ear vein in boluses of <25 mL/kg up to a total of 1.5 mL of this solution, and microbubbles were formed by 60 s of agitation.

**Singular value decomposition.** SVD clutter filtering was applied to each low-resolution image stack. Cut-off points were selected manually based on the spatial similarity matrix (Baranger et al. 2018) using the MATLAB function corrcoef(U).

**UIV algorithm and WSS measurement.** A purpose-written 2-D echo-particle image velocimetry (echo-PIV) algorithm was used to track the local displacement of scatterers in two consecutive images; coupled with the known time difference between the images, a velocity field could be calculated. The algorithm employed an iterative window deformation cross-correlation method (Leow and Tang 2018; Riemer et al. 2020a). In three iterations, the interrogation window size was halved, from 32 to 8 pixels with an overlap of 50%. Window deformation and a Gaussian subpixel estimator were used to improve accuracy of the displacement estimation. Outliers were filtered based on median spurious outlier detection, and the velocity field was ensemble averaged over 11 consecutive frames. A final regularization of the high-resolution velocity field was performed using proper orthogonal decomposition (POD).

Table 3 lists all parameters used for the analysis.

The wall shear rate (WSR) was derived from the velocity profile along the wall normal. Specifically, the WSR was calculated from the two points closest to the

| Table 2. Field II simulation setup and scatter properties* |
|-----------------|-----------------|-----------------|
| Centre frequency | 6.25 MHz        | Transmit frequency | 8 MHz |
| No. of elements  | 128             | Element pitch    | 3.00e-4 m |
| Element width    | 2.7e-4 mm       | Element height   | 5 mm    |
| Sampling frequency| 25 MHz          | Elevational focus | 18 mm  |
| Number of subapertures | 4            | PRF            | 4500 Hz |
| Number of angles | 3               | Angles         | −6, 0, 6 |
| Scatter properties|                |                |        |
| Mean wall amplitude factor | 20 | Wall scatter density (per resolution cell) | 20 |
| Wall scatter density (per resolution cell) | 0.1, 0.5, 1, 10 | Flow scatter density (per resolution cell) | 0.1, 1, 10, 100 |
| Radial variation factor | | Constant. r, r², r⁴ |
| PRF = pulse repetition frequency. * Boldface defines the default value used when varying other scatter variables.

Table 3. Settings of UIV algorithm

| No. of iterations | 3 | Window size | 32 pixels |
| No. of frames ensemble averaged | 11 | Window overlap | 50% |
| Window deformation | Spline | No. of POD modes | 10 |
| Universal outlier detection | 1.5 | Relative SG filter length | 0.4 |
| Subpixel estimator | Gaussian | Lumen mask | LSS + DPF |
| Lateral resolution | 75 μm | Axial resolution | 52 μm |

POD = proper orthogonal decomposition; SG = Savitzky–Golay; LSS = Level Set Segmentation; DPF = directional peak fitting.
The wall of a third-order Savitzky–Golay-filtered velocity profile. The position of the wall was determined by the sparse field method (SFM, MATLAB file exchange: sfm_chanvese) (Lankton 2009) and subsequent directional sparse field method (SFM, MATLAB file exchange: sfm-profile). The position of the wall was determined by the normalised flow signal from the normalised clutter signal obtained by SVD; both had been spatially smoothed with a Gaussian smoothing kernel ($\sigma = 1.5$) and a moving-window average. In the contour image, the SFM was used to trace the lumen boundary by solving for the signed distance function near the zero-level set (active contour segmentation based on Chan–Vese energy). In a subsequent step, the trace from SFM was expanded by peak fitting to the closest intensity peak of clutter signal within a 20-pixel distance. The expansion was performed pixel by pixel, based on a signed distance map (MATLAB: bwdist) in the outward direction. The integrity of the shape of the contour was maintained by a rolling average of the displacement of neighbouring pixels. An empirically determined displacement correction factor ($k = 1.0_{\text{top}}, k_{\text{bottom}} = 0.6$) was used to account for the difference in the leading edge of the top and bottom wall (Wikstrand 2007). The estimated WSR was median filtered by its neighbouring values (MATLAB: medfiltl). Measurements were taken over at least three cardiac cycles, the results being aligned by the negative peak of each waveform.

Quantitative evaluation. In simulations, the errors in velocity, WSS and flow angle were calculated and averaged over the full acquisition; velocity and WSS errors were normalised by the peak velocity and peak WSS, respectively. SNR was averaged over multiple cardiac cycles. The ratio of clutter to signal intensity is defined as

$$\text{SNR} = 20 \cdot \log \left( \frac{S_{\text{flow}}}{S_{\text{tissue}}} \right)$$

In vivo CEUIV and CFUIV results were assessed spatially and temporally. For the point-by-point comparison, bias of velocity magnitude and angle and the difference and correlation coefficient of WSS magnitude were calculated. To compare the level of agreement between CEUIV and CFUIV waveforms, a Bland–Altman plot, the root mean square error (RMSE) and the peak normalised relative difference were calculated.

RESULTS

Womersley flow simulation

The effect of scatter attributes on the appearance of B-mode images is illustrated in Figure 1. Figure 2 illustrates the corresponding percentage error in velocity, WSS magnitude and their angle.

The change in relative scatter amplitude was used to investigate the effect of SNR. Higher signal amplitude gave more accurate estimates of velocity magnitude, WSS magnitude and angle, as illustrated in Figure 2, row 1. A low median error of 2.5% in velocity and 7% in WSS magnitude were obtained for SNR values as low as 13.5 dB. The number of scatterers per resolution cell was used as a proxy for the degree of RBC aggregation and density. Its effect on velocity and WSS magnitude and angle is shown in Figure 2, row 2. The median WSS error was smallest (1.9%) for 100 scatterers per resolution cell. Radial variation in intensity was used to mimic the dependence of aggregation and hence of scattering on shear rate. This may represent the biggest difference between using contrast agent or RBC speckle. WSS estimation was most accurate for a uniform intensity distribution, with 2.7% error, and least accurate for a linear radial decrease in intensity, with 4.4% error, as illustrated in Figure 2, row 3.

Optimization of imaging parameters in the rabbit abdominal aorta

To minimize error in velocity and WSS magnitude, SNR must be maximised. Figure 3 illustrates the impact of MI, the number of compounding angles, the number of frames, frame rate and imaging depth on SNR after SVD clutter filtering. Variation between animals is also illustrated. SNR was averaged over 1 s, which corresponds to approximately three cardiac cycles. Figure 3c illustrates the SNR at a reference depth of 15 mm and a transmit frequency of 8 MHz. Figure 3b illustrates that SNR increases with the number of compounding angles. Figure 3c illustrates that SNR varied significantly between animals and in some cases was below the 13.5-dB threshold that simulations revealed were required for accurate velocity and WSS estimation. The minimum frame rate tested was 125 Hz, and at least one complete cardiac cycle was captured. The number of frames (Fig. 3d) and frame rate (Fig. 3e) had little impact on SNR. Figure 3f indicates that increasing imaging depth reduced SNR in the same animal.

Blood flow and WSS assessed by CFUIV in the rabbit abdominal aorta

Maps of velocity and WSS. Figure 4a–f illustrates the velocity vector field and WSS in the abdominal aorta of a NZW rabbit at different points during the cardiac cycle. Mean velocity and WSS waveforms are also shown. WSS values on the top and bottom luminal boundary were very similar throughout the cardiac cycle.
Peak WSS during systole was around 5 Pa, with peak velocities up to 0.6 m/s.

Radial and temporal changes in intensity. Radial and temporal changes in intensity occurred during the cardiac cycle. Figure 5 illustrates the central scan line over time for the unfiltered (a, b) and SVD-filtered (c, d) data sets, respectively. Changes in intensity as a function of radial distance and phase of the cardiac cycle for the contrast agent-free acquisition are displayed on the left (Figure 5a, 5c), and the contrast-enhanced acquisition is provided for comparison on the right (Figure 5b, 5d). Figure 5e illustrates the corresponding velocity waveform, and Figure 5f, the temporal changes in SNR during the cardiac cycle; the minimum occurs at around zero net blood flow velocity.

Comparison of CFUIV and CEUIV assessments of blood flow and WSS in the rabbit abdominal aorta

Point-by-point comparison. The scatterplots in Figure 6a, 6b, 6d and 6e compare WSS obtained by CEUIV and CFUIV at three different points in the cardiac cycle and the cycle average. Figure 6c and 6f illustrate the bias in velocity magnitude and angle. Systolic, end-systolic and diastolic time points correspond to Figure 4 (roman letters). The mean point-by-point difference was 4.4% for velocity and 9.5% for WSS. The instantaneous difference during systole was 5.7% for velocity and 11.7% for WSS. Pairwise correlation coefficients between WSS measurements were between 0.75 and 0.83. High velocity angle bias coincided with the largest difference in WSS measurements.

Mean waveform comparison. Each column of Figure 7 corresponds to a single animal. The first and third rows indicate velocity and WSS waveforms acquired with CEUIV or CFUIV. In the second row are the corresponding Bland–Altman plots for velocity and WSS. Waveforms were averaged over three cardiac cycles and peak aligned. The average SNR after clutter filtering was 31.29 ± 6.01 dB in CEUIV images and 19.41 ± 6.52 dB in CFUIV images. A high correlation between measurements of flow and of WSS waveforms were observed. For velocity, the largest RMSE was 0.03 m/s (3.8%), and the lowest RMSE was 0.01 m/s (0.81%). For WSS, the difference was generally higher - between 0.11 and 0.33 Pa (1.7% and 4.8%). The two methods agreed during systole and diastole but the level of agreement decreased towards the point of zero velocity.

DISCUSSION

A tool for accurately assessing haemodynamic WSS in vivo would be of value in the clinic and for
investigating cardiovascular mechanics in general, but developing such tools remains challenging. CEUIV has been reported to measure spatially and temporally varying WSS in vivo with high accuracy (Riemer et al. 2020a) and has been used in clinical settings (Gates et al. 2018). The use of contrast agents, however, is limited by maximum permissible dosage, patient discomfort and limited examination times, and may lead to unwanted biological effects. In preclinical studies involving small animals, intravenous injection can require sedation or immobilization and may alter circulating fluid volume. In this study, we determined that CFUIV is capable of measuring spatially and temporally varying velocity and, hence, of assessing WSS, in large straight vessels in vivo. CFUIV waveforms agreed well with CEUIV, giving a correlation coefficient of up to 0.99 both for velocity and WSS. CFUIV might be used more broadly than CEUIV and with similar accuracy if a sufficient SNR can be achieved.

This development permits novel applications, such as pulse wave intensity analysis, which requires simultaneous measurement of flow velocity and wall displacement at frame rates higher than can be achieved with Doppler VFI (Goddi et al. 2017), or the assessment of arterial pathology and risk from locally elevated WSS. Commercial Doppler VFI can now estimate WSS locally and in real time (Collins et al. 2019; Du et al. 2020) but measurements are limited by the aperture size. CFUIV may prove more accurate and reliable for cardiac imaging or in situations where there is a high dynamic range of velocities and/or substantial lateral flow.

Error attributed to scatter properties in simulation

Simulations revealed that the relative amplitude of scatterers, and hence the SNR, has the biggest impact on the accuracy of flow and WSS estimation (Fig. 2). The error was smaller for velocity magnitude than for velocity direction or WSS. Unless scatterers were very sparse,
Fig. 3. Impact of imaging parameters on signal-to-noise ratio (SNR) in images of the rabbit abdominal aorta. (a) Influence of mechanical index (MI) on SNR repeated for three cardiac cycles. (b) Influence of compounding angles on SNR. (c) Comparison of SNR between different animals (labeled 1–5) at same imaging depth and at a mechanical index (MI) of 0.14 for contrast-enhanced ultrasound image velocimetry (CEUIV) and 0.33 for contrast-free UIV (CFUIV). (d) Influence of singular value decomposition (SVD) stack size on the SNR at MIs of 0.14 for CEUIV and 0.33 for CFUIV in the same rabbit. (e) Influence of frame rate on SNR at MIs of 0.14 for CEUIV and 0.33 for CFUIV in the same rabbit. (f) Dependence of imaging depth on SNR at MIs of 0.14 for CEUIV and 0.33 for CFUIV in the same rabbit.

Fig. 4. Example of in vivo contrast-enhanced ultrasound image velocimetry (CFUIV). (a–f) Velocity vector field and wall shear stress (WSS) in the abdominal aorta for different points during the cardiac cycle (I–VI). Graphs below illustrate mean velocity (g) and WSS (h) waveforms. Time stamps I–VI correspond to images (a)–(f). Pink and teal lines represent mean WSS at top (13 mm) and bottom (16 mm) wall with standard error (shading). The blue line represents overall mean WSS.
velocity and WSS estimation were insensitive to scatter density. Radial variation of intensity had only a moderate impact on median WSS but a more significant impact on the spread of locally determined WSS values, with a linear radial decrease in intensity within the vessel giving the worst results. Although $r^2$- and $r^4$-dependent radial decreases in intensity might appear more extreme, they create blunt distributions that are more like the uniform case. The small change of error with radial distribution and scatter density suggests that the effect of RBC aggregation on WSS estimation is minor.

**Imaging parameters in the rabbit abdominal aorta**

The imaging parameter that most affected SNR in a large vessel with pulsatile flow was the MI (Fig. 3). It was limited to 0.33 in the present study solely for practical reasons (maximum of 40 V transmission) and should be as high as safety considerations allow. Frame rate and the number of frames did not significantly alter the SNR within the ranges tested, which is plausible for this type of flow. CFUIV acquisitions are susceptible to attenuation and have higher variability than CEUIV. This probably explains the depth-related reduction in SNR. CFUIV benefits from a large number of compounding angles. However, angle incoherence in areas of fast blood flow will limit the number of compounding angles that can be used.

**Measurement of velocity and WSS in the rabbit abdominal aorta**

We previously reported a bias in estimated WSS between the top and bottom walls of the vessel (Riemer et al. 2020a). Methodological improvements in measuring the lumen diameter and the differences in location of the leading edge (correction factor) were implemented (Wikstrand 2007), and eliminated this error. Cyclic and radial variation in B-mode images were observed in the SVD clutter filtered images (Figure 5), as described before (Cloutier et al. 1996; Nguyen et al. 2008). The radial variation in intensity appears to be a function of scatterer velocity. Particles near the wall slow down faster than those in the centre as...
the flow decelerates. The SVD filter removes some of the slow-moving scatterers near the vessel boundary (Brown et al. 2019), which manifests itself in the shape of a protruding cone over time. The decrease in SNR was much higher for the contrast-free acquisition than with the microbubble acquisition, which suggests that shear-dependent aggregation and a decrease in RBC density towards the cell-free layer may make an even bigger contribution to the loss in intensity. Effects of temporal variations might be reduced with a sliding window SVD filter (Badeau et al. 2004). From the simulation results, the error in velocity and WSS measurement is expected to increase during diastole. This is seen in the differences between waveforms of velocity and WSS assessed by CFUIV and CEUIV during diastole, with CEUIV more likely to be more accurate.

CFUIV and CEUIV measurements cannot be made in the same animal at the same time. The level of anaesthesia, heart rate, blood pressure and temperature can all change between the two recordings and alter blood velocity and WSS. Physiological variability can lead to real differences in cycle length (e.g., Fig. 7, last column). Such variation makes an exact match of WSS assessed by the two methods unlikely. Nevertheless, good agreement between CFUIV and CEUIV was observed (Figs. 6 and 7). We consider the absolute and relative differences between the measurements to be low. Accurate wall tracking is essential given that an offset of 200 μm in wall location can lead to errors of up to 80% in WSS estimation (Leow and Tang 2018). The wall tracking algorithm used in this study has a mean absolute deviation <100 μm (Riemer et al. 2020a). The accuracy of any assessment of WSS also depends on the spatial resolution of velocity measurement (Katritsis et al. 2007).

Assuming a Poiseuille flow profile, WSS is proportional to the mean velocity. For the comparison of CEUIV and CFUIV, flow and WSS were measured in a straight segment of the abdominal aorta where characteristics appear Poiseuille like. However, even in long straight segments of the aorta, the velocity profile might be skewed (Mynard et al. 2013). Measurement of WSS is clinically more useful in regions where flow is spatiotemporally varying and where analytic approximation fails. The low echogenicity and separability of slow flow might have a bigger impact in such situations.

Fig. 6. Comparison of contrast-enhanced ultrasound image velocimetry (CEUIV) and contrast-free UIV (CFUIV) determination of instantaneous and mean velocity and wall shear stress (WSS). (a–d) Scatterplot, correlation coefficient and WSS bias. (e, f) Bias in velocity magnitude and angle for three different points during the cardiac cycle and the cycle average. Scatterplot is color-coded to distinguish between top (*) and bottom (•) wall and left (bright) and right (dark) sides of the image. Data correspond to the rabbit in Figures 4 and 5.
Limitations

Contrast-free ultrasound imaging velocimetry relies on the effective removal of clutter, and SVD clutter filtering, used in the present study, requires a sequence of images. It may not work in rapidly moving structures such as the heart. Buffering of images (Desailly et al. 2017), harmonic imaging (Paeng et al. 2010) or filtering methods based on machine learning may improve clutter removal and enable real-time CFUIV.

Like VFI, CFUIV can suffer from poor penetration depth. The depth of the rabbit abdominal aorta, imaged in this study, is equivalent to those of more superficial arteries such as the carotid and femoral, in people. In deeper vessels of the abdomen, in the brain or for cardiac imaging, contrast enhancement may be necessary to ensure a sufficiently high SNR.

Microbubble non-linear characteristics were neglected, and no contrast-specific or coded acquisition schemes were used, which can benefit CE and CF imaging, respectively. We also did not test different frequencies, which could be a useful parameter for optimising SNR and hence WSS accuracy. Finally, for practical reasons the MI was relatively low; a higher MI could further benefit CFUIV.

CONCLUSIONS

In this study, we determined that CFUIV is capable of measuring spatially and temporally varying velocity and, hence, of assessing WSS, in large straight vessels in vivo. CFUIV is more easily applied than CEUIV, and provides similar accuracy if a sufficient SNR can be achieved.
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