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Physics increasingly uses Bayesian techniques for systematic data analysis and model-to-data comparison. This paper describes how these methods can be implemented to answer questions of relevance to teaching laboratories. It demonstrates the Bayesian approach to statistical modeling and model selection in a step-by-step workflow. The simple pendulum provides a demonstration with the precision commonly seen in the introductory laboratory. This is used to provide realistic, quantitative guidance for model preference between the small angle approximation and more complicated formula. This extends the simple pendulum literature’s focus beyond comparing individual idealized assessments of different approximations and provides actionable, data-driven guidance for teaching laboratory design.

I. INTRODUCTION

Introductory physics courses commonly teach that the period of a simple pendulum displaced by a small angle $\theta$ may be found by applying the approximation $\sin(\theta) \approx \theta$. The period of a pendulum also depends on the initial angular displacement. Attempts to increase accuracy in approximations of the pendulum period have focused on more closely approximating the full non-analytic integral expression for the period so students in undergraduate laboratories can investigate the dependence of the period on initial angular displacement [1]. Recently, model comparison and complexity has been applied to the pendulum problem in the teaching laboratory [2].

Guidance for the use of the small angle approximation in simple pendula has not been rigorously quantified using realistic uncertainties. Often, the only suggestion is that after $\sim 15^\circ$ the difference between $\sin(\theta)$ and $\theta$ in radians exceeds 1% and the small angle approximation should no longer be used [3]. This does not take into account measurement uncertainties found in a laboratory setting or if the data itself requires additional complexity in the form of more elaborate formulae; c.f. [4] for a recent review. This study demonstrates that students with both an exact and analytical formula for the period of a pendulum can successfully establish a quantitative preference between models at moderate displacements using Bayesian tools. This study remedies a gap in the literature by quantitatively motivating more complex formula in teaching laboratories via realistic measurements.

This paper demonstrates how to establish quantitative criteria for the breakdown of the small angle approximation by introducing and demonstrating the techniques of Bayesian data analysis. Using Bayesian model selection, a quantitative preference between the small angle approximation and a numerical calculation of the exact integral equation is determined. First, an introduction to Bayesian statistics is provided. The exact expression for the period of a simple pendulum – without nonconservative forces, such as drag or friction – is derived as well as the small angle approximation to establish the Physics background. It is demonstrated that it is possible to differentiate the two formula with realistic measurement uncertainties. This is followed by using Bayesian inference to compare the models to data; first to pseudodata generated by each individual model to determine self-consistency and then to measurements of the period of a simple pendulum.

The posterior distributions are then analyzed and posterior predictive distributions are consistent with expectations. Finally, it is determined at what initial angular displacement weak, moderate, and strong preference for the exact calculation are found given measurements with a variety of timing uncertainties. This preference should be used to inform recommendations of maximum initial angular displacement in laboratory materials and textbooks. The overview and workflow presented are intended as a general introduction to Bayesian techniques for implementation in the undergraduate physics curriculum.

II. BAYESIAN STATISTICS

Bayesian data analysis is an increasingly-commonly used tool in physics research, e.g. gravitational-wave astronomy [5] and recently in ultra-relativistic heavy ion collisions [6], among
The techniques and process are ripe for application to pedagogical questions.

In Bayesian statistics, probability is interpreted as the degree of belief in a proposition given the available data and prior knowledge. Put another way, Bayesian statistics quantifies the plausibility or betting odds of a proposition being true. The Bayesian approach is well-suited to applications with limited data in which other knowledge may exist—a description that fits the introductory laboratory well.

The central theorem of Bayesian statistics is Bayes’ theorem,

\[ p(H|d,I) = \frac{p(d|H,I) \cdot p(H|I)}{p(d|I)} \]  

(1)

\( p(\cdot) \) denotes probability density and the vertical bar in \( p(\cdot|\cdot) \) denotes conditionality, i.e. \( p(A|B,C) \) is the probability density of \( A \) given \( B \) and \( C \). A colloquial description of Bayes’ theorem is that it formalizes the process of learning: a prior belief is compared with data. Based on how well it matches the observation, the prior belief is determined to be relatively more or less likely. This updated understanding forms the posterior belief. \( H \) denotes a hypothesis such as a particular choice of parameter value and \( I \) denotes any other information, such as a particular model. In practice, the hypothesis \( H \) often represents a particular choice or distribution of parameter(s). \( I \) may also denote any other additional information such as reasonable expectations that are not directly informed by \( d \), such as expectations from first-principles theory. \( p(H|I) \) is called the “prior” and represents the belief in the hypothesis \( H \) prior to comparison with measurements. \( p(d|H,I) \) is the “likelihood” and is the likelihood for the data \( d \) to be true given the hypothesis \( H \). \( p(d|I) \) is the “Bayes evidence” and is typically treated as a normalization constant such that \( \int p(H|d,I)dH = 1 \). The Bayes evidence quantifies how likely one believes the data to be given other information \( I \). It can therefore be used in model selection: as the data must be true, the model that finds the data most likely is the model preferred by the data. \( p(H|d,I) \) is called the “posterior” and quantifies the belief in any hypothesis \( H \) posterior to comparison with measured data \( d \).

Bayes’ theorem is used to solve inverse problems, calculating “how likely is the data given a set of model parameters” (the likelihood) in order to answer a primary question of interest, “how likely is the set of model parameters given the data” (the posterior). Consequently, a hypothesis for which the observed data is unlikely is itself an unlikely hypothesis. These concepts will be demonstrated using the familiar case of the simple pendulum.

Bayes’ Theorem is typically evaluated using computational tools such as Markov Chain Monte Carlo (MCMC). This yields an estimate of the parameters of the model as well as any covariance structure. An introduction to Bayesian methods, including contrasts with Frequentist statistics, can be found in [8–10]. A thorough overview of Bayesian modeling may be found in [10–12].

In this study, Bayesian techniques are used to determine when the data exhibits weak, moderate, and strong preference for the exact expression for the period of a pendulum relative to the expression for the period of a pendulum in the small angle approximation. To do so, realistically-generated pseudodata and motivated prior expectations will be used in order to evaluate Bayes’ Theorem (Eq. 1) in a modeling workflow. This study employs the use of the Gaussian likelihood function, usually represented in its logarithmic form, which assumes that uncertainties are normally distributed around a central value.

\[ \ln p(d|H,I) = -\frac{1}{2} \sum_{i=1}^{N} \left[ \ln(2\pi\sigma_i^2) + \frac{(d_i - Y_{\text{Model},i})^2}{\sigma_i^2} \right] \]  

(2)

where \( Y_{\text{Model},i} \) is the model calculation of the period at the \( i^{th} \) of \( N \) displacements. The variance \( \sigma_i^2 = \sigma_{\text{data},i}^2 + \sigma_{\text{model}}^2 \), is the data uncertainty and the model uncertainty added in quadrature. Model uncertainty arises from uncertain inputs; in this study the length of a pendulum as well as the angular displacement are both measured inputs and therefore have associated uncertainty. Only one parameter—the gravitational acceleration \( g \)—is varied in the inference and a particular value of \( g \) constitutes a hypothesis \( H \) given the choice of model or other assumptions \( I \). Uncertainty for each model is propagated from uncertain inputs assuming that the variables are independent (or uncorrelated), where for a function \( f \) of variables \( a, b, \text{etc.} \), the variance of the model prediction is given by

\[ \sigma_f^2 = \left( \frac{\partial f}{\partial a} \right)^2 \sigma_a^2 + \left( \frac{\partial f}{\partial b} \right)^2 \sigma_b^2 + \ldots \]  

(3)

and is known as the variance formula and discussed in classic works, c.f. [13] and references therein.
Generalizing to higher dimensions is beyond the scope of this work, but is well documented in standard textbooks [9, 10].

III. THE PERIOD OF A SIMPLE PENDULUM

An ideal simple pendulum has a bob of mass \( m \) suspended from a frictionless attachment point by a massless rod of length \( L \) and moves in a single angular dimension \( \theta \). In the absence of non-conservative forces such as friction and drag, the equation of motion is

\[
\ddot{\theta} = -\frac{g \sin(\theta)}{L}
\]

where \( g \) is the gravitational acceleration. For small displacements, \( \sin \theta \approx \theta \) and Eq. 4 can be identified as a simple harmonic oscillator. The period of a simple harmonic oscillator is \( T = 2\pi \sqrt{\frac{L}{g}} \) and it is trivial to identify \( k = \frac{mg}{L} \). Consequently,

\[
T_0 = 2\pi \sqrt{\frac{L}{g}}
\]

and the uncertainty on the angular measurement does not enter into the model calculation while the uncertainty on the length does.

An exact expression for the period of a simple pendulum is readily derived using the conservation of energy. The expression is simplified by choosing the zero of potential energy when \( \theta(t) = 0 \) and assuming the pendulum to be initially stationary and at its initial angular displacement \( \theta_0 \). The energy conservation equation is

\[
mgL(1 - \cos \theta_0) = \frac{1}{2}mL^2 \dot{\theta}^2 + mgL(1 - \cos \theta),
\]

again neglecting non-conservative forces. It is then straightforward to solve for \( \dot{\theta} \) and integrate \( \theta \) from 0 to \( \theta_0 \), corresponding to one-quarter of the period. This yields \( T = 2\sqrt{2} \int_0^{\theta_0} \frac{1}{\sqrt{\cos \theta - \cos \theta_0}} d\theta \). This integral is improper when \( \theta = \theta_0 \), but a simple substitution \( \cos \theta = 1 - 2\sin^2(\theta/2) \) may be combined with a change of variables \( \sin \phi = \frac{\sin(\theta/2)}{\sin(\theta_0/2)} \) to yield

\[
T = 4\sqrt{\frac{L}{g}} \int_0^{\pi/2} \frac{1}{\sqrt{1 - \sin^2(\theta_0/2) \sin^2(\phi)}} d\phi.
\]

As this expression incorporates the initial angular displacement \( \theta_0 \), the uncertainty on the measured initial angular displacement must be incorporated. Uncertainty on \( \theta_0 \) is propagated through the integral expression in a technical calculation with the assumption that uncertainties are normally distributed and uncorrelated, using Eq. 3. The exact expression also must account for the measured uncertainty on the length of the pendulum \( L \). The small angle approximation (Eq. 5) and the exact expression (Eq. 6) are the models considered in this work.

Using real measurements in order to determine model preference thresholds demands a sufficiently large number of measurements as to be impractical\(^1\), so the data used in this study for model selection is generated using Eq. 6.

Generated data used in model validation are termed “pseudodata”, real measurements are performed for the inference of \( g \), and generated data are used to calculate model preference thresholds. Pseudodata are generated for model validation by making a set of simple choices informed by experience in undergraduate teaching laboratories. In these laboratories, standard advice about the uncertainty is that the uncertainty of a measurement is equal to half of the smallest increment of the measurement device. A common measuring device in teaching laboratories is a meter stick with millimeter gradations, corresponding to an uncertainty of ±0.0005 m.

In this study, a fixed value \( L = 0.807 \pm 0.0005 \text{m} \) was measured. The uncertainty on initial angular displacement corresponds to the use of digital protractor with 0.01° graduations; all angular model inputs thus have uncertainty ±0.005°. The pendulum length and initial angular displacement are measured and have associated measurement uncertainties that are consistently accounted for in the likelihood function via uncertainty propagation (Eq. 3) in a way that is standard in both Bayesian and Frequentist inference.

In teaching laboratories, more precise timing mechanisms may also be available and the use of smartphone accelerometers in teaching laboratories has become more common [14]. These measurements are significantly more precise than the precision of a stopwatch and are not impacted by human reaction times. Common measurements with smartphone accelerometers in recent courses at McGill University had uncertainty of approximately ±0.02 s [14], while

\(^1\) For 5 measurements of 10 periods at 20 displacements each with 3 timers, a single maximum angular displacement can require 300 measurements.
timing uncertainties with a photodiode timer used in the measurements performed for this work are smaller still – ±0.005 s. Finally, timing uncertainty corresponding to the use of a stopwatch in model selection is taken to be 0.250√2 s, corresponding to a reaction time of 0.250 s [15] to start and stop the timer added in quadrature. Advice given to students is to time up to 10 periods of a pendulum in order to reduce the relative error on the measurement, a process replicated in this work. This study assumes that measurements are normally distributed with standard deviation corresponding to the uncertainty.

Different values of the timing precision may be specified when generating pseudodata; it is then possible to specify the initial angular displacement and produce pseudodata that reflects the precision of data in introductory teaching laboratories.

IV. A WORKFLOW FOR REPRODUCIBLE INFERENCE

Reliable, reproducible, and robust data analysis is supported by a well-designed workflow. Following a step-by-step process acts as a safeguard that supports a rich understanding or straightforward troubleshooting of the models. In both research and pedagogical settings, clearly-defined steps are able to guide analysis and allow for careful implementation and refinement. An additional benefit of a modeling workflow for teaching applications is that it allows for the analysis to be broken into digestible, concrete steps in course materials.

The workflow presented here progresses from explicitly defining prior knowledge all the way to verifying that the final inference reproduces expectations. Each step is described, motivated, and implemented in the models before progressing to the next step. At the end of the workflow, Bayesian model selection is introduced to establish rigorous criteria for when the data itself demands one model over the other.

A. Step 1: Defining the prior state of knowledge

Once the models have been chosen, the first step in Bayesian data analysis is to clearly motivate the choice of prior. The prior should reflect concrete understanding of the underlying quantity and be sufficiently general as to constrain the problem without pre-determining or biasing the result [16]. For example, a prior that precludes the true result can never recover the true result as is clear from Bayes’ Theorem. The goal of the prior is to be constraining, but allow for the bulk of the posterior constraint to be determined by systematic comparison of the model to data via the likelihood.

The initial angular displacement and period of a simple pendulum are easily measured and the length of the pendulum has been fixed. As a result, the only free model parameter in both the equations using the small angle approximation and the exact expression for the period of a pendulum is the gravitational acceleration g. g must be positive definite and nonzero, otherwise no oscillation will occur. It is also possible to ascribe physical intuition to the problem, which will be done with an exaggerated example. Gravitational acceleration on the surface of a body scales with the mass of the body and gravitational acceleration on the Moon is approximately 1.625 m/s² [17] and the surface gravity of Jupiter is 24.79 m/s² [18]. Proceeding with confidence that the mass of the Earth is likely between that of the Moon and Jupiter, a weakly-informative prior can be constructed that allows for some probability of surprise.

A common choice for a weakly-informative prior on positive definite quantities is the inverse gamma distribution. The inverse gamma distribution has support on the interval (0, ∞), matching the positive definite constraint and is easily tuned so that only 1% of the probability falls below 1.625 m/s² and above 24.79 m/s². This prior is shown in Fig. 1. The location of the mode of the distribution is not particularly relevant – by constructing a weakly-informative prior, the information contained in the data will far outweigh the information in the prior. Other choices of prior that have similar support are possible, but the inverse gamma distribution smoothly approaches 0 on the bounds of its support. This matches physical intuition. For example, if the prior was the uniform distribution U(1.625, 24.79), this would not change the results of the inference, but would require justifying that 24.8 m/s² was completely forbidden while 24.79 m/s² was allowed and just as likely as any other value in the prior.
FIG. 1. (Color online) The prior probability density function (PDF) of the gravitational acceleration $g$. This PDF is $p(H|f)$ in Eq. 1 where each value of $g$ is a hypothesis $H$.

B. Step 2: Prior predictive checks

In Physics, limiting-case arguments are a classic example of how to use exploration to set constraints. Prior predictive checking is another example of exploring the parameter space to gain an understanding of model behavior [19]. The computational model is evaluated with draws from the prior distribution to form the prior predictive distribution. This is used to assess the underlying model and determine the presence of non-trivial features or predictions that are at odds with expectations. In this simple case, a prior defined with support $[0, \infty)$ would suggest that a finite value for the period should be expected when the gravitational acceleration is 0. However, the period is ill-defined at 0 m/s$^2$ and the result is at odds with expectations. The models in this study are simple and so few unexpected features exist, but the step is included to demonstrate modeling procedure. Predictions for the period with $g$ sampled from the prior distribution are shown in Fig. 2. It is expected that measured periods of the pendulum in this work are between approximately 1 and 5 seconds, while longer and shorter periods are possible, but implausible.

C. Step 3: Model validation

Model validation, also known as closure testing or empirical coverage, is a means of assessing self-consistency. This is established by solving the statistical inverse problem – given some output, what is the corresponding input – with Bayes’ Theorem. Pseudodata are generated with each model and the model that generated the data is used in inference to see if the most likely parameter values match the known inputs. This is an important step as it represents the best-case scenario: the model is known to contain all the features of the data.

Pseudodata are generated with the NIST reference $g = 9.80665$ m/s$^2$ [20] and timing uncertainty corresponding to the use of a photodiode timer over 10 periods, comparable to the measurements in the inference with data. Initial displacements are chosen with arbitrary spacing to exaggerate features of real measurements rather than provide an unrealistically-even test case, $\theta_0 = [2.86, 11.46, 20.05, 22.92, 35.98]$ degrees, and calculations of the corresponding periods are shown in Fig. 3.

FIG. 2. (Color online) 100 predictions for the period with $g$ sampled from the prior and initial angular displacement $\theta_0$ sampled from a uniform distribution $U(0, \pi/4)$.

FIG. 3. (Color online) Pseudodata used for model validation. In model validation, models are compared to data generated by the model under consideration.

The models are both calibrated to their respective validation pseudodata and the posterior distributions are shown in Fig. 4. It can be clearly seen that both models are able to achieve closure when the data is perfectly consistent with the model. The small angle approximation model’s posterior is slightly more peaked than that of the exact model; this is because the pseudodata is more precise. This precision arises because the small angle approximation does not account for uncertainty on $\theta_0$ and thus does not propagate this uncertainty to the calculated period, while the exact expression must carefully account for this additional uncertainty. For each parameter value considered, the likelihood is calculated.
and the value of the posterior is computed. While this is simple in a small number of dimensions, this is impractical for high-dimensional applications and computing the posterior directly becomes computationally expensive.

To efficiently compute the posterior, Markov Chain Monte Carlo (MCMC) is used. MCMC algorithms are efficient sampling techniques in which “walkers” walk through the parameter space according to an algorithm. At each MCMC step, the likelihood is calculated and multiplied by the prior and used to determine if a step is accepted (added to the ensemble of samples) or not. Therefore, each step taken by a walker is an accepted sample from the posterior and the ensemble of samples can be used to estimate properties of the true posterior. The longer the walkers walk, the more samples are drawn and the distribution of those samples more closely resembles the target distribution. These samples can then be analyzed as draws from the posterior. This study uses a numerical implementation of MCMC, ptemcee, whose features allow for straightforward calculation of the Bayes evidence [21–23].

FIG. 4. (Color online) Posterior distributions for \( g \) in model validation using the exact formula for the period and the small angle approximation. The true value is shown in red and vertical dashed lines denote the 16th, 50th, and 84th percentile of the samples in increasing \( g \) with exact values provided above the figure. When the models contain the full information present in the data to which they are compared, both are able to recover the true value.

![Posterior distributions for g](image)

Just as prior predictive checks were performed, it is important to perform posterior predictive checks to see if the knowledge of \( g \) posterior to comparison with data is consistent with the data. Predictions are made by taking draws from the posterior distribution and evaluating the model to form the posterior predictive distribution in Fig. 5. Both models clearly produce predictions consistent with their respective validation data. A mismatched posterior predictive distribution can indicate an issue in the inference, the MCMC, or may reveal model deficiencies useful for improving the model. For example, the posterior predictive distributions may reproduce some – but not all – data, indicating missing physics. Where the models are calibrated to data generated by themselves, both are able to recover the known input (Fig. 4) and reproduce pseudodata (Fig. 5). The distribution of model predictions are shown with violin plots, which show distributional information. In violin plots, the width of the regions corresponds to the probability density of the data and is able to show more substructure than a box-and-whisker plot.

FIG. 5. (Color online) Violin plot of the posterior predictive distributions for \( g \) from model validation. The posterior distributions are those shown in Fig. 4. Tails of the posterior correspond to tails in the posterior predictive distribution.

![Violin plot of the posterior predictive distributions](image)

D. Step 4: Inference with data

Only after the prior and model self-consistency have been established is it appropriate to systematically compare the models to real data. This is because model mis-specification and missing features could be identified and rectified before extracting physics conclusions.

Measurements were made with a pendulum of length \( L = 0.807 \pm 0.0005 \text{ m} \) and a cylindrical bob of mass \( 10 \pm 0.05 \text{ g} \) with times recorded using a photodiode connected to a Pasco 850 universal interface Model UI-5000. The measurements of initial angular displacement \( \theta_0 \) were made by a digital protractor in degrees with hundredth-of-a-degree precision, corresponding to a \( \pm 0.005^\circ \) angular uncertainty. The bob was released from the same location using a stand. 5 measurements of 10 periods were made at each arbitrary angular displacement, consistent with the typical number of measurements performed by stu-
dents in introductory teaching laboratories [14]. The means of these measurements and associated uncertainties are provided in Table I.

| \( \theta_0 \) (deg) ± 0.005° | Period (s) ± 0.0001 s |
|---------------------------|----------------------|
| 6.40                      | 1.8028               |
| 11.73                     | 1.8056               |
| 16.41                     | 1.8113               |
| 19.99                     | 1.8152               |
| 23.18                     | 1.8196               |
| 32.67                     | 1.8339               |

TABLE I. Experimental results for the period of the simple pendulum investigated.

The posterior is evaluated numerically using MCMC. The posterior distribution for the gravitational acceleration \( g \) is shown in Fig. 6. The exact model is able to infer the gravitational acceleration with a relatively precise 68% credible interval \(-9.818 \pm 0.003 \text{ m/s}^2\) – while the small angle approximation infers a result with higher precision \(-9.715 \pm 0.001 \text{ m/s}^2\) – but sacrifices accuracy with a remarkable \(\sim 0.1 \text{ m/s}^2\) bias from the standard value 9.80665 \text{ m/s}^2 [20] and from 9.80636 \text{ m/s}^2, the best-available model calculation of \( g \) for the experimental apparatus’ location [24]. While in Fig. 4, both models were self-consistent and recovered results within expectations, one can clearly see in Fig. 6 that the small angle approximation’s posterior is less consistent with expectations than that of the exact expression for the period.

Increased precision at the cost of bias is commonly known as the “bias-variance tradeoff”. In the bias-variance tradeoff, a simple model underfits the data and produces unrealistically tight constraint with a bias while a complex model overfits the data and can produce an accurate estimate with excessive variance. Addressing this tradeoff is a focus of model development and many techniques in statistical learning [25]. While the reference value is not within the 68% credible region of the exact model, the bias is greatly reduced and the major features of the data are successfully reproduced.

Similarly, the bias-variance tradeoff influences the relative precision of the real data posterior versus that of the model validation. Because the models are both less-well suited to the real data, there is both a cost in terms of bias and in misplaced confidence in the estimate. This could be resolved through incorporating a likelihood more robust to outliers and model mismatch, such as the Student’s t-likelihood.

The source of the difference in precision is the same as in the pseudodata comparisons in Fig. 4. The small angle approximation does not incorporate angular displacement and thus does not incorporate the uncertainty on \( \theta_0 \) while the exact formula for the period does.

FIG. 6. (Color online) Independently normalized posterior distributions for \( g \) using the exact formula for the period and the small angle approximation. The standard value [20] is shown in red and vertical dashed lines denote the 16th, 50th, and 84th percentile of the samples in increasing \( g \) with exact values provided above the corresponding distribution. This corresponds to the central value and the 68% credible interval. Because the two posteriors are independently normalized, it is important to consider each posterior independently and not interpret the relative height of the peaks.

E. Step 5: Posterior predictive checks

Posterior predictive distributions can once again elucidate features of the predictions and provide insights into why one model may fail while the other succeeds. The posterior predictive distributions for the models compared to real data are shown in Fig. 7. The failure of the small angle approximation to reproduce the measured data is striking. As it was shown in Fig. 5 that the model is self-consistent, the only conclusion from Fig. 7 can be that the small angle approximation’s lack of \( \theta_0 \) dependence is the source of its breakdown. As a result, the posterior predictive distributions make the incompleteness of the small angle approximation immediately apparent and interpretable. The predictions from the exact model posterior are constrained around the measurements and are broadly consistent with the measured uncertainty, while the small angle model attempts to match the data by undershooting at large angular displacement and overshooting small displacements.
This establishes that it is possible to demonstrate bias in calculations of gravitational acceleration introduced by using the small angle approximation while including realistic measurement uncertainties. Through the use of a modeling workflow, it is straightforward to identify and interpret the source of this bias.

It is also clear that the exact formula for the period of a simple pendulum contains the majority of relevant physics necessary to describe real data. Features not yet accounted for include the flattening of the data at large displacement in Fig. 7 likely due to drag. Accounting for such effects is beyond the scope of this work.

V. MODEL SELECTION

It is time to translate the difference between model performance into quantitative guidance using the tools of Bayesian model selection. Bayesian model preference is evaluated using the ratio of two models’ Bayes evidences (the denominator of Eq. 1), called the Bayes factor

\[ B_{01} = \frac{p(d|M_0)}{p(d|M_1)} \]  

(7)

where models \( M_i \) are subscripted 0 and 1. The Bayes factor \( B_{01} \) is used to quantify model preference. Hereafter, the exact formula for the period and the small angle approximation are subscripted 0 and 1, respectively. A Bayes factor greater than one represents an increase of support for \( M_0 \) relative to \( M_1 \) and directly corresponds to the odds of \( M_0:M_1 \).

The Bayes factor allows for determination of a preferred model when the result is not immediately obvious. In the simple pendulum, a single observable – the period – is considered. However, in more sophisticated experiments, there may be multiple observables considered simultaneously and the comparison becomes more complex (c.f. [6]). While tools such as the \( \chi^2 \)-per-degree-of-freedom exist, these often make implicit assumptions about the shape of the posterior distribution. The Bayes factor makes no additional distributional assumptions beyond those explicitly chosen by the priors and the likelihood. A more in-depth discussion of Bayesian model selection may be found in [8].

Empirical scales are used to determine when there is weak, moderate, and strong evidence for \( M_0 \) vs. \( M_1 \). The Bayes factor is easily interpretable as it gives the direct odds ratio of one model to the other. In this work, the Jeffreys’ Scale is used (Table II). The Jeffreys’ Scale is a standard scale for model selection in Bayesian studies [26].

| ln \( B_{01} \) | Odds | Probability | Strength of evidence |
|----------------|------|-------------|----------------------|
| < 1.0          | \( \leq 3:1 \) | < 0.750     | Inconclusive          |
| 1.0            | \( \sim 3:1 \) | 0.750       | Weak evidence         |
| 2.5            | \( \sim 12:1 \) | 0.923       | Moderate evidence     |
| 5.0            | \( \sim 150:1 \) | 0.993       | Strong evidence       |

TABLE II. The Jeffreys’ Scale, reproduced from [8].

Data are generated for the model selection study as follows. Taking sufficient accurate measurements by hand is unreasonable, involving thousands of measurements of the period, and it has already been demonstrated that the exact expression of the period describes the motion of a pendulum well. Therefore, it is reasonable to generate data using the model, given a set of simple assumptions. It is unreasonable to assume that students would be able to make reliable measurements at increments finer than 1° with a meter-scale pendulum or at more than 12 increments in initial angular displacement \( \theta_0 \). Typically, students make fewer measurements in teaching laboratories and this study represents an attempt to find an idealized, maximally-restrictive constraint on initial angular displacement \( \theta_0 \).

12 proxy data points linearly spaced in \( \theta_0 \) are generated if the maximum \( \theta_0 \) is larger than 12°. If the maximum \( \theta_0 \) is less than 12°, data are generated in 1° increments. The Bayes factor is then found by calculating the Bayes evidence of each model with respect to the data. It is then possible to determine at what \( \text{Max}[\theta_0] \) the evidence for the exact model becomes weak, moderate, or strong. These data points
are generated with the uncertainties commensurate with photodiode, accelerometer, and stopwatch timing. Including these results demonstrates the importance of accounting for uncertainty when offering data-driven guidance and will allow for appropriate implementation of these results in the classroom.

The ln Bayes factor is shown in Fig. 8. As anticipated, as the maximum initial angular displacement $\theta_0$ increases, there is progressively stronger preference for the exact expression. The constraint diminishes as the initial angular displacement is restricted to the region where the small angle approximation is increasingly valid. Preference thresholds for the exact calculation at maximum initial angular displacement $\theta_0$ are given in Table III. The small angle approximation is justified below these model preference thresholds.

VI. CONCLUSIONS

This work demonstrates how to approach statistical modeling through a workflow and how to set data-driven constraints. This is the first instance in the literature of modern computational and statistical techniques being applied to the simple pendulum and demonstrates how the modeling procedure followed in research applications may be applied to pedagogical settings. The interpretable failure of the

| Strength of evidence | $|\ln B_{01}|$ | $\theta_0$ (deg) |
|----------------------|---------------|---------------|
| Photodiode timing    |               |               |
| Weak                 | 1.0           | 8.0 ± 0.1     |
| Moderate             | 2.5           | 8.89 ± 0.09   |
| Strong               | 5.0           | 9.81 ± 0.06   |
| Accelerometer timing |               |               |
| Weak                 | 1.0           | 11.2 ± 0.4    |
| Moderate             | 2.5           | 13.4 ± 0.2    |
| Strong               | 5.0           | 15.8 ± 0.2    |
| Stopwatch timing     |               |               |
| Weak                 | 1.0           | 35 ± 2        |
| Moderate             | 2.5           | 44.6 ± 0.9    |

| Timing Precision     | Recommended Restriction |
|----------------------|-------------------------|
| Photodiode ($\pm \sim 0.005$ s) | 10°                    |
| Accelerometer ($\pm \sim 0.02$ s) | 15°                    |
| Stopwatch ($\pm \sim \sqrt{2}(0.250)$ s) | 45°                    |

TABLE III. Model preference thresholds in which the exact formula is preferred over the small angle approximation. Subscript 0 denotes the exact formula and subscript 1 denotes the small angle approximation. Strong preference was not found for stopwatch timing when maximum angular displacement was limited to 45°.

TABLE IV. Guidance for restricting initial angular displacement for simple pendula when using the small angular approximation.
ing of precision $\pm O(0.01)$ s, but displacements with more precise timing $\pm O(0.001)$ s should be restricted to $10^\circ$ while displacements with less precise timing commensurate with stopwatches and human reaction times should not be restricted below $45^\circ$. These restrictions may also be useful in upper-level laboratories with more precise timing or more advanced apparatus such as Kater pendula.

This analysis represents the current state-of-the-art guidance for laboratory manuals and textbooks as it has used realistic best-case uncertainties and advanced statistical techniques to determine when the breakdown of the approximation is actually detectable. Future works should continue with the present guidance, but modify their justification to be data-driven rather than being motivated by a 1% discrepancy in the small angle approximation. This would both be more directly applicable to instructors and more faithfully communicate the derivation of scientific guidance to students. Additionally, this demonstration sets out a workflow in which students could derive their own guidance in this and other laboratory applications while gaining experience in statistical and scientific modeling.
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