Reporting of coronavirus disease 2019 prognostic models: the transparent reporting of a multivariable prediction model for individual prognosis or diagnosis statement
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Abstract: Evaluation of the validity and applicability of published prognostic prediction models for coronavirus disease 2019 (COVID-19) is essential, because determining the patients’ prognosis at an early stage may reduce mortality. This study was aimed to utilize the transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD) to report the completeness of COVID-19-related prognostic models and appraise its effectiveness in clinical practice. A systematic search of the Web of Science and PubMed was performed for studies published until August 11, 2020. All models were assessed on model development, external validation of existing models, incremental values, and development and validation of the same model. TRIPOD was used to assess the completeness of included models, and the completeness of each item was also reported. In total, 52 publications were included, including 67 models. Age, disease history, lymphoma count, history of hypertension and cardiovascular disease, C-reactive protein, lactate dehydrogenase, white blood cell count, and platelet count were the commonly used predictors. The predicted outcome was death, development of severe or critical state, survival time, and length-of-hospital stay. The reported discrimination performance of all models ranged from 0.361 to 0.994, while few models reported calibration. Overall, the reporting completeness based on TRIPOD was between 31% and 83% [median, 67% (interquartile range: 62%, 73%)]. Blinding of the outcome to be predicted or predictors were poorly reported. Additionally, there was little description on the handling of missing data. This assessment indicated a poorly-reported COVID-19 prognostic model in existing literature. The risk of over-fitting may exist with these models. The reporting of calibration and external validation should be given more attention in future research.
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Introduction

The novel coronavirus disease 2019 (COVID-19) poses an urgent threat to global health. As of August 28, 2020; 24,299,923 confirmed cases of COVID-19, including 827,730 deaths, were reported to the World Health Organization (WHO) (1). The huge number of infected cases brought tremendous pressure on the medical facilities. In addition to the high risk of infection to the medical
staff, effectively allocating resources, such as the number of intensive care unit (ICU) beds or other medical equipment, is also a challenge. According to existing reports, many infected patients show mild flu-like symptoms and can recover quickly (2). However, some rapidly develop acute respiratory distress syndrome, multiple organ failure, and death (3-6). Therefore, a current concern is to determine the patients’ prognosis at an early stage, to reduce mortality. To provide the patients with the most reasonable level of treatment and care, many studies have combined multiple predictors to establish models, to predict the patients’ prognosis in clinical practice, but the quality of these reports has not been evaluated (7-9). Complete reporting is benefit to study replication and assess the applicability to other individuals. Therefore, high-quality reporting about prediction model is essential. In 2015, multiple journals simultaneously published a study on how to improve the quality of reports on prediction model studies, namely transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD) statement (10). TRIPOD is a list of 22 items involving title and abstract (items 1 and 2), background and objectives (item 3), methods (items 4 through 12), results (items 13 through 17), discussion (items 18 through 20), and other information (items 21 and 22). The TRIPOD statement covers the development and external validation of prediction models as well as studies with only external validation (updates with or without predictors).

A previous systematic review showed unsatisfactory level of quality of prediction models in various clinical fields (11). Wynants et al. also conducted a systematic review of the prediction models in COVID-19 (12). However, the results were qualitative, and no unified indicator to measure and compare the reporting integrity between different studies was reported. Our study provides a new evaluation method for model reporting, and summarizes the omissions commonly existing in current reporting, so that future research can focus on avoiding these problems to improve the quality of model reporting.

Our research aimed to use the TRIPOD tool to systematically review and critically evaluate the published models for predicting the prognosis or course of COVID-19 in patients. The results could provide the key for further improvement of the quality of COVID-19-related prognostic model reporting. We present the following article in accordance with the PRISMA reporting checklist (available at http://dx.doi.org/10.21037/atm-20-6933).

Methods

Search strategy

A search was conducted in PubMed and Web of Science databases until August 11, 2020, with no language restrictions. The terms related to COVID-19 (COVID-19, SARS-COV-2, novel corona, 2019-ncov) and prognostic model (prognostic, prediction model, regression) were searched in the databases. We also searched for reviews in this field and references of the original articles, to identify whether there were any missed studies. Only peer-reviewed studies on the prognostic model of COVID-19 were included in our research, and the preprint form was not considered.

Inclusion and exclusion criteria

We included articles on multivariate models or risk scores for predicting any prognostic outcomes of COVID-19. The exclusion criteria were as follows: (I) non-human research; (II) studies on the prediction model of disease transmission; (III) diagnostic model of COVID-19; (IV) studies on predictive factors but with no established prognostic models; (V) studies on prediction models using non-regression techniques; since TRIPOD does not support the evaluation of such methods (e.g., machine learning, neural networks) (13). Studies based on the above criteria were screened by two investigators (LQY and QW), and differences were resolved after discussion.

Data extraction

Two investigators (LQY and TTC) independently reviewed the titles and abstracts of all extracted articles. Any discrepancies were agreed upon through discussion and, if necessary, resolved by a consultant (HJ). Investigators used TRIPOD standard data extraction forms to determine the completeness of articles (www.tripod-statements.org). Additionally, the publications were grouped into four types of prediction models: development, external validation of existing models, incremental values, and development and validation of the same model. Publications could be classified into more than one type of prediction model.

In other words, for the development model, if different models were developed using the same data in one study, we extracted information from the primary model. For external validation of different existing models, information was extracted separately. Studies that reported both development and external validation of different models were classified
into both development and external validation models. The basic information of each study (study region, study design, sample size, and predicted outcomes) were extracted. In addition, information about predictors were addressed in the articles. Predictors refer to variables that are included in the model at the time of model construction and that build statistical relationships with predicted outcomes. Previous researchers encourage that age, sex, C-reactive protein, lactic dehydrogenase, lymphocyte count, and potentially features derived from CT-scoring should be included in the COVID-19 prognostic model (12). Similarly, we extracted the prediction performance, including discrimination and calibration and their standard error (SE) or 95% confidence interval (CI), if provided. Discrimination was usually measured by the area under the receiver operator characteristic curve (AUROC) or c-index, while calibration was usually quantified by calibration intercept and calibration slope. The closer the AUROC or c-index and calibration slope is to 1, the better the performance of the model. The performance data were extracted in the following order: external validation, internal validation, and original performance (if the two above were not included).

Analysis

To evaluate the completeness of included models, the number of TRIPOD items that were completely reported was divided by the total number of TRIPOD items in the article. Furthermore, to assess the overall reporting completeness of each item in the TRIPOD statement, we divided the number of models with complete reports for a specific TRIPOD item by the total number of models applicable to this item. To evaluate for completeness, if an item was not considered applicable to a study, the five items declared by TRIPOD included “if completed” or “if applicable” statements (items 5c, 10e, 11, 14b, and 17). Then, such items were excluded from both the numerator and denominator.

In validation, the random effect model was used to pool the presented prediction performance with their 95% CI in the meta-analysis. The \( I^2 \) statistic was used to assess the heterogeneity among the studies. When \( I^2 \) statistic was >50% (moderate heterogeneity), the random effect model was used for the analysis.

Results

After screening, a total of 52 publications were included in our study (Figure 1). From the 52 publications, we scored 67 models using the TRIPOD tool as follows: 37 (55%) development, 14 (21%) external validation of existing models, 3 (5%) incremental values, and 13 (19%) development and validation of the same model.

Primary information

Thirty-six studies used COVID-19 patients’ data from China, four from Italy, and two from the United States. Britain, France, Norway, Turkey, Spain, and Mexico had one each. Four studies did not specify the country or region of the data. Regarding the study design, most (88%) were retrospective studies, while two were prospective studies. One study used retrospective data in model development, but prospective methods in a validation cohort to recruit patients. One study identified the race of the participants as Caucasian (8). In a total of 23 studies, the follow-up date was mentioned. All the studies reported the sample sizes (median sample size, 220.5 [interquartile range (IQR): 109.25, 459.25]. Detailed information is shown in Table 1 and Appendix 1.

Prognostic predictors

In the final model, six studies used computed tomography (CT) or chest X-ray results to establish the scoring rules. The median number of prognostic predictors was five (IQR: 3, 6.25). The most frequently used predictors in the model (>10 times) were as follows: age, disease history, lymphocyte count, history of hypertension and cardiovascular disease, C reactive protein, lactate dehydrogenase, white blood cell count, and platelet count, reported 26 (50%), 17 (33%), 14 (27%), 12 (23%), 12 (23%), 11 (21%), 10 (19%), and 10 (19%) times, respectively. The commonly used predictors (>5 times) were as follows: lymphocyte ratio, procalcitonin, aspartate aminotransferase, and dyspnea reported 8 (15%), 5 (10%), 5 (10%), and 5 (10%) times, respectively (Appendix 2).

Prediction outcomes and performances

The prediction outcomes in 23, 17, 8, 2, and 2 studies were death, severe or critical state disease development, ICU admission/mechanical ventilation/death, survival time, and length-of-hospital stay, respectively (Table 1). For death, the reported discrimination performance ranged from 0.584 to 0.994. Another study reported the weighted kappa
(k_\text{w}) and 95% CI (14). The calibration of the prediction models on mortality by Luo et al. showed good consistency between the prediction in the training cohort and actual observations (15). In two other studies, the model also fitted well (16,17). When the outcome was severe or critical progression of the disease, the discrimination ranged from 0.636 to 0.971. For ICU admission/mechanical ventilation/death, the discrimination varied between 0.712 and 0.900. Discrimination reported for the length-of-hospital stay outcome ranged from 0.361 to 0.848. For survival time, the discrimination was between 0.672 and 0.892.

**Reporting completeness per TRIPOD items**

We found that TRIPOD items in the discussion section were well completed (items 18–20); up to 100%. Supplementary information for item 21 and research funding for item 22 were well reported at 100%. The remaining 14 items were reported at \( \geq 75\% \) completeness, for all types of models (e.g., development, validation, development and validation of the same model, and incremental value). Four items reported <25%.

Information in the other parts of the TRIPOD items were described carefully below. Since there were three models in the incremental value that qualified and the sample size was small (hence not representative), we did not
| No. | First author | Study region          | Study design   | Outcome                                | Sample size | Performance (discrimination) | Validation | Type of validation                  | Sample size | Performance | Calibration |
|-----|--------------|-----------------------|----------------|----------------------------------------|-------------|--------------------------------|------------|-------------------------------------|-------------|--------------|-------------|
| 1   | Yuan         | Wuhan, China          | Retrospective  | Death                                  | 27          | 0.901 (0.873, 0.928)           | None       | Internal validation (randomly split) | None        | None         | Yes         |
| 2   | Osborne      | Veterans, United States| Retrospective  | Death                                  | 4,614       | 0.73                           | None       | Internal validation (randomly split) | 1,977       | Not reported | No          |
| 3   | Francone     | Not reported           | Retrospective  | Death                                  | 130         | 0.672 (0.647, 0.877)           | None       | None                                | None        | None         | No          |
| 4   | Cozzi        | Not reported           | Retrospective  | ICU admission                           | 234         | ICC0.92 (0.88, 0.95)           | None       | None                                | None        | None         | No          |
| 5   | Borghesi     | Italy                 | Retrospective  | Death                                  | 302         | 0.853                          | None       | None                                | None        | None         | No          |
| 6   | Wang         | Wuhan, China          | Retrospective  | Death                                  | 296         | 0.88 (0.80, 0.95)              | External validation | 44           | 0.83 (0.75, 0.96) | No       |
| 7   | Hong         | Zhejiang, China       | Retrospective  | Prolonged length of stay in hospital    | 75          | 0.848 (0.753, 0.944)           | None       | None                                | None        | None         | No          |
| 8   | Yu           | Wuhan, China          | Retrospective  | Death                                  | 1,464       | 0.765 (0.725, 0.805)           | None       | None                                | None        | None         | No          |
| 9   | Galloway     | London, England       | Not reported   | Critical care admission and death       | 578         | 0.757 (0.713, 0.805)           | Internal validation (randomly split) | 579           | 0.712 (0.664, 0.759) | Yes      |
| 10  | Liu          | Wuhan, China          | Retrospective  | The development of severe/critical disease | 84          | 0.804 (0.702, 0.883)           | External validation | 71           | 0.881 (0.782, 0.946) | Yes      |
| 11  | Borghesi     | Italy                 | Not reported   | Death                                  | 100         | $K_w$ 0.82 (0.79, 0.86)        | None       | None                                | None        | None         | No          |
| 12  | Liu          | Shanghai, China       | Retrospective  | Severe-event-free survival              | 134         | 0.78 (0.69, 0.88)              | None       | None                                | None        | None         | No          |
| 13  | Yao          | Wuhan, China          | Retrospective  | Death                                  | 248         | 0.85 (0.77, 0.92)              | None       | None                                | None        | None         | No          |
| 14  | Zhou         | Sichuan, China        | Retrospective  | Development of severe COVID-19          | 366         | 0.863 (0.801, 0.925)           | Internal validation (bootstrap) | Not reported | 0.839         | Yes         |
| 15  | Liang        | China                 | Retrospective  | Development of critical illness         | 1,590       | 0.88 (0.85, 0.91)              | Internal validation (bootstrap)/external validation | Not reported/710 | 0.88 (0.85, 0.91)/0.88 (0.84, 0.93) | No         |
| 16  | Dong         | Wuhan, China          | Retrospective  | Survival time                           | 377         | 0.901                          | Internal validation (randomly split) | 251           | 0.892         | Yes         |
| 17  | Zheng        | Hubei/Anhui, China    | Retrospective  | ICU admission, mechanical ventilation, or death | 166         | 0.82 (0.76, 0.88)              | External validation | 72           | 0.89 (0.82, 0.96) | Yes       |
| 18  | Zhang        | Wuhan, China          | Retrospective  | Survival probability                    | 516         | 0.886 (0.873, 0.899)           | External validation | 186           | 0.879 (0.856, 0.900) | Yes      |
| No. | First author | Study region                        | Study design | Outcome                                       | Sample size | Performance (discrimination) | Validation Type of validation | Sample size | Performance | Calibration |
|-----|--------------|-------------------------------------|--------------|----------------------------------------------|-------------|-------------------------------|-------------------------------|-------------|--------------|-------------|
| 19  | Xiao         | Hubei/Jiangxi, China                | Retrospective| Severe state                                 | 231         | 0.861 (0.800, 0.922)          | Internal validation (randomly split)/ external validation | 101/110     | 0.871 (0.769, 0.972)/0.826 (0.746, 0.907) | Yes         |
| 20  | Wang         | Wuhan, China                        | Retrospective| Death                                        | 108         | 0.964 (0.909, 0.990)          | None                          | None        | None         | None        |
| 21  | Zheng        | Zhejiang, China                     | Retrospective| Severe state                                 | 141         | 0.821 (0.746, 0.896)          | None                          | None        | None         | Yes         |
| 22  | Wu           | Wuhan, China                        | Retrospective| Moderately ill and severely/ critically ill | 210         | 0.955                         | Internal validation (randomly split) | 60          | 0.945        | No          |
| 23  | Luo          | Not reported                        | Retrospective| Death                                        | 1,018       | 0.907 (0.886, 0.928)          | None                          | None        | None         | None        |
| 24  | Huang        | Hubei, China                        | Retrospective| Disease progression in mild cases            | 344         | 0.849                         | None                          | None        | None         | No          |
| 25  | Liu          | Wuhan, China                        | Retrospective| Death                                        | 336         | 0.994 (0.979, 0.999)          | None                          | None        | None         | No          |
| 26  | Hu           | Wuhan, China                        | Retrospective| Death of severe or critical patients         | 105         | 0.864                         | None                          | None        | None         | No          |
| 27  | Zhang        | Wuhan, China                        | Retrospective| The death rate of critically patients in ICU| 136         | Not reported                  | None                          | None        | None         | No          |
| 28  | Lorente-Ros  | Not reported                        | Retrospective| Death                                        | 770         | 0.775                         | None                          | None        | None         | No          |
| 29  | Myrstad      | Oslo area, Norway                   | Prospective  | Severe disease and in-hospital mortality     | 66          | 0.786 (0.659, 0.913)          | None                          | None        | None         | No          |
| 30  | Liu          | Beijing, China                      | Prospective  | Development of critical illness.             | 61          | 0.807 (0.676, 0.938)          | External validation           | 54          | 0.882 (0.778, 0.986) | Yes         |
| 31  | Nguyen       | Paris, French                       | Retrospective| Unfavorable outcome                          | 279         | 0.75                          | None                          | None        | None         | Yes         |
| 32  | Zhang        | Beijing, China                      | Retrospective| Severity of the disease                      | 80          | 0.906                         | External validation           | 22          | 0.958        | No          |
| 33  | Satici       | Istanbul, Turkey                    | Retrospective| 30-day mortality                             | 681         | 0.92 (0.89, 0.94)             | None                          | None        | None         | No          |
| 34  | Pascual      | Madrid, Spain                       | Retrospective| Death rate                                   | 163         | 0.874 (0.816, 0.933)          | None                          | None        | None         | No          |
| 35  | Luo, Pascual | Wuhan, China                        | Retrospective| Death                                        | 1115        | 0.955 (0.941, 0.970)          | None                          | None        | None         | No          |
| 36  | Bello-Chavolla| Mexican                            | Retrospective| 30-day death rate                            | 41,306      | 0.822                         | Internal validation (randomly split) | 10,327      | 0.83         | No          |

Table 1 (continued)
Table 1 (continued)

| No. | First author | Study region | Study design | Outcome | Sample size | Performance (discrimination) | Validation Type of validation | Sample size | Performance | Calibration |
|-----|--------------|--------------|--------------|---------|-------------|------------------------------|-----------------------------|-------------|--------------|-------------|
| 37  | Ji           | Anhui/Beijing, China | Retrospective | Severe progression | 208 | 0.86 (0.81, 0.91) | Internal validation (bootstrap) | Not reported | Not reported | Yes |
| 38  | Zhao         | New York City, United states | Retrospective | ICU admission and death | 454 | 0.87 (0.83, 0.92) | Internal validation | 187 | 0.74 (0.63, 0.85) | No |
| 39  | Luo          | Wuhan, China | Not reported | Death or survival | 739 | 0.956 (0.928, 0.984) | None | None | None | No |
| 40  | Bi           | Zhejiang, China | Retrospective | Occurrence of severe illness | 113 | 0.712 (0.610, 0.814) | External validation | 28 | Not reported | Yes |
| 41  | Zheng        | Zhejiang, China | Retrospective | Rehabilitation duration | 90 | R² 0.361 | None | None | None | No |
| 42  | Liu          | Wuhan, China | Retrospective | Critical progression | 88 | 0.971 (0.910, 0.995) | None | None | None | No |
| 43  | Gidari       | Italy | Retrospective | ICU admission | 71 | 0.90 (0.82, 0.97) | None | None | None | No |
| 44  | Vultaggio    | Florence, Italy | Retrospective | Clinical deterioration | 208 | 0.86 | None | None | None | Yes |
| 45  | Yang         | Chongqing, China | Retrospective | Critical progression | 133 | 0.8842 | None | None | None | No |
| 46  | Wang         | Wuhan, China | Retrospective | Death of critical patients | 104 | 0.893 (0.807, 0.98) | Internal validation (bootstrap) | Not reported | Not reported | No |
| 47  | Chen         | China | Retrospective | Death | 1,590 | 0.91 (0.85, 0.97) | Internal validation (bootstrap) | Not reported | Not reported | Yes |
| 48  | Shang        | Wuhan, China | Retrospective | The death of severe cases | 113 | 0.919 (0.870, 0.97) | External validation | 339 | 0.938 (0.902, 0.973) | Yes |
| 49  | Li           | Shanghai, China | Retrospective/prospective | The development of severe disease | 322 | 0.92 (0.88, 0.95) | External validation | 317 | 0.92 (0.88, 0.95) | Yes |
| 50  | Zeng         | Hunan, China | Retrospective | ICU admission | 461 | 0.835 (0.742, 0.929) | None | None | None | Yes |
| 51  | Gong         | Guangzhou, China | Retrospective | Severe progression | 189 | 0.912 (0.846, 0.978) | Internal validation (3-fold cross-validation)/external validation | 165/18 | Not reported/0.853 (0.790, 0.916) | Yes |
| 52  | Shang        | Wuhan, China | Retrospective | Severe progression | 443 | 0.774 | None | None | None | No |

†, ICU is the abbreviation of intensive care unit; ‡, not reported means the information cannot be extracted; §, none means this part is not applicable for this study.
include this type of model in the following elaboration. All details are shown in Figure 3 and Appendix 3.

**Items 1–3 (title/abstract/introduction)**

In all types of models, the reporting completeness on the title and abstract section items was low, ranging from 5% to 36%. However, the completion of the introduction section (item 3) was high, both specifying the objectives, presenting the background, and including references to existing models.

In development, 5 (11%) of the 37 models explicitly identified the study as development and/or validation multivariable prediction models; then, they reported the target population and predicted the outcomes in the title. These completeness were 36% and 31% for the validation, and development and validation of the same model, respectively. Four models in the validation satisfied all the 12 elements in item 2. That is, the research objectives, study design, setting, participants, sample sizes, predictors, prediction outcomes, and statistical analyses were all provided in the abstract as well as brief results and conclusions. The completeness of item 2 was 5% and 23% in the development, and development and validation of the same model, respectively.

**Items 4–12 (methods)**

Items 4–5, 6a, 8, 10c, and 11 were highly reported among all the models; with all the values >80%. This meant that the sources of data, key study dates, and eligibility criteria for the participants were well reported. However, the reported completeness of how the missing data were handled (item 9) and the model-building procedures (item 10b) were low, at <15%.

In the development (57%) and development and validation of the same model (46%), the completeness of any blinding of the outcome to be predicted was not high. Assessment of the model performance (item 10d) had general completeness reporting of 24% in development, 43% in validation, and 54% in development and validation of the same model. These results were mainly due to the inadvertent reporting of the calibration element. In validation, very few (7%) noted the need to compare validation with data from development (item 12). However, item 12 was well reported in the development and validation of the same model; up to 77%.

**Items 4–17 (results)**

All types of models were highly completed in the reporting of the number of participants and outcome events in the analysis and the unadjusted association between candidate predictors and outcomes (items 14a and 14b); reaching more than 90%. However, only few models could consider all the four elements in item 13b, and the reporting completeness was <5%. This was due to the fact that researchers tended to ignore the number of participants with missing data in predictors and prediction outcomes when reporting information.

In the development, and development and validation of the same model, few studies reported adequate information in the final model (item 15a), with the completeness of 32% and 8%, respectively. Although most models presented regression coefficients for each predictor, the intercept, or the cumulative baseline hazard (or baseline survival) for at least one time point was poorly reported.

In development, 46% of all models were fully reported for item 15b, and many researchers did not explain how to use the newly established prediction model. Whether in development, validation, or development and validation of the same model, the reporting of the prediction model
Figure 3 Reporting of the items in TRIPOD. The combination of numbers and letters in the abscissa represents the items in TRIPOD; TRIPOD is the abbreviation of the transparent reporting of a multivariable prediction model for individual prognosis or diagnosis. NA is the abbreviation of not applicable and it means that the item does not apply to this type of models.
performance measures (item 16) was not ideal at 24%, 43%, and 62%, respectively. These were due to the inability of many models to adhere to one of these elements that reported model calibration, which also corresponded to the low reporting of item 10d in the methods section.

Meta-analysis
In the meta-analysis, we screened five studies for the included validation from which the discrimination of CURB-65 could be extracted. The CURB-65 score is a prediction model used to divide patients with community-acquired pneumonia into different treatment patient groups (18). The pooled performance of CURB-65 in COVID-19 infectious patients was 0.768 (95% CI, 0.694, 0.841). The forest plot is shown in Appendix 4.

Discussion
In this systematic review of prognostic models related to COVID-19, we included a total of 67 models from 52 studies. The main prediction outcomes were as follows: death, development of severe/critical state, ICU admission/mechanical ventilation/death, survival time, and length-of-hospital stay. There was a mix between outcomes. The predicted outcome of some studies were the indicators of the outcomes predicted in some other studies. Zeng et al. focused on identifying patients with a high risk of progression and who would require transfer to the ICU (19). On the other hand, many other studies listed ICU admission as one of the indicators of their prediction outcomes (i.e. severe or critical progression and mortality) (20-22). Additionally, the same outcome was defined differently in different studies; the definition of severe and critical cases was not uniform. Liu et al. assessed the status of patients according to the American Thoracic Society guidelines (23). Liang et al. also defined the severity based on the American Thoracic Society guidelines for community-acquired pneumonia, given the extensive acceptance of this guideline (24). However, Xiao et al. used the Diagnosis and Treatment Protocol for Novel Coronavirus Pneumonia (Trial Version 7) as the guideline for the spectrum of severity (25). The blind evaluation of the prediction outcome and prediction factors were ignored in the models. For the all-cause mortality, it was well-defined and not affected by subjective factors, while in other instances such as in severe state progression, an explicit mention about the judgement of outcome was expected.

Potential for popularizing clinical practice
Optimistic discrimination performance was reported for all the models. However, the existing models had the risk of over-fitting, because the number of available samples and events which were used for developing the new prediction model were limited by the sample sizes. In addition to the above reasons, most studies directly excluded the missing data from the original data, which reduced the sample sizes greatly. Multiple imputation may be used to address this challenge. The overfitting can also be alleviated by calibration, which has rarely been evaluated in models. In future prediction model research, attention should be paid to the disposal of missing values, and multiple interpolation should be carried out for missing values when appropriate. In addition, emphasis should be placed on calibration results in reporting model performance. Similarly, there were few (only 13) external validations of the newly established models, so these were insufficient to promote the existing models directly in clinical practice. In addition, there were few internal validations of the newly established models. Random splitting was the most frequently used method instead of bootstrap or k-fold cross-validation, which enhanced the limitation of the small sample size in the model prediction. Based on our findings, we encourage researchers to count age, disease history, lymphocyte count, history of hypertension and cardiovascular disease, C reactive protein, lactate dehydrogenase, white blood cell count and platelet count into the prediction model, rather than simply selecting the predictors in a data-driven manner, which may put the model at risk of overfitting.

Research participants should be adequately described in the development data, which is beneficial to popularize newly established models in the real world. Borghesi et al. identified Caucasians as participants in a study (8). Osborne clarified that their model was aimed at veterans in the United States (26). Pascual determined that the setting of their study was the hospital emergency room (27). However, the applicability of the model among most of the studies was not of great importance. Although we realized that due to the particularity of COVID-19, the time and space for the completion of these studies were limited.

Moreover, the reporting completeness of the final model presentation was poor. Although the regression coefficient (or a derivative such as hazard ratio, odds ratio, and risk ratio) for each predictor in the model was reported in a large number of models. The intercept or the cumulative
baseline hazard for at least one time point was ignored, which will make future research to re-validate the developed model and recalibrate it difficult. All of the above hindered the improvement of the prediction model and its promotion in clinical practice.

In our study, moderate or even excellent degree of discrimination ability was found when the existing CURB-65 model was used to predict the prognosis of COVID-19 patients. In future research, we may consider adding the prediction variables or recalibrating the model to achieve better prediction results. What’s more, with the development of vaccine trials worldwide, whether vaccination will have an impact on the prediction model, that is, whether vaccination can also become a new predictor is also the direction that researchers need to focus on.

**Limitations**

The number of studies was relatively small. However, these evaluation results may be improved with the promotion of COVID-19 prognosis model research. In particular, the number of incremental value studies was few, so it may not be appropriate to use the quantitative method converted by the TRIPOD statement for the evaluation. Secondly, due to the limitation of the applicability of TRIPOD, we were unable to evaluate models that were established by artificial intelligence. Thirdly, some hospitals provided data for different studies at the same time, which made it unclear to us how much overlap we included from the studies. Moreover, most of the articles we included were from China, especially Wuhan; and there was no description of demographic variables such as race, economic status, and educational level that might affect patient outcomes. All of these factors may have potential impacts on our results.

**Conclusions**

In the present study, the prognostic prediction models for COVID-19 were evaluated according to the TRIPOD statement; we found the reporting completeness to be poor. The potential for the clinical promotion of the model is low due to over-fitting and the lack of calibration and external validation. Overall, we need to focus our research in the future on the validation and improvement of existing models. The premise for this was a high-quality research, following the TRIPOD reporting guidelines.
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