DESCRIPTING EMOTIONS WITH ACOUSTIC PROPERTY PROMPTS FOR SPEECH EMOTION RECOGNITION
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ABSTRACT

Emotions lie on a broad continuum and treating emotions as a discrete number of classes limits the ability of a model to capture the nuances of emotions in the continuum. The challenge is how to describe the nuances of emotions and how to enable a model to learn the descriptions. In this work, we devise a method to automatically create a description (or prompt) for a given audio by computing acoustic properties, such as pitch, loudness, speech rate, and articulation rate. We pair a prompt with its corresponding audio using 5 different emotion datasets. We trained a neural network model using these audio-text pairs. Then, we evaluate the model using one more dataset. We investigate how the model can learn to associate the audio with the descriptions, resulting in performance improvement of Speech Emotion Recognition and Speech Audio Retrieval. We expect our findings to motivate research describing the broad continuum of emotion.

Index Terms— emotion recognition, contrastive language-audio pretraining, acoustic properties, prompt generation, prompt augmentation

1. INTRODUCTION

Speech emotion recognition is the task of detecting emotion from a given audio. Emotion detection is playing an increasingly important role in the digital world today however there is still need for improvement. Humans express emotions on a very broad continuum. Models like the plutchik wheel of emotion [1] or the Ekman’s model of emotion [2] capture all emotions as a combination of 6 or 8 basic ones. Although these frameworks are extremely popular and provide ease of modelling, they limit the ability of machine learning models to capture the nuances in the spectrum of human emotions.

The continuum of emotions instead of being categorized by handful of predefined classes, can be thought of in terms of some high dimensional continuous space, where any emotion can lie. This is important to model emotions since each expression of emotion is diverse and unique. It is dependent on speaker, culture, context among other factors. Labelling two instances of emotion with the same label of ‘anger’, ignores the intricacy of the expression. Therefore, we explore modelling the continuity of emotions.

This continuity of emotions can be captured by the flexibility that natural language descriptions provide. These descriptions can use affective language, that are often casually used to describe an emotion. Such affective language has acoustic correlates, for example: an angry man ‘shouting loudly’ is describing the emotion by directly referring to the loudness or intensity of the speech.

The choice of natural language description effects the high dimensional representation learned from the text, hence it is very important to choose the right description for the emotion. This leads to the question:

How do we describe an emotion using natural language and how can a model learn it?

In this work, we propose a method to describe the continuum of emotion by using the audio themselves to guide the descriptions. Previous research shows that there are numerous acoustic correlates of emotion [3][4][5]. These acoustic correlates refer to the low level information like the average pitch, intensity, speech rate and articulation rate. We extract these correlates from each audio and use them to form the description in an automatic and scalable way. We call descriptions generated in this manner ‘acoustic prompts’.

Thus we need a model that learns to associate the audio and their descriptions. To do this, we build on top of the Contrastive Language-Audio Pretraining (CLAP) model [6]. The model has separate audio and text encoders. It brings the audio and text representations to the same multimodal space. This architecture yields state of the art performance in learning audio concepts with natural language description. CLAP enables to evaluate the learned model on zero-shot and supervised classification and audio retrieval [7].

From our experiments, we find that acoustic prompts improve the model’s performance in emotion classification settings. Specifically, when the training dataset are relatively smaller, classification performance improves 3.8% in Ravdess (Sec. 5.1). In a finetuning setup, we observe 3.7% improvement (Sec. 5.2.2) in Ravdess. The model also learns associations between the audio and their acoustic properties, which is observed in audio retrieval experiment (Sec. 5.3). Precision@K improves significantly when the model is trained using the acoustic prompts.
The original CLAP model is trained with audio-text pairs sourced from three audio captioning datasets: ClothoV2 [8], AudioCaps [9], MACS [10], and one sound event dataset: FSD50K [11]. Altogether are referred as 4D henceforth.

The architecture is based on the CLAP model in [6]. We chose this architecture because it yields SoTA performance in learning audio concepts with natural language description. We use log Mel spectrograms from the audios, sampled at 44K Hz, as input to the audio encoder - CNN14 [17], which is pretrained on 2M audio clips from AudioSet. The text encoder is BERT uncased. The audio encodings are of 1024 dimensional whereas text encodings are 768 dimensional. Both encodings are then projected into a joint multimodal space of dimension 1024. Both audio and text encoders are frozen in our experiments, but the projection layers are learnable. We use PyTorch to implement the model architecture. The model is trained with 0.0001 learning rate, batch size of 128, for 30 epochs using Adam optimizer.

### 4. PROMPT GENERATION

Emotion datasets do not have associated descriptions for each audio. Therefore, we devise a scalable and automatic prompting method that is based on the acoustic properties of the speech audios. There are numerous acoustic properties that describe emotions, as discussed in Section 1. Hence, we hypothesize that including that information in the prompts would benefit emotion recognition. We calculate the pitch and intensity using Librosa [18] and we calculate speech rate and articulation rate using Praat [19]. We construct the prompts in the manner described below:

#### 4.1. Class label (Prompt)

The simplest description for each audio can be the class label, i.e. ‘anger’. Thus, we use this as the baseline prompt to compare against the proposed prompts.

#### 4.2. Pitch Prompt

Pitch is known to be affected by emotion, lower pitch is related with negative emotions like fear and high pitch is related with positive emotions like happiness or surprise [4]. Since pitch is naturally sex specific, we bin the average pitch into 4 bins: low, medium-low, medium, and high. The bins are calculated as

\[ P = \frac{1}{N} \sum_{i=0}^{N} \log \text{diag}(\text{softmax}(C)) \]

along text and audio axis respectively. We used this symmetric cross-entropy loss \( \mathcal{L} \) over the similarity matrix to jointly train the audio and text encoders along with their linear projections.
articulation rate at the cutoff of the total phonation time. We bin the audio into low and high. Articulation rate is calculated as total number of syllables divided by the total duration of the audio clip. We use 3.12 syllables/sec as the cutoff to bin the speech rate into two bins, low and high speech rate. An example of which is ‘high speech rate anger’.

4.4. Speech-rate Prompt

It has been observed that faster spoken speech is linked with highly potent emotions such as anger and happiness whilst slower speech is linked with sadness, disgust and boredom. Speech rate is calculated by extracting the number of syllables spoken divided by the total duration of the audio clip. We use 3.12 syllables/sec as the cutoff to bin the speech rate into two bins, low and high speech rate. An example of speech-rate prompt is ‘high speech rate anger’.

4.5. Articulation-rate Prompt

Similarly to speech rate, fast articulation rate is linked with emotions of interest, fear or happiness; whereas slow articulation rate is indicative of sadness and disgust. Articulation rate is calculated as total number of syllables divided by the total phonation time. We bin the audio into low and high articulation rate at the cutoff of 4 syllables/sec. An example of articulation-rate prompt is ‘high articulation rate anger’. Even though speech and articulation rate are similar concepts, speech rate captures speaker specific information in the form of number of pauses and hesitation whereas articulation rate would ignore such information.

4.6. Prompt Augmentation

To combine all 5 prompts, we pair an audio clip independently with each acoustic prompt. Thus, one audio clip will result in 5 pairs used for training our model.

5. EXPERIMENTS AND RESULTS

5.1. Prompt Analysis

To evaluate which of the proposed acoustic prompts are better and to access if any of them are better than the class label, we apply the trained model on emotion classification. The model is trained 6 different times, where each time the description associated with emotion audios are varied. Among the 6, 1 is using the class label alone, 4 are using the acoustic prompts as described in Section 4, and 1 is using the prompt augmentation - which combines all the acoustic prompts.

We train the model on 4 audio captioning datasets and 1 emotion dataset. The left part of Figure 2 shows the performance achieved when the model is trained on the training set (including 4D and Ravdess) and tested on the testing set of Ravdess. When done similarly for crema-d, the performance achieved is shown on the right side of Figure 2. We observe that among the 4 acoustic prompts, pitch prompt gives the best performance. Next best performance is achieved by the intensity prompt. This can be observed in both Ravdess and Crema-d. On Crema-d, articulation rate prompt performs better than speech rate prompt but the reverse is observed in Ravdess. Secondly, we observe that overall prompt augmentation is giving the best performance in both datasets. This validates our original hypothesis that using acoustic prompts would help the emotion classification.

5.2. Emotion Classification

To evaluate how the acoustic prompts would help in emotion classification, we perform the following two experiments. The first is a zero-shot like setup where we leave one dataset out, which is used during the testing stage. The second is a finetuning setup where the model from the first setup is fine tuned on the left out dataset.

5.2.1. Leave one out

This setup evaluates how well a model trained on a pre-defined set of classes generalizes to a new dataset, which might have same or different sets of classes. Out of the 6 emotion datasets, we leave one out for testing and train the model on the other 5 emotion datasets. Therefore the training and testing datasets are completely different. In case where Ravdess is the testing dataset, ‘calm’ class is not represented in any of the other training datasets and is a zero shot classification result. In case of Crema-d, all the emotion classes are represented in the training classes from other datasets.

We perform 4 experiments, shown in columns 2,3 of Table 2. There are two main takeaways from this experiment. Firstly adding Emotion datasets in the training stage is helping the performance on the left out emotion dataset. This can be observed in both Ravdess and Crema-d. For crema-d the performance improves from 17.85% to 35.22% just by changing from 4D to 5ED in the training sets. In ravdess, the performance improves from 15.99% to 22.88%.
Table 2: Accuracy % when the model is trained under different settings and tested on the left out dataset - shown in the col 2,3. The same model when finetuned on the left out dataset - result shown in col 4,5. 4D refers to the 4 audio captioning datasets used in original CLAP model. ED refers to Emotion Datasets.

| Training dataset | Leave one out dataset | Finetune |
|------------------|-----------------------|----------|
|                  | Crema-d | Ravdess | Crema-d | Ravdess |
| Random           | 16.67   | 12.50   | 16.67   | 12.50   |
| 4D               | 17.85   | 15.99   | 67.29   | 68.50   |
| 5 ED - class label | **35.22** | 22.88   | 68.54   | 68.50   |
| 4D + [5 ED - class label] | 34.68   | **38.46** | **72.86** | 68.69   |
| 4D + [5 ED - prompt augmentation] | 33.00   | 27.88   | 72.56   | **72.46** |
| SoTA             | -       | -       | 74.70 [20] | 81.82 [21] |

Secondly, prompt augmentation’s results are similar to the results obtained when trained using only the class label. We believe this is happening because of the distribution shift in the training and testing datasets. This also effects distributions of the acoustics - which directly effects the acoustic prompts in the training and testing datasets. For example, ‘high intensity anger’ might not be occurring in the training datasets, but is present in the testing dataset. This is harming the benefit learnt from the acoustic prompts to be transferable to a completely new dataset at testing time. However we do observe improvement using acoustic prompts when we perform the finetuning experiment in the next section. Note that the SoTA performance for this evaluation setup is not found in literature because the general evaluation setup is when the dataset is present in both training and testing sets.

5.2.2. Finetune

In this experiment, we want to analyse how using the acoustic prompts at pre-training stage would benefit the classification. We take the model from the previous stage and perform fine tuning on the dataset that had been left out.

The results for supervised classification are shown in columns 4,5 of Table 2. The main takeaway from this experiment is that with finetuning, prompt augmentation shows improvement over the other models. In Ravdess, we see improvement in performance by absolute 3.77%, from 68.69% to 72.46%. In Crema-d the performance is about the same as when the prompt augmentation is not used - 72.86% vs 72.56%, however not significantly different.

5.3. Emotion Audio Retrieval

With the increasing sizes of the audio databases, to be able to search such databases for specific types of audios is important. Therefore we evaluate our models specifically for the audio retrieval task. This would allow us to determine whether the trained model learns the associations between the acoustic prompts and the respective acoustic properties. We make queries similarly to the prompts as described in Section 4. For a given query, the model outputs top K audios whose audio embeddings have highest cosine similarity to the text embedding of the query. For the top K audios, since we know the true acoustic prompts, we can evaluate how good the model’s outputs is w.r.t the query.

Figure 3 shows the results of audio retrieval. We calculate precision@K for each acoustic prompt shown on the x-axis. From the results we observe that the model trained on all datasets, and using prompt augmentation performs the best in all cases (all types of queries). The takeaway here is that our model is able to retrieve audio significantly better when trained using prompt augmentation. The precision@K numbers are comparable to numbers observed in audio retrieval tasks [22]. The results are encouraging since this suggests that we can introduce even more elaborate descriptions for each audio and the model will learn associations and be able to retrieve audios with those descriptions.

Fig. 3: Precision@K achieved when the trained model under different settings is used for the audio retrieval task.

6. CONCLUSION

This work performs emotion recognition using the audios and their natural language descriptions. We use the acoustics of emotions to prompt the audios, in fact there can be more complicated descriptions, invoking the semantics, environment, context among other factors. We envision that as methods of describing emotions become more complicated, our ability to model more nuanced emotions will become better. The acoustic properties we extract include pitch, intensity, speech rate and articulation rate from the audios. We find that among the acoustic prompts, pitch prompt is the best performing. Overall, when we do prompt augmentation it achieves the highest accuracy and improves the performance in Ravdess by 3.8%. We also perform emotion audio retrieval and find that when using model trained on prompt augmentation, we get the significantly better retrieval performance.
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