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Förster resonant energy transfer (FRET) measurements are widely used to obtain information about molecular interactions and conformations through the dependence of FRET efficiency on the proximity of donor and acceptor fluorophores. Fluorescence lifetime measurements can provide quantitative analysis of FRET efficiency and interacting population fraction. Many FRET experiments exploit the highly specific labelling of genetically expressed fluorescent proteins, applicable in live cells and organisms. Unfortunately, the typical assumption of fast randomization of fluorophore orientations in the analysis of fluorescence lifetime-based FRET readouts is not valid for fluorescent proteins due to their slow rotational mobility compared to their upper state lifetime. Here, previous analysis of effectively static isotropic distributions of fluorophore dipoles on FRET measurements is incorporated into new software for fitting donor emission decay profiles. Calculated FRET parameters, including molar population fractions, are compared for the analysis of simulated and experimental FRET data under the assumption of static and dynamic fluorophores and the intermediate regimes between fully dynamic and static fluorophores, and mixtures within FRET pairs, is explored. Finally, a method to correct the artefact resulting from fitting the emission from static FRET pairs with isotropic angular distributions to the (incorrect) typically assumed dynamic FRET decay model is presented.
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1 | INTRODUCTION

Förster resonant energy transfer (FRET) [1] is the non-radiative transfer of energy from an excited donor fluorophore to a proximate acceptor fluorophore (or fluorophores) through the short-range dipole-dipole interaction that results in relaxation of the excited singlet state of the former and the promotion to the excited singlet state of the latter. Measurements of fluorescence in spectrofluorometers or imaging systems are widely used for FRET-based
analysis of molecular interactions or changes in conformation of biosensors. Such molecular dynamics can be quantified through calculations of FRET efficiency and/or the FRETing population fraction. Detecting and/or quantifying biomolecular processes using FRET-based readouts is important for basic research and drug discovery, including for assays of protein-protein interactions.

The FRET rate, $k_{\text{FRET}}$, depends on the spectral overlap of the donor emission and acceptor excitation spectra, on the relative orientation of their excitation/emission dipoles, and scales inversely with a sixth power dependence on the distance, $R_{\text{DA}}$, between donor and acceptor fluorophore dipoles [2]:

$$k_{\text{FRET}} = \frac{1}{\tau_D} \left( \frac{R_{\text{DA}}}{R_0} \right)^6 = \frac{3}{\tau_D} \eta^{-6} \kappa^2,$$

(1)

where $\tau_D$ is the donor fluorescence lifetime in the absence of FRET and $R_0$ is the “Förster distance” given by [3]:

$$R_0 = 0.02108 \sqrt{\kappa^2 n^{-4} Q_D J (\text{nm})}.$$

(2)

In Eq. (2), $\kappa^2$ is the orientation factor for dipole-dipole coupling, $n$ is the refractive index of the medium, $Q_D$ is the fluorescence quantum yield of the donor fluorophore in the absence of the acceptor and $J$ is the overlap integral of the donor emission and acceptor excitation spectra. It is widely assumed that the FRETing fluorophores are highly mobile during their fluorescence decay, such that their relative dipole orientations present a random distribution over the decay time, and so the time-averaged value of $\kappa^2$ is $2/3$ for each FRET pair [2].

As the dependence of the FRET rate on $\kappa^2$ is central for the work presented here, we will further use the dimensionless donor-acceptor distance parameter $\eta = R_{\text{DA}}/R_0$ as specified in Eq. (1) to emphasize the direct proportionality of the FRET rate to the orientation factor $\kappa^2$. Here, the distance $R_0$ is the Förster distance, $R_0$, calculated for $\kappa^2 = 2/3$. We note that Eq. (1) is only applicable to cases where the orientation factor $\kappa^2$ is constant during the decay: this assumption will be discussed further below. If we assume that the unquenched donors’ fluorescence decay profile is monoexponential, a constant $k_{\text{FRET}}$ will therefore result in the donor fluorophore exhibiting a monoexponential fluorescence decay in the presence of FRET. Another important characteristic of FRET that we will investigate is the FRET efficiency, which is defined as the proportion of excitation events resulting in FRET, that is, $E = k_{\text{FRET}}/k_D$, where $k_D = 1/\tau_D$ is the decay rate of the donor in the absence of FRET.

For most commonly used fluorophores—including fluorescent proteins—the $R_0$ and $R_D$ distances are on the order of a few nm and this effectively means that FRET is only significant for fluorophores separated by less than ~10 nm. This high sensitivity to fluorophore proximity has led to FRET being widely used in biological studies to detect interactions between fluorescently labelled molecules or moieties [4], or to read out cleaving or changes in conformation of FRET constructs that are labelled with both donor and acceptor fluorophores [5].

Quantitative FRET measurements can provide information about the donor-acceptor distance and the fraction of a population of donor fluorophores undergoing FRET. Thus FRET-based imaging techniques can be used to map and quantitate molecular interactions in space and time. The use of FRET with genetically expressed fluorescent proteins as labels is useful to elucidate signalling processes, such as protein binding or oligomerization, in cells. Furthermore, FRET can be used to provide dynamic readouts of biological function in live cells using genetically expressed fluorescent protein-based biosensors [6] that have been developed to report variations in concentrations of cell-signalling molecules including inositol 1,4,5-trisphosphate (IP3) [7], phosphatidylinositol (4,5)-bisphosphate (PIP2) [8] and calpain [9] or ions [10] such as calcium [11, 12], potassium [13] and chloride [14].

FRET can be detected and quantified through analysis of the change in donor and/or acceptor fluorescence via a range of different measurement techniques [15, 16]. Of these, the most commonly implemented are spectral ratiometric measurements of the ratio of sensitized acceptor to donor intensities, polarization-resolved measurements of fluorescence anisotropy and fluorescence lifetime measurements of the donor emission—noting that FRET provides an additional relaxation channel for excited donor fluorophores such that the fluorescence lifetime of the FRETing donors is reduced relative to the non-interacting donor’s lifetime. Ratiometric measurements of donor and acceptor fluorescence intensity or anisotropy can be compromised by cross-talk between spectral (or polarization) channels and require measurements of reference samples [17] to provide quantitative measurements of FRET efficiency or FRETing population fraction [18]. However, fluorescence lifetime measurements of FRET require only the donor emission to be detected and analysed in a single spectral channel, avoiding artefacts due to cross-talk, and fluorescence lifetime measurements are independent of the spectral attenuation profile of the instrument or sample. Furthermore, in the case of a donor fluorophore with a monoexponential decay with lifetime $\tau_D$ and a constant FRET rate, the FRETing donor also exhibits a monoexponential decay, with lifetime $\tau_{\text{DA}} = \frac{1}{k_D + k_{\text{FRET}}} = \tau_D (1 - E)$, and both $\tau_{\text{DA}}$ and the fraction of FRETing donors, $\beta_{\text{DA}}$, can be determined by fitting the donor emission decay profile to a double exponential decay model [19, 20]:

$$I = I_0 \left( \beta_{\text{DA}} e^{-t/\tau_{\text{DA}}} + (1 - \beta_{\text{DA}}) e^{-t/\tau_D} \right).$$

(3)

To map spatial variations of FRET, the fluorescence decay profiles can be analysed in each pixel to produce a map of fluorescence lifetime parameters and so fluorescence lifetime imaging (FLIM) can provide maps of FRET parameters, which can be interpreted as maps of molecular interactions or biosensor readouts. FLIM can also be applied with other biosensors or bioswitches that utilize quenching of fluorescence, for example, to map variations in chemical environment such as pH [21].

One drawback of fitting fluorescence decay data to double exponential or more complex models is that they require
significantly more detected photons to achieve a given accuracy than spectral or polarization ratiometric methods. Typically, a few hundred photons are required to fit a monoexponential decay profile to determine the fluorescence lifetime with 10% accuracy and >10 000 photons are required to fit more complex decay profiles [22]. FLIM with 1000s of photons detected per pixel would typically result in significant photobleaching (which can compromise lifetime and FRET measurements) and phototoxicity (which could compromise measurements of dynamic events in live cells). For many (indeed most) applications, including extended live cell imaging and “high throughput” automated multiwell plate FLIM, it is desirable to make measurements requiring only a few hundred photons per pixel to be detected. To this end, it is therefore common to fit complex fluorescence decay profiles to a monoexponential decay model in order to provide empirical lifetime contrast, including for FRET experiments, or to use phasor analysis [23, 24]. If quantitative analysis of complex decay profiles is required, a “global binning” approach can be employed. Here, photons detected across many pixels in a field of view (FOV) or region of interest (ROI) can be combined to provide the 1000s of photons required to fit to complex decay models. This will return a single set of lifetime values over the FOV or ROI. Individual pixel data can then be refitted with the lifetime parameters fixed to these globally determined values and only the pre-exponential factors allowed to vary, for example, to map the spatial variation of $\beta_{\text{DA}}$. Alternatively, all the pixels in a FOV or ROI can be analysed in parallel, fitting all the pixel data simultaneously to a complex decay model for which the lifetime values are assumed to be spatially invariant. We describe this latter approach, which is more robust [25] than global binning, as “global fitting.” Such global analyses (ie, global binning or global fitting) can be extended across multiple FOV, for example, in a time series or a multiwell plate sample array [26–28].

To analyse such FLIM data, we have developed an open source software package called FLIMfit [29] that provides a post-acquisition pixelwise fitting and also global binning and global fitting capabilities. The latter utilizes a variable projection approach [30, 31] to provide global fitting of large FLIM data arrays (~100s FOV, consisting of $10^7$–$10^8$ pixels) to double exponential models in minutes for FRET analysis. In principle, FLIM FRET determination of the FRETing population fraction, $\beta_{\text{DA}}$, can be combined with quantitative measurements of donor and acceptor concentrations (accessed via calibrated measurements of fluorescence intensity) to yield intracellular dissociation constants ($K_D$) of specific molecular interactions. Implemented in an automated multiwell plate instrument [28], such measurements could be used to map cell-signalling networks, for example, to screen with multiplexed FRET readouts, to assay off-target effects and to study combination therapies. The ability of automated multiwell plate FLIM FRET to provide single cell measurements from 1000s of cells in a single experiment offers the potential to study the heterogeneity in the response of a cell population, for example, to a drug candidate or genetic manipulation.

The utilization of FRET-based assays with genetically expressed fluorescent proteins is widespread and the interest in quantitative FRET-based assays, including using FLIM, is increasing. Quantitative analysis of FRET—for example, to obtain the FRET efficiency $E$ and/or the FRETing population fraction $\beta_{\text{DA}}$—usually assumes a homogeneous population of FRETing fluorophore pairs with constant FRET efficiency (ie, constant $R_{\text{DA}}$ and $J$) and highly dynamic, randomly orientated fluorophores such that the dipole orientation factor of the donor and acceptor averages to $x^2 = 2/3$ on a timescale much shorter than $\tau_D$. These assumptions should lead to the FRETing donor exhibiting a monoexponential decay profile (assuming a monoexponential decay profile for the non-FRETing donor).

However, as eloquently explained using Monte Carlo simulations by Vogel et al. in [3], if there is heterogeneity in the donor-acceptor separation, spectral overlap or dipole orientation factor, this heterogeneity can result in complex (multipeaked) distributions of FRET efficiency and complex fluorescence decay profiles for FRETing donor fluorophores conventionally expected to present monoexponential decay profiles. This can lead to errors in the estimation of the FRET efficiency, the donor-acceptor separation and the FRETing population fraction. Vogel et al. also explained that bimodal FRET efficiency distributions can result from acceptor dark states, for example, [32, 33], but Vogel et al. argued that this was unlikely, at least in the case of the “CSV” Cerulean-Venus FRET constructs, and instead attributed it to the lack of dynamic averaging of the fluorophore dipole orientations during the fluorescence decay time of the donor.

The size of fluorescent proteins means that they are effectively static on the timescale of their fluorescence decay ($<\sim$5 nanosecond), since their rotational correlation time is typically much longer (>\sim 15 nanosecond). This means that the assumption $x^2 = 2/3$—based on a population of independent, dynamic fluorophores with rapidly evolving, random dipole orientations drawn from isotropic distributions—is not valid. Vogel et al. postulated that a static isotropic distribution of donor and acceptor fluorophore orientations would be a more physically realistic model and, following previous work, for example, [34–38], showed that this can also result in complex (bimodal) distributions of $x^2$ and therefore of FRET efficiency, with corresponding complexity manifest in the fluorescence decay profiles—even with constant $R_{\text{DA}}$ and $J$. Clearly, this could compromise quantitative FRET measurements of donor-acceptor distance or FRETing population fraction when utilizing fluorescent protein labels. In [3], the authors presented an analytic model for the distribution of FRET efficiencies, $p_{\text{FRET}}(x^2(E))$, for a population of
FRET pairs in the “static isotropic regime” and, in a subsequent paper [39], provided a formula for correcting experimentally determined donor-acceptor distances originally calculated using the standard assumption of $\kappa^2 = 2/3$ and fitting the donor decay to a double exponential decay model. This approach agreed well with estimates based on a previously published approximation [40] to the effective ensemble average dipole orientation factor $\kappa^2/C_{10}/C_{11} = 2/3 - E(h)$ for the static random isotropic dipole orientation regime.

In this article, we aim to analyse the impact of the slow rotational decorrelation of fluorescent proteins compared to their fluorescence lifetimes on quantitative FRET assays, particularly, assays of the FRETing population fractions $K_{Ds}$.

2 | OVERVIEW OF METHODOLOGY AND ANALYSIS

As discussed in Section 4, we used numerical simulation to generate the “experimental” fluorescence decay profiles expected for static, isotropically orientated FRETing fluorophores (which we refer to as the “$s\kappa^2$” model). We demonstrate that our $s\kappa^2$ simulation of the probability distribution of FRET efficiencies for 3 different values of $\eta$ agrees well (Figure 1A) with the analytic solution from [3] and we show (Figure 1B) how the mean FRET efficiency varies as a function of $\eta$ for the $s\kappa^2$ model compared with the theoretical curve for dynamic, randomly orientated donor-acceptor pairs (where the fluorophore rotational correlation times are much shorter than the fluorescence lifetime and which we refer to as the $d\kappa^2$ model of dipole orientation).

We then explore the potential impact of the $s\kappa^2$ decay model on experimental FRET measurements by generating a series of simulated $s\kappa^2$ fluorescence decays for different values of molar fraction of the FRETing donor, $\beta_{DA}$, for a range of donor-acceptor distances $\eta$. We analyse these simulated $s\kappa^2$ fluorescence decay profiles with a nonlinear least-squares fitting MATLAB program (discussed in Section 4) that is able to fit fluorescence decay profiles to either the $d\kappa^2$ or $s\kappa^2$ models and to apply global fitting across multiple decay profiles. This capability is currently restricted to the analysis of one or a few fluorescence decay profiles and so is not yet able to be applied to FLIM data. We present exemplar simulated $s\kappa^2$ decay profiles and the results of fitting to each model (Figure 2) and illustrate how the FRET parameters obtained when fitting these simulated decay profiles to the $s\kappa^2$ or $d\kappa^2$ models would be expected to vary as a function of molar fraction of FRETing donor and for a range of donor-acceptor distances (Figure 3). This comparison was made for both local or global fitting and for different numbers of detected photons. By comparing the fit results with the corresponding values for donor lifetime $\tau_D$, molar fraction $\beta_{DA}$ and $\eta$ used in the simulation, we confirm the practical applicability of fitting to the $s\kappa^2$ model. We also illustrate the errors that can result from applying an analysis based on the $d\kappa^2$ model to simulated $s\kappa^2$ decay profiles.

We then use Monte Carlo simulations of rotational diffusion to explore the transition between the $s\kappa^2$ model and the dynamic $d\kappa^2$ model, illustrating how this would be manifest in the resulting fluorescence decay profiles (Figure 4). These results support the use of the $s\kappa^2$ model for analysis of fluorescence lifetime data from FRET measurements with static random isotropically oriented fluorophores. The Monte Carlo simulations are shown to agree well (Figures 4 and 5).
with the analytic $sk^2$ model of Eq. (15) and are also used to illustrate how the shape of the probability distribution for the FRET rate at a given time depends on the ratio of the fluorescence lifetime to the fluorophore rotational correlation time (Figure 6).

The final section explores the impact of fitting real experimental FLIM FRET data to $sk^2$ or $dk^2$ models, using data from FRET assays of protein interactions where the aim was to calculate $K_D$. Because we are not able to fit FLIM data to the $sk^2$ model, we introduce a new approach enabling FRET parameters obtained from a $dk^2$ fit of fluorescent protein FLIM data to be “corrected” to those expected for a $sk^2$ fluorescence decay. We show the numerical validation of this approach (Figure 7) and discuss its application to experimental FLIM FRET data of Ras association domain family (RASSF)-mammalian sterile 20-like kinases (MST) interactions in Cos 7 cells (summarized in Tables 1 and 2). Finally, since one motivation of this work was to improve the determination of the $K_D$ of protein interactions using lifetime-based FRET assays, we also explore the impact of dark acceptor states on quantitative FRET readouts and show (Figure 8A) that, at least for the RASSF-MST interactions considered here, their impact on the calculated $K_D$ values is likely to be less than that of the incorrect analysis of $sk^2$ fluorescence decay profiles using a $dk^2$ fitting model.

3 | RESULTS AND DISCUSSION

3.1 | Impact of static random isotropic distribution of FRET dipole orientations

We used the analytic model of Vogel et al. [3] to generate $sk^2$ probability distribution of FRET efficiencies for values of $\eta$ ranging from 0 to 2 and compared these distributions with numerical simulations using Eq. (15), as discussed in Section 4. These curves are shown in Figure 1A. We also compared the mean FRET efficiency as a function of $\eta$ for both the $sk^2$ and $dk^2$ models of dipole orientation with the same FRET parameters, see Figure 1B. These FRET efficiency curves can be seen to differ, particularly in the range $0.3 < \eta < 1.2$.

We then simulated the $sk^2$ donor population fluorescence decay profiles for a range of 17 FRETing donor molar fractions, $\beta_{DA}$, from 0.1 to 0.9, in steps of 0.05, with the non-FRETing donor lifetime fixed at 3500 picosecond and FRET efficiencies corresponding to 3 values of $\eta = [0.8, 1.0, 1.2]$. These fluorescence decay profiles were calculated for a total number of photons in the decay of $N_{ph} = 2 \times 10^6$ and $10^8$. The simulated decay profiles were fitted to the $dk^2$ model with $N_{ph}$, $\beta_D$, $\tau_D$, $\tau_{DA}$ as fitting parameters, and to the analytic $sk^2$ model of [3] with $N_{ph}$, $\beta_D$, $\tau_D$, $\eta$ as fitting parameters, as discussed in Section 4. Fitting was applied locally (ie, on a per fluorescence decay profile basis) for each of the...
FIGURE 3  Recovered fit parameters as a function of the preset FRETing donor molar fraction $\beta_{DA}$ for different approaches to fit simulated $s\kappa^2$ data. Plots are grouped in 3 columns according to the preset values of donor-acceptor distance parameter $\eta$ of the $s\kappa^2$ simulation ($\eta = [0.8, 1.0, 1.2]$). The last row of plots shows the behaviour of the fitting error $\chi^2$. To examine sensitivity of fitting to S/N, the decays were simulated for the total numbers of photons in the decay of (A) $N_{ph} = 2 \times 10^6$ and (B) $N_{ph} = 10^8$. 
17 donor molar fractions and globally. For the global analysis, 2 global nonlinear parameters ($\tau_D$, $\tau_{DA}$) were fitted when using the double exponential ($sk^2$) model and 2 global nonlinear parameters ($\tau_D$, $\eta$) were fitted when using the $sk^2$ model. The linear amplitudes for the FRETing and non-FRETing components were determined on a per-decay basis. Exemplar simulated decays together with fits using the different decay models are shown in Figure 2 for three specific cases.

Figure 3 shows the values of $\beta_{DA}$, $\tau_D$, and $<E>$, and obtained using the various fitting approaches and how they vary as a function of the simulated $\beta_{DA}$ values. The last row of plots shows the corresponding variation in the $\chi^2$ goodness-of-fit parameter. These plots are given for 3 different values of $\eta$ and for 2 different values of $N_{ph}$. It is clear that the fit to the conventional double exponential decay profile consistently overestimates the FRET efficiency, underestimates $\tau_D$ and, in general, underestimates $\beta_{DA}$ of the underlying $sk^2$ model.

A further observation is that the accuracy of fitting to the $sk^2$ model is significantly improved by the global fitting method. We attribute this to the effective reduction in the number of parameters fitted per decay.

In order to check for a possible dependence of these results on the value of $\tau_D$, the simulations were repeated at several settings starting from $\tau_D = 1200$ picosecond and up to $\tau_D = 6500$ picosecond. The results were similar to those presented in Figures 2 and 3 and it was concluded that there is no significant dependence on $\tau_D$.

### 3.2 Applicability of static and dynamic models of (isotropic) fluorophore dipole orientations

Although we believe the $sk^2$ model is a reasonable approximation of the fluorescent protein donor emission, the dynamics of any real FRETing donor fluorophores will lie...
somewhere between the $\kappa^2$ and the $d\kappa^2$ models. The amount of rotational motion that occurs during the fluorescence decay will depend on the ratio of the fluorescence decay time to the fluorophore rotational correlation time. To explore the applicability of the $\kappa^2$ model to real-life fluorescent protein-based FRET pairs and to inform the design of new FRET constructs, we carried out rotational diffusion-based simulations of FRET intensity decays (as described in Section 4) for donor and acceptor fluorophores with different rotational correlation times, $\tau_{RD}$ and $\tau_{RA}$, and explored the impact of using dissimilar donor and acceptor fluorophores—as could be envisaged for FRET between a fluorescent protein and a dye. For this, we define $q = \min(\tau_{RD}, \tau_{RA})/\max(\tau_{RD}, \tau_{RA})$, that is, the ratio of the shorter to longer donor/acceptor rotational correlation time, and $\tau_r = \min(\tau_{RD}, \tau_{RA})$, the minimal rotational correlation time.

Figure 4 presents simulated donor fluorescence decay profiles based on rotational diffusion-based simulations for different rotational correlation times, $\tau_r$, together with theoretical decay profiles calculated for the $\kappa^2$ and $d\kappa^2$ models. The overall tendency is that donor fluorophores with rotational correlation times much greater than their fluorescence lifetimes, that is, $\tau_r >> \tau_D$ (black line) present fluorescence decay profiles that are closer to the $\kappa^2$ limit (cyan and magenta curves), whereas the decay profiles of FRETing donor fluorophores with shorter rotational correlation times, that is, $\tau_r << \tau_D$ (red lines) are closer to the monoeponential decay profile of the dynamic averaging $d\kappa^2$ limit (green line). In Figure 4, the magenta curve represents the $\kappa^2$ intensity decays simulated using Eq. (19) (see Section 4) for the case $\tau_{RD}, \tau_{RA} \to \infty$. The cyan curve represents the $\kappa^2$ intensity decay profile calculated using Eq. (15) with the $P_{\text{FRET} \kappa^2}(E)$ distribution taken from the analytical expression for the FRET efficiency distribution reported by Vogel et al. [3].

A theoretical model of the $\kappa^2$ decay profile can also be obtained from Eq. (18) using a previously published analytical expression for the $\kappa^2$ distribution [41] (the relevant equation is presented in Section 4 as Eq. (20)). The resulting decay is practically indistinguishable from the simulated (magenta) decay profile and so it is not shown in Figure 4. The excellent agreement between the analytic description of the $\kappa^2$ probability density distribution function (PDDF) given...
by Eq. (20) and a simulated \( \kappa^2 \) PDDF obtained for randomly oriented donor-acceptor pairs is shown in Figure 5.

The simulated fluorescence decays presented in Figure 4 were carried out following the work of Berberan-Santos and Prieto [41]. As can be seen from Eq. (18), which is derived from Eq. (2.1) of reference [41], the probability \( P_{\text{ex}}(t) \) that a donor remains in its excited state depends on the time-averaged history of the orientation factor \( \kappa^2 \) from 0 up to time \( t \) for that donor-acceptor pair, which is denoted \( \langle \kappa^2 \rangle(t) \). As will be shown, as time elapses, \( \langle \kappa^2 \rangle(t) \) tends to a constant value of 2/3, which is equal to that of the dynamic limit. By inspection of Eq. (18), it can be seen that the probability of a fluorophore being in its excited state at time \( t \) becomes a monoexponential function once sufficient time has elapsed that \( \langle \kappa^2 \rangle \) has time-averaged to a constant value. Therefore, once sufficient rotational randomization has occurred since excitation, the probability of the donor remaining in the excited state tends towards a monoexponential decay, which also corresponds to the fluorescence intensity decay tending towards being monoexponential. If the fluorescence decay time is short compared to the rotational motion, that is, \( \tau_D < \min\{\tau_{DA}, \tau_D\} \), then most of the fluorescence emission will occur before the decay becomes monoexponential. Conversely, if the fluorescence decay time is long compared to the

| RASSF | Relative brightness | \( \tau_D \) 2-exp | \( \tau_{DA} \) 2-exp | \( \tau_{DA} \) \( \kappa^2 \) | \( E \) 2-exp | \( E \) \( \kappa^2 \) | \( \eta \) 2-exp | \( \eta \) \( \kappa^2 \) | \( \beta_{DA} \) 2-exp | \( \beta_{DA} \) \( \kappa^2 \) | \( K_D \) (mM) 2-exp | \( K_D \) (mM) \( \kappa^2 \) | \( K_D \) ratio |
|-------|---------------------|-------------------|-------------------|-----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 1     | 2.28                | 2632              | 889               | 1563            | 0.66           | 0.41           | 0.894          | 0.979          | 0.06           | 0.06           | 1.77           | 1.71           | 1.035          |
| 2     | 0.91                | 2682              | 1081              | 1736            | 0.60           | 0.35           | 0.937          | 1.031          | 0.08           | 0.09           | 0.43           | 0.37           | 1.162          |
| 3     | 0.75                | 2660              | 505               | 1192            | 0.81           | 0.55           | 0.785          | 0.848          | 0.14           | 0.10           | 0.84           | 1.16           | 0.724          |
| 4     | 0.69                | 2690              | 907               | 1597            | 0.66           | 0.41           | 0.893          | 0.979          | 0.09           | 0.09           | 0.41           | 0.39           | 1.051          |
| 5     | 0.82                | 2685              | 694               | 1400            | 0.74           | 0.48           | 0.839          | 0.913          | 0.075          | 0.07           | 0.65           | 0.75           | 0.867          |
| 6     | 0.55                | 2688              | 705               | 1412            | 0.73           | 0.47           | 0.842          | 0.916          | 0.1            | 0.09           | 0.31           | 0.35           | 0.885          |

Values calculated from the fit parameters are shown in dark grey and dark blue for the double exponential and \( \kappa^2 \) models, respectively. The relative brightness of each RASSF-EGFP donor is also given, which was calculated from the time-integrated fluorescence intensity averaged over all the cells for that RASSF and then normalized to the average value obtained over all RASSFs for this experiment.
rotational motion, that is, $\tau_D > \max \{\tau_{DA}, \tau_{DD}\}$, then the tail of the fluorescence decay will become monoexponential following an initial period of non-monoexponential decay. If $\tau_D >> \max \{\tau_{DA}, \tau_{DD}\}$, then the contribution of the initial non-monoexponential period to the total decay becomes negligible.

The transition between the monoexponential and non-monoexponential regimes can therefore be visualized by considering the temporal evolution of $\langle k^2 \rangle(t)$. Figure 6 presents plots of distributions of this as a function of $t^* = t/\min\{\tau_{DA}, \tau_{DD}\}$.

Figure 6 shows that for $q = 1$, corresponding to equal rotational correlation times of the donor and acceptor, the time-averaged distribution of $\langle k^2 \rangle(t)$ approaches the $dk^2$ dynamic limit of a constant value of $2/3$ as time increases. Therefore, in the case of a random isotropic distribution of donor-acceptor orientations where the donor and acceptor have equal rotational correlation times, the observed decay profile of the time-dependent probability $P_{ex}(t)$ can be considered in two limits (see Eq. (18)). When $t$ is much smaller than the rotational correlation time of the donor and acceptor, that is, $t^* << 1$, then $\langle k^2 \rangle(t)$ will have the static random isotropic $sk^2$ distribution, the decay will not be monoexponential and it will tend to that of the $sk^2$ case. As $t^* \to \infty$, that is, $t$ is much larger than the rotational correlation time of the donor and acceptor, $\langle k^2 \rangle(t)$ will approach its time-averaged value of $2/3$ and the decay will become monoexponential with the decay rate of the dynamic case.

In the case of $q = 0$ (ie, when one of the fluorophores is not rotating), as $t^* \to \infty$, then $\langle k^2 \rangle(t)$ approaches a different limit as predicted by formula (2.33) in reference [41], namely $P_{sk2,q=0,t^*\to\infty}(k^2) = \frac{1}{2\sqrt{2\pi^2t^*}^{1/3}}$ in the range $[1/3, 4/3]$ and 0 otherwise. Therefore, the fluorescence decay exhibits the $sk^2$ decay profile for times $t^* << 1$ but exhibits a different (non-monoexponential) decay profile with a different distribution of decay rates as $t^* \to \infty$. Thus, this decay never becomes monoexponential. This can be explained by the observation that for each realization of a donor-acceptor pair, the orientation of the static fluorophore will produce a different limit for $\langle k^2 \rangle(t)$ as $t^* \to \infty$.

### 3.3 Correction of fluorescent protein FLIM FRET data fitted with $dk^2$ model and evaluation of impact of fitting model on assays of protein binding kinetics in cells: RASSF-MST interaction

In our recent work, applying automated time-gated FLIM FRET microscopy to identify interaction partners and measure intracellular values of $K_D$ for interactions between the RASSF and MST in cells [28], we based our analysis on the usual assumption of dynamic fluorophores with $k^2 = 2/3$ and applied a conventional double exponential decay analysis method. Since the FRET measurements were made between enhanced green fluorescent protein (EGFP) and mCherry fluorescent protein (mCherryFP), some of the quantitative analysis could have been compromised by the "dynamic FRET" assumption—although the identification of RASSF1-6 as binding partners of MST binding is robust since it requires only detection of a significant reduction in donor lifetime due to FRET—and we note that the binding of MST1 to the RASSF proteins incorporating the Sav/RASSF/Hippo (SARAH) protein interaction domain (ie, RASSF1-6) was confirmed by biochemical measurements [42]. However, our estimates of the $K_D$ values for these interactions were based on the values for the molar FRETing donor population fraction, $\beta_{DA}$, determined by the fitting of FLIM FRET data globally to a double exponential ($dk^2$) model. Accordingly, we were interested to explore the potential impact of FLIM FRET analysis based on the $sk^2$ model, since this represents a more realistic description of these FRET measurements utilizing fluorescent protein constructs.

Because our nonlinear fluorescence decay fitting software tool incorporating the $sk^2$ model of Eq. (15) is not yet able to be applied to image data, we developed a method to "correct" our existing RASSF-MST1 FLIM FRET data, which was obtained by global fitting of a double exponential decay model to the experimental data using FLIMfit. First, we generated a noise-free double exponential donor

### TABLE 2

| RASSF | Relative brightness | $\tau_D$ | $\tau_{DA}$ | $\tau_{DD}$ | $E_{sk^2}$ | $E_{d^2}$ | $E_{sk^2}$ | $E_{d^2}$ | $\beta_{DA}$ | $\beta_{DD}$ | $K_D$ (mM) | $K_D$ (mM) | $K_D$ (mM) | $K_D$ (mM) |
|-------|-------------------|---------|-------------|------------|-------------|-------------|-------------|-------------|-------------|-------------|------------|------------|------------|------------|
| 1     | 1.00              | 2632    | 781         | 1468       | 0.70        | 0.44        | 0.866       | 0.946       | 0.20        | 0.20        | 0.76       | 0.77       | 0.987      |
| 2     | 1.52              | 2682    | 956         | 1635       | 0.64        | 0.39        | 0.906       | 0.994       | 0.19        | 0.21        | 0.29       | 0.26       | 1.115      |
| 3     | 0.66              | 2660    | 716         | 1415       | 0.73        | 0.47        | 0.847       | 0.922       | 0.22        | 0.21        | 0.43       | 0.46       | 0.934      |
| 4     | 1.09              | 2690    | 865         | 1560       | 0.68        | 0.42        | 0.883       | 0.966       | 0.20        | 0.21        | 0.27       | 0.25       | 1.080      |
| 5     | 1.11              | 2685    | 805         | 1505       | 0.70        | 0.44        | 0.868       | 0.948       | 0.20        | 0.20        | 0.42       | 0.42       | 1.000      |
| 6     | 0.62              | 2682    | 688         | 1395       | 0.74        | 0.48        | 0.837       | 0.910       | 0.19        | 0.25        | 0.29       | 0.29       | 0.862      |

Values calculated from the fit parameters are shown in dark grey and dark blue for the double exponential and $sk^2$ models, respectively. The relative brightness of each RASSF-EGFP donor is also given, which was calculated from the time-integrated fluorescence intensity averaged over all the cells for that RASSF and then normalized to the average value obtained over all RASSFs for this experiment.
FIGURE 8  Variation of the corrected fraction of bound donors, $\beta_{c DA}$, and corresponding $K_c^D$ values for the RASSF/MST1 FLIM FRET data as a function of the fraction of dark acceptors, $\xi$: A, RASSF1-6 interacting with full length MST1. B, RASSF1-6 interacting with truncated SARAH domain.
fluorescence decay profile for each RASSF-MST1 family member interaction using the FRET parameters obtained from the fitting of the experimental data. We then adjusted a simulated \( sk^2 \) fluorescence decay profile to fit these ideal double exponential donor fluorescence decay profiles. Thus, we obtained the \( sk^2 \) model-based FRET parameters for each RASSF-MST1 family member interaction. For this fitting procedure, the non-FRETing donor lifetime of the simulated \( sk^2 \) decay was fixed to the mean value of a single exponential fit of the EGFP fluorescence in cells expressing only the donor fluorophore, and the \( sk^2 \) model parameters \( \eta_{DA,sk^2} \) and \( \beta_{DA,sk^2} \) were adjusted using a multidimensional nonlinear minimization (Nelder-Mead) [43] to fit the double exponential decay profile. Thus, the following function was minimized to fit the \( sk^2 \) model to the “ideal” experimentally derived double exponential decay profiles:

\[
[\eta_{sk^2}, \beta_{DA,sk^2}] = \text{argmin} \left\{ \sum_{t=0}^{s} \left[ f_{dx^2} \left( \beta_{DA,dx^2}, \tau_{D,dx^2}, \tau_{DA,dx^2}^2, t \right) - f_{sx^2} \left( \beta_{DA,sx^2}, \tau_{D,sx^2}^2, \eta_{sx^2}, t \right) \right]^2 \right\},
\]

where \( f_{dx^2} \) and \( f_{sx^2} \) are double exponential and \( sk^2 \) fluorescence decays respectively.

In order to validate this approach, we simulated \( sk^2 \) decay curves using the same parameters used above, that is, \( \eta = \{0.8, 1, 1.2\}, N_{ph} = \{2\times10^6, 10^8\} \) and \( \beta_{DA} = 0.05 \) to 0.95. We then fitted these decay profiles to the standard double exponential decay model that is widely used for FLIM data analysis. The simulations and the global double exponential fits were performed the same way as described in Section 3.1. We then applied the correction approach of Eq. (4) to restore the original parameters of the \( sk^2 \) decays using only the results of the double exponential fits. The results of this procedure are shown in Figure 7.

One can see that the correction based on Eq. (4) provides an improvement in the molar fraction values, especially for the cases of weaker FRET (larger \( \eta \)). This improvement does not seem to be highly sensitive to the number of photons in the decay. The corresponding plots for the donor/acceptor spatial separation parameter, \( \eta \), showed very good agreement between original vs restored values (within 2% everywhere; data not shown).

We then applied this correction procedure to our previously published FLIM FRET data for RASSF-MST interactions [28] that had previously been using a double exponential decay model. The results of this \( sk^2 \) correction procedure are summarized in Tables 1 and 2, which present the median values of intracellular \( K_D \) measured per cell reported in [28], the values of \( K_D \) obtained from the \( sk^2 \) fluorescence decay adjusted to match the double exponential decay curve fitted to the experimental data and the relative change in \( K_D \) between the two models. As discussed in [28], the dissociation constant, \( K_D \), is related to the FRETing population fraction, \( \beta_{DA} \), by:

\[
K_D = \frac{(1-\beta_{DA})/(1-(\beta_{DA}D_{total}/A_{total}))A_{total}}{\beta_{DA}},
\]

where \( D_{total} \) and \( A_{total} \) are the total concentrations of donor and acceptor fluorophores that can be determined via calibrated fluorescence intensity measurements.

It is apparent that the values of \( \beta_{DA} \) and \( K_D \) found for the MST1-RASSF1-6 and SARAH-RASSF1-6 interactions via double exponential FRET analysis deviate from those obtained using the \( sk^2 \) model within a factor of <1.4.

We note that this approach could be used generally to apply an \( sk^2 \) model “correction” to any FRET experiments for which the conventionally calculated FRET parameters can be used to describe a donor fluorescence decay curve. This could be useful where FRET constructs have been employed such that the assumption of a static random distribution of fluorescent protein dipole orientations would provide more accurate FRET parameters, as is the case for fluorescent protein-based constructs.

As well as the impact of fluorophores that are effectively static during the donor fluorescence decay, quantitative FLIM FRET measurements using fluorescent proteins can also be compromised by the presence of “dark” acceptors that lead to donor-acceptor complexes not being accounted for in the FRETing population fraction, which can also lead to errors when calculating \( K_D \). Dark acceptor states have previously been reported for the red fluorescent protein mCherryFP [44, 45] and this could be a source of error when determining the bound molar fraction of RASSF proteins.

The presence of dark acceptors will result in the measured values of \( \beta_{DA} \) and \( A_{total} \) being reduced from their true values by \((1-\xi)\), where \( \xi \) is the fraction of acceptors in the dark state. This effect may be corrected post-fitting of the FLIM data by appropriately rescaling the fitted values of \( \beta_{DA} \) and the measured value of \( A_{total} \). The corrected molar fraction of donors bound to all acceptors (both bright and dark) can be calculated as:

\[
\beta_{DA}^c = \frac{\beta_{DA}}{1-\xi}.
\]

Thus, the corrected expression for \( K_D \) becomes, correspondingly:

\[
K_D^c = \frac{(1-(\beta_{DA}/(1-\xi)))/(1-(\beta_{DA}D_{total}/A_{total}))A_{total}}{\beta_{DA}},
\]

This derivation assumes that donors bound to dark acceptors have the same fluorescence decay profile as unbound donors. The constraint that the total number of acceptors bound to donors cannot exceed the number of available donors yields the condition \( \beta_{DA} \leq 1-\xi \), which
limits the applicability of Eqs. (6) and (7) to the range of physically possible cases.

Figure 8 illustrates how the presence of dark acceptor states could impact the analysis of the RASSF/MST1 FLIM FRET data, plotted with the values of $\beta_{DA}^c$ and $K_D^c$ calculated for the case of dynamic and static random isotropic distributions of fluorophores for RASSF1-6. For values of $\xi$ up to ~0.5, the impact of dark acceptors on measurements of $K_D$ is relatively small (changing $K_D$ values by a factor of less than ~1.4) and comparable to the small difference in $K_D$ values for the double exponential and $sk^2$ models found for this case.

4 | METHODS

4.1 | The $sk^2$ intensity decay model

In the following derivation, $P_T(t)$ represents the PDDF of photons detected within the measurement window $[0,T]$ resulting from a fluorescence decay profile exited by an infinitely short laser pulse at time $t = 0$.

For example, for a monoexponential fluorescence decay with the lifetime $\tau$, this probability is [20, 46]

$$P_{T,1exp}(t) = \frac{1}{\tau} \frac{1}{1-e^{-t/\tau}} e^{-t/\tau},$$

where the factor $(1/(1-e^{-T/\tau}))$ in Eq. (8) takes into account the effect of incomplete exponential decays [46].

In general, the fluorescence intensity, $I_T(t)$, experimentally observed over each pulse period $T$ is given by the photon arrival probability, $P_T(t)$, convolved with the instrument response function, IRF$(t)$, multiplied by $N_{ph}$, the total number of photons in the total decay:

$$I_T(t) = N_{ph} \cdot P_T(t) \otimes \text{IRF}(t).$$

The function IRF$(t)$ is the PDDF of photon arrival delays in the window $[0,T]$ due to the measurement instrumentation only. It may be considered as the response of the measurement system to a sample with an infinitely fast decay profile.

The conventional double exponential FRET model for a mixture of free donor and donor-acceptor (FRET) molecular states can be derived from Eq. (8) as a weighted sum of the donor and the donor-acceptor exponential terms parameterized by their respective lifetimes $\tau_D$ and $\tau_{DA}$, that is

$$P_{T,FRET(2)}(t;\tau_D,\tau_{DA}) = f_D \cdot P_{T,1exp}(t,\tau_D) + (1-f_D) \cdot P_{T,1exp}(t,\tau_{DA}),$$

where $f_D$ is the fraction of photons emitted by non-FRETing donor fluorophores. In this case, $\tau_D$ and $\tau_{DA}$ are related by the FRET efficiency as follows:

$$\tau_{DA} = \tau_D (1-E).$$

If the FRET efficiency is distributed with probability density $p_{FRET}(E)$, the photon arrival probability becomes:

$$P_{T,FRET(2)}(t;\tau_D,\ldots) = f_D \cdot P_{T,1exp}(t,\tau_D) + (1-f_D) \cdot \int_E \frac{1}{\tau} \frac{1}{1-e^{-t/\tau}} e^{-t/\tau} \cdot p_{FRET}(E) \, dE.$$  

In general, the probability distribution function $p_{FRET}(E)$ entering Eq. (12) depends on the donor/acceptor geometry. In particular, the case of a “static random isotropic orientation” of the orientation factor $k^2$ of the donor and acceptor dipoles (ie, the $sk^2$ model mentioned above) is described by the analytical $k^2$ distribution first published in [41]; the corresponding FRET efficiency distribution was derived in [3]. For a given donor/acceptor pair, it can be assumed that this distribution $p_{FRET,sk^2}(E)$ depends only on the parameter $\eta$, which is the dimensionless donor-to-acceptor distance as defined in Eq. (1). Namely, for the given parameters $\eta$ and $E$, this probability distribution is calculated as follows:

$$p_{FRET,sk^2}(E,\eta) = \begin{cases} 
H \cdot \ln \left(2 + \sqrt{3} \right), & 0 \leq E \leq \frac{F}{1+F}, \\
H \cdot \ln \left(\frac{2 + \sqrt{3}}{G + \sqrt{G^2 - 1}}\right), & \frac{F}{1+F} \leq E \leq \frac{4F}{1+4F}, \\
G, & \frac{4F}{1+4F} \leq E \leq 1.
\end{cases}$$

where $F = \frac{3}{2\eta^2}$; $G = \sqrt{\frac{E}{F(1-E)}}$; $H = \frac{1}{2(1-E)\sqrt{3EF(1-E)}}$.

For numerical calculations, a discrete approximation of the integral in Eq. (12) is made using the set of FRET efficiency probabilities: $p(E) \Rightarrow p(E_k)$, where $E_k$ are 1000 equidistant values between 0 and 1 (excluding these extreme values).

An expression for the $sk^2$ intensity decay model is then obtained by combining Eq. (12) with the discrete approximation of $p_{FRET,sk^2}(E)$ and substituting into Eq. (9):

$$I_{T,FRET,sk^2}(t;\tau_D,\eta,f_D) = N_{ph} \cdot f_D \cdot P_{T,1exp}(t,\tau_D) + (1-f_D) \cdot \sum_k p_{FRET,sk^2}(E_k,\eta) \cdot P_{T,1exp}(t,\tau_D(1-E_k)).$$

4.2 | Simulated $sk^2$ FRET data generation

The $sk^2$ fluorescence decay model was coded in MATLAB using Eq. (15). To simulate typical experimental fluorescence decay profiles, a decay consisting of 4096 time bins with a 20 MHz laser pulse repetition rate was simulated, as is typical for time-correlated single photon counting (TCSPC) measurements. An experimentally measured IRF was used in the simulations and Poisson noise was added to the modelled decay after convolving it with the IRF.
4.3 Fitting to the \( s^2 \) and \( d^2 \) models

From a coding perspective, nonlinear fitting of a fluorescence decay to the \( s^2 \) model of Eq. (15) involves 3 fitting parameters, \( \tau_D, \eta \) and \( f_D \). For a specific fit, the first 2 parameters define the probability distribution, \( p_{\text{FRET}}(t; \tau_D) \), used to generate the fitting model. Once the fitting process has yielded a given \( \tau_D, \eta \) and \( f_D \), the FRET efficiency, \( E_c = \sum c_{\text{FRET}}(t)E_k \), and the average FRETing donor lifetime, \( \tau_{\text{DA}} = \tau_D(1 - E_c) \), can be obtained, and then the population (molar) fractions of free donor and donor-acceptor states, \( \beta_D \) and \( \beta_{\text{DA}} \), can be calculated [21]. For example, for the FRETing molar fraction \( \beta_{\text{DA}} \), one obtains:

\[
\beta_{\text{DA}} = \frac{f_{\text{DA}}\tau_D^{-1}}{f_{\text{DA}}\tau_D^{-1} + f_D\tau^{-1}}, \quad \text{where } f_{\text{DA}} = (1 - f_D). \tag{16}
\]

4.4 Global fitting to the \( s^2 \) and \( d^2 \) models

To globally fit the fluorescence lifetime decays to the \( s^2 \) and \( d^2 \) models, the global versions of Eqs. (10) and (15) were derived and the well-known variable projection method separating linear and nonlinear variables [30] was applied. For example, the model described by Eq. (15) was modified as:

\[
I_{\text{FRET}, \text{var}}(t) = (c_D P_{\text{T,0}}(t, \tau_D) + c_{\text{FRET}}P_{\text{T,\text{FRET}}}(t; \tau_D, \eta)) \otimes \text{IRF}(t), \tag{17}
\]

where \( c_D, c_{\text{FRET}} \) are the linear fitted amplitudes, and other variables are the same as in Eq. (15). In this case, the nonlinear (global) parameters of the fit are \( \tau_D \) and \( \eta = R_{\text{DA}}/R_0 \). Global fitting to the \( s^2 \) and \( d^2 \) models was then undertaken using the MATLAB implementation of the “varpro” procedure [31]. For both models, the components’ photon decay fractions \( f_D \) and \( f_{\text{DA}} \) are calculated from the linear amplitudes. For example, the donor fraction is \( f_D = c_D/(c_D + c_{\text{FRET}}) \), and the corresponding FRET fraction is complementary.

4.5 Simulations of fluorescence intensity decays for varying rotational mobility of fluorophores

In order to get an insight into the interplay of static and dynamic regimes in FRET, we utilized the rotational diffusion simulation recipes presented in the article by Berberan-Santos et al. [41].

The basis for decay simulation is the time-dependent probability \( P_{\text{ex}}(t) \) of the donor in a molecular FRET pair to stay excited at time \( t \) after the excitation at \( t = 0 \) [34–41], which in the notation used here is

\[
P_{\text{ex}}(t) = \exp \left( -\frac{t}{\tau_D} \left[ 1 + \frac{3}{2} \eta^{-6} \cdot <k^2>(t) \right] \right), \tag{18}
\]

where the time-dependent function of interest \( <k^2>(t) \) is the orientation factor time-averaged from times 0 to \( t \):

\[
<k^2>(t) = \frac{1}{t} \int_0^t k^2(t')dt'.
\]

Note that substituting \( 2/3 \) instead of the function of interest \( <k^2>(t) \) in Eq. (18) gives the well-known dynamic FRET decay. When mixed with a non-FRETing donor term, it produces the \( d^2 \) model.

In reference [41], simulations of intermediate regimes included the effect of different rotational properties of donor and acceptor, which leads to a refined model:

\[
P_{\text{ex}}(t) = \exp \left( -\frac{t}{\tau_D} \left[ 1 + \frac{3}{2} \eta^{-6} \cdot <k^2>(t) \right] \right) \tag{19}
\]

In Eq. (19), the \( t \)-dependent term \( <k^2>(t) \) was obtained through numerical simulation. This term depends on the parameter \( q \), which is the ratio of the smaller of the donor or acceptor rotational correlation time to the larger of the donor or acceptor rotational correlation time. At \( q = 0 \) either the donor or acceptor is static, whereas at \( q = 1 \) both have the same rotational correlation time. Numerical simulations were performed as a function of the dimensionless time \( t^* = t/\tau_r \), where \( \tau_r \) is the smaller rotational correlation time (either of donor or acceptor) [41].

To calculate a macroscopically averaged emission probability, \( P_{\text{ex}}(t) \), and the evolution of \( <k^2>(t) \) over time, we simulated 60 000 realizations of the orientation of donor-acceptor pairs as a function of time. To calculate PDDFs of \( <k^2>(t) \) shown in Figure 6, the scaled simulated orientation \( k^2(t^*) \) factors were integrated numerically over time and a normalized histogram was constructed. To calculate a simulated decay, for each pair the simulated orientation factors \( k^2(t^*) \) were scaled appropriately onto an “instrument” time axis, depending on the values of \( \tau_r \) and the value of \( q \) to yield \( k^2(t) \) for that pair. \( P_{\text{ex}}(t) \) was then estimated as the average of the decay (Eq. (19)) over all realizations:

\[
P_{\text{ex}}(t) \approx <P_{\text{ex}}(t^*)> \text{ realizations.}
\]

Having obtained the macroscopic probability \( P_{\text{ex}}(t) \), the intensity of fluorescence decay (which is measured by FRET and FLIM/FRET instruments in photons/s) could then be calculated as \( I(t) = N_{\text{ph}} \left( \frac{-dP_{\text{ex}}(t)}{dt} \right) \). These are the decays plotted in Figure 4.

Figure 9 illustrates the evolution of exemplar simulated \( <k^2>(t^*) \) curves for \( q = 0, 0.5 \) and 1, that have been interpolated onto the \( t \) axis in the “instrument window” for three different values of \( \tau_r \).

4.6 Calculation of \( \kappa^2 \) distribution for static donor-acceptor fluorophores and corresponding decay curves

The theoretical \( \kappa^2 \) distribution shown in Figure 5 was obtained using the formula given in [41]:

\[
p_{\kappa^2}(k^2) = \frac{1}{2\sqrt{3}k^2} \left[ \ln \left( 2 + \sqrt{3} \right) - \theta(k^2 - 1) \ln \left( \sqrt{k^2} + \sqrt{k^2 - 1} \right) \right]. \tag{20}
\]

where \( \theta \) is the Heaviside function.
The simulated $\kappa^2$ distribution shown in Figure 5 was obtained through numerical simulation of randomly oriented donor-acceptor pairs. To simulate the $\kappa^2$ fluorescence intensity decay in Figure 4, we used Eq. (18) and employed the PDDF of Eq. (20) in the place of $\langle \kappa^2 \rangle(t)$. The resulting curve coincides with the one obtained from the $pFRET_{sx^2}(E)$ PDDF given in Eq. (13)) (magenta curve) and so is not shown in Figure 4.

The simulated $\kappa^2$ distribution shown in Figure 5 was obtained through numerical simulation of randomly oriented donor-acceptor pairs.

To simulate the $sx^2$ fluorescence intensity decay in Figure 4, we used Eq. (18) and employed the PDDF of Eq. (20) in the place of $\langle sx^2 \rangle(t)$. The resulting curve coincides with the one obtained from the $pFRET_{sx^2}(E)$ PDDF given in Eq. (13)) (magenta curve) and so is not shown in Figure 4.

The simulated $\kappa^2$ distribution shown in Figure 5 was obtained through numerical simulation of randomly oriented donor-acceptor pairs.

To simulate the $sx^2$ fluorescence intensity decay in Figure 4, we used Eq. (18) and employed the PDDF of Eq. (20) in the place of $\langle sx^2 \rangle(t)$. The resulting curve coincides with the one obtained from the $pFRET_{sx^2}(E)$ PDDF given in Eq. (13)) (magenta curve) and so is not shown in Figure 4.

4.7 FLIM FRET measurements of MST1-RASSF interactions

The details of the experiment reported in reference [28] are summarized here. Briefly, we utilized wide-field time-gated imaging to realize a FLIM microscope that is able to automatically acquire optically sectioned fluorescence lifetime images with a typical mean acquisition time of 10 seconds.

To obtain reliable statistics, the FLIM images were acquired from 10 FOV per well, using 5 time gates to sample the fluorescence decay profiles with exposure times around 1 second per gate for the donor (EGFP) images. The images were automatically segmented using the FLIMfit cell segmentation tools and decays were fitted on a per-cell basis using a global double exponential analysis where the long (donor only) decay component was fixed to the value obtained from cells expressing only the donor.

5 CONCLUSIONS

FRET measurements are widely used to study molecular processes, particularly in cell biology using fluorescent proteins. Unfortunately, almost all previous work assumes the dynamic random distribution of fluorophore orientations, that is, that the FRETing donor can be described by a monoexponential fluorescence decay profile, which is not appropriate for FRET with fluorescent proteins. As pointed out by Vogel et al. [3], the static random distribution of fluorophore orientations leads to a bimodal FRET efficiency distribution that does not produce a monoexponential fluorescence decay. The static random distribution of fluorophore orientations is thought to be a better model for the donor decay for FRET with fluorescent proteins. Many researchers have used fluorescence lifetime measurements of FRET with fluorescent proteins to quantitate cell-signalling processes, including our recent intracellular measurements of the dissociation constants $K_D$, of molecular interactions, and so it is important to understand the applicability and the impact of the static $sx^2$ random distribution of fluorescent protein dipole orientations on such quantitative FRET analyses.

Here, we have followed [3] to develop a numerical simulation of $sx^2$ fluorophore emission and have studied its impact on the quantification of FRETing donor population fraction for the first time, with a view to estimating its effect on measurements of $K_D$. We have also developed and evaluated an algorithm for the $sx^2$ model-based nonlinear fitting of FRETing donor fluorescence decay profiles. We observe that the discrepancy between the FRET parameters obtained for the dynamic and static FRET models varies as a function of the donor-acceptor distance. Our simulations show that global fitting provides the most robust analysis, which we believe to be due to the reduction in the number of fit parameters used with global fitting. In general, it was found that the fit of simulated $sx^2$ FRET lifetime data to a double exponential decay model tended to result in an overestimate of the effective FRET efficiency and often also the donor molar fraction.

To support further analysis of the static $sx^2$ distribution of fluorescent protein dipole orientations, we compared simulated fluorescence decay profiles to decay profiles generated using the analytic expression for the FRET efficiency distribution of [3] (Eq. (13)) and to decay profiles generated
using the analytic static $x^2$ distribution given in [41] (Eq. (20)). Good agreement was found between our simulations and the two theoretical methods. Our simulations allowed us to explore the transition between the static $x^2$ and dynamic $dx^2$ limits of FRETing fluorophores as the ratio of the rotational correlation time of the donor/acceptor to the fluorescence decay time is varied and also to explore the use of donor/acceptor pairs with different rotational correlation times.

We have also studied the impact of the static $x^2$ random distribution of fluorescent protein dipole orientations on our previously published FLIM FRET data [28] concerning the interactions of RASSF family proteins with MST1 and its truncated SARAH domain, which included calculations of $K_D$. By fitting the $x^2$ model to ideal double exponential decay profiles incorporating the FRET parameters obtained from our global fitting of the experimental fluorescence decays for each FRET experiment, we were able to obtain estimates of the relevant FRET parameters corresponding to the $x^2$ interpretation. Our analysis indicates that, while the $\beta_{DA}$ values calculated with assumption of the double exponential decay model may incorrectly estimate the $K_D$ values corresponding to the static fluorescence protein donor emission, the discrepancy was less than a factor of 1.4 in this case, as expected for the relatively low FRET efficiencies and FRETing population fractions. However, the approach demonstrated can provide values that are more accurate—compared to fitting data to a double exponential decay—and could be generally applied to improve FRET measurements using fluorescence proteins or other fluorescently labelled protein moieties that are effectively static over the timescale of the fluorescent decay. In future, we hope to integrate the $x^2$ data model into our FLIM data analysis software.

Finally, we suggest that the methodology presented can be more broadly applied to analyse complex FRET signals arising from a range of FRET efficiency distributions (appropriately modifying Eq. (15)). We note that similar routine FRET fitting techniques based on the direct “on the fly” modelling were investigated before, for example, [35]. In future, it would be interesting to study the impact of donor/acceptor distance distributions and modification of the $x^2$ model to include some constraints on the range of donor/acceptor static orientation angles.

Our MATLAB software to apply the “$x^2$ correction” to FLIM FRET data of measurements made with fluorescent proteins can be found at https://github.com/yalexand/k2_to_sk2_calculator.
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