Dense Prediction Transformer for Scale Estimation in Monocular Visual Odometry
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Abstract—Monocular visual odometry consists of the estimation of the position of an agent through images of a single camera, and it is applied in autonomous vehicles, medical robots, and augmented reality. However, monocular systems suffer from the scale ambiguity problem due to the lack of depth information in 2D frames. This paper contributes by showing an application of the dense prediction transformer model for scale estimation in monocular visual odometry systems. Experimental results show that the scale drift problem of monocular systems can be reduced through the accurate estimation of the depth map by this model, achieving competitive state-of-the-art performance on a visual odometry benchmark.

Index Terms—monocular visual odometry, scale estimation, deep learning, monocular depth estimation, vision transformer

I. INTRODUCTION

Visual odometry (VO) is an accurate and classical process of estimating the camera pose and motion from a sequence of images. It is a tracking problem widely applied in mobile robots and autonomous vehicles [1].

Monocular visual odometry (MVO) systems use a single camera to capture the images, while the stereo VO algorithms utilize a stereo camera pair which allows the computation of feature depth between image frames. In this work, we deal with MVO mainly due to its simplicity, i.e. monocular systems have simpler hardware than stereo and are more accessible in society, especially via mobile devices. Nevertheless, MVO systems lack the depth information and scale of the objects since the three-dimensional (3D) objects in the world are projected into a two-dimensional (2D) image space. This implies that MVO algorithms can only estimate the relative motion, resulting in scale ambiguity. Furthermore, the scale errors during the motion estimation step are accumulated over time, leading to a scale drift, which is a critical factor in decreasing the accuracy of MVO methods [1].

Recovering the scale information is challenging in monocular systems and usually relies on a prior known absolute reference. The integration with other sensors, such as a global positioning system (GPS), wheel odometry, or an inertial measurement unit (IMU), can provide a reference scale [1]. Traditional solutions use local optimization, such as bundle adjustment (BA) [2] and loop closure (LC) [3] detection, to reduce the scale drift problem. Furthermore, researchers also use a ground plane estimation with a prior knowledge of the camera height [4], [5], assumed to be stable during the motion, and the pixel depth map [6] to estimate the scale and correct the computed translation, among other solutions [7], [8]. Deep learning techniques, e.g. transformer and convolutional neural networks (CNN), have shown high accuracy in estimating dense depth maps from single images [9], [10].

In this paper, we will handle the scale recovery problem using the depth map estimated by a deep learning technique, more precisely by a transformer-based network. This work shows that the scale estimated by a transformer-based network yields competitive performance compared to the state-of-the-art solutions on the KITTI odometry benchmark [11].

The remaining of this paper is organized as follows. Section II introduces the transformer-based network used to predict the monocular depth map. Section III explains the monocular visual odometry components and presents our pipeline model. Section IV details the KITTI benchmark dataset and the metrics used to evaluate and compare our model with other state-of-the-art algorithms. Section V shows the experimental results on the VO benchmark. Section VI discusses the achieved results. Finally, Section VII concludes and shares our ideas for future work.

II. DEPTH ESTIMATION THROUGH DENSE PREDICTION TRANSFORMER

Transformer [12] is a state-of-the-art architecture based on attention mechanisms that outperformed recurrent neural networks (RNN) and long short-term memory cells (LSTM) in natural language processing (NLP) tasks. Since then, transformer-based architectures have begun to emerge, like BERT [13] and GPT [14]. After the success of transformer-based architectures in NLP tasks, researchers started to apply transformer-based networks to vision problems. Dosovitskiy et al. [15] presented the vision transformer (ViT) model, reach-
ing state-of-the-art performance on several image recognition benchmarks [15].

Regarding the monocular depth estimation from a single 2D image, Ranftl et al. [10] introduced the dense prediction transformer (DPT) model, reporting an improvement in relative performance compared to the CNN-based state-of-the-art [10]. For this reason, we chose the DPT network to estimate the depth map since an accurate depth estimation contributes to a better scale estimation [16].

The DPT model utilizes a ViT as the backbone. The input image is divided into image patches, which are embedded as flattened representations of features extracted from a ResNet 50 network [10]. The embedding is augmented with a special positional token called readout token [10]. The embedding process with a CNN feature extractor makes the model hybrid (DPT-Hybrid architecture in [10]). The image patches are equivalent to “words” in NLP tasks, and the embedded patches will be referred to as tokens, following the original nomenclature of the transformer architecture. The set of tokens passes through a sequence of transform layers composed of multi-headed self-attention blocks [12]. The output tokens of the transformer layers are reassembled by a Reassemble operation [10], followed by fusion blocks [10] that combine the features progressively. The DPT-Hybrid architecture uses the features extracted from layers 9 and 12 of the ResNet 50 in the embedding step. The interested reader is referred to the original paper for a more detailed explanation [10]. From now on, the DPT-Hybrid model will be referred to only as DPT in this paper. Figure 1 shows the depth map estimated by the DPT model.

**III. MONOCULAR VISUAL ODOMETRY**

Monocular visual odometry aims to estimate the agent’s motion incrementally using the images from a single camera, pose after pose [1]. The motion $T_k \in \mathbb{R}^{4\times4}$ is defined as

$$T_k = \begin{bmatrix} R_k & t_k \\ 0 & 1 \end{bmatrix},$$

where $k$ is the current time instant, $R_k \in SO(3)$ is the rotation matrix which describes the camera rotation from instant $k - 1$ to $k$, and $t_k \in \mathbb{R}^{3\times1}$ is the translation vector that depicts the translation from instant $k - 1$ to $k$. Furthermore, the projection properties of the camera should also be considered, given by the intrinsic calibration matrix

$$K = \begin{bmatrix} f_x & 0 & c_x \\ 0 & f_y & c_y \\ 0 & 0 & 1 \end{bmatrix},$$

where $(f_x, f_y)$ is the focal length, and $(c_x, c_y)$ is the principal point (optical center) [17].

Before estimating the motion $T_k$, features must be detected and matched over the image frames. This step is defined in Subsection III-A. In Subsections III-B and III-C, two methods for estimating motion are detailed, one by decomposing the essential matrix and the other by minimizing the reprojection error.

**A. Feature detection and matching**

The feature detection step consists of detecting interest points in the images, such as the corners. These points are called keypoints or features, and they should be easily detectable in the next frames, so the feature matching can be applied.

The Features from Accelerated Segment Test (FAST) [18] is a corner detection algorithm with low computational cost, allowing real-time applications. The corners are tested by the number of contrasting pixels in a circle around a potential corner center, and detected as corners with the aid of a decision tree classifier. The contrast is a comparison of the pixel values around the center, checking if they are brighter or lighter, given a threshold. Since many potential corners are identified, a non-maximal suppression is applied to preserve only the most suitable corner candidates [18].

Following the detection step, the keypoints in a frame are compared with all other keypoints in the next frame using a similarity measurement [1]. The sparse features set are matched by calculating the optical flow between the frames using the iterative Lucas-Kanade method [19].

**B. Motion estimation via essential matrix**

Motion estimation is the core component of VO algorithms. A classical geometry-based algorithm employs epipolar constraints for solving the essential matrix $E_k$ or the fundamental
matrix $F_k$ at instant $k$, which are related by the intrinsic
calibration matrix $K$:

$$F_k = K^{-T}E_kK^{-1}. \quad (1)$$

The essential matrix $E_k$ is related to the camera motion by the following:

$$E_k \simeq [t_k]_x R_k, \quad (2)$$

where

$$[t_k]_x = \begin{bmatrix} 0 & -t_z & t_y \\ t_z & 0 & -t_x \\ -t_y & t_x & 0 \end{bmatrix}$$

is the skew symmetric matrix of translation vector $t_k = [t_x, t_y, t_z]$, and $\simeq$ indicates the estimation up to a scale factor $[1]$.

Let $I_{k-1}$ and $I_k$ be two consecutive image frames from a calibrated camera. Given the 2D normalized matched features coordinates $x_k$ of image $I_k$, and $x_{k-1}$ of image $I_{k-1}$, the epipolar constraint leads to the following equation:

$$x_k^T E_k x_{k-1} = 0. \quad (3)$$

Then, the camera motion $T_k$ can be estimated from 2D-to-2D feature correspondences by decomposing the essential matrix $[1], [20]$. The decomposition leads to four possible solutions, but the correct solution can be estimated by checking the chirality condition, i.e. if the triangulation of the feature points are in front of both cameras $[1], [21]$.

The estimation of the essential matrix using epipolar constraints may suffer motion degeneracy when the camera’s translation is small, or the motion is a pure rotation, and structure degeneracy when the viewed scene structure is planar $[22]$. In these cases, the estimation is unstable and the epipolar constraint is unsuitable. Furthermore, the translation recovered is up to an unknown scale factor, as seen in (2).

1) Scale estimation: There are several ways to estimate the relative scale in MVO and correct the translation vector. Popular methods use the prior knowledge of the camera height, and a road plane modeling $[4]$. The depth information can also be used to estimate the scale. Zhan et al. $[21]$ proposed a simple scale recovery algorithm based on the depth estimated by a CNN model, aligning the triangulated depth with the deep learning estimated depth map. In this case, the deep learning model is assumed to be the “depth sensor”, so the true 3D structures are assumed to be known. Let $D'_i$ be the depth estimated by triangulation, and $D_i$ be the depth estimated by the deep learning model, where $i$ is the $i$-th matched keypoint, $i = 0, 1, \cdots, N$, and $N$ is the number of matched keypoints after prior outlier removal from the triangulation step. The scale is obtained by a random sample consensus (RANSAC) $[23]$ regressor with the depth ratio vector $D = [D'_1, D'_2, \cdots, D'_N]^T$ as input, so the depths are aligned.

C. Motion estimation via PnP

Perspective from $n$ points (PnP) is an alternative method to the epipolar geometry when the 3D-to-2D correspondences are given. With the depth map estimated by the deep learning model, the depth of the keypoints are assumed to be known. Therefore, knowing the 3D point $P_{k-1}^i$ and its 2D projection $x_k$ in the next instant, the PnP estimates the camera motion $T_k$ by minimizing the reprojection error $[1]$:

$$T_k = \arg \min_{T_k} \sum_i \|\hat{x}_{k-1}^i - x_k^i\|_2, \quad (4)$$

where the superscript $i$ indicates the $i$-th feature,

$$\hat{x}_{k-1}^i = K (RP_{k-1}^i + t)$$

is the reprojection of the 3D point $P_{k-1}^i$ in image $I_k$, and $\|\cdot\|_2$ is the $L^2$-norm.

D. Method selection

As discussed in Subsection III-B, there are cases where decomposing the essential matrix to estimate motion is not the most appropriate method, mainly when motion and structure degeneracy occur. The geometric robust information criterion (GRIC) $[22]$ is a statistical model that can identify such cases where degeneracy happens. Torr et al. $[22]$ computed the GRIC for the fundamental matrix $F$ (GRIC$_F$) and the homography matrix $H$ (GRIC$_H$). The smaller the GRIC score, the better the method explains the data. The GRIC function is defined as follows $[22]$:

$$GRIC = \sum_i \rho (e_i^2) + \log(4)dn + \log(4n)k, \quad (5)$$

where

$$\rho (e_i^2) = \min \left( \frac{e_i^2}{\sigma^2}, 2(r-d) \right)$$

is a robust function of the residuals $e_i$, $d$ is the dimension of the structure ($d = 2$ for $H$, $d = 3$ for $F$), $n$ is the number of matched features, $k$ is the number of motion model parameters ($k = 7$ for $F$, $k = 8$ for $H$), $r$ is the data dimension (4 for two views), and $\sigma$ is the standard deviation of the measurement error.

In this work, we follow $[21]$ and apply the PnP method instead of the Homography method when GRIC$_F > GRIC_H$, since we have the depth information from the DPT model. Therefore, GRIC will behave as a method selector, switching to PnP when the essential matrix is detected as unsuitable to estimate the camera motion.

E. DPT-VO pipeline

The pipeline of our MVO algorithm is called DPT-VO since we use a DPT model to estimate the depth used to recover the scale in the MVO task. Figure 3 shows a schematic diagram of the DPT-VO pipeline, which contain the main block components of VO system, namely: feature detection and matching block, depth and scale estimation blocks, and motion estimation block.

It is worth mentioning that the motion estimation block comprises the GRIC to select between the essential matrix and
PnP methods to estimate the pose. Furthermore, the estimated scale through the depth map only corrects the motion when the essential matrix method is applied.

IV. Evaluation

This section presents more details on the dataset and the metrics used to evaluate the MVO algorithms.

A. KITTI dataset

The KITTI odometry dataset [11] is a benchmark for developing and evaluating VO algorithms. A stereo camera mounted on a vehicle moving on the road captures the images during the ride. Although stereo images are available, we use only the images acquired from the left camera to implement our monocular system. The dataset comprises 22 sequences, from which 11 are provided as the trajectories with their ground truths, i.e., the camera position and orientation for each frame. The images are sampled and recorded at 10 Hz, and a GPS provides the ground truth. The remaining 11 sequences have no ground truth available to the community.

The trajectories vary from city, residential, and road scenes, with pedestrians, moving and parked cars, bicycles, etc. Moreover, the length of the trajectories in the sequences are not the same, and the car speed can range from 0 to 90 km/h. This makes visual odometry challenging, mainly regarding feature detection in high-speed and steep curve situations.

B. Evaluation metrics

The metrics are fundamental to evaluate methods and to compare the results with other approaches. For this reason, we evaluate the MVO performance using the metrics reported in KITTI odometry listed below:

- $t_{err}$: average translational error, measured in percentage (%);
- $r_{err}$: average rotational error, measured in degrees per 100 meters (º/100 m);
- ATE: absolute trajectory error, given in meters by the root mean squared error (RMSE) between the estimated camera pose and the ground truth;
- RPE: relative pose error for rotation and translation, measured frame-to-frame and given in degrees (º) for the rotation and in meters (m) for the translation.

The average translational and rotational errors are computed for all possible subsequences of length (100, 200, ⋯, 800) meters.

It is worth noting that prior works applied certain degrees of alignment in the evaluation step since monocular methods suffer from scale ambiguity to match the real-world scale. Thus, an optimization transformation might be applied to align the predictions to the ground truth poses, such as 7DoF and 6DoF optimization.

V. Experimental results

To evaluate the applicability of the DPT network in estimating scale in visual odometry tasks, a qualitative experiment was carried out, shown in Figure 4, by applying our MVO pipeline to four KITTI sequences with and without the scale estimated from the depth of DPT, and without 7DoF optimization. In this example, the scale is set to the default value of 1.0 for the case without scale, so the translation vectors are not changed. The scaled trajectory is depicted in red, while the blue line represents the case without the scale estimation step, both compared to the ground truth in dashed black. The DPT model used in this experiment was fine-tuned on KITTI, using the weights available in the original repository. As a result, it can be seen in Figure 4 that scale estimation is essential to address the scale drift in MVO systems. In addition, the depth map obtained by DPT was accurate enough and useful to estimate the scale.

Next, a quantitative experiment was conducted comparing our DPT-VO with state-of-the-art models in MVO, such as ORB-SLAM2 without LC and DF-VO trained on stereo images. The ORB-SLAM2 algorithm might depend on the initialization, so the reported results come from the least ATE obtained in 3 runs. Finally, the metrics were computed by the Python KITTI evaluation toolbox in all 11 KITTI sequences with ground truth. For a fair comparison, the proper alignment.

1https://github.com/isl-org/DPT
2https://github.com/Huangying-Zhan/kitti-odom-eval

Fig. 3. DPT-VO pipeline. A pair of image frames (at instants $k$ and $k – 1$) are used as input to the feature detector, while only a single frame is input to the monocular depth estimator, performed by a DPT model. The features are matched between the frames and used for scale recovery and motion estimation.

Fig. 4. Sequences 09 (a), and 10 (b) of the KITTI odometry dataset using the DPT-VO with and without the scale estimation obtained from the depth map.
optimizations were applied (7DoF and 6DoF), as typically done in the literature [3], [21], and both the ORB-SLAM2 without LC and DF-VO results were taken from the DF-VO repository\(^3\). The quantitative results are presented in Table I, and the best values of each metric for each sequence are highlighted in bold.

Comparing DPT-VO with ORB-SLAM2 and DF-VO, according to Table I, the DPT-VO achieved the best \(t_{err}\) and ATE on sequences 00, 01, 05, 06, 09, and 10, with ATE also better for sequence 02. In addition, the \(r_{err}\) obtained by DPT-VO was better than the other methods on sequences 00 and 06. As for rotation and translation RPEs, the DPT-VO model presented results very close to DF-VO, being better for the translation RPE in sequence 10.

Finally, to conclude our experiments, a further qualitative analysis was performed, now comparing the trajectories of the DPT-VO with the ORB-SLAM2 and DF-VO on eight sequences from the KITTI dataset, selected at random. Figure 5 shows the trajectories obtained by the three algorithms on sequences 00, 02, 03, 04, 05, 07, 08, and 09 of the KITTI odometry dataset. The qualitative results in Figure 5 show that the trajectories obtained by DPT-VO were very close to the ground truths, likewise to the DF-VO trajectories. Also notice that the scale drift problem was significantly reduced in all the presented sequences.

### VI. Discussion

The presented results show that the transformer-based DPT model predicts the depth map from a single image, which can be used to reduce the scale ambiguity problem in MVO tasks. As shown in Figure 4, the scale drift problem was drastically reduced after the scale estimation step.

The quantitative analysis in Table 1 showed that DPT-VO was able to obtain the best ATE in 7 out of 11 KITTI sequences (63.6\%) and the best \(t_{err}\) in 5 out of 11 sequences (45.5\%). This result indicates that the translation errors were relatively small, mainly due to the scale drift reduction from the scale estimation step. The ORB-SLAM2 algorithm shows low rotation error (\(r_{err}\)) but high translation error (\(t_{err}\)), mainly due to the scale drift problem since we did not employ the loop closure. In general, the rotation errors of the DPT-VO were lower than the translation error, similar to the DF-VO results. Notice that sequence 01 has the worst metrics for all 3 methods, mainly the absolute trajectory error. This is caused by the high-speed scenario in this sequence, making it challenging to detect and track the features along the frames.

The DF-VO method utilizes deep learning CNN-based models to predict the optical flow during the matching step and estimate the depth in monocular images, achieving high performance in MVO tasks. However, our DPT-VO model is simpler since it uses the classical Lucas-Kanade method to calculate the optical flow. Still, we achieved competitive results only by using a more accurate transformer-based model to predict the depth of monocular images, namely DPT. This means that the depth map estimated by a high precision and accurate model is essential to reduce the scale drift problems for the cases when depth map relations are used to estimate the scale in monocular systems. In other words, we showed that a transformer-based method has high potential to be used as a component of a MVO system, achieving competitive or even better results compared to CNN-based approaches. Our source code is publicly available\(^4\).

# VII. Conclusion

We presented an application of the dense prediction transformer for scale estimation in monocular visual odometry systems. The high performance of the DPT model in estimating the depth map from a single image contributed to an accurate scale estimation, reducing the scale drift in MVO tasks. Finally, the experimental results showed that our DPT-VO achieved competitive results compared to state-of-the-art methods on the KITTI odometry benchmark.

For future research, we plan to apply a transformer-based network for optical flow estimation, mainly in cases where traditional methods are not robust in detecting features due to

### Table I

| Seq. | Method       | \(t_{err}\) (%) | \(r_{err}\) (º/100m) | ATE (m) | RPE (m) | RPE (º) |
|------|--------------|-----------------|----------------------|---------|---------|---------|
| 00   | ORB-SLAM2    | 11.43           | 0.58                 | 40.65   | 0.169   | 0.079   |
|      | DPT-VO       | 1.44            | 0.40                 | 8.68    | 0.038   | 0.059   |
|      | DF-VO        | 2.01            | 0.61                 | 0.127   | 0.025   | 0.055   |
| 01   | ORB-SLAM2    | 107.57          | 0.89                 | 502.20  | 2.970   | 0.098   |
|      | DPT-VO       | 43.44           | 1.81                 | 123.67  | 1.745   | 0.120   |
|      | DF-VO        | 40.02           | 0.47                 | 342.71  | 0.854   | 0.052   |
| 02   | ORB-SLAM2    | 10.34           | 0.26                 | 47.82   | 0.172   | 0.072   |
|      | DPT-VO       | 2.47            | 0.48                 | 14.80   | 0.055   | 0.050   |
|      | DF-VO        | 2.32            | 0.48                 | 17.59   | 0.100   | 0.045   |
| 03   | ORB-SLAM2    | 0.97            | 0.19                 | 0.94    | 0.123   | 0.035   |
|      | DPT-VO       | 6.671           | 1.40                 | 8.22    | 0.138   | 0.067   |
|      | DF-VO        | 2.22            | 0.30                 | 1.96    | 0.021   | 0.038   |
| 04   | ORB-SLAM2    | 1.30            | 0.27                 | 1.30    | 0.078   | 0.079   |
|      | DPT-VO       | 5.09            | 0.37                 | 5.35    | 0.196   | 0.035   |
|      | DF-VO        | 0.74            | 0.25                 | 0.70    | 0.026   | 0.029   |
| 05   | ORB-SLAM2    | 9.04            | 0.26                 | 29.95   | 0.140   | 0.058   |
|      | DPT-VO       | 1.30            | 0.35                 | 3.30    | 0.034   | 0.039   |
|      | DF-VO        | 1.10            | 0.30                 | 3.94    | 0.038   | 0.035   |
| 06   | ORB-SLAM2    | 14.56           | 0.26                 | 40.82   | 0.237   | 0.055   |
|      | DPT-VO       | 0.81            | 0.26                 | 1.87    | 0.036   | 0.032   |
|      | DF-VO        | 1.42            | 0.32                 | 3.73    | 0.025   | 0.030   |
| 07   | ORB-SLAM2    | 9.77            | 0.36                 | 16.04   | 0.105   | 0.047   |
|      | DPT-VO       | 2.93            | 1.02                 | 5.98    | 0.038   | 0.042   |
|      | DF-VO        | 0.72            | 0.35                 | 1.06    | 0.015   | 0.031   |
| 08   | ORB-SLAM2    | 11.46           | 0.28                 | 43.89   | 0.192   | 0.106   |
|      | DPT-VO       | 2.07            | 0.51                 | 8.96    | 0.040   | 0.042   |
|      | DF-VO        | 1.86            | 0.33                 | 6.96    | 0.030   | 0.036   |
| 09   | ORB-SLAM2    | 9.30            | 0.26                 | 38.77   | 0.128   | 0.061   |
|      | DPT-VO       | 1.91            | 0.39                 | 6.93    | 0.053   | 0.044   |
|      | DF-VO        | 2.07            | 0.23                 | 7.59    | 0.044   | 0.037   |
| 10   | ORB-SLAM2    | 2.57            | 0.32                 | 5.42    | 0.045   | 0.065   |
|      | DPT-VO       | 1.22            | 0.42                 | 1.55    | 0.025   | 0.047   |
|      | DF-VO        | 2.06            | 0.36                 | 4.21    | 0.040   | 0.043   |

\(^3\)https://github.com/Huangying-Zhan/DF-VO  
\(^4\)https://github.com/aofrancani/DPT-VO
lightning conditions. Moreover, we intend to propose an end-to-end network based on geometry and transformer approaches to estimate the camera pose in monocular visual odometry problems.
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