Detecting structural perturbations from time series with deep learning
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Small disturbances can trigger functional breakdowns in complex systems. A challenging task is to infer the structural cause of a disturbance in a networked system, soon enough to prevent a catastrophe. We present a graph neural network approach, borrowed from the deep learning paradigm, to infer structural perturbations from functional time series. We show our data-driven approach outperforms typical reconstruction methods while meeting the accuracy of Bayesian inference. We validate the versatility and performance of our approach with epidemic spreading, population dynamics, and neural dynamics, on various network structures: random networks, scale-free networks, 25 real food-web systems, and the C. Elegans connectome. Moreover, we report that our approach is robust to data corruption. This work uncovers a practical avenue to study the resilience of real-world complex systems.
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Complex systems can shift abruptly and irreversibly into pathological states following a disturbance. Mass extinction, stock market crash, lake eutrophication are concrete examples of such catastrophes [18, 30, 43]. For systems with a clear underlying network structure, stresses may take the form of structural defects such as removing nodes or edges. These perturbations bring the system closer to a tipping-point until an obvious dynamical shift is observed [41]. To prevent breakdowns to occur, early detection is essential but is notoriously difficult [25]. Indeed, the effect of the disturbance can be negligible and comparable to the system’s noise [42]. Even more difficult than early detection of catastrophes is the challenge of inferring the removed edges/nodes.

Given observations of a network dynamics, the issue of identifying structural defects has remained largely unexplored. Most closely related are numerous studies that tackle the problem of detecting early-warning signals of functional transitions [10, 42, 9, 48]. Mostly grouped under the critical slowing down paradigm, these methods are far from universal as many have reported erroneous detections or failed to forecast an eventual catastrophe [5, 47, 19, 22]. Moreover, few early-warning signals take into account the structure of interactions, even though data may be available, so the structural cause of the disturbance cannot be inferred. Other approaches coming from the study of dynamical complex networks investigate the functional effect of removing edges [13, 20, 24]. However, they are restricted to specific dynamical models which are generally inadequate to describe the rich behavior of real complex systems.

Reconstruction methods have been frequently used, especially in neuroscience, to infer a functional structure from complex time series [44, 4, 46, 40, 8, 44, 6]. Most of these methods shine by their simplicity as they usually do not require any parameter fitting and can readily be applied to almost any type of dynamics. While being originally designed to reconstruct whole networks, they nevertheless seem a natural fit to identify structural defects. Yet, the precision of the reconstructed structure is often limited when the methods are applied on real-world datasets. They tend to detect a large variety of functional (dense) relationships between the nodes, which are only indirectly related to the (sparse) structure [12, 35]. Other reconstruction approaches rely on assumptions of dynamical [37, 45] or structural models [50, 32, 34]. Their main assets are their high accuracy on toy models with ground-truth data and their quantification of the confidence interval of the reconstructed structure. However, these approaches are limited to specific instances where the model assumptions are reasonable [7], which limit their scope for real-world applications.

In this paper, we directly tackle the issue of inferring structural perturbations by introducing a method based on graph neural networks oriented toward real-world applications. We achieve this by training a deep learning model to forecast complex dynamics after being trained on time series of activity with a given original network. Our approach is self-supervised and predicts structural
defects without prior knowledge of the nature of the perturbations, nor of the dynamical process that generated the time series. It can thus be applied to various dynamics and networks with minimal modifications. We benchmark its performance on epidemiological, population, and neural dynamics over various synthetic and real networks. We show that it outperforms standard reconstruction methods while achieving a high level of precision, and proves to be greatly robust to noisy datasets.

Our work provides a novel method to study and monitor stressed complex networks. Beyond paving the way of bringing deep learning frameworks into the study of dynamical networks, our versatile approach can be used to address concrete problems of real-world systems. To name a few, it includes monitoring ecological systems [39], documenting temporal evolution of gene regulatory networks [17], detecting leaks in water flow networks [38], and evaluating pathological structures of brains disorders [27].

1. Context

Consider a graph $G$ composed of $N$ nodes and a set $\mathcal{E}$ of $M = |\mathcal{E}|$ edges. We denote the adjacency matrix by $A$ whose element $a_{ij} = 1$ if there exists an interaction from node $j$ to node $i$ and $a_{ij} = 0$ otherwise. We consider $T$ discrete observations of the nodes activity represented by a time series $X = \{x(t) \in \mathbb{R}^N\}_{t=1 \ldots T}$, where the element $x_i(t) = [x(t)]_i$ is the activity of node $i$ at time $t$. The time series is generated from a hidden and potentiually stochastic dynamical mechanism,

$$X = \mathcal{M}[A, X_0, \theta],$$  \hspace{1cm} (1)

where $X_0$ is the initial state of the system and $\theta$ are unknown parameters. The dynamics can take any form respecting the condition that the time evolution of a node activity depends on itself and the activity of its neighbors only. It ensures that the adjacency matrix truly governs the interactions.

We consider the following scenario: For $t < \tau$, the dynamics governed by (1) is taking place on the original graph whose edges are $\mathcal{E}$. At $t = \tau > 0$, the graph is perturbed by removing a set $d\mathcal{E} \subset \mathcal{E}$ of edges. The effect of the perturbation is a shift in the adjacency matrix $A' = A - P$ where $P$ is called the perturbation matrix. For $t \geq \tau$, the dynamics takes place on the perturbed graph of adjacency matrix $A'$. Note that the change point $\tau$ is only introduced to simplify the notation and is assumed to be known. Our analysis could have been done equivalently with the more general scheme of having two distinct and disconnected time series, the dynamics occurring on the original graph and the dynamics on the perturbed graph.

We now address the task of inferring the perturbation matrix $P$ relying on the initial adjacency matrix $A$, time series $X$, and the moment of perturbation $\tau$. Three examples illustrating the task are displayed in Fig. 1. Reasonably, this problem can be solved by inferring the perturbed structure, $A' \approx \hat{A}' = f(X)$ from the observation of the nodes activity. The estimated perturbation matrix $\hat{P}$ is composed of the original edges missing from the inferred structure, i.e., $\hat{P} = A - \hat{A}'$. However, reconstructing networks from time series is a notoriously hard problem and, yet, no universal method exists [29]. Assuming that the structure $A$ and nodes’ activity before the perturbation $t < \tau$ are known, properly incorporating these features into the reconstruction process becomes a critical facet of the inference methods, i.e., $\hat{A}' = f(A, X)$

1.1. Graph Neural Networks

We introduce a Graph Neural Networks (GNN) to leverage the given structural information. In recent years, GNN have been developed to be used on structural datasets [49] with graph-based tasks [23, 15]. The developed model is trained on the self-supervised task of forecasting the nodes activity while optimizing on numerous internal parameters. More precisely, our GNN model forecasts a node activity from previous dynamical states of the neighbors,

$$\hat{x}(t + 1) = \begin{cases} \text{GNN}(A, X^{(a)}(t), \Lambda), & \text{if } t < \tau, \\ \text{GNN}(A - \sigma(\hat{h}_{\text{GNN}}), X^{(a)}(t), \Lambda), & \text{if } t \geq \tau \end{cases}$$  \hspace{1cm} (2)

where $X^{(a)}(t) = \{x(t')\}_{t' = t-a, \ldots , t}$ is the a past steps of activity, $\hat{x}(t + 1)$ is the forecasted activities at time $t + 1$, $\Lambda$ and $\hat{h}_{\text{GNN}} \in \mathbb{R}^{N \times N}$ are trainable parameters, and $\sigma(\cdot)$ is the sigmoid function. In (2), the graph of interactions is given by the structure $A - \sigma(\hat{h}_{\text{GNN}})$ if the forecast is next to the perturbation $t > \tau$, and simply $A$ otherwise. Hence, the perturbation and the dynamical mechanisms are parametrized separately using $\hat{h}_{\text{GNN}}$ and $\Lambda$ respectively. The inferred perturbation matrix is given by $\hat{P} = \sigma(\hat{h}_{\text{GNN}})$. Note that the sigmoid function $\sigma(\cdot)$ is used to limit the perturbation amplitude between 0 and 1.

During training, examples of previous and future activities are presented to the model and the error on a loss function $L[\hat{x}, x]$ between the forecasted activity $\hat{x}$ and the observed activity $x$ is backpropagated through the model.
Fig. 1: Examples of GNN predictions and time series for epidemic spreading on a scale-free network (A-B-C), population dynamics on a real ecological network [1] (D-E-F), and neural dynamics on a C.Elegans connectome (G-H-I). Halfway through the time series (black lines in B-E-H), three random edges, shown by the thick red edges in (A-D-G), are removed from the original networks displayed in (A-D-G). The bars of (C-F-I) show the predicted scores by the GNN model on individual edges with true removed edges colored in red. The ROC curves of the GNN predictions are shown with the corresponding AUC.

2. Results

We introduce two types of inference methods to compare with the GNN model. The first are functional reconstruction algorithms. The adjacency matrix after the perturbation $\hat{A}'$ is approximated by ad-hoc metrics such as the correlation matrix [4] or the Granger Causality [14, 6, 8, 40, 44], and the perturbation matrix is estimated by finding the original edges missing from the inferred structure $\hat{P} = A - \hat{A}'$.

For the second type, we assume that the dynamical mechanisms are perfectly known. It cuts out the challenge of learning the dynamics to focus on detecting the perturbation. In the context of stochastic dynamics, we develop a Bayesian inference method, inspired by Ref. [37], that estimates the perturbation by sampling the posterior distribution $\text{Pr}(P | A, X, \theta)$. This method is deeply advantaged compared to the GNN model as the dynamical mechanism $\mathcal{M}[\cdot, \cdot, \theta]$ is assumed to be known and is used explicitly to compute the posterior distribution. Therefore, it serves as an idealized reference point to compare with our GNN model.

We measure the performance of the algorithms using the area under the curve (AUC) of the ROC curve. The AUC can be interpreted as the probability that the model distinguishes whether an edge is present or absent from the perturbation set $\mathcal{E}$, independently of the threshold applied on the estimated perturbation matrix $\hat{P}$. Note that an AUC equals to 0.5 is achieved with a uniform and non-informative baseline, whereas an AUC equals to 1 indicates that all the edges from the ground-truth perturbation have the top scores on the inferred perturbation matrix $\hat{P}$.

2.1. Spreading dynamics

We evaluate the GNN model over an epidemic spreading dynamics called the susceptible-infectious-susceptible
model (SIS) \cite{36}. Nodes can be either infected \(x_i = 1\) or susceptible \(x_i = 0\). At each time step, infected nodes can infect their susceptible neighbors with a probability \(\alpha\). Infected individuals, on the other hand, become susceptible again with probability \(\beta\). An example of a time series and prediction of the perturbations is given in Fig. 1(A,B,C).

2.1.1 Random networks. In Fig. 2, we report the AUC for spreading dynamics over the Erdős-Rényi random networks \cite{33} for various parameters. It is striking that the GNN performs as well as the Bayesian model, a result that is consistent over all experiments. This may come as a surprise as the GNN has been given a more difficult task: Learning both the dynamics and the perturbation. Thus, it suggests that the GNN has simultaneously achieved the task of learning the dynamical mechanism and struggles as much as the Bayesian method on detecting the perturbation.

Another important result is that the GNN model outperforms functional reconstruction methods over all experiments. It demonstrates the importance of explicitly considering the dynamical mechanism and the prior network structure, instead of using a purely functional-based definition of the connectivity.

All methods perform best on low connectivity networks \[\text{Fig. 2(A)}\]. Perturbations on denser networks are harder to infer, independently of the model used. At least two phenomena justify this. First, the number of edges involved in the perturbation is fixed while the total number of edges grows with the average connectivity of the network. Hence, finding the right removed edges in an increasing number of candidates naturally lead to a more difficult task, irrespectively of the method employed. Second, the average number of infected nodes monotonically increases with the connectivity of the network [See Supplementary Information]. Therefore, the probability of being infected remains almost the same after the removal of a single edge in dense networks. Consequently, perturbations are barely detectable.

Figure 2(B) shows that increasing the length of the time series leads to better performance, especially for the GNN and Bayesian approaches. Larger time series are equivalent to having a larger dataset, hence a more robust inference. This is beneficial for the GNN in two ways since both the inference of the dynamics and of the perturbations are enhanced. Building on results of Fig. 2(A), we conclude that perturbations on dense random networks can be inferred with high confidence \(\text{AUC} > 0.9\) if using sufficiently large time series, e.g., \(T \sim 10^4\) entries.

The consistency of the inference can be expressed using the index of dispersion \(D = \sigma^2/\mu\) of the AUC over experiments sharing similar settings. We observe that the dispersion decreases with the average AUC \[\text{Fig. 2(D)}\]. It means that the GNN model becomes even more consistent on similar experiments with high AUC outcomes. Moreover, because the dispersion coefficient is highly similar between the GNN model and the Bayesian model, it suggests that the error source is similar. We hypothesize that large AUC variance is produced by inherent fluctuations in the generated dataset rather than the sensitivity of the algorithms.

2.1.2 Scale-free networks. Networks featuring hubs that dominate the connectivity are common in nature \cite{2}. We benchmark the models on tree-like scale-free networks generated from the Barabási–Albert model \cite{3} (Fig. 3). In the Supplementary Information, we provide a validation of the GNN model with non-tree scale-free networks as well.

In general, the GNN model performance is much higher on scale-free networks than on random networks. This may
be due to the tree-like structure of the generated networks. Perturbations tend to break up networks into disconnected components. Smaller and peripheral components tend to quickly deactivate. The removed edges may then be easily identified as the bridges between the dynamically distinct components. This could further be supported by their notable contributions in the dynamical likelihood [See Supplementary Information for details].

Fig. 3(A) shows a decrease in AUC for the functional reconstruction methods as the infection probability increases. Based on the previous discussion, increasing the infection probability raises the contrast between the inactive and active components, which would normally help infer the perturbation. To explain this behavior, note that the correlation (14) between an active node \( x_i \approx 1_T \) and an inactive node \( x_j \approx 0_T \) is roughly equal to zero, but so is the correlation for pairs of active nodes. Similar arguments can be made for the Granger causality. Therefore, for high infection probability, structural information becomes hidden from functional reconstruction methods, explaining their poor performance. They perform best when the infection is sparse. It highlights the importance of using techniques that take the nature of the dynamics into consideration.

In Fig. 3(B), the models are tested against increasing network size. We observe that the GNN model performance is roughly constant up to \( 10^3 \) nodes. This may come as a surprise when recalling that the perturbation is composed of a single edge and that the model has only 300 time steps to learn both the dynamics and the perturbation. Note that we observe a slight decrease in the performance of the Bayesian model over large networks. However, this trend is due to an insufficient number of sampling steps compared to the network size.

### 2.1.3 Noisy time series

Typical real datasets are noisy [28]. Time series come as a mixture of some hidden dynamical mechanism masked by a layer of noise. We investigate the robustness to noise of the GNN model. To simulate noise, entries of the time series are flipped with probability \( p_{flip} \), i.e., 0 goes to 1 and 1 to 0. For \( p_{flip} = 0.5 \), we obtain uncorrelated time series (independent Bernoulli processes).

For the next experiments, we use a corrected Bayesian model with a likelihood function that explicitly considers the flip mechanism, including the ground-truth flip probability [See Materials and Methods]. This modification to the Bayesian model is essential, as new transitions originally forbidden become possible with the introduction of noise. Precisely, in the original Bayesian version, null values of likelihood appear and sampling of the posterior distribution becomes impossible. While the Bayesian model must be revisited, our GNN model remains unchanged, incorporating automatically the effect of noise in its predictions during training.

We compare the performance over various flip probabilities on scale-free networks [Fig. 3(C)] and random networks [Fig. 2(C)]. We report that the GNN model is as precise as the corrected Bayesian model. On scale-free networks, it maintains high AUC over large flip probability. This performance is quite remarkable as the GNN model has to learn the dynamical mechanism from a noisy time series while inferring the missing edge. For random networks, the results show high AUC variances. It indicates that the noise process leads to larger fluctuations in precision, which is shared among the GNN and the Bayesian models. We again report that functional reconstruction methods are outperformed by the GNN approach.

### 2.2. Population dynamics

Population dynamics are valuable tools to study ecological systems. Species population varies according to their predator-prey relationships.

In these systems, each node represents a different species and its population \( x_i(t) \) varies in time according to a predator-prey relationship. We benchmark our models on a simple population dynamics given by

\[
\dot{x}_i = c_i x_i + x_i \sum_{j=1}^{N} (a_{ij} - a_{ji}) x_j, \quad (3)
\]
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Fig. 4: Average area under the curve of predictions on 25 real ecological networks with predator-prey dynamics. Each network is associated to a specific real network. The dynamics are simulated on $T = 10^3$ steps with (A) $\Delta t = 1/5$ and (B) $\Delta t = 1$. The functional reconstruction algorithms perform better when the dots are in the upper blue region of the line $x = y$. Random baselines are indicated with dashed gray lines. Averages are computed over 100 runs on each network. The perturbation is the removal of a single random edge at $\tau = 500$.

$\sum_{j} (a_{ji} - a_{ij}) \in \mathbb{R}$ is the fraction of the number of interactions that a species has [See Materials and Methods]. Note that introducing a species-dependent parameter $c_i$ raises the difficulty for dynamical learning as the dynamical parameters are now specific to each node. Now that the dynamics is deterministic, the Bayesian approach previously developed no longer applies. Hence, the GNN model is compared with the correlation and the Granger causality approaches on 26 real directed ecological networks [Example in Fig. 1(D, E, F)]. We also introduce the sampling parameter $\Delta t$ that indicates the time interval between two steps in the time series. Large $\Delta t$ implies a coarser sampling of time series.

Our results show that the GNN (Granger) approach reaches an average AUC of 0.95 (0.88) over all simulations for $\Delta t = 1/5$ and 0.94 (0.64) for $\Delta t = 1$ [Fig. 4]. The GNN performance suggests that it is a valuable candidate for deterministic context, and even when the dynamical parameters of each node are dependent of their local structure.

Interestingly, the GNN model maintains a high AUC for all 26 real networks and large sampling steps $\Delta t$. The GNN performance is mostly unaffected by the characteristic of the network structure.

2.3. Neural dynamics

We challenge the versatility of our GNN model on a neural dynamics simulated on the C. Elegans connectome. First, we simulate the continuous noisy theta model of (4) on the directed network structure [11]. Then, we threshold the time series to only record the spikes of activity. Doing so cuts off valuable information for learning the dynamics which greatly increase the difficulty of the inference task [Example in Fig. 1(G, H, I)]. Also, the simulated theta model includes a random noise injection during integration.

Results indicate that the GNN model is highly capable of handling this spiking neural dynamics [Fig. 5]. While 17% of the runs show AUC below 0.75, most of them are above the expected values from functional reconstruction algorithms. On average, the AUC is $0.91 \pm 0.19$ with a median value at 0.99. It demonstrates the GNN’s high accuracy in the deterministic context, even in the presence of partial information.

3. Discussion

Detecting perturbations of complex systems is a challenge of paramount importance, especially in modern times with the impacts of climate changes on ecosystems and our more than ever entangled societies. Yet, the lack of reliable predictive tools to infer the presence and the structural cause of disturbances is of serious concern. Without taking full advantage of the graph structure, functional effect of perturbations can be so subtle that it could remain undetected at the local and global levels.

In this paper, we have introduced a method relying on recent deep learning advances to infer structural perturbations from time series of activity. The core and original idea is the self-supervised training scheme that neither requires prior information on the perturbation strategy nor on the dynamical mechanism. Minimal modifications of the model are required to apply the method on datasets of different natures, such as continuous, noisy, or discrete time series.

We have tested the method in three contrasting contexts:
spreading, ecological, and neural dynamics. We show that our approach outperforms standard functional reconstruction methods while being comparable to Bayesian models with a priori knowledge of the dynamical mechanisms. Our results suggest that GNN are promising candidates to predict structural disturbances in practical applications.

Apart from its effectiveness, there are multiple advantages of using the GNN model. First, the optimization procedure scales, both in speed and accuracy, to large networks, and is fairly robust to the hyperparameters choice. Second, GNN models are part of an active field of research so that future improvements are expected, e.g., enhanced neural network architecture and improved gradient descent optimizer [26]. Third, GNN are versatile to different dynamics while being able to cope with large levels of noises. Finally, they are well adapted to support other types of information collected on the graph that could help the predictions.

Our study provides a new avenue for monitoring complex systems. It can be used for detecting disturbances in various classes of complex networks, ranging from ecology to neuroscience, and paves the way for the development of targeted intervention strategies for sustainable management.

4. Materials and Methods

Empirical Networks. The ecological networks are food webs obtained from the Web of Life database (www.web-of-life.es). Supplementary information gives an overview of their structural properties. The C.Elegans connectome is obtained from Ref. [21].

Generated networks. Random networks are generated from the Erdős-Rényi model: \( N \) nodes are randomly connected with probability \( p \) [33]. The scale-free networks are generated from the Barabási–Albert model [3]. We first start with a connected pair of nodes. Then, at each step, we add a new node to the network and connect it to \( m = 1 \) existing node chosen with probability proportional to their degrees.

Simulated dynamics. For all experiments, we first initialize the nodes activity and run the dynamics for 100 burning steps which are then discarded. Then, we simulate the dynamics for \( \tau \) steps. At \( t = \tau \), we remove random edges from the original network. Then, the dynamics is continued until \( t = T \). The time series \( X = \{ x(t) \in \mathbb{R}^N \}_{t=1}^{T} \) is then constructed from the vectors of nodes activity at each time step.

Susceptible-Infected-Susceptible dynamics (SIS). Nodes activity is binary \( x(t) \in \{0, 1\}^N \) where \( x_i(t) = 1 \) indicates that node \( i \) is infected at time \( t \) and \( x_i(t) = 0 \) if susceptible. At each time step, a susceptible node \( i \) is infected with probability \( 1 - (1 - \alpha)^{n_i} \), where \( n_i = \sum_j a_{ij} x_j \) is its number of infected neighbors and \( \alpha \) is the transmission probability. Infected nodes recover with constant probability \( \beta \). The nodes activity is initialized with equiprobable binary values.

Lotka-Volterra dynamics. We have simulated mixed ecosystems from a generalized Lotka-Volterra dynamics (3). The inherent growth of species is given by \( c_i x_i \). We chose \( c_i = 0.25 \sum_j (a_{ji} - a_{ij}) \). The diagonal of the adjacency matrix is set to zero, \( a_{ii} = 0 \), to prevent intraspecies competition. The initial population is uniformly distributed between 0 and 1. The integration is done using an eighth order Runge-Kutta method.

Noisy neural dynamics. Neural dynamics on the C. Elegans are simulated using the noisy theta model. First, we integrate the ODEs for the the phase of oscillators,

\[
y_i = [1 - \cos(y_i)] + [1 + \cos(y_i)] \left[ I_i + \theta N^{-1} \sum_{j=1}^{N} a_{ij} [1 - \cos(y_j)] \right],
\]

where \( y_i(0) \) is initialized uniformly between 0 and 2\( \pi \). The parameters \( I_i \) control the noise level and are sampled from a uniform distribution \( U(0.05, 0.15) \) and \( \theta = 5 \). We integrate the system using an Euler integrator with \( dt = 0.1 \). The external current \( I_i \) is sampled on each time step. A spike is said to be produced when \( \cos(y_i) > 0.95 \), i.e., when \( y_i \) is close to \( \pi \). The continuous variable \( y_i \) is transformed into a discrete state variable \( x_i = H(\cos(y_i) < 0.95) \) where \( H(y) = 1 \) if \( y > 0 \) and \( H(y) = 0 \) otherwise. The time series \( y \) is then discarded and only \( x \) is used for inference.

GNN model architecture. We have trained graph neural networks to forecast the activity. For a single forecast of the activity of node \( i \), the GNN takes as input an adjacency matrix \( \mathbf{A} \) and a window \( X = \{ x^{(a)}(t) \}_{t=1}^{T} \in \mathbb{R}^{n \times N} \) of length \( a \) of consecutive time steps of activity of all \( N \) nodes, and it outputs the forecasted activity \( \hat{x} = \{ \hat{x}_i \}_{i=1}^{N} \) of all nodes,

\[
\hat{x} = \text{GNN}(\mathbf{A}, X^{(a)}, \Lambda).
\]

The GNN is formed of two main operations. For an individual node \( i \),

\[
y_i = h_{\mathbf{A}} \left( x^{(a)}_i + \sum_{j=1}^{a} a_{ij} x^{(a)}_j \right),
\]

where (6a) is a parametrized and non-linear operation called a GINConv layer [49], and \( F(\cdot) \) is a trainable function. The operation \( h_{\mathbf{A}} \) is a sequence of linear transformations and ReLU activations with the exact form detailed in the Supplementary information.

For directed networks, (5) is replaced with a linear transformation of two distinct neural networks

\[
\hat{x} = W[\text{GNN}(\mathbf{A}, X^{(a)}, \Lambda_1)] + \text{GNN}(\mathbf{A}^T, X^{(a)}, \Lambda_2)].
\]

All GNN model parameters \( \Lambda \) are randomly initialized using Kaiming’s method [16].

GNN training. We first initialize \( \hat{h}_{\text{GNN}} \) so that \( \sigma(h_{\text{GNN}}) = 10^{-2} \) for existing edges of \( \mathbf{A} \) and 0 otherwise.

A training step goes as follows. We randomly slice a window at randomly chosen time of length \( a + 1 \) in \( X \). The first \( a \) values, \( X^{(a)} \), are given to the model while the last values are used as the forecasting target \( x \). We used \( a = 1 \) for the SIS and predator-prey dynamics, and \( a = 20 \) for the neural dynamics. The neural dynamics gets a longer activity history because the actual state of the system is hidden due to the binary spike transformation. Therefore, the information from the observed state is only partial and the time series are non-Markovian. For these reasons, the task is inherently more difficult and requires a longer activity history.

We apply a forward step following the prescription of (2).
optimize the target forecast over a cross-entropy loss for binary dynamics (epidemics, neural) and the absolute error loss for continuous dynamics (ecological) with the RAdam optimizer \[26\].

We use a learning rate of \(10^{-3}\) for the parameters \(\Lambda\), with a decay of 0.1 after 1000 steps, and a learning rate of \(10^{-2}\) for the perturbation matrix \(h_{\text{CNN}}\). The model is optimized on \(10^5\) steps. It roughly takes 30 seconds per training on a personal computer to achieve an inference over a network of \(N = 100\) nodes with time series of length \(T = 300\).

**Bayesian model.** We estimate the perturbed structure from the expected value of the posterior distribution as

\[
\tilde{A}^t = \sum_{\tilde{A}} A^t \Pr(A^t | X, A, \theta),
\]

and the perturbation matrix from \(\tilde{P} = A - \tilde{A}\). The posterior can be rewritten using Bayes theorem

\[Pr(A^t | X, A, \theta) \propto Pr(X | A, A^t, \theta) Pr(A^t | A),\]

where \(Pr(X | A, A^t, \theta)\) is the likelihood and \(Pr(A^t | A)\) is the prior distribution, that we consider uniform. Moreover, since only the portion \(t > \tau\) is needed to infer the perturbation matrix, we can drop the dependence on \(A\) in the likelihood, i.e., \(Pr(X | A^t, \theta)\).

The posterior of (8) is sampled using a Metropolis-Hastings scheme \[31\]. We denote the adjacency matrix at sampling step \(\nu\) by \(A_\nu\) that have initialized with the unperturbed graph \(A_0 = A\).

At each sampling step, we randomly select an edge \((i, j) \in E\). If the edge \((i, j)\) is present \((|A_\nu|_{ij} = 1)\), we remove it, \(|A_{\nu+1}|_{ij} = 0\), otherwise we add it back, \(|A_{\nu+1}|_{ij} = 1\). Since graphs are undirected for the SIS dynamics, each graph proposition is symmetrically applied, e.g., \(|A_{\nu+1}|_{ij} = |A_{\nu+1}|_{ji}\).

The probability of accepting the proposition \(A_\nu \rightarrow A_{\nu+1}\) at step \(\nu + 1\) is given by

\[
\rho = \min \left(1, \frac{Pr(X | A_{\nu+1}, \theta)}{Pr(X | A_\nu, \theta)} \right).
\]

The likelihood \(Pr(X | A^t, \theta)\) of the SIS model can be approximated by the product over individual transition probabilities for each node

\[
Pr(X | A^t, \theta) = \prod_{i=1}^{N} \prod_{t=1}^{T} Pr(x_i(t)|x_i(t-1); A^t, X(t-1), \theta),
\]

which is exact if the process is noiseless, \(p_{\text{inh}} \equiv q = 0\). For a node \(i\) of degree \(k\), with \(I = \sum_{j} a_{ij} x_j(t-1)\) infected neighbors, \(x_i(t-1) \equiv v\) and \(x_i(t) \equiv w\), the transition probabilities are

\[
Pr(w|v; l, k, \theta) = R(v, q) R[w, R(\beta, q)],
\]

\[
+ [1 - R(v, q)] R[w, R(F_{kl}, q)],
\]

where \(R(y, z) \equiv y(1 - z) + (1 - y) z\) and \(F_{kl} = [q + (1 - q)/(1 - \alpha)]^l [1 - q + q(1 - \alpha)]^{k-l}\).

Recall that \(\alpha\) and \(\beta\) are given SIS parameters, and \(q\) is the flip probability. Complete derivation is covered in the Supplementary Information. We sample the posterior distribution over \(\Gamma = 2000\) propositions. We estimate the posterior distribution of (8) by counting the relative number of steps held by a certain graph, i.e.,

\[
Pr(A^t | X, A, \theta) \propto \sum_{\tilde{I} \leq \gamma} I(A_{\nu} - A^t) \text{ where } I(\cdot) = 1 \text{ only if the argument is element-wise zero and } I(\cdot) = 0 \text{ otherwise.}
\]

**Functional reconstruction methods.** The correlation matrix has elements

\[
\hat{a}_{ij} = \frac{(\langle x_i - 1\mu_i \rangle^T (x_j - 1\mu_j))}{\sigma_i \sigma_j},
\]

where \(\mu_i = \langle x_i \rangle\) is the average activity of node \(i\) and \(\sigma_i\) is the standard deviation of \(x_i\). In the Granger causality method \[14\], the element \((i, j)\) of the adjacency matrix is estimated as the ratio of the standard deviation of the forecasting error of linear models \(F(\cdot)\) trained with solely the activity of node \(i\) and the other, \(G(\cdot, \cdot)\), trained with the activity of nodes \(i\) and \(j\).

\[
\hat{a}_{ij} = \frac{\text{std}[x_i - F(x_i)]}{\text{std}[x_i - G(x_i, x_j)]}.
\]

For both methods, the estimated adjacency matrix \(\tilde{A}\) is computed using only the nodes activity after the perturbation. To suppress initially absent edges, we also perform an element-wise multiplication between \(\tilde{A}\) and the original adjacency matrix \(A\). If the network is undirected, we average the score over in and out edges, i.e., \(\tilde{A} \leftarrow \frac{1}{2} (\tilde{A} + \tilde{A}^T)\). We then normalize the estimated adjacency matrix and evaluate the perturbation matrix by \(\tilde{P} = A - \tilde{A}\).

**Evaluation metrics.** Predicted removed edges are compared to ground-truth edges under a Receiver Operating Characteristic (ROC) curve analysis. For each inference, models output a weighted matrix of perturbation \(\tilde{P}\). Note that only existing edges of \(A\) are assigned to a non-zero score because adding edges is prohibited. Perturbation scores are then rescaled between 0 and 1 where a score of 1 is the most likely of being removed. Then, we compute the True/False Positive Rates (TPR/FPR) under a varying threshold \(r\) from 0 to 1:

\[
\text{TPR}(r) = \frac{N_{TP}(r)}{N_{TP}(r) + N_{TN}(r)},
\]

\[
\text{FPR}(r) = \frac{N_{FP}(r)}{N_{FP}(r) + N_{TN}(r)},
\]

where the positive edges are those with a higher score than the threshold, i.e., the edge \((i, j)\) with \(\tilde{P}_{ij} > r\). The AUC is computed as the area under the ROC curve and is independent of the threshold \(r\) applied. The AUC can be interpreted as the probability that the model distinguishes whether an edge is present or absent from the perturbation set \(dE\).
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1 GNN Model

1.1 Layers

The input of the GNN model for the target node $i$ is its current activity $x_i^{(a)}$, and the activity of its neighbors $x_j^{(a)}$ for all $j$ with $a_{ij} = 1$. Here, $x_j^{(a)}$ denotes a slice of $a$ consecutive time steps of node $j$ activity.

The length $a$ is a parameter that must be set beforehand. In practice, it is best if set to the expected memory of the dynamical mechanism. For instance, the memory of a markovian process is $a = 1$. If $a$ is too small, then the input activity will not be sufficient to forecast the future activity. On the contrary, if $a$ is much larger than the memory of the dynamical system, the model should learn to vanish the weights allocated for the oldest activity steps. A large $a$ also exposes the model to overfitting by finding superfluous patterns in previous states of activity.

For a single forward pass, the GNN model applies the following operations:

$$y_i = h_A \left( x_i^{(a)} + \sum_{j=1}^{N} a_{ij} x_j^{(a)} \right)$$  \hspace{1cm} (1a)

$$\hat{x}_i = F(y_i)$$  \hspace{1cm} (1b)
where $h_{\Lambda}(\cdot)$ is a trainable layer, and $F(\cdot)$ is a function that may have trainable parameters. The function $h_{\Lambda}(\cdot)$ is called a GINConv \cite{gilmer2017neural}. It aggregates the neighborhood of node $i$ by summing its neighbors’ activity, and then by applying a non-linear operation described by $h_{\Lambda}(\cdot)$. Thanks to the sum operation on $j$, the layer is independent of the number of neighbors of node $i$. It makes the GNN model inductive as neither the size of the graph, nor the number of neighbors, are hard-coded in the layers.

During training, a loss function is computed between the model output and the ground-truth future activity,

$$L(\hat{x}_i, x_i).$$

(2)

The spreading and the neural dynamics use the binary cross entropy,

$$L(\hat{x}_i, x_i) = x_i \log(\hat{x}_i) + (1 - x_i) \log(1 - \hat{x}_i),$$

(3)

while the predator-prey dynamics uses the L1 loss,

$$L(\hat{x}_i, x_i) = |x_i - \hat{x}_i|.$$  

(4)

The GINConv layer is the core operation of the GNN model. By explicitly using the adjacency matrix $A$ in Eq. (1a), the model is able to backpropagate the error into the adjacency matrix $A$ which will be crucial for inferring the perturbation. Note that the backpropagation requires the mathematical operations applied by the layers to be differentiable, which obviously is satisfied when using the sum aggregation.

The GINConv could have been equivalently written as a sparse operation on the node’s neighborhood $N$,

$$y_i = h_{\Lambda} \left( x_i + \sum_{j \in N_i} x_j \right),$$

(5)

where the independence with the number of nodes $N$ in the graph still holds. Yet, slicing beforehand the nodes activity directly on the neighborhood of the node $i$ would disable the differentiability of the adjacency matrix $A$. Hence, the essential backpropagation of $A$ would fail.

Table 1 summarizes the mathematical operations of the model for the different dynamics. There is no guarantee that this selection of hyperparameters, e.g., number of linear transformations or the number of hidden dimensions, is the best possible configuration for our task neither that it will fit to a different dynamics. From our experiments, similar results were achieved with other sets of hyperparameters. Worse performance resulted from a bad choice of learning rates rather than an inappropriate model design. An ablation study could be made in the future to validate our observations.

Table 1 summarizes the mathematical operations of the model for the different dynamics. There is no guarantee that this selection of hyperparameters, e.g., number of linear transformations or the number of hidden dimensions, is the best possible configuration for our task neither that it will fit to a different dynamics. From our experiments, similar results were achieved with other sets of hyperparameters. Worse performance resulted from a bad choice of learning rates rather than an inappropriate model design. An ablation study could be made in the future to validate our observations.

It is worth noting that other GNN layers could have been used instead of the GINConv, such as the Graph Attention Layer (GAT) \cite{velivckovic2017graph} and the SAGEConv \cite{wu2019simplifying}.

We have used the GINConv mostly by convenience. Most deep learning frameworks of GNN models use a sparse representation of the adjacency matrix, which makes the adjacency matrix not differentiable. Only few layers have been coded by the PyTorch community for using a dense adjacency matrix.

The function $F(\cdot)$ is an activation layer used to control the shape of the output and its bounds. It receives as input $y_i$, i.e., the output of the GINConv. We list the functions used for the selected dynamics,

\begin{align}
\text{SIS: } F(y) &= \frac{1}{1 + e^{-y}}; \\
\text{Predator-prey: } F(y) &= Wy + c; \\
\text{Neural dynamics: } F(y) &= \frac{1}{1 + e^{-W y}+c};
\end{align}

(6-8)
Table 1: Layer by layer description of the GNN models for each dynamics. For each sequence, the operations are applied in order from top to bottom. A linear operation Linear($n, m$) is defined as $f(x) = Wx + c$ with $W \in \mathbb{R}^{m \times n}$ and $c \in \mathbb{R}^m$. The ReLU operation is the element-wise maximum $\text{ReLU}(x) = \max(0, x)$.

| Dynamics   | $h_{\Lambda}(\cdot)$       | $F(\cdot)$       | Number of parameters |
|------------|---------------------------|------------------|----------------------|
| SIS        | Linear(1, 16)              | Sigmoid          | 1185                 |
|            | Linear(16, 64)             |                  |                      |
|            | ReLU                       |                  |                      |
|            | Linear(64, 1)              |                  |                      |
| Predator-prey | Linear(1, 64)        | ReLU             | 37,569               |
|            | Linear(64, 128)            | Linear(128, 1)   |                      |
|            | ReLU                       |                  |                      |
|            | Linear(64, 64)             |                  |                      |
| Neural     | Linear(20, 64)             | Linear(64, 1)    | 17,441               |
|            | ReLU                       | Sigmoid          |                      |
|            | Linear(64, 64)             |                  |                      |
|            | ReLU                       |                  |                      |
|            | Linear(64, 32)             |                  |                      |

*The linear function is twice the size of the $h_{\Lambda}(\cdot)$ because the networks are directed and the outputs of two GINConvs are concatenated.

with detailed dimensions in Table 1.

For the binary dynamics (SIS and neural dynamics), we use the sigmoid function to bound the output between 0 and 1. In doing so, the output can be interpreted as a probability that the next activity is the active state. For the predator-prey dynamics, the output is not required to be bounded. Therefore, we simply apply a linear transformation to match the desired output size. Note that $W$ and $c$ are trainable parameters.

For directed networks, we use two GINConvs so that the GNN model can distinguish between in- and out-edges,

\[
y^{(1)}_i = h^{(1)}_{\Lambda}(x_i + \sum_{j=1}^{N} a_{ij}x_j) \quad (9a)
\]

\[
y^{(2)}_i = h^{(2)}_{\Lambda}(x_i + \sum_{j=1}^{N} a_{ji}x_j) \quad (9b)
\]

\[
x_i = F(y^{(1)}_i \| y^{(2)}_i) \quad (9c)
\]

where $\cdot \| \cdot$ is the concatenation operator. This technique is essential to correctly infer on directed networks.

1.2 Weight decay
L2 weight decay is often used to prevent overfitting. In our task, we found that using weight decay impairs the learning of the perturbation. When applying a weight decay on the trainable perturbation matrix $\hat{h}_{\text{GNN}}$, we penalize the model on the norm of $|\hat{h}_{\text{GNN}}|^2$. Therefore, it pushes the elements to zero, $|\hat{h}_{\text{GNN}}|_{ij} \rightarrow 0$.

Recall that the forecast is done using

$$\hat{x} = \text{GNN}(A - \sigma(\hat{h}_{\text{GNN}}), x, \Lambda).$$  \hfill (10)

Hence, the direction $|\hat{h}_{\text{GNN}}|_{ij} \rightarrow 0$ contributes to false positive detection $|\sigma(\hat{h}_{\text{GNN}})|_{ij} \rightarrow 0.5$. We would rather look for the direction $|\sigma(\hat{h}_{\text{GNN}})|_{ij} \rightarrow 0$ to push most edges toward a vanishing contributions except for truly removed edges. For these reasons, we did not use a weight decay in our simulations.

Note that the weight decay could be applied only on the inner parameters $\Lambda$ without harming the perturbation. From experiments, using L2 weight decay did not lead to any noticeable improvements.

## 2 Large perturbations and loopy scale-free networks

We explore how the model is affected by removing a large number of edges. From Fig. 1(C,D), we conclude that the GNN model performs almost as well as the Bayesian model in multiple edges perturbations. A slight deviation between the GNN and Bayesian model is noticeable for scale-free networks. This issue is detailed in the next section. Moreover, the performance measured with the AUC is quite stable up to 15 removed edges. In the considered scale-free networks of Fig. 1(D), the perturbation represents 15% of all edges. In Fig. 1(B), we present the AUC for loopy scale-free graphs. We conclude again that the GNN model performs as well as the Bayesian approach.

## 3 Challenging edges in scale-free networks

Interestingly, for scale-free networks, we observe that some removed edges can be more challenging to infer than usual. This emergent aspect is caused by removing core edges that disconnect the network into small inactive components. Therefore, if certain edges have been removed deeper down into the smaller components of the disconnected tree structure, they would be practically impossible to infer because of the absence of activity. The only time frame to infer them would be just after the perturbation, while the activity is rapidly decaying in the periphery. We show an example in Fig. 2 where an edge from the perturbation does not induce a large likelihood drop. It is clearly shown that this edge connects two nodes with vanishing level of activity after the perturbation, which explains how difficult it can be to infer it.

## 4 Length of the perturbed time series

We investigate the effects of decreasing the size of the perturbed time series. More precisely, the moment of perturbation $\tau$ is moved closer to the end of the time series. In Fig. 1(A), we have simulated the dynamics over a fixed $T = 200$ time steps. We execute the perturbation at various $t = \tau \in [0, 200]$. We observe that the maximum AUC is achieved with only 10 perturbed time steps.
Figure 1: AUC on various schemes with SIS dynamics. In (A), we have varied when the change point $\tau$ occurs. The length $T - \tau$ of the perturbed time series is displayed on the x-axis (Scale-free graphs $N = 100$, $m = 1$ with $T = 200$ and $\alpha = 0.2, \beta = 0.1$). (B) AUC on a scale-free graph with loops $N = 100$, $m = 3$ and $T = 200$, $\alpha = 0.1$. (C-D) AUC as a function of the number of removed edges (C: random graphs with $N = 100$, $p = 0.1$, $\alpha = 0.1$, $\beta = 0.1$) (D: scale-free graphs $N = 100$, $m = 1$, $\alpha = 0.2$, $\beta = 0.1$)

5 Likelihood of the SIS model

We now detail the likelihood of the SIS model. Consider the transition probability $\Pr[x_i(t)|x_i(t-1); A, X(t-1), \theta]$ for the noiseless SIS model $p_{\text{flip}} = 0$.

If the node $i$ is infected at time $t - 1$, i.e., $x_i(t - 1) = 1$, then it may have recovered with probability $\beta$, i.e., $x_i(t) = 0$, or stayed infected with probability $1 - \beta$, i.e., $x_i(t) = 1$. Its contribution to the transition probability is

$$x_i(t-1)[x_i(t)[1-\beta] + [1-x_i(t)]\beta].$$

(11)

If the node is susceptible at time $t - 1$, i.e., $x_i(t - 1) = 0$, it may get infected with probability $1 - (1 - \alpha)^{l_i}$, where $l_i = \sum_j a_{ij} x_j(t - 1)$ is the number of infected neighbors, or stay susceptible with probability $(1 - \alpha)^{l_i}$. Its contribution to the transition probability is

$$[1-x_i(t-1)][x_i(t)(1-(1-\alpha)^{l_i}) + [1-x_i(t)](1-\alpha)^{l_i}].$$

(12)

Combining (11) and (12), the transition probabilities are

$$\Pr[w|x_i(t-1); A, X(t-1), \alpha, \beta] = vR(w, \beta) + [1-v]R(w, g_l)$$

(13a)

where $w \equiv x_i(t)$, $v \equiv x_i(t-1)$, $g_l = (1 - \alpha)^{l_i}$, and

$$R(y, z) = y(1-z) + (1-y)z.$$ 

(13b)
Figure 2: Example of inference on the SIS dynamics with $\alpha = 0.12$ and $\beta = 0.1$ over a scale-free networks with 5 removed edges. In (A-B), the scores of the inferred perturbation matrix for all edges ordered by the GNN predicted scores. In (C), the relative variation of the likelihood $1 - \frac{\Pr(X|A^*, \theta)}{\Pr(X|A, \theta)}$ when removing the edge ordered similarly as (A-B). In D, the network used for the example where red edges and the black edge are the perturbation. The black edge is a false negative according to the model. Only the red edges have been correctly predicted by the GNN model with a high score. The nodes are colored according to their average activity after the perturbation.
Because this is a Markov process, the likelihood of a time series is the product of the transition probabilities,

\[
\Pr(\mathbf{X}|\mathbf{A}, \theta) = \prod_{i=1}^{N} \prod_{t>T} \Pr(x_i(t)|x_i(t-1); \mathbf{A}, \mathbf{X}(t-1), \theta).
\] (14)

We now consider the SIS model with a flip probability \(p_{\text{flip}}\). We introduce the observed variables \(\mathbf{X}\) and the noiseless activity \(\mathbf{Y}\), i.e., equivalent to the true activity before executing the flips. Note that since we do not observe the whole state of the system (\(\mathbf{X}\) and \(\mathbf{Y}\)), correlation remains between \(\mathbf{X}(t)\) and \(\mathbf{X}(t-2)\), even after conditioning on \(\mathbf{X}(t-1)\). Formally speaking, the process on the variables \(\mathbf{X}\) alone is non-Markovian. However, we expect the correlation to decrease quickly with time, so we use a Markovian approximation to write the likelihood. In other words, we use only \(\mathbf{X}(t-1)\) to describe \(\mathbf{X}(t)\), as before.

First, consider that the node \(i\) is truly infected at time \(t-1\), i.e., \(y_i(t-1) = 1\). Assuming that we observe \(x_i(t-1)\), we can write the conditional probability by considering that the flip succeeded with probability \(p_{\text{flip}}\) and failed with probability \(1 - p_{\text{flip}}\).

\[
\Pr(y_i(t-1) = 1|v) = v[1 - p_{\text{flip}}] + [1 - v]p_{\text{flip}} = R[v, p_{\text{flip}}],
\] (15)

where \(v = x_i(t-1)\). For a truly infected node, two processes take place. First, the node can recover with probability \(\beta\) or stay infected with probability \(1 - \beta\). Second, the flip process succeeds with probability \(p_{\text{flip}}\) or fails with probability \(1 - p_{\text{flip}}\). This composition is enclosed in \(R[x_i(t), R(\beta, p_{\text{flip}})]\). Therefore, the first contribution to the transition probability is

\[
R[x_i(t-1), p_{\text{flip}}]R[x_i(t), R(\beta, p_{\text{flip}})].
\] (16)

The second contribution to the transition probability adopt that the node \(i\) is truly susceptible at time \(t-1\), i.e., \(y_i(t-1) = 0\). This occurs with probability \(1 - R[x_i(t-1), p_{\text{flip}}]\). Again, two processes form the step: The possible infection of node \(i\) and the flip process with probability \(p_{\text{flip}}\). Therefore, the second contribution is

\[
(1 - R[x_i(t-1), p_{\text{flip}}])R[x_i(t), R(F_i, p_{\text{flip}})].
\] (17)

where \(F_i\) is the probability that the node \(i\) does not get infected by its neighbors, i.e., \(\Pr(y_i(t) = 0|y_i(t-1) = 0, \mathbf{A}, \alpha, \beta\). To obtain \(F_i\), we need to consider the complete neighborhood of the node \(i\). If a neighbor \(j\) is observed infected \(x_j(t-1) = 1\), then two events could have occurred:

1. Node \(j\) is infected at time \(t-1\), i.e., \(y_j(t-1) = 1\), in which case the flip failed with probability \(1 - p_{\text{flip}}\). It fails to infect node \(i\) with probability \(1 - \alpha\);

2. Node \(j\) is susceptible at time \(t-1\), i.e, \(y_j(t-1) = 0\), in which case the flip noise succeed with probability \(p_{\text{flip}}\), and it failed to infect node \(i\) with probability \(1\).

As we observe \(l_i\) infected nodes, the contribution of observed infected neighbors is

\[
[p_{\text{flip}} + (1 - p_{\text{flip}})(1 - \alpha)]^{l_i}.
\] (18)

For a node \(i\) with \(k_i\) neighbors, a similar argument can be made for the \(k_i - l_i\) susceptible neighbors of node \(i\), i.e., \(x_j(t-1) = 0\) for all \(j\) that \(a_{ij} = 1\). The total contribution is

\[
[(1 - p_{\text{flip}}) + p_{\text{flip}}(1 - \alpha)]^{k_i - l_i}.
\] (19)

Combining (18) with (19), we obtain

\[
F_i = [p_{\text{flip}} + (1 - p_{\text{flip}})(1 - \alpha)]^{l_i} [1 - p_{\text{flip}} + p_{\text{flip}}(1 - \alpha)]^{k_i - l_i}.
\] (20)
Table 2: Summary properties of ecological networks. Average, maximum, and minimum values of structural properties of the 25 food webs we have used. The average local clustering is the average of the fraction of existing over the possible triangles through each node [2].

| Network property         | Mean | Min | Max |
|--------------------------|------|-----|-----|
| Nodes                    | 76.2 | 14  | 249 |
| Edges                    | 487.4| 38  | 3313|
| Density                  | 0.097| 0.0293 | 0.263|
| Average local clustering | 0.10 | 0.016 | 0.358|

From (16) and (17), the transition probabilities of the SIS model with flips are

\[
\Pr[w|v; A, X(t-1), \alpha, \beta] = R[v, p_{\text{flip}}] R[w, R(\beta, p_{\text{flip}})] + (1 - R[v, p_{\text{flip}}]) R[w, R(F_i, p_{\text{flip}})]
\]  

(21)

where \(w \equiv x_i(t)\), \(v \equiv x_i(t-1)\), and \(F_i\) given by (20). As a reminder, correlations remain between the observed states of node separated by more than 1 time step. Therefore, the likelihood is only approximately equal to the product of the transition probabilities [Eq. (14)].

6 Ecological networks

The ecological networks are food webs downloaded from the Web of Life database (www.web-of-life.es). A summary of structural properties is presented in Table 2. Nodes are species while the edges are observed interactions of predation.
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