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Abstract
We prove the existence of a roof function for arclength null quadrature domains (arclength NQDs) having finitely many boundary components. This bridges a gap toward classification of arclength NQDs by removing an a priori assumption from previous classification results.
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1 | INTRODUCTION

A domain \(\Omega \subset \mathbb{C}\) is referred to as an arclength null quadrature domain (arclength NQD) if the identity

\[
\int_{\partial \Omega} g(z) ds(z) = 0
\]  

(1.1)

is satisfied for all functions \(g\) in the Smirnov space \(E^1(\Omega)\) (a class of analytic functions suitable for integration along \(\partial \Omega\), see below), where \(ds(z)\) denotes the arclength element.

In order for the test class \(E^1(\Omega)\) to be non-trivial, one should impose local rectifiability of the boundary \(\partial \Omega\). In this paper, we will further impose a smoothness assumption on \(\partial \Omega\); see Theorem 2.2. We note that some regularity such as smoothness is needed if one wants to avoid the exotic pathological non-Smirnov examples of arclength NQD constructed in [15, Section 2].

Arclength NQDs are related to a free boundary problem for the Laplace equation (a correspondence that we will strengthen in this note). Additional motivation for studying arclength NQDs comes from fluid dynamics [3, 22] and minimal surfaces [21]. Arclength NQDs appear as blow up solutions in a class of free boundary problems [11, 12, 20].
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The following problem was stated in [15] and restated with discussion in [3, 17].

**Problem:** Classify arclength NQDs.

The related problem of classifying *area null quadrature domains* (area NQDs), where the integration is over \( \Omega \) with respect to area measure, was completely solved in 1981 by Sakai [19] who showed that area NQDs fall into one of the following four cases:

- the exterior of an ellipse;
- the (non-convex) exterior of a parabola;
- a halfplane; and
- a domain whose boundary is a proper subset of a line.

The halfplane and the exterior of a disk are NQDs for both area and arclength. The other examples constructed in [3] show that the class of arclength NQDs is quite rich and includes multiply connected examples with boundary curves parameterized by elliptic functions.

Area and arclength NQDs have natural higher dimensional analogs of volume and surface area NQDs (respectively) using appropriate test classes of harmonic functions. The classification of such volume NQDs is an ongoing investigation; see [2, 6, 13], and the references therein. Classification of surface area NQDs is an interesting uncharted territory.

While the classification of planar area NQDs is completely resolved by Sakai’s results, the classification problem for arclength NQDs remains open, and progress has been stifled by a nagging question, stated below, concerning the existence of a so-called roof function for arclength NQDs.

### 1.1 Domains that admit a roof function

A sufficient condition for a domain \( \Omega \) to be an arclength NQD is that \( \Omega \) admits a *roof function*, a positive function \( u \) harmonic in \( \Omega \) such that the gradient \( \nabla u \) coincides with the inward-pointing unit normal vector along \( \partial \Omega \). Note that this boundary condition is stronger than a mere Neumann condition since it is imposed on the *gradient* (not just the normal derivative), and it implies that \( u \) itself is constant along each component of \( \partial \Omega \) (with possibly distinct constants on different boundary components).

Domains that admit roof functions are called *quasi-exceptional domains*, and when the roof function is further assumed to have constant Dirichlet data (not just piecewise constant), they are referred to as *exceptional domains*. It was shown in [3] that quasi-exceptional domains are arclength NQDs, that is, we have

**Theorem 1.1.** *If \( \Omega \) admits a roof function then \( \Omega \) is an arclength NQD.*

Let us sketch the proof of this result to provide some context for what follows. Suppose \( u \) is a roof function for \( \Omega \). Then note that the analytic completion \( f \) of \( u \) has a single-valued derivative. Namely, \( f' \) is just the complex conjugate of \( \nabla u \). Thus, \( if'(z) \) provides an analytic continuation of the conjugate of the unit tangent vector throughout all of \( \Omega \). Using the relation between the arclength element \( ds(z) \) and the unit tangent vector, we have

\[ ds(z) = if'(z)dz. \]
This allows us to restate the condition (1.1) as requiring, for all \( g \in E^1(\Omega) \),

\[
\int_{\partial \Omega} g(z)f'(z)dz = 0.
\]

That the above integral vanishes is a consequence of Cauchy’s theorem, and we conclude that \( \Omega \) is an arclength NQD. However, in order to make this argument rigorous, one must verify that \( g \cdot f' \) is in the test class \( E^1(\Omega) \), defined below. In fact, one can show \( f' \in H^\infty(\Omega) \) (we recall the definition of \( H^\infty \) below) using potential theoretic estimates on \( u \) (this step relies on the positivity of \( u \), see [3]), and this implies \( g \cdot f' \in E^1(\Omega) \).

Substantial progress has been made classifying exceptional domains and quasi-exceptional domains [3, 9, 15, 21, 22]. These results rely on the existence of a roof function, raising the following question that was posed in [3] (cf. [17]) asking whether the converse to Theorem 1.1 holds.

**Question 1.** Does every arclength NQD admit a roof function?

Under the assumption that \( \Omega \) has finitely many boundary components, we give an affirmative answer to this question in the next section (see Theorem 2.2), thus showing that the above-mentioned classification results for quasi-exceptional domains represent definitive progress on the classification problem for arclength NQDs.

The proof of Theorem 2.2 has two key ingredients. The first is a characterization of the Smirnov space of analytic functions, a result of Havinson and Tumarkin stated as Theorem 2.1, that allows reversing the main step in the proof of Theorem 1.1 by establishing that the vanishing of integrals stated in the arclength NQD condition (1.1) guarantees the analytic continuation of the tangent vector to all of \( \Omega \). This leads to a candidate roof function, but showing positivity requires a second key idea (in this instance potential theoretic) from [16, Theorem II] which is based on the proof of the Denjoy–Carleman–Ahlfors theorem. In order to highlight the utility of this method, we point out an interesting comparison with [3]: the assumed positivity of the roof function was used along with a growth estimate in [3] in order to apply [16, Theorem II], whereas here we will use an adaptation of [16, proof of Thm. II] in order to show the positivity of a candidate roof function; see Lemma 2.5.

### 2 Existence of a Roof Function for Arclength NQDs

First, we recall the definitions of the Hardy spaces \( H^p(D) \) and the Smirnov spaces \( E^p(D) \). A function \( g \) analytic in \( D \) is said to belong to \( E^p(D) \) if there exists a sequence of cycles \( \gamma_k \) homologous to zero, rectifiable, and converging to the boundary \( \partial D \) (in the sense that \( \gamma_k \) eventually surrounds each compact sub-domain of \( D \)), such that

\[
\sup_{\gamma_k} \int_{\gamma_k} |g(z)|^p dz < \infty.
\]

On the other hand, a function \( g \) analytic in \( D \) is said to belong to \( H^p(D) \) if the function \( |f|^p \) admits a harmonic majorant in \( D \). Basic properties of these spaces can be found in [1, 5, 24].
We recall a key result from the theory of Smirnov spaces (see [1, Chapter 10] for a more detailed overview). The following result due to Havinson and Tumarkin [24] provides an extension (to the multiply connected setting) of a result of Smirnov [1, Theorem 10.4].

**Theorem 2.1** (Havinson, Tumarkin). Let \( D \) be a finitely connected domain with rectifiable boundary. Suppose \( g \in L^1(\partial D) \), and the function \( h \) defined by

\[
\begin{align*}
    h(w) &= \frac{1}{2\pi i} \int_{\partial D} \frac{g(\zeta)}{\zeta - w} d\zeta
\end{align*}
\]

vanishes for all \( w \in \mathbb{C} \setminus \overline{D} \). Then \( h \in E^1(D) \) and has boundary values \( g \) almost everywhere on \( \partial D \).

We now state our result addressing Question 1.

**Theorem 2.2.** Suppose \( \Omega \) is an arclength NQD and that the boundary \( \partial \Omega \) consists of finitely many smooth curves. Then \( \Omega \) admits a roof function.

**Remark.** Note that \( \Omega \) is necessarily unbounded, since otherwise the constant functions are in the test class \( E^1(\Omega) \) and fail to satisfy the null quadrature condition. Also, \( \Omega \) may have boundary components that are unbounded.

In the proof of Theorem 2.2, the following important lemma will be used to construct a candidate roof function.

**Lemma 2.3.** Let \( \Omega \) be as in Theorem 2.2. The unit tangent vector \( T(z) \) of \( \partial \Omega \) admits an extension throughout \( \Omega \) to an analytic function \( h(z) \in H^\infty(\Omega) \cap C(\overline{\Omega}) \).

**Proof of Lemma 2.3.** From the arclength null quadrature condition we have, for an arbitrary function \( g \in E^1(\Omega) \),

\[
\int_{\partial \Omega} g(z)ds = 0,
\]

where \( ds \) denotes the arclength element. Write

\[
\int_{\partial \Omega} g(z)ds = \int_{\partial \Omega} g(z)\overline{T(z)}dz,
\]

where \( T(z) \) denotes the unit tangent vector to \( \partial \Omega \).

Let \( \phi : K \to \Omega \) be a conformal mapping from a bounded circular domain \( K \) to \( \Omega \). Recall that a circular domain is a finitely connected domain whose boundary components are all circles, and also recall that each finitely connected domain is conformally equivalent to a circular domain [7, Chapter 3]. Then we have for each \( g \in E^1(\Omega) \)

\[
\int_{\partial K} g(\phi(w))\phi'(w)\overline{T(\phi(w))}dw = 0.
\]
By Havinson and Tumarkin’s extension [23] (to the multiply connected setting) of a result of Keldysh and Lavrentiev [14] we have that \( g \in E^1(\Omega) \) is equivalent to \( g(\phi(w))\phi'(w) \in H^1(K) = E^1(K) \), and in particular the functions \( g(\phi(w))\phi'(w) \) generate all of \( E^1(K) \). Hence,

\[
\int_{\partial K} G(w)T(\phi(w))dw = 0, \quad \text{for all } G \in E^1(K).
\]

This implies that the function \( \kappa \) defined by

\[
\kappa(w) := \frac{1}{2\pi i} \int_{\partial K} \frac{T(\phi(\xi))}{\xi - w} d\xi
\]

vanishes for all \( w \in \mathbb{C} \setminus \overline{K} \). By Theorem 2.1 we have that \( \kappa \in E^1(K) \) and has boundary values \( T(\phi(w)) \) almost everywhere on \( \partial K \). Since the boundary components of \( K \) are real-analytic (they are circles), we have \( E^1(K) = H^1(K) \) [1, p. 182]. Since \( H^1 \subset N^+ \), the Smirnov class, we conclude [1, Theorem 2.11] that \( \kappa \in H^\infty \) since it has boundary values in \( L^\infty(\partial K) \).

Let \( \psi \) denote the inverse of \( \phi \) and define \( h(z) = \kappa(\psi(z)) \). Then \( h \in H^\infty(\Omega) \) and has boundary values \( T(z) \) almost everywhere on \( \partial \Omega \).

Moreover, the function \( \kappa \) is continuous up to the boundary \( \partial K \) except possibly at the finitely many points that are mapped by \( \phi \) to an infinite prime end of \( \Omega \). Indeed, being in \( H^\infty \) the function \( \kappa \) is representable by a Poisson integral of its boundary values \( T \circ \phi \), and as such it is continuous up to the boundary at all points of continuity of the boundary function \( T \circ \phi \). We have that \( T \) is continuous by the smoothness assumption on \( \partial \Omega \), and \( \phi \) is continuous, except at the preimages of infinite prime ends, by the boundary behavior of conformal mappings with Jordan boundary [18, Chapter 2]. This verifies the desired continuity of \( \kappa \), and it then follows that \( h \) is also continuous up to the boundary, and coincides with \( T(z) \) on \( \partial \Omega \) everywhere, and not just almost everywhere.

\[\square\]

**Proof of Theorem 2.2.** As a candidate for the roof function we take

\[
u(z) = \Re\{f(z)\} + C, \quad (2.1)
\]

where

\[
f(z) = -i \int_{z_0}^{z} h(\zeta) d\zeta, \quad (2.2)
\]

where \( z_0 \in \Omega \) is fixed, and \( C \) is an appropriate constant to be specified below. From the continuity up to the boundary of \( h \) we have \( u \in C^1(\overline{\Omega}) \), and we verify from the boundary values of \( h \) that \( \nabla u = \overline{f'(z)} = i\overline{h(z)} \) coincides with the inward-pointing unit normal vector. Indeed, \( h \) has boundary values \( T(z) \), so that \( \nabla u \) has boundary values \( iT(z) \), which is the unit normal vector. Furthermore, we note that \( u \) is single valued, and in fact, locally a constant on \( \partial \Omega \), since the integral \( \int_\gamma h(\zeta)d\zeta = \int_\gamma \overline{T(\zeta)}d\zeta = \int_\gamma T(\zeta)d\zeta \) is purely real for each subarc \( \gamma \) of \( \partial \Omega \). The constant \( C \) is chosen to ensure non-negativity of the piecewise-constant boundary values of \( u \).

The following growth estimate will be key to showing the positivity of \( u \).
Lemma 2.4. The function $u$ defined in (2.1) satisfies the growth estimate

$$u(z) = O(|z|), \quad \text{as } z \to \infty. \quad (2.3)$$

Proof of Lemma 2.4. Since $h \in H^\infty(\Omega)$ we have $|\nabla u| = O(1)$ as $z \to \infty$.

Consider the line segment running from the origin to $z$, and let $\ell'$ be the connected component of this line segment that contains $z$. Hence, $\ell'$ is a line segment joining $z^*$ and $z$, where $z^*$ is either a point on $\partial \Omega$ or $z^* = 0$. Then we express $u(z)$ as an integral

$$u(z) = \int_{\ell'} \langle \nabla u, r \rangle |dz| + u(z^*), \quad (2.4)$$

where $\langle \nabla u, r \rangle$ denotes the inner product of $\nabla u$ with the unit vector $r$ in the direction of $\ell'$. This gives the desired estimate

$$|u(z)| \leq |z - z^*| |\nabla u| + |u(z^*)| = O(|z|), \quad (2.5)$$

since $|\nabla u| = O(1)$ and $u(z^*)$ is either $u(0)$ or one of the finitely many Dirichlet boundary values. \qed

Finally, we show positivity of $u$ throughout $\Omega$ which we state as a lemma. The proof of the theorem will be complete once we prove the lemma.

Lemma 2.5. The function $u$ defined in (2.1) satisfies $u > 0$ in $\Omega$.

Proof of Lemma 2.5. Following an idea from the proof of [16, Theorem II] we prove the lemma by utilizing a method from the proof of the Denjoy–Carleman–Ahlfors theorem on asymptotic values of entire functions (we will follow the presentation from [4, Chapter 10 and Theorem 5.4]). Suppose $u(z_0) < 0$ for some $z_0 \in \Omega$. Let $R_1$ denote the connected component containing $z_0$ of the set where $u < 0$. Note that $R_1$ is unbounded (otherwise $u < 0$ in a bounded region where it has zero boundary values and this violates the maximum principle).

We note that in the case when $\partial \Omega$ is compact, $\Omega$ is a disk. This follows from [8, Remark 6.1] as noted in [15, Proof of Theorem 3.2]. Then $\Omega$ admits a roof function (for instance, $u(z) = \log |z|$ when $\Omega$ is the unit disk). Hence, we may assume that at least one connected component of $\partial \Omega$ is unbounded.

Among the unbounded components of $\partial \Omega$, choose $L$ to be one for which the boundary value $m$ of $u$ along $L$ is maximal (recall there are finitely many boundary components and $u$ is constant along each of them). Let $S_m$ denote the set of points for which $u > m$. Then $S_m$ is contained in $\Omega \setminus R_1$, and $S_m$ contains points near each point on $L$ by positivity of the inward normal derivative of $u$. Among the connected components of $S_m$, let $\Omega_m$ denote the one that has $L \subset \partial \Omega_m$. Let $\gamma$ denote a Jordan arc through $\overline{\Omega} \setminus \overline{R_1}$ from a point on $L$ to a point on $\partial R_1$ and consider $\Omega_m \setminus \gamma$ which consists of two regions $\Omega_a$ and $\Omega_b$.

Claim. $u \to \infty$ along a path to infinity in each of the regions $\Omega_a$ and $\Omega_b$.

Indeed, suppose for the sake of contradiction that $u$ is bounded in one of these domains, say $\Omega_a$. Let $\phi_a : K_a \to \Omega_a$ be a conformal mapping from a circular domain $K_a$ with the same (finite) connectivity as $\Omega_a$. Then $u \circ \phi_a$ is the solution to the Dirichlet problem in $K_a$ with continuous
boundary values and constant $= m$ boundary values along the arc $\alpha := \phi_a^{-1}(\partial \Omega_a \setminus \gamma)$. Let $\alpha_1$ denote the open subarc $\phi_a^{-1}(L \cap \partial \Omega_a)$ of $\alpha$, and let $w_0$ denote the endpoint of $\alpha_1$ for which $\phi_a(w)$ is unbounded as $w \to w_0$ (recall that $L \cap \partial \Omega_a$ is unbounded). By the reflection principle, $u \circ \phi_a$ extends to be harmonic in a neighborhood of $w_0$. This implies that $\nabla(u \circ \phi_a)(w)$ is the conjugate of an analytic function in this same neighborhood. (Here we are viewing the gradient $\nabla = \partial_x + i \partial_y$ in complex form.) In particular, $\nabla(u \circ \phi_a)(w)$ approaches a finite constant $c_0$ as $w \to w_0$. We have

$$\nabla(u \circ \phi_a) = \nabla u(\phi_a) \cdot \phi'_a$$

in $K_a$ (again viewing the gradient vectors in complex form), and $\nabla u(\phi_a)$ is continuous up to the boundary at each point on the open arc $\alpha_1$ with $\|\nabla u(\phi_a)\| = 1$ along $\alpha_1$. This implies that $\phi'_a = \nabla(u \circ \phi_a) / \nabla u(\phi_a)$ is continuous up to the boundary at each point on $\alpha_1$ and that $|\phi'_a(w)| \to |c_0|$ as $w \to w_0$ along $\alpha_1$. In particular, $|\phi_a(w)|$ is bounded (by a constant independent of $w$) for points $w$ near $w_0$ on the arc $\alpha_1$, a contradiction. This proves the Claim.

Choosing $M_a$ to be the maximum of $u$ along $\partial \Omega_a$ and $M_b$ the maximum of $u$ along $\partial \Omega_b$, it follows from the Claim that the regions $R_2 := \{z \in \Omega_a : u(z) > M_a\}$ and $R_3 := \{z \in \Omega_b : u(z) > M_b\}$ are each non-empty.

We thus have three disjoint regions $R_1, R_2, R_3$ each unbounded, with $u(z) < 0$ in $R_1$, $u(z) > M_a$ in $R_2$, and $u(z) > M_b$ in $R_3$.

For $k = 1, 2, 3$ we define $\theta_k(t)$ to be the length of

$$\{z \in R_k : |z| = t\}.$$ 

Let $M(r) := \max_{|z| \leq r} |u(z)|$, and for $k = 1, 2, 3$ let $M_k(r) := \max_{|z| \leq r, z \in R_k} |u(z)|$.

By the Phragmen–Lindelof principle [4, Theorem 6.1] (the theorem is stated for an analytic function $f$ but only relies on the subharmonicity of $\log |f|$ and thus can easily be adapted replacing $\log |f|$ with $|u|$ which is harmonic in each of the regions $R_k$), we have for $k = 1, 2, 3$

$$\log M_k(r) \geq \pi \int_1^r \frac{1}{\theta_k(t)} dt + C,$$

where $C$ is a constant depending on $u$ but independent of $r$. We also have for $k = 1, 2, 3 \log M(r) \geq \log M_k(r)$, and hence

$$3 \log M(r) \geq \pi \int_1^r \sum_{k=1}^3 \frac{1}{\theta_k(t)} dt + 3C. \tag{2.6}$$

Since

$$\sum_{k=1}^3 \theta_k(t) \leq 2\pi t,$$

we have (using the Cauchy–Schwarz inequality)

$$2\pi t \sum_{k=1}^3 \frac{1}{\theta_k} \geq \sum_{k=1}^3 \theta_k \sum_{k=1}^3 \frac{1}{\theta_k} \geq \left( \sum_{k=1}^3 \sqrt{\theta_k} \sqrt{\frac{1}{\theta_k}} \right)^2 = 3^2,$$

which implies

$$\pi \sum_{k=1}^3 \frac{1}{\theta_k(t)} \geq \frac{9}{2t}.$$
Integrating gives

\[ \pi \int_{1}^{r} \sum_{k=1}^{3} \frac{1}{\partial_k(t)} \, dt \geq \int_{1}^{r} \frac{9}{2t} \, dt = (9/2) \log r, \]

and combining this with (2.6) we obtain

\[ \log M(r) \geq (3/2) \log r + C. \]

This contradicts (2.3) which states that \(|u(z)| = O(|z|)\) as \(z \to \infty\), and we conclude that \(u > 0\) throughout \(\Omega\). This concludes the proof of the lemma.

Applying Lemma 2.5 completes the proof of the theorem.

Remark. The anonymous referee has kindly pointed out that part of the proof of Lemma 2.5 (namely, the part after the proof of the Claim, where a contradiction is derived from the existence of the three regions \(R_1, R_2, R_3\)) can be simplified using the following result of Heins (while taking \(n = 3\) and for \(j = 1, 2, 3\) defining \(u_j\) to equal \(|u|\) minus its constant boundary values in \(R_j\) and zero elsewhere).

Theorem 2.6 [10, Theorem 5.1]. Let \(u_1, u_2, \ldots, u_n\) denote \(n \geq 2\) non-constant, non-negative subharmonic functions in the plane which satisfy \(\min(u_j, u_k) = 0\) for \(j \neq k\). Then

\[ \liminf_{r \to \infty} r^{-n/2} \left( \sum_{k=1}^{n} \int_{0}^{2\pi} u_k^2(r e^{i\theta}) \, d\theta \right)^{1/2} > 0. \]

3 | CONCLUDING REMARKS

Theorem 2.2 shows that in the definition of the roof function (at least for domains with finitely many boundary components) the condition of positivity can be replaced by a growth condition \(u(z) = O(|z|)\) while only imposing positivity on the boundary values, and the positivity of \(u\) follows automatically. Indeed, the boundary condition along with the growth condition imply the arclength NQD condition (1.1) as explained in Section 1.1. Then Theorem 2.2, with some attention to the details of its proof, implies positivity of \(u\).

Theorem 2.2 allows immediate application of several results from [3] to the classification of arclength NQDs that we shall summarize below.

Assume that \(\partial \Omega\) has finitely many connected components. Then Theorem 2.2 shows that \(\Omega\) is a quasi-exceptional domain. This implies [3] that the number of unbounded components of \(\partial \Omega\) is either zero, one, or two, and we have the following partial classification (see [3]).

- \(\partial \Omega\) compact implies \(\Omega\) is the exterior of a disk.
- Exactly one component of \(\partial \Omega\) is unbounded implies \(\Omega\) is a halfplane.
- Two components of \(\partial \Omega\) are unbounded and \(\Omega\) is simply connected implies \(\Omega\) is the Hauswirth–Helein–Pacard example [9].
This leaves open the case that two components of $\partial \Omega$ are unbounded and $\Omega$ is multiply connected. This category appears to be the most interesting. Doubly connected examples were constructed using elliptic functions in [3], where it is conjectured that there exist examples with every connectivity; see Figure 1.

**ACKNOWLEDGMENTS**
We are grateful to the anonymous referees whose careful reading of the paper helped clarify, and in some places correct, the exposition.

**JOURNAL INFORMATION**
The *Bulletin of the London Mathematical Society* is wholly owned and managed by the London Mathematical Society, a not-for-profit Charity registered with the UK Charity Commission. All surplus income from its publishing programme is used to support mathematicians and
mathematics research in the form of research grants, conference grants, prizes, initiatives for early career researchers and the promotion of mathematics.

REFERENCES

1. P. L. Duren, *Theory of $H^p$ spaces*, Pure and applied mathematics, vol. 38, Academic Press, New York, 1970.
2. S. Eberlei, H. Shahgholian, and G. Weiss, *On global solutions of the obstacle problem — applications to the local analysis close to singularities*, arXiv:2005.04915, 2020.
3. A. Eremenko and E. Lundberg, *Quasi-exceptional domains*, Pacific J. Math. 276 (2015), no. 1, 167–183.
4. M. A. Evgrafov, *Analytic functions*, Dover Publications, New York, 1978. Translated from the Russian, Reprint of the 1966 original English translation, Edited and with a foreword by Bernard R. Gelbaum.
5. S. D. Fisher, *Function theory on planar domains: a second course in complex analysis*, Pure and applied mathematics, John Wiley & Sons, New York, 1983.
6. A. Friedman and M. Sakai, *A characterization of null quadrature domains in $\mathbb{R}^N$*, Indiana Univ. Math. J. 35 (1986), no. 3, 607–610.
7. G. M. Goluzin, *Geometric theory of functions of a complex variable*, Translations of Mathematical Monographs, vol. 26, American Mathematical Society, Providence, RI, 1969.
8. B. Gustafsson, *Application of half-order differentials on Riemann surfaces to quadrature identities for arc-length*, J. Anal. Math. 49 (1987) 54–89.
9. L. Hauswirth, F. Hélein, and F. Pacard, *On an overdetermined elliptic problem*, Pacific J. Math. 250 (2011), no. 2, 319–334.
10. M. Heins, *On a notion of convexity connected with a method of Carleman*, J. Anal. Math. 7 (1959), 53–77.
11. D. Jerison and N. Kamburov, *Structure of one-phase free boundaries in the plane*, Int. Math. Res. Not. 19 (2016), 5922–5987.
12. D. Jerison and N. Kamburov, *Free boundaries subject to topological constraints*, Discrete Contin. Dyn. Syst. 39 (2019), no. 12, 7213–7248.
13. L. Karp and A. S. Margulis, *Null quadrature domains and a free boundary problem for the Laplacian*, Indiana Univ. Math. J. 61 (2012), no. 2, 859–882.
14. M. Keldych and M. Lavrentiev, *Sur la représentation conforme des domaines limites par des courbes rectifiables*, Ann. Sci. École Norm. Sup. 54 (1937), no. 3, 1–38.
15. D. Khavinson, E. Lundberg, and R. Teodorescu, *An overdetermined problem in potential theory*, Pacific J. Math. 265 (2013), no. 1, 85–111.
16. B. Kjellberg, *On the growth of minimal positive harmonic functions in a plane region*, Ark. Mat. 1 (1950), 347–351.
17. E. Lundberg and R. Teodorescu, *Dima khavinson’s 60th: a summary of open problems in analysis and mathematical physics*, Anal. Math. Phys. 8 (2018), no. 2, 309–324.
18. C. Pommerenke, *Boundary behaviour of conformal maps*, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 299, Springer, Berlin, 1992.
19. M. Sakai, *Null quadrature domains*, J. Anal. Math. 40 (1982), no. 1981, 144–154.
20. D. D. Silva, D. Jerison, and H. Shahgholian, *Inhomogeneous global minimizers to the one-phase free boundary problem*, arXiv:2106.14576, 2021.
21. M. Traizet, *Classification of the solutions to an overdetermined elliptic problem in the plane*, Geom. Funct. Anal. 24 (2014), no. 2, 690–720.
22. M. Traizet, *Hollow vortices and minimal surfaces*, J. Math. Phys. 56 (2015), no. 8, 18.
23. G. C. Tumarkin and S. J. Havinson, *On the definition of analytic functions of class $E^p$ in multiply connected domains*, Uspehi Mat. Nauk (N.S.) 13 (1958) no. 4, 201–206.
24. G. C. Tumarkin and S. J. Havinson, *Classes of analytic functions on multiply connected domains*, Issledovaniya po sovremennym problemam teorii funkciî kompleksnogo peremennogo, Gosudarstv. Izdat. Fiz.-Mat. Lit., Moscow, 1960, pp. 45–77. In Fonctions d’une variable complexe. Problemes contemporains, Gauthiers-Villars, Paris, 1962, pp. 37–71 (French).