Critical exponents of extremal Kerr perturbations
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Abstract
We show that scalar, electromagnetic, and gravitational perturbations of extremal Kerr black holes are asymptotically self-similar under the near-horizon, late-time scaling symmetry of the background metric. This accounts for the Aretakis instability (growth of transverse derivatives) as a critical phenomenon associated with the emergent symmetry. We compute the critical exponent of each mode, which is equivalent to its decay rate. It follows from symmetry arguments that, despite the growth of transverse derivatives, all generally covariant scalar quantities decay to zero.
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1. Introduction and summary

Given decades of work indicating the basic stability of four-dimensional, asymptotically flat black holes to massless perturbing fields (e.g. [1–5]), Aretakis’ 2010 discovery of a horizon instability of extremal black holes [6, 7] came as something of a surprise. The instability has a rather unusual character: the growth is polynomial (rather than exponential), occurring only on the horizon, and only for sufficiently high-order transverse derivatives of the perturbing field. Off the horizon, the field and all its derivatives decay to zero [6, 8]. On the principle that there are no accidents in physics, one naturally seeks a deeper explanation: What is the origin of this peculiar behavior?

The answer, as usual, is symmetry. We will show how the Aretakis instability can be viewed as a critical phenomenon associated with the emergence of a scaling symmetry near the horizon. The relevant scaling limit [9] is well-known for its near-horizon character, but we observe that it also entails late times and is therefore naturally suited to questions of late-time behavior on the horizon. We show that perturbing fields are asymptotically equal to a sum of...
terms that are self-similar in the limit. The self-similarity accounts for the detailed structure of the instability (transverse derivatives modifying the late-time behavior by one positive power of time), with the numerical values of the exponents completing the description with detailed decay and growth rates.

A second question for the Aretakis instability concerns its physical consequences. In previous work with Zimmerman [10], we emphasized definite consequences for particular observers or particles, without addressing observer-independent quantities. Very recently, independent work of Hadar and Reall [11] and Burko and Khanna [12] argued, from different angles using different techniques, that general covariance prevents such quantities from becoming large. Burko and Khanna [12] numerically confirmed the rates [10, 13] for scalar ($\phi \sim v^{-1/2}$) and gravitational ($\psi_4 \sim v^{1/2}$ and $\psi_0 \sim v^{-5/2}$) perturbations of Kerr\(^1\) and noted that the polynomial non-derivative invariants of the Riemann tensor are determined from $\psi_0 \psi_4$, which decays like $1/v$. They gave further examples of scalar invariants that decay, showing how growing and decaying factors always balance in covariant expressions. Hadar and Reall [11] systematized this type of argument in the context of effective field theory, giving an elaborate demonstration of the cancellations in a very general setting.

In this paper we will use the scaling symmetry to vastly streamline such arguments. Each self-similar tensor is assigned a scaling weight which obeys simple rules under tensorial operations. The decay rate of a scalar is the real part of its weight and hence can be determined immediately from the weights of its tensor constituents. We compute the weights (critical exponents) for modes of scalar, electromagnetic, and gravitational perturbations arising from generic initial data compactly supported away from the horizon. The exponents all have negative real parts (the largest is $-1/2$), immediately implying the decay of all scalars constructed covariantly from the field and its derivatives. This confirms recent suggestions that all scalar invariants decay and demonstrates the power of the emergent symmetry as an organizing principle. These calculations also offer tantalizing hints of the universality that normally accompanies critical phenomena.

In section 2 we discuss the mathematics of self-similar tensors and show how it accounts for the Aretakis instability while streamlining the computation of rates. In section 3 we demonstrate self-similarity for Kerr perturbations and compute the critical exponents by finding the near-horizon, late-time asymptotics of the mode Green functions in closed form. In section 4 we discuss future directions. Our conventions are $G = c = 1$. We go on to set $M = 1$ in our calculations of decay rates.

2. The Aretakis instability as a critical phenomenon

Consider the extremal Kerr metric in ingoing Kerr coordinates $(\nu, r, \theta, \varphi)$ and introduce

$$x = \frac{r - M}{M}, \quad \Phi = \varphi - \frac{\nu}{2M}. \quad (1)$$

In these ‘horizon corotating’ coordinates $(\nu, x, \theta, \Phi)$, the future event horizon is $x = 0$ and its generators have constant $\theta$ and $\Phi$. Now introduce a scaling parameter $\lambda$ and corresponding scaling coordinates $\bar{x}^\mu$ as

\(^1\)We derived the extremal, spin-0 rates in work with Casals [13], where we also mentioned (without derivation) the rate for $\psi_4$ in the Hartle–Hawking tetrad. We then derived the complete spin-s non-axisymmetric near-extremal rates in work with A Zimmerman [10], noting that they agree with the results of our (still unpublished) derivation in the precisely extremal case. These rates were subsequently confirmed by [14] and [12] using different techniques. In this paper we at last publish the derivation of the rates in the precisely extremal case, together with additional detail about self-similarity as well as (previously unreported) axisymmetric rates. All of this work is limited to fields arising from compactly supported initial data not extending to the event horizon.
\[ \bar{v} = \frac{\lambda v}{2M}, \quad \bar{x} = \frac{x}{\lambda}, \quad \bar{\theta} = \theta, \quad \bar{\Phi} = \Phi. \] \tag{2}

Changing to these coordinates and letting \( \lambda \to 0 \) produces the ‘near-horizon extremal Kerr’ (NHEK) metric [9],

\[ ds^2 = 2M^2 \left( \Gamma(\bar{\theta}) \left( -\bar{x}^2 d\bar{v}^2 + 2d\bar{v}d\bar{x} + d\bar{\theta}^2 + \lambda^2(\bar{\Phi} + \bar{x}d\phi) \right)^2 \right), \] \tag{3}

where \( \Gamma(\bar{\theta}) = (1 + \cos^2 \bar{\theta})/2 \) and \( \Lambda(\bar{\theta}) = \sin \bar{\theta}/\Gamma(\bar{\theta}) \). Notice that the coordinate transformation (2) is invariant under \( \{ \lambda \to c\lambda, \; v \to v/c, \; x \to cx \} \). Since \( \lambda \) disappears in the \( \lambda \to 0 \) limit, the resulting metric must enjoy the symmetry \( \{ \bar{v} \to \bar{v}/c, \bar{x} \to c\bar{x} \} \). Indeed, this scaling symmetry is manifest in (3), and the new Killing vector is the ‘dilation’ \( H_0 \).

\[ H_0 = \bar{v}\partial_v - \bar{x}\partial_x = v\partial_v - x\partial_x. \] \tag{4}

The NHEK metric in fact has a second additional Killing field, an analog of global time-translation in anti-de Sitter space. The second symmetry enhancement is in a sense accidental as it does not follow directly from the limit, though see [15] for the robustness of this feature. The four Killing fields together form the algebra \( \mathfrak{sl}(2, \mathbb{R}) \times \mathfrak{u}(1) \), a property sometimes called a ‘global conformal symmetry’. There are also associated local conformal symmetries [16]. In this paper we will consider only the dilation (4), whose action we refer to as ‘scaling’.

Previous work involving one of us [17] generalized the notion of symmetry enhancement to tensor fields besides the metric. In particular, [17] considered smooth tensor fields on the extremal Kerr exterior (including the horizon) whose barred coordinate components asymptotically \(^2\) satisfy

\[ W = \lambda^{-p} W \quad \text{as} \; \lambda \to 0 \; \text{fixing} \; \bar{x}^\mu, \] \tag{5}

where the (barred-coordinate) components of \( W \) are independent of \( \lambda \). This implies that \( W \) can be considered a tensor field in NHEK. Note that the unbarred coordinates cover the extremal Kerr exterior including the future event horizon \( x = 0 \) (but not including the past event horizon). The future horizon is a fixed surface of the scaling limit, where \( \lambda \to 0 \) flows along the horizon generators to late times. The future event horizon \( x = 0 \) limits to the null surface \( \bar{x} = 0 \) in NHEK, which is called the future Poincaré horizon. The maximally extended NHEK spacetime is shown in figure 1.

Equation (5) parallels the expansion of fields near critical points in condensed matter physics. It follows by similar arguments as given for the metric above that \( W \) is invariant under \( \{ \bar{v} \to \bar{v}/c, \; \bar{x} \to c\bar{x}, \; W \to c^p W \} \). Infinitesimally, the field satisfies

\[ L_{H_0} W = pW. \] \tag{6}

That is, fields of the form (5) have an emergent scaling self-similarity with weight \( p \). Gralla et al [17] studied the consequences of this symmetry for stationary, axisymmetric electromagnetic fields, noting that it accounts for the black hole Meissner effect [18]. The metric has weight \( p = 0 \), corresponding to a true symmetry rather than just self-similarity.

In this paper we study the consequences of the emergent self-similarity (6) for generic (nonstationary, nonaxisymmetric) tensor fields. We immediately notice that the scaling limit (2) flows not only to the horizon \( x \to 0 \), but also to late times \( v \to \infty \). Thus the scaling is

\(^2\)In this section, when an equation is followed by ‘as...’, we mean that only the leading term is kept (i.e. asymptotic equality in the sense of Poincaré, normally denoted with a tilde (~)).

\(^3\)If \( \bar{v} < 0 \) the limit instead flows to early advanced times. This region is not relevant for initial data supported outside the horizon. The special case \( \bar{v} = 0 \) flows to a fixed point of the future horizon. Henceforth we assume \( \bar{v} > 0 \).
precisely suited to study the Aretakis instability. We begin with a (possibly complex) scalar $W = \Psi$ for simplicity. In this case the general solution of equation (6) is
\[ \bar{\Psi} = \bar{\upsilon} f(\bar{x}, \bar{\theta}, \bar{\Phi}) \]
where $f$ is a smooth function of its arguments (and $2\pi$-periodic in the last one)$^4$. Noting that $\lambda \to 0$ (at fixed barred coordinate) corresponds to $\upsilon \to \infty$ and $x \to 0$, equation (5) becomes
\[ \Psi = \upsilon^p f \left( \frac{\lambda \upsilon}{2M}, \theta, \Phi \right) \] as $\upsilon \to \infty$, $x \to 0$. (8)

The scaling parameter $\lambda$ has now disappeared from the description, leaving a prediction for the near-horizon, late-time behavior of the original field $\Psi$. Since $f$ is smooth in its arguments, we see that the decay/growth on the horizon is given by
\[ (\partial_x^n \Psi)|_x = C_n(\theta, \Phi) \upsilon^{p+n} \] as $\upsilon \to \infty$, (9)
where $x$ means evaluation on the horizon $x = 0$. Here $C_n$ (related to derivatives of $f$ in its first argument) is a constant along each generator labelled by $\theta, \Phi$. Thus we see that the decay rate is the real part of the weight $p$ (with logarithmic oscillations if $p$ is complex), where successive transverse derivatives decay slower and ultimately grow unboundedly in time. That is, the precise Aretakis form is obtained from the natural scaling assumption (5), with full details available once the weight $p$ is calculated.

$^4$The smoothness of $\bar{\Psi}$ as a scalar field on extreme Kerr requires the smoothness of $\Psi$ as a scalar field in NHEK (at least for $\bar{\upsilon} > 0$). If we instead wrote $\Psi = \bar{\upsilon} f(\bar{x}, \theta, \Phi)$, then $f$ would not in general be a smooth function of its arguments.
We may repeat this analysis for a general tensor of arbitrary (finite) rank (appendix). Each component satisfies equations (7)–(9) except with $p \rightarrow p' = p + N$, where $N = (\# \text{ of upper } v \text{ indices} - \# \text{ of upper } x \text{ indices}) + (\# \text{ of lower } x \text{ indices} - \# \text{ of lower } v \text{ indices})$. For example, the component $W^{\alpha \beta \gamma}_{\theta \varphi}$ of a rank-5 tensor $W^{\mu \nu}_{\alpha \beta \gamma}$ has $N = -1$ and decays like $v^{p-1}$. Thus different components decay/grow at different rates in a manner precisely controlled by $p$. The weight $p$ provides a coordinate-independent notion of the growth/decay rate.

2.1. Strong and weak self-similarity

When terms in the late-time expansion of tensor fields with different weights are added together, only the term with larger (real part of) weight survives the asymptotic limit. If the real parts are the same, then both terms must be kept. We now formalize this idea by introducing notions of strong and weak self-similarity. A field with definite weight is strongly self-similar, while a field that is a sum of terms with the same real part of weight is weakly self-similar. Both strongly and weakly self-similar fields have decay/growth rates controlled by their weight.

We say that a tensor field in Kerr is strongly self-similar if it has a definite weight $p$, i.e. if it can be expressed in the form of equation (5). Correspondingly, a tensor field in NHEK is strongly self-similar, with definite weight $p$, if it satisfies equation (6). By either definition, it follows that

(i) The weight is preserved by scalar multiplication, contraction, and (metric-compatible) derivation.

(ii) The tensor product of a tensor of weight $p$ with a tensor of weight $q$ gives a tensor of weight $p + q$.

(iii) Addition of two tensors with the same weight produces a tensor of the same weight.

Using the notion (6) of weight in NHEK, adding fields of different weights breaks the self-similarity property: the resulting field does not have definite weight. However, referring back to the more fundamental definition (5), we see that adding fields of different weights produces a field with weight equal to the input weight with the larger real part. To deal with the case where the real parts are equal we introduce the notion of weak self-similarity as follows,

- (def.) A tensor $W$ is said to be weakly self-similar of weight $P \in \mathbb{R}$ if it is asymptotically equal to a sum of terms of definite weights $p_i$, all with the same real part $P = \text{Re}[p_i]$. That is, $W = \sum \lambda^{-p_i} W_i$ asymptotically as $\lambda \to 0$ fixing $x^\mu$.

In particular, every strongly self-similar tensor of weight $p$ is also weakly self-similar with weight $P = \text{Re}[p]$. The weight of weakly self-similar tensors satisfies properties (i)–(iii) above as well as

(iv) The sum of weakly self-similar tensors with weights $P_1$ and $P_2$ is weakly self-similar with weight equal to the larger of $P_1$ and $P_2$.

The weight $P$ of a weakly self-similar tensor provides its horizon decay rate in the same manner as strongly self-similar tensors. More precisely, a weakly self-similar scalar $\Psi$ satisfies

$$|\partial^n \Psi|_x \leq C_0 \sigma^{P+n}$$

(10)

An important caveat is that this decay estimate is only guaranteed to hold if the field is a finite sum of definite-weight terms. If the sum is infinite, there is potential for non-uniformity in the asymptotic approximations to give rise to late-time behavior that differs from that of individual terms. In particular, our decay estimates have only been established for individual modes, and in principle the behavior of the summed field could be different.
for some constants $C_n$. Similarly, each corotating-coordinate component (1) of a weakly self-similar tensor $W$ satisfies the analogous equation with $P \to P' = P + N$, where, as before, $N = (\# \text{ of upper } v \text{ indices} - \# \text{ of upper } x \text{ indices}) + (\# \text{ of lower } x \text{ indices} - \# \text{ of lower } v \text{ indices})$.

We have seen that the weight (weak or strong) of a tensor completely characterizes the scaling of the field, and associated scalar observables, in the near-horizon, late-time limit. Viewing this limit as tuning to a critical point where fields are precisely self-similar, we refer to the weights as critical exponents of extremal Kerr perturbations. These may be related to critical exponents in the usual sense of taking the temperature to a critical value (in this case absolute zero) by considering simultaneous near-horizon, near-extremal limits. We give some discussion in section 4 below, but in general leave this to future work.

### 2.2. Summary of results

In section 3 below we consider scalar, electromagnetic, and gravitational perturbations of extremal Kerr that arise from initial data exterior to the event horizon. That is, we consider a scalar field $\psi$ satisfying the massless Klein–Gordon equation, a vector field $A_\mu$ satisfying the vacuum Maxwell equation, and a symmetric tensor field $h_{\mu\nu}$ satisfying the vacuum linearized Einstein equation. Out of the sea of details arises a strikingly simple result: these fields are weakly self-similar (up to gauge) with the universal weight

$$P = -1/2.$$  \hspace{1cm} (11)

One may now compute the weight, and hence decay or growth, of any associated scalar of tensor using the algebraic rules for manipulating weights (section 2.1). In particular, since the Kerr metric is of weight 0, it follows immediately that all scalars constructed from the field and metric (including derivatives) decay at least as fast as $v^{-1/2}$. Computing the decay rate of a scalar involves simply counting the number of times a field appears. For example, any scalar quadratic in the field (e.g. the field strength invariant $F_{\mu\nu}F^{\mu\nu}$) will decay like $v^{-1}$. Similarly, the perturbed Kretschmann invariant $R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma}$ will decay like $v^{-1}$ up to gauge. To give a higher-derivative example, the linear perturbation of $R^{\alpha\beta\gamma\delta}\nabla_\alpha \nabla_\gamma R_{\mu\nu\rho\sigma} \nabla_\beta \nabla_\delta R^{\mu\nu\rho\sigma}$ will decay like $v^{-3/2}$ up to gauge. One can similarly compute the decay rate for a component of a tensor by first determining its weight and then using the rules given in the last paragraph before section 2.1.

One can also compute rates for fields built from additional structure besides the metric, provided the weight of that structure is known. For example, the linear perturbation of the Weyl scalar $\psi_4 = C_{\mu\nu\rho\sigma} n^\mu \bar{n}^\nu n^\rho \bar{n}^\sigma$ is built from the (background) metric $g_{\mu\nu}$ and its derivative operator $\nabla_\mu$, the metric perturbation $h_{\mu\nu}$, and the Newman–Penrose tetrad $\{e^\mu, n^\mu, m^\mu, \bar{m}^\mu\}$. If the tetrad is weight-0 (like the hatted tetrad introduced in section 3.4 below), then $h_{\mu\nu}$ is the only ingredient with non-zero weight. Since the perturbed Weyl scalar $\psi_4$ is linear in $h_{\mu\nu}$, it simply inherits the weight and decays as $\psi_4 \sim v^{-1/2}$. For the Hartle–Hawking tetrad, instead $\psi_4 \sim v^{3/2}$ since $m^\mu$ is weight 0 but $n^\mu$ is weight +1. A second example is the squared electric field strength $E^2 = F_{\mu\alpha} u^\alpha F^{\nu\beta} u_\beta$ observed by an infalling observer with four-velocity $u^\mu$. The field $A_\mu$ has weight $-1/2$, while the four-velocity $u^\mu$ has weight +1 [17]. Both appear twice, so the total weight is $-1/2 - 1/2 + 1 + 1 = 1$. That is, the observed squared electric field strength grows linearly in $v$ at late times on the horizon.

#### 2.2.1 Mode by mode weights.

The simplicity of the main result (11) belies an intricate mode-by-mode structure, which is of interest in its own right. The mode decomposition is straightforward at the level of the Hertz potentials $\hat{Y}_j$ [19–22] we use in the computation. The field is determined from the potentials (up to trivial changes in mass, angular momentum, and
charge) by applying certain operators given in equations (18) and (19) below. Here we simply note that
\[ \Psi = \hat{\Upsilon}_0, \]  
\[ A_\mu = \text{(weight-preserving function of } \hat{\Upsilon}_1) \]  
\[ h_{\mu\nu} = \text{(weight-preserving function of } \hat{\Upsilon}_2), \]  
i.e. each field is constructed from the associated potential in a manner that preserves the weight (weak or strong). Here \( \Psi \) satisfies the massless Klein–Gordon equation, \( A_\mu \) satisfies the vacuum Maxwell equation, and \( h_{\mu\nu} \) satisfies the vacuum linearized Einstein equation. Additionally, \( A_\mu \) and \( h_{\mu\nu} \) satisfy the ingoing radiation gauge conditions \( A_\mu \ell^\mu = 0, h_{\mu\nu} \ell^\mu = 0 \) and \( h_{\mu\nu} g^{\mu\nu} = 0 \), where \( \ell^\mu \) is tangent to the ingoing principal null direction.

For near-horizon, late-time behavior, the most useful set of angular modes for our purposes is the spin-weighted spheroidal harmonics with angular frequency equal to the superradiant \( \ell \) number \( \ell \). The axisymmetric \((m=0)\) modes (equations (96) and (98)) are strongly self-similar \((equation \ (62))\) whose asymptotics are given in closed form (equations (72), (76), (77) and (96)). The main result of section 3 below is the near-horizon, late-time asymptotics of each mode \( s \hat{\Upsilon}_{\ell m}(v,x) \), expressed as a convolution of initial data with an integration kernel \( F(v,x,x') \) (equation (62)) whose asymptotics are given in closed form (equations (72), (76), (77) and (96)). The axisymmetric \((m=0)\) modes (equations (96) and (98)) are strongly self-similar with weight \( p = -\ell - 2 \). The nonaxisymmetric modes split into ‘principal’ and ‘supplementary’ modes according to the sign of the quantity \( 7 \)
\[ s Q_{\ell m} := \frac{1}{4} + s K_{\ell m} - 2 m^2. \]  
When \( Q > 0 \) (supplementary modes), the modes are strongly self-similar with weight \( p = -1/2 - \sqrt{Q} - im \) (equations (72) and (73)). On the other hand, when \( Q < 0 \) (principal modes), the modes are only weakly self-similar, expressed as an infinite sum of terms with definite weights \( p_n = -1/2 - im + i\sqrt{Q} \text{sign}(m)(1 + 2n) \) for \( n \in \mathbb{Z}^{\geq 0} \) (equations (76), (77) and (79)). (In practice, however, the first term dominates and the principal modes are strongly self-similar for all intents and purposes (equation (80)).) The field reconstruction (12) defines modes of the tensors \( \Psi, A_\mu, h_{\mu\nu} \), which inherit the weights of the associated Hertz potential. The principal modes dominate, giving rise to the \( P = 1/2 \) weak weight of the total field reported above. We may summarize the detailed mode structure by writing
\[ p = \begin{cases} 
-1/2 - im + i\sqrt{Q} \text{sign}(m)(1 + 2n) & \text{for } n \in \mathbb{Z}^{\geq 0}, \quad m \neq 0, \quad Q < 0 \text{ (principal)} \\
-1/2 - \sqrt{Q} - im, & m \neq 0, \quad Q > 0 \text{ (supplementary)} \\
-\ell - 2 & m = 0 \text{ (axisymmetric)}
\end{cases} \]  
These are the critical exponents of extremal Kerr perturbations.

\footnote{Note that there is an accidental zero coefficient (equation (97)) which gives rise to slower horizon-decay of a particular transverse derivative. See equation (99) below for the complete rates.}

\footnote{An alternative notation \( h = 1/2 + \sqrt{Q} \) is used primarily in the calculation. Yet another notation \( h = 1/2 \pm id \) is common; see table I of [10] for the relationship.}
3. Self-similar structure of extremal Kerr perturbations

Casals et al [13] showed that the Aretakis instability is associated with a branch point at the superradiant bound frequency, which is analytically accessible using the method of matched asymptotic expansions. In that work, only massless scalar perturbations were considered. We now generalize to include electromagnetic and gravitational perturbations and provide additional detail revealing the self-similar structure of the fields. We first present the perturbation formalism in tetrad-covariant form using the Geroch–Held–Penrose (GHP) approach [23]. We then solve the Teukolsky equation using the Kinnersley tetrad in Boyer–Lindquist coordinates. Last we change to a regular near-horizon tetrad and coordinates to compute the critical exponents.

3.1. Tetrad-covariant presentation

Consider a Newman–Penrose (NP) tetrad whose real legs \( \ell^\mu \) and \( n^\mu \) are (respectively) aligned with the ingoing and outgoing principal null directions. The three types of perturbations satisfy \( \mathcal{O}_s[\Upsilon_s] = 0 \),

\[
\mathcal{O}_s[\Upsilon_s] = 0,
\]

where, using the GHP notation [23], the operators are written [21, 24]

\[
\mathcal{O}_0 = \bar{\rho}'(\rho + \rho') - \bar{\rho} \rho' + \bar{\tau} \bar{\tau}' + \rho \rho' + \tau \tau' ,
\]

\[
\mathcal{O}_{-1} = (\rho' - \rho) (\rho + \rho) - (\bar{\rho}' - \bar{\rho}) (\bar{\rho} + \bar{\rho})
\]

\[
\mathcal{O}_{-2} = (\rho' - \rho)(\rho + 3\rho) - (\bar{\rho}' - \bar{\rho})(\bar{\rho} + 3\bar{\rho}) - 3\psi_2.
\]

Here \( s = 0, -1, -2 \) corresponds to scalar, electromagnetic, and gravitational perturbations. In the scalar case \( s = 0 \), \( \Upsilon_0 \) is just the scalar field \( \Psi \) and \( \mathcal{O}_s \) is (minus one half of) the box operator \( \Box = \nabla_\mu \nabla^\mu \). In the electromagnetic (\( s = -1 \)) and gravitational (\( s = -2 \)) cases, \( \Upsilon_s \) is a complex ‘Hertz potential’ from which the field may be reconstructed by taking derivatives. Explicitly, (using the ‘ingoing’ version of the formalism) we have [19–22]

\[
\Psi = \Upsilon_0 ,
\]

\[
A_\alpha = \Pi_{\alpha(-1)}[\Upsilon_{-1}] + \text{c.c.}
\]

\[
h_{\alpha\beta} = \Pi_{\alpha(-2)}[\Upsilon_{-2}] + \text{c.c.},
\]

where

\[
\Pi_{\alpha(-1)} = -\ell_\alpha (\bar{\rho} + \tau) + m_\alpha (\rho + \rho),
\]

\[
\Pi_{\alpha(-2)} = \ell_\alpha \ell_\beta (\bar{\rho} + 3\tau) + m_\alpha m_\beta (\rho - \rho) (\rho + 3\rho) - \ell_{(\alpha} m_{\beta)} [(\rho - \rho + \rho) (\bar{\rho} + 3\rho) + (\bar{\rho} - \tau + \bar{\tau}) (\rho + 3\rho)].
\]

Notice that the vector potential and metric satisfy \( \ell^\mu A_\mu = 0 \) and \( \ell^\alpha h_{\alpha\beta} = 0 \) as well as \( g^{\alpha\beta} h_{\alpha\beta} = 0 \), which are known as the ingoing radiation gauge conditions. Up to trivial changes in charge, mass, and angular momentum, all smooth electromagnetic and gravitational perturbations arise from Hertz potentials in this way\(^8\). By considering generic solutions for Hertz potentials we access the generic late-time behavior of perturbing fields.

\(^8\) Wald [21, 25] establish this fact for gravitational perturbations. We are unaware of a correspondingly rigorous demonstration in the electromagnetic case. Helpful discussions of the Hertz potential formalism are found in [24, 26, 27].
3.2. Mode decomposition in the Kinnersley tetrad in Boyer–Lindquist coordinates

We perform the main computation in the Kinnersley tetrad in Boyer–Lindquist coordinates,

$$\ell^\mu = \left( (r^2 + a^2)/\Delta, 1, 0, a/\Delta \right).$$  \hfill (20a)

$$n^\mu = \frac{1}{2(r^2 + a^2 \cos^2 \theta)} \left( r^2 + a^2, -\Delta, 0, a \right).$$  \hfill (20b)

$$m^\mu = \frac{1}{\sqrt{2}(r + ia \cos \theta)} \left( ia \sin \theta, 0, 1, i/\sin \theta \right).$$  \hfill (20c)

where \( \Delta = r^2 - 2Mr + a^2 \). This choice is convenient because equations (17) can be repackaged into a single ‘master equation’ [28].

$$\left( \frac{(r^2 + a^2)^2}{\Delta} - a^2 \sin^2 \theta \right) \frac{\partial^2 Y_s}{\partial t^2} + \frac{4Mar}{\Delta} \frac{\partial^2 Y_s}{\partial \phi^2} - 2s \left( \frac{M(r^2 - a^2)}{\Delta} \right) \frac{\partial Y_s}{\partial t}$$

$$+ \left( \frac{a^2}{\Delta} - \frac{1}{\sin^2 \theta} \right) \frac{\partial^2 Y_s}{\partial \theta^2} - \frac{\Delta}{\sin \theta} \frac{\partial}{\partial r} \left( \Delta^{s+1} \frac{\partial Y_s}{\partial r} \right) - \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial Y_s}{\partial \theta} \right)$$

$$- 2s \left( \frac{a(r - M)}{\Delta} + \frac{i \cos \theta}{\sin^2 \theta} \right) \frac{\partial Y_s}{\partial \phi} + (s^2 \cot^2 \theta - s) Y_s = 0. \tag{21}$$

To separate (21) we introduce the Laplace transform\(^9\) \( \tilde{Y}_s \) of the master function

$$\tilde{Y}_s(\omega, r, \theta, \phi) = \int_0^\infty e^{i\omega t} Y_s(t, r, \theta, \phi)dt$$

and express it as a sum over modes

$$\tilde{Y}_s = \sum_{\ell m} \tilde{Y}_{\ell m} e^{i\omega t} = \sum_{\ell m} \mathcal{S}_{\ell m}(\theta) \mathcal{R}_{\ell m}(r) e^{i\omega \theta}, \tag{23}$$

where \( \sum_{\ell m} \) we mean \( \sum_{\ell=-\ell}^{\ell} \sum_{m=-\ell}^{\ell} \). The angular functions \( \mathcal{S}_{\ell m}(\theta) \) are spin-weighted spherical harmonics satisfying

$$\left[ \frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d}{d\theta} \right) + \left( \mathcal{K}_{\ell m} - \frac{m^2 + s^2 + 2m \omega \cos \theta}{\sin^2 \theta} - a^2 \omega^2 \sin^2 \theta - 2a \omega s \cos \theta \right) \right] \mathcal{S}_{\ell m}(\theta) = 0. \tag{24}$$

Imposing regularity of \( \mathcal{S}_{\ell m} \) at the poles \( \theta = 0, \pi \) reduces integration of the angular equation to a Sturm–Liouville eigenvalue problem. As eigenfunctions, \( \mathcal{S}_{\ell m}(\theta) \) are complete and orthogonal in the space \( L^2([0, \pi], \sin \theta) \). The eigenvalue \( \mathcal{K}_{\ell m} \) is related to the spin-weighted spherical eigenvalue \( \mathcal{A}_{\ell m}(\omega) \) of [28] by

$$\mathcal{K}_{\ell m} = \mathcal{A}_{\ell m}(\omega) + s(s + 1) + a^2 \omega^2, \tag{25}$$

which in turn is related to the quantity \( \mathcal{E}_{\ell m}(\omega) \) of Teukolsky and Press [29] by \( \mathcal{E}_{\ell m}(\omega) = \mathcal{A}_{\ell m}(\omega) + s(s + 1) \). Both \( \mathcal{K}_{\ell m} \) and \( \mathcal{E}_{\ell m}(\omega) \) are unchanged under \( s \to -s \), whereas \( \mathcal{A}_{\ell m}(\omega) \) is not, making them slightly more convenient. Our convention is to normalize the spin-weighted spherical harmonics such that

\(^9\)The Laplace transform is normally defined in terms of a ‘frequency’ parameter \( \tau \) conjugate to ‘time’ \( t \). Here we work with \( \omega = i\beta \), but still use Laplace, rather than Fourier, transform.
\[ \int_0^{2\pi} \int_0^{\pi} e^{(m'-m)\phi} s S_{t\text{m}\omega}(\theta) s S_{t'\text{m}'\omega}(\theta) \sin \theta \, d\theta \, d\phi = 2\pi \delta_{tt'} \delta_{mm'}. \]  

Taking the Laplace transform of the master equation (21) and using the mode decomposition (23), it follows that the radial functions \( R_{t\text{m}\omega}(r) \) satisfy the sourced ordinary differential equation

\[ s R_{t\text{m}\omega} |_{R_{t\text{m}\omega}(r)} = I_{t\text{m}\omega}(r). \]  

The operator \( s \bar{G}_{t\text{m}\omega} \) is given by

\[ s \bar{G}_{t\text{m}\omega} = \Delta^{-1} \frac{d}{dr} \left( \Delta^{n+1} \frac{d}{dr} \right) + U(r), \]  

\[ U(r) := \left( \frac{H^2 - 2i\omega(r - M)H}{\Delta} + 4i\omega r + 2aM\omega - iK_{\text{m}\omega} + s(s + 1) \right) \]  

with \( H = (r^2 + a^2) - am \), while the source \( I_{t\text{m}\omega}(r) \) is comprised of mode-decomposed initial data [30]:

\[ s I_{t\text{m}\omega}(r) = \int_0^{2\pi} \int_0^{\pi} I_s(\omega, r, \theta, \phi)s S_{t\text{m}\omega}(\theta) e^{-\omega \phi} \sin \theta \, d\theta \, d\phi, \]

\[ I_s(\omega, r, \theta, \phi) := \left[ \left( \frac{r^2 + a^2}{\Delta} - a^2 \sin^2 \theta \right) (\partial_r Y_s - i\omega Y_s) - 2s \left( \frac{M(r^2 - a^2)}{\Delta} - r - i\omega \cos \theta \right) Y_s + \frac{4Mar}{\Delta} \partial_r Y_s \right] \]  

In this approach the initial data surface is \( t = 0 \). We choose initial data with compact support away from the horizon, a property inherited by \( I_{t\text{m}\omega} \).

Using the Green function method, a particular solution of equation (27) is

\[ \bar{R}_{t\text{m}\omega}(r) = \int_{r_+}^{\infty} s \bar{G}_{t\text{m}\omega}(r', r) I_{t\text{m}\omega}(r') \Delta'(r') \, dr', \]  

where the transfer function \( s \bar{G}_{t\text{m}\omega}(\omega, r, r') \) satisfies

\[ s \bar{G}_{t\text{m}\omega} |_{s \bar{G}_{t\text{m}\omega}(\omega, r, r')} = \delta(r - r')/\Delta'(r'). \]  

The freedom of homogeneous solutions can be fixed by choosing the transfer function to satisfy appropriate boundary conditions. The physical conditions are no incoming radiation from past null infinity or the past horizon. These can be imposed by introducing homogeneous solutions \( R_{\text{in}} \) and \( R_{\text{up}} \) defined by appropriate asymptotics [28, 31],

\[ R_{\text{in}} \sim N_{\text{in}} \left\{ \begin{array}{ll} \Delta^{-1} e^{-i(\omega - m\Omega_H)r_*}, & a < M, \\ \Delta^{-1} e^{-ia\Omega_H r_*} e^{2i(\omega - m\Omega_H)/(r - r_+)}, & a = M, \end{array} \right. \]  

\[ r \to r_+, \]

\[ R_{\text{up}} \sim N_{\text{up}} e^{ia\Omega_H r_*}, \]  

\[ r \to \infty, \]  

where \( r_* = \int (r^2 + a^2)/\Delta \, dr \) and \( \Omega_H = a/(2Mr_+) \), with \( r_+ = M + \sqrt{M^2 - a^2} \) the horizon radius. We also include arbitrary normalization factors \( N_{\text{in}} \) and \( N_{\text{up}} \). For real \( \omega \notin \{ 0, m\Omega_H \} \), the ‘in’ solution satisfies the correct boundary condition at the horizon, while the ‘up’ solution satisfies the correct boundary condition at infinity [14]. For complex \( \omega \) the solutions \( R_{\text{in/\text{up}}} \) are defined by analytic continuation. In this work we are particularly interested in the behavior near the non-analytic point \( \omega = m\Omega_H \). We may now build the transfer function to satisfy both conditions by taking
where \( r_\prec(r_\succ) \) is the lesser (greater) of \( r \) and \( r' \). Here \( W = R_{\mu\nu}\phi_{\mu\nu} - R_{\mu\nu}\phi_{\mu\nu}' \) is the Wronskian of the two homogeneous solutions. The product \( \Delta^{1/2}W \), here denoted \( \mathcal{W} \), is a constant independent of \( r' \).

Taking the inverse Laplace transform (with the Bromwich integral), the time-domain master field is given by

\[
\mathcal{Y}_{\lambda}(r, \theta, \phi) = \frac{1}{2\pi} \sum_{\ell m} e^{i m\phi} \int_{-\infty}^{\infty} e^{-s \omega i} \mathcal{S}_{\ell m\omega}(\theta) \int_{r_+}^{\infty} \delta_{\ell m\omega}(r, r') J_{\ell m\omega}(r') \Delta^{1/2}(r') dr' \, d\omega, \tag{36}
\]

where \( c \) is chosen such that the integrand is holomorphic above the line \( ic \). The factor of \( \Delta' \) arises from the fact that the operator \( \delta_{\ell m\omega} \) is symmetric with respect to this weight. Equation (36) is the main result of this section.

### 3.3. Solution of the radial equation near \( \omega = m\Omega_H \) for \( a = M \)

In the extremal case \( a = M \), the homogeneous radial equation can be solved near the superradiant bound frequency \( \omega = m\Omega_H \) using the method of matched asymptotic expansions [29, 32]. We work in units where \( M = 1 \) and introduce a shifted radial coordinate and frequency,

\[
x := r - 1, \quad k := 4(\omega - m\Omega_H). \tag{37}
\]

With these definitions, the homogeneous radial equation ((27) with no source) takes the form

\[
\left[ x^{-2} \frac{d}{dx} \left( x^{2+2} \frac{d}{dx} \right) + U \right] R_{\ell m\omega} = 0, \tag{38}
\]

where

\[
U = \left( \frac{(x+1)^2 + 1}{16x^2} \right)^2 k^2 + \frac{m \left( x^3 + 4x^2 + 8x + 4 \right) + 2is \left( x^2 - 2 \right) k}{4x} + \frac{1}{4} \left( -4K + m^2 \left( x^2 + 4x + 8 \right) + 4imsx + 4s(x + 1) \right). \tag{39}
\]

The extremal radial equation (38) is of the doubly-confluent Heun type studied by Leaver [31], possessing rank-1 irregular singular points at the horizon and infinity. To streamline the matched asymptotic expansion, we introduce [13]

\[
\mu := \frac{k + 2m}{2} = 2\omega, \quad b := \frac{1}{2} + \sqrt{\frac{1}{4} + K - 2\mu^2}, \tag{40}
\]

in terms of which the potential takes the simpler form

\[
U = b(1 - b) + s(s + 1) + ibsx + \frac{(4 + s)x\mu^2}{4} + \frac{k^2}{4s} + \frac{k(\mu - is)}{x}. \tag{41}
\]

For scalar fields, \( b(b - 1) \) is the eigenvalue of the Casimir operator of the \( \mathfrak{sl}(2, \mathbb{R}) \) factor in the near-horizon symmetry algebra [33, 34]10,11. We introduce \( \mu \) to enable simultaneous treatment of scalar fields.\footnote{10 In some previous work (including our own), \( b \) is denoted by \( h \) and called the ‘conformal weight’. This name is in deference to holographic dualities, which we do not consider in this paper.} \footnote{11 Representations of \( \mathfrak{sl}(2, \mathbb{R}) \) are labeled by \( b \) and the fractional part of \( p \) (e.g. [35]). Equality of these two labels is the special case of a so-called highest-weight representation. The \( \ell m \) modes we consider are not part of highest-weight representations, and \( p \) and \( b \) are distinct.}
of the axisymmetric and nonaxisymmetric cases. In the nonaxisymmetric case one can safely set \( \mu = m \) as \( k \to 0 \), while in the axisymmetric case one must keep \( \mu = 2\omega \) to satisfy the boundary conditions (33).

We now solve the radial equation (38) under the assumption that \( k \ll 1 \) using the method of matched asymptotic expansions. In this method one makes separate expansions in the near \((x \ll 1)\) and far \((x \gg k)\) regions before matching in the region of overlap \((k \ll x \ll 1)\). Our main interest is in the case where one point of the transfer function is in the far-zone and one point is in the near-zone, as appropriate for studying the near-horizon effects of initial data supported away from the horizon. In this case no explicit matching is required.

3.3.1 Near zone. When \( x \ll 1 \), equation (38) becomes the ‘near equation’

\[
x^{-2s} \frac{d}{dx} \left( x^{2s+2} \frac{d}{dx} R_{\text{far}} \right) + \left( b(1-b) + s(s + 1) + \frac{k^2}{4x^2} + \frac{k(\mu - is)}{x} \right) R_{\text{far}} = 0.
\]

The solution is given in terms of linearly independent Whittaker functions

\[ sR_{\text{far}}^{\text{near}} = a_1 x^{-s} W_{i\mu+s,b-1/2}(-ik/x) + a_2 x^{-s} M_{i\mu+b-1/2}(-ik/x). \]

The Whittaker functions \( W_{\alpha,\beta}(z) \) and \( W_{\alpha,\beta}(z) \) are multivalued functions of \( z \) with branch points at \( z = 0 \) and \( z = \infty \). We choose the branch cut convention \( -\pi/2 < \arg(k) < 3\pi/2 \).

The horizon boundary condition requires \( a_2 = 0 \). Thus the ‘in’ solution is given in the near-zone by

\[ sR_{\text{far}}^{\text{near,in}} = x^{-s} W_{i\mu+b-1/2}(-ik/x), \]

where we make the simple normalization choice \( a_1 = 1 \). The in solution can be determined everywhere by matching to the far-zone solutions in the region of overlap. We will not need to perform the full matching, but we note for later reference that the large-\( x \) (overlap region) behavior is

\[ sR_{\text{far}}^{\text{near,in}} \sim Ax^{b-1-s} + Bx^{-b-s}, \quad \text{as} \quad x \to \infty, \]

where

\[ A = \frac{(-ik)^{1-b}\Gamma(2b-1)}{\Gamma(b-i\mu-s)}, \quad B = \frac{(-ik)^b\Gamma(1-2b)}{\Gamma(1-b-i\mu-s)}. \]

To isolate the leading-order \( k \) dependence of the radial coefficients \( A \) and \( B \) when \( m \neq 0 \), it is convenient for subsequent calculations to introduce

\[ \hat{A} = \frac{\Gamma(2b)}{\Gamma(b-i\mu-s)}, \quad \hat{B} = \frac{\Gamma(2-2b)}{\Gamma(1-b-i\mu-s)}. \]

Under \( b \to 1-b \), \( sR_{\text{far}}^{\text{near,in}} \) is invariant, whereas \( \hat{A} \to -\hat{B} \) and \( \hat{B} \to -\hat{A} \).

3.3.2 Far zone. When \( x \gg k \), equation (38) becomes the ‘far equation’

\[
x^{-2s} \frac{d}{dx} \left( x^{2s+2} \frac{d}{dx} R_{\text{near}} \right) + \left( b(1-b) + s(s + 1) + i\mu x + \frac{1}{4}(4 + x)\mu^2 \right) R_{\text{near}} = 0.
\]

The solutions of (48) are given by the confluent hypergeometric functions as

\[ sR_{\text{far}}^{\text{near}} = a_3 x^{b-1-s} e^{-ix\mu/2} F_1(b + i\mu - 2; 2b; i\mu x) + a_4 x^{-b-s} e^{-ix\mu/2} F_1(1 - b + i\mu - s; 2(1-b); i\mu x). \]
The boundary condition at infinity (34) requires
\[
\frac{a_3}{a_4} = \frac{\Gamma(2 - 2b)\Gamma(b - i\mu + s)}{\Gamma(1 - b - i\mu + s)\Gamma(2b)} (-i\mu)^{2b-1} =: \mathcal{R}.
\] (50)

Thus, the 'up' solution is given in the far-zone by
\[
\mathcal{R}_{\text{fin}}^{\text{up}} = \mathcal{R} x^{b-1-s} e^{-i\mu s/2} F_1(b + i\mu - s; 2b; i\mu x) + x^{-b-s} e^{-i\mu s/2} F_1(1 - b + i\mu - s; 2(1 - b); i\mu x),
\] (51)

where we make the normalization choice \(a_4 = 1\). The up solution can be determined everywhere by matching to near-zone solutions in the region of overlap. We will not need to perform the full matching, but we note for later reference that the small-\(x\) (overlap region) behavior is
\[
\mathcal{R}_{\text{fin}}^{\text{up}} \sim \mathcal{R} x^{b-1-s} + x^{-b-s}, \quad \text{as } x \to 0
\] (52)

which we employ in the computation of the Wronskian \(\mathcal{W}\). Under \(b \to 1 - b\), \(\mathcal{R} \to \mathcal{R}^{-1}\) and
\[
\mathcal{R}_{\text{fin}}^{\text{up}} \to \mathcal{R}^{-1}\mathcal{R}_{\text{fin}}^{\text{up}}.
\]

3.3.3. Transfer function. To assemble the transfer function, it remains to compute the constant \(\mathcal{W}\), which is related to the Wronskian of the in and up solutions. We compute the constant easily in the buffer region via (45) and (52), finding
\[
\mathcal{W} = (-i k)^{1-b} \left( x \mathcal{B}(-ik)^{2b-1} - \mathcal{A} \right).
\] (53)

Under \(b \to 1 - b\), the constant \(\mathcal{W}\) undergoes \(\mathcal{W} \to \mathcal{W}^{-1}\). Using equations (44), (51) and (53), we find the transfer function (54) for a source point in the far-zone and a field point in the near-zone to be
\[
\mathcal{R}_{\text{fin}}^{\text{up}}(x', x) = \frac{x^{-s} W_{\text{fin}}^{\text{up}, b-1/2}(-ik/x)}{\mathcal{R} \mathcal{B}(-ik)^{2b-1} - \mathcal{A}} (-ik)^{b-1} \mathcal{R}_{\text{fin}}^{\text{up}}(x') \quad (\text{for } k \ll 1, \ \bar{x} \ll 1, \ x' \gg k).
\] (54)

The transfer function \(\mathcal{R}_{\text{fin}}^{\text{up}}(x, x')\) is invariant under \(b \to 1 - b\). Note that the contribution from \(\mathcal{R}_{\text{fin}}^{\text{up}}(x, x')\) is smooth in \(k\) at \(k = 0\) when \(m \neq 0\) but contains isolated poles when \(m = 0\). Equation (54) is the main result of this subsection.

3.4. Regular coordinates and tetrad

As we are ultimately interested in studying decay of perturbations near the extremal horizon where BL coordinates and Kinnersley’s tetrad are ill-behaved, a new set of coordinates and tetrad are needed. We will use the corotating coordinates introduced in section 2, related to the Boyer–Lindquist coordinates by
\[
v = t + r_\ast, \quad \Phi = \phi + r_2 - \Omega_H v,
\] (55)

where
\[
r_\ast = 1 + x + 2 \left( \ln x - \frac{1}{x} \right), \quad r_2 = \frac{1}{x}.
\] (56)

For the tetrad we rescale the \(\ell\) and \(n\) legs as follows,
\[
\hat{\ell}^\mu = \Lambda \ell^\mu, \quad \hat{n}^\mu = \Lambda^{-1} n^\mu, \quad \Lambda = v \Delta / 4.
\] (57)
The $m^\mu$ and $\tilde{m}^\mu$ legs are unchanged (i.e. $\tilde{m}^\mu = m^\mu$). The factor of $\Delta$ makes the tetrad regular on the future horizon, while the factor of $\tilde{v}$ makes it further regular in the NHEK limit (i.e. the tetrad vectors have weight 0)$^{12}$. This is an essential step in our analysis as it ensures that the reconstruction of fields by (18) preserves the weight. Burko and Khanna [12] recently introduced a similar tetrad to eliminate the growth of $\psi_4$; here we see a more fundamental origin in symmetry considerations.

We now rewrite the results of the preceding section in the new coordinates and tetrad. It follows from equations (18) and (19) that the Hertz potentials $\Upsilon_i$ have GHP boost-weight $s$. That is, in the new tetrad (57) we have $\Upsilon_s \to \tilde{\Upsilon}_s$ with

$$
\tilde{\Upsilon}_s = \Lambda^s \Upsilon_s = (v\Delta/4)^s \Upsilon_s.
$$

Equation (36) now becomes

$$
\tilde{\Upsilon}_s(x, \Upsilon_s, \Phi) = \frac{(v/4)^s}{4 \cdot 2\pi} \sum_{\ell m} \epsilon^{i\mu\nu} \int_{-\infty}^{\infty} e^{-ikx/\epsilon} s\tilde{S}_{\ell m}(\omega) \int_0^\infty \tilde{s}R_{\ell m}(x, x') s\tilde{I}_{\ell m}(x')(x')^2 dx' dk,
$$

where

$$
\tilde{s}R_{\ell m}(x, x') := \chi^2 e^{i\omega x - i\mu x} \tilde{s}R_{\ell m}(x, x'),
$$

Note that the hatted transfer function $\tilde{s}R_{\ell m}$ is regular on the horizon $x = 0$.

### 3.5. Near-horizon, late-time asymptotics

Equation (59) gives the Hertz potential in regular tetrad and coordinates with no approximation. For late-time behavior near the horizon we can make the approximations $x \ll 1$ and $k \ll 1$ and keep only the leading non-analytic behavior$^{13}$. For compactly supported initial data away from the horizon we may hold $x' > 0$ fixed in this approximation, entailing in particular that $x' \gg k$. That is, the approximations of section 3.3 are valid.

The expression (59) for the Hertz potential simplifies in important ways when $k \ll 1$. Since factors smooth in $k$ can be replaced by their $k = 0$ values, the spheroidal harmonics and their associated modes of initial data lose dependence on $\omega$ and can be commuted through the inverse Laplace transform. To package the results we define

$$
\tilde{s}R_{\ell m} := sR_{\ell m}^{\text{up}}, \quad \tilde{s}S_{\ell m} := sS_{\ell m}^{(m/2)}, \quad \tilde{s}K_{\ell m} := sK_{\ell m}^{(m/2)}, \quad \tilde{s}I_{\ell m} := sI_{\ell m}^{(m/2)}
$$

as well as

$$
\tilde{s} \Psi_{\ell m}(x) := \int_0^{\infty} (x')^2 s \tilde{I}_{\ell m}(x') s \tilde{F}_{\ell m}(v, x, x') dx',
$$

with

$^{12}$The standard Hartle–Hawking tetrad has $\Lambda = \Delta/(2r^2 + a^2)$ and is not regular in the near-horizon limit in the sense that different legs have different weights.

$^{13}$As discussed in [13], the association between small-$k$ and late times follows from the general expectation that late-time behavior is associated with the uppermost non-analytic point(s) (pole or branch point) in the transfer function. The rule of thumb [13] is that one expands near the special point $k = 0$, keeps the leading non-analytic term, and performs the inverse Laplace transform of that term. Such claims can be made rigorous when the global analytic structure of the transfer function is known [36], but unfortunately such information is not currently available for perturbations of Kerr. The correctness of this procedure is supported by extensive cross-checks with mathematical [8, 37, 38] and numerical [12, 39, 40] work.
\[ sF_{\ell m}(v, x, x') := \frac{(v/4)^{\ell}}{4} \times \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-ikv/4} \tilde{sF}_{\ell m}(x, x') dk. \] (63)

(We peel off the factor of \(1/(2\pi)\) because the quantity to the right of the \(\times\) sign is the inverse Laplace transform with respect to \(s = -ik\), evaluated at \(s = v/4\).) Now the near-horizon, late-time Hertz potential is expressed as

\[ \tilde{\mathcal{Y}} s(v \rightarrow \infty, x \rightarrow 0, \theta, \Phi) \sim \sum_{\ell m} \tilde{\mathcal{Y}}_{\ell m}(v, x) e^{im\Phi} S_{\ell m}(\theta). \] (64)

This demonstrates how, at late times near the horizon, the field splits naturally into modes labeled by \(\ell\) and \(m\), with the time-dependence of each mode given by that of the integration kernel \(sF_{\ell m}(v, x, x')\). In computing \(sF_{\ell m}\) the approximations \((k \ll 1, x \ll 1, x' \gg k)\) are to be used. In particular, from equations (60) and (54) we have

\[ s\tilde{F}_{\ell m}(x, x') = e^{im/2} \left( x^{1+i\mu} e^{-i(k/2\epsilon)} W_{i\ell+1,b-1/2}(-ik/x) \right) \frac{sR_{\ell m}(x')}{\tilde{sB}(-ik)^{2b-1}} (-ik)^{b-1}. \] (65)

Depending on the value of \(b\), which differs for different modes (equation (40)), this expression may simplify further using \(k \ll 1\). To classify the modes we (following [13]) introduce the leading \(k \rightarrow 0\) piece of \(b\) by \(h\),

\[ h := \frac{1}{2} + \sqrt{\frac{1}{4} + sK_{\ell m} - 2m^2}. \] (66)

In the axisymmetric case \(m = 0\), the eigenvalue is just \(sK_{\ell 0} = sK_{0\ell} = \ell(\ell + 1)\) [29], giving simply that \(h = \ell + 1\). For nonaxisymmetric modes, there are two natural cases, depending on whether the quantity under the square root is negative or positive. When \(h\) labels irreducible representations of SL(2, \(\mathbb{R}\)), these cases are known as ‘principal’ and ‘supplementary’ (respectively) [35], and we follow [10] in adopting that terminology here. Numerically, one observes that supplementary modes occur for smaller values of \(|m|\), with the transition to principal occurring around \(|m|/\ell \approx .74\). This transition is exact in the large-\(\ell\) limit [41]. To summarize, we have

\[ h \begin{cases} = 1/2 + i\tau, & |m| \gtrsim .74 \ell \quad \text{(principal),} \\ > 1, & 0 < |m| \lesssim .74 \ell \quad \text{(supplementary),} \\ = \ell + 1, & m = 0 \quad \text{(axisymmetric),} \end{cases} \] (67)

where \(\tau > 0\). We now examine each case in turn.

### 3.6. Inverse Laplace transforms

We now perform the inverse Laplace transform for the integration kernel \(sF_{\ell m}(v, x, x')\) (63). We denote the usual Laplace transform using \(\tau\) and \(\beta\) so that \(U(\beta) = L[u(\tau)]\) and \(u(\tau) = L^{-1}[U(\beta)]\) for some function \(u(\tau)\) and its Laplace transform \(U(\beta)\). (These map on to (63) by \(\beta = -ik\) and \(\tau = v/4\).) We will need the following elementary Laplace transforms,

\[ L^{-1}[\beta^N \ln(\beta)] = \frac{(-1)^{N+1}N!}{\pi^{N+1}}, \quad N \in \mathbb{Z}^+, \] (68)

\[ L^{-1}[\beta^c] = \frac{1}{\Gamma(-c)} \tau^{c+1}, \quad c \notin \mathbb{Z}^+. \] (69)
We will also need the Laplace transform provided in Sec 5.20 of *The Bateman manuscript* [42].

\[
L^{-1}[\psi^{1/(2\eta)}_{\sigma} \cdot \phi W_{\alpha,\nu}(\tau) + \sigma - \kappa - 1] = a^{-\kappa} \cdot \tau^{\sigma - \kappa - 1} \cdot _2\tilde{F}_1(1/2 - \kappa + \nu, 1/2 - \kappa - \nu; \sigma - \kappa; -\tau),
\]

(70)

where \( _2\tilde{F}_1(a, b; c; z) = _2F_1(a, b; c; z)/\Gamma(c) \) is the regularized hypergeometric function.

3.6.1 Supplementary modes. For supplementary modes where \( h > 1 \), the first term in the denominator of the transfer function (65) is subdominant as \( k \to 0 \). We may therefore drop this term consistent with our approximations, giving

\[
s_\text{sup} \tilde{F}(x, x') \sim -\tilde{A}^{-1}\cdot e^{im/2}\cdot x + i - \kappa - 2/(2x)\cdot W_{\alpha + x, h - 1/2}(-ik/x)\cdot R_{\text{sup}}(x')(-ik)^{h-1}.
\]

(71)

Using the inversion formula (70) with \( \beta = -ik, \kappa = im + s, \nu = h - 1/2, \sigma = 1 - h, a = x, \) and \( \tau = \nu/4 \), we find that the supplementary modes carry the time dependence

\[
s_\text{sup} \tilde{F}(v, x, x') \sim \frac{e^{im/2}\cdot R_{\text{sup}}(x')}{4A \cdot (1 - h - im - s)} \cdot \left( \frac{\nu}{4} \right)^{-h-im} \cdot \left( 1 + \frac{\nu x}{4} \right)^{s+im-h},
\]

(72)

where we have used \( _2F_1(a, b; c; z) = (1 - z)^{-a} \). Comparing with equation (8), we see that the supplementary modes are strongly self-similar with definite weight

\[
p = -h - im \quad \text{(supplementary)}.
\]

(73)

3.6.2 Principal modes. For the principal modes, the two terms in the denominator of the transfer function (65) are of the same order as \( k \to 0 \). We begin by introducing

\[
\zeta := \Re \tilde{B}/\tilde{A},
\]

(74)

in terms of which equation (65) becomes

\[
s_\text{pr} \tilde{F}(x, x') \sim \frac{1}{1 - \zeta(-ik)^{2h-1}} \cdot e^{im/2} \cdot x + i - \kappa - 2/(2x)\cdot W_{\alpha + x, h - 1/2}(-ik/x)\cdot _2F_1(x')(-ik)^{h-1}.
\]

(75)

The new feature relative to the supplementary case is the prefactor \( 1/(1 - \zeta(-ik)^{2h-1}) \). We can express this as a geometric series in \( \zeta(-ik)^{2h-1} \) when \( |\zeta(-ik)^{2h-1}| < 1 \). Noting \( 2h - 1 = 2ir \) (equation (67)), this occurs when \( |\zeta|^2 > 1 \). We find numerically that this condition is satisfied when \( m < 0 \), allowing us to use the geometric series representation to perform the inverse Laplace transform term by term with equation (70) (again with \( \beta = -ik \) and \( \tau = \nu/4 \)). In terms of \( h = 1/2 + ir \), we find

\[
s_\text{pr} \tilde{F}(v, x, x') \sim \frac{e^{im/2}\cdot R_{\text{pr}}(x')}{4A} \cdot \left( \frac{\nu}{4} \right)^{-1/2 - i(r + m)}
\]

\[
\times \sum_{n=0}^{\infty} \frac{\zeta^n (\nu/4)^{-2in}}{2n} \cdot _2F_1(h - i(m - s, 1 - h - im - s, 1 - h - n(2h - 1) - im - s, -\nu x/4).
\]

(76)

In the \( m > 0 \) case we find numerically that \( |\zeta(-ik)^{2h-1}| > 1 \). We can then use a geometric series in \( 1/(\zeta(-ik)^{2h-1}) \), giving instead that
\[ sF_{\ell,m>0}(\nu, x, x') = \frac{e^{m/2}R_{\ell m}(x')}{4\mathcal{R}B} \left( \frac{\nu}{4} \right)^{-1/2+i(r-m)} \]
\[ \times \sum_{n=0}^{\infty} \zeta^{-n}(\nu/4)^{2n+2}F_1 \]
\[ (h - im - s, 1 - h - im - s, h + n(2h - 1) - im - s, -\nu x/4). \]  

(77)

Recall that under \( h \rightarrow 1 - h \) we have \( \mathcal{R} \rightarrow 1/\mathcal{R} \), \( sR_{\ell m} \rightarrow sR_{\ell m}/\mathcal{R} \), \( \zeta \rightarrow 1/\zeta \), and \( \hat{A} \rightarrow -\hat{B} \). This shows that equations (76) and (77) are in fact related by \( h \rightarrow 1 - h \),

\[ sF_{\ell,m<0}(\nu, x, x') = sF_{\ell,m>0}(\nu, x, x') \bigg|_{h \rightarrow 1 - h} \]  

(78)

Thus the principal modes are a sum over terms \( n \in \mathbb{Z}_{\geq 0} \), each with definite weight

\[ p = -1/2 - im + i r \text{ sign}(m)(1 + 2n) \quad \text{(principal)}. \]  

(79)

That is, the principal modes are weakly self-similar with weight \( P = -1/2 \).

While the infinite series (76) and (77) are required for asymptotic equality as \( \nu \rightarrow \infty \) in the strict sense, in practice the first term is numerically dominant by at least a factor of 10^3. If we keep only this term, the result is

\[ \hat{sF}_{\ell,m>0}(\nu, x, x') \approx \frac{e^{m/2}R_{\ell m}(x')}{4\mathcal{R}B} \left( \frac{\nu}{4} \right)^{-1/2+i(r-m)} \left( \frac{1 + \frac{\nu x}{4}}{4} \right)^{-\frac{1}{2} + i(m + r)}, \]  

(80)

with the \( m < 0 \) case given by \( h \rightarrow 1 - h \) (i.e. \( r \rightarrow -r \)). A similar truncation was performed in the near-extremal case [10], where higher-order terms in a parameter \( \eta \) were dropped. The time-dependence is identical under suitable identifications (see equation (21) therein).

### 3.6.3. Axisymmetric modes.

In the axisymmetric case \( m = 0, \mu = 2\omega = k/2 \) and equation (65) may be further simplified using \( \mu \ll 1 \). The late-time behavior follows from the leading non-analytic term as \( \mu \rightarrow 0 \) [13], which is not always the leading term. We will need the subleading expansion of the angular eigenvalue [43]

\[ \hat{\nu}_\ell \omega = \ell(\ell + 1) + K_2\mu^2 + O(\mu^4), \]  

(81)

where

\[ K_2 = \frac{\ell(\ell + 1)(\ell(\ell + 1) - 1) + 2\ell(\ell + 1)s^2 - 3s^4}{2\ell(\ell + 1)(2\ell - 1)(2\ell + 3)}. \]  

(82)

The ‘Casimir’ \( b \) is then expanded as

\[ b = \frac{1}{2} + \sqrt{\frac{1}{4} + K - 2\mu^2} \]  

(83)

\[ = \ell + 1 + b_2\mu^2 + O(\mu^4), \]  

(84)

where \( b_2 = (K_2 - 2)/(1 + 2\ell) \). We will also need the expansions of equations (47) and (50):

\[ \hat{A} = \frac{(2\ell + 1)!}{(\ell - s)!} + O(\mu), \]  

(85a)

\[ \hat{B} = \frac{(-1)^{\ell+s}(\ell + s)!}{2b_2(2\ell)!(-\mu)} + O(1), \]  

(85b)
\[ R = \frac{(-1)^{\ell+1}(\ell + s)!(\ell - s)!}{2b_2(2\ell)!(2\ell + 1)!} (-i\mu)^{2b-2} (1 + O(\mu)) \cdot \]

To derive the late-time decay of the axisymmetric modes, we can no longer rely on equation (70) for the inverse Laplace transform due to the presence of \( i\mu \) in the first index of the Whittaker function in (65). Instead, we shall make use of the asymptotics of the axisymmetric near in function [44]

\[ \mathcal{R}_{\ell \mu}^{\text{near}} \sim x^{-\ell} e^{4i\mu/\ell} (2i\mu/x)^{\ell+1} \sum_{n=0}^{\infty} E_{\ell \mu}(\mu) \cdot (2i\mu/x)^{-n}, \quad x \to 0, \]

where

\[ E_{\ell \mu}(\mu) = (b - i\mu - s)_n(1 - b - i\mu - s)_n/n!. \]

Here \((a)_n = \Gamma(a + n)/\Gamma(a)\) is the Pochhammer symbol. Equation (86) is valid as an asymptotic series for \( x/\mu \ll 1 \). Our results for the inverse Laplace transform will similarly be valid only for \( x^D \ll 1 \). This is in contrast to the nonaxisymmetric cases, where we performed the full inverse Laplace transform, valid for any \( x \ll 1 \) and \( v \gg 1 \). In the axisymmetric case, we demonstrate the self-similarity in the form of an asymptotic series in \( x^D \ll 1 \). In the remainder of this section, the symbol \( \sim \) denotes asymptotic equality as \( x \to 0 \), \( \mu \to 0 \), \( x/\mu \to 0 \) (and fixed \( x^D \)).

Noting that the \( \mu \to 0 \) asymptotics of \( R_{\ell \mu} \) (equation (51)) are equivalent to its \( x \to 0 \) asymptotics (equation (52)), and using equations (85) and (86), the transfer function (65) becomes

\[ \mathcal{R}_{\ell \mu}(x, x') \sim (-2i\mu)^{4\mu} \mathcal{F}_{\ell \mu}(x') \sum_{n=0}^{\infty} E_{\ell \mu}(\mu) \left( \frac{x}{2i\mu} \right)^n, \]

where

\[ \mathcal{F}_{\ell \mu}(x') = \begin{cases} \frac{b_2(x' - 2b_2)}{x'(2b_2^2 - 1)}, & \ell = 0, \\ \frac{(\ell - s)!}{(1 + 2\mu)^{\ell+1-s}}, & \ell > 0. \end{cases} \]

We may further expand in \( \mu \) as

\[ (-2i\mu)^{4\mu} = 1 + i\mu \ln(-2i\mu) + O((\mu \ln \mu)^2), \]

and

\[ E_{\ell \mu}(\mu) = \begin{cases} E_{\ell \mu}^{\text{in}} + O(\mu), & j \leq \ell + s, \\ E_{\ell \mu}^{\text{out}} \mu + O(\mu^2), & j > \ell + s, \end{cases} \]

where

\[ E_{\ell \mu}^{\text{in}} = \frac{(-1)^j(\ell + s)!(\ell - s + j)!}{j! (\ell - s)! (\ell + s - j)!}, \quad E_{\ell \mu}^{\text{out}} = \frac{i(-1)^{1+\ell+j}(\ell + s)!(j - \ell - s - 1)!}{j! (\ell - s)!}. \]

Plugging back in to equation (88) and keeping only leading non-analytic parts of each term \( n \) in the asymptotic series, we find
The terms smooth in $\mu$ do not contribute to the Laplace transform at late times. Using equation (68) and (69) (together with $s = -it$ and $\tau = v/4$) we compute the inverse Laplace transform (63) term by term in the asymptotic series, the result being

$$sF_{\ell 0}(v,x,x') \sim \frac{1}{4} \mathcal{F}_{\ell m}(v/4)^{i \ell - 2} \left( (-2)^{-1} \sum_{n=0}^{\ell+\ell} C_{\ell m} (-1)^{i+\ell + s - n} (vx/4)^n + \sum_{n=\ell+\ell+2}^{\infty} C_{\ell m} (vx/4)^n \right).$$

Notice that term on the middle line (originating from the last term on the first line of (94)) is subleading as $v \to \infty$. Dropping this term gives the leading self-similar form,

$$sF_{\ell 0}(v,x,x') \sim \frac{1}{4} \mathcal{F}_{\ell m}(v/4)^{i \ell - 2} \sum_{n=0}^{\infty} C_{\ell m} (vx/4)^n,$$

where

$$C_{\ell m} := \begin{cases} (-1)^{i+\ell + s - n} \frac{(\ell + s - n)!}{n! (\ell - s)! (\ell + s + n)!} & n \leq \ell + s, \\ 0 & n = \ell + s + 1, \\ i (-1)^{i+\ell + s - n} \frac{(\ell + s + n)! (\ell - s)! n!}{n! (\ell - s)!} & n > \ell + s + 1. \end{cases}$$

From equation (96) we see that (at least asymptotically for small $vx$) the axisymmetric modes are strongly self-similar with definite weight

$$p = -\ell - 2 \quad \text{(asymmetric).}$$

The anomalous 0 in equation (97) indicates that the leading self-similar behavior (96) has vanishing $x$-derivative of order $1 + \ell + s$ on the horizon. This accidental zero gives rise to slower decay for that particular derivative. This decay arises from the subleading term in the middle line of (95), which is $1/v^{2+1}$. To wit, the decay of each derivative is

$$\partial_x [sF_{\ell 0}(v,x,x')]_{x'} \sim Z_{\ell m} (x') \begin{cases} \frac{v^{-2+s}}{v^{2-\ell+s}}, & n = \ell + s + 1, \\ \frac{v^{-2-\ell+s}}{v^{2-\ell+s}}, & \text{otherwise.} \end{cases}$$

The function $Z_{\ell m}(x')$ may be straightforwardly computed using expressions (91) and (89). These rates are inherited by each mode of the field via equation (62). This generalizes the decay/growth results presented in the spin-0 case in [13].

19
4. Outlook

We now place this work in context and discuss some future directions. One interesting direction would be toward more mathematical rigor. Despite its enormous track record of success, the method of matched asymptotic expansions does not seem to lend itself to rigorous justification, and in particular we have given no rigorous proof of the asymptotic estimates it entails. Furthermore, we have not investigated the global structure of the transfer function in the complex plane, and thereby have to assume, rather than demonstrate, that the branch point we study indeed gives the late-time behavior. While numerical, analytical, and mathematical cross-checks leave no doubt about the validity of the results, a more rigorous derivation may reveal additional interesting features and more sharply delineate the scope of the results.

Second, it would be desirable to extend this analysis to horizon-penetrating initial data. Such data changes the decay rate of axisymmetric perturbations [7, 37, 38], while the situation for nonaxisymmetric perturbations is not yet clear [11, 12]. We are confident on physical grounds that self-similarity will emerge in the horizon-penetrating case as well, but new techniques may be required to demonstrate it. We note, however, that once self-similarity is demonstrated and the associated critical exponents are determined, the decay/growth rate for any tensorial quantity follows immediately by the methods of section 2. In particular, we expect all scalars to decay.

It would also be interesting to study the approach to critical behavior by generalizing to nearly extremal black holes. The basic properties can be understood from our previous work with A Zimmerman [10]. In that work, we demonstrated that Aretakis behavior occurs transiently over a time of order $1/\kappa$, where $\kappa$ is the surface gravity of the black hole. The fields take the characteristic self-similar form seen here, arising in the near-extremal context as a coherent superposition of near-horizon quasi-normal modes. One is thereby tempted to view the self-similarity as a collective self-organization occurring over a timescale of $1/\kappa$. This ‘correlation time’ diverges in the critical limit, as expected for a critical phenomenon.

Another very interesting direction would be to consider non-linear perturbations. With generic initial data, a precisely extremal black hole will immediately become non-extremal when the first radiation crosses the horizon, a non-linear effect not captured by our analysis. However, working in the near-extremal case, one can choose the amplitude of the perturbation small enough to preserve near-extremality. There is unlikely to be a large breakdown of linear theory since scalar invariants decay. However, the decay is a slow polynomial, giving more time for non-linear mode couplings to develop, perhaps leading to turbulence [45]. We hope that the framework presented here, wherein a symmetry principle organizes the calculation, will serve as a foundation for exploring the exciting prospect of non-linear turbulent critical phenomena near rapidly rotating black holes.

Critical phenomena are typically associated with universality: the same exponents apply to many different systems. Hints of such universality are already seen here. First, we found the same weak exponent $P = -1/2$ for all three types of perturbations considered (scalar, electromagnetic, gravitational). Second, charged complex scalar perturbations of charged black holes behave in a precisely analogous manner, sharing the same weak exponent $P = -1/2$ together with much, if not all, of the detailed structure (15) [46]. More generally, it is known that extremal horizons generically enjoy near-horizon symmetry enhancements [15]. It seems that self-similarity of perturbing fields is a generic property of physics near extremal horizons. Perhaps the critical exponents can be organized into universality classes, of which $P = -1/2$ is merely the first to be discovered.

14 The charge $q$ of the field plays the role of the azimuthal number $m$. 
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Appendix. Self-similar tensor fields in NHEK

A rank \((r, s)\) tensor field \(W^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s}\) on the NHEK spacetime is said to be self-similar with weight \(p\) if

\[
\mathcal{L}_{H_0} W^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s} = p \, W^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s},
\]

where \(H_0^{\alpha_1} \partial_{\beta_1} = \tilde{v} \partial_h - \bar{x} \partial_k\) is the generator corresponding to infinitesimal dilations. (In this section we will not raise and lower indices, making the notation \(W^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s}\) unambiguous.) Writing out the Lie derivative using the partial derivative operator gives \(^{(A.1)}\)

\[
\mathcal{L}_{H_0} W^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s} = H_0^{\alpha_1} \partial_{\beta_1} W^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s} - \sum_{i=1}^r W^{\alpha_1 \cdots \gamma_i \cdots \alpha_r}_{\beta_1 \cdots \beta_i \cdots \beta_s} \partial_{\gamma_i} H_0^{\alpha_i} + \sum_{j=1}^s W^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \gamma_j \cdots \beta_s} \partial_{\gamma_j} H_0^{\beta_s}. \tag{A.2}
\]

To find solutions we introduce coordinates \(\bar{X}^\alpha = (\bar{V}, \bar{X}, \bar{\theta}, \Phi)\) where

\[
\bar{V} = \tilde{v}, \quad \bar{X} = \bar{x} \bar{u}
\]

such that

\[
H_0^{\alpha_1} \partial_{\beta_1} = \bar{V} \partial_{\bar{V}}. \tag{A.3}
\]

We begin with a \((1, 0)\) tensor field \(\bar{W}^\alpha\) before tackling the general case. In this case \(^{(A.2)}\) reads

\[
\mathcal{L}_{H_0} W^\alpha = \bar{V} \partial_{\bar{V}} W^\alpha - W^\beta \partial_\beta (\bar{V} \partial_{\bar{V}}) \tag{A.4}
\]

\[
= \bar{V} \partial_{\bar{V}} W^\alpha - \bar{W}^\beta \partial_\beta. \tag{A.5}
\]

Thus the \(\bar{V}, \bar{X}\) coordinate components of \(W^\alpha\) satisfy

\[
\bar{V} \partial_{\bar{V}} W^\alpha = \begin{cases} p W^\alpha, & \alpha \neq \bar{V} \\ (p + 1) W^\alpha, & \alpha = \bar{V} \end{cases} \tag{A.6}
\]

with solution

\[
\bar{W}^\alpha = f^\alpha(\bar{X}, \bar{\theta}, \Phi) \begin{cases} \bar{V}^p, & \alpha \neq \bar{V} \\ \bar{V}^{p+1}, & \alpha = \bar{V} \end{cases}. \tag{A.7}
\]

We can repackage this as

\[
W^\alpha = \bar{V}^{p + \Gamma[\alpha]} f^\alpha(\bar{X}, \bar{\theta}, \Phi) \tag{A.8}
\]

where the exponent \(\Gamma[\alpha] = 1\) for \(\alpha = \bar{V}\) and is zero otherwise. Using the relation \(\mathcal{L}_{H_0} (W_\alpha W^\alpha) = 2p W_\alpha W^\alpha\), the general solution for a \((0, 1)\) tensor \(W_\alpha\) is found to be

\[
W_\alpha = \bar{V}^{p + \Gamma[\alpha]} f_\alpha(\bar{X}, \bar{\theta}, \Phi). \tag{A.9}
\]

More generally, the solution of \(^{(A.1)}\) for an \((r, s)\) tensor is given by

\[
W^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s} = \bar{V}^{p + \Gamma[\alpha_1, \cdots, \alpha_r] - \Gamma[\beta_1, \cdots, \beta_s]} f^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s}(\bar{X}, \bar{\theta}, \Phi), \tag{A.10}
\]

where now \(\Gamma[\gamma_1, \cdots, \gamma_l]\) returns the number of \(V\) indices (e.g. \(\Gamma[VXV] = 2\).
To go back to the NHEK ingoing coordinates $\bar{\nu}, \bar{x}$ coordinates, we use the transformation matrix

\[
\frac{\partial \bar{x}^\mu}{\partial X^\alpha} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
-\bar{x}/\bar{\nu} & 1/\bar{\nu} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]  

(A.11)

giving the general form

\[
\bar{W}^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s} = \bar{v}^{p + \bar{N}^{[\alpha_1, \ldots, \alpha_r; \beta_1, \ldots, \beta_s]} g_{\beta_1 \cdots \beta_s}(\bar{x}, \bar{\theta}, \bar{\Phi})},
\]  

(A.12)

where $g$ is smooth in its arguments and $\bar{N} = (\# \text{ of upper } \bar{\nu} \text{ indices} - \# \text{ of upper } \bar{x} \text{ indices}) + (\# \text{ of lower } \bar{x} \text{ indices} - \# \text{ of lower } \bar{\nu} \text{ indices})$. If the self-similar field $\bar{W}$ descends from a Kerr field $W$ via equation (5), we may compute the near-horizon, late-time behavior of the parent field $W$ by changing to unbarred corotating coordinates. Using equation (1), we find

\[
W^{\alpha_1 \cdots \alpha_r}_{\beta_1 \cdots \beta_s} = v^{p + N^{[\alpha_1, \ldots, \alpha_r; \beta_1, \ldots, \beta_s]} h_{\beta_1 \cdots \beta_s}(x, \theta, \Phi) \quad \text{as } v \to \infty, \quad x \to 0,
\]  

(A.13)

where $h$ is smooth in its arguments and $N = (\# \text{ of upper } v \text{ indices} - \# \text{ of upper } x \text{ indices}) + (\# \text{ of lower } x \text{ indices} - \# \text{ of lower } v \text{ indices})$.
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