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Abstract

We introduce what is to the best of our knowledge a new task in natural language processing: measuring alignment to authoritarian state media. We operationalize alignment in terms of sociological definitions of media bias. We take as a case study the alignment of four Taiwanese media outlets to the Chinese Communist Party state media. We present the results of an initial investigation using the frequency of words in psychologically meaningful categories. Our findings suggest that the chosen word categories correlate with framing choices. We develop a calculation method that yields reasonable results for measuring alignment, agreeing well with the known labels. We confirm that our method does capture event selection bias, but whether it captures framing bias requires further investigation.

1 Introduction

Information warfare is of increasing concern in the current era, persecuted through various channels. Recently, social media has become a key focus, however traditional media continues to play an important role. As Cook (2020) notes, the economically powerful authoritarian Chinese Communist Party (CCP) is rapidly expanding its influence over media production and distribution channels globally, and is applying tactics developed for co-opting the Chinese diaspora in different countries to local mainstream media.

The scale of CCP investment may also signify the importance they attach to the role of traditional media (Cook, 2020). There have been some apparent successes. For example, a recent study significantly correlated access to CCP state media in Africa with favourable views of the CCP-state (Bailard, 2016). On the other hand, CCP media is not considered to be nearly as successful in the West. As an authoritarian party-state, CCP-branded media suffers from a large credibility deficit. As Varral (2020) notes, at China Global Television Network (CGTN) it is generally accepted internally that CGTN’s influence is not what is could be given the amount of funding they receive. Nevertheless, given the scale of investment, it is possible that CCP state media are learning from their mistakes, refining their messaging, and iteratively improving their ability to influence foreign nations.

Of equal concern are efforts to overcome the key branding issue. As detailed by Brady (2017), the CCP’s media strategy has long included the policy of “borrowing a boat to go on the ocean”: strategic partnerships with foreign media organizations to spread their messaging. A recent example is advertorial agreements with Western media such as The Washington Post to run a China Daily supplement in their own newspapers (albeit with a small warning label). Such agreements allow the CCP to shake off their own brand and borrow from the credibility carefully developed by such newspapers. The “borrow a boat” policy has also been augmented with the “buy a boat” policy: strategic mergers and acquisitions of foreign media assets (Brady, 2017).
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For example, Auckland’s only Chinese-language 24-hour radio station, FM 90.6, was taken over by a subsidiary of China Radio International (CRI), and now sources all its news from CRI and its Australian subsidiary (Brady, 2017). With a bought and paid for boat, audiences do not even have the luxury of a small warning label on the content. Related to this last category are media outlets that are owned by agents loyal to the CCP, either ideologically or financially motivated. A prime example is Taiwan’s China Times, a company of the Want-Want group who are proudly aligned to the CCP.

Advertorial supplements from China Daily, subsidiaries of CCP state media, and media outlets run by loyal agents of the CCP are examples of alignment to authoritarian state media, the focus of our work. We define such alignment as effectively acting as an agent of that state: spreading their messaging, and working towards their goals. Alignment in this sense can therefore pertain to agents (media outlets or journalists), and also to text (news articles).

In our work with civil society organizations and journalists around the world, we have identified the usefulness of an NLP tool to detect and track media that are aligned to the CCP. The primacy of investigative journalism is not in question. In many cases the alignment of agents can be established by investigating the people and companies involved. However, such an NLP tool could be helpful in a number of ways. It could flag new and emerging media for investigation. It could detect the point in time when a media organization undergoes change in the bias of its content (which may be coincidental, for example, with when it was purchased by another company, flagging the company for investigation). It could be used to compare CCP influence across countries and time. It could hopefully also give insight into how the alignment is expressed - e.g., what issues and framings are important - which may help to understand the evolving nature of CCP information operations. Finally, it would ideally be able to provide hard statistical evidence to support claims of bias.

From an NLP perspective, this research problem is novel (as far as we are aware). Yet by operationalizing alignment in terms of media bias we are able to draw upon a wealth of prior research. Our conceptualization of media bias follows the sociological model reported in Hamborg (2018). The types of bias we intend to address concern what is reported, and how it is reported. What is (and is not) reported is covered by event selection bias. How it is reported is covered by word choice, labeling, and framing bias. In this work we aim to measure framing bias, and find that our methodology also captures event selection bias. We ideally want an unsupervised solution that is applicable to as many languages (and therefore national contexts) as possible.

In the abstract, our methodology is to treat the CCP state media data as a “propaganda distribution.” As news outlets in other countries will follow their own news cycle and political context, we need a way to factor out this part of their observed distribution. We then check the remainder for alignment in the direction of the CCP propaganda distribution.

In the present work, we concretely implement this methodology by using the frequencies of words in psychologically meaningful lexical categories drawn from the Linguistic Inquiry and Word Count (LIWC) dictionary (Pennebaker et al., 2015). We identify 15 categories that appear to relate to framing. For each chosen category, we calculate an indicator variable representing whether a media outlet differs from the Taiwanese mean in the direction of the CCP, and take the average of these indicators as a score. Our results are a strong match for the expected labels, and also capture the ideological leaning of the four Taiwanese media outlets studied. We therefore have reasonable confidence that our methodology captures the known bias in the data. However, an initial qualitative study is inconclusive regarding whether we have captured framing bias. We do, however, confirm that our methodology unexpectedly captures event selection bias. Therefore, a careful analysis of framing in our dataset should be conducted to confirm the nature of the bias our method is capturing.

For example, consider this editorial in support of the annexation of Taiwan by the CCP-state: https://www.chinatimes.com/newspapers/202005240000371-260108?chdtv
2 Related Work

Gentzkow and Shapiro (2006) offer one of the earliest computational methods for measuring framing bias in the U.S. national media context. They use the $\chi^2$ statistic to compare the frequency of phrases used by Republicans and Democrats, selecting the top-$k$ phrases for each as marking the bias distributions. We implemented this method on our data, but found it captured more differences in national contexts than ideological differences (e.g. “report from Beijing”). We therefore hypothesize that this methodology is not suitable for international bias measurements unless augmented by some other technique for factoring out national differences.

Field (2018) develop a multilingual method for detecting frames based on the coding in the Media Frames Corpus (Card et al., 2016). Their methodology could ostensibly be used to study international framing bias. They collected frame-specific lexicons in English using the PMI of words with the annotated frames, then translated the lexicons into the target language, using word embeddings to refine the lexicon through query expansion so as to more accurately capture the local linguistic and political context. Our experiments with this methodology did not prove as successful as our reported methodology, yielding more variable and noisy results. It is possible that the lexicon construction process is too noisy for our purpose. We also suspect that using a pre-defined set of high-level frames is not sensitive enough. It is possible that our method of using word categories that relate to framing as opposed to the high-level frames themselves is more flexible, allowing unannotated framings to be expressed in the relative frequencies of lower-level word categories.

Shahid et al. (2020) follow an approach most similar to ours, using the Moral Foundations dictionary (Graham et al., 2013) to analyze framing bias in an unsupervised manner. Their results appear reasonable, and are supported by other studies that suggest the usefulness of moral foundations in understanding framing bias (Fulgoni et al., 2016). One advantage of LIWC is that, to the best of our knowledge, it has been translated into more languages than the Moral Foundations dictionary. Our experience is that lexicon quality is important. Nevertheless, comparing our method to a Chinese version of the Moral Foundations dictionary is necessary future work.

More recent work has considered multi-label and multi-lingual frame detection in a few-shot setting with minimal labeled data (Akyürek et al., 2020). However, their data comes solely from articles about gun violence in the U.S. and also uses a pre-defined set of framings.

A fairly comprehensive plan for research into automated framing bias detection is offered by Hamborg (2020). However, this methodology still involves upstream inaccuracies and components of supervised learning - e.g., aligning entity mentions through coreference resolution. Although we support this research direction as well principled and promising, our initial investigation aims to be fully unsupervised for two reasons. The first is to avoid propagation of upstream errors as much as possible. Second, due to our desire to work with as many languages (and therefore national contexts) as possible, we want to reduce our reliance on language-specific resources such as supervised coreference resolution classifiers.

Cremisini et al. (2019) released a dataset for analyzing bias in coverage of the Ukranian crisis including a range of media outlets from 43 countries. Including Russian state media also makes this work closer to our task of measuring alignment to authoritarian state media, although it only deals with a single issue. Application of our methodology to this dataset remains as future work.

The present work complements our existing work on CCP information operations (Tseng and Shen, 2020). The development of our tool could assist this research by identifying local agents (e.g. journalists, influencers) working on behalf of the CCP, which have been found to be an important component of CCP information warfare directed against Taiwan.

\footnote{As Chinese text does not separate words with a space, the first step in any NLP pipeline is deciding where to draw word boundaries. There is no perfect solution available, so a degree of upstream noise is inevitable, but does not appear crucial for our methodology.}
Table 1: The composition of our dataset. The label for Taiwan’s China Times is well established, making it a good test case for our method. United Daily can be roughly considered ideologically closer to the CCP, but independent. Liberty Times can be considered ideologically opposed to the CCP. Apple Daily is a staunch opponent of the CCP. Note that the data we collected is filtered by a large list of keywords relating to politics.

| Media Outlet                                      | Label                | Num. Documents | Num. Tokens |
|--------------------------------------------------|----------------------|----------------|-------------|
| China Internet Information Center                 | CCP state Media      | 65,804         | 45,203,219  |
| China Daily                                       | CCP state Media      | 6,190          | 4,877,458   |
| China Development Gateway                         | CCP state Media      | 544            | 487,252     |
| China Times (CCP)                                 | CCP state Media      | 543            | 632,425     |
| Global Times                                      | CCP state Media      | 24,585         | 15,263,884  |
| National Party Media Information Public Platform  | CCP state Media      | 39,556         | 23,431,048  |
| Xinhua                                           | CCP state Media      | 806            | 751,059     |
| People’s Daily                                    | CCP state Media      | 102,158        | 64,067,371  |
| Qiushi                                           | CCP state Media      | 3,210          | 3,063,152   |
| China Times (Taiwan)                              | Aligned to CCP       | 17,143         | 5,790,180   |
| United Daily                                      | Bias Towards CCP     | 17,275         | 6,137,210   |
| Liberty Times                                     | Bias Against CCP     | 6,704          | 2,015,226   |
| Apple Daily                                       | Oppose CCP           | 6,076          | 1,864,850   |

3 Data

We scraped news articles from the media outlets listed in Table 1 from January 1st, 2020, to May 1st, 2020. The scraping process filtered for content related to politics using a large manually curated list of keywords. The outlets labeled CCP state media provide the “propaganda distribution” for bias calculations. We consider the articles from all CCP state media domains as a single distribution. The Taiwanese media fall into three categories. First, we have Taiwan’s China Times which is known to be working on behalf of the CCP. The three other domains provide coverage of the rest of the ideological spectrum: United Daily is ideologically closer to the CCP yet independent; Liberty Times is ideologically opposed to the CCP; Apple Daily is a staunch opponent.

For all media domains, we manually clean the scraped text to remove common template tokens, such as journalist credits and advertising. Word segmentation is then performed with jieba, augmented with the custom dictionary provided by Media Cloud (Chuang et al., 2014).

4 Methodology

In this section we first motivate our use of LIWC categories, and our method of selecting which categories reliably relate to framing. We then outline our calculation method and procedure for statistical inference.

4.1 LIWC Categories and Framing

The psychologically meaningful word categories we use come from LIWC dictionary (Pennebaker et al., 2015). The LIWC dictionary has been carefully developed over a decade and a half and has been used in many psycholinguistic studies. We use the 2015 versions of the simplified and traditional Chinese LIWC dictionaries (Huang et al., 2012). Even though China and Taiwan share a common language, there are many important linguistic differences. Fortunately, these dictionaries were developed appropriately for their respective linguistic contexts, and represent more than a naive mapping between traditional and simplified characters. Altogether there are 79 word categories from which we select 15 that appear to relate to framing.

Future work is to investigate each outlet separately and pick apart what parts of the propaganda distribution they are responsible for.

https://github.com/fxsjy/jieba
https://github.com/berkmancenter/mediacloud

The mean Jaccard similarity of the 79 word category sets across the two dictionaries is 0.88, with 0.15 standard deviation.
Figure 1: The NPMI of the 15 LIWC categories we selected with the annotated framings in the Media Frames corpus. These relationships appear reasonable and underwrite our assumption that the frequencies of using these categories in news articles express framing choices.

Similar to the methodology of Field et al. (2018), we consider the normalized Pointwise Mutual Information (NPMI) of LIWC categories with the annotated frames of the Media Frames corpus (Card et al., 2016). In order to account for document length, we consider the event space in terms of the selection of individual words. For each document, we consider all its words to be associated with all frames ascribed by the annotators. Let \( x_f \) be the event that a word appears with a frame, \( f \). Let \( y_c \) be the event that the selected word comes from an LIWC category, \( c \). The NPMI of \( c \) with \( f \) is then calculated in the standard way as

\[
\text{NPMI}(c, f) = \frac{\log(p(y_c|x_f)/p(x_f))}{-\log_2(p(x_f, y_c))},
\]

where the denominator is self-information.

The LIWC dictionary involves some 79 word categories. Experiments with every word category did not yield meaningful results. It was therefore reasonable to hypothesize that only a subset of the LIWC categories are reliably associated with framing. Observing the NPMI values, we decided to choose a 0.01 absolute NPMI cutoff value with any framing, resulting in 15 categories. Figure 1 shows the NPMI of the chosen categories with a subset of frames. These results are inherently reasonable, which motivates their use in framing analysis. Some findings of note: the “Religion” category almost singularly defines the “Morality” frame in the same way that “Money” defines the “Economic” frame. It is expected that “Anxiety” and “Negative Emotion” are well correlated with “Security and Defense,” and that “Death” and “Anger” are most associated with “Crime and Punishment.” Given these results, we view this subset of LIWC categories as correlates of framing. We hypothesize that the stable and meaningful results we achieve, as outlined below, in part come from the flexibility of modeling framing with respect to these more general word categories. We now turn to describe our calculation method for framing bias.

4.2 Calculation Method

For a specific country, our methodology scores how often a media outlet deviates from the national mean of that country in the direction of the CCP. Formally, the CCP distribution is defined by chosen media outlets, \( m^{(i)}_{\text{ccp}} \), in the set \( \mathcal{M}_{\text{ccp}} \), where \( i = 1, 2, \ldots, |\mathcal{M}_{\text{ccp}}| \). These are to be compared to the national media outlets, \( m^{(j)}_{\text{national}} \), in the set \( \mathcal{M}_{\text{national}} \), where \( j = 1, 2, \ldots, |\mathcal{M}_{\text{national}}| \). The media outlets under consideration are listed in Table 1.

We first calculate the mean frequencies of each LIWC category \( c \in \mathcal{C} \) per document in the corpus collected for the CCP media outlets. Let \( D_{\text{ccp}} \) be the collection documents from all media outlets in \( \mathcal{M}_{\text{ccp}} \). Let \( F^{(c)}(d) \) be a function that counts the proportion of words from category \( c \) in document \( d \). Then the CCP’s mean is:

\[
\mu^{(c)}_{\text{ccp}} = \frac{1}{|D_{\text{ccp}}|} \sum_{d \in D_{\text{ccp}}} F^{(c)}(d).
\]
Figure 2: Results of our scoring calculation (Equation 5). Error bars represent 95% confidence intervals for the score given the bootstrap distributions. The data starts from January 1st, 2020, and continues to the first of the indicated month. After one month the results are uncertain, with all error bars crossing zero. By month two the results have already settled down into the qualitative pattern we expect, with China Times singled out as aligned to the CCP state media. The results for the other three media outlets also qualitatively align with our expectations given the known ideologies of each.

We calculate the means for the national context similarly, but remove the media outlet under consideration from the set in order to stop outliers from having an oversized impact on the mean (as it is outliers we want to detect, this increases the sensitivity of our method). Let $D_{\text{national}/m}$ be the set of documents for all $m \in M_{\text{national}/m}$. Then the national mean is:

$$
\mu^{(c)}_{\text{national}/m} = \frac{1}{|D_{\text{national}/m}|} \sum_{d \in D_{\text{national}/m}} F^{(c)}(d).
$$

(3)

The final ingredient in our score is the category means for the media outlet under investigation, $m$. Let $D_m$ be the set of documents for $m$. Then the mean is:

$$
\mu^{(c)}_m = \frac{1}{|D_m|} \sum_{d \in D_m} F^{(c)}(d).
$$

(4)

Our final bias score for $m$, $s_m$, is then the average number of categories for which the difference from the national mean is in the direction of the CCP:

$$
s_m = \frac{1}{|C|} \sum_{c \in C} \mathbb{I} \left[ \text{sign}(\mu^{(c)}_{\text{national}/m} - \mu^{(c)}_m) = \text{sign}(\mu^{(c)}_{\text{national}/m} - \mu^{(c)}_{\text{CCP}}) \right]
$$

(5)

4.3 Statistical Inference

We favour non-parametric statistical inference through bootstrapping (Efron and Tibshirani, 1986). Specifically, as our data involves a time series, we use the tapered block bootstrap (Kunsch, 1989) in order to preserve the dynamics of the news cycle through time. We use the python implementation provided by the recombinator package.

5 Results

For each domain to be scored, we perform 1,000 bootstrap samplings of the whole dataset, and report the distribution of results. The 95% confidence interval is calculated in terms of percentiles of the bootstrap distribution. We are interested to know how stable the results are with varying amounts of data. We therefore repeat the bootstrap scoring procedure with varying time periods. All scores start at the January 1st, 2020, and extend an integer number

7https://github.com/InvestmentSystems/recombinator
Figure 3: NPMI of LIWC categories with sentences including the word “protest.” It stands out that the CCP prefers the *Death* and *Religion* categories. Randomly sampling 20 sentences with “protest” and these categories reveals that when the CCP report on protest in our dataset, they discuss murder, crime, and damage to property. However, they also talk about protests in the US, suggesting that this statistical signal is also picking up event selection bias.

of months, up to May 1st, 2020. Figure 2 shows the results. With two months of data the expected qualitative pattern is observed: *China Times* is strongly aligned to the CCP, the lower bound of the confidence interval well above zero; *United Daily* is independent but ideologically closer; *Liberty Times* is ideologically divergent; *Apple Daily* is strongly divergent from the CCP. The pattern appears to be stabilizing over time.

**Limitations:** Although the results appear to be stabilizing, we believe this length of time is still short enough to leave uncertainty about the reliability of our methodology. The results should also be reproduced in different national and linguistic contexts for more thorough verification.

### 6 Analysis

Our results suggest we have measured bias in our dataset in accordance with the expected labels. However, our case that we have captured framing bias rests on the findings of Section 4.1 that the LIWC categories we chose correlate well with the annotations in the Media Frames corpus. This case needs to be strengthened by a careful look at frames in our data. We conducted a cursory analysis that is suggestive yet inconclusive about framing bias. However, it does confirm that our methodology captures event selection bias.

We identified sentences that include at least one instance of the word “protest.” We then calculated the NPMI of LIWC categories with these sentences following equation (1), however at the sentence not document level. The distribution over LIWC categories is given in Figure 3. We observe that the CCP prefers the categories “Death” and “Religion” compared to Taiwanese media (with *China Times* biasing in their direction). Given how these categories correlate with frames as observed in Figure 1, these would appear to indicate the CCP frames protest in terms of “Crime and Punishment” and “Morality” in our dataset. To check this hypothesis, we

---

6 We found the document level did not yield reasonable results, which is to be expected, as a document can discuss a number of topics and concepts. Furthermore, some CCP state media have the habit of reporting a number of different news items in a single document.
Table 2: Statistics of coverage of “America” and “Protest” in our dataset. The CCP is far less likely to discuss protest, but when they do, they talk about protests in the U.S. almost half the time. The *China Times* strongly biases in this direction relative to the Taiwanese mean. If a media outlet follows CCP frames, we would expect our methodology to also indirectly capture event selection bias.

randomly sampled 20 sentences containing “protest” for inspection. We observed that most of the sentences are indeed about murder, death, and criminal behavior, and some highlight the negative impacts of protest on society. However, to fully address this question a more principled analysis of framing conducted by political scientists is required.

We also observed that the majority of these sentences were about protests in the United States after the murder of George Floyd. We therefore hypothesized that we are also measuring event selection bias. Table 2 shows the statistics of covering “America” and “protest” in our dataset, calculated as any document with at least one sentence mentioning either, or both. We observe that, while the CCP is far less likely to discuss protest than the Taiwanese media, when they do, it is nearly half the time about protest in the United States. *China Times* strongly biases in this direction, relative to the Taiwanese distribution. It is reasonable to suggest that, if a media outlet follows CCP framing on a specific issue, detection of similar framing over a period of time may also indirectly capture event selection bias. We leave a more thorough investigation of this question to future work.

7 Conclusion

We are surprised by how well our calculation method matches the known bias labels. Lexical category approaches have some well known difficulties, particularly that they do not consider syntax - e.g., a negative emotion word following a negation may not express negative emotion. Furthermore, it may be that following CCP framing does not necessarily represent the CCP’s interests in different national contexts. We observe an example of this: the *China Times* uses “we” in sentences containing “China” far more than any other Taiwanese newspaper - but the CCP state media does not. Despite these complications, with enough data our methodology appears to work qualitatively well and yield stable results. Drilling down to consider framing around specific issues also appears to yield qualitatively reasonable insights consistent with our expectations. Our hypothesis is therefore that the aforementioned complications are effectively smoothed over by enough data.

Our assumption that the LIWC categories capture framing, and therefore that our methodology captures framing bias, is based on the observation of meaningful correlations of these categories with the annotations in the Media Frames corpus. However, we also saw in our qualitative analysis that we are picking up event selection bias. A closer examination will be necessary to establish the extent to which our calculation method is picking up framing and event selection bias. It will be necessary to observe data over a longer period of time in order to validate the observed stability of our conclusions. We must also be apply it to different linguistic and national contexts, over many more media organizations. We should also compare our methodology to another apparent correlate of framing: the Moral Foundations Dictionary. The LIWC resource is also a constraint on the number of languages we can handle. Currently there are 15 languages covered by LIWC. Therefore, future work is to find a way to cover more languages, ideally in an unsupervised manner that does not rely on such resources.

Our calculation method is very simple, and can almost certainly be improved. For example,
we have found that using vectors of our chosen LIWC category frequencies and taking the first principal component also yields a surprisingly coherent ideological ordering of media, including the different CCP state media outlets. Vector-based calculation methods are likely to be more sensitive to the statistics than our binary indicator variables, and may also facilitate more complicated calculations, such as comparing to multiple, different propaganda distributions. It also makes more sense to consider frames as occupying regions in the 15-dimensional space of frequencies induced by our LIWC category selections (see Figure 1), as opposed to considering the categories separately.

How might our methodology be applied to other authoritarian states? Our results suggest that collecting two months of data from the authoritarian state media, and from media outlets of interest with unknown labels, should be enough to apply our scoring calculation. It will be interesting to explore other potential applications of our methodology, such as detection of content farms (Tseng and Shen, 2020), or networks of Twitter accounts operated by the CCP. We make our code publicly available to facilitate subsequent research.

In the introduction we outlined a number of goals for the NLP tool we have set out to build. How does our methodology help to those ends? With two months of data we could tag an emerging or unknown media outlet as potentially part of CCP information operations. We have not modeled the time dimension so far, so we could not detect when a media outlet undergoes a change in alignment. We could compare the media outlets within and across countries, but not across time. Drilling down around specific concepts, events, or entities does facilitate analysis of how alignment is expressed, as our analysis of protest suggests. Our calculation method can be considered a form of statistical evidence, however should be further validated as outlined above.

We note an important weakness in our methodology. Taking the difference from the average national media will fail where the national media is almost entirely aligned to the CCP. For example, it is estimated that in Australia 95% of the Chinese language media is under CCP influence (Munro and Wen, 2016). A similar situation exists in New Zealand (Brady, 2017). In such contexts our methodology would require modification. It would be most desirable to seek a more absolute measure of alignment, but it may be difficult to develop one that is automatic and works in every national political context.

For future work, we intend to explore the use of word embeddings with techniques developed in the gender bias literature to try and identify directions in the CCP state media embedding space that capture the propaganda distribution. Initial experiments are promising. For example, the distance between “Taiwan” and “country” is much larger in the CCP embedding space then in the Taiwan (minus China Times) embedding space, with China Times falling quite far outside the Taiwanese distribution in the direction of the CCP. It may be possible to build a list from official CCP framings of particular issues such as Taiwan (Brady, 2015). However, such a static approach would be less ideal than one that could be automatically learned and updated daily. We leave these challenges for future work.
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