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Abstract
With the proposal and development of Generative Adversarial Networks, the great achievements in the field of image generation are made. Meanwhile, many works related to the generation of painting art have also been derived. However, due to the difficulty of data collection and the fundamental challenge from freehand expressions, the generation of traditional Chinese painting is still far from being perfect. This paper specialises in Chinese art painting generation of flowers, which is important and classic, by deep learning method. First, an unpaired flowers paintings data set containing three classic Chinese painting style: line drawing, meticulous, and ink is constructed. Then, based on the collected dataset, a Flower-Generative Adversarial Network framework to generate multi-style Chinese art painting of flowers is proposed. The Flower-Generative Adversarial Network, consisting of attention-guided generators and discriminators, transfers the style among line drawing, meticulous, and ink by an adversarial training way. Moreover, in order to solve the problem of artefact and blur in image generation by existing methods, a new loss function called Multi-Scale Structural Similarity to force the structure preservation is introduced. Extensive experiments show that the proposed Flower-Generative Adversarial Network framework can produce better and multi-style Chinese art painting of flowers than existing methods.

1 | INTRODUCTION

Traditional Chinese paintings continue to innovate on the basis of inheritance. Among them, meticulous painting and ink painting are always the mainstream of Chinese art painting. The content of traditional Chinese painting is mainly natural scenery. Especially, the Chinese painting of flowers is an important and classic form of expression. Figure 1 shows three common traditional Chinese paintings about flowers, that is, real line drawing painting, meticulous painting, and ink painting. In Figure 1, we can see that the real line drawing requires clear and concise strokes. The meticulous paintings have high requirements for colour and texture, based on the same precise strokes as line drawing. The ink paintings pay more attention to the change of ink colour and the harmony between intensity and dryness. Generally speaking, the meticulous paintings realise the simulation of painting objects through lots of colours and precise strokes. The ink paintings achieve freehand expression by limited colour and natural smooth strokes. Without clear object segmentation line, the generation of ink paintings by using the depth of ink colour to construct the painting’s structure is challenging.

From the methods based on traditional machine learning to the methods based on recently deep learning, image generation is always a hot area that scholars are constantly exploring. Since the early 2000s, Gatys et al. [1] show the strong power of Convolutional Neural Network (CNN) to extract the visual features. After that, the methods based on CNN have become a popular theme to solve image tasks. Recently, the Generative Adversarial Networks (GANs) [2–4], which can generate high-quality images through the adversarial training between generator and discriminator, has been recognised as one of the most popular methods for computer vision tasks, especially for the image generation and style transfer. The GauGAN [5] can generate realistic pictures through lines and colour blocks drawn by users at will. By leveraging Spatially Adaptive normalisation (SPADE) generator, this model can better preserve the semantic information. The BigGAN [6] can generate high-fidelity, high-quality images with natural boundaries. By leveraging orthogonal regularisation to the generator and making it obey the truncation
trick, the generation performance of GAN is greatly improved. In addition, there are also some classic style transfer models. For example, the Pix2Pix [7] implements the style transfer of paired images by using U-Net generator and patch discriminator, which provides a general framework for image-to-image translation problems. The CycleGAN [8] further proposes a cycle-consistency constraint to achieve the style transformation with unpaired data, thereby solving the problem that lacking of paired data in nature is difficult to train. The styleGAN [9] model proposes a new generator architecture to achieve automatic learning of image features and random changes of generated images, which can better control and understand the generated images by AdaIN [10] and truncation trick.

The proposal of a series of GANs has promoted the image-to-image translation work, and has gradually improved the generation results. The generation of multi-style Chinese art painting of flowers is also an image-to-image translation work. However, a few people have done the researches about the strong generation power of GANs. The one reason is that the training data is very difficult to collect. First, we must collect more traditional flower paintings involving obvious style characteristics from the internet. However, the techniques of Chinese art painting are complex, that is, there are many styles, which induce one image may contain several different styles. Second, the Chinese art paintings often have high resolutions and the size is large, which are not easy to train in the network. Third, the object that we train is mainly the flower, while most Chinese art paintings contain many other objects, such as animals, people and other landscapes, and we need to crop the images to capture flowers. Therefore, data collection and processing are difficult and complicated tasks. Another reason is the fundamental challenges from the freehand expressions. The classic style of traditional Chinese art painting includes line drawing, meticulous and ink, which have their own distinct characteristics. A good painting can express an emotion through content, texture, structure and colour as well as information characteristics. However, it requires that the painter has sufficient skills and the painter can be able to grasp the overall structural characteristics of painting and control the strength, which is challenging. The existing methods cannot solve our flower generation problem well.

To address these challenges and accurately generate meticulous and ink painting of flowers, we propose a Flower-GAN system to generate multi-style Chinese art painting of flowers. The Flower-GAN, consisting of attention-guided generator and discriminator, transfers the style among simple line drawing flowers, meticulous flowers, and ink flowers by an adversarial training way. In order to effectively learn the high-level semantic information and the representation of style features, our generator is designed as a vertical symmetrical structure, which contains nine resnet blocks. The patch discriminator discriminates the generated image on five scales. Moreover, in order to solve the problem of artefact and blur in image generation by existing methods, we further introduce a new loss function called Multi-Scale Structural Similarity (MSSSIM) to force the structure preservation. Combining it with the cycle consistency loss by adjusting the coefficient of two losses, we can control a reasonable generation of the structure and colour. Extensive experiments prove that our method produces more accurate and high-quality meticulous and ink paintings. We show the meticulous and ink paintings of the famous painters and our generated in Figure 2. Among them, in the first row, the second image is real meticulous painting, others are our generated. In the second row, the first and fourth images are real ink paintings, others are our generated.

The main contributions of our work are as follows:

1. We propose a Flower-GAN framework to generate multi-style Chinese art painting of flowers. This model provides an effective solution to the traditional Chinese art painting of flowers style generation task.
2. We introduce a new loss function called MSSSIM loss in the Flower-GAN system. The distance between the source image and the reconstructed image is compared on a multi-scale basis from three indicators, involving brightness, contrast and structure. The style consistency and content consistency can be accurately generated by combining it with cycle consistency loss, which solve the problem of bad results caused by previous methods.
3. We are the first to construct the unpaired flowers dataset containing three classic traditional painting styles: line drawing, meticulous and ink.

The rest of this paper is organised as follows: Section 2 presents the related work from three aspects while the details of our method are described in Section 3. Section 4 presents our used dataset and training details while several experiments are conducted and experimental results are analysed in Section 5. Finally, the conclusion and future work are discussed in Section 6.

2 | RELATED WORK

There are few researches on Chinese art painting of flowers generation. Here we introduce three aspects related to our work, that is, Chinese painting generation, image colourisation and image-to-image translation.

2.1 | Chinese painting generation

There have been many works researching on Chinese painting, especially on painting classification and generation [11–15].
Earlier, Jiang et al. [16] propose to distinguish whether one image is Chinese painting or not using SVM, and make classification of meticulous and freehand brushwork. Sun et al. [17] propose to do the classification of painters using a sparse hybrid CNN according to the style of ink painting. Brush Stroke Texture Primitives (BSTP) [18] method is proposed to synthesise Chinese landscape painting from hand-made work. Dong et al. [19] propose a method to convert images into Chinese ink painting style by constructing its saliency map and non-physical ink diffusion. Recently, Tang et al. [20] propose a system to generate the animated drawing process of Chinese brush painting by focusing on stroke order. Easy drawing [21] proposes a method to generate artistic strokes in the style of flower painting by stylising rough sketch lines and makes good results. Although these works are attractive, the research on Chinese painting is still rough and far from being perfect because of the fundamental challenges of extracting the complex and abstract information of Chinese art painting. Some traditional methods cannot capture more important and complex semantic information because of the abstraction of Chinese art painting, and some methods just apply on small area paintings. For the rich Chinese paintings, we need to explore more in-depth researches on one specific aspect of Chinese painting.

2.2 Image colourisation

With the development of deep learning, image colourisation has been greatly improved. In particular, black and white image colourisation [22–26] is the most widely used. Chybicki et al. [27] achieve a fully automatic method to colourise vintage cartoons using CNN model. The DeOldify project proposes a method for old photos colouring and restoration, also for old movie video colouring by using self-attention GAN [26] network. Besides, there are also some line-based colourisation methods [28, 29]. Style2Paints, as a powerful anime painting tool, use unsupervised GAN methods to dramatically improve the accuracy of colouring. CycleGAN [8] can also achieve the mutual transformation between pencil sketch and colour.

Our proposed work is similar to these works, while they are essentially different, mainly in the expression of dataset features and style features. In terms of data, the network input of black and white image colourisation is a grayscale image with just one channel, and there is a corresponding pair of colour images as ground truth. The data in our work is three channels, and there is no paired data used in unsupervised learning. In terms of style, such as cartoon, landscape and other colour images, the whole image is regarded as one. The colour is filled in the whole picture when generating, without obvious distinction between foreground and background, so it will not pay attention to the expression of specific style. Compared with traditional Chinese painting, the highlight lies in the description of main contents in the foreground, which shows a specific style. Comparing a classic work that is black and white image colourisation with our work, we enumerate the data of source domain and target domain used in both jobs, as shown in Figure 3. In Figure 3, we can clearly see the differences in data themselves and style control mentioned above. One work is image colourisation field,
ANOTHER IS IMAGE TRANSLATION FIELD. THE RELATED EXPERIMENTS ARE SHOWN IN SECTION 5.2.

IN CONTRAST, OUR WORK IS MORE INCLINED TO SKETCH-TO-IMAGE GENERATION. THE DIVERSITY (SUCH AS CHARACTERS, LANDSCAPES, FLOWERS AND BIRDS) AND ABSTRACTION (SUCH AS LINE DRAWING, Meticulous AND INK) OF TRADITIONAL CHINESE PAINTING MAKE CHINESE PAINTING ITSELF OWN UNIQUE CHARACTERISTICS. FOR EXAMPLE, THE INK PAINTINGS PAY ATTENTION TO THE EXPRESSION OF INK SHADE AND DRYNESS. STRUCTURALLY, CHINESE PAINTING PAYS ATTENTION TO THE LOCAL CHANGES WHILE FOCUSING ON THE OVERALL CONTROL. THEREFORE, IT IS DIFFICULT TO SIMPLY COLOURISE FOR THE GENERATION OF CHINESE ART PAINTING WORK.

2.3 | IMAGE-TO-IMAGE TRANSLATION

THERE ARE MANY RESEARCHES ON IMAGE-TO-IMAGE TRANSLATION BASED ON GANs. HERE WE INTRODUCE SEVERAL CLASSIC METHODS ON IMAGE-TO-IMAGE TRANSLATION.

CYCLEGAN [8] PROPOSES THE TRANSFORMATION BETWEEN UNPAIRED DATA WITH CYCLE CONSISTENCY. IT CAN BE UNDERSTOOD AS BI-DIRECTIONAL GAN [2] WITH TWO GENERATORS AND TWO DISCRIMINATORS, WHICH SOLVES THE PROBLEM THAT PIX2PIX [7] MUST TRAIN DATA IN PAIRS. THE METHOD CAN TURN GREY IMAGES INTO COLOUR, IMAGES INTO SEMANTIC LABELS, STROKE MAPS INTO PHOTOS, ETC. HOWEVER, THE QUALITY OF THE PRODUCTION IS NOT VERY GOOD. CYCLEGAN METHOD CANNOT PRESERVE THE INFORMATION WELL SINCE CYCLE-CONSISTENCY CONSTRAINT MAKES THE NETWORK MORE INCLINED TO SIMPLE AND EASY GENERATION.

UNIT [30] PROPOSES THE HYPOTHESIS OF ‘SHARED POTENTIAL SPACE’. FIRST, USING THE ENCODER NETWORKS TO MAP IMAGES TO LATENT CODES, DIFFERENT DATA SHARE THE SAME HIDDEN SPACE, WHICH COMPLETES THE HIGH-LEVEL SEMANTIC SHARING. THEN THE DECODER NETWORKS ARE USED TO DECODE LATENT INFORMATION TO IMAGES. COMBINING VAE [31] AND GAN [2], AN UNSUPERVISED GRAPH TRANSFORMATION NETWORK IS CONSTRUCTED. FOR DIFFERENT DOMAINS, THE IMAGE WILL GENERATE DIFFERENT COLOURS AND SPECIFIC DETAILS. THIS METHOD CAN REALISE THE TRANSFORMATION OF DIFFERENT SCENES, SUCH AS DAY AND NIGHT TRANSFORMATION, SEASON TRANSFORMATION AND TRAFFIC SIGN TRANSFORMATION. BASED ON THE EXTENSION OF THIS METHOD, MUNIT [32] IS PROPOSED. MUNIT FURTHER PROPOSES THE SHARING OF CONTENT SPACE, WITH DIFFERENCES IN STYLE SPACE TO REALISE UNSUPERVISED TRANSFORMATION AMONG MULTI-MODAL DATA.

AGGAN [33] IS DESIGNED TO USE ATTENTION MECHANISM FOR IMAGE-TO-IMAGE TRANSLATION. THE ATTENTION MECHANISM IS ADDED INTO THE GENERATOR AND DISCRIMINATOR, RESPECTIVELY, TO FOCUS ON THE ATTENTION AREA AND CONTROL THE GENERATION OF IMAGE SEMANTICS WITHOUT CHANGING THE BACKGROUND. HOWEVER, THIS MODEL PERFORMS POORLY FOR DATA OF GEOMETRIC STRUCTURES. BUILDING ON IDEAS FROM THESE PREVIOUS WORKS, WE DEVELOP AN EFFECTIVE FRAMEWORK, NAMED FLOWER-GAN, FOR MULTI-STYLED CHINESE FLOWERS PAINTING SYNTHESIS USING ATTENTION MECHANISM. COMPARED WITH THE PREVIOUS METHODS, THE PROPOSED FLOWER-GAN CAN GENERATE CLEARER IMAGES AND MITIGATE THE PROBLEM OF ARTEFACT.

3 | FLOWER-GAN

THE PROPOSED TASK IN THIS PAPER IS TO ACHIEVE THE CHINESE FLOWER STYLE TRANSFORMATION AMONG THREE KINDS OF TECHNIQUES OF TRADITIONAL CHINESE PAINTING, THAT IS, LINE DRAWING, Meticulous AND INK. ON ONE HAND, THIS TASK CAN GENERATE MORE ABUNDANT AND INTERESTING CHINESE FLOWER PAINTINGS THAT PASS FOR AUTHENTIC AND PROVIDE A NEW THINKING MODE FOR MODERN PAINTERS. ON THE OTHER HAND, IT MAKES UP FOR THE LACKING OF DATA FOR OTHER RELATED RESEARCHES. IN OUR PRELIMINARY EXPERIMENTS ON LINE DRAWING-TO-INK OR LINE DRAWING-TO-METICULOUS PROBLEM, WE OBSERVE THAT THE CURRENT UNPAIRED IMAGE-TO-IMAGE TRANSLATION MODELS FAIL TO TRANSFORM THE STYLE WHILE RETAINING THE CONTENT AND GEOMETRIC STRUCTURE. AFTER ANALYSING THE PRELIMINARY EXPERIMENTAL RESULTS, WE DECIDE TO ADOPT THE ATTENTION MECHANISM TO ADDRESS THIS PROBLEM. FOLLOWING WE WILL DESCRIBE THE BASIC IDEA OF OUR METHOD IN DETAIL.

OUR METHOD IS TO LEARN THE MUTUAL MAPPING BETWEEN THE TWO DOMAINS, WHICH CAN TRANSLATE SIMPLE LINE DRAWING FLOWERS INTO A Meticulous OR INK STYLE, AS WELL AS ACHIEVE INVERSE TRANSFORMATION. THROUGH SEVERAL EXPERIMENTS, WE FIND OUT THAT THE STYLE CHARACTERISTICS OF THE TARGET DOMAIN ARE NOT WELL LEARNED TO THE SOURCE DOMAIN. WE STUDY THE DATA AND ANALYSE THE MODEL CAREFULLY TO EXPLORE THE REASON. THE ONE REASON IS ABSTRACTNESS OF DATA FREEHAND BRUSHWORK EXPRESSION. IT NEEDS TO MAINTAIN ENOUGH STRUCTURE INFORMATION AND ENSURE PROPER TEXTURE GENERATION AFTER THE STYLE TRANSFORMATION. SPECIFICALLY, THE TRANSFORMED INK PAINTINGS NEED EXACT COMPOSITION, SUBTLE COLOUR, PROPERLY USED INK (SHADE AND DRYNESS), AND RICH ARTISTIC CONCEPTION. THE TRANSFORMED Meticulous PAINTINGS NEED TO BE EXQUISITE AND DELICATE, RICH IN LINES, AND BETTER WITH DETAILS, WHILE THE TRANSFORMED LINE DRAWING NEEDS TO PREVENT IMAGES FROM THE FRAGMENTATION, DULLNESS AND LOoseness AND SO ON. ANOTHER REASON IS THE STUDY ABILITY OF MODEL. FOR MORE ABSTRACT DATA, IT IS DIFFICULT FOR
existing models to learn the structure and texture features of images well and often accompanied by artefacts. If the training is not good, the model may collapse. According to the above analysis, this task is full of challenges.

Working on these problems, we put forward to focus on the content of the image body. There are two kinds of thinking: (1) Based on the assumption of shared content space, the content feature and style feature can be extracted separately. (2) Using the attention mechanism to enable the network to focus on the important areas for generation. By extracting the attention map of the source image and inputting it to the generator network, the region of interest can be better mapped and the generation can be more correct.

Therefore, we propose a system called Flower-GAN based on CycleGAN [8] that specially designed to make Chinese art painting of flowers translation work, as shown in Figure 4. The generator G is responsible for generating a fake image with the target domain style to deceive the discriminator D, while the discriminator D is trained to determine true or false of the image, and finally achieves a Nash balance during the mutual confrontation process. Moreover, due to the proposed attention mechanism and loss function, our approach generates high-quality images.

### 3.1 Network architecture

In this subsection, we describe the proposed network architecture in detail. As shown in Figure 4, in the forward direction, our model consists of one generator, one discriminator and one attention network. The backward direction also includes these three structures. Particularly, in this paper, $X$ and $Y$ denote the line drawing and ink or meticulous domains, respectively.

The Flower-GAN model learns a forward and backward mapping simultaneously between domains $X$ and $Y$ given unpaired training samples $x \in X$ and $y \in Y$. Except for the generators and discriminators, we add two attention networks $A_X : X \rightarrow X_a$ and $A_Y : Y \rightarrow Y_a$ which learn the attention map $X_a$ of $X$ and attention map $Y_a$ of $Y$, respectively. The attention mechanism is the main idea of our approach, which has been successfully applied to many models [26, 33]. With the attention map, the network achieves the image transformation that only focuses on the foreground area and unchanged background. The attention network architecture is similar to auto-encoder, which is used to extract the main structural features of the interested area, separate the foreground from the background and highlight the foreground structure. Input the original image $x$ of the resolution $256 \times 256$ pixels, and output its attention map $x_a$ of the same resolution, but the value of each pixel of $x_a$ is $[0,1]$ by the sigmoid activation function. The attention network has convergence, and the map edge features learned through the network perform better.

The generator network has a vertically symmetric structure, which consists of three parts: encoder, resnet blocks and decoder. Specifically, the encoder part consists of three convolutions followed by ReLU: the first layer having $7 \times 7$ kernel, the next two having $3 \times 3$ kernel. Then, we adopt nine resnet blocks where each block consists of two $3 \times 3$ convolution layers, in order to extract more abstract features. In the experiments, it is found that whether the quantity of blocks decreases
or increases, the learning ability of network will be declined. The decoder part consists of two upsampling layers having 3 × 3 kernel followed by ReLU. Finally, one convolution layer with 7 × 7 kernel not followed by ReLU is used to restore the original image channel.

The discriminator network is a 70 × 70 patchGAN which is a popular and successful application in many image-to-image translation models [7, 8]. It consists of five convolution layers all using 4 × 4 kernel. The dimension of output feature map for each layer is 256 → 128 → 64 → 32 → 31 → 30.

Our entire generation process consists of three main processes: attention map acquiring, style generation and target synthesis, as shown in Figure 4. Algorithm 1 summarises the whole procedure of Chinese painting synthesis and Algorithm 2 outlines the training procedure of the proposed Flower-GAN. In the first step, get the foreground and background of the image for subsequent network input. Input image \( x \) to the attention network to obtain the attention map \( x_\alpha \). In this case, the foreground image \( x_f \) and the background image \( x_{bg} \) are computed:

\[
x_f = x \odot x_\alpha, \quad (1a)
\]

\[
x_{bg} = x \odot (1 - x_\alpha). \quad (1b)
\]

In the second step, achieve the image style transformation work. We feed the interested area, that is, the foreground \( x_f \) into the encoder part, the dimension of feature map is reduced to 64 × 64. The extracted features from encoder part are then fed into resnet blocks to further extract important features. After that, through upsampling operation and last one convolution layer, the network outputs three channel transformed image. At last, compose the final translated image. We get the translated foreground image \( y_f \) with target domain style using the output of previous step by numerical operation:

\[
y_f = G_{X \rightarrow Y}(x_f) \odot x_\alpha. \quad (2)
\]

Finally the foreground \( y_f \) is combined with the background \( x_{bg} \) to produce the final fake image \( \text{fake}_y \):

\[
\text{fake}_y = y_f + x_{bg}. \quad (3)
\]

### 3.2 Loss Function

Our loss function consists of three components, that is, adversarial loss, cycle consistency loss and MSSSIM loss. Instead of
using sigmoid cross entropy as our GAN objective, we use the least squares GAN objective for stable training.

The adversarial loss is employed to match the distribution of generated fake image to target real image. For the mapping $G_X \rightarrow Y$, its attention network $A_X$ and its discriminator $D_Y$, the adversarial loss is defined as

$$L_{GAN}(G_X \rightarrow Y, A_X, D_Y) = E_y[\log D_Y(y)] + E_x[1 - \log D_Y(G_X \rightarrow Y(x))].$$  \hspace{1cm} (4)

The cycle consistency loss is pivotal for unpaired data between two mappings, which is employed to ensure the generated fake image can be again mapped back to the source image by the backward mapping. The use of cycle consistency loss can effectively control the spatial distribution of the image generation, allow the network to retain contour features and avoid structural difference between the generated image and the source image. We use $\ell_1$ distance for cycle consistency loss:

$$L_{cyc} = E_y \left[ G_Y \rightarrow X (G_X \rightarrow Y (x)) - x \right]_1 + E_Y \left[ G_X \rightarrow Y (G_Y \rightarrow X (y)) - y \right]_1.$$  \hspace{1cm} (5)

The MSSSIM loss is employed to compare two images on multiple scales from three indicators of Luminance L, Contrast C and Structure S. Compared to SSIM [35] function, MSSSIM is more convenient and effective to incorporate the details of image at different resolutions. Making good use of MSSSIM loss can achieve effective improvement in image quality. For the source image $x$ and the reconstructed image $x''$, it is formulated as

$$L_{ms}(x, x'') = f(L_M(x, x''), C_M(x, x''), S_M(x, x'')).$$  \hspace{1cm} (6)

It is a constituent function of these three indicators. The weight coefficients for each component constitutes their mapping relationship $f$. Under each indicator, the difference of two images is calculated and compared separately. In Equation (6), $M$ represents multiple scales. $M$ is equal to 1 means the size of source image, and is equal to 2 means the size of source image is reduced by half. For the detailed introduction of MSSSIM function, refer to [35, 36].

Based on above contents, the total objective loss $L$ is formulated as

$$L = L_{GAN} + \lambda_1 L_{cyc} + \lambda_2 L_{ms} = L_{GAN}(G_X \rightarrow Y, A_X, D_Y) + L_{GAN}(G_Y \rightarrow X, A_Y, D_X),$$  \hspace{1cm} (7)

$$+ \lambda_1 L_{cyc} + \lambda_2 (L_{ms}(x, x'') + L_{ms}(y, y'')),$$

where $\lambda_1, \lambda_2$ are the weight parameters and $y''$ is the reconstructed image of $y$. The proportion of weight parameters has an important influence on the quality of experimental results. In order to compare the influence, we make several sets of comparative experiments. The experiments prove that the best effect is obtained when $\lambda_1 = 10, \lambda_2 = 1$. The combination of three losses results in accurate and higher quality images in our multi-style flowers dataset.

4 | DATASET

4.1 | Dataset collection

Chinese flowers paintings dataset is a collection of three traditional Chinese painting styles, that is, line drawing, meticulous and ink. The primary feature of the dataset is that the flower paintings involve obvious style characteristics. However, the number of images that are close to the traditional ink and brush styles is few on the internet, and even one image may contain several different styles, so it is not easy to collect images with only one unique style. Therefore, the collection of high-quality dataset is a hard and time-consuming work. In this case, we collect these three datasets using line drawing, meticulous, ink and flowers four keywords through various channels, including the internet and WeChat Subscription. Then, we pick out the images that match style characteristics. Since the images are not required to be paired, we can ignore that when picking. Finally, we totally collect more than 600 images in each category.

4.2 | Dataset preprocess

In order to train the proposed network well, we need enough high-quality data. However, there are exactly two problems with the data we have collected. One problem is small dataset and another is images which cannot proceed directly for training. The images exist lots of noise for network training, such as large blank space, high resolution, a variety of objects and styles. If the data is directly fed into feature extraction network, there will be many unnecessary interference factors that are not conducive to feature extraction. In this way, even with a good network model, the final learning effect will be poor due to the quality of dataset. Therefore, we carry out three pre-processing operations on the dataset. First, the data from different sources comes in various formats and different resolutions, and generally Chinese paintings are large, so we convert all the flower images into one format. Then, the length and width of images with large resolution are resized to an appropriate size. And save the images in the form of Image.ANTIALIAS where the save quality is 75. Second, we enhance the data. We crop the image 6 times with the crop function by setting the length and width of six boxes following the pattern of up, down, left, right and middle. Although the traditional random cutting method is easy to deal with this problem, the effect is no more effective than our cropping in the box method. Third, considering that our task is to generate for flowers, however, in addition to the flowers, there are many other objects such as people and animals in the painting. For this purpose, we manually select high-quality images where the content of flowers has the largest density and appropriate area. Finally, we train and test the network performance with processed dataset. TABLE 1 shows the training set
TABLE 1 The number of images in the training set and testing set in each style

| Style type | Training set | Testing set |
|------------|--------------|-------------|
| Line drawing | 1537 | 489 |
| Ink | 1560 | 442 |
| Meticulous | 1536 | 444 |

and testing set we used for line drawing, meticulous and ink three styles.

5 | EXPERIMENTS AND ANALYSIS

In this section, we describe our experiments on the Chinese painting of flowers dataset. First, we describe the implementation details in Section 5.1. Then, we show the qualitative results in Section 5.2 and evaluation metrics are presented in Section 5.3. In Section 5.4, we make a model analysis in detail and ablation experiments are conducted in Section 5.5. We further explore our model and carry out the extended experiments in Section 5.6. Finally, we make an user study in Section 5.7. Specifically, the following experiments demonstrate the effectiveness of our method and a detailed analysis of the method.

5.1 | Implementation details

We implement our Flower-GAN model with the use of TensorFlow as backend. During training, we do not need paired data but two domain data. For the dataset, we use line drawing images as the source domain, and the meticulous or ink images as the target domain. In our experiments, the training data and testing data are showed in TABLE 1. Each batch of training images is randomly matched from two unpaired datasets. The amount of training or testing input into the network can be aligned by adjusting the number of training or testing dataset according to our actual need, to ensure that each input image has an image of the corresponding domain. All training images (i.e. line drawing, meticulous and ink) are resized to $256 \times 256$ pixels.

To prevent the model collapse, we follow the idea of [33] to train the network in two stages. The detailed training procedure is shown in Algorithm 2. In the first stage, we train the attention network, generator and discriminator for 30 epochs. In the second stage, we stop the training of attention network and use the attended regions of image to train the discriminator by setting the threshold value equal to 0.1. It is worth mentioning that we use the sigmoid cross-entropy function and least-squares function as the adversarial loss, respectively, for comparison. The experiment proves that the least-squares loss is more effective in flower images style generation. For cycle consistency loss, we use $\ell_1$ regularisation instead of $\ell_2$ regularisation. We train our model for 100 epochs using Adam [34] optimiser with the batch size of 1. In the half of training epochs, we set the learning rate as 0.0001 and linearly decay the rate over the next epochs. For the loss hyper-parameters, $\lambda_1$ and $\lambda_2$ are set to 1 and 10, respectively.

5.2 | Comparison experiment

Ink painting generation. We firstly conduct experiments on ink painting of flowers generation. We compare our method with several classical models of unsupervised image-to-image translation including CycleGAN [8], UNIT [30], AGGAN [33], as shown in Figure 5. In Figure 5, we can clearly see that compared with other methods, our proposed method achieves the best result, and produces the accurate and high-quality images. In the following, we will carefully explain the shortcomings of each method in the experiment.

CycleGAN [8] fails to capture the style features well. As shown in Figure 5, on the whole, the results of second column do not look like a complete art work, which are very vague and exist lots of noise. On the local, CycleGAN has learned some structural characteristics of the object, but the details are not handled properly, which causes that the images lack a lot of important details, such as petals and leaves. Moreover, the edge features are not studied well. The edges of object seem to adhere to the background, giving people a false impression. As the most important visual component of style transformation, that is, colour features, which are rarely captured, such as the expression of flower pistil features and the expression of bird wings. The generated results are still far from satisfactory.

Based on shared hidden space assumption, UNIT [30] encourages style transformation. However, the results are still not ideal. Due to lacking part of structural information and semantic information not learned well, we can see that all objects in the images appear to have the same colour distribution, including petals, leaves, branches and birds. The style generation does not grasp the strength and skills of using ink, which causes that the representation of ink intensity and dryness are disharmonious. And the composition of images is not exact enough to form a heavy feeling.

Compared with the two previous methods, AGGAN [33] has certain improvement. However, there are also clear deficiencies. From the results of fourth column in Figure 5, we can see that some style features are incorporated into the content space. There are some clear noise and visual artefacts. Although AGGAN has learned the expression of few abstract brushwork features, the network learning is not stable, which causes that most images cannot deal with the representation of colour features in structural details. The important reason is that this model cannot learn the accurate structural details well.

Considering the similarity between our work and image colourisation, we also use the colourisation method recently provided in DeepCartoonColorizer (DCC) [27] to compare with our method. Following the steps of processing data in DCC, first, we convert the input images to Lab colour space. Then, we extract the L channel and a, b channel of Lab colour space, separate them into two parts as the input data $X'$ and ground truth $Y$. At this time, we begin the network training. When testing, we decolourise the testing data to get the
FIGURE 5  Comparison results of ink painting with CycleGAN [8], UNIT [30], AGGAN [33], DCC [27] and our Flower-GAN. We can see that our method generates more accurate images and mitigates the problem of artefact.

In comparison, our method produces clear and realistic stylised images regardless of the foreground or the background of images, as shown in the (f) column of Figure 5. It allows the images not only to preserve the content and structural features, but also the stylistic features to be well expressed, generating better detail and texture. The attention mechanism prompts the network to focus on the generation of flowers. The application of MSSSIM loss promotes the network to pay more attention to the representation of structural information and texture features. The effective combination of loss function makes the model more specific in style representation, and makes the generation of detailed features better. All experiments prove that our method can better learn the style characteristics of the target domain and generate accurately.

grayscale images as input and recolourise them with the trained network. We carry out the experiment on the ink painting dataset and use the line drawing dataset to test. The experimental results are shown in the (e) column of Figure 5. From the results, we can see that the DCC method fails to colourise our data. The DCC model cannot capture the important colour features to achieve colourisation. As the image colourisation method, DCC emphasises the importance of pixel position. The image is filled with the corresponding position colour obtained by convolutional network. This method determines the quality of colourised results by the ground truth. However, there is no ground truth to correspond to our data. Combined with the views mentioned in Section 2.2, it proves that it is unsuitable to solve our Chinese painting of flowers generation by simply colourisation using the CNN model.
Meticulous painting generation. Based on the trained model, we conduct the experiments from line drawing painting to meticulous painting, and compared with AGGAN [33] which performs better in the ink style transformation experiments, as shown in Figure 6. The meticulous style pays more attention to the representation of strokes. From Figure 6, it is clear that AGGAN temp to produce lots of noises. Comparing with AGGAN, we get the fine exquisite meticulous brushwork flowers, which have real colour, abundant texture and precise strokes as line drawing. We can see that the generated images are almost close to the real, not only successfully deceive the discriminator, but also escape human visual inspection.

Line drawing generation. In addition, translated line drawing paintings resulted from ink painting images are also demonstrated in Figure 7. In the regions which need more texture and details, the generated results by CycleGAN and AGGAN always produce blur or distortion, AGGAN still ignores the expression of some texture features. In the regions where the feature of geometric structure changes rapidly, CycleGAN and AGGAN have weak learning ability, fail to accurately acquire such structural features for good transformation and form visual artefacts. However, our method can get rid of these problems by introducing the MSSSIM function, which performs better in details and structures.

Moreover, to better demonstrate the effectiveness of our Flower-GAN model, we show the close-up views of an image generated by the proposed method, as shown in Figure 8. The colours of ink paintings pay attention to the expression of the intensity and dryness of ink, namely the harmony of freehand brushwork. The experimental results indicate that our model performs well in capturing the exact colour features. In addition, we use the harmony as a measure in the user study. The details are shown in Section 5.7.

5.3 Experiment on generated images quality

The peak signal-to-noise ratio (PSNR) is the most common all-reference image quality evaluation metric, which is based on the error between the current image and the corresponding pixel points of the reference image, that is, the image quality evaluation based on the error sensitivity. PSNR is often used in image colourisation tasks. Since there is no ground truth to compare with the generated images, the PSNR evaluation metric is not applicable for our work. Inception score (IS) [37] and Frechet Inception Distance (FID) [38] are two of the most popular evaluation metrics for the generative model to measure the quality and diversity of generated images. IS computes KL-Divergence between conditional and marginal label distributions over generated samples. A high score of IS indicates that the model generates the images with higher quality and diversity. FID computes Wasserstein-2 distance between generated samples and real samples in the feature space. A lower score of FID indicates that the generated images have higher quality and diversity. However, IS only considers the generated samples without considering the real data, that is, IS cannot reflect the distance between the real data and the sample. Therefore, the reliability of FID as an evaluation metric is higher than that of IS. In our
work, we use FID as the main basis for judgement and IS as a reference.

For quantitative evaluation, we compare our Flower-GAN with other baselines including CycleGAN [8], UNIT [30], and AGGAN [33] using the FID and IS. We evaluate the FID between generated images and real images and evaluate the IS on the full test generated images. Note that the choice of matching between the generated images and the real images is random when evaluating FID. The comparison results are presented in TABLE 2. From the results, we can see that our method has a lowest FID value, indicating our generating distribution is closer to the real distribution than other methods. Comparing the reference metric IS, it is clear that our method gets a lower value than AGGAN method but higher than other two methods. In a comprehensive comparison, the comparison results show that the generated samples by our approach are of higher quality and more diversity.

### 5.4 Parameter sensitivity

In this work, there are several hyper-parameters to be fine-tuned. Specially, we do the parameter sensitivity experiments on the switch parameter epoch number $s$ in Algorithm 2, the training batch size $bs$, and the weight parameter $A_2$ in Equation (7).
As suggested in [33], the hyper-parameter $\lambda_1$ is set as 10 in all experiments. In the following, the parameter sensitivity experiments are described in detail.

**Parameter sensitivity on epoch number.** We show the performance of attention network on the Ink painting dataset by controlling the switch parameter $s$, that is, the epoch size. At the same time, we set the batch size $bs$ and the weight parameter $\lambda_2$ to 1, respectively. As shown in Figure 9, we can observe that the performance of attention network to extract image features is enhanced gradually with the increase of epochs. When the network is trained to about 30 epochs, it can accurately extract the structure of image foreground region. The experimental result indicates that when the switch parameter $s$ is equal to 30, we can stop the training of attention network in our entire training procedure and we only use the extracted attended regions from the attention network to participate in the following style transformation experiment.

**Parameter sensitivity on batch size.** We show the influence of batch size on style transformation experiments over the parameter $bs$ within the range {1,8,16} while setting the parameter $s$ to 30 and $\lambda_2$ to 1. The source images we used are line drawing paintings and the target images are ink paintings. The experimental results are shown in Figure 10. In Figure 10, we can observe that the result is preferable when the parameter $bs$ equals to 1. With the gradual of $bs$, the performance of Flower-GAN model decreases. The structural details are getting blurred and even lost. The images lack lots of important semantic information and become very messy and distorted. Therefore, we set the parameter $bs$ as 1 in all experiments by analysing the influence of different batch size on experimental results.

**Parameter sensitivity on trade-off weights.** We show the effect of MSSSIM function on line drawing-to-ink style translation experiments over the weight parameter $\lambda_2$ within the range \{0.1,0.5,1,5\} while fixing the cycle consistency parameter $\lambda_1$ of 10. The quantitative results are demonstrated in Figure 11. First of all, we can observe that there is no image result with the parameter of 5. The reason is that the generator is difficult to learn when $\lambda_2$ is equal to 5. Our model fails to capture the representation of image features. From the results, it is clear that when the parameter equals to 0.1, the composition colour of image is very bright and dazzling, as shown in the second column of Figure 11. When the parameter is gradually increased, the image colour is more natural and harmonious. In addition, many images have noise and artefacts when the parameters are small. When the parameter equals to 1, the structure information is better learned. The images are more consistent. The stitching of flowers and leaves are not deliberate. Flower-GAN model is relatively better generation in terms of details and overall control. The experimental results indicate that proper MSSSIM parameter $\lambda_2$ would help the model capture the exact colour features and force the structure preservation.

### 5.5 Ablation experiments

We perform the ablation experiments to study the role of each part in Flower-GAN. We train all experiments with batch size of 1, using Adam [34] optimiser with a variable learning rate whose initial value is 0.0001. Figure 12 shows the examples of ablations in our full loss function, in which all results are trained on ink painting style transformation dataset. The following results show that each component plays an important role in Flower-GAN. First, the initialisation phase, that is, the first stage of network training, which helps the attention network converges to a reasonable range, thereby avoiding model collapse. Without initialisation, since the attention network has not been trained in the initial stage, it will guide the discriminator to make a wrong judgement when training with the GAN network at the same time. This situation is very easy to cause network learning instability, and the model cannot effectively obtain the characteristics of the attended region so that it fails to generate. Second, in terms of image generation, $\ell_2$ regularisation often produces a blurry effect. For the shape, colour and other characteristics of the image, $\ell_1$ regularisation will avoid this problem and help deal with substantial style difference between the stylised image and source image. Lastly, the MSSSIM function guides the
network to pay attention to the preservation of colour and structure information, so that the images can be generated better in detail.

Through a series of experiments on the weight parameter of MSSSIM function, we can observe that MSSSIM may be more sluggish in brightness and colour; however, it can hold high frequency information better. Although $\ell_1$ function may preferably maintain colour luminance characteristics, thus we use them in combination. This added loss makes our network perform very well in two ways: First of all, it focuses on the local and overall structural similarity of the content. On one hand, it pushes the attention regions can learn the local features better. On the other hand, it makes the overall style characteristics close to the distribution of the style features of the target domain as much as possible, including the background. Second, it induces colour generation to conform to the natural law characteristics. It forces the generation of the attention regions to pay attention to the morphological colour change of the object in the training data, so that the generated images have exact composition and true colour.
5.6 Extended experiments

With the experiments on ink painting of flowers style transformation, we find that although we have generated accurate and high quality images, the results are not very abstract, and the artistic conception is not as rich as we expected. Through observation, we think that part of the reason is probably the problem of dataset. Most of the images used in the training set are not very abstract, and the resolution of the processed images are not large enough, which cause that we can only produce a similar effect with the dataset.

In order to make the generated images more full of artistic conception, we perform morphological processing operation on the ink painting of flowers dataset. The operation could remove high frequency content, blur the edges and eliminate noise in the image. We show the generated results in Figure 13. From the result, we can see more colour distribution in the images than in previous experimental results. The brightness is increased, but the picture is blurred. In addition, we show the test results to students and teachers in our lab, and ask them to comment whether the resulting images are more abstract and artistic than previous results. In the end, most students maintain that the results are not as good as before. They think the images are blurred or distorted, and the generated colour is not exact. A few students are the opposite. They believe that it is this variety of colours and the semantic incompleteness that make the image more abstract and artistic.

Moreover, to prove the scalability of our method, we conduct experiments on the landscape dataset. We first collect landscapes pictures in nature and extract their edges using canny edge detection method, as training set A. Then, we crawl the pictures of ink landscape paintings on the network and pre-process them as mentioned in Section 4.2, as training set B. Finally, a total of 2168 unpaired images for network training, 360 for testing. The input images are resized to 256 × 256 pixels. The experimental results are shown in Figure 14. We observe the generated images lack a lot of details and the network does not capture more semantic features. Although the generated images show the basic appearance, there are still problems by the way of extracting contour to transform. This explains the inconsistency between contour features and the stroke features. It is also a limitation of our method to be solved in future.

5.7 User study

To reduce the subjectivity of qualitative analysis, we also conduct a user study to compare our approach with other baselines including CycleGAN [8], UNIT [30] and AGGAN [33]. In this study, the users are presented with a web page containing two questions to answer. The form of questions is shown in Figure 15. For the first question, we randomly select six images from our tested results or artists, in which there are half of meticulous images and half of ink painting images. And among them, (a) and (f) are real images from artists, and the other four are generated by our approach. The users need
to answer the source of each image which is our generated or artist drawn. For the second question, we provide users with four metrics to evaluate the generated images in a variety of ways, that is, quality, realism, harmony and appealing. We ask users to rank the given five sets of images according to their visual perception from 1 to 4 following the four metrics, where 1 is for the worse one and 4 is for the best one. These images are generated by our method and other baselines, respectively. In the study, we use the method number instead of the real method name to reduce users' attention to the method name itself. Specifically, method 1, method 2, method 3 and method 4 correspond to CycelGAN, UNIT, AGGAN and ours, respectively.

The result of question 1 is shown in Figure 16. We can observe that our generated results have successfully fooled the visual perception of users. For the listed four generated images, more than half of the users think they are drawn by artists. In particular, for the image (b), the number of users who think it is from the artist exceeds 80%. The result indicates that our method produces realistic results comparable to real images. The result of question 2 is shown in Figure 17. We can clearly observe that method 4, that is, our method, achieves the maximum value in all metrics including quality, realism, harmony and appealing. From the result, we can also observe that method 2, that is, UNIT [30], performs better than the other two methods in terms of quality and appealing from the visual perception. Method 3, that is, AGGAN [33], has the smallest proportion of all methods for the metric realism. The generated results by method 1, that is, CycleGAN [8], are the least attractive. Based on the average statistic value of the four metrics, we can see that the results generated by our method are more popular among users. The survey results indicate that our approach generates both more realistic and more harmonious high-quality images than others.
6 CONCLUSION AND FUTURE WORK

We specialise in multi-style Chinese art painting generation of flowers, which is important and classic, by deep learning method. By virtue of the powerful GAN framework, this method adds techniques such as cycle consistency, attention mechanism, and multi-scale structural similarity to accurately transform the style of traditional Chinese painting datasets. As far as we know, this is the first approach dedicated to the generation of multi-style Chinese art painting of flowers. At present, there are a few researches on the generation of traditional Chinese painting.

In this study, we first construct unpaired flower datasets containing three classic traditional painting style: line drawing, meticulous and ink. Then, to address the fundamental challenge from freehand expression, we propose a Flower-GAN system to generate multi-style Chinese art painting of flowers based on the collected datasets. Our method is used to image-to-image translation task between line drawing images and meticulous or ink style images by an adversarial training way. Moreover, in order to solve the problem of inaccurate, blurred or distorted images generated by existing methods, we further introduce a new loss function called MSSSIM to force the structure preservation. It can effectively improve the quality of generated images, such as colour information, when used in combination with cycle consistency loss. Experimental results show that our method is able to learn a mapping relation that achieves transformation among the multi-style of Chinese art painting of flowers.

We believe that our work is interesting and significant, which is an extension of deep learning research in the field of art and is the inheritance and sharing of traditional Chinese culture. We still have lots of work to do in future. First, collect more high-quality data sets to further improve the quality of generated results. Second, carry out more researches on traditional ink paintings to produce attractive art works. We will continue our research to generate images that are closer to the traditional style and more artistic conception, not just for flowers, but also for landscapes and characters.
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