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Abstract
When we cannot assume a large amount of annotated data, active learning is a good strategy. It consists in learning a model on a small amount of annotated data (annotation budget) and in choosing the best set of points to annotate in order to improve the previous model and gain in generalization. In deep learning, active learning is usually implemented as an iterative process in which successive deep models are updated via fine tuning, but it still poses some issues. First, the initial batch of annotated images has to be sufficiently large to train a deep model. Such an assumption is strong, especially when the total annotation budget is reduced. We tackle this issue by using an approach inspired by transfer learning. A pre-trained model is used as a feature extractor and only shallow classifiers are learned during the active iterations. The second issue is the effectiveness of probability or feature estimates of early models for AL task. Samples are generally selected for annotation using acquisition functions based only on the last learned model. We introduce a novel acquisition function which exploits the iterative nature of AL process to select samples in a more robust fashion. Samples for which there is a maximum shift towards uncertainty between the last two learned models predictions are favored. A diversification step is added to select samples from different regions of the classification space and thus introduces a representativeness component in our approach. Evaluation is done against competitive methods with three balanced and imbalanced datasets and outperforms them.
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1 Introduction

Deep neural networks learn complex feature representations by exploiting large datasets to optimize a large number of parameters. Deep supervised learning strategies have given impressive results in multiple domains, but their effectiveness is governed by the size of the annotated dataset. Large annotated datasets are not readily available in many applications. Active Learning (AL) reduces the cost of creating a labeled dataset by selecting, through an acquisition function (AF) the most relevant samples to train the model. The effectiveness of the active learning process depends on the strategy deployed for sample selection.

A large number of sample acquisition functions have been proposed to improve the AL process. One mainstream strategy is to maximize the informativeness by selecting the samples on which the model gives most uncertain probability estimates. Alternatively, sample acquisition can be designed to select diverse samples which maximize the likelihood between distribution of labeled and unlabeled samples. Informativeness and diversity are not easy to optimize jointly but, since they convey complementary cues, their combination is tackled in works such as .

Active learning is generally implemented in an iterative fashion, with a new batch of samples being annotated in each iteration. Models are retrained at the end of each iteration in order to incorporate the newly annotated samples which improve the models' predictive power. One open problem in AL is that a relatively large amount of samples needs to be annotated before a viable initial deep model can be learned efficiently. The size of the initial
Figure 1: Illustration of alamp, the proposed method, for a two class problem. Blue and yellow regions are the class boundaries learnt by classifier. One sample is selected at each iteration. Uncertainty sampling selects the sample (red) which is closest to the class boundary. At Iteration 1, alamp selects the same sample as sampling, since it has no access to previous model. At Iteration 2, alamp selects the sample which gives most certain prediction (i.e. is furthest away from decision boundary) at Iteration 1 and gives the most uncertain prediction (i.e. is closest to decision boundary) at Iteration 2. Similarly at Iteration 3, alamp selects the sample with maximum shift from certainty to uncertainty.

Labeled dataset should be such that a model trained on the dataset provides reliable uncertainty measures and feature representations for the AL acquisition functions to outperform random sampling. This issue is further exacerbated for deep learning models that are quite data intensive. The size of the initial labeled dataset depends on the deep architecture used, the complexity of the problem and the acquisition function. In our work, we explore training of a Support Vector Machine (SVM) classifier over fixed representation as an alternate to the dominant fine tuning scheme used in recent works [2, 11, 12]. This type of approach, which instantiates transfer learning, has been shown to be effective for active learning over imbalanced datasets [15].

Our main contribution is a new measure of informativeness which integrates predicted probabilities in successive AL iterations. Samples whose prediction states move from certain to uncertain between two iterations are prioritised. The underlying intuition here is that such samples encode information which is missing from the models and should be integrated into them. The measure is illustrated for a two-class problem in Figure 1. This view of informativeness is broader than the one incorporated in current uncertainty-based sampling which only considers the decision boundaries of the current iteration.

However, the proposed sample AF shares a limitation with existing informativeness-based functions in that it could suffer from a lack of representativeness [1]. The second contribution is to add a representativeness dimension in the proposed acquisition function. Representativeness is modeled via the introduction of a diversification procedure. The proposed informativeness measure prioritizes samples with high certainty at the previous iteration. The diversification procedure exploits this fact to select samples with different class predictions in the previous iteration. This leads to selection of samples from different uncertain regions distributed across the classification space provided by the model classifier.

The two contributions are well-suited for use with a shallow classifier trained over fixed representations. The constant nature of representation helps the proposed measure to effectively evaluate the distance of the samples to the classifier boundary in the preceding and the current iterations. We show that training a shallow classifier over fixed representations gives higher performance than fine-tuning CNN models, especially for smaller budgets. This is important insofar fixed representations can be exploited from the very beginning for the AL task where the classical fine tuning estimates are shown to be unstable [12]. The experiments are performed with three balanced datasets: Cifar100, Food-101 and a subset of ImageNet classes which are not part of ILSVRC. We also test our method for imbalanced datasets by creating imbalanced version of Cifar100 and Food-101 and using MIT-Indoor67 which is naturally imbalanced. ILSVRC itself is used to create the fixed representation. The proposed method is compared to a series of strong baselines. The results indicate that it outperforms the baselines in most of the evaluated configurations.
2 Related works

Active learning was studied thoroughly in the pre-deep learning period [1] and also recently in deep learning [9, 2, 11, 8]. Several heuristics have been designed to select the most important samples that help in improving the model. They fall in two main categories. One set of methods focuses on informative samples that would provide new information to the model. Uncertainty-based acquisition functions select samples for which the model gives the least sure predictions. Some of the most representative AFs proposed in literature include: entropy [5], least confidence [3] and margin sampling [4]. Margin Sampling prioritizes samples for which the model is least certain between the top 2 class predictions. It is shown to be effective in AL task as it relates well to selecting samples based on distance from the decision boundary for shallow classifier such as SVMs [16, 17]. It has also been used in imbalanced learning context with SVM classifier to select samples which are closest to the decision boundary of the classifier [18, 19, 20]. Hence, given the use of SVM training scheme in our work we study margin sampling as the main uncertainty measure. The main limitation of informativeness-based approaches is that they might fail to capture the overall sample distribution because they provide no guarantee of a thorough exploration of the representation space. As a result, they are susceptible to provide a biased selection.

Another set of techniques are AFs on the objective of representativeness. These approaches select a diverse set of samples for annotation which are most likely to represent the unknown distribution. Several approaches based on clustering methods such as K-means or hierarchical clustering have been introduced in active learning [6]. These methods select a diverse set of sample by sampling from different clusters. Coreset [8] is a recent method that solves the K-center problem by selecting the samples with maximum distance to its closest labeled neighbour.

The joint use of informativeness and representativeness can be challenging due to different nature of the two selection strategies. However, they convey complementary information and set of approaches tackled their combination in order to select samples which are both representative and uncertain [21, 22, 23]. In [22], a strategy is proposed to select using either uncertainty sampling or representative sampling by a sequential decision process. Badge [9] is a recent work which exploits the gradient of the embedding of the last layer of the model. A K-means++ clustering is implemented on the gradient embedding to select diverse samples. It is argued that kmeans++ selects samples with a large gradient value and thus the samples are also informative. We also try to combine the two objectives by selecting uncertain samples from diverse regions of multi-class classifier but using a different strategy.

A direction of research tries to improve the quality of the uncertainty estimates. Bayesian probabilities were introduced as better estimate of uncertainty by combining probabilities of several runs of model [11]. The dropout parameter is used during inference to ensure variation in model probabilities. Ensemble models have also been used to acquire multiple probability estimates. In [2], an ensemble of model snapshots is created by using a cyclic learning rate. This design choice is important in order to limit the computational effort need to create the ensemble. In our work, we derive multiple probabilities by exploiting the iterative nature of AL cycle without additional computational cost.

Several works add the semi-supervised learning objective to active learning by using the unlabelled data to train the model. An approach to find the optimal acquisition function using feature density matching between unlabelled dataset and weakly supervised validation data is presented in [24]. Inspired by MixMatch [25], consistency based semi-supervised learning [12] has been used for AL task by selecting samples which give inconsistent predictions for different permutations. Our work has similar approach of prioritising samples with inconsistent predictions, but at different iterative steps. Semi-supervised learning is difficult to generalize, particularly for very low budgets which is in focus here. More importantly, most of the methods in this category use an additional labeled validation set to optimize the parameters. It is not realistic to assume that such a set exists at the beginning of the AL process. Moreover, these works come with an added complexity in terms of computational resources. Hence they are not directly comparable with shallow classifier used here.

An approach which exploits the model learned at previous acquisition step via knowledge distillation is presented in [26]. They use the previous model to fine tune the weight decay parameter and provide effective regularization. The contribution is complementary to ours. The key difference is that we use the probability distribution from the previous iteration to propose a measure of informativeness.

An initial annotated dataset is necessary to kick-start the iterative AL cycle. The most common approach is to annotate a small randomly selected subset [2, 11, 8]. The size of the initial set is critical in AL. This is particularly the case for large deep neural networks which might not provide reliable and stable probability estimate at the start of AL cycle. An approach to mitigate this problem for DNN was presented in [27]. They showed that a smaller proxy network can be used for sample selection as at smaller budget, a smaller model provides better estimates compared to a larger model. The large model is trained when sufficient samples are selected. A transfer learning perspective was introduced in AL to select the initial batch of samples [15]. The probability estimates for the unlabelled dataset is derived from a pre-trained
model to select a diverse and balanced set of samples. Similar to [15], we test the use of shallow classifier on top of pre-trained features as compared to the classical fine-tuning approach.

3 Problem Description and Baselines

We consider an unlabelled dataset \( \mathbb{D}^U \) with samples \( x_i \in \mathcal{X} \) for \( i = [1..u] \), i.i.d realizations of random variables \( \mathcal{X} \) drawn from the distribution \( \mathbb{P} \) where \( \mathcal{X} \) is the instance space. In an iterative AL setting, a total budget \( b \), with \( b < u \), is allocated for manual labeling in \( t \) iterations. The process starts by randomly selecting a small subset of \( \mathbb{D}^U \) for annotation to create the initial labeled dataset \( \mathbb{D}_0^L \) with \( x_j, y_j \in \mathcal{X} \times \mathcal{Y} \) for \( j = [1..l] \).

Here \( \mathcal{Y} = \{ y_1, ..., y_n \} \) is the set of \( n \) class labels. \( \mathbb{D}_0^L \) is used to train an initial model \( \mathcal{M}_0 \) which provides the probability estimates \( \mathcal{P}_0 \) or the feature embeddings \( F_0 \) required by an acquisition function \( \mathcal{AF} \) to estimate the importance of samples for the next iteration. Afterwards, at iteration step \( k \), for \( k = [1..t-1] \), a batch of samples of size \( \frac{b}{t} \) is selected for labeling from \( \mathbb{D}_k^U = \mathbb{D}^U \setminus \mathbb{D}_{k-1}^L \), and added to \( \mathbb{D}_{k-1}^L \) to update the labeled subset \( \mathbb{D}_{k}^L \). \( \mathbb{D}_k^L \), the labeled set at iteration \( k \), is then used to learn the model \( \mathcal{M}_k \).

We test two training methods which are based either on deep model update or on a pretrained model followed by a shallow learning of classifiers. Both schemes exploit a pretrained model \( \mathcal{M}_S \) learned over a generic dataset. The first method exploits fine tuning, which is the usual way in which deep models are updated in iterative AL [2] [11] [8]. Deep models are fine tuned for each AL iteration using \( \mathcal{M}_S \) and \( \mathbb{D}_k^L \). The second method assumes that, although \( \mathcal{M}_S \) is trained on a separate dataset, the knowledge it encapsulates can be transferred to \( \mathbb{D}^U \). Feature embeddings \( F_S \) from \( \mathcal{M}_S \) are used to train shallow classifiers during AL iterations.

3.1 Baselines

We compare our method to four competitive baselines. The first three are classical methods representative for random, informativeness-based, and diversity-based selection respectively. The fourth is \textit{badge}, a recently introduced method which combines the informativeness and representativeness objectives [9]. This baseline is suited only in the fine tuning training scheme.

3.1.1 Random sampling

The first baseline \textit{rand} consists in a random selection of samples for annotation. The initial subset to start the AL iterative cycle is selected using random sampling. While very simple, random sampling is a strong baseline in active learning [2] [8] [1].

3.1.2 Margin sampling

Uncertainty based methods aim to maximize informativeness and thus focus on samples that the model classifies with the most difficulty. They are deployed using the outputs of the classification layer [1]. Margin based AL is shown to be an effective uncertainty measure for SVM classifier [16] [19] [18]. It is defined as:

\[
\text{marg}(x) = (P(y = c^1|x) - P(y = c^2|x))
\]

where \( c^1, c^2 \) are the top-2 predicted classes for test sample \( x \) at iteration \( k \).

We consider \( \text{Margsort}(\mathbb{D}_k^U) \) a permutation of the set \( \mathbb{D}_k^U \) by ordering its element by increasing value of \( \text{marg} \). \( \mathbb{D}_{k+1}^L \) is obtained by the union of \( \mathbb{D}_k^L \) with the first \( \frac{b}{t} \) samples of \( \text{Margsort}(\mathbb{D}_k^U) \). The baseline obtained is noted \textit{marg}.

3.1.3 Coreset

Diversity based methods select a subset of \( \mathbb{D}^U \) so as to ensure an optimal coverage of the representation space. Coreset [8] takes a minmax view to select the diverse samples. It is defined as:

\[
\text{core}(\mathbb{D}_k^U, \mathbb{D}_k^L) = \max_{\forall x_u \in \mathbb{D}_k^U} \min_{x_l \in \mathbb{D}_k^L} d(F(x_u), F(x_l))
\]

where \( \text{core}(\mathbb{D}_k^U, \mathbb{D}_k^L) \) returns a sample from unlabeled dataset \( \mathbb{D}_k^U \) using the labeled dataset \( \mathbb{D}_k^L \). \( d(F(x_u), F(x_l)) \) is the distance between a labeled point \( x_l \) from \( \mathbb{D}_k^L \) and an unlabeled point \( x_u \) from \( \mathbb{D}_k^U \). \( F \) is the feature extractor. For the SVM training, a classifier is learned with \( F = F_S \) given by the pretrained model \( \mathcal{M}_S \). For the CNN fine tuning, the feature extractor is given by \( \mathcal{M}_{k-1} \), the model available from the latest iteration. In Equation [2] the unlabeled sample which is furthest away from its closest labeled sample is selected. The baseline \( \text{AF} \) obtained is noted \textit{core}. 

4
4 Method

Classical AFs select the samples based on either the probability or feature estimates from a single model. We hypothesize that using the model predictions from the model learned in the previous active learning cycle can lead to more efficient sampling. The informativeness of samples is ascertained by taking into account the change in their probability distribution in successive iterations. The strategy prioritizes samples which were predicted with high certainty in the previous iteration but which gives uncertain prediction in the current model. We derive an analogy to a student who gave confident response to a question, but becomes uncertain after learning some more information. Knowing the true answer should benefit the student and provide relevant missing information. The strategy is well-suited for the low budget setting where the batch size is generally small. The update of model with large number of samples could make the precedent model less relevant. Focusing on the unlabeled samples on which the model becomes uncertain in its predictions adds a novel component of uncertainty in the selection process. In cases where the sample was correctly predicted, selecting these samples allows the model to focus on samples that it is most likely to forget. Alternatively, even if a sample was predicted incorrectly, the measure allows to select more difficult samples which can improve the generalization ability of the model. Hence, knowing the labels of these samples should be informative.

4.1 alamp: active learning with asynchronous model predictions

We present here the formulation of alamp which allows to select the samples with the maximum shift from certainty to uncertainty between the two iterations. Note that any of the uncertainty measures can be used in alamp. The definition of the method which exploits margin sampling as basic acquisition function is:

\[ alamp(x) = \frac{\text{marg}_{k-1}(x) - \text{marg}_k(x)}{\text{marg}_{k-1}(x) + \text{marg}_k(x)} \]  

with \( \text{marg}_k : \mathbb{D}_k^U \to \mathbb{R} \), the margin function as in equation 1 defined on the set \( \mathbb{D}_k^U \).

The score takes a normalized min-max view of uncertainty allowing to select samples with maximum change (certainty to uncertainty) between the iteration. The sample with higher score is selected. The numerator gives the difference in the certainty between the previous and current iteration. The denominator normalizes the certainties to ensure that for samples which same absolute difference in certainty(numerator) one with lower sum of certainties is selected. This allows the score to select samples with maximum relative shift towards uncertainty.

We consider Alamp\text{Sort}(\mathbb{D}_k^U) a permutation of the set \( \mathbb{D}_k^U \) by ordering its element by decreasing value of alamp \( \mathbb{D}_{k+1}^L \) is obtained by the union of \( \mathbb{D}_k^L \) with the first \( \frac{b}{2} \) samples of Alamp\text{Sort}(\mathbb{D}_k^U).

The method has low supplementary memory requirements since it stores the probability distributions at each iterative step. At the first iterative step, we have access to only the probability estimate \( P_0 \) from the initial model \( M_0 \), which is trained over the initial randomly selected dataset \( \mathbb{D}_0^L \), thus the selection is based on the uncertainty criteria in the first iterative step.

4.2 alamp-div

alamp inherits the limitations of the uncertainty-based method used in its definition in terms of sample representativity. We introduce a variant of the method, named alamp – div which selects informative samples from different regions of the classification space. alamp – div is described in Algorithm 1. alamp sorts the samples based on the difference of certainty measure of the sample on the previous iteration and current iteration. The samples can therefore be assigned to pseudo classes according to the class predicted in the previous iteration. The selection process is driven toward selecting the same number of samples from each pseudo class so to aim for representativeness and balance across classes. This enables the selection of informative samples across a diverse set of classifier boundaries in a multi class problem.

5 Experiments

We first describe the experimental setup for the transfer and fine-tuning training schemes that are tested. Then, we describe the evaluation datasets. Finally, we present the results and their analysis.

5.1 Setup

The experimental setup is designed to focus on the small annotation budgets, which is most challenging for AL. In our experiment, we use 200 samples for the transfer and fine-tuning initial AL budget. The AL process is then run for 15
Algorithm 1 Diversification algorithm

1: \( U \): a list of unlabeled samples sorted according to AF
2: \( k \): current iterative step
3: \( \text{top} \): a dictionary which assigns top class prediction in the iteration \( k-1 \) to all samples in \( U \)
4: \( b \): budget of samples to be selected
5: \textbf{procedure} \( \text{div}(U, \text{top}, b) \)
6: Build \( L \): list of samples selected from \( U \) of length \( b \)
7: while \( \text{len}(L) \leq b \) do
8: \( \text{seenclasses} = \text{empty list} \): reinitialize memory of classes
9: for each item \( i \) in \( U \) do
10: \( \text{topclass} = \text{top}[i] \): predicted class at iteration \( k-1 \) for sample \( U[i] \)
11: if \( \text{topclass} \) not in \( \text{seenclasses} \) then
12: if \( i \) not in \( L \) then
13: add sample \( i \) in \( L \)
14: add \( \text{topclass} \) in \( \text{seenclasses} \)
15: end if
16: end if
17: end for
18: end while
19: \( L = L[0:b] \)
20: return \( L \)
21: \textbf{end procedure}

iterations with 200 samples selected at each iteration. The total budget at the end of the process includes 3200 samples. Additional experiments with a higher budget setting are provided in the supplementary material.

We experiment with two training schemes. For comparability, a ResNet-18 architecture \[28\] is used as backbone of both of the training schemes tested here. The first scheme, noted \( FT \), is based on fine-tuning and mirrors the dominant approach in existing deep AL works \[11, 8\]. We fine-tune the pre-trained model for 80 epochs. All the parameters are optimised using stochastic gradient descent with Nesterov momentum of 0.9. The initial learning rate is 0.01 and is reduced by a factor of 10 when the train error rate plateaus for 10 epochs. We use a weight decay parameter of 0.001. The models are trained using the Pytorch framework. Thresholding \[29\] which is shown to be effective to mitigate imbalance for deep models is used in experiments with imbalanced datasets. The experiments are repeated for 5 runs and the average performance is reported.

\( FT \) can be suboptimal when the budget is small enough to optimize the large number of parameters of the DNN. An alternate to \( FT \) is to learn a SVM classifier over the features of the pre-trained model. Transfer learning scheme, noted as SVM here, has been proven to be beneficial when the number of annotated AL samples is limited \[15\]. In our work, we exploit the features of a pre-trained model on ILSVRC \[30\] dataset. The scikit-learn implementation of SVC classifier is used with standard default parameters. The cost sensitive SVM implementation is used for imbalanced datasets. The regularization parameter is selected using a cross-validation on the training data. While sub-optimal, the use of training data for validation necessary because of data scarcity specific to AL. The SVM training scheme is deterministic once the initial subset is selected.

5.2 Datasets

The acquisition function and the training schemes are tested on three publicly-available image classification datasets:

- \textit{Cifar100} \[31\] is designed for coarse-grained object classification.
- \textit{Food} – 101 \[32\] is focused on fine-grained food recognition
- \textit{IMN} – 100 is a subset of ImageNet which includes fine-grained classes (i.e. ImageNet leaves). Note that the intersection between \textit{IMN} – 100 and \textit{ILSVRC} is empty.

The three datasets are balanced and their main statistics are provided in Table \[1\]. In addition, we test our methods on three imbalanced datasets. \textit{MIT} – 67 \[33\] is designed for indoor scene recognition and is imbalanced. We also induce imbalance in \textit{Cifar100} and \textit{Food} – 101. An imbalance induction procedure was applied to \textit{Cifar100} and \textit{Food} – 101 for all datasets to have similar imbalance ratio for standardized comparison. The imbalance ratio is defined
Table 1: Dataset statistics.

| Dataset | Class | Train Images/class | Test images/class |
|---------|-------|--------------------|------------------|
| Cifar100| 100   | 500                | 100              |
| Food-101| 101   | 750                | 250              |
| IMN-100 | 100   | 1000               | 200              |

Table 2: Dataset statistics. \( \text{ir} \) is the imbalance ratio.

\[
\text{ir} = \frac{\sigma}{\mu}, \quad \text{with } \sigma \text{ standard deviation and } \mu \text{ the mean of images per class in the dataset.}
\]

as \( \text{ir} \) = \( \frac{\sigma}{\mu} \), with \( \sigma \) standard deviation and \( \mu \) the mean of images per class in the dataset. The main statistics of the obtained datasets are provided in Table 2.

Figure 2: Iterative active learning performance with SVM and FT training schemes at each of 15 iterative steps for balanced datasets Cifar100, Food-101 and IMN-100 with initial budget of 200 and total budget of 3200. 200 samples added at each iteration Best viewed in color.

5.3 Analysis of results

The results obtained for the three balanced datasets using the baselines and the proposed methods are presented in Figure 2. Note that we provide both the detailed evolution of accuracy across AL iterations and the averaged performance of each method. Globally, alamp and alamp - div provide the best performance across the three datasets for SVM training scheme. random acts as a strong baseline, especially for FT training scheme, where none of the methods that are tested can outperform random. Further the performance of SVM scheme is clearly higher than that of the usual FT scheme. This is an interesting result which is analyzed in detail in Subsection 5.4.

Here we discuss the performance of different AFs in the SVM training scheme. The average accuracy gain for the entire AL cycle is 2.4, 1.3 and 1.3 points for alamp compared rand for balanced versions of Cifar100, Food – 101 and IMN – 100 respectively. More interesting from a practical perspective, the number of samples required for achieving 50 percentage of accuracy for Cifar100 is 1800 with random or marg, 1600 for alamp and 1400 for alamp – div. Similarly for Food – 101, 40 percent accuracy is reached with around 1600 samples for random, 1400 samples with alamp and marg and 1200 samples for alamp – div. alamp – div avoids the annotation of 400 extra samples as compared to random to achieve 50 percent accuracy for Cifar100 and 40 percent accuracy for Food – 101. The performance gain is more limited for IMN – 100. Overall accuracy for this dataset is already quite high with SVM training scheme. This is an expected result, since IMN – 100 is closest to the ILSVRC dataset used to train the source model. alamp – div and alamp are still the best methods with 70 percent accuracy attained with 1000 samples with alamp and alamp – div, while rand and marg require 1200 samples.

marg outperforms random in the SVM training scheme, showing that SVM classifier provides reliable uncertainty estimates even at low budgets. In our experiments, marg becomes competitive to alamp at large budgets when the uncertainty estimates become stronger. This is explained by the fact that, as the accuracy of the model increases, uncertainty measures becomes more important to find the missing information. This is the case of IMN – 100, which has the highest overall accuracy among the three dataset tested. The accuracy of IMN – 100 is around 50 percent at the start of AL cycle and marg is more competitive for IMN – 100 than for the other two datasets.

core has suboptimal performance in the SVM training scheme for all datasets. This is particularly the case of Food – 101, which is most different from the ILSVRC dataset used as feature extractor. It gives comparable performance to other AFs in the FT training scheme where the feature extractor is updated along with the classifier.
Figure 3: Iterative active learning performance accuracy with SVM and FT training schemes at each of 15 iterative steps for imbalanced datasets Cifar100, Food-101 and MIT-67 with initial budget of 200 and total budget of 3200. 200 samples added at each iteration. *Best viewed in color.*

Figure 4: Imbalance profile (bottom) with SVM training schemes at each of 15 iterative steps for imbalanced datasets Cifar100, Food-101 and MIT-67 with initial budget of 200 and total budget of 3200. 200 samples added at each iteration. *Best viewed in color.*

*badge* is suited only for FT training scheme as it requires the gradients on the features. In SVM training scheme, the features are fixed and hence it is not possible to test *badge*. In the FT training scheme, *badge* also fails to provide any significant improvement over random.

5.4 Analysis of training schemes

A initial subset is needed to start the iterative AL process. It has two main impacts on the FT scheme as seen in Figure 2. First, at low budgets the fine-tuned model fails to provide strong probability estimates for the acquisition function. This is evident from the results where none of the tested AFs is able to conclusively outperform random sampling. It is also the case for *badge* which has shown improvement over random in [9]. The key difference is the lower budget setting studied in our work.

Figure 5: Iterative active learning performance for diversification applied to rand and marg with SVM training schemes at each of 15 iterative steps for Cifar100 with initial budget of 200 and total budget of 3200. 200 samples added at each iteration. *Best viewed in color.*
Second, the comparative analysis of the two training schemes shows that FT is largely outperformed by the transfer learning strategy for low AL budgets. The performance of FT scheme starts at 11.16, 13.19 and 32.65 percentage points for balanced Cifar100, Food − 10 and IMN − 100 respectively. The corresponding accuracy with SVM is significantly higher, with 25.5, 17.54 and 47.29 percentage points respectively. This is somewhat intuitive since deep model can be accurately trained only if a relatively large amount of data is available. FT lags behind even at the end of the AL process for CIFAR100 and IMN − 100 but becomes competitive for Food − 101. This last result is explained by the lower similarity between Food − 101 and ILSVRC compared to the other datasets. The efficiency of transfer learning is lower for this dataset, but still much better than fine-tuning in early phase AL.

The comparison of FT and SVM schemes has practical implications for AL. The training process is much quicker with SVM since it only requires an update of the shallow classifiers. Further, a cross-validation step can be envisaged to switch from SVM to FT training when FT outperforms SVM training scheme. As suggested by Food − 101 results, this happens once there are enough samples for a competitive training of deep models.

5.5 Impact on imbalanced datasets

The performance of the methods on imbalanced dataset for SVM scheme of annotated subset is presented in Figure 3. Both alamp and alamp − div provide improvement over the baselines methods. alamp provides average gain of 1.99, 0.9 and 1.49 points for Cifar100, Food − 101 and MIT − 67 respectively. The diversification component is particularly more effective for imbalanced datasets with gains of 3.59, 1.14 and 2.71 points respectively. For example, 50 percent performance on Cifar100, is reached with 1600 samples for alamp − div, while it takes atleast 2000 samples for any other best method. A possible explanation can be found in the imbalance profile of selected subsets (Figure 4). The imbalance profiles show the effectiveness of the methods alamp and alamp − div to mitigate the imbalance from being propagated to labeled subset. The results are reported after the use of effective techniques from imbalanced learning. The improvements with the proposed methods also shows the importance of tackling imbalance at the time of sample selection for imbalanced datasets.

5.6 Impact of diversification

The diversification procedure is effective for both balanced and imbalanced dataset, where alamp − div improves results over alamp. The key reason for its effectiveness is that alamp prioritizes samples with high certainty in the previous iteration. Even though the class prediction changes after the update of the model, samples having different class prediction with high confidence at the previous iteration are likely belong to different regions of representation space.

We also test the diversification procedure for standard acquisition functions rand and marg on Cifar100. core is not considered here as it already selects representative samples and also is not competitive with other AFs. The pseudo class for rand and marg is assigned using the current class prediction. The diversification results are presented in Figure 5, with rand − div and marg − div with diversified version of rand and marg respectively.

alamp − div still provides the best performance, but interestingly rand − div outperforms rand. The gain for rand − div is particularly higher at the start of the iterative cycle, where representative sampling is shown to be more important. marg − div has very little effect compared to marg. This is expected since marg sorts the samples in terms of uncertainty. Thus, the class predictions are not reliable and the diversification procedure becomes ineffective.

6 Conclusion

In our work, a transfer learning approach is explored as an alternative to classical fine tuning approach used in deep AL. We show that SVM classifier over fixed representation prove to be very effective alternative at lower budgets.

The main contribution of this work is the introduction of two new acquisition functions, alamp and alamp − div capture the dynamic nature of probability estimates of iterative AL models. They outperform competitive baselines over both balanced and imbalanced image classification datasets. A diversification component is introduced to combine the objectives of informativeness and representativeness. We tested the diversification procedure for random sampling, margin sampling and our proposed method. The diversified version of alamp is particularly effective compared to the other two sampling methods as alamp provides strong pseudo class predictions using the certainty measure from the previous iteration.

The result of the proposed informative measure and the diversification procedure is inconclusive for FT training scheme. This could be a result of evolving representation space with fine-tuning of model. In the future, we plan to explore ways to implement the proposed informative measure for fine-tuning scheme using different snapshots during the fine-tuning.
process. Further, larger pre-trained models learned on bigger datasets would allow transfer learning scheme to perform well in more application domains.
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