The Capillary Waves’ Contribution to Wind-Wave Generation

Harald Naeser

Abstract: Published theories and observations have shown that dissipation of gravity waves implies frequency downshifting of wave energy. Hence, for wind-waves, the wind energy input to the highest frequencies is of special interest. Here it is shown that this input is vital, because the direct wind energy input obtained by the air-pressure’s work on most gravity waves is slightly less than what the waves need to grow. Further, the wind’s input of the angular momentum that waves need to grow is found to be absent at most gravity wave frequencies. The capillary waves that appear at the surface of the sea when the wind is blowing solve these problems. To demonstrate this, an extension of linear wave theory is established to study possibilities and limitations for transfer of energy and angular momentum from the wind to waves through these frequencies. The theory describes regular, gravity–capillary waves with constant amplitude under laminar conditions. It includes surface tensions, viscosity, gravity and a wind-generated shear current, and shows that these waves—contrary to most gravity waves—receive more energy from the wind than they dissipate and angular momentum they cannot keep. Hence, the problem of the missing input of energy and angular momentum from wind to gravity waves is solved by transfers through the capillary waves. This implies that capillary waves are vital to obtain growing gravity waves.
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1. Introduction

When wind-waves grow, capillary waves are usually present on major parts of the surface of the sea. Under stable wind conditions, a continuous wave spectrum exists between the low-frequency peak and the capillary waves at the high-frequency tail, called the saturation range. According to [1], frequency downshifting of gravity waves is a consequence of dissipation, particularly due to breaking waves. It implies that some wind energy must enter the waves at the high-frequency tail. As shown in [2] and elaborated in [3], progressive waves also need angular momentum to exist. In [2,4] it is shown that if the wave’s angular momentum is conserved, dissipation implies frequency downshifting of gravity waves. An aim here is therefore to learn to what extent the capillary waves supply energy and angular momentum to gravity waves.

According to [5], there is an “absence of fundamental understanding” of wind-wave generation. It is stated more specifically in [6]: “In particular, the role of molecular viscosity, generation of capillary ripples, and microbreaking or breaking has not been clearly identified and quantified up to now”. The aim here is to approach an answer to such problems.

Molecular shear stresses due to capillary waves and wind-induced shear flows are strongest in the upper millimetres of the sea—in the thin, vortical wind-drift layer—where capillary waves dominate the dynamics. A linear theory for regular high-frequency waves in a viscous shear flow is therefore established in Section 2. It is the basis for the study of these wave’s contribution to the wind-wave generation process in the following sections.

Published measurements of wind-driven currents [7–9] show, within the accuracy of the measurements, a current with constant vorticity immediately below the surface. Vorticities of currents are available from two of them. They differ considerably. One dataset is published in Figure 5a in [9]. The author states that “The current immediately below
the surface varies linearly with depth”. The data shown in Figure 1a are extracted from Figure 5a in [9]. They show the current $U_C(z)$ as a linear function of the vertical coordinate $z$ in the upper 3 mm of the water for a series of different wind speeds $U_w$. Within the accuracy of the measurements, the vorticity of the current, $V_C \equiv dU_C/dz$, was found to be a function of $U_w$ but independent of the distance from the surface and the time $t$. Figure 1a is based on these results, where the broken line is:

$$V_C = \begin{cases} 
6.5 \text{ m}^{-1} (U_w - 1 \text{ m/s}) & (1 \text{ m/s} \leq U_w < 9.77 \text{ m/s}) \\
57 \text{ s}^{-1} & (9.77 \text{ m/s} \leq U_w \leq 14 \text{ m/s}).
\end{cases}$$

(1)

Be aware that $V_C$ is most likely not zero for wind speeds below 1 m/s.

Similar data are available from Figure 2 in [10], here shown in Figure 1b. Their mean value of $V_C$ is 3.8 s$^{-1}$. Even if their vorticities are based on data from only two depths, and the surface values therefore may deviate from the values in Figure 1b, the shown vorticities in the upper 3 mm are an order of magnitude smaller than the values in [9].

**Figure 1.** The current’s vorticity $V_C$ as a function of the wind speed $U_w$ in the upper 3 mm below the surface. (a) Data from [9], Figure 5a. Each point is based on two to four data points. (b) Data from [10], Figure 2. Each point is based on two data points.

In [8] it is shown that the presence of turbulence in the upper millimetres implies a much smaller vorticity compared to laminar conditions at the same wind speed. Evidence
of the two regimes is visible when the wind blows (see Figure 2). Blank ribbons show where capillary waves are absent. A life at the seaside has taught me that similar blank areas are observed at many almost fixed locations without plants that reach the surface. They are therefore not the result of debris or pollutions drifting by. There is no significant fresh water source nearer the open sea in the area. Hence, during the dry summers in the area, a freshwater layer during rising tides is unlikely. Similar blank ribbons are common in the turbulent wakes behind boats and ships. In the absence of other alternatives, the conclusion is therefore that the upper millimetres of the sea in the area consist of homogenous water that usually is partly turbulent and partly laminar. Further, the vorticity of the current is supposed to be sufficiently constant so as to be treated as though it is not a function of the time and the distance below the surface. As nothing but surface values are needed until Section 3.5, a further discussion of the problem is omitted until then.

On calm, rainy days, a similar difference between blank and rough surfaces can be observed. Then the surface is separated in areas where some appear blank with small rings from the raindrops while the rest appear as continuous rough surfaces—the result of a myriad of intersecting rings with an average diameter much bigger than the average diameter of the rings at the blank parts of the surface. Turbulence and absence of turbulence may explain the difference in this case, as well. Why it is like that is not further discussed.

An overwhelming number of papers explore the existence of surface waves and currents. Of these, only the few papers that contain relevant information for the present theory are referred to. On the other hand, particularly due to the consequences of including angular momentum, the present theory may be useful in future works on waves.

2. Basic Theory of Wind-Supported Waves

2.1. Introduction

This theory describes waves with a constant amplitude under laminar conditions, here denoted wind-supported waves. It adopts (1) (based on [9]) to obtain a connection between waves and wind, even if the measurement technique in [9] implies that the accuracy should be questioned.

As in [11,12], waves in a shear flow are studied. However, while gravity waves in a viscous fluid are studied in [12], surface tension is also included here. Since the water depth is of minor importance, deep-water waves are considered. The theory is based on the theory of “free waves”, e.g., Airy’s linear, two-dimensional, regular wave theory [13] or similar. The term “capillaries” refers to waves at frequencies where surface tension is dominating over gravity, while the term “gravity waves” refers to waves at lower frequencies where gravity dominates the dynamics.

The aim is to study the capillaries’ part in the wind-wave generation process by elementary analytical tools. Such waves cover major parts of the surface in the upper left part of Figure 3. In its lower part, you can see many cases of capillaries at sharp peaks with smooth troughs at the other side of the peak. They seem to be similar to the parasitic capillaries studied among others in [14,15].

As a basis for the theory, clean, homogenous water is considered. Hence, contaminations that imply a variable surface tension along the surface, as studied in [16], or oil on the surface, as discussed in [17], are not covered by the theory.

Since Figure 3 shows that long-crested, wind-supported capillaries appear when gravity waves are present, a two-dimensional wave theory is supposed to be relevant for the study of such waves. The waves are described by adding terms that support vertical flows of energy and momentum to the free wave theory.
2.2. Basis

The theory adopts Eulerian description in a coordinate system where the water far below the surface is at rest. The unit vectors \( \mathbf{i}, \mathbf{j} \) and \( \mathbf{k} \) are in the directions of the \( x, y \) and \( z \) axes, respectively. The current \( \tilde{U}(x, z, t) \) is a function of the time \( t \) when measured in a fixed point, since the current follows the sinusoidal surface up and down. Its mean value over a wave period is \( U(z, t) \).

As shown in Figure 4, two different phase speeds are adopted: \( C \) relative to the origin and \( c(z) \) relative to \( U \). Similarly, the circular wave frequency relative to the origin is \( \Omega \) while the circular frequency of the water is \( \omega(z) \). From now on, arguments are usually included the first time a variable appears only.

![Figure 3. Waves generated by a fresh breeze from the right. Fetch length \( \approx 250 \) m.](image)

![Figure 4. \( C \) is the phase speed relative to the origin and \( c(z) \) the phase speed relative to the current \( U(z) \). The \( y \) axis points away from the reader.](image)

The shear stresses from the wind imply that \( U \) is a function of \( t \) so that \( C \) and \( \Omega \) are functions of \( t \), as well. However, the acceleration of \( U \) is negligible compared to the harmonic acceleration terms. Hence, \( C \) and \( \Omega \) are treated as constants and \( U \) as a function of \( z \) only. Further, the wave number is \( \kappa = 2\pi / \lambda \) where \( \lambda \) is the wavelength.

As shown in Figure 4, if the velocities are connected by

\[
C = U + c(z)
\]
then \( \kappa = \Omega/C = \omega'(z)/c(z) \). Hence, when (2) is multiplied by \( \kappa \), then

\[
\Omega = \kappa U + \omega. \tag{3}
\]

The vertical position of a fluid element is

\[
\eta(x, z, t) = \eta(z) \cos(\theta(x, z, t)) = \eta_0 e^{kz} \cos \theta. \tag{4}
\]

The \( \sim \) shows that a variable, in this case \( \eta \), has at least one sinusoidal term—here, with amplitude \( \eta_0 \). Index 0 shows that a variable, in this case \( \eta \), is the value of \( \eta \) at \( z = 0 \).

The constant \( k \) in the exponent of the exponential function does not have to be equal to \( \kappa \). Hence, we allow two wave numbers. Further, \( \theta \) is allowed to be a function of \( z \):

\[
\theta = \Omega t - \kappa x - \beta(z) \tag{5}
\]

where \( \beta \) is a phase angle relative to \( z = 0 \). Hence, \( \beta(0) \equiv \beta_0 = 0 \).

The velocity is described by its two components \( \tilde{u}(x, z, t) \hat{i} \) and \( \tilde{w}(x, z, t) \hat{k} \). When higher order, harmonic terms are omitted, then \( \tilde{w} \equiv d\tilde{\eta}/dt = \partial \tilde{\eta}/\partial t + U\partial \tilde{\eta}/\partial x \), from which

\[
\tilde{w} = -\eta(\Omega - \kappa U) \sin \theta. \tag{6}
\]

The amplitude of \( \tilde{w} \) is then

\[
w = \omega \eta. \tag{7}
\]

The wave’s contribution to the horizontal velocity component \( \tilde{u} \) is

\[
\tilde{u}_W(x, z, t) = u(z) [\cos \theta + \alpha(z) \sin \theta]. \tag{8}
\]

Here, \( \alpha \) allows a phase difference between \( \tilde{u}_W \) and \( \tilde{\eta} \). It implies that the dynamical pressure of the water at the surface, and therefore of the air at the surface, can be partly in phase with the vertical velocity of the water. In that way, it allows for the sheltering effect Refs. \([18,19]\).

Let \( t \) replace \( \partial / \partial z \) and let \( V \equiv U' \). Then, the mean value of the horizontal component of the equation of motion is

\[
\frac{\partial U}{\partial t} = \nu V'. \tag{9}
\]

where \( \nu \) is the kinematic viscosity. Near the surface, the acceleration of \( U \) is negligible compared to the accelerations of \( \tilde{u} \) and \( \tilde{w} \). It is therefore sufficiently accurate to consider that \( \partial U/\partial t = 0 \). Then, (9) implies that \( V' = 0 \), i.e., as expected from the measurements in \([9]\). It is not so throughout the wave zone at depths where the acceleration of \( \tilde{u} \) and \( \tilde{w} \) are of the same order of magnitude as \( \partial U/\partial t \). There, \( V' \) might be positive, e.g., a logarithmic function.

In Figure 3, however, where the capillaries are riding on long gravity waves compared to the wave lengths of the capillaries, it is hardly relevant to expect any such current, as the vorticity of the flow near the surface of gravity waves varies between negative and positive values. Hence, the wind drift implies variations in \( V \) along the surface, and under such conditions, \( V' \) may be nonzero, even at the surface.

It should also be noted that the increase in momentum due to wind shear stresses does not end up as increasing currents only, but also as Stokes drift of the growing gravity waves. It is a possible explanation for why \( U \) was not observed as a function of \( t \) in \([9]\), and therefore why \( V' = 0 \). The shear force obtained by \( \rho \nu V \) provides a vertical flux of momentum downwards. The opposite flux may be provided by the term \( \rho \tilde{u} \tilde{w} \). Then the curvature of \( V \) is reduced. Thus, to keep the theory simple, we let \( V' = 0 \) and leave the problems of a variable \( V \) to be solved by other means.
Since the current in a fixed point is a function of an oscillating vertical distance from the surface, and \( V \) is supposed to not be a function of \( z \), the horizontal component of the current in a fixed point is defined as \( \tilde{U} = U - V \eta \cos \theta \), so that

\[
\tilde{U} = U - V \eta \cos \theta. \tag{10}
\]

When (8) and (10) are inserted in the sum of the contributions from current and waves, i.e., \( \tilde{u} = \tilde{U} + \tilde{u}_W \), then

\[
\tilde{u} = U + (u - V \eta) \cos \theta + au \sin \theta. \tag{11}
\]

Since \( V \) is not a function of \( z \), \( c = c_0 - Vz \), so that

\[
\omega = \omega_0 - \kappa Vz. \tag{12}
\]

In the following, relations between the variables are established. Since \( U \) and \( V \) may not be exactly constant, approximations are frequently adopted to simplify formulae when it can be done without significant losses of accuracy.

2.3. Continuity

The equation of continuity is \( \partial \tilde{u} / \partial x + \tilde{w}' = 0 \). By differentiation of (11), it follows that \( \partial \tilde{u} / \partial x = \kappa (u - V \eta) \sin \theta - axu \cos \theta \) and by differentiation of (6), it follows that \( \tilde{w}' = (\kappa V \eta - \omega \eta') \sin \theta + \beta' w \cos \theta \). Hence, the equation of continuity can be written

\[
(\beta' w - axu) \cos \theta + (\kappa u - \omega \eta') \sin \theta = 0. \tag{13}
\]

As (13) is valid for any \( \theta \), two separate equations are obtained:

\[
\frac{u}{w} = \frac{\beta'}{\alpha \kappa} \tag{14}
\]

and

\[
u = c \eta'. \tag{15}
\]

It is practical to define a constant \( I = u/w \). (\( I = 1 \) for deep water free waves.) Then, from (7)

\[
I = I \omega \eta. \tag{16}
\]

Equations (15) and (16) imply that \( I \omega \eta = c \eta' \). Since \( c = \omega / \kappa \), it follows that \( \eta' = I k \eta \), where \( I k \) is a product of two constants. By choosing \( k = I k \), then, as in (4),

\[
\eta = \eta_0 e^{kz}. \tag{17}
\]

Let

\[
B = I - \frac{V}{\omega} \tag{18}
\]

and to avoid the product \( I \alpha \) appearing frequently, let

\[
\varepsilon = I \alpha. \tag{19}
\]

Then, (11) can be written

\[
\tilde{u} = U + \omega \eta (B \cos \theta + \varepsilon \sin \theta). \tag{20}
\]

In summary, the relative wave number is

\[
I = \frac{k}{\kappa} = \frac{u}{w} = \frac{\beta'}{\alpha \kappa} = \frac{\varepsilon}{\alpha} = B + \frac{V}{\omega'.} \tag{21}
\]
It shows how continuity restricts the dynamics of waves in an incompressible fluid with shear currents.

2.4. The Air Pressure at the Surface

If regular waves are described in a coordinate system where \( C = 0 \), then, since the amplitude is constant, what we get is a flow of water below a surface at rest. Since the air pressure at the surface, \( \tilde{p}_{\text{air}} \), acts perpendicularly to the velocity of every fluid element at the surface, it cannot transfer energy through the surface at any point, not even to steep waves. Hence, when no other waves are present, viscous shear stresses replace dissipated wave energy and increase the thermal energy of the water (the temperature) while the air pressure’s work is zero.

In general, work is not invariant to coordinate transformations. This case, however, is different. Since the wave height is constant, the mechanical energy of the system of waves and currents is not a function of \( t \), whether \( C = 0 \) or \( C \neq 0 \). In addition, the temperature, i.e., the thermal energy, is the same in both cases. Since the work performed by shear stresses is a function of the local vorticity and not \( C \), it is the same in both cases. Therefore, to avoid violation of the energy principle, the total work performed by the air pressure when \( C \neq 0 \) equals the work when \( C = 0 \). As it is zero when \( C = 0 \), it is also zero when \( C \neq 0 \). It implies that \( \tilde{p}_{\text{air}} \) is constant in time and space when the wave height is constant.

The air pressure is not constant for growing waves, however. That problem is treated mathematically in Section 3.1. Neither is it necessarily constant if the waves ride on waves with another phase velocity, as in Figure 3, since it is then impossible to find a coordinate system where the surface is at rest. However, the deviations from a constant pressure over a wavelength are supposed to be negligible for capillaries with wavelengths decades smaller than the wavelengths of the gravity waves they are riding.

2.5. The Equation of Motion, Horizontal Component

The derivatives needed in the following are shown in Table 1, together with the equation numbers from which they are derived. In (T11) and (T22)

\[
\tilde{a}_x = \frac{\text{d} \tilde{u}}{\text{d} t} = \frac{\text{d} \tilde{u}}{\text{d} x} + U \frac{\partial \tilde{u}}{\partial x} + V \tilde{w} \tag{22}
\]

and

\[
\tilde{a}_z = \frac{\text{d} \tilde{w}}{\text{d} t} = \frac{\partial \tilde{w}}{\partial t} + U \frac{\partial \tilde{w}}{\partial x}. \tag{23}
\]

In (22) and (23), second order terms of the harmonic functions are omitted.

When (9) is taken into account, the horizontal component of the equation of motion is

\[
\frac{\partial}{\partial x} \tilde{p}(x, z, t) = -\rho \tilde{a}_x + \rho \nu \nabla^2 \tilde{u} \tag{24}
\]

where \( \tilde{p} \) is the pressure, \( \rho \) the density and \( \nabla^2 = \partial^2 / \partial x^2 + \partial^2 / \partial z^2 \). When (T 11) and (T15) are adopted,

\[
\frac{\partial \tilde{p}}{\partial x} = \rho \eta \left\{ \left[ -\varepsilon \omega^2 + \nu k^2 (l^2 - 1) \right] B \omega - 3 \nu \kappa^2 V \right\} \cos \theta + \left[ l \omega^2 + \nu \left( 3 \varepsilon k^2 + 3 \varepsilon' \kappa B - \varepsilon \kappa^2 \right) \omega - 6 \varepsilon v \kappa V \right] \sin \theta \}. \tag{25}
\]
Table 1. Derivatives. Approximations: $\partial U/\partial t = 0$, $V' = 0$, $\varepsilon^2 = 0$.

| Formula | Derived from; by Using | Equation |
|---------|------------------------|----------|
| $\eta' = k\eta$ | (17) | (T1) |
| $\partial \theta / \partial x = -\kappa$ | (5) | (T2) |
| $\partial \theta / \partial t = \Omega$ | (5) | (T3) |
| $\theta' = -\varepsilon\kappa$ | (3); (14), (19) | (T4) |
| $\omega'' = -\kappa V$ | (3) | (T5) |
| $B' = -\kappa(1 - B)^2$ | (18); (T5) | (T6) |
| $N' = \kappa N(1 - B)$ | (27); (18), (T5) | (T7) |
| $(B\omega)' = -kV$ | (18), (21); (T5) | (T8) |
| $\partial u / \partial t = -\omega\Omega\eta(B \sin \theta - \varepsilon \cos \theta)$ | (20); (T3) | (T9) |
| $\partial u / \partial x = \omega k\eta(B \sin \theta - \varepsilon \cos \theta)$ | (20); (T2) | (T10) |
| $\tilde{a}_z = -\omega^2 \eta(1 \sin \theta - \varepsilon \cos \theta)$ | (22); (6), (T9), (T10) | (T11) |
| $\partial^2 \tilde{u} / \partial x^2 = -\omega^2 \eta(B \cos \theta + \varepsilon \sin \theta)$ | (T11); (T2) | (T12) |
| $\tilde{u}'' = V + \eta \{ k(B\omega - V) \cos \theta + \omega(2 \varepsilon k B + \varepsilon') \sin \theta \}$ | (20); (18), (T1), (T4), (T5), (T6) | (T13) |
| $\tilde{\omega}'' = \eta \{ k(B\omega - 3V) \cos \theta + [\omega(3k^2 - \varepsilon^2 + 3\varepsilon' k B) - 6\varepsilon k V] \sin \theta \}$ | (T15); (18), (T1), (T4), (T5), (T8), (T10) | (T14) |
| $\nabla^2 \tilde{u} = \eta \{ k(B\omega x^2 (I^2 - 1) - 3\varepsilon x \cos(\varepsilon' \cos B) - 3k^2 V) \cos \theta + [\omega(3k^2 - \varepsilon^2 + 3\varepsilon' k B) - 6\varepsilon k V] \sin \theta \}$ | (T12), (T14) | (T15) |
| $\partial \tilde{u} / \partial t = -\Omega \omega \eta \cos \theta$ | (6); (T3) | (T16) |
| $\partial \tilde{u} / \partial x = \omega k \eta \cos \theta$ | (6); (T2) | (T17) |
| $\partial^2 \tilde{u} / \partial x^2 = \omega^2 \eta \sin \theta$ | (T17); (T2) | (T18) |
| $\tilde{u}'' = -\kappa \omega \eta(B \sin \theta - \varepsilon \cos \theta)$ | (6); (18), (T1), (T4), (T5) | (T19) |
| $\tilde{\omega}'' = -\kappa \eta(1k \omega - 2kV) \sin \theta - \omega(2\varepsilon k B + \varepsilon') \cos \theta$ | (T19); (18), (T1), (T4), (T5), (T8) | (T20) |
| $\nabla^2 \tilde{\omega} = -\kappa \eta \{ [k \omega (I^2 - 1) - 2kV \sin \theta - \omega(2\varepsilon k B + \varepsilon') \cos \theta \}$ | (T18), (T20) | (T21) |
| $\tilde{a}_z = -\omega^2 \eta \cos \theta$ | (23); (6), (T16), (T18) | (T22) |
| $\partial \tilde{p} / \partial x = \rho \varepsilon \omega \sin \theta$ | (28); (T2) | (T23) |
| $\tilde{p}' = \rho \varepsilon \omega \eta(1\omega - 2V) \cos \theta + \varepsilon \omega \sin \theta$ | (28); (16), (T1), (T4), (T5) | (T24) |

From Section 2.4 it follows that the air pressure at the surface, $p_{\text{air}}$, is not a function of $x$. Then, the water pressure is proportional $\cos \theta$ so that $\partial \tilde{p} / \partial x \propto \sin \theta$. Hence, the sum of the terms in the brackets on the upper line is zero. It implies that

$$
\varepsilon = \left[ (3B - 2I)^2 - B \right] N
$$

where

$$
N = \frac{\nu \kappa^2}{\omega^2}.
$$

Since $|\varepsilon| < 10^{-4}$ for all values of $\lambda$ and $z$, then, within the accuracy of the theory, $\varepsilon = \alpha = 0$. Then the terms in the brackets of the lower line of (25) are reduced to $I\omega^2$. Hence, integration of (25) with respect to $x$ implies that

$$
\tilde{p} = \tilde{p}_{\text{air}} + \rho \varepsilon \omega \sin \theta.
$$

2.6. Phase Speed and Frequency

Phase speeds of gravity waves on shear currents of various $z$-dependencies are calculated by [20–25] and others. They found that the phase speed relative to the water at the
surface is slightly smaller than the speed of free waves and that the effect of wind is small. An alternative approach follows, based on the present wave theory.

According to Equation (3.6.9) in [26], the pressure difference across the surface is

\[ \tilde{p}_{\text{air}} - \tilde{p}_s = -\tau \frac{d^2 \eta_0}{dx^2} \] (29)

where \( \tau \) is the surface tension. Since \( \tilde{p}_{\text{air}} \) is constant when the amplitude is constant, the harmonic terms of (29) are

\[ \tilde{p}_s = \tau \kappa^2 \eta_0 \cos \theta_0. \] (30)

Equation (28) implies that the pressure at \( z = 0 \) (where \( \tilde{\eta}_0 \geq 0 \)) is

\[ \tilde{p}_0 = \rho l \omega_0 \eta_0 \cos \theta_0. \] (31)

The acceleration of gravity (\( g \)) implies that \( \tilde{p}(x, z, t) = \tilde{p}_0 - \rho gz \). Hence, at the surface level, where \( z = \eta_0 \cos \theta \),

\[ \tilde{p}_s = \tilde{p}_0 - \rho g \eta_0 \cos \theta_0. \] (32)

By inserting from (30) and (31) in (32), then

\[ \tau \kappa^2 = \rho l \omega_0 \omega_0 \eta_0 \cos \theta_0. \] (33)

According to [27], Section 267, Equation (2), the phase speed of free waves \( c_f = (g/\kappa + \kappa \tau / \rho)^{1/2} \). Hence, with \( \omega_f \) as the circular frequency of free waves,

\[ \left( \frac{c_0}{c_f} \right)^2 = \left( \frac{\omega_0}{\omega_f} \right)^2 = \frac{1}{I}. \] (34)

According to [20–25], \( c_0 \) is slightly smaller than \( c_f \). Hence, \( I \) must be slightly greater than 1.

2.7. The Equation of Motion, Vertical Component

The harmonic terms of the vertical component of the equation of motion are

\[ \rho \ddot{\tilde{u}} = -\tilde{p}' + \rho v \nabla^2 \tilde{w}. \] (35)

By inserting from (T22), (T24) and (T21), and since \( \varepsilon = 0 \), the \( \cos \theta \) terms imply that

\[ -\omega = -\left( \hat{I}^2 \omega - 2V \right) + v(2\varepsilon \kappa - \kappa). \] (36)

By adopting (18) and (27), (36) implies that

\[ B = \frac{\hat{I}^2 + 1 - N}{2I}. \] (37)

For all frequencies, (37) implies that \( B_0 = 1 \). (\( B_0 \) and \( N_0 \) are the values of \( B \) and \( N \) at \( z = 0 \)). Hence, the difference between \( \tilde{u} \) and \( \tilde{w} \) vanishes at the surface. In the capillary range, \( B_0 \) deviates from 1 with less than \( 10^{-4} \) when it is calculated from (37). By using \( B_0 = 1 \) in (38),

\[ I = 1 + \sqrt{N_0}. \] (38)

2.8. Numerical Results

Numerical values are shown in Table 2. The case where \( \lambda = 3.08 \, \text{mm at } 0 \, ^\circ \text{C} \) is omitted, because then the upper line of (1) is not valid. Under breeze conditions, the table shows
that wave lengths between 3 and 5 mm are dominating, a result that is easily confirmed by visual observations of the sea.

Table 2. Numerical values under laminar surface conditions.

| \( \lambda (\text{mm}) \) | 3.08 | 4.00 | 5.00 | 7.00 | 10.00 | 15.00 | 30.00 | 40.00 | \( \text{Input} \) |
|-----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \( \kappa (\text{mm}^{-1}) \) | 2.040 | 1.571 | 1.257 | 0.898 | 0.628 | 0.419 | 0.209 | 0.157 | \( 2\pi/\lambda \) |
| \( \omega_0 (\text{s}^{-1}) \) | 20 °C | 777.20 | 531.93 | 396.80 | 242.75 | 152.75 | 95.69 | 51.55 | \( 42.24 \) |
| \( \omega_0 (\text{s}^{-1}) \) | 0 °C | 521.01 | 384.15 | 240.09 | 151.16 | 94.32 | 50.48 | 42.07 | (33) |
| \( N_0 \cdot 10^3 \) | 20 °C | 3.35 | 4.64 | 4.08 | 3.32 | 2.58 | 1.834 | 0.851 | 0.584 |
| \( N_0 \cdot 10^3 \) | 0 °C | 8.44 | 7.43 | 6.03 | 4.69 | 3.33 | 1.539 | 1.056 | \( 1.068 \) |
| \( I \) | 20 °C | 1.073 | 1.068 | 1.064 | 1.058 | 1.051 | 1.043 | 1.029 | 1.024 |
| \( I \) | 0 °C | 1.092 | 1.086 | 1.078 | 1.069 | 1.058 | 1.040 | 1.040 | 1.036 |
| \( V (\text{s}^{-1}) \) | 20 °C | 56.87 | 36.23 | 24.71 | 13.98 | 7.77 | 4.08 | 1.504 | 1.021 |
| \( V (\text{s}^{-1}) \) | 0 °C | 48.34 | 32.99 | 18.68 | 10.37 | 5.48 | 2.01 | 1.367 | \( 1.367 \) |
| \( U_w (\text{m/s}) \) | 20 °C | \( \geq 9.75 \) | 6.57 | 4.80 | 3.15 | 2.18 | 1.62 | 1.23 | 1.16 |
| \( U_w (\text{m/s}) \) | 0 °C | 8.44 | 6.08 | 3.87 | 2.60 | 1.84 | 1.31 | 1.21 | (1) |

\( \tau = 0.074 \text{ N m}^{-1}, \quad g = 9.81 \text{ m s}^{-2}, \quad \rho = 1000 \text{ kg m}^{-3}, \quad v(0 \text{ °C}) = 1.8 \text{ mm}^2 \text{s}^{-1}, \quad v(20 \text{ °C}) = 1.0 \text{ mm}^2 \text{s}^{-1}. \) (The wind speed \( U_w \) is not calculated by the theory but based on (1), i.e., measurements.)

\[ I = 1 + V/\omega_0 = 1 + \sqrt{N_0} \text{ so that} \]

\[ V = \omega_0 \sqrt{N_0} = \sqrt{\nu k \omega_0}. \]  

It shows that if \( V \) is reduced to the values shown in Figure 1b, the viscosity must be reduced below molecular viscosity if the theory shall provide frequencies like those observed. The observed wind-generated capillaries at sea therefore imply a laminar boundary layer.

The relationship between \( \lambda \) and \( U_w \) confirms—at least approximately—these visual observations: the shortest wavelengths are observed at the highest wind speeds, and the wavelength is approximately 3 mm at a fresh breeze, while wavelengths above 40 mm can be observed at very light winds. Figure 5 shows capillaries at an intermediate wavelength before wave–wave interactions had time to generate other waves. The wave heights seem to be approximately 1 mm or less for all wavelengths, including the capillaries in Figures 2, 3 and 5.

![Figure 5. Wind-supported capillaries and autumn leaves in a pond shortly after a sudden onset of a gentle breeze. Stipulated wavelength: 7–10 mm. Stipulated wave height: 1 mm. Temp.: 0 °C.](image)
The author is not aware of published simultaneous measurements of $\lambda$ and $V$. Since the relation between the two follows from adopting fundamental equations of fluid dynamics, there is in any case no room for alternatives to those given in Table 2.

While the theory gives a reasonable relationship between wind measurements in [9] and the wavelengths of high-frequency waves, it does not at all explain the existence of ocean waves at much lower frequencies. If wind-supported waves could have such frequencies, the measurements in [9] would imply a wind speed below 1 m/s. At such frequencies, the present theory is reduced to an ordinary, linear gravity wave theory where the viscosity is negligible, i.e., to Airy’s wave theory [13].

If the present theory is relevant for the description of the capillaries in Figure 3, the theory must show that the energy input from the wind to the waves is sufficient to overcome the dissipation. If the wind energy input exceeds the dissipation, then wave–wave interactions may transfer the excess energy to lower wave frequencies. To investigate this, the vertical energy flow to the waves and the dissipation inside the waves are calculated in Section 3. Since the theory of free gravity waves is a special case of the theory of wind-supported waves (with $I = 1$), Section 3 is valid for waves at any frequency.

3. Vertical Flux of Energy through the Surface

3.1. Introduction

For waves to grow, the energy input from the wind must continue downwards from the surface. At the surface, it equals the flux of energy through the surface, i.e., the wind’s energy input to the waves. Hence, the aim here is to calculate the vertical flux of energy in the water at the surface.

3.2. The Air Pressure’s Primary Contribution

Let $\eta_0$ grow because of input of wind energy. Then, based on (4), the vertical velocity component of a specific fluid element is

$$\tilde{w}(x, z, t) = \frac{d\tilde{\eta}(z, t)}{dt} = \frac{\partial \eta_0}{\partial t} e^{kz} \cos \theta - \omega \eta_0 e^{kz} \sin \theta.$$  \hfill (40)

The vertical component of the equation of motion is

$$\tilde{p}' = -\rho g - \rho \frac{\partial \tilde{w}}{\partial t} - \rho U \frac{\partial \tilde{w}}{\partial x} + \rho \nu \nabla^2 \tilde{w}.$$ \hfill (41)

A pressure that fulfils (41) is

$$\tilde{p} = p_0 - \rho g z - \frac{p}{k} \left( \frac{\partial \tilde{w}}{\partial t} + U \frac{\partial \tilde{w}}{\partial x} - \nu \nabla^2 \tilde{w} \right).$$ \hfill (42)

With $\langle \rangle$ to denote the mean value over a wavelength, $\tilde{p}$ provides a mean vertical energy flux:

$$E_f(z) = \langle \tilde{w} \tilde{p} \rangle.$$ \hfill (43)

In the following, energy, dissipation, momentum, angular momentum and their vertical fluxes are treated per unit surface area.

To calculate energy flux from (43), the five terms of (42) are treated separately. Then, with $\tilde{w}$ from (40), $\langle \tilde{w} p_0 \rangle = 0$, $\langle \tilde{w} pgz \rangle = 0$ and $\langle \tilde{w} U \partial \tilde{w} / \partial x \rangle = 0$ while the two remaining terms contribute to (43) with

$$\langle \tilde{w} \frac{\partial \tilde{w}}{\partial t} \rangle = \frac{1}{2} \frac{\partial}{\partial t} \left[ \left( \frac{\partial \eta_0}{\partial t} \right)^2 + (\omega \eta_0)^2 \right] e^{2kz}$$ \hfill (44)

and

$$\langle \tilde{w} \nabla^2 \tilde{w} \rangle = \frac{1}{2} \left( I^2 - 1 \right) k^2 \left[ \left( \frac{\partial \eta_0}{\partial t} \right)^2 + (\omega \eta_0)^2 \right] e^{2kz}.$$ \hfill (45)
Since the flux is downwards, $E_f(z) < 0$. Hence, the non-viscous part of (43) implies that the dynamical air pressure performs a work $W_1 = -E_f(0)$. It is

$$W_1 = \frac{\partial}{\partial t} \left[ \frac{\rho}{2k} \left( \frac{\partial \eta_0}{\partial t} \right)^2 + \frac{\rho}{2l} \c_0 \omega_0 \eta_0^2 \right].$$

(46)

The first term in the brackets is the energy related to growing waves, while the second term is the energy as given by the theory of free waves with constant amplitude. By, as a first step, assuming that the total mechanical energy $E$ of growing waves is no more than the sum of the two terms in the brackets, and since $\eta_0$ is a function of $t$ only, (46) implies that

$$W_1 = \frac{dE}{dt}.$$  

(47)

The equations above are the same for all higher order terms, as well, and therefore for the sum of them, i.e., for the total work and total wave energy. Hence (47) implies, as we saw in Section 2.4, that, if the amplitude is constant, the dynamical air pressure provides no energy input to the waves. At least equally important, it implies that if the waves grow due to $W_1$, the dynamical air pressure supplies exactly the energy needed for free waves to grow in an ideal fluid, a result that is valid for all wave frequencies, as well as for the gravity waves for which we expect that $I = 1$.

Water, however, is not an ideal fluid. Hence, when the dissipation of a real fluid is considered, $W_1$ is smaller than required to obtain growing water waves. Without energy supply to overcome dissipation, the wave height cannot grow, whether ordinary gravity waves or wind-supported capillaries. Therefore, this problem requires a more detailed study.

3.3. The Air Pressure’s Second Contribution

While $W_1$ is based on (44), (45) implies a transfer of energy downwards if $I \neq 1$. Then, since $B_0 = 1$ so that $V/\omega_0 = I - 1$, and by adopting (51), the work due to the viscous terms of (43) is

$$W_2 = \frac{\mu K}{2l} (I - 1)^2 \left( \frac{V}{\omega_0} \right)^2 \left( \frac{\partial \eta_0}{\partial t} \right)^2 + (\omega \eta_0)^2.$$  

(48)

where $\mu = \rho v$. It is a remarkable consequence of the vortical current. As it is based on (43), which includes $\tilde{p}$, it depends on the presence of both pressures and viscous shear stresses. Further, if $I = 1$, then $W_2 = 0$. Hence, this second contribution by wind does not apply to gravity waves.

Apart from the initial growth of the waves, the first term in the brackets is much smaller than the second. Hence, for the present use, where $\eta_0$ has a constant value,

$$W_2 = \frac{\mu K}{2l} V^2 \eta_0^2.$$  

(49)

It is small but, as we shall see in Section 3.5, absolutely not negligible in the capillary range.

3.4. The Shear Stress Contribution

In addition to the pressures, the conventional viscous shear stresses imply a work

$$W_3 = \mu (\tilde{\omega} u' + \tilde{\omega} \frac{\partial \tilde{\omega}}{\partial x}).$$  

(50)

Since $\langle \tilde{\omega} \partial \tilde{\omega} / \partial x \rangle = 0$ and $B_0 = 1$,

$$W_3 = \mu U_0 V + \frac{1}{2} \mu \kappa \omega_0^2 \eta_0^2.$$  

(51)
where terms that are functions of \((V/\omega)^2\) are neglected, so that \(I(\omega_0 - V) = \omega_0\).

### 3.5. Dissipation and Excess Work

According to Equation (2.4.5) in [28], the dissipation of mechanical energy per unit volume for an incompressible fluid in two dimensions is

\[
\frac{dD}{dt} = \mu \left( \frac{\partial \tilde{u}}{\partial x} + \frac{\partial \tilde{v}}{\partial y} \right)^2.
\]

When (4), (18), (T13) and (T17) are adopted, and the mean value \(dD\) of \(dD\) becomes

\[
\frac{dD}{dt} = \mu V^2 + \frac{\mu \kappa^2}{2} \omega^2 \eta^2 \left[ \left( I^2 - 2I \frac{V}{\omega} \right)^2 + \left( I - \frac{V}{\omega} \right)^2 \right].
\]

Since the wave height of wind-supported waves is constant, \(I\) and \(V\) are not functions of \(z\). When terms that are functions of \((V/\omega)^2\) are neglected, the sum of the terms in the brackets equals 2. Thus, by also adopting (4) and (17), then

\[
\frac{dD}{dt} = \mu V^2 + \mu \kappa^2 (\omega_0 - \kappa z)^2 \eta_0^2 e^{2kz}.
\]

Since \(B_0 = 1\), (18) implies that \(I = 1 + V/\omega_0\). Hence, integration of (54) from the bottom to the surface implies that the dissipation

\[
D = \mu U_0 V + \frac{\mu \kappa}{2} \left( 1 + \frac{V^2}{2\omega_0^2} \right) \omega_0^2 \eta_0^2.
\]

The excess work, \(W_{ex} = W_2 + W_3 - D\), is then

\[
W_{ex} = \frac{\mu \kappa}{4I} V^2 \eta_0^2.
\]

Hence, to obtain that \(W_{ex} > 0\), both \(W_2\) and \(W_3\) must contribute. Then, \(W_{ex}\) may transfer energy and spin from the capillaries to high-frequency gravity waves through wave–wave interactions so that these gravity waves grow. The phenomenon is shown in Figure 6.

**Figure 6.** Interactions between two wave frequencies with equal phase speed. Wind: Light breeze towards the camera. Air temp.: 7 °C. Water temp.: 3 °C. \(\lambda\) (capillary) \(\approx 6\) mm. \(\lambda\) (gravity) \(\approx 5\) cm. Fetch length \(\approx 10\) m. Behind the camera, waves with longer wavelengths grew.
According to [29], a laminar boundary layer develops below the surface in the early stage of an experiment when the wind speed grows. Hence, during this short period of time, $I$ and $V$ are most probably functions of $z$. Then, the dissipation is smaller than $D$ as given by (55), while $W_2$ and $W_3$, as given by (49) and (51), are valid. After a constant amplitude and current speed are reached, then (9) implies that $V' = 0$. Then $D$ from (55) is valid, and so is (56).

$W_{ex}$ seems to be the “energy transfer from the waves to the main flow” described in [30]. Under conditions like those shown in Figure 3, the main flow is provided by gravity waves. Therefore, $W_{ex}$ appears to be the energy transfer needed to obtain wave–wave interactions between wind-supported waves and waves at lower frequencies. Without it, since we found in Section 3.2 that gravity waves cannot grow by $W_1$ only, additional energy input is needed. However, with many frequencies and directions of the waves, the additional energy may come in many forms, and there is no reason to believe that results based on linear wave theory are generally valid. Hence, for gravity waves, $W_2$ is probably not required.

Visual observations have taught me that the wave-height of wind-supported waves seems to be near 1 mm ($\eta_0 \approx 0.5$ mm) for all wavelengths. With $\eta_0 = 0.5$ mm, $\lambda = 3.08$ mm and $V = 57$ s$^{-1}$, then $W_{ex} = 0.4$ mW/m$^2$. Since the waves are fully grown, the excess energy must be transferred to other dynamics. Even if it is entirely transferred to waves at lower frequencies, it is far less than needed to explain the energy input to growing gravity waves under fresh breeze conditions. It may, however, supply energy to a lower frequency $\hat{\omega}$. Then, the air pressure can transfer energy to growing gravity waves by $W_1(\hat{\omega})$, i.e., similar to (46) with $\omega_0$ replaced by $\hat{\omega}$, $\eta_0$ by $\eta_0$ and $c_0$ by $\hat{c}$.

In conclusion: while the main part of the energy input to growing gravity waves can be received directly by the air pressure’s work, some wind energy is transferred from capillaries to growing gravity waves. However, unless the gravity waves also accumulate angular momentum, no waves will appear. That problem is studied in Section 4.

4. Spin and Angular Momentum

4.1. Spin of Free Waves

Progressive water waves need angular momentum to exist, not only energy. It is a Lagrangian quantity, here denoted as spin to distinguish it from the angular momentum of other forms of dynamics, in particular currents. In [2], a formula is established for the spin of free, gravity waves with circular frequency $\hat{\omega}$ and energy $E(\hat{\omega})$. In deep water, with the moment point at the mean water level, it is shown that the linear terms contribute to the spin vector with ($E/\hat{\omega}$)j, while the second order Stokes drift adds a negative contribution ($-E/2\hat{\omega}$)j. Hence the spin of regular, free gravity waves, correct to the second order, is

$$S(\hat{\omega}) = \frac{E(\hat{\omega})}{2\hat{\omega}} j.$$ (57)

Since $S$ is a horizontal vector, the total spin of a ring of waves, generated by a sphere that falls vertically into calm water, is zero. Ocean waves have a main direction of propagation and, therefore, spin. To amplify ocean waves, it is therefore not enough to add energy. Spin is also needed, and to amplify Stokes drift, so is momentum.

With many frequencies involved, a vector sum of the contributions from (57) gives the total spin of the waves. In the absence of external torques, it is shown in Appendix A that for linear, non-breaking, gravity waves, $\Sigma S(\hat{\omega})$ is sufficiently constant over time to be treated as conserved. Hence, if dissipation reduces the wave energy, then some of the remaining wave energy is transferred to lower frequencies. Alternatively, or simultaneously, for waves with different propagation directions, the angle between the propagation directions can be reduced to obtain spin conservation.

Frequency downshifting is measured in laboratory experiments with nonbreaking waves in [31,32]. In [32], Figure 10 shows an experiment where the wave energy changes frequency from regular waves at 3.6 Hz to almost regular waves at 3.0 Hz over a distance of
9.1 m. In [4], Appendix A, it is shown that a full transfer between the two frequencies can be explained as a consequence of molecular dissipation and conservation of spin flux over a distance of 11 m. It implies that spin conservation, or in this case spin flux conservation, appears to be a useful tool. (The surface of the generated waves in [32] shows significant higher order amplitudes. Since the energy of the higher order terms is small compared to the linear contribution and the frequency needed to compute the \( n \)th order contribution is \( n \hat{\omega} \), the spin due to the higher order terms is sufficiently small to merely imply a small correction.)

In [33], the spin concept developed further. It was found “that spin conservation lies behind nature’s invention of the thin topside breakers seen in laboratory, and in nature, to emerge from the very crests of breaking waves!”

For free waves at any frequency, including gravity waves and capillaries, the wave energy \( E(\hat{\omega}) = \rho \hat{c}(\hat{\omega}) \eta(\hat{\omega})^2 / 2 \). Ref. Equation (33). When it is inserted in (57), then

\[
S(\hat{\omega}) = \frac{1}{4} \rho \hat{c}(\hat{\omega}) \eta(\hat{\omega})^2 j.
\]  

(58)

It shows that a general consequence of reducing \( \eta(\hat{\omega}) \) by dissipation is energy transfer towards waves with higher speeds. Contrary to gravity waves, dissipation of capillaries therefore implies frequency upshifting. A similar result is obtained in [34] for capillaries by using fourth order wave theory. Though, (58) also allows dissipative interactions back and forth between gravity waves and capillaries as long as the phase speed of the receiving waves is bigger than that of the delivering waves.

Conservation of wave action [35] and spin [2] appear to be the same conservation theorem, since spin of gravity waves as given in (57) is the half of wave action. However, since wave action is conserved merely for the wave part of the motion, it is not useful here, as interactions with wind and currents are treated as well. Further, wave action conservation does not allow dissipation.

4.2. Input of Angular Momentum from the Wind

The conservation theorem of angular momentum is adopted on a system that consists of the water waves inside an imagined, rectangular box that is fixed in space. Its length is a whole number of wavelengths and its bottom is at a depth without motion. The moment point is located at the mean water level. Since the external forces on the system on the vertical boundaries are either constant and opposite or sinusoidal, their mean values are zero. Hence, the air causes all net external forces on the system, and only torques due to the wind add angular momentum. A similar result is obtained in [34] for capillaries by using fourth order wave theory. Though, (58) also allows dissipative interactions back and forth between gravity waves and capillaries as long as the phase speed of the receiving waves is bigger than that of the delivering waves.

Conservation of wave action [35] and spin [2] appear to be the same conservation theorem, since spin of gravity waves as given in (57) is the half of wave action. However, since wave action is conserved merely for the wave part of the motion, it is not useful here, as interactions with wind and currents are treated as well. Further, wave action conservation does not allow dissipation.

4.2. Input of Angular Momentum from the Wind

The conservation theorem of angular momentum is adopted on a system that consists of the water waves inside an imagined, rectangular box that is fixed in space. Its length is a whole number of wavelengths and its bottom is at a depth without motion. The moment point is located at the mean water level. Since the external forces on the system on the vertical boundaries are either constant and opposite or sinusoidal, their mean values are zero. Hence, the air causes all net external forces on the system, and only torques due to the wind add angular momentum. In addition, the wind may accelerate currents. This implies that the current’s negative angular momentum increases so that the spin of the waves increases to counteract the negative increase in angular momentum. Consequently, the total spin of the waves increases faster than given by the external torques.

There is no contribution to torques from the vertical component of the air pressure, since the pressure’s mean value over a wave period is the same everywhere. The moment of the horizontal component of the air pressure is \( M = \langle \tilde{s} \tilde{\eta}_0 \tilde{p}_{\text{air}} \rangle \), where \( \tilde{s} = \partial \tilde{\eta}_0 / \partial x \) is the steepness of the surface. If \( \tilde{p}_{\text{air}} \) is constant, \( M = 0 \) because \( \tilde{s} \) is a derivative of \( \tilde{\eta}_0 \). If \( \tilde{p}_{\text{air}} \) is not constant, \( M = 0 \) because it is a product of three harmonic functions. The only contributor to external torques is therefore the moment of the horizontal component of the viscous forces \( M = \mu \langle i \tilde{u}' \tilde{\eta}_0 \rangle \). By inserting from (4) and (T13),

\[
M = \frac{1}{2} \mu k (\omega_0 - V) \eta_0^2.
\]  

(59)

For wind-generated waves, gravity waves and capillaries are usually observed together. Then they share a common surface value of \( V \). Gravity waves may therefore receive
angular momentum from the wind, as well. To find the external torques on gravity waves with frequency $\tilde{\omega}$, wave number $k(\tilde{\omega})$ and amplitude $\eta(\tilde{\omega})$, (59) is rewritten to

$$\tilde{M} = \frac{1}{2} \mu k(\tilde{\omega})(\tilde{\omega} - V)\eta(\tilde{\omega})^2.$$  \hfill (60)

At the highest frequencies of gravity waves, where $\tilde{\omega} > V$, often $\eta(\tilde{\omega}) > \eta_0$, as well. Therefore, several gravity wave frequencies in the actual, high-frequency range may provide a significant additional input of angular momentum from the wind. Although, for a major part of the gravity waves, $\tilde{\omega} < V$. Hence, these frequencies depend on spin input from capillaries.

A consequence of this is that while wind energy is mainly transferred to growing gravity waves, the angular momentum is mainly transferred from the wind to capillaries. Figure 6 shows the consequence in an early phase of the wind-wave generation process.

With (1) as a basis, it follows from Table 2 that a wind speed of 9.75 m/s generates waves with $\lambda = 3.08$ mm. With $\eta_0 = 0.5$ mm at 20 °C, values from Table 2 imply that $M = 185$ Nm/m$^2$, which, after 1 h, implies that the accumulated spin is 660 Nms$^{-1}$/m$^2$ and, after 10 h, 6.6 kNms$^{-1}$/m$^2$. Under similar wind conditions (20 knots), the nomogram 3–15 in [36] shows a significant wave height of 0.5 m and a significant period of 2.1 s after 1 h, and 1.7 m and a significant period of 5.3 s after 10 h. For regular waves, the spin of the two alternatives is 51 Nms$^{-1}$/m$^2$ and 1.5 kNms$^{-1}$/m$^2$, i.e., an order of magnitude smaller than the values obtained from (59). Hence, $M$, as given by (59), seems to provide enough spin to explain observed ocean waves. The contributions from $\tilde{M}$ and an accelerating current strengthen the conclusion.

The inaccuracy involved by comparing regular waves with wave spectra is deliberate. The approach is chosen, partly because the directional distribution varies throughout a spectrum, partly because the shape of the frequency spectrum varies, partly because the transfer of angular momentum between the waves and the current is unknown and partly because the capillaries travel in different directions and never cover the surface completely, as can be seen in Figure 3. In addition, the accuracy of the nomogram can be questioned. Therefore, little is gained by more elaborate evaluations.

4.3. Frequency Downshifting

When excess energy and spin leave the wind-supported waves and accumulate at one or more lower frequencies, it is the beginning of the general downshifting process. Then, spin and some energy must “travel” through the saturation range in order to accumulate in the growing peak. In addition to the measurements from [31,32], referred to in Section 4.1, frequency downshifting is reported in [1,37,38] and many others. A general conclusion is that when the wind speed increases, more whitecaps appear, and a faster growth of waves is observed. Hence, at a fresh breeze, more spin reaches the peak of the spectrum per minute than at lower wind speeds. So, while $W_1$ causes a major part of the energy input to growing waves at the peak, the required spin together with the remaining excess energy are provided through wave breaking and other dissipative processes throughout the saturation range. The consequences is studied in [2,4]. Then, merely what is here denoted excess energy was considered, while the need of energy input to the peak was not realized.

Figure 7 shows graphs of downshifting of deep water, initially steep, regular waves at a frequency of 1.5 Hz. As can be seen in Figure 7a, two sideband frequencies, known from [39] as non-dissipative phenomena (spin conservation needs both frequencies), grew until breaking occurred about 10 m from the wave generator. They grew until a variable wave height implied the start of wave breaking about 10 m from the wave generator. From there, wave breaking appeared over a distance of 13 m where much of the wave energy shifted to waves at 1.2 Hz. On Figure 7b, the two slightly tilted lines show the effect of molecular dissipation, while the dotted line shows the effect of wave breaking. It is about twenty times steeper than the two other lines and indicates that the dissipation in this case was an order of magnitude stronger than molecular dissipation.
ency downshifting is reported in [1,37,38] and many others. A measurement from [31,32], referred to as a ‘relative’, should be treated carefully.

Moreover, even if future measurements confirm that (1) is correct when the wind velocity is constant, variable wind conditions imply that significant deviations from (1) should be expected when the wind accelerates—as it usually does at sea. Even turbulence in the wind process throughout the saturation range. The consequences is studied in [42], it can be concluded that the wind does not amplify swells nor change their propagation direction. It is as expected from the present theory.

5. Conclusions

The theory for wind-supported waves appears to give a good description of such waves and their part of the wave generation process for wind speeds below 10 m/s or so. In particular, the wavelength is found to have a dependency on the wind speed that is similar to observations. However, since the capillaries at the highest frequencies are clearly nonlinear, the linear approach implies that calculated values should be used with care. Moreover, even if future measurements confirm that (1) is correct when the wind velocity is constant, variable wind conditions imply that significant deviations from (1) should be expected when the wind accelerates—as it usually does at sea. Even turbulence in the wind under laboratory conditions implies that a comparison between this theory and laboratory measurements should be treated carefully.

It is time to sum up other central results.

- Energy input from the wind is provided in three different ways by \( W_1 \), \( W_2 \) and \( W_3 \) as given by (46), (49) and (51).
- A consequence of (60) is that shear stresses provide input of angular momentum from the wind to the high-frequency parts of a spectrum only.
- Another consequence of (60) is that swells cannot grow when energy and spin input from other frequencies is missing.
- Without energy input from wind-supported waves to gravity waves by \( W_2 \) and \( W_3 \) to wind-supported capillaries, the ocean would have been mainly flat. Merely ship waves, tsunamis, etc. would exist.
- The air pressure cannot amplify gravity waves without input of energy and spin from other frequencies through wave–wave interactions. Refs. Equations (56) and (60).
- Spin conservation implies energy transfer to waves with higher phase speeds. Ref. Equation (58).
- It follows from (39) that wind-supported waves depend on the existence of laminar surface conditions, and that \( \omega_0 \) and \( V \) are mutually dependent on each other.
- A shear current implies that the orbits of the water of linear waves are elliptic, where the horizontal axes are longer than the vertical axes when \( V > 0 \). Ref. Equations (7), (16) and (38).
• It follows from Table 2 that the vorticity of the current determines the frequency of wind-supported waves.

What are not explained are:

- Observed wave heights of wind-supported waves hardly exceed 1 mm.
- If (1) is correct, then $V$ is not a function of the wind speed when the wind speed exceeds 10 m/s. It implies that the theory does not explain why increasing gales imply increasing wave growth.
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### Appendix A. Spin Conservation of Free Waves

A Lagrangian approach is applied to calculate to what extent the spin of regular waves is conserved when external torques are absent. It is based on the idea that the angular momentum $L$ of two-dimensional dynamics, described by Cartesian coordinates in a material volume $V$, can be split into two partial angular momenta $P_{ij}$ and $P_{ji}$ and written as the difference between them:

$$L = P_{ij} - P_{ji} \tag{A1}$$

where $i \neq j$ and

$$P_{ij} = \rho \int_V x_i \dot{x}_j dV. \tag{A2}$$

Here, $x_i$ is the $i$-coordinate of a fluid element and $\dot{x}_j$ is its velocity in the $j$-direction.

As shown in [43], the transfer of angular momentum from $P_{ij}$ to $P_{ji}$ is

$$Q_{ij} = \int_V \left[ \rho \dot{x}_i \dot{x}_j - \mu \left( \frac{\partial \dot{x}_i}{\partial x_j} + \frac{\partial \dot{x}_j}{\partial x_i} \right) \right] dV \tag{A3}$$

where the first term in the brackets usually describes Reynolds stresses due to turbulence, while the second term describes ordinary viscous shear stresses. (For wind-supported waves, $\dot{x}_i \dot{x}_j \propto \varepsilon$).

When applied on free waves, let $P_{xz}$ and $P_{zx}$ denote mean partial angular momenta of waves and currents and $Q_{xz}$ the mean transfer from $P_{xz}$ to $P_{zx}$ (all per unit surface area). The spin due to the harmonic terms of linear waves, $S = E/\omega$. It contributes to $P_{xz}$ with $E/2\omega$ and to $P_{zx}$ with $-E/2\omega$. The contribution from the Stokes drift (the speed of the second order mean wave-current) to $P_{xz}$ is $-E/2\omega$. Hence, to the second order, the spin of the waves is

$$S = -P_{xz} = \frac{1}{2} \rho c \eta_0^2. \tag{A4}$$

By adopting (A3) and variables from Section 2, and by treating $S$ as a function of $t$, the mean transfer of angular momentum from currents to waves under laminar conditions is

$$Q_{xz} = -\dot{S} = \int_{-\infty}^{0} \left\langle \rho \dot{u} \dot{\tilde{w}} - \mu \left( \frac{\partial \ddot{\tilde{w}}}{\partial x} + \frac{\partial \ddot{\tilde{u}}}{\partial x} \right) \right\rangle dz. \tag{A5}$$

For free waves, (A5) implies that

$$\dot{S} = \mu U_S \tag{A6}$$
where $U_S$ is the surface current relative to the current at a depth without wave motion. (Below that depth the vorticity of the current is hardly of any interest here.) (A6) shows that in the absence of shear currents, the spin is conserved.

Equation (5.2:50) in [26] implies that $U_S = c\kappa^2 \eta_0^2$. Then

$$\dot{S} = \mu c^2 \eta_0^2 \quad \text{(A7)}$$

so that (A4) and (A7) imply that

$$S = \frac{1}{2} \rho c \eta_0^2 e^{2\nu t^2} \quad \text{(A8)}$$

The time it takes to increase the spin of the waves by a factor of $e$ is then

$$T = \frac{1}{\nu k^2} = \frac{1}{\nu} \left( \frac{\lambda}{2\pi} \right)^2 \quad \text{(A9)}$$

For $\nu = 1 \text{ mm}^2/\text{s}$, then $T = 4 \text{ min}$. If $\lambda = 10 \text{ cm}$; 7 h, if $\lambda = 1 \text{ m}$; 1 month, if $\lambda = 10 \text{ m}$; 8 years, if $\lambda = 100 \text{ m}$; 800 years and if $\lambda = 1 \text{ km}$. Hence, for laminar, non-breaking, deep-water gravity waves, conservation of spin is a good approximation of reality when the Stokes drift dominates the currents.

At sea, currents flow in all directions and the vorticity of the currents is usually quite random. Hence, apart from the Stokes drift, their net contribution to $\dot{S}$ appears small. If the Reynolds stresses are described by increasing $v$ with an order of magnitude or two, it is still a good approximation to consider spin conservation for wavelengths above a few metres. To what extent the spin is conserved during wave breaking is not known, though it is known from [37] that wave breaking implies increased frequency downshifting of gravity waves compared to non-breaking waves. The same can be concluded from Figure 7.

With $\lambda = 4 \text{ mm}$ and $\nu = 1 \text{ mm}^2/\text{s}$, (A9) implies that $T = 0.16 \text{ s}$. Hence, $Q_{ze}$ contributes to a transfer of angular momentum from wind and currents to the spin of capillary waves.
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