Electrically driven spin resonance in a bent disordered carbon nanotube
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Resonant manipulation of carbon nanotube valley-spin qubits by an electric field is investigated theoretically. We develop a new analysis of electrically driven spin resonance exploiting fixed physical characteristics of the nanotube: a bend and inhomogeneous disorder. The spectrum is simulated for an electron valley-spin qubit coupled to a hole valley-spin qubit and an impurity electron spin, and features that coincide with a recent measurement are identified. We show that the same mechanism allows resonant control of the full four-dimensional spin-valley space.
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I. INTRODUCTION

Gate-defined carbon nanotube quantum dots offer a clean nuclear-spin environment [1] and can be fabricated with very low disorder [2–4]. This makes them attractive materials for quantum devices based on electron spins [5–7]. Their strong spin-orbit coupling [8–10] enables qubit manipulation [11] by electrically driven spin resonance (EDSR). This spin-orbit mediated EDSR proceeds through several mechanisms [1], including via a bend in the nanotube [12] or inhomogeneous valley mixing [13, 14], and was recently used to coherently manipulate a nanotube qubit [15]. In that experiment, the EDSR spectrum was found to be more complicated than expected from existing theories [10, 11] taking account of the spin and valley degrees of freedom. The spectrum was found to have a substantial zero-field splitting, and to depend on gate voltage, making the qubit susceptible to electric field noise. Furthermore, although the dominant EDSR effect was concluded to result from a bend in the nanotube, the EDSR intensity did not vanish for a parallel field orientation, where the bend-mediated mechanism was predicted to be ineffective [12].

Here we present a unified theory of nanotube EDSR incorporating both the effects of the bend and of inhomogeneous valley mixing. We use this to calculate the EDSR Rabi frequency as a function of magnetic field direction for a single isolated electron, whose states form a Kramers (or ‘valley-spin’) qubit. Carefully accounting for all second-order terms in perturbation theory, we find that even for pure bend-mediated EDSR, there is an additional effect of the same order as that considered in Ref. [12] that gives rise to a finite EDSR frequency for parallel field, as observed experimentally [15].

We apply our theory to the situation of two qubits in a double quantum dot. We find that realistic inter-dot tunneling strongly modifies the spectrum, giving rise to a zero-field splitting similar to that observed experimentally [15]. We further consider the effect on the spectrum of a single spin impurity coupled to one of the quantum dots [16]. These perturbations explain some but not all of the observed deviations from previous theory.

Finally, we consider coherent manipulation of the full four-dimensional Hilbert space formed by the spin and valley degrees of freedom of a single electron, which together encode two logical qubits. We find that for realistic parameters, rapid high-fidelity operations are possible between any pair of states.

II. MODEL

We begin by considering an electron confined in a single nanotube quantum dot, for example the left dot in Fig. 1(a) [1]. As well as its spin states \( \left\{ \uparrow, \downarrow \right\} \), the electron has two valley states \( \left\{ K, K' \right\} \) associated with opposite orbital magnetic moments along the nanotube [17]. These two degrees of freedom are coupled by spin-orbit interaction [8], which splits states with parallel and antiparallel spin and valley magnetic moments. Additionally, the two valley states are coupled to each other, reflecting electrical disorder as well as mixing via contact electrodes.

The effect of the bend is captured by a local tangent unit vector \( \hat{n}(z) \) whose direction varies with position \( z \). Likewise, the inhomogeneous valley mixing is parameterized by its position-dependent magnitude \( \Delta_{KK'}(z) \) and phase \( \varphi(z) \) [13, 18]. If the quantum dot is centered at \( z \) and its extent is much less than both the bend radius and the valley mixing correlation length, the evolution of spin and valley states in a magnetic field \( \mathbf{B} \) is described by the Hamiltonian [12]:

\[
H(z) = -\frac{1}{2} \Delta_{SO} \tau_3 \hat{n}(z) \cdot \sigma
- \frac{1}{2} \Delta_{KK'}(z) [\tau_1 \cos \varphi(z) + \tau_2 \sin \varphi(z)]
+ \frac{1}{2} g_\mu_B \mathbf{B} \cdot \sigma
+ \frac{1}{2} g_{orb} \mu_B \mathbf{B} \cdot \hat{n}(z) \tau_3.
\]

(1)

Here \( \tau_{i=1,2,3} \) and \( \sigma_{i=x,y,z} \) are respectively the Pauli operators acting in valley and spin space, \( \Delta_{SO} \) is the spin-orbit coupling, and the spin and orbital \( g \)-factors are denoted respectively \( g_\mu \) and \( g_{orb} \). The coordinates \( \{x, y, z\} \), associated with unit vectors \( \{i, j, k\} \), are defined in Fig. 1(a).

At \( \mathbf{B} = 0 \), the four valley-spin states form two Kramers doublets separated by an energy gap \( \Delta E(z) = \)
\[ V(z) = \frac{\delta \theta}{2} \Delta_{SO} \tau_3 \sigma_z - \frac{\delta_{KK'}}{2} \Delta_{KK'} \tau_1 - \frac{\delta_{KK'}}{2} \Delta_{KK'} \tau_2, \]

and
\[ V_B = \frac{1}{2} g_s \mu_B B \cdot \sigma + g_{orb} \mu_B B_z \tau_3. \]

The second order perturbation is:
\[ V^{(2)} = \frac{\delta \theta^2}{4} \Delta_{SO} \tau_3 \sigma_z + \frac{\delta_{KK'}}{2} \Delta_{KK'} \left( \frac{\delta_{KK'}}{2} \tau_1 - \frac{\delta_{KK'}}{2} \tau_2 \right) \]
\[ + g_{orb} \mu_B \delta \theta B_z \tau_3. \]

Here, we define \( \delta \theta \equiv \delta z \partial_z \theta |_{z=0} \), \( \delta_{KK'} \equiv \delta z (\Delta_{KK'} \delta_{KK'} |_{z=0}) \), and \( \delta_{KK'} \equiv \delta z (\Delta_{KK'} \delta_{KK'} |_{z=0}) \).

From these perturbations an effective Hamiltonian can be derived in the subspace of a single doublet. To simplify...
this derivation, we define an energy quantum number which takes the value \( g \) (\( e \)) for the lower (upper) Kramers doublet and a Kramers quantum number that takes the value 0 or 1 to label the state in each doublet. In this notation, the four valley-spin states at zero field [Fig. 1(b)] are written \( |g\rangle = |g0\rangle, |\psi\rangle = |g1\rangle, |g^*\rangle = |e1\rangle, \) and \( |\psi^*\rangle = |e0\rangle \) (see Appendix A). The unperturbed Hamiltonian is \( H_0 = -(\Delta E_0/2)\sigma_E^z \), where \( \Delta E_0 = \Delta E(z_0) \), \( \sigma_E^z \) is the Pauli operator in the energy subspace \( \{|g\rangle, |e\rangle\} \).

The effective Hamiltonian can now be derived to second order in \( B \) and \( \delta z \). Writing

\[
H_{\text{eff}} = H_{\text{eff}}^{(1)} + H_{\text{eff}}^{(2)},
\]

the first and second order terms are [20]:

\[
H_{\text{eff}}^{(1)} = P_g V^{(1)} P_g + P_e V^{(1)} P_e
\]

and

\[
H_{\text{eff}}^{(2)} = P_g V^{(2)} P_g + P_e V^{(2)} P_e + P_g V^{(1)} G'_{g} V^{(1)} P_g + P_e V^{(1)} G'_{e} V^{(1)} P_e.
\]

Here \( P_g \equiv (1 + \sigma_E^z)/2 \) and \( P_e \equiv (1 - \sigma_E^z)/2 \) are respectively projectors onto the subspaces of the upper and lower doublets, and \( G'_g \equiv P_e (\Delta E_0/2 - \delta z) P_g \) and \( G'_e \equiv P_g (\Delta E_0/2 - \delta z) P_e \) are Green’s functions. This perturbation theory is valid for, \( \delta \theta \Delta_{SO}\), \( \delta_{KK'K''}\), \( \delta\phi\Delta_{KK'}\), \( g_B \mu_B |B|\), \( g_{orb}\mu_B B_z \ll \Delta E_0 \).

To first order, the first term of Eq. (4) (due to spin-orbit coupling) couples only states in different doublets, while the second and third terms (due to valley mixing) shift the energy of an entire doublet (see Appendix B). The first order part of the effective Hamiltonian is therefore [by Eq. (8)]:

\[
H_{\text{eff}}^{(1)} = H_K(z_0) + C_1 \times \sigma_E^z,
\]

where the effective magnetic field is

\[
B_{\text{eff}} = \sin \chi B_z \hat{i} + \sin \chi B_y \hat{j} + [1 + \sigma_E^z(g_{orb}/g_s) \cos \chi] B_z \hat{k},
\]

we define \( \cos \chi = \Delta_{SO}/\Delta E_0 \) and \( \sin \chi = \Delta_{KK'K''}(z_0)/\Delta E_0 \), and \( C_1 \) is a scalar. Comparison with Eq. (2) shows that the effective gyromagnetic tensor is:

\[
\mathbf{g}_{\text{eff}} = g_s \begin{pmatrix}
\sin \chi & 0 & 0 \\
0 & \sin \chi & 0 \\
0 & 0 & 1 + \sigma_E^z(g_{orb}/g_s) \cos \chi
\end{pmatrix}.
\]

The parallel component of \( \mathbf{g}_{\text{eff}} \) differs between doublets because of the different relative alignment of spin and valley magnetic moments.

EDSR arises from the second-order effective Hamiltonian, \( H_{\text{eff}}^{(2)} \). The existence of bend-mediated EDSR can already be seen by evaluating the first two terms of Eq. (9):

\[
P_g V^{(2)} P_g + P_e V^{(2)} P_e = \frac{1}{2} g_B \mu_B \delta B_{\text{eff}}^V(z) \cdot \mathbf{\sigma}_K + C_V(z) \times \sigma_E^z.
\]

where

\[
\delta B_{\text{eff}}^V = \delta \theta (\sigma_E^z g_{orb} \cos \chi / g_s) B_z \hat{k}.
\]

is the \( z \)-dependent effective magnetic field and \( C_V(z) \) is a scalar function. Under microwave driving, the position of the quantum dot oscillates sinusoidally, \( \delta z = \delta z_A \sin(2\pi ft) \) with amplitude \( \delta z_A \), giving rise to resonant transitions between states in the same doublet via the time-varying \( \delta B_{\text{eff}}^V \). This was identified already in the first theory of bend-mediated EDSR [12]. From Eq. (14), it is clear that this EDSR effect vanishes if \( \mathbf{B} \) is applied in the \( y-z \) plane.

For a full theory of EDSR, it is necessary to include the last two terms of Eq. (9), which contribute in the same order in \( \mathbf{B} \) and \( \delta z \). Their contribution to the effective Hamiltonian is (see Appendix B)

\[
P_g V^{(1)} G'_{g} V^{(1)} P_g + P_e V^{(1)} G'_{e} V^{(1)} P_e = \frac{1}{2} g_B \mu_B \delta B_{\text{eff}}^{VV}(z) \cdot \mathbf{\sigma}_K + C_{VV}(z) \times \sigma_E^z,
\]

FIG. 2: Rabi frequency in a bent nanotube with homogeneous valley mixing (\( \Delta_{KK'} \) and \( \varphi \) independent of \( z \)) as a function of magnetic field angles [defined in Fig. 1(a)]. (a) Rabi frequency \( \Omega \) in the lower Kramers doublet, calculated according to Eq. (19) and normalized by the free-electron Larmor frequency \( h\omega = g_B \mu_B |B| \) and the driving amplitude \( \delta \theta \). (b) Rabi frequency as a function of \( \Theta \) for \( \Phi = 0 \), calculated by Eq. (19) (solid). Separate contributions from \( \delta B_{\text{eff}}^V \) [12] and \( \delta B_{\text{eff}}^V \) are marked with dashed and dotted lines respectively. Dashed ellipses mark field angles where \( \Omega = 0 \). (c-d) The same plots for the upper doublet. Whereas for the lower doublet \( \Omega \) vanishes at two field angles, for the upper doublet it vanishes only for \( \mathbf{B} \) along \( y \). Throughout this figure, we take \( \Delta_{SO}/\Delta_{KK'} = 4 \) and \( g_{orb}/g_s = 12 \), consistent with Fig. 1.
where as in Eq. (13) the coupling is equivalent to an effective magnetic field, in this case:

$$\delta B_{\text{eff}}^{\text{VV}} = \frac{1}{2} \left\{ \begin{array}{cl}
\sigma^z \delta \theta g_{a+b} g_s \sin 2 \chi B_z \\
+ \delta \phi \sin 2 \chi \cos \chi B_x - \sigma^z \delta \phi \sin 2 \chi B_x
\end{array} \right\} \hat{a} + \left[ \begin{array}{cl}
\delta \phi \cos \chi B_x + \sigma^z \delta \phi \sin 2 \chi B_x \\
- \sigma^z \delta \phi \cos \chi (g_{a-b} g_s) \sin \chi \sin 2 \chi B_x
\end{array} \right] \hat{k}. \tag{16}
$$

Here, $C_{VV}(z)$ is a scalar function. Finally, substitution into Eq. (7) gives for the effective Hamiltonian in each Kramers doublet

$$H_{\text{eff}} = \frac{1}{2} \mu_B g_s [B_{\text{eff}} + \delta B_{\text{eff}}(z)] \cdot \sigma_K, \tag{17}$$

where the inhomogeneous effective magnetic field is

$$\delta B_{\text{eff}} = \delta B_{\text{eff}}^{\text{VV}} + \delta B_{\text{eff}}^{\text{VV}}, \tag{18}$$

and a term proportional to $\sigma^z \delta \phi$ has been neglected.

This analysis shows that the two contributions $\delta B_{\text{eff}}^{\text{VV}}$ and $\delta B_{\text{eff}}^{\text{VV}}$ to the inhomogeneous effective magnetic field lead to two different mechanisms of EDSR. When the dot position oscillates, the orbital magnetic moment experiences an *external* inhomogeneous magnetic field [see last term in Eq. (6)], which couples two states in the same doublet and results in the contribution $\delta B_{\text{eff}}^{\text{VV}}$. The external magnetic field experienced by the spin is homogeneous because the spin magnetic moment is decoupled from the dot position. However, the spin experiences an *internal* inhomogeneous magnetic field, which is due to spin-orbit coupling and depends on the valley state [see first term in Eq. (4)]. As the quantum dot moves along a bend, the orientation of the orbital magnetic moment changes, resulting in a spin flip due to spin-orbit coupling. In an magnetic field, this spin flip can lead to a transition within the doublet. This internal inhomogeneous magnetic field results in terms proportional to $\delta \theta$ in $\delta B_{\text{eff}}^{\text{VV}}$. These two mechanisms contribute comparably to EDSR of a valley-spin qubit. The external-field mechanism is stronger for $\mathbf{B}$ perpendicular to the nanotube, while the internal-field mechanism is stronger for $\mathbf{B}$ parallel. As a result, the valley-spin qubit can be manipulated in parallel magnetic field, as observed recently [4, 15]. Moreover, if disorder is inhomogeneous, valley states may be flipped due to varying valley mixing, allowing the valley-spin qubit to be operated in a straight nanotube.

The Rabi frequency $\Omega$ of EDSR transitions is proportional to the component of $\delta B_{\text{eff}}$ perpendicular to $\mathbf{B}_{\text{eff}}$:

$$\hbar \Omega = \frac{1}{2} g_s \mu_B |\delta B_{\text{eff}}^\perp| \sin \phi, \tag{19}$$

where

$$\delta B_{\text{eff}}^\perp = \delta B_{\text{eff}} - \frac{\delta B_{\text{eff}} \cdot B_{\text{eff}}}{|B_{\text{eff}}|^2} B_{\text{eff}}. \tag{20}$$

To distinguish the separate EDSR effects, Fig. 2 shows the Rabi frequency within both doublets as a function of field angle for a nanotube with homogeneous disorder, so that only the bend-mediated effect is active. Because $g_{\text{eff}}$ differs between the two doublets [Eq. (12)], $\Omega$ also differs, as seen by comparing Fig. 2(a-b) and (c-d). For both doublets, $\Omega$ vanishes when $\mathbf{B}$ is directed along the $y$-axis, because $\delta B_{\text{eff}}$ is then parallel to $\mathbf{B}_{\text{eff}}$. Additionally, for positive $\Delta_{SO}$, interference between the two terms in Eq. (18) leads to vanishing $\Omega$ in the lower doublet at one field angle in the $x$–$z$ plane. For negative $\Delta_{SO}$ a similar vanishing point occurs in the upper doublet. This is clear from plots of $\Omega$ as a function of field angle in the plane of the bend [Fig. 2(b,c)]. Including $\delta B_{\text{eff}}^{\text{VV}}$ as well as $\delta B_{\text{eff}}^{\text{VV}}$ in the analysis shows that the bend mechanism alone leads to non-zero $\Omega$ at parallel $\mathbf{B}$, consistent with experiment [15].

Figure 3 shows the angle dependence of $\Omega$ for a straight nanotube. This differs depending whether EDSR is mediated by inhomogeneous magnitude $\Delta_{KK'}$ or inhomogeneous phase $\phi$ of the valley mixing parameter; the difference becomes especially marked for perpendicular field, where $\Omega$ vanishes for inhomogeneous phase but is maximal for inhomogeneous magnitude.

### IV. EDSR SPECTRUM OF COUPLED QUBITS

This section presents numerical calculations of the EDSR spectrum according to the above model. As in recent experiments, we assume the spectrum is measured...
by exploiting Pauli blockade in a double quantum dot, where spin and valley flips lead to an enhancement of the leakage current [4, 6, 15, 21]. We go beyond previous work [12, 14, 22] by including the effect of tunnel coupling between quantum dots [23].

A. Two coupled quantum dots

We consider a nanotube double quantum dot configured with a single electron in the left dot and a single hole in the right [15]. Taking the inter-doublet gap ΔE as large compared to temperature and source-drain bias, only the first doublet in each dot need be considered, so that the electron and the hole each form a valley-spin qubit with Pauli operators \{σ_1^{±}, σ_2^{±}\} and \{σ_h^{±}, σ_h^{\pm}\} respectively. The total Hamiltonian of the system is:

\[ H_{DD} = H_e + H_h + H_{eh}, \]  

(21)

where \( H_e \) is the Hamiltonian of an isolated electron qubit, \( H_h \) is the Hamiltonian of an isolated hole qubit, and \( H_{eh} \) describes the coupling between them. Both \( H_e \) and \( H_h \) are of the form of Eq. (17), with the electron Hamiltonian including the effect of driving:

\[ H_e = \frac{1}{2} \mu_B g_e \left[ B_{\text{eff}}^e + \delta B_{\text{eff}}^e(\gamma) \right] \cdot \sigma_e \]  

(22)

and

\[ H_h = \frac{1}{2} \mu_B g_h B_{\text{eff}}^h \cdot \sigma_h. \]  

(23)

Here the \( \sigma_0^+ = \{0, 1\} \) eigenstates of the electron qubit are \{↑, ↓\} as defined in Fig. 1(a), while the \( \sigma_h^+ = \{0, 1\} \) eigenstates of the hole qubit are states with the \{↑, ↓\} electron levels unfilled. Effective magnetic fields for the two qubits are determined by the common spin-orbit-coupling strength \( \Delta_S^e \) and orbital g-factor \( g_{orb} \), and separate valley mixing parameters for the electron qubit (\( Δ_{KK'}, \varphi \)) and the hole qubit (\( Δ_{KK''}, \varphi_h \)). Coupling between qubits arises because of interdot tunneling. As shown in Appendix C, this gives an exchange-like Hamiltonian:

\[ H_{eh} = J_0 \left[ \sigma_0^+ \sigma_h^+ + \sigma_0^- \sigma_h^- + \sigma_0^z \left( \sigma_h^x \cos \alpha + \sigma_h^y \sin \alpha \right) \right. \]  

\[ + \left. \sigma_0^- \left( \sigma_h^y \cos \alpha - \sigma_h^x \sin \alpha \right) \right], \]  

(24)

where \( \alpha \) is determined by the relative valley mixing phase of the quantum dots and \( J_0 \) is the exchange strength.

The energy levels of this system are plotted in Fig. 4 (a-c) as a function of parallel and perpendicular magnetic field, and of field angle. At \( B = 0 \) the two-qubit states are split by \( J_0 \) according to the longitudinal symmetry of the wavefunction; the three longitudinally antisymmetric states (denoted \( AS_- \), \( AS_0 \) and \( AS_+ \)) are raised in energy compared to the longitudinally symmetric state S [1]. This is analogous to the singlet-triplet splitting in conventional two-spin systems. Application

**FIG. 4:** Energy levels and EDSR spectra of two coupled valley-spin qubits. (a–c) Simulated energy levels for parallel (a) and perpendicular (b) magnetic field, and of field angle at constant magnitude (c). For all plots, the field is in the x–z plane, i.e., \( \Phi = 0 \). States are labelled \( S, AS \) according to their longitudinal symmetry at \( B = 0 \) (see text). Inset to (b) shows schematically the quantum dot arrangement. (d–f) Simulated EDSR transition spectra for the same conditions. Selected transitions (marked with arrows in the energy spectra) are highlighted. Corresponding g-factors obtained from the line slopes are marked. In (e–f), \( F_b \) is scaled in parts of the plots to make the low-frequency resonances clearer. (g–i): Experimental EDSR transport spectra measured in [15]. Simulations assume \( \Delta_S^e = 0.8 \text{meV}, g_{orb} = 24 \) for both quantum dots, \( Δ_{KK'} = 0.2 \text{meV} \) and \( \varphi = 0 \) for the electron quantum dot, and valley-mixing strength \( Δ_{KK''} = 0.6 \text{meV} \) and phase \( \varphi_h = 0.005\pi \) for the hole quantum dot. Values for \( Δ_{SO}, g_{orb}, \) and \( Δ_{KK'} \) correspond to values deduced from d.c. transport in [15]. Values for \( Δ_{KK''} \) and \( \varphi_h \) are chosen to approximately match EDSR spectra in the same device, requiring \( Δ_{KK''} \) to be slightly higher than indicated by d.c. transport. Exchange interaction is set to \( J_0/h = 7 \text{GHz} \) to match the observed zero-field splitting.
of a magnetic field splits the levels further through coupling to the spin and valley magnetic moments. The $AS_+$ and $AS_-$ states are composed of qubit states with parallel magnetic moments, and therefore separate linearly in energy with parallel magnetic field. However, the $S$ and $AS_0$ states are combinations of qubit states with antiparallel magnetic moments, and are therefore mixed at finite field, forming energy eigenstates $\tilde{S}$ and $AS_0$. This is analogous to the mixing of $S$ and $T_0$ states by a field gradient in conventional semiconductors [24]. For other field directions, $AS_+$ and $AS_-$ states are also mixed with $S$, forming eigenstates $\tilde{AS}_+$ and $\tilde{AS}_-$. Pauli blockade applies to the $AS$ components of each eigenstate, but not to the $S$ component.

In the Pauli blockade detection scheme [15, 25], the leakage current depends on the EDSR transition rate from blocked to unblocked states. We simulate the transition process from an initial state described by the density matrix:

$$\rho_B = N^{-1} \sum_n e^{-\tau \text{Tr}(\rho_S|\psi_n\rangle\langle\psi_n|)}|\psi_n\rangle\langle\psi_n|,$$

where $\{\psi_n\}$ are the energy eigenstates, $\rho_S$ is the density matrix corresponding to a pure $S$ state, $\tau$ is a parameter describing how faithfully the system is prepared in a blocked state, and $N$ is a normalization factor. This is the state prepared assuming that an electron and a hole in a completely mixed state are loaded from the leads, followed by decay of the non-blocked components through their overlap with the $S$ state. We set $\tau = 10^3$, implying efficient initialization to a blocked state.

From this initial state, EDSR is simulated as a coherent time evolution governed by Eq. (24). The right quantum dot is assumed stationary, while the left is driven according to $\ddot{z} = z_0 + \delta z_A \sin(2\pi ft)$, so that the time dependence enters Eq. (24) via $H_c$ [Eq. (22)]. Valley mixing is assumed to be inhomogeneous ($\delta_{KK'} = \delta \varphi = 0$). For each value of $B$ in the simulation the driving amplitude is set so that $\Omega = 0.1$ GHz, except where this would require $\delta \varphi > 0.2$, in which case the amplitude is reduced to bring $\delta \varphi$ down to this value. This allows the simulation to stay within the regime of perturbation theory.

Assuming that conversion from blocked to unblocked states is the transport-limiting step, the current through the device is proportional to the averaged probability to evolve from $\rho_B$ to $\rho_S$. To obtain EDSR spectra, we calculate the average probability over a burst, $P_B = T^{-1} \int_0^T dt \text{Tr}[\rho(t)|\rho_S]$, where $\rho(t)$ is the state during a burst, $\rho_S$ the density matrix for the longitudinally symmetric state, and $T$ is the burst duration. We choose $T = 100$ ns, typical for spectroscopy measurements [15].

This probability is shown in Fig. 4(d-f). The resulting spectrum is more complicated than for isolated qubits. Several resonances are observed, split into two manifolds. The upper manifold (corresponding to $\tilde{S} \leftrightarrow AS$ transitions), is more intense than the lower manifold (corresponding to transitions within the $AS$ subspace) because of the greater overlap of $\tilde{S}$ with $S$. The exchange coupling $J_0$ is evident as a zero-field splitting for the upper manifold. Both manifolds are in turn split into two lines due to the different effective $g$-factors of the electron and hole qubits. Because of the procedure for choosing the driving strength described above, line intensities at different magnetic fields should not be compared.

These simulations can be compared with experimental spectra reproduced in Fig. 4(g-i). (For details, see [15]. The excess current, with non-resonant background subtracted, should be interpreted as proportional to $P_B$.) The simulations reproduce well the separation into two manifolds, each in turn further split in two. This supports the speculation that the zero-field splitting of the upper manifold reflects interdot tunneling, especially since that manifold was observed to decrease in frequency with more negative interdot detuning [15]. It also reproduces the branch of the upper manifold that decreases in frequency with increasing perpendicular field.
However, several features of the data are not reproduced. The slopes of the resonant lines in the simulations, corresponding to the \( g \)-factors of the transitions, do not closely match those measured; they are too large for parallel field and too small for perpendicular. Instead, they are quite close to the single-particle \( g \)-factors used as inputs in the simulation, which in turn are taken from high-field d.c. transport in the same device [15, 26]. Another feature not reproduced is the zero-field splitting in the lower manifold, which is unexpected because triplet states are degenerate at zero field.

**B. Two coupled quantum dots and an impurity spin**

To investigate this zero-field splitting more carefully, we included in the simulation an impurity spin, coupled to one of the qubits but not participating in transport. Such an impurity has been invoked to explain transport resonances in nanotube Pauli blockade, and might arise from a paramagnetic impurity or adsorbed molecule [16]. We suppose that the impurity spin is coupled with the electron qubit via an isotropic Heisenberg interaction [16]

\[
H_{el} = \frac{J_1}{4} (\sigma^x_e \sigma^x_1 + \sigma^y_e \sigma^y_1 + \sigma^z_e \sigma^z_1),
\]

where \( \{ \sigma^{i=x,y,z}_e \} \) are Pauli operators of the impurity spin, and with the magnetic field via Zeeman coupling with \( g \)-factor \( g_I \). The total Hamiltonian of the system is

\[
H_{DDI} = H_{DD} + H_{el} + \frac{1}{2} \mu_B g_B \mathbf{B} \cdot \mathbf{\sigma}_I.
\]

The resulting energy levels are shown in Fig. 5(a) as a function of parallel field, and other orientations are shown in Appendix Fig. 7. There are now two zero-field splittings, \( \Delta_\pm = \left[ \sqrt{J_0^2 - J_0 J_1 + J_1^2} \pm (J_0 + J_1) \right] / 2 \), reflecting the two exchange-like interactions in the model. In the limit of weak impurity coupling, \( \Delta_+ \rightarrow J_0 \) and \( \Delta_- \rightarrow J_1 \). This can be seen in Fig. 5(a); the lower manifold is split in two by the Zeeman coupling of the impurity, while the upper manifold is split in a more complicated pattern due to coupling between the \( AS \) states of two dots and the impurity spin.

The resulting EDSR spectra are shown in Fig. 5(b-d), calculated in the same way as in Fig. 4. Parameters \( \Delta_+ \) and \( \Delta_- \) are chosen to match the zero-field splittings measured in [15]. Including the impurity spin does indeed reproduce the observed zero-field splitting of the lower manifold. However, instead of the sharp kinks in the resonance lines observed for parallel field orientation [15], the simulation gives more rounded minima. Also, the pattern of resonances simulated for the upper manifold does not agree even qualitatively with observations. We conclude that coupling to an impurity spin is not the dominant reason for the disagreement between Fig. 4 and experiment.

**V. EDSR OF THE FULL VALLEY-SPIN HILBERT SPACE**

The previous sections discussed manipulation within the two-state valley-spin subspace. In this section, we show that transitions within the full four-state valley-spin manifold of a single electron can be driven, provided that the applied magnetic field is well chosen and the distribution of disorder is smooth but inhomogeneous. This
gives access to an effective two-qubit Hilbert space using a single electron. We evaluate the fidelity of π pulses between all pairs of states, and show that with appropriately chosen magnetic field, high-fidelity operation can be achieved.

We take the energy quantum number \{e, g\} defined in Section III to encode one qubit, and the Kramers quantum number \{0, 1\} to encode the other. For precise addressing, it is necessary that the six transitions between the states \{(|⇑⟩, |⇓⟩, |⇑⟩⇑, |⇓⟩⇓)\} [see Fig. 1 (b) and Appendix A] be separated in frequency. This is achieved with a magnetic field directed parallel to the nanotube at the quantum dot location. The transition frequencies are shown in Fig. 6(a). At low field, several transitions are close together due to Kramers degeneracy and so the operating regime of qubit manipulation exceeds the regime where the perturbation theory outlined in Section III is valid. Therefore we investigate EDSR of the full valley-spin Hilbert space by numerical integration of the time evolution governed by Eq. (1).

At B = 0, electric driving combines with inhomogeneous disorder to flip only the energy qubit, but it combines with spin-orbit coupling to flip both the Kramers qubit and the energy qubit simultaneously (see Appendix B). However, at finite field, spin-orbit coupling can flip the Kramers qubit separately from the energy qubit, which allows full control of the four-state Hilbert space. The matrix elements of the six transitions are

\[
\begin{align*}
V'_{⇑⇑} &= \frac{\delta \theta}{2} \sin \delta \chi \Delta_{SO}, \\
V'_{⇓⇓} &= \frac{\delta \theta}{2} \cos \delta \chi \Delta_{SO}, \\
V'_{⇑⇓} &= \frac{\delta_{KK'}}{2} \cos \chi_1 + i \frac{\delta \varphi}{2} \Delta_{KK'}, \\
V'_{⇓⇑} &= \frac{\delta_{KK'}}{2} \cos \chi_1 + i \frac{\delta \varphi}{2} \Delta_{KK'}.
\end{align*}
\]

where \(V_{a,b} \equiv \langle a | V' | b \rangle\), \(\delta \chi \equiv |\chi_1 - \chi_0|/2\), and \(\chi_+\) and \(\chi_-\) are defined in Appendix A. When the magnetic field is weak (\(g_{orb}\mu_B B_z \ll \Delta_{SO}\)), \(\delta \chi \sim 0\), transitions \(\downarrow \leftrightarrow \uparrow\) and \(\uparrow^* \leftrightarrow \downarrow^*\) will be inefficient; similarly, when the magnetic field is too strong (\(g_{orb}\mu_B B_z \gg \Delta_{SO}\)), \(\delta \chi \sim \pi/2\), transitions \(\downarrow \leftrightarrow \uparrow^*\) and \(\uparrow \leftrightarrow \downarrow^*\) will be inefficient. Therefore, one condition for efficient EDSR between all states is a moderate magnetic field (\(g_{orb}\mu_B B_z \sim \Delta_{SO}\)) providing \(\delta \chi \sim \pi/4\).

To identify the optimal operating condition for this two-qubit control, we examine the fidelities of six possible gate operations. The fidelity of a gate is defined as

\[
F_{U_0} = \int d\psi |\langle \psi | U_0^\dagger U \psi \rangle|^2,
\]

where \(U_0\) and \(U\) are unitary operators corresponding respectively to the target gate (a π pulse) and to the actual evolution. Here the integration represents an average over the four-state Hilbert space \([27]\). The figure of merit for four-state control is defined as the minimum fidelity \(F_{U_0}^{\min}\) among the six possible choices of \(U_0\). Assuming that the angle of the nanotube and the valley mixing induced by disorder change linearly with \(\delta z\) (i.e., the bend radius is much larger than \(\delta z_A\) and disorder varies weakly in the range of the displacement) and the displacement oscillates harmonically, we numerically obtain the minimum fidelity under different magnetic fields and displacement amplitudes as shown in Fig. 6. A larger displacement amplitude leads to faster driving, but usually to a correspondingly reduced fidelity. This is because a π burst addressed to one transition contains spectral components that address other transitions, and this spectral leakage becomes more severe for faster driving. Superimposed on this general behaviour are dips at field strengths where two or more transitions approach degeneracy. For example, at the field indicated by the arrow in Fig. 6(c), the transitions \(\uparrow \leftrightarrow \downarrow^*\) and \(\uparrow^* \leftrightarrow \downarrow^*\) approach degeneracy, leading to reduced fidelity of both operations [Fig. 6(b)] and correspondingly in \(F_{U_0}^{\min}\). Weaker features running diagonally in Fig. 6(d) arise when detuned Rabi oscillations at a non-addressed transition (with angular frequency \(\sqrt{\Delta_{d}^2 + \Omega^2_d}\), where \(\Delta_{d}\) and \(\Omega_d\) are the detuning and Rabi frequencies of the detuned transition) execute an integer number of π rotations. This simulation does not use shaped pulses, which could improve the control fidelity \([28]\).

For optimum four-state control, the magnetic field should be set away from one of the fidelity minima. Taking \(\Delta_{SO} = 0.8\) meV, \(\Delta_{KK'} = 0.2\) meV, \(g_\theta = 2\), and \(g_{orb} = 24\), Fig. 6(d) suggests optimum values \(B \sim 0.4\) T or \(B \sim 0.8\) T. At these values, the operation time is less than 1 ns when \(\delta \theta = \delta_{KK'} = \delta \varphi = 0.02\) for both field strengths. If the same coherence time measured in \([15]\) applies to all transitions, this means \(\sim 60\) coherent operations are possible. As seen from Fig. 6(a), this scheme requires substantial driving frequencies, at least \(\Delta_{SO}/h \sim 200\) GHz, to access all states.

**VI. CONCLUSIONS**

We have presented a comprehensive theoretical study of bent and disordered nanotube qubit devices. Our analysis followed the pioneering treatment in Ref. \([12]\), but retained all terms to second order in the quantum dot displacement and in the magnetic field. We found that fully accounting for these terms alters the dependence of the EDSR Rabi frequency on magnetic field orientation (Fig. 2). We then extended the core model to include both interdot coupling, and coupling to an external impurity. The model’s predictions showed qualitative agreement with previously unexplained experimental data \([15]\), in particular the zero field splitting of certain transition frequencies (Fig. 5). Finally, we extended the model to include complete two-qubit manipulation in the four-dimensional spin-valley Hilbert space.

There are several aspects of the prior experimental
data which are not explained within our model. For example, the inferred $g$-factors (taken from the slope of resonance frequencies with magnetic field) do vary with the severity of disorder in the tube; however this variation is not sufficient to explain the $g$-factors seen experimentally (see Fig. 4 and caption). Moreover the detailed structure of certain of our predicted curves does differ from published data. Thus there is scope for this model to be taken further, perhaps after additional experiments.
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**Appendix A: Eigenstates and eigenenergies**

With a magnetic field along the $z$-direction, the quantum dot is described by the Hamiltonian $H_B = H(z_0)|_{B=B,k}$. As in the main text, we use $|K\rangle$ and $|\bar{K}\rangle$ (|↑⟩ and |↓⟩) to denote the valley (spin) eigenstates of $\tau_3$ ($\sigma_z$) with eigenvalues +1 and −1, respectively, and set that $\hat{n}(z_0) = \mathbf{k}$ and $\varphi(z_0) = 0$ for simplification. The four eigenstates are

$$
|\uparrow\rangle = \cos \frac{\chi}{2} |K\rangle + \sin \frac{\chi}{2} |\bar{K}\rangle, \\
|\downarrow\rangle = \sin \frac{\chi}{2} |K\rangle + \cos \frac{\chi}{2} |\bar{K}\rangle, \\
|\uparrow\rangle^* = \sin \frac{\chi}{2} |K\rangle - \cos \frac{\chi}{2} |\bar{K}\rangle, \\
|\downarrow\rangle^* = \cos \frac{\chi}{2} |K\rangle - \sin \frac{\chi}{2} |\bar{K}\rangle,
$$

and the corresponding eigenenergies are

$$
E_{\uparrow} = \frac{1}{2} g_s \mu_B B_z - \frac{1}{2} \Delta E_\uparrow, \\
E_{\downarrow} = \frac{1}{2} g_s \mu_B B_z + \frac{1}{2} \Delta E_\downarrow, \\
E_{\uparrow}^* = \frac{1}{2} g_s \mu_B B_z + \frac{1}{2} \Delta E_\uparrow, \\
E_{\downarrow}^* = -\frac{1}{2} g_s \mu_B B_z + \frac{1}{2} \Delta E_\downarrow.
$$

Here we define

$$
\cos \chi_{\uparrow} = \frac{\Delta_{SO} - g_{orb} \mu_B B_z}{\Delta E_\uparrow}, \\
\sin \chi_{\uparrow} = \frac{\Delta_{KK}(z_0)}{\Delta E_\uparrow}, \\
\cos \chi_{\downarrow} = \frac{\Delta_{SO} + g_{orb} \mu_B B_z}{\Delta E_\downarrow}, \\
\sin \chi_{\downarrow} = \frac{\Delta_{KK}(z_0)}{\Delta E_\downarrow}.
$$

and

$$
\Delta E_\uparrow = \sqrt{\left(\Delta_{SO} - g_{orb} \mu_B B_z\right)^2 + \Delta_{KK}^2(z_0)}, \\
\Delta E_\downarrow = \sqrt{\left(\Delta_{SO} + g_{orb} \mu_B B_z\right)^2 + \Delta_{KK}^2(z_0)}.
$$

At $B = 0$, we have $\Delta E_\uparrow = \Delta E_\downarrow = \Delta E_0$ and $\chi_{\uparrow} = \chi = \chi_{\downarrow}$. Therefore, states $|g0\rangle = |\uparrow\rangle$ and $|g1\rangle = |\downarrow\rangle$ form the lower doublet with energy $E_g = E_{\downarrow} = -\Delta E_0/2$, and states $|e0\rangle = |\uparrow\rangle^*$ and $|e1\rangle = |\downarrow\rangle^*$ form the higher doublet with energy $E_{e\uparrow} = E_{e\downarrow} = \Delta E_0/2$.

**Appendix B: Perturbation theory**

The Pauli operators $\{\sigma_i, \tau_i\}$ of the spin states and valley states can be expressed in terms of Pauli operators $\{\sigma_E, \sigma_K\}$ of the energy qubit and the valley-spin qubit as follows:

$$
\tau_1 = \sin x \sigma_E - \cos x \sigma_K, \\
\tau_2 = -\sigma_E, \\
\tau_3 = \sin x \sigma_E + \cos x \sigma_K, \\
\sigma_x = \sin x \sigma_E^x - \cos x \sigma_E^y \sigma_K^y, \\
\sigma_y = \sin x \sigma_E^y + \cos x \sigma_E^x \sigma_K^x, \\
\sigma_z = \sigma_K.
$$

With these expressions, the perturbation $V^{(1)}$ [see Eqs. (4) and (5)] can be written

$$
V^{(1)} = -\frac{1}{2} \delta \Delta_{SO} \sigma_E^x \sigma_K^x - \frac{1}{2} \delta \Delta_{KK} \sigma_E^y \sigma_K^y + \frac{1}{2} \delta \varphi \Delta_{KK} \sigma_E^y \sigma_K^y + \frac{1}{2} g_s \mu_B \left(\sin x \sigma_K^x - \cos x \sigma_E^y \sigma_K^y\right) + B_z (\sin x \sigma_K^y + \cos x \sigma_E^x \sigma_K^x) + B_z \sigma_K.
$$

From this equation, one sees that the effect of spin-orbit coupling (first term) is to flip the energy qubit and the valley-spin qubit together, while the effect of valley mixing is to flip the energy qubit alone and to shift the energy of an entire doublet.

Since all terms in the perturbation $V^{(1)}$ are products of scalars and Pauli operators, a term $A$ and a term $B$ in $V^{(1)}$ contribute to $H_{ei}^{(2)}$ either a nontrivial term $-\sigma_E^z A B / \Delta E_0$ or a trivial term proportional to $\sigma_E^z$ up to a scalar factor. The contribution is nontrivial iff both $A$ and $B$ contain either $\sigma_E^z$ or $\sigma_E^z$, $A \neq B$, and $[A, B] = 0$. 

define \( \{ |e0\rangle_h, |e1\rangle_h \} \) to mean a filled lower doublet with a third electron occupying the corresponding state in the upper doublet. Then

\[
|g0\rangle_e = \cos \frac{\chi}{2} (K' \uparrow) + e^{i\varphi_h} \sin \frac{\chi}{2} (K \uparrow),
\]

\[
|g1\rangle_e = \sin \frac{\chi}{2} (K' \downarrow) + e^{i\varphi_h} \cos \frac{\chi}{2} (K \downarrow),
\]

while

\[
|e0\rangle_h = \sin \frac{\chi_h}{2} (K' \uparrow) - e^{i\varphi_h} \cos \frac{\chi_h}{2} (K \uparrow),
\]

\[
|e1\rangle_h = \cos \frac{\chi_h}{2} (K' \downarrow) - e^{i\varphi_h} \sin \frac{\chi_h}{2} (K \downarrow),
\]

where \( \chi_h \) is defined by \( \chi_h = \Delta_{SO}/\Delta E_h \), \( \sin \chi_h = \Delta_{K,K'}/\Delta E_h \), and the energy gap is \( \Delta E_h = \sqrt{\Delta_{SO}^2 + \Delta_{K,K'}^2} \). The tunneling matrix elements are proportional to the overlaps

\[
e\langle g0|e0 \rangle_h = \cos \frac{\chi}{2} \sin \frac{\chi_h}{2} - e^{i\varphi_h} \sin \frac{\chi}{2} \cos \frac{\chi_h}{2},
\]

\[
e\langle g1|e1 \rangle_h = \sin \frac{\chi}{2} \cos \frac{\chi_h}{2} - e^{i\varphi_h} \cos \frac{\chi}{2} \sin \frac{\chi_h}{2},
\]

and \( e\langle g0|e0 \rangle_h = e\langle g1|e0 \rangle_h = 0 \).

If the hole states are regauged (\( |e0\rangle_h \rightarrow e^{i\alpha} |e0\rangle_h \), \( |e1\rangle_h \rightarrow |e1\rangle_h \)) so that the overlaps (C5-C6) become identical, this situation becomes isomorphic to that of two spins in a conventional double dot. Here the phase factor \( \alpha \) is equal to the phase difference between the two overlaps Eqs. (C5-C6):

\[
\alpha = \pi - \varphi_h + 2\arg(e\langle g0|e0 \rangle_h).
\]

The tunnel coupling opens up an energy difference \( J_0 \) between longitudinally symmetric and antisymmetric states [7], equivalent to an exchange Hamiltonian

\[
H'_{ex} = -J_0 |S\rangle \langle S|,
\]

where the symmetric state is

\[
|S\rangle = \frac{1}{\sqrt{2}} (|g0\rangle_e |e1\rangle_h - e^{-i\alpha} |g1\rangle_e |e0\rangle_h).
\]

By rewriting Eq. (C8) in terms of the valley-spin Pauli operators, the coupling Hamiltonian Eq. (24) is obtained, up to an insignificant additive constant.
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