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Abstract. Nowadays, frequent pattern mining (FPM) on large graphs receives increasing attention, since it is crucial to a variety of applications, e.g., social analysis. Informally, the FPM problem is defined as finding all the patterns in a large graph with frequency above a user-defined threshold. However, this problem is nontrivial due to the unaffordable computational and space costs in the mining process. In light of this, we propose a cost-effective approach to mining near-optimal top-k patterns. Our approach applies a “level-wise” strategy to incrementally detect frequent patterns, hence is able to terminate as soon as top-k patterns are discovered. Moreover, we develop a technique to compute the lower bound of support with smart traverse strategy and compact data structures. Extensive experimental studies on real-life and synthetic graphs show that our approach performs well, i.e., it outperforms traditional counterparts in efficiency, memory footprint, recall and scalability.
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1 Introduction

Frequent pattern mining is one of the most important problems in knowledge discovery and graph mining, of which the main task is to find subgraphs with support above a threshold, from a dataset. There are two main types of settings considered to detect frequent patterns in previous researches, i.e., transactional-based and single-graph-based. Recently, the single-graph-based setting has given rise to a high degree of academic attention, owing to its wide applications in e.g., bioinformatics (Xue, Klabjan, & Luo, 2019), cheminformatics (Sabe et al., 2021), web analysis and social network analysis (Daud, Ab Hamid, Saadoon, Sahran, & Anuar, 2020). Methods that rely on the single-graph-based setting mostly follow the combinatorial pattern enumeration paradigm. However, it is costly and unnecessary to enumerate all the patterns in real-world applications such as social network analysis (Huan, Wang, Prins, & Yang, 2004; X.-F. Yan & Han, 2003).
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The minimum-image-based support (MnIS for short) (Bringmann & Nijssen, 2008) is widely used in traditional FPM algorithms due to its simplicity of calculation. Generally, the traditional algorithms maintain all the matches of a pattern to calculate its MnIS support. This brings big challenges to the mining evaluation on large graphs, as there may exist (potentially) exponentially many matches of a pattern in a large graph, which leads to an unsatisfiable memory cost and low scalability.

In addition to the scalability, the practicability is also considerable. In most real-world applications, it is unnecessary to enumerate all the patterns. On one hand, people prefer to focus on some typical patterns rather than scan the dazzling low-value ones (Zhu et al., 2011). On the other hand, given a frequent pattern, all of its sub-patterns must be frequent as well, thus these sub-patterns are to some extent considered as “redundant” patterns.

Example 1. A fraction of a social graph G is shown in Fig. 1 (a), where each node denotes a person with ID and job title (e.g., project manager (PM), database administrator (DBA), programmer (PRG), business analyst (BA) and software tester (ST)); and each edge indicates friendship, e.g., \((v_0, v_4)\) indicates that \(v_0\) and \(v_4\) are friends. From graph G, one can discover a few typical patterns, e.g., \(Q_1, Q_2\) and \(Q_3\) as well as their matches (Fig. 1 (b)). Note that \(Q_1\) and \(Q_2\) are both the subgraphs of \(Q_3\), if they are considered frequent and returned, then we will have to face a large set of frequent patterns, which not only includes “redundancy” but also is costly for inspection. Instead, we only need top-k patterns. Then the cost for inspection and mining can be greatly reduced. For example, when \(k = 1\), \(Q_3\) is considered more interesting than \(Q_1\) and \(Q_2\) from the perspective of closeness (X.-F. Yan & Han, 2003) and hence is more preferred.

The example suggests us to investigate top-k pattern mining problem. While two crucial questions have to be answered:

1. What metrics for measuring support and interestingness of a pattern shall we choose?
2. How to develop an efficient algorithm such that (i) mining computation can terminate as soon as \(k\) patterns are identified and (ii) support evaluation can be processed less costly in both evaluation time and memory footprint?

Fig. 1. A snapshot of a social graph G & three patterns along with their matches
Contributions. This paper investigates the top-k pattern mining problem, and provides an effective approach to mining near-optimal top-k patterns. Our contributions are as follows.

(1) We adopt minimum-image-based support and propose a metric for measuring “interestingness” of a pattern. Based on the metrics, we formalize the top-k pattern mining (TopkPM) problem and show the intractability of the problem (Section 3).

(2) We investigate the TopkPM problem and develop an approach to identifying near-optimal top-k patterns. The algorithm has following desirable performances: (a) it preserves early termination property, hence can terminate as soon as k preferred patterns are discovered; and (b) the pattern set shows high recall value, compared with the optimal solution via intensive tests (Section 4.1).

(3) To facilitate support evaluation, we devise a novel technique for fast estimation. Our technique, which captures the essential feature of MnIS-based metric, well plugs into our main algorithm that works in a “level-wise” manner, hence is able to estimate the MnIS support efficiently and accurately, while consuming much less memory space (Section 4.2).

(4) Using real-life and synthetic graphs, we experimentally verify the performances of our algorithm and find the following (Section 5). (a) Our algorithm shows excellent performance w.r.t. response time and memory cost on various real-life graphs. In particular, the required response time of our algorithm is about one order of magnitude faster than its counterparts. (b) Our algorithm, though incorporates approximation scheme, is able to obtain desired recalls, i.e., the set of top-k patterns identified is near-optimal. For example, on two real-life graphs, our algorithm even achieves 100% recall. (c) Our algorithm scales much better than its counterparts, w.r.t. response time and memory footprint.

2 Related Work

The FPM problem on single large graphs has been well studied and a host of techniques have been proposed. We next review them as follows.

Exact mining. A large part of prior works focus on mining exact results. On static graphs, (Elseidy, Abdelhamid, Skiadopoulos, & Kalnis, 2014) formulated the FPM as a constrained satisfaction problem, and proposed an efficient algorithm called GraMI. (D. Yan, Qu, Guo, & Wang, 2020) divided the workload by prefix projection to achieve efficient frequent pattern mining on multicore machines. A framework (Ur-Rehman, Liu, Ali, Nawaz, & Fong, 2021) was proposed to effectively reduce the duplicate and enormous frequent patterns through the initiation of a new ranking measurement called FSP-Rank. On weighted graphs, (Ashraf et al., 2019; N. Le, Vo, Nguyen, Fujita, & Le, 2020) proposed approaches to detecting frequent patterns with weights. Over evolving graphs, (Abdelhamid et al., 2017) introduced another dynamic algorithm IncGM+, which divides an input graph into frequent and infrequent updated subgraphs and prunes the update area by adjusting the boundary subgraphs named “fringe”. This approach keeps small memory overhead. To tackle the distributive FPM problem
and leverage parallel computation, DISTGRAPH (Talukder & Zaki, 2016) uses a set of optimizations and efficient collective communication operations to minimize the total amount of messages shipped among different sites. ScaleMine (Abdelhamid, Abdelaziz, Kahnis, Khayyat, & Jamour, 2016) leverages the approximate and exact phases to achieve better load balance and more efficient evaluation when mining candidate patterns. (T. Wang, Huang, Lu, Peng, & Du, 2018) adopts a message-passing-free scheme among workers and utilizes a task scheduler to dynamically balance the workload for frequent subgraph mining on distributed systems. For the methods with depth-first order, gSpan (X. Yan & Han, 2002) designs a DFS lexicographic order to support the mining algorithm. FFSM (Huan, Wang, & Prins, 2003) develops a new graph canonical form and completely avoids subgraph isomorphism testing by maintaining an embedding set for each frequent subgraph. Gaston (Nijssen & Kok, 2004) adopts a step-wise approach that uses combinations of frequent paths, frequent free trees, and cyclic graphs to discover frequent subgraphs.

**Approximate mining.** To support practical applications, a host of techniques were developed for approximate pattern mining, under various settings. In (Elseidy et al., 2014), an approximate solution called AGRAMI was also proposed to produce an incomplete set of frequent patterns with no false positives. On graphs with noise, exact matching is no longer feasible, (Driss, Boulila, Leborgne, & Gançarski, 2021) introduced an approach, which allows inexact matching, to mining frequent patterns. Sampling-based algorithms have been proposed for the issue. (Nasir, Aslay, Morales, & Riondato, 2021) presented TipTap, a collection of sampling-based approximation algorithms for mining frequent $k$-vertex patterns in fully-dynamic graphs. (Preti, De Francisci Morales, & Riondato, 2021) proposed another sampling-based randomized algorithm called MaNIACS, of which the accuracy can be guaranteed by empirical Vapnik-Chervonenkis (VC) dimension. (Zheng & Wang, 2021) introduced a graph sampling algorithm RASI to reduce the unessential structure of a data graph. RASI demonstrates higher efficiency and greater accuracy than its counterparts for FPM. REAFUM (Li & Wang, 2015) focuses on finding non-redundant representative frequent patterns that summarize the frequent patterns using approximate matching in a graph database. APGM (Jia, Zhang, & Huan, 2011) models the noise distribution through a probability matrix, and then uses an approximate matching strategy to mine useful patterns from the noise map database. VEAM (Acosta-Mendoza, Gago-Alonso, & Medina-Pagola, 2012) mines frequent subgraphs under the semantic of inexact matching. The approach identifies frequent patterns from a collection of images with slight angular differences between the positions of image segments. On uncertain graphs, (Chen, Zhao, Lin, Wang, & Guo, 2019) developed an approximation algorithm with accuracy guarantee for the FPM problem under probabilistic semantic.

**Top-$k$ mining.** The topic of identifying $k$ best patterns arose much attention in recent years. (Semertzidis & Pitoura, 2019) proposed an algorithm for mining top-$k$ durable matches in dynamic graphs, which uses a compact representation of the graph snapshots and appropriate time indexes to prune the search space.
(X. Wang et al., 2021) proposed a metric to measure the quality of a pattern and developed a parallel algorithm with early termination property to efficiently discover \( k \) best patterns in a distributed large graph. FastPat framework (Zeng, U, Yan, Han, & Tang, 2021) utilizes the meta index and an upper bound of the frequency score to prune unqualified candidates. In particular, FastPat efficiently calculates the support of candidates through a join-based approach. (Prateek, Khan, Goyal, & Ranu, 2020) uses a holistic best-first exploration strategy along with a compressed data structure called Replica to identify pairs of subgraph patterns that frequently co-occur in proximity within a single graph. RESLING (Natarajan & Ranu, 2018) is a framework to mine the top-\( k \) representative patterns. It evaluates patterns from the edit map and performs diversified ranking through two random-walk-based algorithms. (Aslay, Nasir, De Francisci Morales, & Gionis, 2018) addressed the problem of approximate \( k \)-vertex frequent pattern mining on a dynamic graph with high probability in a given time. To mine the top-\( k \) uncertain frequent patterns from uncertain databases, (T. Le, Vo, Huyhn, Nguyen, & Baik, 2020) introduced an approach that combines the mining and ranking phases as a whole to improve efficiency and reduce the memory cost.

Our work differs from earlier works in two main aspects: (1) a “level-wise” strategy is employed in the mining process to ensure the early termination property; (2) a novel support evaluation technique, that leverages wise traversal strategy and compact data structures is incorporated in the mining process. As a result, our method is committed to delivering near-optimal results (the recall is up to 100%) with low computational and memory costs.

3 Graphs, Patterns and Top-k Pattern Mining

In this section, we first review graphs, patterns, graph pattern matching; we then formalize the top-k pattern mining problem.

3.1 Graph Pattern Matching

Definition 1. Graph & Subgraph. A data graph (or simple graph) is defined as \( G = (V, E, L) \), where (1) \( V \) is a set of nodes; (2) \( E \subseteq V \times V \) is a set of undirected edges; and (3) each node \( v \in V \) carries a tuple \( L(v) = (A_1 = a_1, A_2 = a_2, \cdots, A_n = a_n) \), in which \( A_i = a_i (i \in [1, n]) \) represents that the node \( v \) has a value \( a_i \) for the attribute \( A_i \), and is denoted as \( v.A_i = a_i \).

A graph \( G_s = (V_s, E_s, L_s) \) is a subgraph of \( G = (V, E, L) \), denoted by \( G_s \subseteq G \), if \( V_s \subseteq V \), \( E_s \subseteq E \), and moreover, for each \( v \in V_s \), \( L_s(v) = L(v) \).

Definition 2. Pattern & Sub-pattern. A pattern \( Q \) is defined as a graph \( (V_p, E_p, f_v) \), where \( V_p \) and \( E_p \) are the set of nodes and edges, respectively, for each \( u \) in \( V_p \), it is associated with a predicate \( f_v(u) \) defined as a conjunction of atomic formulas of the form of ‘\( A = a \)’ such that \( A \) denotes an attribute of the node \( u \) and \( a \) is a value of \( A \). Intuitively, \( f_v(u) \) specifies search conditions imposed by \( u \), that is, for a node \( v \) in \( G \), if for each atomic formula ‘\( A = a \)’ in
Definition 5. Support. The support of a pattern \( Q \) in a single graph \( G \), denoted by \( \text{Sup}(Q,G) \), indicates the appearance frequency of \( Q \) in \( G \).
Table 1. A summary of notations

| Symbols | Notations |
|---------|-----------|
| $G = (V, E, L)$ | a data graph |
| $Q = (V_p, E_p, f_v)$ | a pattern |
| $G_s \subseteq G$ | $G_s$ is a subgraph of $G$ |
| $Q' \subseteq Q$ | $Q'$ is a sub-pattern of $Q$ |
| $M(Q, G)$ | the set of matches of $Q$ in $G$ |
| $\text{Img}(u)$ | the set of matches of node $u$ of $Q$ in $G$, derived from $M(Q, G)$ |
| $|V| + |E|$ | $|G|$, the size of $G$ |
| $|V_p| + |E_p|$ | $|Q|$, the size of $Q$ |
| $T$ | a rooted and directed tree for maintaining frequent patterns |
| $h$ | the height of tree $T$ |
| $\text{Sup}(Q, G)$ (resp. $\theta$) | the support of a pattern $Q$ in $G$ (resp. threshold of support) |
| $\text{Itrs}(Q)$ | the interestingness of a pattern $Q$ |
| $D(Q)$ (resp. $D_i(Q)$) | the complete pattern of $Q$ |
| $e_x = (u_i, u_j)$ | an edge for pattern extension |

Analogous to the association rules for itemsets, the support metric for patterns should be anti-monotonic, i.e., for patterns $Q$ and $Q'$, if $Q' \subseteq Q$, then $\text{Sup}(Q', G) \geq \text{Sup}(Q, G)$ for any $G$, to facilitate search space pruning. Various pattern-based anti-monotonic support metrics exist, e.g., Minimum-Image-based Support (MnIS) (Bringmann & Nijssen, 2008), harmful overlap (Fiedler & Borgelt, 2007) and maximum independent sets (Gudes, Shimony, & Vanetik, 2006). In this paper, MnIS is chosen as the support metric owing to the merit of fast evaluation.

Formally, the metric is defined as,

$$\text{Sup}(Q, G) = \min \{|\text{Img}(u)| \mid u \in V_p\},$$

where $\text{Img}(u)$ is the image of a pattern node $u$ in $G$.

Example 2. Recall graph $G$, pattern $Q_1$ and its matches in Fig. 1. It is easy to see that $\text{Img}(\text{DBA})=\{v_8, v_9, v_{19}, v_{20}, v_{21}\}$, $\text{Img}(\text{ST})=\{v_{11}, v_{13}, v_{22}, v_{23}, v_{24}\}$, $\text{Img}(\text{PRG})=\{v_{10}, v_{12}, v_{25}, v_{26}, v_{27}, v_{28}\}$, which leads to $\text{Sup}(Q_1, G) = 5$.  

Definition 6. Frequent Pattern Mining. Given a graph $G$ and an integer $\theta$ as the support threshold, it is to discover a set $\mathcal{S}$ of frequent patterns $Q$ in $G$ such that $\text{Sup}(Q, G) \geq \theta$ for any $Q$ in $\mathcal{S}$.

In practice, the task of FPM faces three challenges: (1) the underlying graphs $G$ are typically very large, and in the meanwhile, the FPM problem is intractable, it is hence very costly to identify all the frequent patterns on such large graphs; (2) there may return excessive patterns which bring trouble to users’ inspection.
and application, moreover people are more interested in those patterns which are top ranked (X.-F. Yan & Han, 2003); and (3) it is not easy to set a viable support threshold $\theta$, because a large (resp. small) $\theta$ will lead to too few (resp. many) patterns (X.-F. Yan & Han, 2003). In light of these, it is necessary to investigate the top-$k$ pattern mining problem. While, to do this, it is crucial to develop a metric for measuring the interestingness of a pattern.

Existing metrics for measuring patterns’ interestingness can be divided into two types: subjective metrics and objective metrics. A formalization of subjective metric was first introduced by (van Leeuwen, Bie, Spyropoulou, & Mesnage, 2016), followed by several similar counterparts. All these metrics, however, are based on information theory and are computationally expensive. In contrast, objective metrics (X.-F. Yan & Han, 2003; Huan et al., 2004; Chi, Xia, Yang, & Muntz, 2005) consider the structural containment relationship among patterns, on the basis of the “closeness” property, resulting in better efficiency. Inspired by the objective metrics, in this paper, we evaluate the interestingness of a pattern $Q = (V_p, E_p, f_v)$ as,

$$Itrs(Q) = |Q| = |V_p| + |E_p|. \tag{2}$$

**Example 3.** Recall patterns $Q_1$, $Q_2$ and $Q_3$ in Fig. 1 (b). One may verify that $Itrs(Q_1) = 6$, $Itrs(Q_2) = 8$ and $Itrs(Q_3) = 10$. Among three patterns, $Q_3$ is considered more interesting, as it subsumes others; in addition, it is frequent entails that the others are frequent as well.

Indeed, the metric is a simplified closeness-based metric, as it simplifies evaluation of pattern containment with pattern size. Moreover, it is cheaper to evaluate and can be adapted based on practical requirements, e.g., by integrating to developing a top-$k$ pattern mining algorithm with early termination property.

**Problem formulation.** The TopkPM problem is formalized as follows.

- **Input:** A single large graph $G$, support threshold $\theta$ and integer $k$.
- **Output:** A set $S_k$ of patterns $Q$ discovered from $G$ such that $|S_k| \leq k$, $Sup(Q,G) \geq \theta$ for any $Q$ in $S_k$ and $\arg\max_{S_k \subseteq S} \sum_{Q \in S_k} Itrs(Q)$.

Intuitively, the problem is to find a set of $k$ (specified by users) patterns that not only satisfy support constraint but also take the largest sum of interestingness values. However, the problem is nontrivial.

**Proposition 1:** The decision problem of TopkPM is NP-hard.

To see Prop. 1, observe that the subgraph isomorphism (ISO) problem is embedded in TopkPM problem, thus TopkPM problem must be at least as hard as ISO problem. Since ISO is an NP-complete problem (Cordella et al., 2004), thus TopkPM problem must be NP-hard.

To tackle the issue, one may develop an algorithm (NAIVE) that applies a “find-all-select” strategy to identify top-$k$ patterns. In a nutshell, NAIVE discovers a complete set $S$ of frequent patterns by using any existing frequent pattern
mining algorithm, ranks frequent patterns according to their interestingness values and picks \( k \) best ones. Though straightforward, Naïve has to mine all the frequent patterns, hence is prohibitively expensive and even not doable on large graphs. To rectify this, one can incorporate both early termination strategy and approximation scheme. We next illustrate more in Section 4.

4 Mining Near-Optimal Top-\( k \) Patterns

In this section, we first outline an algorithm that preserves early termination property, for identifying near-optimal top-\( k \) patterns. We then present a novel method for estimating \( M_{nI}S \).

4.1 Mining with Early Termination

By Prop. 1, we know that identifying the optimal top-\( k \) patterns requires extremely high computational costs, which is infeasible in practice. Hence, an algorithm that is able to efficiently discover near-optimal top-\( k \) patterns is more desired. Motivated by this, we develop such an algorithm, denoted as APRTopK.

In contrast to traditional methods, APRTopK works in an incremental manner to identify top-\( k \) patterns, during the period, compact data structures are used for estimating pattern supports. These together significantly lower both computational and space costs while retaining near-optimal recall.

**Framework.** As shown in the Pseudo-Code in Algorithm 1, APRTopK takes a single (possibly large) graph \( G \), a support threshold \( \theta \), an integer \( k \) and a parameter \( m \) as input and returns a set \( S_k \) of qualified patterns that are close to the optimal solution as output. Here, parameter \( m \) is used to limit the operation times of procedure NODECHOOSE (see Eq. 3), thereby improving efficiency. During mining, APRTopK performs three main tasks, i.e., Initialization (lines 1-2), Tree patterns identification (lines 3-9), and Top-\( k \) patterns mining (line 10). All the frequent patterns are organized in a directed tree \( T \), which is dynamically maintained. In particular, the growth of \( T \) follows a bottom-up manner, starting from “seed” patterns (see below for explanations). To simplify discussion, we use “parent” (resp. “child”) to denote relationship of two patterns which correspond to parent-child nodes in \( T \).

**Initialization.** Four parameters are initialized, i.e., a boolean variable flag to control while loop, an empty set \( S_k \) for keeping track of top-\( k \) patterns, an empty set \( L \) for maintaining candidate patterns and an empty tree \( T \) to record frequent patterns (line 1). Later on, frequent single-edge patterns (a.k.a. “seed patterns”) are identified. They are included in a set \( fEdges \) and used to update \( T \) (line 2). Note that, after initialization, tree \( T \) is consisted of isolated nodes that correspond to “seed patterns” in \( fEdges \).

**Tree patterns identification.** In this stage, APRTopK iteratively identifies frequent “tree” patterns, following a level-wise strategy (lines 3-9). In each round
Algorithm 1 AprTopK

Input: Graph $G$, support threshold $\theta$, integers $k$ and $m$.
Output: A set of no more than $k$ patterns.

1: initialize $flag := \text{false}$; $S_k := \emptyset$; $L := \emptyset$; $T$ as an empty tree;
2: initialize $fEdges$; update $T$;
3: while $flag \neq \text{true}$ do
4: $L := \text{FwTreeGen}(fEdges, T)$;
5: for each pattern $Q_c$ in $L$ do
6: if $\text{FrqChk}(G, Q_c, D(Q_p), \theta, m) \geq \theta$ then
7: update $T$ with $Q_c$;
8: if $T$ was not updated then
9: $flag := \text{true}$;
10: $S_k := \text{ETSearch}(T, \theta, k, m)$;
11: return $S_k$;

12: function $\text{ETSearch}(T, \theta, k, m)$
13: initialize $\text{Terminate} := \text{false}$; $S_k := \emptyset$; $L := \emptyset$; $h$ as the height of $T$;
14: while $\text{Terminate} \neq \text{true}$ do
15: for each $v$ at level $h$ of $T$ do
16: $L := \text{BwTreeGen}(Q_v, fEdges)$;
17: for each pattern $Q_c$ in $L$ do
18: if $\text{FrqChk}(G, Q_c, D(Q_p), \theta, m) \geq \theta$ then
19: $S_k := S_k \cup \{Q_c\}$;
20: if termination condition is satisfied then
21: $\text{Terminate} := \text{true}$;
22: update $S_k$;
23: break;
24: update $h$;
25: return $S_k$;

iteration, AprTopK performs as follows. (1) It generates a set $L$ of “tree” patterns as candidates with procedure $\text{FwTreeGen}$ (line 4). Note that $\text{FwTreeGen}$ (not shown) produces candidate patterns by expanding “tree” patterns that locate at the top level of $T$ with “seed patterns”, following forward expansion (See Def. 4). (2) For each candidate pattern $Q_c$, AprTopK employs a procedure $\text{FrqChk}$ to calculate its support and updates $T$ with $Q_c$ if it is frequent (lines 6-7). The details of $\text{FrqChk}$ for support estimation will be given shortly. (3) After above process, if $T$ remains unchanged, the flag $flag$ is then updated as $\text{true}$, indicating that no new pattern was generated and the while loop no longer needs to continue (lines 8-9). By now, $T$ grows into a tree with nodes corresponding to frequent tree patterns, and will be used for further processing.

Example 4. On graph $G$ of Fig. 1 (a), AprTopK first identifies frequent edges as seed patterns $Q_1$-$Q_6$ (shown in Fig. 2), as their supports are no less than 3. Then, AprTopK applies $\text{FwTreeGen}$ to generate candidate patterns following forward expansion, in a level-by-level manner. For example, using pattern
Given parameters $\theta$, $k$ and a tree $T$, whose nodes correspond to the set $S'$ of frequent “tree” patterns, a $k$-element set $S_k$ is the top-$k$ pattern set, if (1) $\sup(Q,G) \geq \theta$ for each $Q$ in $S_k$, and (2) $\min(|Itrs(Q)||Q \in S_k| \geq \max\{|Itrs(Q)||Q \in S\}$.

Here, $S'$ is a subset of $S$' and includes those tree patterns that have not been used for pattern expansion, and $Q_i$ is a complete pattern of a tree pattern $Q_i$ in $S_k$.\hfill$\square$
To facilitate the calculation of \( \mathcal{S} \), observe that \( \text{ITRS}(Q_t) \) must be larger than interestingness value of any other pattern that is expanded from \( Q_t \), as a result, when the minimum interestingness value of a pattern \( Q \) in \( S_k \) is already no less than the maximum interestingness value of the complete pattern of a tree pattern \( Q_t \) in \( \mathcal{S} \), then \( \sum_{Q \in S_k} \text{ITRS}(Q) \) is already maximized and no further exploration is needed.

Indeed, Prop. 2 enables algorithm \( \text{APRTOPK} \) to terminate earlier. As top-\( k \) patterns mining are performed in a top-down manner, the set \( \mathcal{S}^t \) (initially the same as \( \mathcal{S}^0 \)) is hence dynamically updated with a seen \( Q_t \).

If the termination condition is satisfied, \( \text{ETSearch} \) sets \( \text{Terminate} \) as \text{true}, eliminates redundant patterns in \( S_k \) if \( |S_k| > k \), breaks the \textbf{while} loop (lines 21-23) and returns \( S_k \) as final result (line 25). Otherwise, \( \text{ETSearch} \) decreases \( h \) by 1 (line 24), indicating that a new round selection will start from level \( h-1 \) of \( \mathcal{T} \).

Example 5. Recall Example 4. To mine the top-1 pattern on graph \( G \) of Fig. 1 (a), a pattern \( Q_{21111} \) is generated via backward expansion (marked in blue line for backward edges) from its parent \( Q_{2111} \) at level 4. \( \text{ETSearch} \) then evaluates its support and enlarges \( S_k \) with it. The above process terminates until candidates generated from patterns at level 4 of \( \mathcal{T} \) (Fig. 2) are all processed, as the remaining candidates can not have higher \( \text{ITRS} \) values.

4.2 Supports Evaluation

During mining, supports evaluation brings two challenges: (a) high computational cost, since it involves expensive isomorphism checking, which may even be performed exponentially many times; and (b) high space cost for recording all the matches and then calculating \( \text{MNI} \) for each pattern. On large graphs, such high costs are often not affordable. This calls for effective methods to estimate pattern supports efficiently and accurately.

To this end, we introduce a novel method \( \text{FrqChk} \), which incorporates an approximation scheme for support estimation. The Pseudo-Code of \( \text{FrqChk} \) is shown in Algorithm 2. We next introduce its details, starting from the auxiliary structures it uses.

Auxiliary Structures. To facilitate the calculation of \( \text{MNI} \)-based support, an auxiliary structure, called Domain, is used to keep track of matches of a pattern.

Definition 7. Domain. Given a graph \( G \) and a pattern \( Q \) with node set \( V_p \), the Domain of \( Q \), denoted by \( D(Q) \), reorganizes all the matches \( M(Q,G) \) of \( Q \) in \( G \) with a table, whose column head and body correspond to a pattern node \( u_i \) \((u_i \in V_p)\) and its image \( \text{IMG}(u_i) \), respectively.

Abusing the notation of domain, we use \( D_i(Q) \) to indicate the \( i \)-th domain of \( D(Q) \), which essentially corresponds to \( \text{IMG}(u_i) \).

Example 6. As shown in Fig. 3, the match set \( M(Q_1,G) = \{ (v_0,v_4,v_6), (v_0,v_4,v_7), (v_0,v_4,v_8), (v_1,v_4,v_6), (v_1,v_4,v_7), (v_1,v_4,v_8), (v_2,v_4,v_6), (v_2,v_4,v_7), (v_2,v_4,v_8), (v_1,v_5,v_7), (v_1,v_5,v_8), (v_2,v_5,v_7), (v_2,v_5,v_8), (v_2,v_5,v_9), (v_3,v_5,v_7), (v_3,v_5,v_8), (v_3,v_5,v_9) \} \).
\(v_7\), \((v_3, v_5, v_8), (v_3, v_5, v_9)\) includes in total 18 distinct matches of \(Q\) in \(G\); while the domain \(D(Q_1)\) of \(Q_1\) in \(G\), shown in Fig. 3(b) is a more compact data structure, compared with \(M(Q_1, G)\).

Obviously, the domain of a pattern \(Q\) in a graph \(G\) is of linear size of \(|G|\) and \(|Q|\), which is much smaller than \(M(Q, G)\) (potentially in exponential size of \(|G|\)). Apart from compact structure, domains can be used for support estimation efficiently and accurately.

**Support Estimation.** The support estimation is fulfilled by the procedure FrqChk, which leverages a recursive function Traverse to update domains of candidate patterns. The Pseudo-Code of FrqChk is shown in Algorithm 2. As can be seen, the input of FrqChk includes a graph \(G\), a candidate pattern \(Q_c\), whose support needs to be verified, a pattern \(Q_p\) with node set \(V_p\) along with its domain \(D(Q_p)\), a support threshold \(\theta\) and an integer \(m\). Here \(Q_c\) is deemed as the “child” of \(Q_p\) with the edge \(e_x = (u_i, u_j)\), FrqChk utilizes this property to conduct a preliminary pruning by referencing \(e_x, D(Q_p)\) and \(G\) (line 2). Specifically, FrqChk checks each node \(v_k\) in \(D(Q_p)\) and see whether there exists an edge \((v_k, v_k')\) in \(G\), where \(v_k\) is a match of \(u_i\) of \(Q_p\) and \(v_k' \sim u_j\). If \(v_k\) does not have such a neighbor \(v_k'\), then \(v_k\) can not be a match of \(u_i\) of \(Q_c\) and is marked with a special symbol indicating its invalidity.

**Example 7.** Taking \(G\), \(Q_1\) as well as its domain \(D(Q_1)\) given in Fig. 3 as input, FrqChk first checks whether each node in \(D_2(Q_1)\) has a neighbor \(v\) such that
$v \sim v_3$, as $Q_2$ is expanded with an edge $e_x = (u_2, u_3)$ from $Q_1$. Then, node $v_7$ is identified and marked as invalid, since it has no neighbor labeled as PRG.

Frqchk next iteratively updates $D(Q_c)$ via guided traversal from each $v$ in $D_0(Q_p)$ (lines 3-7). During the iteration, Frqchk restores the stack $S_d$ by pushing $v$ on top of it after cleaning, in addition, Frqchk also decreases the counter by 1, indicating that $v$ has been used for verification (line 4). Afterwards, Frqchk calls Traverse to identify qualified matches of $Q_c$ (line 5, details of Traverse will be elaborated shortly). After the traverse, an updated domain $D(Q_c)$ is returned, Frqchk then verifies the satisfiability of a simple rule, i.e., $|D_0(Q_c)| + \text{counter} < \theta$. Intuitively, the rule states that if the total number of qualified matches of $u_0$ of $Q_c$ and unverified matches of $u_0$ of $Q_p$ is already less than $\theta$, then $\text{Sup}(Q_c)$ must be less than $\theta$ (property of MNIS). If the rule is satisfied, Frqchk breaks the loop immediately, since further verification is no longer needed (line 7). When all the candidates of $u_0$ are verified, Frqchk calculates $\text{Sup}(Q_c)$ by using $D(Q_c)$ (line 8) and returns it as final result (line 9).

Procedure Traverse. Recall that the Minimum-Image-based Support only concerns the image of each distinguished node of a candidate pattern $Q_c$ rather than the total number of matches of $Q_c$. Thus, we do not need to enumerate all the
matches, but try to obtain a domain of $Q_c$, which is as accurate as possible. Based on this observation, our procedure applies a wise strategy to guide search accurately and economically. We next present details of Traverse.

Given a stack $S_d$ that contains match candidates, Traverse works as follows.

**Stage(I):** Based on current status (determined by $S_d$), Traverse identifies a set of nodes $H_c$ for further exploration with a procedure ConsExtr (line 11). To do this, ConsExtr (not shown) first identifies an unvisited edge $e_u = (v_i, u_j)$ of $Q_c$ for guiding next step exploration. The identification of $e_u$ is based on $v_i$, which locates at $S_d$ and exists in $D_i(Q_c)$ (the corresponding domain of $u_j$). ConsExtr next collects those nodes $v_j$ in $G$ (resp. $D_i(Q_p)$), that are neighbors of $v_i$ and satisfy $v_j \sim u_j$ if $e_u$ is a forward (resp. backward) edge. Note that the nodes in $D(Q_p)$ that are marked with invalid symbols will be omitted. For each seen edge $e_u$, it is then marked as visited to avoid repeated visit. In addition, Traverse also initializes a parameter $c$ as 0 for controlling node selection.

**Stage(II):** Traverse picks a node from $H_c$, with procedure NodeChoose (not shown) by using below selection criteria (line 12).

$$v := \begin{cases} v_h & H_c \setminus D(Q_c) \neq \emptyset \quad (A) \\ v_h \in H_c \cap D(Q_c), & H_c \setminus D(Q_c) = \emptyset \land S_d \not\subset D(Q_c) \land c < m \quad (B) \\ \text{null}, & \text{otherwise} \quad (C) \end{cases}$$

Intuitively, Condition A states that NodeChoose prefers to pick a node $v$ that is not in $D(Q_c)$. The reason for the preference lies in that a node that is not in $D(Q_c)$ is beneficial to enlarge Sup($Q_c$), since an unvisited node will lead the traversal to a large part of unvisited area with higher possibility. If $H_c$ is already contained by $D(Q_c)$ (i.e., $H_c \setminus D(Q_c) = \emptyset$), NodeChoose selects a node from $H_c \cap D(Q_c)$ if Condition B is satisfied. Here, Condition B enforces extra two restrictions i.e., $S_d \not\subset D(Q_c)$ and $c < m$. For the first restriction, it requires that $S_d$ should contain nodes that are not in $D(Q_c)$, since otherwise, current traversal will not bring any new element to $D(Q_c)$. The second restriction imposes a number constraint, that is Traverse only picks no more than $m$ nodes from $H_c \cap D(Q_c)$. The number of selected nodes is recorded by a parameter $c$, which is updated when $v$ is used for next round traversal (line 14). By introducing an adjustable parameter $m$, the exploration area at current iteration is restricted, thereby reducing the computational costs. When both of two conditions can not be satisfied, NodeChoose returns a null value. Indeed, the selection criteria given above effectively helps Traverse to efficiently obtain a domain of $Q_c$ with high quality.

**Example 8.** Continuing Example 7, FrqChk restores stack $S_d$ by pushing $v_4$ onto it and calls Traverse to update $D(Q_2)$ in a depth-first manner. Firstly, ConsExtr is invoked. It identifies an unseen edge $e_u = (v_0, u_1)$, and obtains a set $H_c = \{v_0, v_1, v_2\}$, as $v_4 \in D_0(Q_1)$ and $v_i \sim u_1$ ($i \in [0, 2]$). Afterwards, Traverse calls NodeChoose to pick a node for further exploration, and $v_0$ is chosen due to Condition A. Traverse next calls itself for traverse at a deeper level. □

**Stage(III):** Starting from a valid node $v$, Traverse proceeds by referencing $S_d$ (lines 13-21). During the traversal, it first updates $c$ as $c+1$ if $v$ is picked from $H_c \cap$
$D(Q_c)$ (line 14). Then, it keeps detecting a discriminant condition $|S_d| = |V_p|$ and invokes EXPAND to update $D(Q_c)$ if the condition is satisfied (lines 16-17).

Procedure EXPAND (not shown) works as follows. If $Q_c$ is generated with $e_x = (u_i, u_j)$ via forward expansion, EXPAND searches neighbors $v'$ of $v$, where $v \in S_d$, $v \sim u_i$ and $v' \sim u_j$, and puts $v'$ along with nodes in $S_d$ in corresponding domain of $D(Q_c)$, as these nodes together already form valid matches of $Q_c$. For backward expansion, EXPAND verifies whether nodes in $S_d$ already form a match of $Q_c$ by referencing $e_x$ and $D_1(Q_c)$, $D_2(Q_c)$. If true, it updates $D(Q_c)$ along the same line as that for forward expansion.

**Example 9.** Recall Examples 7 and 8. At a deeper level, an unseen edge $e_u = (u_0, u_2)$ is used to guide traversal. Then $H_u = \{v_6, v_7, v_8\}$ is obtained as they are neighbors of $v_4$ that is in $S_d$. NODECHOOSE then picks $v_6$ (Condition A) and pushes it onto $S_d$. The status of $S_d$ is shown in Fig. 4 (a) (right most stack). At this moment, EXPAND is invoked, as the discriminant condition $|S_d| = |V_p|$ is satisfied. EXPAND identifies a node $v_{10}$ (as the neighbor of $v_6$) such that $v_{10} \sim u_3$ of $Q_2$, according to the forward edge $(u_2, u_3)$. Then, a valid match of $Q_2$ forms. EXPAND puts $v_{10}$ as well as nodes in $S_d$ in corresponding columns of $D(Q_2)$. The updated $D(Q_2)$ is depicted in Fig. 4(a).

Otherwise, TRAVERSE invokes itself for deeper exploration (line 18). Afterwards, TRAVERSE pops the upper-most node of $S_d$ (line 20), and picks a different node with NODECHOOSE for next round exploration (line 21).

**Example 10.** Following previous examples, TRAVERSE pops $v_6$, which is the upper-most node, out of $S_d$ and picks $v_8$ (Condition A) for next round iteration. Figure 4 (b) shows how $S_d$ is changed, where $S_d$ after popup operation is colored in blue. As $|S_d|$ equals to $|V_p|$ now, EXPAND found that a new match can be formed with $v_{11}$ and updates $D(Q_2)$ with the new match. The updated $D(Q_2)$ is also shown in the middle of Fig. 4 (b).

One may refer to Fig. 4 for the entire process of FRQCHK, where detailed changes of stack $S_d$, domain $D(Q_2)$, and traversal paths are provided. Detailed explanation is omitted due to space constraint.

**Remarks.** (1) The parameter $m$ controls total number of nodes used for exploration. As verified via experimental studies, guided traversal with limited numbers substantially improves efficiency of mining process, taking only 11.7% time and 31.5% memory of its counterpart, while obtaining 100% recall. (2) When performing support estimation for a candidate pattern $Q_c$, FRQCHK leverages the cached domain of $Q_p$ (as the “parent” of $Q_c$ and computed in earlier), which substantially improves efficiency. (3) Note that the decision problem of TOP-KPM is already NP-hard, so no matter how desired, the TOP-KPM problem can not be solved in PTIME. Despite high computational cost, APRTOPK works more efficiently than its counterparts, owing to its approximation scheme for supports estimation and early termination property.
5 Experimental Study

Using real-life graphs and synthetic data, we conducted comprehensive experimental studies to evaluate: efficiency, memory cost, effectiveness (recall) and scalability of our algorithm APR\textsc{TopK}, compared with baseline methods.

5.1 Experimental setting

**Real-life graphs.** We used three real-life graphs: (a) Amazon (Leskovec, Adamic, & Huberman, 2007), a product co-purchasing network with 0.41 million nodes and 3.35 million edges. (b) Mico (Elseidy et al., 2014), a dataset models the Microsoft co-authorship information with 0.1 million nodes and 1.08 million edges.
Youtube (Cheng, Dale, & Liu, 2008), a network of videos and their related videos from Youtube with 0.15 million nodes and 1.05 million edges.

**Synthetic graphs.** We also designed a generator to produce synthetic graphs $G = (V, E, L)$, controlled by the numbers of nodes $|V|$ and the number of edges $|E|$, where $L$ is taken from an alphabet of $1K$ labels. We generated synthetic graphs following the evolution model (Garg, Gupta, Carlsson, & Mahanti, 2009): an edge was attached to the high degree nodes with higher probability. The size of $G$ is up to 0.5 million nodes and 5 million edges.

**Implementations.** We implemented algorithm $\text{AprTopK}$ and the following counterparts, all in Java.

- GRAMI, which identifies frequent patterns with the algorithm in (Elseidy et al., 2014), ranks patterns based on our interestingness metric and selects top-$k$ ones.
- AGRAMI, the approximate version of GRAMI. Along the same line as GRAMI, AGRAMI first discovers frequent patterns with the approximate version of GRAMI. During this period, it sets the time-out to occur after $f(\alpha)$ iterations of the search, where $f(\alpha) = \alpha^n \prod_{i=1}^{n} |D_i| + \beta$, $\alpha \in (0, 1]$ is a user-defined parameter, $\beta$ is a constant, $D_i$ is the image $\text{Img}(u_i)$ of pattern node $u_i$ and $n$ is the number of pattern nodes. In this way, AGRAMI achieves better efficiency, at the cost of missing false negatives. After frequent patterns are discovered, the top-$k$ pattern selection is processed in the same way as GRAMI.

In our test, the testbed includes a machine with 2.3 GHz CPU and 16 GB RAM, running JDK v11.0.9 on Windows 10. Each test was run five times and the average is reported.

**Parameters.** For $\text{AprTopK}$, we fixed parameter $m = 2$ (used in procedure $\text{NodeChoose}$). For AGRAMI, we fixed $\alpha$ as $2 \times 10^{-5}$, $2 \times 10^{-4}$, $7 \times 10^{-3}$ and $10^{-5}$ on Amazon, Mico, Youtube and synthetic graphs, respectively.

### 5.2 Experimental results

**Exp-1: Influence of $\theta$.** To see the influence of $\theta$, we fixed $k$ as a large number. It is a fair setting, since a complete (resp. incomplete but still large) set of frequent patterns need to be mined in GRAMI (resp. AGRAMI) in spite of the increase of $k$, while the increase of $k$ weakens $\text{AprTopK}$.

We then varied the support threshold $\theta$ from $2K$ to $4K$ in $0.5K$ increments, $2.9K$ to $3.3K$ in $0.1K$ increments and $0.3K$ to $0.7K$ in $0.1K$ increments on Amazon, Mico and Youtube, respectively.

**Efficiency.** Figures 5(a)-5(c) report the response time of all the algorithms on Amazon, Mico and Youtube, respectively, which tell us the following. (1) With the increase of support threshold $\theta$, all the algorithms take shorter time, because fewer candidate patterns and their matches have to be verified. (2) $\text{AprTopK}$
Fig. 5. Exp-1: Influence of $\theta$

Fig. 6. Exp-2: Influence of $k$
outperforms GRAMI and AGRAMI in all cases and is less sensitive to the increase of $\theta$, since AprTopK is able to dramatically reduce the cost for candidate patterns verification. On Amazon, Mico and Youtube AprTopK only takes on average 17.4%, 74.1% and 15.8% time of GRAMI, respectively. In particular, our algorithm takes only 13.8% time of GRAMI, when $\theta = 2K$, while obtaining 100% recall, on Amazon.

Memory cost. Figures 5(d)-5(f) show the memory footprint of the algorithms over Amazon, Mico and Youtube, respectively. We find that (1) the memory cost of all the algorithms drops with the increase of $\theta$, as fewer candidates need to be verified. (2) AprTopK consumes less memory than GRAMI and AGRAMI on three graphs, as expected; it incurs 59.6%, 87.4% and 52.3% memory cost of GRAMI, on average, at Amazon, Mico and Youtube, respectively.

Recall. Figures 5(g)-5(i) show the recall of AprTopK and AGRAMI, i.e., the ratio of patterns returned by AprTopK and AGRAMI vs. the complete set of frequent patterns. We find the following: (1) the recall of AprTopK is always higher than 99% on three graphs. In particular, the recall of AprTopK even maintains 100% on Amazon. (2) Overall, when $\theta$ grows, the recall of both algorithms grows as well (not monotonically increasing). This is because, for a large $\theta$, the set of frequent patterns becomes smaller, which favors top-k selection. (3) The recall of AGRAMI is influenced not only by $\theta$, but also by a set of parameters (e.g., $\alpha$ etc.). We have tested AGRAMI with smaller $\alpha$ and find that its recall and efficiency are mutually restricted. Due to space constraint, we omit details here.

It is noted that, FrqChk gets less efficiency and memory cost advantages on Mico. The main reason lies in that the effectiveness of traversal strategy on Mico is not as good as that on Amazon and Youtube. Indeed, FrqChk prefers to traverse from nodes that have not been seen since these unseen nodes can contribute the support of a pattern. This underlying feature results in that FrqChk can achieve better performance to evaluate supports of those patterns whose corresponding matches have a large part of overlap (see Example 6). As the graph structure of Mico does not favor FrqChk very well from the perspective of match overlap, the performance gains from FrqChk hence become less.

Exp-2: Influence of $k$. Fixing $\theta = 2K$, $2.9K$ and $0.3K$ for Amazon, Mico and Youtube, respectively, we varied $k$ from 10 to 50 in 10 increments and compared AprTopK with GRAMI and AGRAMI.

Efficiency. Results shown in Figures 6(a)-6(c) tell us the following. (1) AprTopK performs much more efficiently than GRAMI, owing to its approximation scheme employed by support estimation and early termination property. For example, AprTopK only takes on average 13.8%, 78.6% and 16.4% time of GRAMI at Amazon, Mico and Youtube, respectively. (2) AprTopK is sensitive to the increase of $k$ since it has to verify more candidate patterns before the termination condition can be satisfied, while GRAMI and AGRAMI are not influenced by $k$ w.r.t. efficiency, as both of them apply the “find-all-select” strategy.

Memory cost. Figures 6(d)-6(f) show the memory footprint of all the algorithms. We find the following. All the algorithms are not sensitive to the varying of $k$. 
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The reasons are twofold: (1) GRAMI and AGRAMI are almost not influenced by the change of \( k \), hence the memory requirements remain unchanged for both of them; and (2) APRTOPK stops only when termination condition is satisfied, however a larger \( k \) does not dramatically increase the memory cost, meanwhile we find that APRTOPK consumes, on average, 34.2% (resp. 88.2%, 34.1%) memory of GRAMI, on Amazon (resp. Mico and Youtube).

Recall. Figures 6(g)-6(i) report the recall of APRTOPK and AGRAMI. We find the following. Both APRTOPK and AGRAMI perform very well on all datasets and the recall of them remains 100% when \( k \) increases from 10 to 50.

Exp-3: Scalability. Fixing \( \theta = 1K \) and \( k = 50 \), we varied \(|G|\) from (0.3M, 3M) to (0.5M, 5M) with 0.05M and 0.5M increments on \(|V|\) and \(|E|\), respectively, and compared APRTOPK with GRAMI and AGRAMI. As shown in Figures 7(a)-7(c), (1) all the algorithms take longer time and consume more memory on larger graphs, as expected; (2) APRTOPK is less sensitive to \(|G|\) than others, w.r.t. response time and memory footprint, showing its better scalability; and (3) APRTOPK shows a more steady recall than AGRAMI, with the increase of \(|G|\).

Exp-4: Influence of \( m \). Fixing \( k = 100 \) and \( \theta = 1.8K, 2.9K \) and 0.29K for Amazon, Mico and Youtube, respectively, we varied \( m \) from 1 to 5 in 1 increments to test its influence w.r.t. efficiency, memory cost and recall for APRTOPK. As shown in Figures 8(a)-8(c), (1) with the increase of \( m \), the time overhead and memory cost of APRTOPK grow up as well; (2) on Amazon and Youtube (resp. Mico), when \( m \) reaches 2 (resp. 3), the improvement on recall becomes insignificant, since recall values already approach 100%. Hence, it is more appropriate to set \( m \) as 2 or 3 on real life graphs.

6 Conclusion

In this paper, we developed an approach to mining near optimal top-\( k \) patterns. We first formalize the TopKPM problem by incorporating viable metrics to measure support and interestingness of patterns. We then develop an algorithm APRTOPK to identify top-\( k \) patterns efficiently and accurately. The algorithm applies a “level-wise” strategy, which ensures early termination property, to discover top-ranked patterns that are not only frequent but also interesting. To fa-
cilitate support evaluation, we devised a technique to compute the lower bound of support with smart traverse strategy and compact data structure. Our experimental study has verified the efficiency, memory footprint, recall and scalability of our algorithm. We hence contend that our approach yields a promising tool for big graph analysis.

The study of TopKPM is still in its infancy. One direction concerns pruning technique that may lead to the decrease of costs (computational and space costs) without sacrificing recall. Metrics for measuring importance of patterns also need to investigate. Another interesting topic is to identify top-$k$ patterns with different matching semantics, e.g., graph simulation, inexact matching, etc. It is also worth extending APRTopK under distributed scenario, to leverage parallel computation.
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