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Abstract—The estimation of direction of arrival (DOA) is a crucial issue in conventional radar, wireless communication, and integrated sensing and communication (ISAC) systems. However, low-cost systems often suffer from imperfect factors, such as antenna position perturbations, mutual coupling effect, inconsistent gains/phases, and nonlinear amplifier effect, which can significantly degrade the performance of DOA estimation. This article proposes a DOA estimation method named super-resolution DOA network (SDOA-Net) based on deep learning (DL) to characterize the realistic array more accurately. Unlike existing DL-based DOA methods, SDOA-Net uses sampled received signals instead of covariance matrices as input to extract data features. Furthermore, SDOA-Net produces a vector that is independent of the DOA of the targets but can be used to estimate their spatial spectrum. Consequently, the same training network can be applied to any number of targets, reducing the complexity of implementation. The proposed SDOA-Net with a low-dimension network structure also converges faster than existing DL-based methods. The simulation results demonstrate that SDOA-Net outperforms existing DOA estimation methods for imperfect arrays. The SDOA-Net code is available online at https://github.com/chenpengseu/SDOA-Net.git.
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I. INTRODUCTION

DIRECTION-OF-ARRIVAL (DOA) estimation is a fundamental problem in wireless communications, radar-based applications, and future integrated sensing and communication (ISAC) systems [1], [2], [3], [4] and has been studied for decades. Typically, the DOA estimation is based on an ideal antenna array model, without considering any imperfect effect, including the mutual coupling effect, inconsistent gains/phases, nonlinear effect, and so on. In this ideal scenario, DOA can be estimated by traditional methods such as the monopulse angle estimation method [5] and fast Fourier transformation (FFT)-based methods.

In addition, there have been proposals for super-resolution estimation methods. Subspace-based methods, such as multiple signal classification (MUSIC) [6], [7], [8] and estimation of signal parameters via rotational invariance techniques (ESPRIT) [9], [10], [11], [12], have been suggested. An optimization problem is formulated in [13] to estimate the DOA considering the eigenvalues ranking problem. In addition, sparse reconstruction-based methods have been introduced that take advantage of the sparsity of signals in the spatial domain. For example, compressed sensing (CS)-based methods have been proposed for DOA estimation, including sparse Bayesian learning-based methods [14], [15], [16], [17], [18], [19], [20], [21] and mixed $\ell_{2,0}$-norm-based methods [22].

However, the above works did not consider the effect of imperfect antenna arrays. As a result, the performance of these algorithms is significantly affected in practical DOA estimation systems. In the literature, some work has started to investigate DOA estimation schemes under imperfect antenna arrays. For example, for an array with mutual coupling, gain or phase errors, and sensor location errors, a method for estimating DOA and model errors is proposed in [23]. A fourth-order parallel factor decomposition model using imperfect waveforms is given in [24] to estimate the DOA. Then, [25] proposes a 2-D DOA estimation method for an imperfect L-shaped array using active calibration. However, each of the above works only considered a subset of the imperfect array effects because optimization over the complicated array model with all imperfect effects considered is challenging.
This motivates us to use the deep-learning (DL) technique for DOA estimation with all imperfect array effects taken into account because of its efficiency for training over difficult networks.

In the literature, several works have been done for DL-based DOA estimation [15], [26], [27], [28], and they have the advantages of low computational complexity and high accuracy. There are some types of DL-based methods:

1) The input data is the raw sampled data from the array;
2) The input data is the covariance matrix of the received signal;
3) The outputs are the directly estimated DOAs;
4) The output is the spatial spectrum and the DOAs are estimated from the spectrum.

Various DL-based methods have been proposed for DOA estimation in the literature. In [29] and [30], the input is the covariance matrix, the output is the spatial spectrum, and a sparse loss function is used to train the network. Papageorgiou et al. [31] use the estimated covariance matrix as input and discretize the spatial domain into grids to estimate the DOA. A synthetic dataset is shown in [32], and a CNN-based method is proposed for the estimation of DOA in the presence of additive noise, propagation attenuation, and delay. For coherent signals, an angle separation learning method is proposed in [30], and the covariance matrix is formulated as input features of the DNN. In [30], a deep convolution network (DCN) is given for DOA estimation with the covariance matrix as the undersampled linear measurements of the spatial spectrum, where the signal sparsity in the spatial domain is also exploited to improve estimation performance. A MUSIC-based DOA estimation method is proposed in [33] using small antenna arrays, where DL is formulated to reconstruct the signals of a virtual large antenna array. Huang et al. [26] gives an offline and online DNN method for the estimation of DOA in the massive multiple input multiple output (MIMO) system, where DOA is the network output and can be estimated directly from the received signal. For the estimation of DOA with a low signal-to-noise ratio (SNR), a convolutional neural network (CNN) is proposed in [31], where the covariance matrix is the input of the network and shows increased robustness in the presence of noise. Moreover, a multiple deep CNN is designed in [34], where each CNN learns the MUSIC spectrum of the received signal, so a nonlinear relationship between the received sensor data and the angular spectrum is formulated in the network. For the imperfect array, [35] introduces a DNN framework to estimate the DOA using a multitask autoencoder and a series of parallel multilayer classifiers.

We find that the DL-based DOA estimation methods mainly use CNN as a typical network structure [36], and the input is the statistic results such as the covariance matrix. Since the information in the statistical data limits the estimation performance, the performance cannot be better using the raw sampled data. Furthermore, the network output is the estimated DOAs, and the spatial spectrum cannot be obtained. Therefore, the network structure should be adjusted with different target numbers and is not suitable for practical applications. There are some limitations to existing DL-based methods.

1) Since the classic DOA estimation algorithms, such as MUSIC, are just based on the covariance matrices of the received signals, most existing ML-based schemes use these covariance matrices as the input data to train the network. However, the covariance matrices are not sufficient for the optimal estimator design, in general. As a result, the input data used in these works do not preserve all useful information.

2) Furthermore, the output of existing ML-based DOA estimation schemes is usually the spatial spectrum of the targets. In this case, the training network depends on the number of targets, that is, different networks should be trained given a different number of targets. This is of high complexity in practice.

3) Furthermore, when the spatial spectrum is used, we must discretize the DOAs into grids, and the possible DOA must be on the discretized grids exactly. More grids as the output must be used for high accuracy, and the network will become more complex and difficult to train.

In this article, we propose a DNN network based on CNN, that is, a super-resolution DOA network (SDOA-Net), to overcome the above-mentioned difficulties in the DOA estimation. The proposed SDOA-Net is used for the performance evaluation of imperfect arrays under realistic conditions. Compared with existing methods, the proposed SDOA-Net can achieve better estimation performance with lower complexity. The contributions of this article are given as follows.

1) A System Model With Imperfect Array Effects for the DOA Estimation Is Formulated: The imperfect effect includes the position perturbation, the inconsistent gains, the inconsistent phases, the mutual coupling effect, and the nonlinear effect. As a result, our results are directly applicable to a practical system.

2) A DL Architecture Is Proposed Based on the Imperfect Array: Unlike existing methods, the input of SDOA-Net is the raw sampled signals and the output is a vector, which can be easily used to estimate the spatial spectrum. Convolution layers are then used to get the signals’ features and avoid the complexity of high-dimensional signals. The SDOA-Net output is a vector for the spectrum estimation and can avoid the problem of discretizing the spatial domain. Compared to the existing CNN-based method, the proposed SDOA-Net can be easily trained and perform better estimation.

3) A Spatial Spectrum-Based Loss Function to Train the SDOA-Net Is Proposed: where Gaussian functions are used to approximate the spatial spectrum. Inspired by the atomic norm minimization (ANM)-based DOA estimation method, the output of SDOA-Net is used to formulate the spatial spectrum. Different from existing networks for the DOA estimation, we use a special spectrum-based loss function to measure the error between the reference spectrum and the estimated one and to train the network.
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The remainder of this article is organized as follows. The system mode of practical DOA estimation is formulated in Section II. The review of the super-resolution DOA estimation method is given in Section III. Then, the proposed SDOA-Net for DOA estimation is shown in Section IV. The simulation results are carried out in Section V, and finally Section VI concludes the article.

Notations: Matrices and column vectors are denoted by upper- and lower-case boldface letters, respectively. The matrix transpose and the Hermitian transpose are represented by \((\cdot)^T\) and \((\cdot)^H\), respectively. The real and imaginary parts of a complex value are denoted by \(R\) and \(I\), respectively. The trace of a matrix is denoted by \(\text{Tr}\). The \(\ell_2\) norm is represented by \(\|\cdot\|_2\).

II. System Model for Practical DOA Estimation

In this article, we consider the DOA estimation problem in a practical system and propose a DL-based estimation framework. As shown in Fig. 1, we consider \(K\) far-field signals, and the \(k\)th \((k = 0, 1, \ldots, K-1)\) signal is expressed as \(s_k(t) \in \mathbb{C}\) with the DOA being \(\theta_k \in (-\pi/2, \pi/2)\). A linear array system with \(N\) antennas is used to receive the signals and estimate the DOAs, where the wavelength is denoted as \(\lambda\). Taking into account the additive noise \(w_n(t) \in \mathbb{C}\), the signal received at the \(n\)th \((n = 0, 1, \ldots, N-1)\) antenna can be expressed as

\[
r_n(t) = g\left(x_n(t) + \sum_{n' \neq n} B_{n,n'} x_{n'}(t)\right) + w_n(t). \tag{1}
\]

Then, we have

\[
x_n(t) = \sum_{k=0}^{K-1} \beta_k(t) A_n e^{j\psi_n} e^{j2\pi \frac{d_n}{\lambda} \sin \theta_k} \tag{2}
\]

where taking the zeroth antenna as the reference one, that is, \(d_0 = 0\), the position of the \(n\)th antenna is \(d_n\), and for a uniform linear array (ULA), the position of the antenna is \(d_n = n\lambda/2\). In the received signal (1), the following imperfect problems are considered.

1) The Mutual Coupling Effect: The antennas cannot be ideally isolated and introduce the mutual coupling effect among the received signals. The mutual coupling coefficient between the \(n\)th and \(n'\)th \((n \neq n')\) antenna is \(B_{n,n'} \in \mathbb{C}\) with \(|B_{n,n'}| < 1\) in (1).

2) The Position Perturbations: The antenna positions cannot be exactly at the desired positions and will cause phase errors of the received signals among antennas in the steering vector.

3) The Inconsistent Gains: The radio frequency (RF) channels usually cannot have exactly the same amplifiers and will cause amplitude differences among the received signals. The channel gain of the \(n\)th antenna is denoted as \(A_n > 0\).

4) The Inconsistent Phases: The difference among the RF channels will also cause the delay and phase errors of the received signals, and the channel phase of the \(n\)th antenna is denoted as \(\phi_n\).

5) The Nonlinear Effect: The nonlinear effect among RF channels and analog-to-digital converter (ADC) will introduce the nonlinear effect and degrade the DOA estimation performance. We use a nonlinear function \(g(\cdot)\) to represent the nonlinear operation in the receiving channels.

Hence, collect the received signals into a vector

\[
r \triangleq \left[r_0(t), r_1(t), \ldots, r_{N-1}(t)\right]^T. \tag{3}
\]

The DOA estimation problem can be formulated as a parameter estimation problem with the received signal \(r\). Most existing works consider the methods in the scenario with the perfect array, where we have the linear function \(g(\cdot)\), the mutual coupling coefficient \(B_{n,n'}\) is 0, the channel gains are the same \((A_n = 1\) and \(\phi_0 = 0\)), and the position \(d_n\) of the antenna is known.

However, when an imperfect array is considered, the imperfect elements include the mutual coupling effect, the nonlinear effect, the inconsistent phases, the inconsistent gains, and the position perturbations. In the practical systems, most existing super-resolution methods cannot outperform the traditional methods, where the super-resolution methods must have perfect systems and high SNR. In this article, we will focus on a robust super-resolution method for DOA estimation with imperfect system effects.

III. Review of Super-Resolution DOA Estimation Methods

A. Atomic Norm-Based Estimation Methods

In recent years, atomic norm-based methods have been proposed for line-spectral estimation and achieved better performance by exploiting the sparsity of the spectrum in the frequency domain. Additionally, the DOA estimation problem...
can be easily described as a line-spectral estimation problem, so atomic norm-based methods have been proposed for the DOA estimation.

Usually, in the atomic norm-based methods, the ideal ULA is assumed, and the received signal based on (1) in the nth array can be expressed as

\[ r_n = \sum_{k=0}^{K-1} s_k e^{j2\pi \frac{d}{\lambda} \sin \theta_k} + w_n(t) \]  

(4)

where the distance between adjacent antennas is \( d = (\lambda/2) \). Then, with the definition of a steering vector

\[ a(\theta) \triangleq [1, e^{j2\pi \sin \theta}, \ldots, 1, e^{j2\pi N-1\sin \theta}]^T \]  

(5)

collect all the received signals into a vector, and we have

\[ r \triangleq [r_0, r_1, \ldots, r_{N-1}]^T = As + w \]  

(6)

where we define the steering matrix as

\[ A \triangleq [a(\theta_0), a(\theta_1), \ldots, a(\theta_{K-1})] \]  

(7)

the signal vector is defined as

\[ s \triangleq [s_0, s_1, \ldots, s_{K-1}]^T \]  

(8)

and the noise vector is

\[ w \triangleq [w_0, w_1, \ldots, w_{N-1}]^T. \]  

(9)

In the ANM-based DOA estimation method, an atomic norm is defined as

\[ \|x\|_A \triangleq \inf \left\{ \sum_n \alpha_n : x = \sum_n \alpha_n e^{j\phi_n} a(\theta_n) \right\} \]  

\[ \phi_n \in [0, 2\pi), \alpha_n \geq 0 \]  

(10)

which describes a sparse representation of \( x \) with the sparse coefficients being \( \alpha_n \) (\( n' = 0, 1, \ldots, N' - 1 \)). Then, with the received signal \( r \), we denoise the signal with a sparse reconstruction signal \( x \), which can be expressed as an ANM expression

\[ \min_x \frac{1}{2} \|r - x\|^2_2 + \beta \|x\|_A \]  

(11)

where the parameter \( \beta \) is used to control the tradeoff between the sparsity and the reconstruction accuracy. This ANM problem can be solved by introducing a semi-definite programming (SDP) method, which is

\[ \min_{B, h} \|r - h\|^2_2 \]  

s.t \[ B \geq 0 \]

\[ B h^H = h \]

\[ \text{Tr}(B) = \beta^2 \]

\[ \sum_n B_{n,n+n'} = 0, \text{ for } n' \neq 0 \]

\[ \text{and } n' = 1 - N, \ldots, N - 1. \]  

(12)

By solving the SDP problem (12), the sparse reconstruction signal \( h \) can be obtained, and the DOA of the received signal can be estimated by finding the peak values of the following polynomial:

\[ f(\theta) = |a^H(\theta)h|^2. \]  

(13)

The ANM-based DOA estimation method is for the ideal array with perfect assumptions, but for the practical array, the ANM-based method must be extended. In [37], [38], [39], and [40], the atomic norm-based methods are extended for the practical array. We can find that the much more complex optimization problems are formulated, and a vector like \( h' \) denoted as \( h' \) can be obtained. Then, the DOAs are estimated by the peak values of the following polynomial:

\[ f'(\theta) = |a^H(\theta)h'|^2. \]  

(14)

B. MUSIC-Based Estimated Methods

In the super-resolution estimation method, the MUSIC-based methods can perform better by using noise and signal subspaces. For single-snapshot spectral estimation, Liao and Fannjiang [41] propose a MUSIC-based method. A Hankel matrix is obtained from the received signal \( r \) as

\[ R = \text{Hankel}(r) \]

(15)

where the received signal \( r \) is reshaped as a matrix \( R \in \mathbb{C}^{L \times N-L+1} \). Then, a singular value decomposition (SVD) is used as

\[ [U_1, U_2] \Lambda [V_1, V_2] = \text{SVD}(R) \]  

(16)

where \( U_2 \) is corresponding to the small singular values and \( \Lambda \) is a diagonal matrix with the entries from the singular values. Finally, the spatial spectrum can be estimated as

\[ g(\theta) = \frac{1}{\|a^{H}(\theta)U_2\|^2_2}. \]  

(17)

IV. PROPOSED DOA ESTIMATION METHOD

From the above sections about the existing DOA estimation methods, we can find that the DOAs are estimated by searching the peak values of the spatial spectrum. In this section, we will propose a DL-based super-resolution method for DOA estimation, it is named SDOA-Net, which contains more information and can be trained faster than the existing covariance matrix-based methods.

A. Architecture of SDOA-Net

The SDOA-Net architecture is shown in Fig. 2. First, the received signal in (1) is rewritten as a vector with real and imaginary parts

\[ y(t) \triangleq [R^T\{r(t)\}, T^T\{r(t)\}]^T \in \mathbb{R}^{2N \times 1} \]  

(18)
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where we have the received signal vector
\[
r(t) = [r_0(t), r_1(t), \ldots, r_{N-1}(t)]^T \in \mathbb{C}^{N \times 1}.
\] (19)

With the batch size being \(M_B\), the input signal is
\[
Y \triangleq [y(0), y(1), \ldots, y(M_B - 1)]^T
\] (20)
and the size is \(M_B \times 2N\).

Then, since the SDOA-Net is based on the convolution network, we use a full connection (FC) as the input layer with the output dimension being \(M_F M_I\), where \(M_F\) denotes the number of filters in the convolution layers and \(M_I\) denotes the extension of the inner dimension. After the input layer, the dimension of the signal is \(M_B \times M_F M_I\), and we reshape the signal as a tensor \(f_1(Y)\) with the dimension \(M_B \times M_F \times M_I\), where \(f_1(\cdot)\) is an input layer function.

The tensor is passed to the convolution layers and the number of convolution layers is \(M_C\). In each convolution layer, a 1-D convolution operation is realized with the kernel size being \(M_F \times M_K\) and the padding operation is used to keep the size of the convolution output the same as that of the input. The output of the convolution operation is \(M_B \times M_F \times M_I\). Then, the batch normalization is applied to the convolution output, and the normalization output is denoted as \(f_3(f_2(f_1(Y)))\). The function \(f_2(\cdot)\) denotes the convolution operation and \(f_3(\cdot)\) is the batch normalization operation
\[
f_3(x) = \frac{x - \mathcal{E}[x]}{\text{Var}[x] + \epsilon}
\] (21)
where \(\mathcal{E}[x]\) and \(\text{Var}[x]\) are the mean and variance of \(x\), respectively. \(\epsilon\) is a value added to the denominator for numerical stability and can be set as \(\epsilon = 10^{-5}\). In each convolution layer, a ReLU function \(f_4(\cdot)\) is applied to the output of the batch normalization and is defined as
\[
f_4(x) = \text{max}(0, x).
\] (22)

After the convolution layers, an FC layer is used as an output layer with the input and output sizes being \(M_B \times M_F M_I\) and \(M_B \times 2N\), respectively. The operation in the output layer is denoted as \(f_5(\cdot)\).

Finally, as shown in Fig. 3, we can obtain the output of the SDOA-Net as
\[
G = f_5(f_4(f_3(f_2(f_1(Y)) \ldots f_2(f_1(Y)) \ldots))),
\] (23)

where we have
\[
G \triangleq [g(0), g(1), \ldots, g(M_B - 1)] \in \mathbb{R}^{2N \times M_B}.
\] (24)

As shown in Fig. 4, the corresponding complex vector can be obtained from the network output \(g(m) = 0, 1, \ldots, M_B - 1\) as
\[
z(m) \triangleq g_{0,N-1}(m) + j g_{N,2N-1}(m)
\] (25)
where \(g_{0,N-1}(m)\) denotes a subvector of \(g(m)\) with the index from 0 to \(N - 1\), and \(g_{N,2N-1}(m)\) denotes that from \(N\) to \(2N - 1\). With the output \(z\) of SDOA-Net, the spatial spectrum can be estimated by
\[
f_{sp}(\xi) = |a^H(\xi)z|^2
\] (26)
where \(\xi\) is chosen based on the detection area, such as from \(-\pi/2\) to \(\pi/2\).

The SDOA-Net proposed in this study introduces a novel approach compared to existing methods. Unlike previous approaches, our network takes raw sampled data as input and utilizes convolution layers to extract features from these raw
data. By using the raw data, which contains all the information of the received signals, we obtain a vector as the network’s output. This output vector is distinct from the DOA results or the spatial spectrum used by existing methods. In particular, the size of the output vector matches the number of antennas in the array, resulting in a lower dimension compared to networks that output the spectrum. Consequently, training time can be significantly reduced. Furthermore, DOAs can be obtained by finding the peak values of $f_{sp}(\zeta)$ in (26), which can avoid the problem of adopting the determined number of received signals in networks using DOA values as output.

### B. Training Approach

To train the SDOA-Net, the spatial spectrum $f_{sp}(\zeta)$ is obtained from (26) and the refereed spectrum is given as follows:

$$f_{\text{ref}}(\zeta) = \sum_{k=0}^{K-1} A_k e^{-\frac{(\zeta - \psi_k)^2}{\sigma_G^2}}$$  \hspace{1cm} (27)

where we use Gaussian functions to approximate the spatial spectrum. $A_k$ denotes the spectrum value, and $\sigma_G$ is the standard deviation of the Gaussian function. In this article, we set the value of $\sigma_G$ as

$$\sigma_G = \bar{\sigma}_G / N.$$  \hspace{1cm} (28)

An example of the referenced spatial spectrum approximated by the Gaussian functions is shown in Fig. 5, where we use 16 antennas, $\bar{\sigma}_G = 100$, and the ground-truth DOAs are $-30^\circ$, $10^\circ$, and $20^\circ$. The width of the 3 dB spectrum is about $10.4^\circ$.

With the refereed spectrum, the loss function is defined as

$$f_{\text{loss}}(\zeta) = \frac{1}{\Omega} \left\| f_{\text{ref}}(\zeta) - f_{sp}(\zeta) \right\|_2^2$$  \hspace{1cm} (29)

where $f_{\text{ref}}(\zeta) \in \mathbb{R}^{\Omega \times 1}$ and $f_{sp}(\zeta) \in \mathbb{R}^{\Omega \times 1}$ are vectors with the $\omega$-th ($\omega = 0, 1, \ldots, \Omega - 1$) entry being $f_{\text{ref}}(\zeta_{\omega})$ and $f_{sp}(\zeta_{\omega})$, respectively. We define

$$\zeta \triangleq [\zeta_0, \ldots, \zeta_{\Omega-1}]^T$$  \hspace{1cm} (30)

where $\Omega$ is the number of the discretized spatial angles. The SDOA-Net is trained to minimize the loss function $f_{\text{loss}}(\zeta)$ in (29) by updating the network coefficients.

For the practical system, the mutual coupling effect, the nonlinear effect, the inconsistent phases, the inconsistent gains, and the position perturbations are considered in this article. The training procedure is shown in Fig. 6, and the following steps can be used to train the SDOA-Net.

1) **Perfect Array Step:** The received signals using a perfect array without the imperfect effect are used during the training procedure.

2) **Position Perturbation Step:** The received signals with position perturbation are used. The position perturbation is generated by a Gaussian distribution with the mean being 0 and the standard deviation $\sigma_{\text{per}}$ selected by a uniform distribution $\sigma_{\text{per}} \in [0, \sigma_{\text{max,per}}]$. The parameter $\sigma_{\text{max,per}}$ can be specified in the simulation.

3) **Inconsistent Gains Step:** The inconsistent gains are considered in this step. Similarly, the inconsistent gains are generated by a zero-mean Gaussian distribution with the standard deviation $\sigma_{\text{gain}}$ being $\sigma_{\text{gain}} \in [0, \sigma_{\text{max,gain}}]$, where $\sigma_{\text{max,gain}}$ is specified in the simulation.

4) **Inconsistent Phases Step:** The inconsistent phases are also generated by a zero-mean Gaussian distribution with the standard deviation $\sigma_{\text{phase}}$ being $\sigma_{\text{phase}} \in [0, \sigma_{\text{max,phase}}]$, where $\sigma_{\text{max,phase}}$ is specified in the simulation.

5) **Mutual Coupling Effect Step:** The mutual coupling effect is described by a matrix $B$ with complex entries, and the diagonal entries are all ones. The entry at the $n$th row and the $n'$th column is denoted as

$$B_{n,n'} = |B_{n,n'}| e^{j \psi_{n,n'}}$$  \hspace{1cm} (31)

and $|B_{n,n'}|$ is determined by a uniform distribution $|B_{n,n'}| \in [0, \sigma_{\text{mc}}]$ with $n \neq n'$. The phase $\psi_{n,n'}$
follows a uniform distribution $\psi_{n,n'} \in [0, 2\pi)$. The parameter $\sigma_{mc}$ is specified in the simulation.

6) **Nonlinear Effect Step:** The nonlinear effect is described by a nonlinear function

$$f_{\text{nonlinear}}(x) = \tanh(x \sigma_{\text{nonlinear}}) \quad (32)$$

where $\sigma_{\text{nonlinear}}$ is specified in the simulation to control the nonlinear effect. The $\tanh(\cdot)$ function is used as a nonlinear function. Usually, we can also use other types of activation functions, such as ReLU, leaky ReLU, sigmoid, and so on, and the choice of activation function will not have a big impact on the performance of the DOA estimation.

7) **All the Imperfect Effect Step:** We consider all the imperfect effects to train the network.

The network is trained to the next step after all the data is used in the current step. For example, when we use all the data in the inconsistent phases step, we go to the next step of the mutual coupling effect. After training SDOA-Net in sequence according to the above steps, we start over from the first step to train the network again until the maximum number of training procedures.

V. Simulation Results

In this section, the DOA estimation performance of the proposed SDOA-Net using a practical array is evaluated through simulation. The simulations are conducted on a computer with MATLAB R2020b, equipped with an Intel Core i5 at 2.9 GHz processor and 8 GB LPDDR3 at 2133 MHz. The SDOA-Net source code, including the training codes and a pretrained network, is available at https://github.com/chenpengseu/SDOA-Net.git. SDOA-Net is based on PyTorch 1.4 and Python 3.7. The simulation parameters are given in Table I. We use $N = 16$ antennas to receive the signals and the SDOA-Net to estimate the DOA, where the number of signals is $K = 3$. Moreover, the hyperparameters for the imperfect array are also given in Table I. The estimation performance is measured by the root mean square error (RMSE)

$$\text{RMSE} = \sqrt{\frac{1}{N_{\text{sim}}K} \sum_{k=1}^{K} \left\| \hat{\theta}^k - \theta^k \right\|^2_2} \quad (33)$$

where $N_{\text{sim}}$ is the number of simulations, $\hat{\theta}$ is the estimated DOA vector, and $\theta$ is the ground-truth DOA vector.

First, the proposed SDOA-Net contains convolution layers and each convolution layer has convolution, batch normalization, and ReLU active function operations. In SDOA-Net, some important hyperparameters must be considered for a better DOA estimation. The first hyperparameter is the number of 1D convolution layers. In Fig. 7, we show the performance of the DOA estimation with different numbers of convolution layers. As shown in this figure, when the number of convolutions is 6, a better estimation performance is achieved, so we use 6 convolution layers in the following simulations.

Then, we compare the DOA estimation performance among the networks using different numbers $M_F$ of filters that are used in the convolution layers. As shown in Fig. 8, for the consideration of both the estimation performance and the network complexity, better performance is achieved with $M_F = 2$, so we will use two filters in the following simulations. Note that selecting optimal values for individual parameters does not necessarily ensure that the network configuration will attain the global optimum. Nonetheless, by comparing the network’s performance across various parameter settings, we can assess the influence of distinct parameters on the network’s overall
In the procedure of training the SDOA-Net, the referred spatial spectrum is used to measure the loss function, where we use the Gaussian functions to approximate the spatial spectrum. Hence, the standard deviation $\bar{\sigma}_G$ in the Gaussian function is important to approximating the spatial spectrum. We show the performance of DOA estimation with different standard deviations $\bar{\sigma}_G$ in Fig. 9. When the standard deviation $\bar{\sigma}_G$ is 100, better performance of DOA estimation is achieved, so we will use $\bar{\sigma}_G = 100$ in the following simulation.

Next, based on the above SDOA-Net parameters, the estimated spatial spectrum is shown in Fig. 10 for the DOA estimation and is also compared with the following existing methods.

1) **MUSIC Method** [41]: The conventional MUSIC method estimates the covariance matrix based on multiple snapshots and employs eigenvalue decomposition to estimate DOA. To make a fair comparison, we adopt the snapshot-based MUSIC algorithm proposed in [41] that utilizes a Hankel data matrix and Vandermonde decomposition in the MUSIC method.

2) **ANM Method** [39], [42], [43]: ANM-based methods have been introduced for DOA estimation, which can take advantage of the sparsity of the targets in the spatial domain. In contrast to current CS-based methods, which involve discretizing the spatial domain into grids and using a dictionary matrix for sparse reconstruction, such as those proposed in [44], [45], and [46], ANM methods estimate DOA in the continuous domain. This approach can overcome the off-grid problem caused by discrete methods.

3) **FFT Method**: The FFT method is widely used in practical systems with low computational complexity. However, the resolution of the FFT method is unsatisfactory but robust to the imperfect array.
4) **OMP Method [47], [48], [49]:** The orthogonal matching pursuit (OMP) method is a CS-based method using the discretized spatial angles and has relatively low computational complexity. Hence, it has been widely used in sparse reconstruction problems.

As shown in Fig. 10, the spatial spectrum estimated by the proposed SDOA-Net performs better than the MUSIC, ANM, FFT, and OMP methods. Additionally, the proposed method is based on the convolution network and has lower computational complexity than the ANM and MUSIC methods. The computational complexity of the proposed network is $O(N^2)$, and the computational complexities of ANM and MUSIC are $O((N+1)^{3.5})$ and $O(N^3)$, respectively. Therefore, the proposed SDOA-Net is efficient in the DOA estimation problem.

Next, the performance of the DOA estimation under different SNRs is shown in Fig. 11, where the SNR ranges from 0 to 30 dB. This figure shows that the proposed method achieves a better estimation performance in the scenario with an imperfect array than the method using the ANM, FFT, MUSIC, and OMP methods. For the SNR being 10 dB, the RMSE of the proposed SDOA-Net is about 0.70° and that of the ANM method is about 1.15°, so the RMSE improvement is about 39.13%. Furthermore, when the SNR is 7.5 dB, the RMSE of the proposed SDOA-Net method is the same as that of the ANM method with the SNR being 15 dB, so the improvement in the SNR is about 7.5 dB.

We use an imperfect factor to measure the imperfect effect, defined as $\xi$. With the imperfect factor $\xi$, the imperfect parameters for position perturbation, inconsistent gain, inconsistent phase, mutual coupling effect and nonlinear effect will be $\xi \sigma_{\text{max\_per}}$, $\xi \sigma_{\text{max\_gain}}$, $\xi \sigma_{\text{max\_phase}}$, $\xi \sigma_{\text{mc}}$, and $\xi \sigma_{\text{nonlinear}}$, respectively. For example, as presented in Table I, the maximum standard deviation of position perturbation is denoted as $\sigma_{\text{max\_per}} = 0.15$. Given an imperfection factor of $\xi = 0.5$, the standard deviation of position perturbation for the simulations is adjusted to $\xi \sigma_{\text{max\_per}} = 0.5 \times 0.15 = 0.075$. To evaluate the DOA estimation performance across various scenarios, we vary the imperfection factor from 0.1 to 1.0.

Fig. 11 illustrates the performance of DOA estimation when considering various imperfect factors. The SDOA-Net method, proposed in this study, outperforms the compared methods in terms of accuracy of estimation. Moreover, the proposed method demonstrates superior performance in scenarios with higher imperfect factors, indicating its robustness against the negative impact of imperfections.

In addition, [50] also introduces a DL-based approach to estimate the DOA, known as the deep frequency network. This method utilizes the network output as the spectrum. Fig. 13 illustrates the spatial spectrum of both the proposed SDOA-Net and the deep frequency network. It can be observed that the estimated spectrum from the deep frequency network is less smooth compared to that of the proposed SDOA-Net since the output of the deep frequency network is the spatial spectrum. Consequently, SDOA-Net demonstrates superior DOA estimation performance compared to the deep frequency network.

Fig. 14 illustrates the performance of DOA estimation at varying SNRs, ranging from 0 to 30 dB. Both the SDOA-Net and the deep frequency network employ the same training dataset. From the DOA estimation performance, it can be found that the deep frequency network does not achieve a better DOA estimation performance, mainly because of the following two reasons.

1) The spatial spectrum obtained by the deep frequency network is not smooth enough, which makes it easy to incorrectly select the peak value of the spatial spectrum and fail to obtain the DOA information.

2) The deep frequency network has high accuracy for the DOA estimation of the perfect array [50], but its efficacy considerably diminishes for the imperfect array due to the lack of specific optimization for robustness.

Consequently, when compared to traditional model-based approaches such as FFT and OMP methods, the deep
frequency network exhibits inferior performance. The performance of the proposed SDOA-Net surpasses that of existing methods such as the FFT method, the OMP method, and the deep frequency network. The proposed SDOA-Net is tailored for imperfect arrays and generates a smoother output spatial spectrum, which simplifies the process of accurately identifying the spectral peaks during the peak-search stage. Consequently, this enhancement enables the proposed SDOA-Net to achieve improved DOA estimation performance for the imperfect array.

VI. CONCLUSION

The problem of estimating the DOA has been studied in the context of an imperfect array. A system model has been developed to account for various factors such as antenna position perturbations, inconsistent gains and phases, mutual coupling effect, and nonlinear effect. To address this problem, a novel method, called SDOA-Net, has been introduced. Unlike existing approaches, SDOA-Net takes raw sampled signals as input and produces a vector that can be used to estimate the spatial spectrum. By utilizing convolution layers, SDOA-Net achieves faster convergence in training compared to other DL-based methods. The simulation results demonstrate the advantages of SDOA-Net in DOA estimation using a practical array. For an SNR of 10 dB, the RMSE in DOA estimation achieved through the proposed method exhibits a 39.13% improvement over the performance of the ANM method. In the future, further research will focus on the theoretical analysis of SDOA-Net’s performance in DOA estimation.
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