On Jensen’s inequality for the power function of norm of bounded linear operators
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Abstract. Some Jensen’s inequalities for the power function of norm of bounded linear operators are proposed. First, a Jensen’s inequality for a power function on $\mathbb{R}$ is investigated. Based on it, Jensen’s inequality for the power function of norm of bounded linear operators is established. Finally, the discussion extends to the polynomial with non-negative coefficients of the power function of the norm, and corresponding Jensen’s inequality is obtained.

1. Introduction

During the long history of mathematics, inequalities have been playing a key role in most of mathematical research. As far as we know, the research results on inequalities have been widely applied to various fields, such as functional analysis, matrix analysis, numerical analysis, statistical analysis, optimization theory, cybernetics, physics and so on [1-15].

Jensen’s inequality, the so-called king of inequalities [7], is actually a fundamental theoretical tool for convex analysis and derives many other important inequalities. The study on Jensen’s inequality is always an interesting topic [6-15].

In this paper, via observing the convexity of a power function, we investigate a Jensen’s inequality for the power function of the norm of bounded linear operators, and then build the Jensen’s inequality for the polynomials of the norm of bounded linear operators, where the coefficients of the polynomials are assumed to be non-negative real numbers.

This article is organized as follows. In section 2 we introduce some concepts which will be applied throughout this paper. In subsection 3.1, we study the convexity of a power function on $\mathbb{R}$. In subsection 3.2, based on some primary results, we investigate a Jensen’s inequality for the power function of norm of bounded linear operators. Furthermore, we obtain an inequality for the polynomial with non-negative coefficients of the norm of bounded linear operators. Some other corollaries are also given.

2. Preliminaries

First of all, we introduce some basic concepts that will be used in the remaining sections.

Let $\mathbb{R}$ denote the set of real numbers, and $\lvert \cdot \rvert$ denote the absolute value function on $\mathbb{R}$.

Let $X$, $Y$ represent two normed linear spaces, and the associated norms are denoted by $\lVert \cdot \rVert_X$ and $\lVert \cdot \rVert_Y$ respectively.
Let $L(X, Y)$ denote the space of all the bounded linear operators from $X$ to $Y$.

**Definition 2.1** [16, 17] The norm of a given operator $A \in L(X, Y)$ is defined as follows:

$$
\|A\|_{L(X, Y)} = \sup_{\|x\|_X = 1} \|Ax\|_Y.
$$

(2.1)

As for the famous Jensen’s inequality, there are some fundamental theoretical results as follows.

**Lemma 2.1** [3] Let $f$ be a function from $S$ to $\mathbb{R}$, where $S$ is a convex set. Then $f$ is convex if and only if

$$
f((1-\lambda)x + \lambda y) \leq (1-\lambda)f(x) + \lambda f(y), \quad 0 < \lambda < 1,
$$

for every $x$ and $y$ in $S$.

**Lemma 2.2** (Jensen’s inequality) [3] Let $f$ be a function from $S$ to $\mathbb{R}$. Then $f$ is convex if and only if

$$
f(\sum_{i=1}^{m} \lambda_i x_i) \leq \sum_{i=1}^{m} \lambda_i f(x_i)
$$

whenever $\lambda_1 \geq 0, \ldots, \lambda_m \geq 0$, $\lambda_1 + \ldots + \lambda_m = 1$.

**Lemma 2.3** [3] If $f_1, f_2$ are convex functions on $S$, then $f_1 + f_2$ is convex.

Let $P_n$ represent the vector space of algebraic polynomials with real coefficients and at most $n$ degree. And we denote by $P^+_n$ the set of polynomials in $P_n$ and all coefficients are non-negative [1]. The polynomials with non-negative coefficients have some amazing properties, which were introduced in detail in [1].

3. Main results

3.1. A primary Jensen’s inequality on $\mathbb{R}$

We start the discussion by observing the property of a function from $\mathbb{R}$ to $\mathbb{R}$:

$$
f(x) = \begin{cases} \left\|x\right\| & , \quad 1 \leq t < \infty, \\
0 & , \quad x = 0.
\end{cases}
$$

(3.1)

for which we prepare a lemma as follows.

**Lemma 3.1** Function $f(x)$ defined by (3.1) is convex, i.e.,

$$
\left\|(1-\lambda)x + \lambda y\right\| \leq (1-\lambda)\|x\| + \lambda \|y\|, \quad 0 < \lambda < 1, \quad 1 \leq t < \infty,
$$

(3.2)

for every $x$ and $y$ in $\mathbb{R}$.

**Proof.** For arbitrary real numbers $x$ and $y$, generally we suppose $\|y\| \leq |x|$ (Otherwise, if $|x| \leq \|y\|$, the corresponding result can be obtained as well), then there exists a real number $k$, such that $y = kx$, where $|k| \leq 1$.

(3.3)

Comparing the two sides of (3.2) we have

$$
f((1-\lambda)x + \lambda y) - (1-\lambda)f(x) - \lambda f(y) = \left[\|1 - \lambda + \lambda k\| - (1-\lambda) - \lambda \|k\|^2\right]\|x\|.
$$

As for the right side of above equation, the coefficient of $\|x\|$ is a function of $k$, that is

$$
\|x\| = \|1 - \lambda + \lambda k\| - (1-\lambda) - \lambda \|k\|,
$$

(3.4)

and it satisfies
Next we will analyze the monotonicity of \( S_\lambda(k) \) defined as (3.4) for three cases. We note for the case \( 0 \leq k \leq 1 \) (and \( 0 < \lambda < 1 \) which has been presupposed), it holds that \( 0 \leq \lambda(1-k) < 1 \), and
\[
1 - \lambda + \lambda k = 1 - \lambda(1-k) > 0.
\]

Therefore
\[
S_\lambda(k) = \begin{cases} 
[1-\lambda + \lambda k] - (1-\lambda) - \lambda k', & \text{if } 0 \leq k \leq 1; \\
[1-\lambda + \lambda k] - (1-\lambda) - \lambda(-1)'k', & \text{if } -1 \leq k < 0 \text{ and } 1 - \lambda + \lambda k > 0; \\
(-1)'[1-\lambda + \lambda k] - (1-\lambda) - \lambda(-1)'k', & \text{if } -1 \leq k < 0 \text{ and } 1 - \lambda + \lambda k \leq 0,
\end{cases}
\]

the derivative function is:
\[
S_\lambda'(k) = \begin{cases} 
t\lambda \left\{ [1-\lambda + \lambda k]^{-1} - k'^{-1} \right\}, & \text{if } 0 \leq k \leq 1; \\
t\lambda \left\{ [1-\lambda + \lambda k]^{-1} - (k')^{-1} \right\}, & \text{if } -1 \leq k < 0 \text{ and } 1 - \lambda + \lambda k > 0; \\
t\lambda \left\{ [-(1-\lambda + \lambda k)]^{-1} - (k')^{-1} \right\}, & \text{if } -1 \leq k < 0 \text{ and } 1 - \lambda + \lambda k \leq 0.
\end{cases}
\]

For case \( 0 \leq k \leq 1 \), noticing the fact that \( 1 - \lambda + \lambda k - k = (1 - \lambda)(1 - k) \geq 0 \), which means \( 1 - \lambda + \lambda k \geq k \), one can easily get
\[
S_\lambda'(k) = t\lambda \left\{ [1-\lambda + \lambda k]^{-1} - k'^{-1} \right\} \geq 0.
\]

For the case \( -1 \leq k < 0 \) and \( 1 - \lambda + \lambda k > 0 \), it is obvious that
\[
S_\lambda'(k) = t\lambda \left\{ [1-\lambda + \lambda k]^{-1} + (k')^{-1} \right\} \geq 0.
\]

And for the case \( -1 \leq k < 0 \) and \( 1 - \lambda + \lambda k \leq 0 \), since \( -(1 - \lambda + \lambda k) - (k) = (1 - \lambda)(k - 1) < 0 \), we have
\[
S_\lambda'(k) = -t\lambda \left\{ [-(1-\lambda + \lambda k)]^{-1} - (k')^{-1} \right\} > 0.
\]

The above discussion derives the conclusion
\[
S_\lambda'(k) \geq 0, \quad |k| \leq 1.
\]

Combining (3.6) and (3.5) we prove that \( S_\lambda(k) \leq 0 \) provided \(|k|\leq 1\). Thus (3.2) is obtained and the proof is completed.

3.2. Jensen’s inequality on \( L(X, Y) \)

Now we apply the primary result to the norm on \( L(X, Y) \).

**Theorem 3.1** Let the norm \( \| \cdot \|_{L(X, Y)} \) be defined by (2.1). If \( 1 \leq t < \infty \) and \( 0 < \lambda < 1 \), then
\[
\|(1-\lambda)A + \lambda B\|_{L(X, Y)} \leq (1-\lambda)\|A\|_{L(X, Y)} + \lambda\|B\|_{L(X, Y)}, \quad \forall A, B \in L(X, Y).
\]

**Proof.** Since
\[
(1 - \lambda)A + \lambda B \leq \left\{ \sup_{H \in I} \left\{ (1 - \lambda)A + \lambda B \right\} \right\}
\]

(from (2.1))

\[
= \sup_{H \in I} \left\{ (1 - \lambda)A + \lambda B \right\} \leq \sup_{H \in I} \left[ (1 - \lambda)A + \lambda B \right] \right\}
\]

(from Lemma 3.1)

\[
\leq \sup_{H \in I} \left[ (1 - \lambda)A + \lambda B \right] \right\}
\]


\[
= (1 - \lambda)A + \lambda B \leq \sup_{H \in I} \left[ (1 - \lambda)A + \lambda B \right] \right\}
\]

we complete this proof.

**Remark 3.1** Theorem 3.1 indicates that norm \( \| \|_{L(X,Y)} \), \( 1 \leq t < \infty \) is convex.

**Corollary 3.1** Let the norm \( \| \|_{L(X,Y)} \) be defined by (2.1). If \( 1 \leq t < \infty \), then

\[
\frac{1}{2} \left( \| A \|_{L(X,Y)} + \| B \|_{L(X,Y)} \right), \quad \forall A, B \in L(X,Y)
\]

(3.8)

**Proof.** Let \( \lambda = \frac{1}{2} \) in the assumption of Theorem 3.1, we immediately get (3.8) and complete this proof.

**Corollary 3.2** Let the norm \( \| \|_{L(X,Y)} \) be defined by (2.1). If \( 1 \leq t < \infty \), then

\[
\| U \|_{L(X,Y)} \leq \frac{1}{2} \left( \| U + V \|_{L(X,Y)} + \| U - V \|_{L(X,Y)} \right), \quad \forall U, V \in L(X,Y)
\]

(3.9)

**Proof.** For arbitrary operators \( U \) and \( V \), there must exist operators \( A \) and \( B \), where

\[
A = U + V, \quad B = U - V
\]

such that

\[
U = \frac{1}{2} (A + B), \quad V = \frac{1}{2} (A - B)
\]

(3.10)

Combining (3.10) with Corollary 3.1, we get (3.9) and complete this proof.

**Corollary 3.3** Let \( t \in [1, \infty) \). If \( \lambda_1, \lambda_2, \ldots, \lambda_m \) are all non-negative numbers and satisfy \( \sum_{i=1}^{m} \lambda_i = 1 \), then for \( A_i \in L(X,Y) \), \( i = 1, 2, \ldots, m \), the following inequality holds.

\[
\sum_{i=1}^{m} \lambda_i A_i \leq \sum_{i=1}^{m} \lambda_i \| A_i \|_{L(X,Y)}
\]

The proof of Corollary 3.3 can be directly deduced by Theorem 3.1 and Lemma 2.2. The details of this proof are omitted.

**Corollary 3.4** Let \( t \in [1, \infty) \), and \( \lambda_1, \lambda_2, \ldots, \lambda_m \) are all non-negative numbers which satisfy \( \sum_{i=1}^{m} \lambda_i = 1 \). If \( F(x) \in L^p \), then for \( A_i \in L(X,Y) \), \( i = 1, 2, \ldots, m \), we have
\[ \left\| \sum_{i=1}^{m} \lambda_i F \left( A \right) \right\|_{\mathcal{L}(X,Y)} \leq \sum_{i=1}^{m} \lambda_i \left[ F \left( \left\| A \right\|_{\mathcal{L}(X,Y)} \right) \right]^j. \]  \hspace{1cm} (3.11)

Proof. Suppose \( F(x) = \sum_{k=0}^{n} a_k x^k \), where \( a_k \geq 0 \), \( k = 0, 1, \ldots, n \). Since

\[ \left\| \sum_{i=1}^{m} \lambda_i F \left( A \right) \right\|_{\mathcal{L}(X,Y)} \leq \sum_{i=1}^{m} \lambda_i \left[ F \left( \left\| A \right\|_{\mathcal{L}(X,Y)} \right) \right]^j \]  \hspace{1cm} (from Corollary 3.3)

\[ = \sum_{i=1}^{m} \lambda_i \left[ \sum_{k=0}^{n} a_k A^k \right]_{\mathcal{L}(X,Y)} \leq \sum_{i=1}^{m} \lambda_i \left( \sum_{k=0}^{n} a_k \left\| A^k \right\|_{\mathcal{L}(X,Y)} \right) \]  \hspace{1cm} (by assumption \( a_k \geq 0 \))

\[ \leq \sum_{i=1}^{m} \lambda_i \left( \sum_{k=0}^{n} a_k \left\| A^k \right\|_{\mathcal{L}(X,Y)} \right) = \sum_{i=1}^{m} \lambda_i \left[ F \left( \left\| A \right\|_{\mathcal{L}(X,Y)} \right) \right]^j, \]

we get inequality (3.11) and complete this proof.

Corollary 3.4 gives the Jensen’s inequality for the power function of the norm of polynomials with non-negative coefficients. Next we will give the Jensen’s inequality for the polynomials with non-negative coefficients of the power function of the norm.

**Corollary 3.5** Let \( t \in [1, \infty) \), and \( \lambda_1, \lambda_2, \ldots, \lambda_m \) be nonnegative numbers which satisfy \( \sum_{i=1}^{m} \lambda_i = 1 \). If \( F(x) \in P_n^+ \), then for \( A_i \in \mathcal{L}(X,Y), \ i = 1, 2, \ldots, m \), we have

\[ F \left( \left\| \sum_{i=1}^{m} \lambda_i A_i \right\|_{\mathcal{L}(X,Y)} \right) \leq \sum_{i=1}^{m} \lambda_i F \left( \left\| A_i \right\|_{\mathcal{L}(X,Y)} \right). \]  \hspace{1cm} (3.12)

Proof. Suppose \( F(x) = \sum_{k=0}^{n} a_k x^k \), where \( a_k \geq 0 \), \( k = 0, 1, \ldots, n \). Therefore,

\[ F \left( \left\| \sum_{i=1}^{m} \lambda_i A_i \right\|_{\mathcal{L}(X,Y)} \right) = \sum_{k=0}^{n} a_k \left( \sum_{i=1}^{m} \lambda_i A_i \right)^k = a_0 + \sum_{k=1}^{n} a_k \left( \sum_{i=1}^{m} \lambda_i A_i \right)^k \]

\[ \leq a_0 + \sum_{k=1}^{n} a_k \sum_{i=1}^{m} \lambda_i \left\| A_i \right\|_{\mathcal{L}(X,Y)}^k \]  \hspace{1cm} (from Corollary 3.3 and by assumption \( a_k \geq 0 \))

\[ = \sum_{k=0}^{n} a_k \lambda_k \left\| A_i \right\|_{\mathcal{L}(X,Y)}^k = \sum_{k=0}^{n} \lambda_k \sum_{k=0}^{n} a_k \left\| A_i \right\|_{\mathcal{L}(X,Y)}^k = \sum_{i=1}^{m} \lambda_i F \left( \left\| A_i \right\|_{\mathcal{L}(X,Y)} \right), \]

which leads to the inequality (3.12). The proof is completed.

**Remark 3.2** It seems that inequalities (3.11) and (3.12) are only applicable to the case \( F(x) \in P_n^+ \) and are invalid for the general polynomials in \( P_n \).

4. Conclusions

In this paper we investigate the Jensen’s inequality for the power function of norm of bounded linear operators. The results maybe are helpful to some applications of mathematical analysis such as matrix analysis. In fact, we found the existence of this inequality when we studied some problems of matrix computation, and the prototypes of the bounded linear operators were the matrices. Naturally, all the
results involved can be directly applied to the matrix norms. Further refinement or generalization for the existing work is the next goal in the future.
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