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Abstract

We consider moderately interacting particle systems with singular interaction kernel and environmental noise. It is shown that the mollified empirical measures converge in strong norms to the unique (local) solutions of nonlinear Fokker-Planck equations. The approach works for the Biot-Savart and repulsive Poisson kernels.
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1 Introduction

In this paper we are concerned with stochastic particle systems on $\mathbb{R}^d (d \geq 2)$ with moderate interaction (in the sense of [38, 37]) and the so-called environmental noise: for any $N \in \mathbb{N}$,

$$
dX^{N,i}_t = \frac{1}{N} \sum_{j=1}^{N} (K * V)^{N,j}(X^{N,i}_t - X^{N,j}_t) \, dt + dW(t, X^{N,i}_t), \quad 1 \leq i \leq N, \tag{1.1}
$$

where $K$ is a (suitably smoothed) interaction kernel, $V^N$ is some convolution kernel to be specified later and $W(t, x)$ is a space-time noise, white in time and colored in space, modeling some random environment in which the particles are embedded. As a comparison, let us recall that the classical mean field stochastic particle system reads as

$$
dX^{i}_t = \frac{1}{N} \sum_{j=1, j \neq i}^{N} K(X^{i}_t - X^{j}_t) \, dt + dW^i_t, \quad 1 \leq i \leq N, \tag{1.2}
$$

where $\{W^i\}_{i \geq 1}$ is a family of mutually independent standard Brownian motions on $\mathbb{R}^d$. The motivation for considering particle systems with environmental noise comes from Lagrangian point vortex formulation of stochastic Euler equations, see [12, p.1450] for a heuristic argument. It was stated in the fourth paragraph of [21, p.1425] that noises on close point vortices should be quite correlated, a fact that might be modeled by environmental noises with suitable spatial covariance. We mention that there are also lots of studies on mean field games with common noise, i.e. there is a common (multiplicative) Brownian noise (independent of $\{W^i\}_{i \geq 1}$) in each equation of (1.2), see [5, 4] for systematic treatments. Particle systems with environmental noise (and mean field interaction) have been studied in some recent works under various conditions (see e.g. [7, 8, 44]); in these papers, however, the noise part was not rescaled with respect to the number of particles and thus the limit equations of empirical measures are stochastic partial differential equations (SPDEs), unlike in the classical case (1.2) where the limit equations are deterministic. Recently, it was shown that some SPDEs with multiplicative noise of transport type, under a suitable scaling of the noise, converge to limit equations with an extra viscous part, see [16] for the vorticity form of stochastic 2D Euler equations and [23] for stochastic linear transport equations. Such ideas have been adapted in [18] to the stochastic point vortex system with suitably rescaled environmental noise, showing that the weak limits of empirical measures satisfy the deterministic 2D Navier-Stokes equation; cf. [15, 17] for scaling limits different from the mean field regime. Our purpose is to seek for a certain rescaling of the noise in (1.1) and prove, for some singular interaction kernels (including the Biot-Savart and repulsive Poisson kernels), strong convergence of mollified empirical measures to solutions of deterministic nonlinear Fokker-Planck equations.

Before stating our hypotheses and main results, we briefly recall some facts on interacting particle systems (1.2) which are widely used to model various phenomena in natural and social sciences. As the number of particles in a system is usually very large, one tries to derive macroscopic equations by studying the limit behavior of empirical measures, often described by some nonlinear PDEs. In the case of Lipschitz interaction kernel, the coupling method was popularized in [48] to show the mean field limit and propagation of chaos, namely, particles
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become independent of each other in the limit. A well known example of singular interaction kernel is the Biot-Savart kernel for point vortices, in which case the limit equation is the vorticity form of 2D Navier-Stokes equation, see e.g. [42, 36, 21]. For particle systems related to other singular kernels, one can refer to [47, 1] for Burgers equation, to [6, 20, 2] for the Keller-Segel model on chemotaxis. In the case of singular interactions, it is often difficult to get quantitative convergence rates of empirical measures, but there are some remarkable progresses in recent years, see for instances [45, 30, 46]. The large deviation principle was proved in [35] for the empirical measures, and the long time behavior of the kinetic Fokker-Planck equation with mean field interaction was studied in [25]. We refer to the survey [29] for more literatures on mean field limits.

Since its introduction by Oelschl"{a}ger [38], particle systems with moderate interaction
\[
dX_t^{N,i} = \frac{1}{N} \sum_{j=1}^{N} (K * V^N)(X_t^{N,i} - X_t^{N,j}) \, dt + dW_t^i, \quad 1 \leq i \leq N
\]
have also attracted lots of attention, see e.g. [37, 39, 31, 32]. In the recent paper [13], Flandoli et al. developed a semigroup approach which enables them to show uniform convergence of mollified empirical measures; see [14, 19, 40, 41] for further applications of this method. In particular, Flandoli et al. [19] considered the moderately interacting point vortex system with a cut-off:
\[
dX_t^{N,i} = F_A \left( \frac{1}{N} \sum_{j=1}^{N} (K * V^N)(X_t^{N,i} - X_t^{N,j}) \right) \, dt + dW_t^i, \quad 1 \leq i \leq N, \quad (1.3)
\]
where \( K \) is now the Biot-Savart kernel and \( F_A : \mathbb{R}^2 \to \mathbb{R}^2, x \mapsto (f_A(x_1), f_A(x_2)) \) is a smooth cut-off with threshold \( A > 0 \), and they proved that the smoothed empirical measures converge uniformly to the unique solution of 2D Navier-Stokes equation in vorticity form. Thanks to explicit estimate on solutions to the limit equation, the cut-off does not appear in the limit by choosing a sufficiently large \( A > 0 \). This result was greatly improved in [41] for singularly interacting particle systems with cut-off, providing quantitative convergence rates.

In the present work, we consider moderately interacting particle systems with singular kernel \( K \) and environmental noise \( W_N \):
\[
dX_t^{N,i} = \frac{1}{N} \sum_{j=1}^{N} (K_\epsilon * V^N)(X_t^{N,i} - X_t^{N,j}) \, dt + dW_N(t, X_t^{N,i}), \quad 1 \leq i \leq N, \quad (1.4)
\]
where \( K_\epsilon = K * \rho_\epsilon \) for some smoothing kernel \( \rho_\epsilon \), and we have written \( W_N \) to indicate that the noise will be rescaled along with the number of particles. There are two main differences from (1.3): the noise in the above system is of environmental type, and the cut-off \( F_A \) in the interaction part is replaced by convolution with \( \rho_\epsilon \) (see Remark 1.4 below for some comments on the latter). As in [18], for particle systems (1.4) with environmental noise, one difficulty is to show that the noise parts in the equations of empirical measures vanish as \( N \to \infty \), a fact that follows easily in the case of independent Brownian noises as in (1.3). To overcome this difficulty (see Lemma 3.1), we shall make nontrivial use of estimates on Boltzmann entropy obtained in Lemma 2.5, where in the proof we need to compute the divergence of the drift vector field corresponding to the interaction part, and it seems difficult to get useful estimates for the cut-off in (1.3).
1.1 The precise model

We first give a more precise form of the noise in the particle system (1.4). Throughout the paper we assume that the noise \( W_N(t, x) \) is white in time, spatially homogeneous and divergence free; define its covariance matrix as

\[
Q_N(x - y) = \mathbb{E}[W_N(1, x) \otimes W_N(1, y)], \quad x, y \in \mathbb{R}^d.
\]

By general arguments (cf. [34, Section 1]), there exist (possibly infinitely many) divergence free vector fields \( \{\sigma_k^N\}_{k \geq 1} \) on \( \mathbb{R}^d \), such that

\[
Q_N(x - y) = \sum_k \sigma_k^N(x) \otimes \sigma_k^N(y).
\]

We shall assume that \( Q_N \in C^{2+\delta}(\mathbb{R}^d, \mathbb{R}^{d \times d}) \) for some \( \delta > 0 \), then it is not difficult to see that \( \sum_k \|\sigma_k^N\|^2_{C^{1,\delta/2}} < +\infty \); cf. [7, Section 2.1] for some related discussions. Taking a sequence of independent standard Brownian motions \( \{W^k\}_{k \geq 1} \) on some filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_t, \mathbb{P})\), we can represent \( W_N(t, x) \) as

\[
W_N(t, x) = \sum_k \sigma_k^N(x) W^k_t.
\]

The above series converge in the mean square sense, locally uniformly in \((t, x)\). Therefore, the stochastic particle system we consider has the precise form: for \( 1 \leq i \leq N \),

\[
dX_t^{N,i} = \frac{1}{N} \sum_{j=1}^{N} \left( K \ast V^N \right)(X_t^{N,j} - X_t^{N,i}) \, dt + \sum_k \sigma_k^N(X_t^{N,i}) \, dW^k_t, \quad X_0^{N,i} = X_0^i, \tag{1.5}
\]

where \( \{X_0^i\}_{i \geq 1} \) is a family of \( \mathcal{F}_0 \)-measurable i.i.d. random variables on \( \mathbb{R}^d \). The equation (1.5) can also be written in the Stratonovich form which coincides with the Itô form. Thanks to the convolution, the drift coefficient in (1.5) is smooth with bounded derivatives; this plus the regularity assumptions on the diffusion coefficients implies that the above system generates a stochastic flow of diffeomorphisms on \( \mathbb{R}^d \), see [33, Section 4.6] and Lemma 2.4 below for more information on the flow.

As usual, we denote the empirical measure by

\[
S_t^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_t^{N,i}},
\]

and rewrite (1.5) in the following more compact form: for \( 1 \leq i \leq N \),

\[
dX_t^{N,i} = \left( K \ast V^N \ast S_t^N \right)(X_t^{N,i}) \, dt + \sum_k \sigma_k^N(X_t^{N,i}) \, dW^k_t, \quad X_0^{N,i} = X_0^i. \tag{1.6}
\]

We will study the mollified empirical measure \( \omega_t^N \) defined as

\[
\omega_t^N(x) := \left( V^N \ast S_t^N \right)(x) = \int_{\mathbb{R}^d} V^N(x - y) \, dS_t^N(y). \tag{1.7}
\]

Under suitable hypotheses on the interaction kernel \( K \), on the convolution kernels \( \rho_e, V^N \) and on the covariance function \( Q_N \), we will prove that \( \omega_t^N \) converges, as \( N \to \infty \), in some strong norm to the unique (local) solution of the deterministic nonlinear Fokker-Planck equation:

\[
\begin{cases}
\partial_t \omega + \nabla \cdot ((K \ast \omega) \omega) = \nu \Delta \omega, \\
\omega(0, \cdot) = \omega_0(\cdot),
\end{cases} \tag{1.8}
\]
where $\nu > 0$ is a constant and $\omega_0 : \mathbb{R}^d \to \mathbb{R}$ is some function. The solution of this equation is understood as follows: given $\omega_0 \in L^1 \cap L^p(\mathbb{R}^d)$, a function $\omega : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ is called a mild solution of (1.8) if $\omega \in C([0, T], L^1 \cap L^p(\mathbb{R}^d))$ and the following identity holds:

$$
\omega_t = e^{\nu \Delta} \omega_0 - \int_0^t \nabla \cdot e^{\nu(t-s)\Delta} ((K * \omega_s)\omega_s) \, ds, \quad t \in [0, T].
$$

(1.9)

Here $\{e^{\nu \Delta}\}_{t \geq 0}$ is the heat semigroup generated by $\nu \Delta$, see Section 2.1 below for more details.

### 1.2 Hypotheses and main result

We first state our hypotheses on the interaction kernel $K$. For any $R > 0$, denote by $B(R)$ the closed ball in $\mathbb{R}^d$ centered at the origin with radius $R$ and $B(R)^c$ its complement.

**Hypothesis 1.1.** We assume that the kernel $K : \mathbb{R}^d \to \mathbb{R}^d$ is smooth away from the origin, with the following properties:

1. there exists $p > 2$ such that $K \in L^p(B(1))$, where $p'$ is the conjugate number of $p$;
2. $K \in L^\infty(B(1)^c)$;
3. The divergence of $K$ is nonnegative in the sense of distribution, namely $\nabla \cdot K \geq 0$.

**Example 1.2.** Here are some examples of kernels satisfying the above conditions.

- The Biot-Savart kernel $K(x) = \frac{1}{2\pi |x|^2}$ where $x^\perp = (-x_2, x_1)$ for any $x \in \mathbb{R}^2 \setminus \{0\}$.
- The repulsive Poisson kernel $K(x) = C_d \frac{x}{|x|^d}$, $x \in \mathbb{R}^d \setminus \{0\}$, where $C_d > 0$. Note that the first condition holds with $p > d$ and $\nabla \cdot K(x) = C_d^' \delta_0$, where $C_d^' > 0$ and $\delta_0$ is the Dirac delta mass at the origin.
- More generally, let $K(x) = \nabla V_s(x)$, where

$$
V_s(x) = \begin{cases} 
-|x|^{-s}, & s \in (0, d), \\
\log |x|, & s = 0,
\end{cases}
$$

is the Riesz potential. In order that the conditions are fulfilled, we need $s \in [0, d - 2]$ and $p > s + 2$. When $s = d - 2$, it reduces to the repulsive Poisson kernel; when $0 < s < d - 2$, $\nabla \cdot K(x) = C_{s,d} \frac{1}{|x|^{d-2}}$ for some constant $C_{s,d} > 0$.

Next we give the conditions on the convolution kernels and the covariance functions $Q_N$. We write $I_d$ for the $d$-dimensional identity matrix. Throughout the paper, we fix a parameter $m > 2$.

**Hypothesis 1.3.**

1. We define the regularized kernel $K_\epsilon := K * \rho_\epsilon$ with mollifier $\rho_\epsilon(x) = e^{-\epsilon^d} \rho(\epsilon^{-1}x)$, where $\epsilon > 0$ and $\rho \in C^\infty_c(\mathbb{R}^d, \mathbb{R}_+)$ is a probability density.
2. The interaction potential $V^N(x) = N^{d+\beta} V(N^\beta x)$, where $V \in C^\infty_c(\mathbb{R}^d, \mathbb{R}_+)$ is a probability density and $\beta$ is taken as

$$
0 < \beta \leq \frac{1}{4m(d+2)}.
$$

(1.10)

3. The covariance functions $Q_N \in C^2_0(\mathbb{R}^d, \mathbb{R}^{d \times d})$ satisfy that $Q_N(0) = 2\nu I_d$ for some $\nu > 0$, and $Q_N$ corresponds to divergence free vector fields; moreover, for any $r \geq 2$, there exists $C_r > 0$ such that $\|Q_N\|_{L^r} \leq C_r e^{-2N}$ for any $N \geq 1$. 

Remark 1.4. Here are some comments on the above hypotheses.

- We need to regularize the singular interaction kernel $K$ by convolution since, in the proof of the main result via the semigroup method, quantities like $\|K_c\|_\infty$ and $\|\nabla K_c\|_\infty$ will appear, see e.g. (4.11) and (4.20). That is also the reason why a cut-off as in (1.3) has been introduced in [19, 41].

- The presence of potential $V^N$ is the main feature of moderate interaction; actually, the range of $\beta$ can be slightly larger than (1.10); see Remark 4.4 for more details.

- The last condition on the covariance matrix function may look strange at first sight; it will be used in the proof of Lemma 3.1 where we need rapid decrease of $\|Q_N\|_{L^p}$ to cancel certain quantities. Heuristically, we require that the random external force $W_N(t,x)$ has constant trace and exponentially vanishing covariance. We shall give in Section 2.2 an example of such covariance functions in terms of the Kraichnan noise.

Finally we present the assumptions concerning the initial particles $X_0^i$, $i \geq 1$. Recall the definition of mollified empirical measure in (1.7).

**Hypothesis 1.5.** 1. Let $\{X_0^i\}_{i \geq 1}$ be a family of i.i.d. random variables on $\mathbb{R}^d$ with finite moment of order $m(d+1)$ and common density function $\omega_0 \in L^1 \cap L^p(\mathbb{R}^d, \mathbb{R}_+)$, where $p > 2$ is the same as in Hypothesis 1.1.

2. Assume $\omega_0^N$ converges to $\omega_0$ with rate $\zeta_N$, i.e.

$$\zeta_N := \|\omega_0^N - \omega_0\|_{L^m(\Omega; L^1 \cap L^p)} \to 0 \quad \text{as} \quad N \to \infty.$$  

**Remark 1.6.**

- The first condition in Hypotheses 1.5 implies, together with the range of $\beta$ in Hypotheses 1.3, that $\{\omega_0^N\}_{N \geq 1}$ is uniformly bounded in $L^m(\Omega, L^1 \cap L^p)$. Indeed, by Sobolev embedding $H^{d(\frac{1}{2} - \frac{1}{p})/2}(\mathbb{R}^d) \subset L^p(\mathbb{R}^d)$, it suffices to show that $\{\omega_0^N\}_{N \geq 1}$ is uniformly bounded in $L^m(\Omega, H^{d(\frac{1}{2} - \frac{1}{p})/2})$; a proof of the latter can be found in [14, Lemma 6] in the special case $\omega_0 \in C_c^\infty(\mathbb{R}^d)$. We shall give in Appendix B.1 a sketched proof for $\omega_0 \in L^1 \cap L^p$ and $m \leq 3$.

- If $\omega_0 \in C_c^1(\mathbb{R}^d)$, then one can prove that $\zeta_N \leq CN^{-\lambda}$ for some $C > 0$ and $\lambda > 0$. We show such an estimate in the special case $m = p = 4$, see Appendix B.2.

Before stating our main result, we remark that, for general interaction kernel as in Hypotheses 1.1, the limit equation (1.8) may not have a global solution; however, thanks to the first two conditions in Hypotheses 1.1, local existence is guaranteed by [41, Proposition 1.2]. We shall denote by $T_{max}$ the maximal time of existence of mild solution to (1.8).

**Theorem 1.7.** Assume Hypotheses 1.1, 1.3 and 1.5, and take

$$\epsilon = \epsilon(N) \sim [(\log N) \wedge (\neg \log \zeta_N)]^{-\frac{1}{2d}}.$$  

Then for any $T \in (0, T_{max})$, we have

$$\lim_{N \to \infty} \sup_{t \in [0, T]} \left\| \omega_t^N - \omega_t \right\|_{L^1 \cap L^p} = 0.$$  


Unfortunately, we are unable to get a polynomial convergence rate as in [41, Theorem 1.3], even if we assume such a convergence rate for the initial data as in the second item of Remark 1.6. The reason is that we shall actually prove the result in two steps: firstly, prove that the mollified empirical measures $\omega^N$, for $\varepsilon = \varepsilon(N)$ chosen above, are close to the solution of the nonlinear Fokker-Planck equation with smooth kernel:

$$\left\{ \begin{array}{l}
\partial_t \omega^\varepsilon + \nabla \cdot ((K_\varepsilon * \omega^\varepsilon) \omega^\varepsilon) = \nu \Delta \omega^\varepsilon, \\
\omega^\varepsilon(0, \cdot) = \omega_0(\cdot);
\end{array} \right. \tag{1.11}$$

secondly, prove that the solution $\omega^\varepsilon$ tends to that of (1.8) as $\varepsilon \to 0$. The convergence rate of the second step is very slow due to the choice of $\varepsilon(N)$.

We close this introduction with the structure of the paper. In Section 2 we make some necessary preparations for the proof of Theorem 1.7; in particular, the estimate on Boltzmann entropy in Section 2.4 will play an important role in the sequel. Section 3 contains a key estimate on the covariance of random forces on two different particles. Then, we will prove Theorem 1.7 in Section 4 by following some ideas of the proof of [41, Theorem 1.3]. Finally, we provide in the appendices the estimates on stochastic convolutions which are more complex than those in [41, Section A.2], and some estimates on $\omega^N_0$.

## 2 Preparations

We introduce some notations and a generalized Grönwall lemma in Section 2.1, then we give in Section 2.2 an example of covariance functions of the noises in (1.5); Section 2.3 contains some properties of the regularized interaction kernel; finally, the Boltzmann entropy is introduced in Section 2.4, together with some useful bounds.

### 2.1 Functional setting and a Grönwall lemma

We define the operator:

$$A : D(A) \subset L^p(\mathbb{R}^d) \to L^p(\mathbb{R}^d)$$

as $Af := \nu \Delta f$, which is the infinitesimal generator of the heat semigroup $\{e^{tA}\}_{t \geq 0}$; for any $f \in L^p(\mathbb{R}^d)$,

$$\left(e^{tA}f\right)(x) = \int_{\mathbb{R}^d} g_t(x-y)f(y)dy, \tag{2.1}$$

where

$$g_t(x-y) := \frac{1}{(4\pi t)^{d/2}}e^{-\frac{|x-y|^2}{4\nu t}}.$$

For any $r \in \mathbb{R}$, the Bessel potential operator is given by $(I - A)^{r/2}$ where $I$ is the identity operator. The domain of this operator $D \left((I - A)^{r/2}\right)$ is called the Bessel potential space

$$H^{r,p}(\mathbb{R}^d) := \left\{ f \in S'(\mathbb{R}^d) : \mathcal{F}^{-1}\left[\left(1 + |\cdot|^2\right)^{r/2}\mathcal{F}f\right] \in L^p(\mathbb{R}^d) \right\},$$

where $S'(\mathbb{R}^d)$ denotes the space of tempered distributions and $\mathcal{F}f$ is the Fourier transform of $f$. The norm in this space is

$$\|f\|_{r,p} = \left\|\mathcal{F}^{-1}\left[\left(1 + |\cdot|^2\right)^{r/2}\mathcal{F}f(\cdot)\right]\right\|_{L^p(\mathbb{R}^d)}.$$

For any $t \in [0, T]$, $\varepsilon > 0$ and $q \geq 1$, we have the following estimate:

$$\|(I - A)^{\varepsilon}e^{tA}\|_{L^q \to L^q} \leq \frac{C_{\varepsilon, \nu, T, q}}{t^q}, \tag{2.2}$$
Lemma 2.1. Assume $b \geq 0$, $\alpha > 0$ and $a(t)$ is a nondecreasing locally integrable function on $[0, T)$, and assume $u(t)$ is nonnegative and locally integrable on $[0, T)$ with

$$u(t) \leq a(t) + b \int_0^t (t - s)^{\alpha - 1} u(s) ds$$
on this interval. Then

$$u(t) \leq a(t) E_\alpha(b \Gamma(\alpha) t^\alpha),$$

where $E_\alpha$ is the Mittag-Leffler function defined by $E_\alpha(z) = \sum_{k=0}^\infty \frac{z^k}{\Gamma(k\alpha + 1)}$.

For $\alpha = \frac{1}{2}$, [26] gives the identity

$$E_{\frac{1}{2}}(z) = e^{z^2} \left( 1 + \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} dt \right),$$

then we have the simple estimate

$$E_{\frac{1}{2}}(z) \leq 2e^{z^2},$$

and (2.3) becomes

$$u(t) \leq 2a(t)e^{bt^2}.$$  

2.2 Kraichnan type noises

We give in this part an example of covariance functions satisfying the last condition in Hypothesis 1.3. Let us consider the following covariance function on $\mathbb{R}^d$: for some constant $\alpha > 2$,

$$Q_N(z) := e^{\alpha N} \int_{e^N \leq |k| < \infty} \frac{1}{|k|^{d+\alpha}} e^{ik \cdot z} \left( I_d - \frac{k \otimes k}{|k|^2} \right) dk$$

$$= \int_{1 \leq |k| < \infty} \frac{1}{|k|^{d+\alpha}} e^{i e^N k \cdot z} \left( I_d - \frac{k \otimes k}{|k|^2} \right) dk,$$

where $I_d$ denotes $d \times d$ identity matrix. By symmetry of covariance matrix, we notice that

$$Q_N(0) = \int_{1 \leq |k| < \infty} \frac{1}{|k|^{d+\alpha}} \left( I_d - \frac{k \otimes k}{|k|^2} \right) dk = 2\nu I_d$$

for a suitable constant $\nu$ independent of $N$. Then there exists a family of divergence free vector fields $\{\sigma_k^N\}_{k \geq 1}$, such that

$$Q_N(x - y) = \sum_k \sigma_k^N(x) \otimes \sigma_k^N(y).$$

It is easy to see that

$$\lim_{N \to \infty} |Q_N(x - y)| = 0 \quad \text{for all } x \neq y.$$

Remark 2.2. Define a matrix-valued function

$$f(k) := 1_{1 \leq |k| < \infty} \frac{1}{|k|^{d+\alpha}} \left( I_d - \frac{k \otimes k}{|k|^2} \right),$$

and $f_{ij}$ its entries $i, j = 1, \ldots, d$. Note that $f_{ij} \in L^r(\mathbb{R}^d)$ for any $r \in [1, 2]$. It is well known in Fourier analysis that $\|\mathcal{F} f\|_{L^{r'}} \leq \|f\|_{L^r}$, where $r' \geq 2$ is the conjugate number of $r$. We can regard the covariance function as a Fourier transform: $(Q_N(z))_{ij} = (\mathcal{F} f_{ij})(-e^N z)$; then there exists a constant $C_r$ independent of $N$ such that $\|Q_N\|^{r'}_{L^{r'}} = e^{-dN} \|\mathcal{F} f\|^{r'}_{L^r} \leq C_r e^{-dN}$. 
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2.3 The regularized interaction kernel

Recalling Hypotheses 1.1 and 1.3, we have already defined the regularized kernel \( K_\epsilon := K * \rho_\epsilon \). Hölder’s inequality yields

\[
|K_\epsilon(x)| \leq \int_{B(1)} |K(y)| \rho_\epsilon(x-y) \, dy + \int_{B(1)^c} |K(y)| \rho_\epsilon(x-y) \, dy \\
\leq \|\rho_\epsilon\|_{L^p} \|K\|_{L^{p'}(B(1))} + \|\rho_\epsilon\|_{L^1} \sup_{y \in B(1)^c} |K(y)| \\
\leq C_K (\|\rho_\epsilon\|_{L^p} + 1),
\]

and hence for any small \( \epsilon > 0, \|K_\epsilon\|_\infty \leq C \epsilon^{-d/p'}, \) where the constant \( C \) is independent of \( \epsilon \).

Similarly,

\[
|\nabla K_\epsilon(x)| \leq \int_{B(1)} |K(y)| |\nabla \rho_\epsilon(x-y)| \, dy + \int_{B(1)^c} |K(y)| |\nabla \rho_\epsilon(x-y)| \, dy \\
\leq C_K (\|\nabla \rho_\epsilon\|_{L^p} + \|\nabla \rho_\epsilon\|_{L^1}),
\]

which implies that, for any small enough \( \epsilon > 0, \|\nabla K_\epsilon\|_\infty \leq C \epsilon^{-1-d/p'} \).

Next, for any \( f \in L^1 \cap L^p \), we can prove in the same way that

\[
\|K_\epsilon * f\|_\infty = \|K * (\rho_\epsilon * f)\|_\infty \leq C_K \|\rho_\epsilon * f\|_{L^1 \cap L^p} \leq C_K \|f\|_{L^1 \cap L^p}. \tag{2.8}
\]

Lemma 2.3. Assume Hypotheses 1.3 and 1.5; for any \( t \in [0, T] \),

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \left| X_{t}^{N,i} \right|^{m(d+1)} \right] \leq C_{m,\nu,d,T} \left( 1 + \|K_\epsilon\|_\infty^{m(d+1)} \right).
\]

Proof. By (1.5),

\[
|X_{t}^{N,i}| \leq |X_{0}^{i}| + \int_{0}^{t} \frac{1}{N} \sum_{j=1}^{N} (K_\epsilon * V^{N}) (X_{s}^{N,i} - X_{s}^{N,j}) \, ds + \left| \int_{0}^{t} \sum_{k} \sigma_{k}^{N}(X_{s}^{N,i}) \, dW_{s}^{k} \right|. \tag{2.9}
\]

By Hypotheses 1.5 we have \( \mathbb{E} \left| X_{0}^{i} \right|^{m(d+1)} \leq C \); moreover, the second term on the right-hand side of (2.9) can be estimated as

\[
\mathbb{E} \left[ \left( \sup_{t \in [0, T]} \int_{0}^{t} \frac{1}{N} \sum_{j=1}^{N} (K_\epsilon * V^{N}) (X_{s}^{N,i} - X_{s}^{N,j}) \, ds \right)^{m(d+1)} \right] \leq T^{m(d+1)} \|K_\epsilon\|_\infty^{m(d+1)}.
\]

Finally, for the third term, by BDG inequality, we have

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \left| \int_{0}^{t} \sum_{k} \sigma_{k}^{N}(X_{s}^{N,i}) \, dW_{s}^{k} \right|^{m(d+1)} \right] \leq C_{m,d} \mathbb{E} \left[ \left( \int_{0}^{T} \sum_{k} |\sigma_{k}^{N}(X_{s}^{N,i})|^{2} \, ds \right)^{\frac{m(d+1)}{2}} \right] \leq C_{m,d} \left| T \text{Tr} \left( Q_{N}(0) \right) \right|^{\frac{m(d+1)}{2}} \leq C_{m,\nu,d,T}.
\]

We finish the proof by combining the above estimates. \( \Box \)
2.4 Boltzmann entropy

The Boltzmann entropy $H_N(F)$ of a probability density function $F$ on $\mathbb{R}^{dN}$ is defined as

$$H_N(F) = \frac{1}{N} \int_{\mathbb{R}^{dN}} F(X) \log F(X) dX,$$

where $dX = dx_1 \ldots dx_N$ is the Lebesgue measure on $\mathbb{R}^{dN}$. The renormalization by the factor $\frac{1}{N}$ is made so that

$$H_N(f^{\otimes N}) = H_1(f),$$

where $f^{\otimes N}(X) = f(x_1) \ldots f(x_N)$. The Boltzmann entropy $H_N(F)$ has the following property (see [29, Proposition 1]): if $F$ is invariant under permutations of its variables and $F^{(2)}$ denotes the marginal distribution of $F$ on $\mathbb{R}^{2d}$, then

$$H_N(F) \geq H_2(F^{(2)}), \quad \text{for all } N \geq 2. \quad (2.11)$$

Let $F_t^N$ be the density function on $\mathbb{R}^{dN}$ of the particles $X_t^N = (X_t^{N,1}, \ldots, X_t^{N,N})$ associated to (1.5); its existence will be shown shortly in Lemma 2.4 below. For $X = (x_1, \ldots, x_N) \in \mathbb{R}^{dN}$, $F_0^N(X) = \omega_0(x_1) \ldots \omega_0(x_N)$, where $\omega_0$ is the probability density of $X_0^{N,i} = X_0^i$. We want to prove an estimate on the Boltzmann entropy $H_N(F_t^N)$, for which we need some notations. Define the diffusion vector fields on $\mathbb{R}^{dN}$:

$$A_k^N(X) = (\sigma_k^N(x_1), \ldots, \sigma_k^N(x_N)) \in \mathbb{R}^{dN},$$

and the drift field $A_{\varepsilon}^N(X) = (A_{\varepsilon}^{N,1}(X), \ldots, A_{\varepsilon}^{N,N}(X))$ is defined as

$$A_{\varepsilon}^{N,i}(X) = \frac{1}{N} \sum_{j=1}^{N} (K_{\varepsilon} * V^N)(x_i - x_j), \quad 1 \leq i \leq N.$$

Then the system (1.5) can be simply written as

$$dX_t^N = A_{\varepsilon}^N(X_t^N) dt + \sum_k A_k^N(X_t^N) dW_t^k.$$

**Lemma 2.4.** Under our assumptions, if the initial density $F_0^N \in C_c(\mathbb{R}^{dN})$, then for any $p > 1$ and $T > 0$, there exists $C_{p,T} > 0$ such that for all $t \in [0, T]$, it holds

$$F_t^N(X) \leq \|F_0^N\|_\infty C_{p,T} |X|^{-p} \quad \text{as } |X| \to \infty.$$

Here $| \cdot |$ is the norm in $\mathbb{R}^{dN}$

**Proof.** The above SDE defines a stochastic flow of diffeomorphisms $\{\phi_t^N\}_{t \geq 0}$, so that $X_t^N = \phi_t^N(X_0^N)$. Let $\mathcal{L}^{dN}$ be the Lebesgue measure on $\mathbb{R}^{dN}$, then we have

$$(\phi_t^N)_\# \mathcal{L}^{dN} = \rho_t^N \mathcal{L}^{dN} \quad \text{and} \quad (\phi_t^N)^{-1}_\# \mathcal{L}^d = \bar{\rho}_t^N \mathcal{L}^{dN},$$

where $\rho_t^N$ and $\bar{\rho}_t^N$ are the Radon-Nikodym derivatives; moreover, by [33, Lemma 4.3.1], $\bar{\rho}_t^N$ admits the explicit expression $(\nabla_N = (\nabla_{x_1}, \ldots, \nabla_{x_N})$ is the gradient operator on $\mathbb{R}^{dN}$

$$\bar{\rho}_t^N(X) = \exp \left( \int_0^t (\nabla_N \cdot A_{\varepsilon}^N)(\phi_s^N(X)) \, ds + \sum_k \int_0^t (\nabla_N \cdot A_k^N)(\phi_s^N(X)) \circ dW_s^k \right).$$
Since the vector fields \( \{A_k^N\}_k \) are divergence free and \( \nabla_N \cdot A_k^N \geq 0 \) as shown in the proof of Lemma 2.5 below, one has
\[
\tilde{\rho}_t^N(X) = \exp \left( \int_0^t (\nabla_N \cdot A_k^N)(\phi_s^N(X)) \, ds \right) \geq 1,
\]
and hence \( \rho_t^N(X) = \left[ \tilde{\rho}_t^N((\phi_t^N)^{-1}(X)) \right]^{-1} \leq 1 \). For any test function \( f \in C_c(\mathbb{R}^d) \),
\[
\mathbb{E}f(X_t^N) = \mathbb{E}f(\phi_t^N(X_0^N)) = \mathbb{E} \left[ \mathbb{E} \left( f(\phi_t^N(X_0^N)) \mid F_0 \right) \right] \\
= \mathbb{E} \left[ \mathbb{E} \left( f(\phi_t^N(X)) \right) \mid X = X_N^t \right] = \int_{\mathbb{R}^d} \mathbb{E}(f(\phi_t^N(X))) F_0^N(X) \, dX \\
= \mathbb{E} \left[ \int_{\mathbb{R}^d} f(\phi_t^N(X)) F_0^N(X) \, dX \right],
\]
by changing the variable,
\[
\mathbb{E}f(X_t^N) = \mathbb{E} \left[ \int_{\mathbb{R}^d} f(Y) F_0^N((\phi_t^N)^{-1}(Y)) \rho_t^N(Y) \, dY \right] \\
= \int_{\mathbb{R}^d} f(Y) \mathbb{E}[F_0^N((\phi_t^N)^{-1}(Y)) \rho_t^N(Y)] \, dY.
\]
Thus the density function of \( X_t^N \) is \( F_t^N(Y) = \mathbb{E}[F_0^N((\phi_t^N)^{-1}(Y)) \rho_t^N(Y)] \). We have \( F_t^N(Y) \leq \mathbb{E}[F_0^N((\phi_t^N)^{-1}(Y))] \) since \( \rho_t^N \leq 1 \).

Now we are ready to prove the desired assertion. In fact, fix any \( \theta > 1 \), by [33, Exercise 4.5.9], there exists a positive random variable \( \xi \) with finite moments of any order, such that 
\[
|\phi_t^N(X)| \leq \xi (1 + |X|)^\theta
\]
for any \( X \in \mathbb{R}^{dN} \) and \( t \in [0, T] \). Hence,
\[
|X| = |\phi_t^N((\phi_t^N)^{-1}(X))| \leq \xi (1 + |(\phi_t^N)^{-1}(X)|)^\theta,
\]
which implies \( (\xi^{-1}|X|)^{1/\theta} \leq 1 + |(\phi_t^N)^{-1}(X)| \). Next, assume \( F_0^N \) is supported in the ball \( B(R_N) \subset \mathbb{R}^{dN} \), then
\[
F_t^N(X) \leq \mathbb{E}[F_0^N((\phi_t^N)^{-1}(X))] \leq \|F_0^N\|_\infty \mathbb{P}(|(\phi_t^N)^{-1}(X)| \leq R_N) \\
\leq \|F_0^N\|_\infty \mathbb{P}(|X|^{1/\theta} \leq 1 + R_N) = \|F_0^N\|_\infty \mathbb{P}(\xi \geq |X|(1 + R_N)^{-\theta}),
\]
By Chebyshev’s inequality, for any \( p > 1 \),
\[
F_t^N(X) \leq \|F_0^N\|_\infty \mathbb{E}(\xi^{\theta}) \frac{(1 + R_N)^p\theta}{|X|^p} \quad \text{as } |X| \to \infty
\]
and the proof is complete. \( \square \)

For any \( \Phi \in C^2(\mathbb{R}^{dN}) \), the infinitesimal generator associated to \( \{X_t^N\}_{t \geq 0} \) has the form:
\[
\mathcal{L}_t \Phi(X) = \frac{1}{2} \sum_k \langle A_k^N, \nabla_N (A_k^N, \nabla_N \Phi) \rangle_{\mathbb{R}^{dN}} + \langle A_t^N, \nabla_N \Phi \rangle_{\mathbb{R}^{dN}}.
\]
Thanks to Hypotheses 1.5, we can easily prove that \( H_1(\omega_0) \) is finite. Indeed, we have
\[
\int_{\mathbb{R}^d} \omega_0 \log \omega_0 \, dx = \int_{\{\omega_0 \leq 1\}} \omega_0 \log \omega_0 \, dx + \int_{\{\omega_0 > 1\}} \omega_0 \log \omega_0 \, dx.
\]
The \( L^p \)-integrability of \( \omega_0 \) implies the positive part \( \int_{\{\omega_0 > 1\}} \omega_0 \log \omega_0 \, dx \) is bounded from above; moreover, since \( \omega_0 \) has finite moment of order \( m(d + 1) \), a similar argument as in Lemma 2.6 below shows that the negative part \( \int_{\{\omega_0 \leq 1\}} \omega_0 \log \omega_0 \, dx \) has a lower bound. The following lemma gives an upper bound of Boltzmann entropy.
Lemma 2.5. Assume Hypotheses 1.1, 1.3 and 1.5; for all \( t > 0 \),

\[
H_N(F_t^N) \leq H_1(\omega_0).
\]

Proof. The computations below are a little formal. To be more rigorous, we should approximate \( \omega_0 \) by a sequence of smooth and compactly supported functions \( \{\omega_{0,n}\}_{n \geq 0} \) in \( L^p \)-norm, and finally use the lower-semicontinuity of \( H_N \) with respect to the weak convergence of probability measures. By Lemma 2.4, \( F_t^N \) is a rapidly decreasing function when \( F_0^N \in C_c^\infty(\mathbb{R}^{dN}); \) this partly justifies the integration by parts used below.

Employing the divergence free property of \( A_t^N \), the density function \( F_t^N \) satisfies the Fokker-Planck equation:

\[
\partial_t F_t^N = \mathcal{L}_*^N F_t^N = \frac{1}{2} \sum_k \langle A_k^N, \nabla_N \langle A_k^N, \nabla_N F_t^N \rangle_{\mathbb{R}^{dN}} \rangle_{\mathbb{R}^{dN}} - \nabla_N \cdot (F_t^N A_t^N).
\]

Therefore,

\[
\partial_t (F_t^N \log F_t^N) = (1 + \log F_t^N) \partial_t F_t^N
\]

\[
= \frac{1}{2} \sum_k (1 + \log F_t^N) \langle A_k^N, \nabla_N \langle A_k^N, \nabla_N F_t^N \rangle_{\mathbb{R}^{dN}} \rangle_{\mathbb{R}^{dN}} - (1 + \log F_t^N) \nabla_N \cdot (F_t^N A_t^N).
\]

Then, by the definition of \( H_N(F_t^N) \) and integration by parts,

\[
\frac{d}{dt} H_N(F_t^N) = \frac{1}{N} \int_{\mathbb{R}^{dN}} (1 + \log F_t^N) \partial_t F_t^N dX
\]

\[
= -\frac{1}{2N} \sum_k \int_{\mathbb{R}^{dN}} \frac{\langle A_k^N, \nabla_N F_t^N \rangle^2_{\mathbb{R}^{dN}}}{F_t^N} dX + \frac{1}{N} \int_{\mathbb{R}^{dN}} \langle F_t^N A_t^N, \nabla_N \log F_t^N \rangle_{\mathbb{R}^{dN}} dX.
\]

Let \( I_t^N \) be the last quantity on the right-hand side; then

\[
I_t^N = \frac{1}{N} \int_{\mathbb{R}^{dN}} \langle A_t^N, \nabla_N F_t^N \rangle_{\mathbb{R}^{dN}} dX = -\frac{1}{N} \int_{\mathbb{R}^{dN}} (\nabla_N \cdot A_t^N) F_t^N dX.
\]

By Hypotheses 1.1 and 1.3, we have \( \nabla \cdot K \geq 0, \rho \geq 0 \) and \( V^N \geq 0 \), then

\[
\nabla_N \cdot A_t^N(X) = \sum_{i=1}^N \frac{1}{N} \sum_{j=1}^N \nabla \cdot (K \ast V^N)(x_i - x_j)
\]

\[
= \frac{1}{N} \sum_{i,j=1}^N ((\nabla \cdot K) \ast \rho \ast V^N)(x_i - x_j) \geq 0.
\]

Then, we have

\[
\frac{d}{dt} H_N(F_t^N) = -\frac{1}{2N} \sum_k \int_{\mathbb{R}^{dN}} \frac{\langle A_k^N, \nabla_N F_t^N \rangle^2_{\mathbb{R}^{dN}}}{F_t^N} dX + I_t^N \leq 0.
\]

By Hypotheses 1.5 and (2.10), we obtain \( H_N(F_t^N) \leq H_N(F_0^N) = H_1(\omega_0) \) for all \( t > 0 \). 

The following lemma is inspired by [27, Section 3.1]. We prove that the entropy of a joint probability density \( F \) on \( \mathbb{R}^{2d} \), with finite \( k \)-th moment, has a uniform lower bound on any subset \( B \subseteq \mathbb{R}^{2d} \); this is crucial for us to prove the estimate on covariance in Section 3.
Lemma 2.6. Let $k > 0$, $F$ be a probability density on $\mathbb{R}^d$ with finite $k$-th moment. Then, for any subset $B \subset \mathbb{R}^d$,

$$\int_B (F \log F)(x,y)dxdy \geq C(k) - \int_{\mathbb{R}^d} F(x,y)(|x|^k + |y|^k)dxdy,$$

where $C(k)$ is a constant.

**Proof.** Define the function $G_k(x,y) := c_k \exp\left(-|x|^k - |y|^k\right)$, where $c_k$ is chosen such that $G_k$ is a probability density in $\mathbb{R}^d$. Let $h(z) := z \log z - z + 1$; it is easy to see that $h(z) \geq 0$ for any $z \in (0, \infty)$. Then,

$$\int_B (F \log F)(x,y)dxdy = \int_B \left[h\left(\frac{F}{G_k}\right)G_k + F - G_k + F \log G_k\right](x,y)dxdy \geq -1 + \int_B F(x,y)\left(\log c_k - |x|^k - |y|^k\right)dxdy \geq C(k) - \int_{\mathbb{R}^d} F(x,y)(|x|^k + |y|^k)dxdy.$$

\[
\Box
\]

3 Estimate on the covariance of random forces

Recall the particle system (1.5) with environmental noise; we can regard $Q_N(X^{N,i}_s - X^{N,j}_s)$ as the covariance of random forces on two particles $X^{N,i}_s, X^{N,j}_s$ ($1 \leq i \neq j \leq N$). In this section, we give an estimate on $|Q_N(X^{N,i}_s - X^{N,j}_s)|$ which will play an important role in proving bounds on the stochastic convolution (4.4), see the proof of Theorem 4.1.

The following lemma asserts that the covariance of random forces on any two distinct particles vanishes as the number of particles goes to $\infty$. Roughly speaking, forces become more and more independent when the number of particles increases. After choosing some $N$-related parameters in our proof, we can compute the convergence rate. We follow some ideas in the proof of [18, Proposition 3.3] and assume $\epsilon$ is fixed in this section.

**Lemma 3.1.** Under Hypotheses 1.1, 1.3 and 1.5, for any two different particles $X^{N,i}_s$ and $X^{N,j}_s$ ($i \neq j$), for some $\ell \geq 2$ and any $s \in [0, T]$, we have the following estimate:

$$\mathbb{E}\left[|Q_N(X^{N,i}_s - X^{N,j}_s)|^{\ell}\right] \leq C(1 + \|K_\epsilon\|_{\infty}^{2d})N^{-\frac{\ell}{2}},$$

(3.1)

where $C$ is a constant depending on $\omega_0, \ell, \nu, d$ and $T$. Note that when $i = j$, $|Q_N(X^{N,i}_s - X^{N,j}_s)| = |Q_N(0)| = 2\nu|d| = 2\nu\sqrt{d}$ is a constant.

**Proof.** By symmetry, without loss of generality, we can take $i = 1$ and $j = 2$. For any ball $B(R) \subset \mathbb{R}^d$ centered at origin with radius $R$, we have

$$\mathbb{E}\left[|Q_N(X^{N,1}_s - X^{N,2}_s)|^{\ell}\right] = \int_{(B(R))^{2c}} |Q_N(x_1 - x_2)|^{\ell} F^{2,N}_s(x_1, x_2)dx_1dx_2 + \int_{B(R)^2} |Q_N(x_1 - x_2)|^{\ell} F^{2,N}_s(x_1, x_2)dx_1dx_2 \quad =: J^1_N + J^2_N,$$
where \( F_{s}^{2,N} \) is the joint density function of \((X_{s}^{N,1}, X_{s}^{N,2})\) and \(B(R)^2 = B(R) \times B(R)\). For the first term \( J^{1}_{N} \), we have \(|Q_{N}(z)| \leq \text{Tr}(Q_{N}(0)) = 2\nu d\) for any \(z \in \mathbb{R}^{d}\); by Chebyshev’s inequality, one has

\[
J^{1}_{N} \leq C_{\ell,\nu} \int_{\{ |x_1|, |x_2| \geq R \}} F_{s}^{2,N}(x_1, x_2) dx_1 dx_2 \\
\leq C_{\ell,\nu} \int_{\mathbb{R}^{2d}} \frac{|x_1|^{2d} + |x_2|^{2d}}{R^{2d}} F_{s}^{2,N}(x_1, x_2) dx_1 dx_2 \\
\leq \frac{C_{\ell,\nu}}{R^{2d}} \left( \mathbb{E} |X_{s}^{N,1}|^{2d} + \mathbb{E} |X_{s}^{N,2}|^{2d} \right).
\]

Combining with Lemma 2.3, we deduce that

\[
\mathbb{E} |X_{s}^{N,i}|^{2d} \leq C_{\nu,d,T} (1 + \|K\|_{\infty}^{2d}), \quad (3.2)
\]

and then

\[
J^{1}_{N} \leq \frac{C_{\ell,\nu,d,T}}{R^{2d}} (1 + \|K\|_{\infty}^{2d}). \quad (3.3)
\]

For the second term \( J^{2}_{N} \), following the method used in the proof of [18, Proposition 3.3], for some \(M > 1\), we have

\[
J^{2}_{N} = \int_{B(R)^2 \cap \{F_{s}^{2,N} < M\}} |Q_{N}(x_1 - x_2)|^{\ell} F_{s}^{2,N}(x_1, x_2) dx_1 dx_2 \\
+ \int_{B(R)^2 \cap \{F_{s}^{2,N} \geq M\}} |Q_{N}(x_1 - x_2)|^{\ell} F_{s}^{2,N}(x_1, x_2) dx_1 dx_2 \\
=: J^{2,1}_{N} + J^{2,2}_{N}.
\]

For \( J^{2,1}_{N} \), by Hypotheses 1.3, it holds

\[
J^{2,1}_{N} \leq M \int_{B(R)^2} |Q_{N}(x_1 - x_2)|^{\ell} dx_1 dx_2 \\
= M \int_{B(R)} dx_1 \int_{B(R)} |Q_{N}(x_1 - x_2)|^{\ell} dx_2 \\
\leq C_{d} M R^{d} \|Q_{N}\|_{L^{\ell}}^{\ell} \leq \frac{C_{d} M R^{d}}{e^{2N}}.
\]

And for \( J^{2,2}_{N} \), we have

\[
J^{2,2}_{N} \leq C_{\ell,\nu} \int_{B(R)^2 \cap \{F_{s}^{2,N} \geq M\}} F_{s}^{2,N}(x_1, x_2) dx_1 dx_2 \\
\leq \frac{C_{\ell,\nu}}{\log M} \int_{B(R)^2 \cap \{F_{s}^{2,N} \geq 1\}} \left( F_{s}^{2,N} \log F_{s}^{2,N} \right)(x_1, x_2) dx_1 dx_2.
\]

Recalling the fact that \( z \log z \in [-e^{-1}, 0] \) for all \(z \in (0, 1]\), then

\[
J^{2,2}_{N} \leq \frac{C_{\ell,\nu}}{\log M} \left[ \int_{B(R)^2} \left( F_{s}^{2,N} \log F_{s}^{2,N} \right)(x_1, x_2) dx_1 dx_2 + e^{-1} |B(R)^2| \right] \\
\leq \frac{C_{\ell,\nu, d} R^{2d}}{\log M} + \frac{C_{\ell,\nu}}{\log M} \left[ \int_{\mathbb{R}^{2d}} \left( F_{s}^{2,N} \log F_{s}^{2,N} \right)(x_1, x_2) dx_1 dx_2 \\
- \int_{(B(R)^2)^{\circ}} \left( F_{s}^{2,N} \log F_{s}^{2,N} \right)(x_1, x_2) dx_1 dx_2 \right].
\]
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By (2.11) and Lemma 2.5, one has
\[
\int_{\mathbb{R}^{2d}} (F_s^{2,N} \log F_s^{2,N})(x_1, x_2) dx_1 dx_2 = 2H_2(F_s^{2,N}) \leq 2H_N(F_s^N) \leq 2H_1(\omega_0).
\]
Applying Lemma 2.6 with \( k = 2d \) and (3.2), it holds
\[
- \int_{\mathbb{R}^{2d}} (F_s^{2,N} \log F_s^{2,N})(x_1, x_2) dx_1 dx_2 \\
\leq - C(2d) + \int_{\mathbb{R}^{2d}} F_s^{2,N}(x_1, x_2) \left( |x_1|^{2d} + |x_2|^{2d} \right) dx_1 dx_2 \\
\leq - C(2d) + \mathbb{E} \left| X_s^{N,1} \right|^{2d} + \mathbb{E} \left| X_s^{N,2} \right|^{2d} \leq C_{\ell,\nu,d,T} \left( 1 + \|K\|_{2d}^{\infty} \right).
\]
Thus, we get the estimate
\[
j^{2,2}_N \leq \frac{C_{\ell,\nu,d}R^{2d}}{\log M} + \frac{C_{\ell,\nu,d,T} \left( 1 + H_1(\omega_0) + \|K\|_{2d}^{\infty} \right)}{\log M}.
\] (3.5)
Putting together (3.3), (3.4) and (3.5), we deduce that
\[
\mathbb{E} \left[ (Q_N(X_s^{N,1} - X_s^{N,2})^2 \right] \leq \frac{C_{\ell,\nu,d,T} \left( 1 + \|K\|_{2d}^{\infty} \right)}{R^{2d}} + \frac{C_{\ell,\nu,d}MR^d}{e^{2N}} + \frac{C_{\ell,\nu,d}R^{2d}}{\log M}.
\] (3.6)
We finish the proof by taking \( R = R(N) = N^{\frac{1}{\nu}} \), \( M = M(N) = e^N \).

4 Convergence of the mollified empirical measures

The purpose of this part is to prove the main result. We first establish in Section 4.1 an \( L^p \)-bound on the mollified empirical measure \( \omega^N \) defined in (1.7), and then we provide the proof of Theorem 1.7 in Section 4.2.

4.1 Bounds on the mollified empirical measures

For any test function \( \phi \in C^2(\mathbb{R}^d) \), by (1.6) and Itô formula,
\[
d\phi(X_t^{N,i}) = \left( K_x * V^N * S_t^N \right)(X_t^{N,i}) \cdot \nabla \phi(X_t^{N,i}) dt + \sum_k \sigma_k^N \cdot \nabla \phi(X_t^{N,i}) dW_t^k \\
+ \frac{1}{2} \sum k \text{Tr} \left[ \left( \sigma_k^N \otimes \sigma_k^N \right) \nabla^2 \phi \right] (X_t^{N,i}) dt,
\]
where
\[
\sum_k \text{Tr} \left[ \left( \sigma_k^N \otimes \sigma_k^N \right) \nabla^2 \phi \right] (X_t^{N,i}) = \text{Tr} \left[ Q_N(0) \nabla^2 \phi(X_t^{N,i}) \right] = 2\nu \Delta \phi(X_t^{N,i}).
\]
Then, the empirical measure \( S_t^N \) satisfies
\[
\langle S_t^N, \phi \rangle = \langle S_0^N, \phi \rangle + \int_0^t \langle S_s^N, (K_x * V^N * S_s^N) \cdot \nabla \phi \rangle ds \\
+ \nu \int_0^t \langle S_s^N, \Delta \phi \rangle ds + \sum_k \int_0^t \langle S_s^N, \sigma_k^N \cdot \nabla \phi \rangle dW_s^k.
\] (4.1)
For any \( x \in \mathbb{R}^d \), we shall take the test function \( \phi_x(y) = V^N(x - y) \) in identity (4.1); notice that
\[
\nabla \phi_x(y) = \nabla_y V^N(x - y) = -\nabla_x V^N(x - y).
\]

Recall (1.7) for the mollified empirical measure; then
\[
\omega_t^N(x) = \omega_0^N(x) - \int_0^t \langle S_s^N, (K_\epsilon * \omega_s^N) \cdot \nabla_x V^N(x - \cdot) \rangle \, ds + \nu \int_0^t \Delta \omega_s^N(x) \, ds - \sum_k \int_0^t \langle S_s^N, \sigma_k^N \cdot \nabla_x V^N(x - \cdot) \rangle \, dW_k^s.
\]

For the sake of clarity, we write:
\[
\langle \nabla V^N \ast ((K_\epsilon * \omega_s^N) S_s^N) \rangle(x) := \langle S_s^N, (K_\epsilon * \omega_s^N) \cdot \nabla_x V^N(x - \cdot) \rangle;
\]
\[
\langle \nabla V^N \ast (\sigma_k^N S_s^N) \rangle(x) := \langle S_s^N, \sigma_k^N \cdot \nabla_x V^N(x - \cdot) \rangle.
\]

Recall the operator \( A = \nu \Delta \) defined in Section 2.1; as in [19, 41], we rewrite the above equation for mollified empirical measures in mild form:
\[
\omega_t^N = e^{tA} \omega_0^N - \int_0^t e^{(t-s)A} (\langle \nabla V^N \ast ((K_\epsilon * \omega_s^N) S_s^N) \rangle) \, ds - \sum_k \int_0^t e^{(t-s)A} (\langle \nabla V^N \ast (\sigma_k^N S_s^N) \rangle) \, dW_k^s.
\]

By the explicit formula (2.1) of semigroup, for any function \( f \in H^{1,p}(\mathbb{R}^d) \), one has
\[
e^{(t-s)A} \nabla f = \nabla e^{(t-s)A} f,
\]
then we obtain
\[
\omega_t^N = e^{tA} \omega_0^N - \int_0^t \nabla \cdot e^{(t-s)A} (V^N \ast ((K_\epsilon * \omega_s^N) S_s^N)) \, ds - Z_t^N,
\]
where
\[
Z_t^N = \sum_k \int_0^t \nabla \cdot e^{(t-s)A} (V^N \ast (\sigma_k^N S_s^N)) \, dW_k^s.
\]

Before moving forward, we present an important estimate on the stochastic convolution \( Z_t^N \).

**Theorem 4.1.** Assume Hypotheses 1.1, 1.3 and 1.5. Then there exist a constant \( C = C_{m,T} > 0 \) and some \( \epsilon > 0 \) such that for all \( N \in \mathbb{N} \),
\[
\left\| \sup_{t \in [0,T]} \left\| Z_t^N \right\|_{L^1 \cap L^p(\mathbb{R}^d)} \right\|_{L^m(\Omega)} \leq C_{m,T} \| K_\epsilon \|_{L_\infty}^{d+1} N^{-\epsilon}.
\]

The proof of Theorem 4.1 is motivated by [41, Section A.2] and follows readily from the two propositions below.

**Proposition 4.2.** Under Hypotheses 1.1, 1.3 and 1.5, for \( T \in (0, T_{\max}) \), there exists \( C_{m,\delta,T} > 0 \) such that for any \( N \in \mathbb{N} \) and small enough \( \epsilon > 0 \),
\[
\left\| \sup_{t \in [0,T]} \left\| Z_t^N \right\|_{L^p(\mathbb{R}^d)} \right\|_{L^m(\Omega)} \leq C_{m,\delta,T} \| K_\epsilon \|_{L_\infty}^{d+1} N^{\beta(d+2\delta-\frac{d}{p})-\frac{1}{m}},
\]
where \( \frac{2}{m} < \delta < 1 \).
Proposition 4.3. Under Hypotheses 1.1, 1.3 and 1.5, for \( T \in (0, T_{\text{max}}) \), there exists \( C_{m,\delta,T} > 0 \) such that for any \( N \in \mathbb{N} \) and any small enough \( \epsilon > 0 \),
\[
\left\| \sup_{t \in [0,T]} \left\| Z_t^N \right\|_{L^1(\mathbb{R}^d)} \right\|_{L^m(\Omega)} \leq C_{m,\delta,T} \| K_\epsilon \|_\infty^{d+1} N^{\frac{d}{2}(d+\delta(d+4))} - \frac{1}{4m},
\]
where \( \frac{2}{m} < \delta < 1 \).

The proofs of Propositions 4.2 and 4.3 are quite technical and make use of the crucial Lemma 3.1; we postpone them to the appendices (see Sections A.1 and A.2) in order to maintain the readability of the paper.

Proof of Theorem 4.1. Combining (4.6) and (4.7), for any small enough \( \epsilon > 0 \), we get the result
\[
\left\| \sup_{t \in [0,T]} \left\| Z_t^N \right\|_{L^1(\mathbb{R}^d)} \right\|_{L^m(\Omega)} \leq C_{m,\delta,T} \| K_\epsilon \|_\infty^{d+1} N^{\frac{d}{2}(d+\delta(d+4))} - \frac{1}{4m}.
\]

If we take any \( \delta \in \left( \frac{2}{m}, 1 \right) \) and \( \beta \) satisfying
\[
0 < \beta \leq \frac{1}{4m(d+2)},
\]
then we can find some \( t > 0 \) such that (4.5) holds. \( \square \)

Remark 4.4. The range of \( \beta \) can be slightly larger. In order that the right-hand sides of (4.6) and (4.7) tend to 0 as \( N \rightarrow \infty \), we need to take a small \( \beta \) such that \( 0 < \beta < \frac{1}{2m\left(d+4\delta+d(1-\frac{2}{p})\sqrt{\delta}\right)} \), where \( \frac{2}{m} < \delta < 1 \). Now for \( 0 < \beta < \frac{1}{2md+16+2md((1-\beta)^{\frac{1}{2}}+\frac{2}{m})} \), we can find a suitable \( \delta \) such that the estimate (4.5) holds for some \( t > 0 \).

Now we can establish a uniform bound of the mollified empirical measure \( \omega^N \).

Proposition 4.5. Assume Hypotheses 1.1, 1.3 and 1.5; for any \( t \in [0,T] \),
\[
\left\| \omega_t^N \right\|_{L^m(\Omega,L^p(\mathbb{R}^d))} \leq C_{\omega_0,m,T}(1+\| K_\epsilon \|_\infty^{\frac{d}{m}} \exp \left( C_{\nu,T} \| K_\epsilon \|_\infty^{\frac{2}{m}} \right),
\]
which is uniform in \( N \in \mathbb{N} \).

Proof. Equation (4.3) yields that
\[
\left\| \omega_t^N \right\|_{L^m(\Omega,L^p)} \leq \left\| e^{tA} \omega_0^N \right\|_{L^m(\Omega,L^p)} + \left\| Z_t^N \right\|_{L^m(\Omega,L^p)} + \left\| \int_0^t \left\| \nabla \cdot e^{(t-s)A} \left( \int_0^s \left( \left( K_\epsilon \ast \omega_s^N \right) S_s^N \right) \right) \right\|_{L^m(\Omega,L^p)} \right\| \, ds.
\]

By Remark 1.6, the first term on the right-hand side of (4.8) can be estimated as
\[
\left\| e^{tA} \omega_0^N \right\|_{L^m(\Omega,L^p)} \leq \left\| \omega_0^N \right\|_{L^m(\Omega,L^p)} \leq C_{\omega_0},
\]
Next, by Proposition 4.2, we have the following estimate on the stochastic convolution:
\[
\left\| Z_t^N \right\|_{L^m(\Omega,L^p)} \leq C_{m,T} \| K_\epsilon \|_\infty^{\frac{d}{m}}.
\]
It remains to deal with the third term; one has
\[
\int_0^t \left\| \nabla \cdot e^{(t-s)A} \left( V^N \ast ((K_\epsilon \ast \omega_s^N) S_s^N) \right) \right\|_{L^m(\Omega, L^p)} \, ds
\leq C \int_0^t \left\| (I - A)^{1/2} e^{(t-s)A} \right\|_{L^p \to L^p} \left\| V^N \ast ((K_\epsilon \ast \omega_s^N) S_s^N) \right\|_{L^m(\Omega, L^p)} \, ds.
\]
For any \( x \in \mathbb{R}^d \),
\[
\left| (V^N \ast ((K_\epsilon \ast \omega_s^N) S_s^N))(x) \right| \leq \| K_\epsilon \ast \omega_s^N \|_\infty \left| (V^N \ast S_s^N)(x) \right| \leq \| K_\epsilon \|_\infty |\omega_s^N(x)|,
\]
where the last inequality is due to
\[
\| K_\epsilon \ast \omega_s^N \|_\infty = \sup_{x \in \mathbb{R}^d} \left| \int_{\mathbb{R}^d} K_\epsilon(x - y) \omega_s^N(y) \, dy \right| \leq \| K_\epsilon \|_\infty \| \omega_s^N \|_{L^1} = \| K_\epsilon \|_\infty.
\]
Then by (2.2), we have
\[
\int_0^t \left\| \nabla \cdot e^{(t-s)A} \left( V^N \ast ((K_\epsilon \ast \omega_s^N) S_s^N) \right) \right\|_{L^m(\Omega, L^p)} \, ds \leq C_{\nu, T} \| K_\epsilon \|_\infty \int_0^t \frac{1}{\sqrt{t - s}} \left\| \omega_s^N \right\|_{L^m(\Omega, L^p)} \, ds.
\]
Combining (4.9), (4.10) and (4.12), we obtain
\[
\| \omega_t^N \|_{L^m(\Omega, L^p)} \leq C_{\omega_0} + C_{m,T} \| K_\epsilon \|_\infty^d + C_{\nu,T} \| K_\epsilon \|_\infty \int_0^t \frac{1}{\sqrt{t - s}} \left\| \omega_s^N \right\|_{L^m(\Omega, L^p)} \, ds.
\]
Applying Lemma 2.1 and estimate (2.5), we deduce the desired estimate. \( \square \)

### 4.2 Proof of Theorem 1.7

The method we use to prove our main result is inspired by [41]. Recall the nonlinear Fokker-Planck equation (1.11) with smooth kernel; in mild formulation it reads as
\[
\omega_t^\epsilon = e^{tA} \omega_0 - \int_0^t e^{(t-s)A} \nabla \cdot ((K_\epsilon \ast \omega_s^\epsilon) \omega_s^\epsilon) \, ds = e^{tA} \omega_0 - \int_0^t \nabla \cdot e^{(t-s)A} ((K_\epsilon \ast \omega_s^\epsilon) \omega_s^\epsilon) \, ds.
\]

The proof of Theorem 1.7 can be split into two steps, thanks to the following inequality:
\[
\left\| \sup_{t \in [0,T]} \| \omega_t - \omega_t^\epsilon \|_{L^1 \cap L^p} \right\|_{L^m(\Omega)} \leq \sup_{t \in [0,T]} \left\| \omega_t - \omega_t^\epsilon \right\|_{L^1 \cap L^p} + \sup_{t \in [0,T]} \left\| \omega_t - \omega_t^\epsilon \right\|_{L^1 \cap L^p} \right\|_{L^m(\Omega)}.
\]

The next proposition shows the convergence of the first term on the right-hand side of (4.14), and the estimate on the second term will be done in Proposition 4.7 at the end of this section.

**Proposition 4.6.** Under Hypotheses 1.1, 1.3 and 1.5, for any \( T \in (0, T_{max}) \), the solution of (1.11) converges to that of (1.8) in \( C \left([0,T]; L^1 \cap L^p(\mathbb{R}^d)\right) \), namely
\[
\lim_{\epsilon \to 0} \sup_{t \in [0,T]} \| \omega_t - \omega_t^\epsilon \|_{L^1 \cap L^p} = 0.
\]
Proof. The mild formulations (1.9), (4.13) and estimate (2.2) imply that
\[
\| \omega_t - \omega_t^\epsilon \|_{L^1 \cap L^p} = \left\| \int_0^t \nabla \cdot e^{(t-s)A} ((K * \omega_s) \omega_s - (K^\epsilon * \omega_s^\epsilon) \omega_s^\epsilon) \, ds \right\|_{L^1 \cap L^p} \\
\leq C_{\nu, T} \int_0^t \frac{1}{\sqrt{t-s}} \| (K * \omega_s) \omega_s - (K^\epsilon * \omega_s^\epsilon) \omega_s^\epsilon \|_{L^1 \cap L^p} \, ds.
\]
(4.15)

For the integrand, one has
\[
\| (K * \omega_s) \omega_s - (K^\epsilon * \omega_s^\epsilon) \omega_s^\epsilon \|_{L^1 \cap L^p}
\leq \| (K * \omega_s) (\omega_s - \omega_s^\epsilon) \|_{L^1 \cap L^p} + \| (K - K^\epsilon) * \omega_s^\epsilon \omega_s^\epsilon \|_{L^1 \cap L^p}
+ \| (K^\epsilon * (\omega_s - \omega_s^\epsilon)) \omega_s^\epsilon \|_{L^1 \cap L^p}
\leq \| K * \omega_s \|_\infty \| \omega_s - \omega_s^\epsilon \|_{L^1 \cap L^p} + \| (K - K^\epsilon) * \omega_s^\epsilon \|_\infty \| \omega_s^\epsilon \|_{L^1 \cap L^p}
+ \| K^\epsilon * (\omega_s - \omega_s^\epsilon) \|_\infty \| \omega_s^\epsilon \|_{L^1 \cap L^p}.
\]
By (2.8), we have \( \| K * \omega_s \|_\infty \leq C_K \| \omega_s \|_{L^1 \cap L^p} \) and \( \| K^\epsilon * (\omega_s - \omega_s^\epsilon) \|_\infty \leq C_K \| \omega_s - \omega_s^\epsilon \|_{L^1 \cap L^p} \); moreover,
\[
\| (K - K^\epsilon) * \omega_s \|_\infty = \| K * (\omega_s - \rho \omega_s) \|_\infty \leq C_K \| \omega_s - \rho \omega_s \|_{L^1 \cap L^p}.
\]
Therefore,
\[
\| (K * \omega_s) \omega_s - (K^\epsilon * \omega_s^\epsilon) \omega_s^\epsilon \|_{L^1 \cap L^p}
\leq C_K \| \omega_s - \omega_s^\epsilon \|_{L^1 \cap L^p} (\| \omega_s \|_{L^1 \cap L^p} + \| \omega_s^\epsilon \|_{L^1 \cap L^p}) + C_K \| \omega_s - \rho \omega_s \|_{L^1 \cap L^p} \| \omega_s^\epsilon \|_{L^1 \cap L^p}
\leq C \| \omega_s - \omega_s^\epsilon \|_{L^1 \cap L^p} + C \| \omega_s - \rho \omega_s \|_{L^1 \cap L^p},
\]
(4.16)
where the last inequality is due to
\[
\| \omega \|_{C([0, T], L^1 \cap L^p(M))} \leq \sup_{\epsilon > 0} \| \omega^\epsilon \|_{C([0, T], L^1 \cap L^p(M))} \leq C < \infty.
\]
Substituting estimate (4.16) into (4.15) and applying Lemma 2.1, we deduce that
\[
\sup_{t \in [0, T]} \| \omega_t - \omega_t^\epsilon \|_{L^1 \cap L^p} \leq C_T \left( \sup_{t \in [0, T]} \int_0^t \frac{1}{\sqrt{t-s}} \| \omega_s - \rho \omega_s \|_{L^1 \cap L^p} \, ds \right).
\]
(4.17)

By Hölder’s inequality, for some \( q \in (1, 2) \) with its conjugate number \( q' \),
\[
\sup_{t \in [0, T]} \int_0^t \frac{1}{\sqrt{t-s}} \| \omega_s - \rho \omega_s \|_{L^1 \cap L^p} \, ds
\leq \sup_{t \in [0, T]} \left( \int_0^t \frac{1}{(t-s)^{\frac{q'}{2}}} \, ds \right)^{\frac{1}{q'}} \left( \int_0^t \| \omega_s - \rho \omega_s \|_{L^1 \cap L^p}^{q'} \, ds \right)^{\frac{1}{q'}}
\leq C_{T, q} \left( \int_0^T \| \omega_s - \rho \omega_s \|_{L^1 \cap L^p}^{q'} \, ds \right)^{\frac{1}{q'}}.
\]

It is clear that \( \lim_{\epsilon \to 0} \| \omega_s - \rho \omega_s \|_{L^1 \cap L^p} = 0 \) for any \( s \in [0, T] \), by dominated convergence theorem, we deduce that
\[
\lim_{\epsilon \to 0} \int_0^T \| \omega_s - \rho \omega_s \|_{L^1 \cap L^p}^{q'} \, ds = 0.
\]
Combining these results with (4.17), we finish the proof.
Now we aim to estimate the second part on the right-hand side of (4.14). Recall the mild formulations (4.3) and (4.13); we have

\[
\|\omega^t \omega^N \|_{L^1 \cap L^p} \leq \|e^A(\omega_0 - \omega_0^N)\|_{L^1 \cap L^p} + \|Z_t^N\|_{L^1 \cap L^p} \\
+ \int_0^t \left\| \nabla \cdot e^{(t-s)^A}((K \ast \omega^s_\rho) - V^N \ast ((K \ast \omega^s_\rho) S^N_\rho)) \right\|_{L^1 \cap L^p} \text{ds}. \tag{4.18}
\]

The third term on the right-hand side of (4.18) can be estimated as follows: by (2.2),

\[
\int_0^t \left\| \nabla \cdot e^{(t-s)^A}((K \ast \omega^s_\rho) - V^N \ast ((K \ast \omega^s_\rho) S^N_\rho)) \right\|_{L^1 \cap L^p} \text{ds} \\
\leq C_{\nu,T} \int_0^t \frac{1}{\sqrt{t-s}} \left\| (K \ast \omega^s_\rho - V^N \ast ((K \ast \omega^s_\rho) S^N_\rho)) \right\|_{L^1 \cap L^p} \text{ds}. \tag{4.19}
\]

We observe that

\[
\left\| (K \ast \omega^s_\rho) - V^N \ast ((K \ast \omega^s_\rho) S^N_\rho) \right\|_{L^1 \cap L^p} \\
\leq \left\| (K \ast \omega^s_\rho) - (K \ast \omega^s_\rho) \right\|_{L^1 \cap L^p} + \left\| (K \ast \omega^s_\rho) - V^N \ast ((K \ast \omega^s_\rho) S^N_\rho) \right\|_{L^1 \cap L^p} \\
=: L_1 + L_2.
\]

For the first term \(L_1\), note that

\[
(K \ast \omega^s_\rho) - (K \ast \omega^s_\rho) = (K \ast (\omega^s_\rho - \omega^s_\rho)) + (K \ast \omega^s_\rho)(\omega^s - \omega^N);
\]

using the bound \(\sup_{\epsilon > 0} \|\omega^s\|_{C([0,T],L^1 \cap L^p)} \leq C\) and (2.8), it holds

\[
\left\| (K \ast (\omega^s_\rho - \omega^s_\rho)) \right\|_{L^1 \cap L^p} \\
\leq \left\| K \ast (\omega^s_\rho - \omega^s_\rho) \right\|_{L^1 \cap L^p} \leq C \left\| K \ast \rho \ast (\omega^s_\rho - \omega^s_\rho) \right\|_\infty \\
\leq C_K \left\| \rho \ast (\omega^s_\rho - \omega^s_\rho) \right\|_{L^1 \cap L^p} \leq C_K \left\| \omega^s_\rho - \omega^s_\rho \right\|_{L^1 \cap L^p}.
\]

Next, by (4.11), we have

\[
\left\| (K \ast \omega^s_\rho) - V^N \ast ((K \ast \omega^s_\rho) \right\|_{L^1 \cap L^p} \leq \left\| K \ast \omega^s_\rho \right\|_{L^1 \cap L^p} \leq \left\| K \ast \omega^s \right\|_{L^1 \cap L^p}.
\]

Thus, for any small enough \(\epsilon > 0\),

\[
L_1 \leq (C_K + \| K \|_{L^\infty}) \left\| \omega^s_\rho - \omega^s_\rho \right\|_{L^1 \cap L^p} \leq C \left\| K \|_{L^\infty} \left\| \omega^s_\rho - \omega^s_\rho \right\|_{L^1 \cap L^p}.
\tag{4.20}
\]

where the constant \(C\) is independent of \(\epsilon\).

For the second term \(L_2\), we have

\[
L_2 = \left\| \int_{\mathbb{R}^d} V^N(x - y) ((K \ast \omega^s_\rho)(x) - (K \ast \omega^s_\rho)(y)) S^N_\rho(dy) \right\|_{L^1 \cap L^p}.
\]

We observe that

\[
\left\| (K \ast \omega^s_\rho)(x) - (K \ast \omega^s_\rho)(y) \right\| \leq \int_{\mathbb{R}^d} |K(x - z) - K(y - z)| \omega^s_\rho(z)dz \\
\leq \| \nabla K \|_{L^\infty} |x - y|.
\]
Therefore, it yields
\[
L_2 \leq \left\| \int_{\mathbb{R}^d} V^N(x-y) \left((K_\epsilon * \omega^N_s)(x) - (K_\epsilon * \omega^N_s)(y)\right) S^N_s(dy) \right\|_{L^1 \cap L^p}
\]
\[
\leq \|\nabla K_\epsilon\|_\infty \left\| \int_{\mathbb{R}^d} V^N(x-y) |x-y| S^N_s(dy) \right\|_{L^1 \cap L^p}
\]
\[
\leq C \|\nabla K_\epsilon\|_{N^\beta} \sup \|\omega^N_s\|_{L^1 \cap L^p},
\]
where the last inequality is because that \(V^N\) is supported on \(\text{supp} V^N\), where \(\text{supp} V\) denotes the support of \(V\).

Substituting (4.20) and (4.21) into (4.19) yields
\[
\int_0^t \left\| \nabla \cdot (t-s)^A \left((K_\epsilon * \omega^N_s) - V^N * (K_\epsilon * \omega^N_s)\right)\right\|_{L^1 \cap L^p} \, ds
\]
\[
\leq C \|\nabla K_\epsilon\|_{N^\beta} \int_0^t \frac{\|\omega^N_s\|_{L^1 \cap L^p}}{\sqrt{t-s}} \, ds + C \|K_\epsilon\|_\infty \int_0^t \frac{\|\omega^N_s - \omega_s\|_{L^1 \cap L^p}}{\sqrt{t-s}} \, ds.
\]
Combining this estimate with (4.18) and using the simple inequality \(\|e^{tA}(\omega_0 - \omega_0^N)\|_{L^1 \cap L^p} \leq \|\omega_0 - \omega_0^N\|_{L^1 \cap L^p}\), we deduce that
\[
\|\omega^N_t - \omega^N_s\|_{L^1 \cap L^p} \leq \left(\|\omega_0 - \omega_0^N\|_{L^1 \cap L^p} + C \|\nabla K_\epsilon\|_{N^\beta} \sup_{t \in [0,T]} \left\| \frac{\|\omega^N_s\|_{L^1 \cap L^p}}{\sqrt{t-s}} \right\|_{L^1 \cap L^p} \right)
\]
\[
\times \left(\frac{\|\omega^N_t\|_{L^1 \cap L^p}}{\sqrt{t-s}} + \frac{\|Z^N_t\|_{L^1 \cap L^p}}{\sqrt{t-s}}\right) + C \|K_\epsilon\|_\infty \int_0^t \frac{\|\omega^N_s - \omega_s\|_{L^1 \cap L^p}}{\sqrt{t-s}} \, ds.
\]
By Lemma 2.1,
\[
\sup_{t \in [0,T]} \|\omega^N_t - \omega^N_s\|_{L^1 \cap L^p}
\]
\[
\leq \left(\|\omega_0 - \omega_0^N\|_{L^1 \cap L^p} + C \|\nabla K_\epsilon\|_{N^\beta} \sup_{t \in [0,T]} \left\| \frac{\|\omega^N_s\|_{L^1 \cap L^p}}{\sqrt{t-s}} \right\|_{L^1 \cap L^p} \right)
\]
\[
\times \left(\frac{\|\omega^N_t\|_{L^1 \cap L^p}}{\sqrt{t-s}} + \frac{\|Z^N_t\|_{L^1 \cap L^p}}{\sqrt{t-s}}\right) + C \|K_\epsilon\|_\infty \int_0^t \frac{\|\omega^N_s - \omega_s\|_{L^1 \cap L^p}}{\sqrt{t-s}} \, ds.
\]
where, by (2.4), one has
\[
E_{\frac{1}{2}} (C_T \|K_\epsilon\|_\infty) \leq 2\exp \left(C \|K_\epsilon\|_\infty^2 \right).
\]
Since \(m > 2\) and \(m' := \frac{m}{m-1} \in (1, 2)\), we have
\[
\left\| \sup_{t \in [0,T]} \left( \int_0^t \frac{1}{\sqrt{t-s}} \left\|\omega^N_s\right\|_{L^1 \cap L^p} \, ds \right) \right\|_{L^m(\Omega)}
\]
\[
\leq \left\| \int_0^T \left( \int_0^t \left( \left\|\omega^N_s\right\|_{L^1 \cap L^p} \right)^m \frac{1}{(t-s)^{m/2}} \, ds \right) \right\|_{L^m(\Omega)}
\]
\[
\leq C_{T,m} \left( \int_0^T \left\|\omega^N_s\right\|^m_{L^1 \cap L^p} \, ds \right)^{\frac{1}{m}} \leq C_{T,m} \sup_{t \in [0,T]} \left\|\omega^N_t\right\|_{L^m(\Omega)}\right).
\]
By Proposition 4.5, for any small enough \(\epsilon > 0\), we already have
\[
\sup_{t \in [0,T]} \|\omega^N_t\|_{L^m(\Omega, L^p)} \leq C \|K_\epsilon\|_\infty \exp \left(C \|K_\epsilon\|_\infty^2 \right)
\]
\[
\sup_{t \in [0,T]} \|\omega^N_t\|_{L^m(\Omega, L^1)} = 1,
\]
then
\[
\left\| \sup_{t \in [0,T]} \left\| \int_0^t \frac{1}{\sqrt{1-s}} \left\| \omega_s^N \right\|_{L^1(\Omega)} ^2 \right\|_{L^1(\Omega)} ^{1/2} \right\|_{L^2(\Omega)} ^{1/2} \leq C_T \left\| K_\epsilon \right\|_\infty \exp \left( C \left\| K_\epsilon \right\|_\infty^2 \right).
\] (4.25)

For the first term in the second line of (4.23), by Hypotheses 1.5,
\[
\left\| \omega_0 - \omega_0^N \right\|_{L^2(\Omega)} = \zeta_N \to 0 \quad \text{as} \quad N \to \infty.
\] (4.26)

For the stochastic convolution term in (4.23), Theorem 4.1 yields that
\[
\left\| \sup_{t \in [0,T]} \left\| Z_t^N \right\|_{L^1(\Omega)} \right\|_{L^2(\Omega)} \leq C \left\| K_\epsilon \right\|_{\infty} \left( d + 1 \right) N^{-t},
\] (4.27)

where \( t \) relies on the choice of \( \beta \) in the potential function \( V^N \). Recall the estimates in Section 2.3: \( \left\| K_\epsilon \right\|_{\infty} \leq C e^{-d/\beta} \) and \( \left\| \nabla K_\epsilon \right\|_{\infty} \leq C e^{-d/\beta} \) for any small enough \( \epsilon > 0 \); combining from (4.23) to (4.27), we deduce that
\[
\left\| \sup_{t \in [0,T]} \left\| \omega_t^N - \omega_t^N \right\|_{L^1(\Omega)} \right\|_{L^2(\Omega)} \leq C \left[ \zeta_N + \frac{\epsilon^{-1 - \frac{d}{\beta}}}{N^{\beta}} \exp \left( C' \epsilon^{-\frac{d}{\beta}} \right) \right] \exp \left( C' \epsilon^{-\frac{d}{\beta}} \right).
\] (4.28)

In conclusion, we obtain the following result.

**Proposition 4.7.** Assume Hypotheses 1.1, 1.3 and 1.5; for some \( \theta > 0 \) satisfying \( C' \theta < \min \{ \frac{\beta}{2}, \iota \} \), \( C', \beta \) and \( \iota \) are the same as in (4.28), we take
\[
\epsilon = \epsilon(N) = \left[ (\theta \log N) \wedge (-\theta \log \zeta_N) \right]^{-\frac{\beta}{\iota}}.
\]

Then for any \( T \in (0, T_{\text{max}}) \) and small \( \kappa > 0 \), the difference between the mollified empirical measure (1.7) and solution of (1.11) can be estimated as
\[
\left\| \sup_{t \in [0,T]} \left\| \omega_t^N - \omega_t^N \right\|_{L^1(\Omega)} \right\|_{L^2(\Omega)} \leq C \left( \zeta_N^{-C' \theta} \wedge N^{-\beta - 2C' \theta} \wedge N^{-\iota - C' \theta} \wedge \zeta_N^{-(C' \theta)} \right).
\] (4.29)

The proof is obvious since we notice that
\[
\exp \left( C' \epsilon(N)^{-\frac{d}{\beta}} \right) = \exp \left( (C' \theta \log N) \wedge (-C' \theta \log \zeta_N) \right) = N^{C' \theta} \wedge \zeta_N^{-C' \theta},
\]
and
\[
\left\| \sup_{t \in [0,T]} \left\| \omega_t^N - \omega_t^N \right\|_{L^1(\Omega)} \right\|_{L^2(\Omega)} \leq C \left[ \zeta_N^{-C' \theta} + \left( \theta \log N \right)^{-\frac{\beta}{2} \left( 1 + \frac{\beta}{\iota} + \frac{d}{\beta} \right)} N^{-\beta - 2C' \theta} + \left( \theta \log N \right)^{-\frac{\beta}{\iota} \left( \frac{d}{\beta} + 1 \right)} N^{-\iota - C' \theta} \right].
\]

**Proof of Theorem 1.7.** If we also take \( \epsilon = \epsilon(N) \sim \left[ (\log N) \wedge (-\log \zeta_N) \right]^{-\frac{\beta}{\iota}} \) in Proposition 4.6, it holds that
\[
\lim_{N \to \infty} \sup_{t \in [0,T]} \left\| \omega_t - \omega_t^N \right\|_{L^1(\Omega)} = 0.
\] (4.30)

Therefore, substituting (4.29) and (4.30) into (4.14), we finish the proof of Theorem 1.7. \( \square \)
A Estimates on stochastic convolution

The purpose of this part is to prove Propositions 4.2 and 4.3 concerning the stochastic convolution $Z_t^N$ defined in (4.4). First, we present a useful lemma, which is a consequence of Garsia-Rodemich-Rumsey’s Lemma [24] for Banach spaces (see proof in [22, Theorem A.1]).

**Lemma A.1.** Let $E$ be a Banach space and $(Y^N)_N \geq 1$ a sequence of $E$-valued continuous processes on $[0, T]$. For $m \geq 1$ and $\eta > 0$ satisfying $m \eta > 1$, we assume that there exist constants $\rho > 0$, $C > 0$ and a sequence $(\chi_N)_N \geq 1$ of positive real numbers such that

$$
\|Y_t^N - Y_s^N\|_{L^m(\Omega, E)} \leq C |t - s|^\rho \chi_N, \quad \forall s, t \in [0, T], \forall N \geq 1.
$$

Then there exists a constant $C_{m, \eta, T} > 0$, depending only on $m, \eta$ and $T$, such that for any $N \geq 1$,

$$
\left( E \left[ \sup_{t \in [0, T]} \|Y_t^N - Y_0^N\|_{L^m(\Omega, E)}^m \right] \right)^{1/m} \leq C_{m, \eta, T} \chi_N.
$$

To prove Propositions 4.2 and 4.3, we shall apply Lemma A.1 to Banach spaces $E = L^p(\mathbb{R}^d)$ and $E = L^1(\mathbb{R}^d)$.

**A.1 Proof of Proposition 4.2**

We consider the Banach space $E = L^p(\mathbb{R}^d)$ in Lemma A.1; recall the expression (4.4) of $Z_t^N$, for $p > 2$ and for any $s, t \in [0, T]$,

$$
\|Z_t^N - Z_s^N\|_{L^m(\Omega, L^p)} \leq \left\| \sum_k \int_s^t \nabla \cdot e^{(t-\tau)A} \left( V_N^N \ast (\sigma_k^N S_N^N) \right) dW_{\tau}^k \right\|_{L^m(\Omega, L^p)}

+ \left\| \sum_k \int_0^s \nabla \cdot e^{(s-\tau)A} \left( e^{(t-s)A} \left( V_N^N \ast (\sigma_k^N S_N^N) \right) - V_N^N \ast (\sigma_k^N S_N^N) \right) dW_{\tau}^k \right\|_{L^m(\Omega, L^p)}\quad (A.1)

=: M_1 + M_2.

In the sequel, we will estimate $M_1$ and $M_2$ respectively.

**Step 1. The bound of $M_1$ in (A.1).**

It is easy to show that

$$
e^{(t-\tau)A} \left( V_N^N \ast (\sigma_k^N S_N^N) \right)(\cdot) = \frac{1}{N} \sum_{i=1}^{N} \sigma_k^N \left( X_{t, i}^N \right) (e^{(t-\tau)A} V_N^N)(\cdot - X_{t, i}^N), \quad (A.2)
$$

thus,

$$
M_1 = \left\| \sum_k \int_s^t \frac{1}{N} \sum_{i=1}^{N} \nabla \left[ \sigma_k^N \left( X_{t, i}^N \right) (e^{(t-\tau)A} V_N^N)(\cdot - X_{t, i}^N) \right] dW_{\tau}^k \right\|_{L^m(\Omega, L^p)}

= \left\| \sum_k \int_s^t \frac{1}{N} \sum_{i=1}^{N} \sigma_k^N \left( X_{t, i}^N \right) \cdot (\nabla e^{(t-\tau)A} V_N^N)(\cdot - X_{t, i}^N) dW_{\tau}^k \right\|_{L^m(\Omega, L^p)}.
$$
Then applying Sobolev embedding $H^{d(\frac{1}{2} - \frac{1}{p})/2}(\mathbb{R}^d) \subset L^p(\mathbb{R}^d)$, we have

$$
M_{1}^{m} \leq CE \left\| \sum_{k}^{t} \int_{s}^{t} \frac{1}{N} \sum_{i=1}^{N} \sigma_{k}^{N}(X_{r}^{N, i}) \cdot \left( (I - A)^{\frac{d(\frac{1}{2} - \frac{1}{p})}{2}} \nabla e^{t-r \cdot (t-r)} A V^{N} \right) \cdot (-X_{r}^{N, i}) dW_{r}^{k} \right\|_{L^2}^{m} \\
\leq CE \left\{ \sum_{k}^{t} \int_{s}^{t} \left( \frac{1}{N} \sum_{i=1}^{N} \sigma_{k}^{N}(X_{r}^{N, i}) \cdot \left( (I - A)^{\frac{d(\frac{1}{2} - \frac{1}{p})}{2}} \nabla e^{t-r \cdot (t-r)} A V^{N} \right) \cdot (-X_{r}^{N, i}) \right) \left\|_{L^2}^{2} dt \right\}^{\frac{m}{2}}.
$$

Define the operator

$$
\mathcal{L}_{t, \tau} := (I - A)^{\frac{d(\frac{1}{2} - \frac{1}{p})}{2}} \nabla e^{t-r \cdot (t-r)} A, \quad t > \tau \geq 0;
$$

by (2.7), we have

$$
\sum_{k} \left\| \frac{1}{N} \sum_{i=1}^{N} \sigma_{k}^{N}(X_{r}^{N, i}) \cdot \mathcal{L}_{t, \tau} V^{N} \cdot (-X_{r}^{N, i}) \right\|_{L^2}^{2} \\
= \sum_{k} \int_{t}^{s} \frac{1}{N} \sum_{i,j=1}^{N} \left[ \sigma_{k}^{N}(X_{r}^{N, i}) \cdot \mathcal{L}_{t, \tau} V^{N}(x - X_{r}^{N, i}) \right] \left[ \sigma_{k}^{N}(X_{r}^{N, j}) \cdot \mathcal{L}_{t, \tau} V^{N}(x - X_{r}^{N, j}) \right] \, dx \\
\leq \frac{1}{N^2} \sum_{i,j=1}^{N} |Q_{N}(X_{r}^{N, i} - X_{r}^{N, j})| \int_{\mathbb{R}^d} |\mathcal{L}_{t, \tau} V^{N}(x - X_{r}^{N, i})| \left| \mathcal{L}_{t, \tau} V^{N}(x - X_{r}^{N, j}) \right| \, dx,
$$

which, by Cauchy-Schwarz inequality, is dominated by

$$
\frac{1}{N^2} \sum_{i,j=1}^{N} |Q_{N}(X_{r}^{N, i} - X_{r}^{N, j})| \left\| \mathcal{L}_{t, \tau} V^{N} \right\|_{L^2}^{2}.
$$

As a result,

$$
\xi_{N} := \sum_{k} \int_{s}^{t} \left\| \frac{1}{N} \sum_{i=1}^{N} \sigma_{k}^{N}(X_{r}^{N, i}) \cdot \mathcal{L}_{t, \tau} V^{N} \cdot (-X_{r}^{N, i}) \right\|_{L^2}^{2} d\tau \\
\leq \frac{1}{N^2} \sum_{i,j=1}^{N} \int_{s}^{t} |Q_{N}(X_{r}^{N, i} - X_{r}^{N, j})| \left\| \mathcal{L}_{t, \tau} V^{N} \right\|_{L^2}^{2} d\tau \\
\leq \frac{1}{N^2} \sum_{i,j=1}^{N} \left( \int_{s}^{t} |Q_{N}(X_{r}^{N, i} - X_{r}^{N, j})|^{m} \, d\tau \right)^{\frac{1}{m}} \left( \int_{s}^{t} \left\| \mathcal{L}_{t, \tau} V^{N} \right\|_{L^2}^{2m'} \, d\tau \right)^{\frac{1}{m'}}
$$

where $m'$ denotes the conjugate number of $m$. Then, Jensen’s inequality yields

$$
M_{1}^{m} \leq CE \left\{ \xi_{N} \right\}^{m} \\
\leq CE \left\{ \int_{s}^{t} \left( \int_{s}^{t} |Q_{N}(X_{r}^{N, i} - X_{r}^{N, j})|^{m} \, d\tau \right)^{\frac{1}{m}} \left( \int_{s}^{t} \left\| \mathcal{L}_{t, \tau} V^{N} \right\|_{L^2}^{2m'} \, d\tau \right)^{\frac{m}{2m'}} \right\}^{m/2}
$$

(A.5)

For $\delta < 1$ we have

$$
\left\| \mathcal{L}_{t, \tau} V^{N} \right\|_{L^2}^{2} = \left\| (I - A)^{d(\frac{1}{2} - \frac{1}{p})} \nabla e^{t-r \cdot (t-r)} A V^{N} \right\|_{L^2}^{2} \\
= \left\| (I - A)^{-\frac{\delta}{2}} \nabla e^{t-r \cdot (t-r)} (I - A)^{\frac{\delta}{2} + d(\frac{1}{2} - \frac{1}{p})} V^{N} \right\|_{L^2}^{2}.
$$
then by (2.2),
\[ \| \mathcal{L}_{t,\tau} V^N \|_{L^2} \leq \frac{C_{\delta,\nu,T}}{(t-\tau)^{\frac{1}{2}}} \| V^N \|_{\delta+d(\frac{1}{2} - \frac{1}{p})} \leq \frac{C_{\delta,\nu,T}}{(t-\tau)^{\frac{1}{2}}} N^{\beta(d+\delta - \frac{d}{p})}. \]  
(A.6)

By Hypotheses 1.3, we have \( \frac{2}{m} < \delta < 1 \) which implies \( m'(1 - \delta) < 1 \); consequently,
\[ \left( \int_s^t \| \mathcal{L}_{t,\tau} V^N \|_{L^2}^{2m'} \, d\tau \right)^{\frac{1}{2m'}} \leq C_{\delta,\nu,T} N^{\beta(d+\delta - \frac{d}{p})} \left( \int_s^t \frac{1}{(t-\tau)^m(1-\delta)} \, d\tau \right)^{\frac{1}{2m'}} \leq C_{\delta,\nu,T} N^{\beta(d+\delta - \frac{d}{p})} (t-s)^{\frac{1}{2}(\delta - \frac{1}{m})}. \]  
(A.7)

Applying Lemma 3.1, we obtain
\[ \frac{1}{N^2} \sum_{i,j=1}^N \left( \mathbb{E} \left[ \int_s^t |Q_N(X_{t,\tau}^{N,i} - X_{t,\tau}^{N,j})|^m \, d\tau \right] \right)^{\frac{1}{2}} \leq C (t-s)^{\frac{1}{2}} \| K_\varepsilon \|_{\infty} d_N^{-\frac{d}{2}}. \]  
(A.8)

Substituting (A.7) and (A.8) into (A.5) yields that
\[ M_1 \leq C_\delta \| K_\varepsilon \|_{\infty} d_N^{-\frac{d}{2}} N^{(d+\delta - \frac{d}{p}) - \frac{1}{2m'}} (t-s)^{\frac{1}{2}}. \]  
(A.9)

**Step 2. The bound of \( M_2 \) in (A.1).**

Similarly to (A.2), and using Sobolev embedding theorem, we have
\[ \left\| \sum_k \int_0^s \nabla \cdot e^{(s-\tau)A} \left( e^{(t-s)A} (V^N * (\sigma_k^N S^N_\tau)) - V^N * (\sigma_k^N S^N_\tau) \right) \, dW^k_\tau \right\|_{L^p} \]
\[ = \left\| \sum_k \int_0^s \frac{1}{N} \sum_{i=1}^N \sigma_k^N(X_{t,\tau}^{N,i}) \cdot \left( \nabla e^{(s-\tau)A} (e^{(t-s)A} - 1)V^N \right) \cdot (\cdot - X_{t,\tau}^{N,i}) \, dW^k_\tau \right\|_{L^p} \]
\[ \leq C \left\| \sum_k \int_0^s \frac{1}{N} \sum_{i=1}^N \sigma_k^N(X_{t,\tau}^{N,i}) \cdot \left[ \mathcal{L}_{s,\tau} (e^{(t-s)A} - 1)V^N \right] \cdot (\cdot - X_{t,\tau}^{N,i}) \, dW^k_\tau \right\|_{L^2} \]
where the operator \( \mathcal{L}_{s,\tau} \) is defined in (A.3). Hence,
\[ M_2^m \leq C_{m} \mathbb{E} \left\| \sum_k \int_0^s \frac{1}{N} \sum_{i=1}^N \sigma_k^N(X_{t,\tau}^{N,i}) \cdot \mathcal{L}_{s,\tau} (e^{(t-s)A} - 1)V^N \cdot (\cdot - X_{t,\tau}^{N,i}) \, dW^k_\tau \right\|_{L^2}^m \]
\[ \leq C_{m} \mathbb{E} \left( \sum_k \int_0^s \left\| \frac{1}{N} \sum_{i=1}^N \sigma_k^N(X_{t,\tau}^{N,i}) \cdot \mathcal{L}_{s,\tau} (e^{(t-s)A} - 1)V^N \cdot (\cdot - X_{t,\tau}^{N,i}) \right\|_{L^2}^2 \, d\tau \right)^{\frac{m}{2}} \]

Following the ideas in the treatments of (A.4) and (A.5), we replace \( V^N \) by \( (e^{(t-s)A} - 1)V^N \), integrate from 0 to \( s \) and obtain
\[ \mathbb{E} \left[ \sum_k \int_0^s \left\| \frac{1}{N} \sum_{i=1}^N \sigma_k^N(X_{t,\tau}^{N,i}) \cdot \mathcal{L}_{s,\tau} (e^{(t-s)A} - 1)V^N \cdot (\cdot - X_{t,\tau}^{N,i}) \right\|_{L^2}^2 \, d\tau \right]^{\frac{m}{2}} \]
\[ \leq \mathbb{E} \left( \frac{1}{N^2} \sum_{i,j=1}^N \left( \int_0^s |Q_N(X_{t,\tau}^{N,i} - X_{t,\tau}^{N,j})|^m \, d\tau \right)^{\frac{1}{m}} \right)^{\frac{m}{2}} \left[ \int_0^s \left\| \mathcal{L}_{s,\tau} (e^{(t-s)A} - 1)V^N \right\|_{L^2}^{2m'} \, d\tau \right]^{\frac{m}{2m'}}. \]
Similarly to the estimate on $M_1$, it yields
\[
M_2 \leq C \left\{ \frac{1}{N^2} \sum_{i,j=1}^{N} \mathbb{E} \left[ \int_0^s \left| Q_N(X_{t,i} - X_{t,j}) \right|^m d\tau \right] \right\}^{\frac{1}{m}} \times \left[ \int_0^s \left\| \mathcal{L}_{s,\tau}(e^{(t-s)A}) - I \right\|_{L^2}^{2m'} d\tau \right]^{\frac{1}{2m'}} \\
\leq C \| K_\epsilon \|_\infty N^{-\frac{1}{4m}} \left[ \int_0^s \left\| \mathcal{L}_{s,\tau}(e^{(t-s)A}) - I \right\|_{L^2}^{2m'} d\tau \right]^{\frac{1}{2m'}}.
\]
To get the same term $(t - s)^{\frac{d}{2}}$ as in the bound of $M_1$, we estimate $M_2$ in two ways. For $f \in H^1(\mathbb{R}^d)$, it holds
\[
\left\| (e^{(t-s)A} - I)f \right\|_{L^2} \leq \| \nabla f \|_{L^2} \sqrt{t - s}.
\]
Recalling the definition of $\mathcal{L}_{s,\tau}$ in (A.3), we have
\[
\left\| \mathcal{L}_{s,\tau}(e^{(t-s)A}) - I \right\|_{L^2} = \left\| (I - A)^{\frac{\delta + \frac{d}{2} - \frac{4}{p}}{2}} \nabla e^{(s-\tau)A} (e^{(t-s)A} - I) V_N \right\|_{L^2} \\
= \left\| (I - A)^{-\frac{\delta}{2}} \nabla e^{(s-\tau)A} (e^{(t-s)A} - I) (I - A)^{\frac{\delta + \frac{d}{2} - \frac{4}{p}}{2}} V_N \right\|_{L^2}.
\]
Taking $f = (I - A)^{\frac{\delta}{2} + \frac{d}{2} - \frac{4}{p}} V_N$, by (A.10),
\[
\left\| \mathcal{L}_{s,\tau}(e^{(t-s)A}) - I \right\|_{L^2} \leq \left\| (I - A)^{-\frac{\delta}{2}} \nabla e^{(s-\tau)A} \right\|_{L^2 \rightarrow L^2} \left\| \nabla (I - A)^{\frac{\delta}{2} + \frac{d}{2} - \frac{4}{p}} V_N \right\|_{L^2} \sqrt{t - s} \leq \frac{C_{\delta,v,T} \sqrt{t - s}}{(s - \tau)^{\frac{1}{4}}} \left\| V_N \right\|_{1+\delta+d(\frac{1}{2} - \frac{1}{p})}.2 \leq \frac{C_{\delta,v,T} \sqrt{t - s}}{(s - \tau)^{\frac{1}{4}}} N^{\beta \left(d + 1 + \delta - \frac{4}{p}\right)}.
\]
Then,
\[
M_2 \leq C_{\delta,v,T} \| K_\epsilon \|_\infty N^{\beta \left(d + 1 + \delta - \frac{4}{p}\right)} \frac{1}{4m} \sqrt{t - s}.
\] (A.11)
If we use the estimate
\[
\left\| (e^{(t-s)A} - I)f \right\|_{L^2} \leq 2 \| f \|_{L^2}.
\] (A.12)
rather than (A.10), still taking $f = (I - A)^{\frac{\delta}{2} + \frac{d}{2} - \frac{4}{p}} V_N$, then (A.6) implies that
\[
\left\| \mathcal{L}_{s,\tau}(e^{(t-s)A}) - I \right\|_{L^2} \leq 2 \left\| (I - A)^{-\frac{\delta}{2}} \nabla e^{(s-\tau)A} \right\|_{L^2 \rightarrow L^2} \left\| (I - A)^{\frac{\delta}{2} + \frac{d}{2} - \frac{4}{p}} V_N \right\|_{L^2} \leq \frac{C_{\delta,v,T}}{(s - \tau)^{\frac{1}{4}}} N^{\beta \left(d + \delta - \frac{4}{p}\right)}.
\]
Thus,
\[
M_2 \leq C_{\delta,v,T} \| K_\epsilon \|_\infty N^{\beta \left(d + \delta - \frac{4}{p}\right)} \frac{1}{4m}.
\] (A.13)
Combining (A.11) and (A.13), we deduce by interpolation $M_2 = M_2^\delta M_2^{1-\delta}$ that
\[
M_2 \leq C_{\delta} \| K_\epsilon \|_\infty N^{\beta \left(d + 2\delta - \frac{4}{p}\right)} \frac{1}{4m} (t - s)^{\frac{\delta}{2}}.
\] (A.14)

**Step 3. The bound of (A.1).**
Substituting (A.9) and (A.14) into (A.1), we obtain
\[
\|Z_t^N - Z_s^N\|_{L^m(\Omega, L^p)} \leq C_\delta \|K_e\|_{\infty} \left( N^\beta \left( d + \delta - \frac{d}{p} \right) - \frac{1}{4m} + N^\beta \left( d + 2\delta - \frac{d}{p} \right) - \frac{1}{4m} \right) (t - s)^{\frac{d}{2}}
\]
\[
\leq C_\delta \|K_e\|_{\infty} N^\beta \left( d + 2\delta - \frac{d}{p} \right) - \frac{1}{4m} (t - s)^{\frac{d}{2}}.
\]
Applying Lemma A.1 with \( \eta = \frac{d}{2} \) which satisfies \( mn > 1 \), we deduce that
\[
\left\| \sup_{t \in [0,T]} \|Z_t^N\|_{L^p(\mathbb{R}^d)} \right\|_{L^m(\Omega)} \leq C_{m,\delta,T} \|K_e\|_{\infty} N^\beta \left( d + 2\delta - \frac{d}{p} \right) - \frac{1}{4m},
\]
where \( \frac{2}{m} < \delta < 1 \) and \( \beta \) satisfies
\[
0 < \beta \leq \frac{1}{4m(d + 2)} < \frac{1}{4m(d + 2\delta - \frac{d}{p})}.
\]

### A.2 Proof of Proposition 4.3

Here we consider the Banach space \( E = L^1(\mathbb{R}^d) \) in Lemma A.1; similarly to the proof of Proposition 4.2, for any \( s, t \in [0,T] \),
\[
\|Z_t^N - Z_s^N\|_{L^m(\Omega, L^1)} \leq \left| \sum_k \int_s^t \nabla \cdot e^{(t-\tau)A} (V^N \ast (\sigma_k^N S^N_\tau)) \, dW^k_\tau \right|_{L^m(\Omega, L^1)}
\]
\[
+ \left| \sum_k \int_0^s \nabla \cdot e^{(s-\tau)A} (e^{(t-s)A} (V^N \ast (\sigma_k^N S^N_\tau)) - V^N \ast (\sigma_k^N S^N_\tau) \right) \, dW^k_\tau \right|_{L^m(\Omega, L^1)}
\]
\[
=: \tilde{M}_1 + \tilde{M}_2.
\]

**Step 1. The bound of \( \tilde{M}_1 \) in (A.15).**

Since \( L^1(\mathbb{R}^d) \) is not a UMD Banach space, we will follow the idea in [41] and multiply the functions by the weight \( w(x) := 1 + |x|^\frac{d+1}{2}, x \in \mathbb{R}^d \):
\[
\tilde{M}_1^m \leq \mathbb{E} \left| \sum_k \int_s^t \frac{1}{N} \sum_{i=1}^N \sigma_k^N (X^{N,i}_\tau) \cdot (\nabla e^{(t-\tau)A} V^N) \left( \cdot - X^{N,i}_\tau \right) dW^k_\tau \right|^m_{L^1}
\]
\[
\leq \mathbb{E} \left| \frac{1}{w(\cdot)} \sum_k \int_s^t \frac{1}{N} \sum_{i=1}^N \sigma_k^N (X^{N,i}_\tau) \cdot w(\cdot) (\nabla e^{(t-\tau)A} V^N) \left( \cdot - X^{N,i}_\tau \right) dW^k_\tau \right|^m_{L^1}.
\]
Applying Cauchy-Schwarz inequality, we have
\[
\tilde{M}_1^m \leq C_d \mathbb{E} \left| \sum_k \int_s^t \frac{1}{N} \sum_{i=1}^N \sigma_k^N (X^{N,i}_\tau) \cdot w(\cdot) (\nabla e^{(t-\tau)A} V^N) \left( \cdot - X^{N,i}_\tau \right) dW^k_\tau \right|^m_{L^2}
\]
\[
\leq C_d \mathbb{E} \left[ \sum_k \int_s^t \left( \frac{1}{N} \sum_{i=1}^N \sigma_k^N (X^{N,i}_\tau) \cdot w(\cdot) (\nabla e^{(t-\tau)A} V^N) \left( \cdot - X^{N,i}_\tau \right) \right)^2 \, d\tau \right]^\frac{m}{2}.
\]
For notational simplicity, we denote \( f_r(x, X_t^{N,i}) := w(x) \nabla e^{(t-r)A}V^N(x - X_r^{N,i}), \ x \in \mathbb{R}^d; \) then,
\[
\tilde{\xi}_N := \sum_k \int_s^t \left\| \frac{1}{N} \sum_{i=1}^N \sigma_k^N (X_t^{N,i}) \cdot f_r(\cdot, X_t^{N,i}) \right\|^2 \ d\tau
\]
\[
= \sum_k \int_s^t \int_{\mathbb{R}^d} \frac{1}{N^2} \sum_{i,j=1}^N \left( \sigma_k^N (X_t^{N,i}) \cdot f_r(x, X_t^{N,i}) \right) \left( \sigma_k^N (X_t^{N,j}) \cdot f_r(x, X_t^{N,j}) \right) \ dx \ d\tau
\]
\[
\leq \frac{1}{N^2} \sum_{i,j=1}^N \int_s^t |Q_N(X_t^{N,i} - X_t^{N,j})| \left( \int_{\mathbb{R}^d} |f_r(x, X_t^{N,i})| \ |f_r(x, X_t^{N,j})| \ dx \right) \ d\tau,
\]
where in the last step we have used the identity (2.7). Hölder’s inequality leads to
\[
\tilde{\xi}_N \leq \frac{1}{N^2} \sum_{i,j=1}^N \left[ \int_s^t |Q_N(X_t^{N,i} - X_t^{N,j})|^m \ d\tau \right]^{\frac{1}{m}}
\times \left[ \int_s^t \left( \int_{\mathbb{R}^d} |f_r(x, X_t^{N,i})| \ |f_r(x, X_t^{N,j})| \ dx \right)^{m'} \ d\tau \right]^{\frac{m}{m'}}.
\]
Applying Jensen’s inequality, we obtain
\[
\tilde{\xi}_N^{m/2} \leq \frac{1}{N^2} \sum_{i,j=1}^N \left[ \int_s^t |Q_N(X_t^{N,i} - X_t^{N,j})|^m \ d\tau \right]^{\frac{1}{2}}
\times \left[ \int_s^t \left( \int_{\mathbb{R}^d} |f_r(x, X_t^{N,i})| \ |f_r(x, X_t^{N,j})| \ dx \right)^{m'} \ d\tau \right]^{\frac{m}{2m'}}.
\]
Then, by Cauchy-Schwarz inequality,
\[
\mathbb{E}\left[ \tilde{\xi}_N^{m/2} \right] \leq \frac{1}{N^2} \sum_{i,j=1}^N \left\{ \mathbb{E} \left[ \int_s^t |Q_N(X_t^{N,i} - X_t^{N,j})|^m \ d\tau \right] \right\}^{\frac{1}{2}}
\times \left\{ \mathbb{E} \left[ \int_s^t \left( \int_{\mathbb{R}^d} |f_r(x, X_t^{N,i})| \ |f_r(x, X_t^{N,j})| \ dx \right)^{m'} \ d\tau \right] \right\}^{\frac{m}{2m'}}.
\]
Lemma 3.1 implies that
\[
\mathbb{E}\left[ \tilde{\xi}_N^{m/2} \right] \leq \frac{C\|K_r\|_{m}(t-s)^{\frac{1}{2}}}{N^{1/2}} \sum_{i,j=1}^N \left\{ \mathbb{E} \left[ \int_s^t \left( \int_{\mathbb{R}^d} |f_r(x, X_t^{N,i})| \ |f_r(x, X_t^{N,j})| \ dx \right)^{m'} \ d\tau \right] \right\}^{\frac{m}{m'}}. \quad (A.17)
\]
To bound (A.17), we observe
\[
\mathbb{E} \left[ \int_s^t \left( \int_{\mathbb{R}^d} |f_r(x, X_t^{N,i})| \ |f_r(x, X_t^{N,j})| \ dx \right)^{m'} \ d\tau \right]^{\frac{m}{m'}} \leq CE \left\| \int_{\mathbb{R}^d} \left( |f_r(x, X_t^{N,i})|^2 + |f_r(x, X_t^{N,j})|^2 \right) \ dx \right\|_{L^{m'}([s,t])}^m \quad (A.18)
\]
\[
\leq CE \left\| \int_{\mathbb{R}^d} |f_r(x, X_t^{N,i})|^2 \ dx \right\|_{L^{m'}([s,t])}^m.
\]
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where the last inequality is because the processes $X_{N,i}^j$ and $X_{N,j}^i$ have the same law. Using the fact
\[ 1 + |a + b|^{d+1} \leq C_d(1 + |a|^{d+1})(1 + |b|^{d+1}) \]
and letting $y = x - X_{N,i}^j$, one has
\[
\int_{\mathbb{R}^d} |f_r(x, X_{N,i}^j)|^2 \, dx = \int_{\mathbb{R}^d} (1 + |x|^{d+1})^2 |\nabla e^{(t-r)A}V_N(x - X_{N,i}^j)|^2 \, dx \\
\leq C \int_{\mathbb{R}^d} (1 + |y + X_{N,i}^j|^d + |\nabla e^{(t-r)A}V_N(y)|^2 \, dy \\
\leq C(1 + |X_{N,i}^j|^d + 1) \int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(t-r)A}V_N(y)|^2 \, dy.
\]

Therefore,
\[
\mathbb{E} \left\| \int_{\mathbb{R}^d} |f_r(x, X_{N,i}^j)|^2 \, dx \right\|_{L^{m'}([s,t])}^m \\
\leq C \mathbb{E} \left\| (1 + |X_{N,i}^j|^d + 1) \int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(t-r)A}V_N(y)|^2 \, dy \right\|_{L^{m'}([s,t])}^m \\
\leq C \mathbb{E} \left[ \sup_{r \in [s,t]} (1 + |X_{N,i}^j|^d + 1) \right] \left\| \int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(t-r)A}V_N(y)|^2 \, dy \right\|_{L^{m'}([s,t])}^m \\
\leq C \|K_e\|_{\infty}^{d+1} \left\| \int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(t-r)A}V_N(y)|^2 \, dy \right\|_{L^{m'}([s,t])}^m,
\]

where in the last step we have used Lemma 2.3 for any small enough $\epsilon > 0$. Combining this estimate with (A.17) and (A.18), we obtain
\[
\mathbb{E} \left[ \tilde{\zeta}_N^{m/2} \right] \leq \frac{C \|K_e\|_{\infty}}{N^{\frac{3}{d+1}}} \left( t - s \right) \frac{1}{2} \left\| \int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(t-r)A}V_N(y)|^2 \, dy \right\|_{L^{m'}([s,t])}^\frac{1}{2}.
\]

Recall the definition of $\tilde{\zeta}_N$; inserting this estimate into (A.16) gives us
\[
M_1 \leq \frac{C \|K_e\|_{\infty}}{N^{\frac{3}{d+1}}} \left( t - s \right) \frac{1}{2m} \left\| \int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(t-r)A}V_N(y)|^2 \, dy \right\|_{L^{m'}([s,t])}^\frac{1}{2} \\
\leq \frac{C \|K_e\|_{\infty}}{N^{\frac{3}{d+1}}} \left( t - s \right) \frac{1}{2m} \left\| \int_{\mathbb{R}^d} |\nabla e^{(t-r)A}V_N(y)|^2 \, dy \right\|_{L^{m'}([s,t])}^\frac{1}{2} \\
+ \frac{C \|K_e\|_{\infty}}{N^{\frac{3}{d+1}}} \left( t - s \right) \frac{1}{2m} \left\| \int_{\mathbb{R}^d} |y|^{d+1} |\nabla e^{(t-r)A}V_N(y)|^2 \, dy \right\|_{L^{m'}([s,t])}^\frac{1}{2}.
\]

We denote the two quantities by $J_1$ and $J_2$. By (2.2),
\[
\left\| \nabla e^{(t-r)A}V_N \right\|_{L^2} = \left\| (I - A)^{\frac{3}{2}} \nabla e^{(t-r)A}V_N \right\|_{L^2} \leq \frac{C_{\beta,T}}{(t - r)^{\frac{1}{2}}} \left\| V_N \right\|_{L^2} \leq \frac{C_{\beta,T}}{(t - r)^{\frac{1}{2}} \beta^2} N^{\beta(\frac{d}{2} + 1)},
\]
the first term $J_1$ can be estimated as
\[
J_1 \leq C_{\delta} \|K_e\|_{\infty} \left( t - s \right) \frac{1}{2m} N^{\beta(\frac{d}{2} + 1)} \left( \int_{t}^{t} \frac{1}{(t - r)^{m'(1-\delta)}} \, dr \right) \frac{1}{2m} \\
\leq C_{\delta} \|K_e\|_{\infty} N^{\beta(\frac{d}{2} + 1)} \left( t - s \right) \frac{1}{2m}.
\]

Now let us estimate the second term $J_2$. We will use the following result.
Lemma A.2. Assume Hypotheses 1.3 and $\frac{2}{m} < \delta < 1$, then for any $N \in \mathbb{N}$,

$$\int_{\mathbb{R}^d} |y|^{d+1} \left| \nabla e^{(t-\tau)A} V_N(y) \right|^2 \, dy \leq C_\delta N^{\beta(d+2\delta)} \frac{1}{(t-\tau)^{1-\delta}}.$$  

We postpone the proof of Lemma A.2 in Section A.2.1. Thus, the second term $J_2$ can be estimated as

$$J_2 \leq C_\delta \|K_\epsilon\|_{d+1} \int_{\mathbb{R}^d} |(t-s)|^{\frac{1}{2m}} N^{\beta(d+\delta)} \frac{1}{(t-s)^{\frac{1}{2m} + \frac{1}{\delta}}} \left( \int_{s}^{t} \frac{1}{(t-\tau)^{m'(1-\delta)}} \, d\tau \right)^{\frac{1}{2m}}.$$  

(A.21)

Therefore, adding (A.20) and (A.21), we have

$$\tilde{M}_1 \leq C_\delta \|K_\epsilon\|_{d+1} N^{\beta(d+\delta)} \frac{1}{(t-s)^{\frac{1}{2}}}. \quad \text{(A.22)}$$

Step 2. The bound of $\tilde{M}_2$ in (A.15).

Similarly to what we have done in Step 1, we adopt the weight $w(x) = 1 + |x|^{\frac{d+1}{2}}$ so that we can apply BDG-type inequality in $L^2(\mathbb{R}^d)$:

$$\tilde{M}_2^2 \leq \mathbb{E} \left[ \sum_k \int_0^s \left( \frac{1}{N} \sum_i \sigma_k^N (X_{N,i}^N) \cdot (\nabla e^{(s-\tau)A} (e^{(t-s)A} - I) V_N (\cdot - X_{\tau,i}^N)) \, dW^k_{\tau} \right) \right]^m \leq C_\delta \mathbb{E} \left[ \sum_k \int_0^s \left( \frac{1}{N} \sum_i \sigma_k^N (X_{N,i}^N) \cdot \left( (\nabla e^{(s-\tau)A} (e^{(t-s)A} - I) V_N (\cdot - X_{\tau,i}^N)) \right)^2 \, d\tau \right]^{\frac{m}{2}}.$$  

(A.23)

We follow the idea for estimating $\tilde{M}_1$, define

$$g_\tau(x, X_{\tau,i}^N) := w(x) (\nabla e^{(s-\tau)A} (e^{(t-s)A} - I) V_N) (x - X_{\tau,i}^N)$$

to replace $f_\tau(x, X_{\tau,i}^N)$ from (A.16) to (A.19) and integrate from 0 to $s$. Then, we can prove the estimate

$$\tilde{M}_2 \leq C \|K_\epsilon\|_{d+1} N^{\frac{d+1}{m'}} \left( \int_{\mathbb{R}^d} (1 + |y|^{d+1}) \left| \nabla e^{(s-\tau)A} (e^{(t-s)A} - I) V_N(y) \right|^2 \, dy \right)^{\frac{1}{2}} \quad \text{on } (0, s).$$  

(A.24)

To continue our proof, we present the following lemma and postpone its proof in Section A.2.1.

Lemma A.3. Assume Hypotheses 1.3 and $\frac{2}{m} < \delta < 1$; we take $\kappa$ small enough such that $0 < \kappa < 1 - \delta$, then for any $N \in \mathbb{N}$,

$$\int_{\mathbb{R}^d} (1 + |y|^{d+1}) \left| \nabla e^{(s-\tau)A} (e^{(t-s)A} - I) V_N(y) \right| \, dy \leq C_{\kappa, \delta} N^{\beta(d+\delta(2d+2-\frac{d+2}{m}))} \frac{(t-s)^{\delta}}{(s-\tau)^{1+\frac{\delta}{1-\kappa}}}.$$  

Since $\frac{\delta}{1-\kappa} > \frac{1}{m}$, the function $(0, s) \ni \tau \mapsto (s-\tau)^{m'\left(\frac{1}{1-\kappa} - 1\right)}$ is integrable; substituting the above estimate into (A.23), we have

$$\tilde{M}_2 \leq C_{\kappa, \delta} \|K_\epsilon\|_{d+1} N^{\frac{d+1}{m'}} \left( \int_{\mathbb{R}^d} (1 + |y|^{d+1}) \left| \nabla e^{(s-\tau)A} (e^{(t-s)A} - I) V_N(y) \right|^2 \, dy \right)^{\frac{1}{m'}} \leq C_\delta \|K_\epsilon\|_{d+1} N^{\frac{d+\delta(d+4)}{m}} \frac{(t-s)^{\delta}}{(s-\tau)^{\frac{1}{2m}}}. \quad \text{(A.24)}$$
Step 3. The bound of (A.15).

(A.22) and (A.24) yield that
\[
\|Z_t^N - Z_s^N\|_{L^m(\Omega, L^1)} \leq C_\delta \| K_t \|_{d+1}^d \left( N^{\beta(\frac{d+\delta}{2}) - \frac{1}{4m}} + N^{\beta(d+\delta)(d+4) - \frac{1}{4m}} \right) (t-s)^{\frac{\delta}{2}}.
\]
(A.25)

Applying Lemma A.1 and taking \( \eta = \frac{3}{2} \) satisfying \( m\eta > 1 \), we deduce that
\[
\sup_{t \in [0,T]} \| Z_t^N \|_{L^1(\mathbb{R}^d)} \|_{L^m(\Omega)} \leq C_{m, T} \| K_t \|_{d+1}^d \leq \frac{1}{2m(d+\delta(d+4))},
\]
where \( \frac{1}{m} < \delta < 1 \) and \( \beta \) satisfies
\[
0 < \beta \leq \frac{1}{4m(d+2)} < \frac{1}{2m(d+\delta(d+4))}.
\]

A.2.1 Proofs of Lemmas A.2 and A.3

Proof of Lemma A.2. On the one hand, by the definition (2.1) of semigroup \( e^{(t-\tau)A} \), and \( \int_{\mathbb{R}^d} g_{t-\tau}(y-z)dz = 1 \),
\[
\int_{\mathbb{R}^d} |y|^{d+1} |\nabla e^{(t-\tau)A} V^N(y)|^2 dy \leq \int_{\mathbb{R}^d} |y|^{d+1} \int_{\mathbb{R}^d} g_{t-\tau}(y-z) \nabla V^N(z)dz \|_{L^1(\mathbb{R}^d)} \leq \int_{\mathbb{R}^d} |y|^{d+1} \int_{\mathbb{R}^d} |\nabla V^N(z)|^2 g_{t-\tau}(y-z)dzdy.
\]
Notice that \( V^N(z) = N^{\beta} \beta(V^N \beta)z \); changing the variable \( z' = N^{\beta} \beta z \) and by Fubini’s theorem,
\[
\int_{\mathbb{R}^d} |y|^{d+1} |\nabla e^{(t-\tau)A} V^N(y)|^2 dy \leq N^{\beta(d+2)} \int_{\mathbb{R}^d} |y|^{d+1} \int_{\mathbb{R}^d} |\nabla V(z')|^2 g_{t-\tau}(y-N^{\beta} \beta z')dz'dy \leq N^{\beta(d+2)} \int_{\mathbb{R}^d} |\nabla V(z')|^2 dz' \int_{\mathbb{R}^d} |y + N^{\beta} \beta z'|^{d+1} g_{t-\tau}(y)dy.
\]
Since \( V \in C_\infty^{(\mathbb{R}^d, \mathbb{R}^+)} \) by Hypotheses 1.3, we have
\[
\int_{\mathbb{R}^d} |y|^{d+1} |\nabla e^{(t-\tau)A} V^N(y)|^2 dy \leq CN^{\beta(d+2)} \left( \int_{\mathbb{R}^d} |\nabla V(z')|^2 dz' \int_{\mathbb{R}^d} |y|^{d+1} g_{t-\tau}(y)dy + \int_{\mathbb{R}^d} |N^{\beta} \beta z'|^{d+1} |\nabla V(z')|^2 dz' \right) \leq CN^{\beta(d+2)} \left( (t-\tau) \frac{d+1}{t-\tau} + N^{-\beta(d+1)} \right) \leq CN^{\beta(d+2)}.
\]
(A.26)

On the other hand, as \( \nabla g_{t-\tau}(z) = C g_{t-\tau}(z) \frac{z}{t-\tau} \), one has
\[
\int_{\mathbb{R}^d} |y|^{d+1} |\nabla e^{(t-\tau)A} V^N(y)|^2 dy = \int_{\mathbb{R}^d} |y|^{d+1} \left| \int_{\mathbb{R}^d} \nabla g_{t-\tau}(y-z) V^N(z)dz \right|^2 dy \leq \frac{C}{(t-\tau)^2} \int_{\mathbb{R}^d} |y|^{d+1} \left| \int_{\mathbb{R}^d} \nabla g_{t-\tau}(y-z) V^N(z)g_{t-\tau}(y-z)dz \right|^2 dy.
\]
Cauchy-Schwarz inequality implies
\[
\left| \int_{\mathbb{R}^d} |y - z| V^N(z) g_{t-\tau} (y - z) \, dz \right|^2 \\
\leq \left( \int_{\mathbb{R}^d} |y - z|^2 g_{t-\tau} (y - z) \, dz \right) \left( \int_{\mathbb{R}^d} |V^N(z)|^2 g_{t-\tau} (y - z) \, dz \right) \\
\leq C(t - \tau) \int_{\mathbb{R}^d} |V^N(z)|^2 g_{t-\tau} (y - z) \, dz,
\]
hence,
\[
\int_{\mathbb{R}^d} |y|^{d+1} |\nabla e^{(t-\tau)A} V^N(y)|^2 \, dy \\
\leq \frac{C}{t - \tau} \int_{\mathbb{R}^d} |y|^{d+1} \int_{\mathbb{R}^d} |V^N(z)|^2 g_{t-\tau} (y - z) \, dz \, dy \\
\leq \frac{CN^{d\beta}}{t - \tau} \int_{\mathbb{R}^d} |y|^{d+1} \int_{\mathbb{R}^d} |V(z')|^2 g_{t-\tau} (y - N^{-\beta} z') \, dz' \, dy \\
\leq \frac{CN^{d\beta}}{t - \tau} \int_{\mathbb{R}^d} |V(z')|^2 \, dz' \int_{\mathbb{R}^d} |y + N^{-\beta} z'|^{d+1} g_{t-\tau} (y) \, dy,
\]
where in the last two steps we have changed variables \((z' = N^\beta z)\) and used Fubini’s theorem. Then,
\[
\int_{\mathbb{R}^d} |y|^{d+1} |\nabla e^{(t-\tau)A} V^N(y)|^2 \, dy \\
\leq \frac{CN^{d\beta}}{t - \tau} \left( \int_{\mathbb{R}^d} |V(z')|^2 \, dz' \int_{\mathbb{R}^d} |y|^{d+1} g_{t-\tau} (y) \, dy + \int_{\mathbb{R}^d} |N^{-\beta} z'|^{d+1} |V(z')|^2 \, dz' \right) \\
\leq \frac{CN^{d\beta}}{t - \tau} \left( (t - \tau)^{d+1} + N^{-(d+1)\beta} \right) \\
\leq C N^{d\beta} (t - \tau)^{-1}.
\]
By interpolating (A.26) and (A.27) with powers \(\delta\) and \(1 - \delta\), we complete the proof of Lemma A.2.

**Proof of Lemma A.3.** Firstly,
\[
|\nabla e^{(s-\tau)A} (e^{(t-s)A} - 1) V^N(y)|^2 \\
\leq 2 |\nabla e^{(t-\tau)A} V^N(y)|^2 + 2 |\nabla e^{(s-\tau)A} V^N(y)|^2.
\]
Hence,
\[
\int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(s-\tau)A} (e^{(t-s)A} - 1) V^N(y)|^2 \, dy \\
\leq 2 \int_{\mathbb{R}^d} (1 + |y|^{d+1}) \left( |\nabla e^{(t-\tau)A} V^N(y)|^2 + |\nabla e^{(s-\tau)A} V^N(y)|^2 \right) \, dy \\
= 2 \int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(t-\tau)A} V^N(y)|^2 \, dy + 2 \int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(s-\tau)A} V^N(y)|^2 \, dy \\
=: B_1 + B_2.
\]
Recalling (A.27) in the proof of Lemma A.2, we already have
\[
\int_{\mathbb{R}^d} |y|^{d+1} |\nabla e^{(t-\tau)A} V^N(y)|^2 \, dy \leq C N^{d\beta} (t - \tau)^{-1}.
\]
Observe that
\[
\int_{\mathbb{R}^d} |\nabla e^{(t-\tau)A}V^N(y)|^2 dy = \|\nabla e^{(t-\tau)A}V^N\|^2_{L^2} \leq C(t-\tau)^{-1} \|V^N\|^2_{L^2} \leq CN^{d\beta}(t-\tau)^{-1},
\]
thus, it holds
\[
B_1 \leq CN^{d\beta}(t-\tau)^{-1}.
\]
Similarly, we have
\[
B_2 \leq CN^{d\beta}(s-\tau)^{-1}.
\]
Since \(\tau < s < t\), one has
\[
\int_{\mathbb{R}^d} (1 + |y|^{d+1})|\nabla e^{(s-\tau)A}(e^{(t-s)A} - 1)V^N(y)|^2 dy \leq CN^{d\beta}(s-\tau)^{-1}. \quad (A.28)
\]
Secondly, applying the gradient on \(V^N\), one gets
\[
|\nabla e^{(s-\tau)A}(e^{(t-s)A} - 1)V^N(y)|
= \left| \int_{\mathbb{R}^d} g_{s-\tau}(y-x) \left( \int_{\mathbb{R}^d} g_{t-s}(z)\nabla V^N(x-z)dz - \nabla V^N(x) \right) dx \right|
\leq \int_{\mathbb{R}^d} g_{s-\tau}(y-x) \int_{\mathbb{R}^d} g_{t-s}(z) |\nabla V^N(x-z) - \nabla V^N(x)| dz dx
\leq \|\nabla^2 V^N\|_\infty \int_{\mathbb{R}^d} g_{s-\tau}(y-x) \int_{\mathbb{R}^d} g_{t-s}(z)|z|dz dx.
\]
Since \(\|\nabla^2 V^N\|_\infty \leq CN^{\beta(d+2)}\), we have
\[
|\nabla e^{(s-\tau)A}(e^{(t-s)A} - 1)V^N(y)| \leq CN^{\beta(d+2)}\sqrt{t-s}.
\]
Then, for any \(\kappa \in (0, 1)\),
\[
\int_{\mathbb{R}^d} (1 + |y|^{d+1})|\nabla e^{(s-\tau)A}(e^{(t-s)A} - 1)V^N(y)|^2 dy
\leq C(N^{\beta(d+2)}\sqrt{t-s})^{2(1-\kappa)} \int_{\mathbb{R}^d} (1 + |y|^{d+1})|\nabla e^{(s-\tau)A}(e^{(t-s)A} - 1)V^N(y)|^{2\kappa} dy
\leq C(N^{\beta(d+2)}\sqrt{t-s})^{2(1-\kappa)} \left\{ \int_{\mathbb{R}^d} (1 + |y|^{d+1})|e^{(t-\tau)A}\nabla V^N(y)|^{2\kappa} dy + \int_{\mathbb{R}^d} (1 + |y|^{d+1})|e^{(s-\tau)A}\nabla V^N(y)|^{2\kappa} dy \right\}.
\]
By (2.1) and changing variables, we have
\[
|e^{(t-\tau)A}\nabla V^N(y)| \leq N^\beta \int_{\mathbb{R}^d} g_{t-\tau}(y-N^{-\beta}z')|\nabla V(z')|dz',
\]
therefore,
\[
\int_{\mathbb{R}^d} (1 + |y|^{d+1})|e^{(t-\tau)A}\nabla V^N(y)|^{2\kappa} dy
\leq N^{2\beta\kappa} \int_{\mathbb{R}^d} |\nabla V(z')|^{2\kappa} dz' \int_{\mathbb{R}^d} (1 + |y + N^{-\beta}z'|^{d+1})g_{t-\tau}^{2\kappa}(y) dy
\leq CN^{2\beta\kappa} \int_{\mathbb{R}^d} |\nabla V(z')|^{2\kappa} dz' \int_{\mathbb{R}^d} (1 + |y|^{d+1} + |N^{-\beta}z'|^{d+1})g_{t-\tau}^{2\kappa}(y) dy
\leq C_{d,\kappa} N^{2\beta\kappa}.
\]
In the same way, we can deduce that
\[
\int_{\mathbb{R}^d} (1 + |y|^{d+1}) |e^{(s-\tau)A} \nabla V^N(y)|^{2\kappa} \, dy \leq C_{d,\kappa} N^{2\beta\kappa}.
\]
Summarizing the above calculations yields
\[
\int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(s-\tau)A} (e^{(t-s)A} - 1) V^N(y)|^2 \, dy \leq C N^{2\beta(d+2-(d+1)\kappa)} (t-s)^{1-\kappa}, \quad (A.29)
\]
where \(C\) is a constant independent of \(\tau, s, t\).

Finally, we can interpolate between (A.28) and (A.29) with the powers \(1 - \frac{\delta}{1-\kappa}\) and \(\frac{\delta}{1-\kappa}\):
\[
\int_{\mathbb{R}^d} (1 + |y|^{d+1}) |\nabla e^{(s-\tau)A} (e^{(t-s)A} - 1) V^N(y)|^2 \, dy \leq C_{\kappa, \delta} N^{\beta(d+\delta(2d+2-\frac{d-2}{\kappa}))} \frac{(t-s)^\delta}{(s-\tau)^{1-\frac{\delta}{1-\kappa}}}.
\]
Since \(\frac{2}{m} < \delta < 1\), we can take \(\kappa\) small enough such that \(\delta < 1 - \kappa\).

\[\Box\]

**B** Estimates on initial data

**B.1** The boundedness of \(\omega_0^N\)

We now give a sketch of proof that \(\{\omega_0^N\}_{N \geq 1}\) is uniformly bounded in \(L^m(\Omega, L^1 \cap L^p)\), in the special case \(m \leq p\). We shall also assume that \(p = 3\); the same idea works for more general integer \(p\), at the price of more complicated computations. Recall that
\[
\omega_0^N(x) = V^N * S_0^N(x) = \frac{1}{N} \sum_{i=1}^N V^N(x - X_0^i) \geq 0.
\]

Firstly, we have
\[
\|\omega_0^N\|_{L^m(\Omega, L^1)} = \left\{ E \left[ \int_{\mathbb{R}^d} \frac{1}{N} \sum_{i=1}^N V^N(x - X_0^i) \, dx \right] m \right\}^{\frac{1}{m}} = 1. \quad (B.1)
\]

Next, as \(m \leq p\), it holds
\[
\|\omega_0^N\|_{L^m(\Omega, L^p)} \leq \|\omega_0^N\|_{L^p(\Omega, L^p)} = \left[ E \int_{\mathbb{R}^d} \left( \frac{1}{N} \sum_{i=1}^N V^N(x - X_0^i) \right)^p \, dx \right]^{\frac{1}{p}}. \quad (B.2)
\]

From now on we take \(p = 3\). One has
\[
E\left( \frac{1}{N} \sum_{i=1}^N V^N(x - X_0^i) \right)^3 \leq \frac{1}{N^3} \sum_{i=1}^N E(V^N(x - X_0^i)^3) + \frac{3}{N^3} \sum_{i \neq j} E(V^N(x - X_0^i)) E(V^N(x - X_0^j)^2)
\]
\[
+ \frac{1}{N^3} \sum_{i \neq j \neq k} E(V^N(x - X_0^i)) E(V^N(x - X_0^j)) E(V^N(x - X_0^k)) \leq \frac{1}{N^2} E(V^N(x - X_0^i)^3) + \frac{3}{N} E(V^N(x - X_0^i)) E(V^N(x - X_0^2)^2) + [E(V^N(x - X_0^i))]^3.
\]
By Jensen’s inequality,
\[ \mathbb{E}(V^N(x - X_0^1))\mathbb{E}(V^N(x - X_0^3)^2) \leq \left[ \mathbb{E}(V^N(x - X_0^1)^3) \right]^{1/3} \left[ \mathbb{E}(V^N(x - X_0^3)^3) \right]^{2/3} \]
\[ = \mathbb{E}(V^N(x - X_0^1)^3), \]
therefore,
\[ \mathbb{E}\left( \frac{1}{N} \sum_{i=1}^{N} V^N(x - X_0^i) \right)^3 \leq \frac{4}{N} \mathbb{E}(V^N(x - X_0^1)^3) + [\mathbb{E}(V^N(x - X_0^1))]^3. \]

We have
\[ \mathbb{E}(V^N(x - X_0^1)^3) = \int_{\mathbb{R}^d} N^{3\beta d}V^3(N^\beta(x - y))\omega_0(y) \, dy = N^{2\beta d}(V^3)^N \ast \omega_0(x), \]
\[ \mathbb{E}(V^N(x - X_0^1)) = \int_{\mathbb{R}^d} N^{\beta d}V(N^\beta(x - y))\omega_0(y) \, dy = V^N \ast \omega_0(x), \]
where \((V^3)^N\) is a convolution kernel defined similarly as \(V^N\) in terms of \(V^3\). Thus,
\[ \mathbb{E}\left( \frac{1}{N} \sum_{i=1}^{N} V^N(x - X_0^i) \right)^3 \leq \frac{4}{N^{1-2\beta d}}(V^3)^N \ast \omega_0(x) + (V^N \ast \omega_0(x))^3. \]

By our choice of \(\beta\) it holds \(1 - 2\beta d \geq 0\); substituting this estimate into (B.2) leads to \((p = 3)\)
\[ \|\omega_0^N\|_{L^{m}(\Omega,L^3)} \leq C \left[ \int_{\mathbb{R}^d} \left( (V^3)^N \ast \omega_0(x) + (V^N \ast \omega_0(x))^3 \right) \, dx \right]^{1/3} \]
\[ = C \left[ \| (V^3)^N \ast \omega_0 \|_{L^1} + \| V^N \ast \omega_0 \|^3_{L^3} \right]^{1/3} \]
\[ \leq C \left[ \| (V^3)^N \|_{L^1} \| \omega_0 \|_{L^1} + \| V^N \|^3_{L^1} \| \omega_0 \|^3_{L^3} \right]^{1/3}. \]
Since \(\|\omega_0\|_{L^1} = \|V^N\|_{L^1} = 1\), we finally get
\[ \|\omega_0^N\|_{L^{m}(\Omega,L^3)} \leq C \left[ \| V^3 \|^3_{L^3} + \| \omega_0 \|^3_{L^3} \right]^{1/3} \leq C \left[ \| V \|_{L^3} + \| \omega_0 \|_{L^3} \right]. \]
Combining with (B.1), we get the boundedness of \(\{\omega_0^N\} \}_{N \geq 1}\) in \(L^m(\Omega,L^1 \cap L^3)\).

**B.2 The distance between \(\omega_0\) and \(\omega_0^N\)**

For simplicity, we take \(m = p = 4\) and assume \(\omega_0 \in C^1_c(\mathbb{R}^d)\); then
\[ \mathbb{E}\|\omega_0^N - \omega_0\|^4_{L^4} = \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} V^N(x - X_0^i) - \omega_0(x) \right]^4 \]
\[ = \frac{1}{N^4} \mathbb{E} \int_{\mathbb{R}^d} \left[ \sum_{i=1}^{N} (V^N(x - X_0^i) - \omega_0(x)) \right]^4 \, dx. \]

Introducing the notation \(Y_i(x) = V^N(x - X_0^i) - \omega_0(x), \, x \in \mathbb{R}^d\), which are i.i.d. random variables for \(1 \leq i \leq N\); we have
\[ \mathbb{E}\|\omega_0^N - \omega_0\|^4_{L^4} = \frac{1}{N^4} \mathbb{E} \int_{\mathbb{R}^d} \left[ \sum_{i=1}^{N} Y_i(x)^4 + 4 \sum_{i \neq j} Y_i(x)Y_j(x) + 3 \sum_{i \neq j} Y_i(x)^2Y_j(x)^2 + 6 \sum_{i \neq j \neq k \neq l} Y_i(x)^2Y_j(x)Y_k(x)Y_l(x) \right] \, dx. \]
We denote the five terms by $I_1, \ldots, I_5$ respectively.

First, we have

$$I_1 = \frac{1}{N^3} \int_{\mathbb{R}^d} EY_1(x)^4 \, dx$$

$$= \frac{1}{N^3} \int_{\mathbb{R}^d} E \left[ V^N(x - X_0^1)^4 - 4\omega_0(x)V^N(x - X_0^1)^3 + 6\omega_0(x)^2 V^N(x - X_0^1)^2 \right. \left. - 4\omega_0(x)^3 V^N(x - X_0^1) + \omega_0(x)^4 \right] \, dx,$$

which is dominated by

$$\frac{1}{N^3} \int_{\mathbb{R}^d} E \left[ V^N(x - X_0^1)^4 + 6\omega_0(x)^2 V^N(x - X_0^1)^2 + \omega_0(x)^4 \right] \, dx =: I_{1,1} + I_{1,2} + I_{1,3}.$$

It is clear that $I_{1,3} = \frac{1}{N^3} \|\omega_0\|^4_{L^4}$. One has

$$I_{1,1} = \frac{1}{N^3} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} V^N(x - y)^4 \omega_0(y) \, dy \, dx$$

$$= \frac{1}{N^{3-3\beta d}} \int_{\mathbb{R}^d} \omega_0(y) \, dy \int_{\mathbb{R}^d} N^{\beta d} V^4(N^\beta(x - y)) \, dx$$

$$= \frac{1}{N^{3-3\beta d}} \|V\|_{L^4}^4.$$

In the same way,

$$I_{1,2} = \frac{6}{N^3} \int_{\mathbb{R}^d} \omega_0(x)^2 \int_{\mathbb{R}^d} V^N(x - y)^2 \omega_0(y) \, dy \, dx$$

$$\leq \frac{6}{N^{3-\beta d}} \|\omega_0\|_\infty \int_{\mathbb{R}^d} \omega_0(x)^2 \, dx \int_{\mathbb{R}^d} N^{\beta d} V^2(N^\beta(x - y)) \, dy$$

$$= \frac{6}{N^{3-\beta d}} \|\omega_0\|_\infty \|\omega_0\|_{L^2}^2 \|V\|_{L^2}^2.$$

To sum up, we obtain

$$I_1 \leq \frac{C}{N^{3-3\beta d}} \left( \|\omega_0\|_{L^4}^4 + \|V\|_{L^4}^4 + \|\omega_0\|_\infty \|\omega_0\|_{L^2}^2 \|V\|_{L^2}^2 \right) = \frac{C_{V,\omega_0}}{N^{3-3\beta d}}.$$

Next, by independence of $\{Y_i(x)\}_{i=1}^N$ and Jensen’s inequality,

$$I_2 = \frac{4}{N^2} N(N - 1) \int_{\mathbb{R}^d} EY_1(x)^3 EY_2(x) \, dx$$

$$\leq \frac{4}{N^2} \int_{\mathbb{R}^d} \left[ EY_1(x)^4 \right]^{\frac{3}{4}} \left[ EY_2(x)^4 \right]^{\frac{1}{4}} \, dx$$

$$= \frac{4}{N^2} \int_{\mathbb{R}^d} EY_1(x)^4 \, dx \leq \frac{C_{V,\omega_0}}{N^{2-3\beta d}}.$$

Similarly,

$$I_3 \leq \frac{C_{V,\omega_0}}{N^{2-3\beta d}}, \quad I_4 \leq \frac{C_{V,\omega_0}}{N^{1-3\beta d}}.$$

Finally, it remains to estimate $I_5$. We have

$$I_5 = \frac{1}{N^4} \int_{\mathbb{R}^d} \sum_{i \neq j \neq k \neq l} EY_i(x) EY_j(x) EY_k(x) EY_l(x) \, dx$$

$$\leq \int_{\mathbb{R}^d} \left[ EY_1(x) \right]^4 \, dx = \int_{\mathbb{R}^d} \left[ V^N * \omega_0(x) - \omega_0(x) \right]^4 \, dx.$$
Recall that $\omega_0$ and $V$ are compactly supported; we can find big $R > 0$ such that $\omega_0$ and $V^N * \omega_0$ vanish outside $B(R)$ for all $N \geq 1$. Thus,

$$I_5 \leq \int_{B(R)} \left[ V^N * \omega_0(x) - \omega_0(x) \right]^4 \text{d}x.$$

Moreover,

$$\left| V^N * \omega_0(x) - \omega_0(x) \right| = \left| \int_{\mathbb{R}^d} V^N(x - y) (\omega_0(y) - \omega_0(x)) \text{d}y \right|$$

$$\leq \|\nabla \omega_0\|_{\infty} \int_{\mathbb{R}^d} N^{\beta d} V(N^{\beta}(x - y)) |x - y| \text{d}y$$

$$\leq \frac{C_{\omega_0} V}{N^\beta} \int_{\mathbb{R}^d} N^{\beta d} V(N^{\beta}(x - y)) \text{d}y = \frac{C_{\omega_0} V}{N^\beta},$$

where the third step is due to that $V$ is compactly supported. As a result, $I_5 \leq C/N^{4\beta}$ for some constant $C$ depending also on $R$. Combining the estimates of $I_1, \ldots, I_5$ above, we can find $\lambda > 0$ such that

$$\|\omega_0^N - \omega_0\|_{L^4(\Omega, L^4)} \leq \frac{C}{N^\lambda}.$$ 

Regarding the $L^4(\Omega, L^1)$ norm of $\omega_0^N - \omega_0$, we note that the latter is also compactly supported, thus there is some $R > 0$ such that

$$\|\omega_0^N - \omega_0\|^4_{L^4(\Omega, L^1)} = \mathbb{E} \left[ \int_{B(R)} |V^N * S_0^N(x) - \omega_0(x)| \text{d}x \right]^4$$

$$\leq C R \int_{B(R)} \mathbb{E} \left[ V^N * S_0^N(x) - \omega_0(x) \right]^4 \text{d}x$$

$$= \frac{C R}{N^4} \int_{B(R)} \mathbb{E} \left( \sum_{i=1}^N Y_i(x) \right)^4 \text{d}x,$$

so we can repeat the above computations to get the same estimate. In conclusion, we obtain the rate of convergence:

$$\zeta_N := \|\omega_0^N - \omega_0\|_{L^4(\Omega, L^1 \cap L^4)} \leq \frac{C}{N^\lambda} \to 0 \quad \text{as} \ N \to \infty.$$ 
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