Incentivising cooperation by rewarding the weakest member
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Abstract

Autonomous agents that act with each other on behalf of humans are becoming more common in many social domains, such as customer service, transportation, and health care. In such social situations greedy strategies can reduce the positive outcome for all agents, such as leading to stop-and-go traffic on highways, or causing a denial of service on a communications channel. Instead, we desire autonomous decision-making for efficient performance while also considering equitability of the group to avoid these pitfalls. Unfortunately, in complex situations it is far easier to design machine learning objectives for selfish strategies than for equitable behaviors. Here we present a simple way to reward groups of agents in both evolution and reinforcement learning domains by the performance of their weakest member. We show how this yields “fairer” more equitable behavior, while also maximizing individual outcomes, and we show the relationship to biological selection mechanisms of group-level selection and inclusive fitness theory.

Introduction

We are increasingly surrounding ourselves with artificial intelligence-controlled (AI) autonomous systems such as self-driving cars. These systems must be trained by some mechanism, which is usually reinforcement ¹, deep reinforcement learning ², or sometimes neuroevolution ³. Regardless of the optimization method, performance must be described by an objective function. With self-driving cars, the objective is to deliver the passengers safely from point A to point B, not damaging the car or others in the process, maybe saving energy, and to a large degree prioritizing arrival time – the same objectives human drivers have. However, these objectives are selfish in that they ignore the success of others. A self-driving car optimized by these criteria would not be considerate in lane transition planning, intersections, or other potentially contentious situations in which humans have expressed consideration. This poses a simple question: How do we optimize autonomous decision-making AIs beyond their selfish objectives?

One way could be to include more criteria in the objective function. However, this leads to an explosion of criteria and does not necessarily address system efficiency. For example, each car yielding Right of Way to one waiting behind a stop sign is inefficient. Similarly, it might not be clear which extra objectives affect overall performance.

Neither does it sound possible to quantitatively encode “being considerate and optimal” into an objective function.

Nature faces a similar problem during evolutionary optimization of decision-making. Evolution selects on short time rewards making it hard for the complex behavior of
cooperation to evolve. Thus, different mechanisms have been proposed that could help cooperation to emerge. The most obvious ones are kin selection, group selection, and inclusive fitness. Kin selection is a concept that is hard to transfer into the domain of reinforcement learning and thus we leave it out of the discussion here. In biology, group-level selection requires all members of the group to replicate together, let alone receive the same payoff. Inclusive fitness stipulates that the performance of one agent is dependent on another agent. Both these mechanisms find a way to award organisms both individually and from mutual support of other agents. Group-level and inclusive fitness selection improve cooperation, and emphasize the success of the group over the success of the individual. Thus, it should be possible to counter the emergence of selfish AI behavior by using group-level selection or inclusive fitness.

Multiple examples of group-level selection exist, and have been identified as drivers of major transitions in evolution, such as the transition from single- to multi-cellular organisms or social insects. While driving cooperation, group-level selection often favors efficient division of labor. Examples include the specialization of soma and germline in multicellularity, or the specialization of queens and workers in social insects. Even in less strict situations where groups of organisms are working together in a synergistic fashion to receive higher benefits, the rewards are may not be distributed equally. This division of labor from group-level selection creates a situation where members receive more than they would alone, but still encounter unequal rewards—typically described as a despotic distribution.

Interestingly, the fitness function for optimization in a genetic algorithm can also be applied for optimization in reinforcement learning. The concept of group-level selection and inclusive fitness can thus be transferred to reinforcement learning. However, inheritance only plays a role in the context of a genetic algorithm wherein populations of agents compete and the fitter ones replicate proportionally more often. This is different from reinforcement learning wherein agents do not replicate. Instead of optimizing a single agent, a group of agents can be trained using an objective function rewarding group performance. This is either accomplished with one policy controlling the actions of all agents at the same time, or by training independent agents that share information or experiences. Thus, inclusive fitness is more akin to using independent policies, while group-level selection is closer to the optimization of a single policy.

Group performance for foraging agents can be assessed by taking the summation of the individually collected rewards or by taking the maximum of those rewards. This typically leads to poor overall performance, diverse behavior, and a higher despotic index. Also, the distributed nature of learning poses problems to exploration and learning schedules. On the other hand, this heterogeneous outcome might be desired to solve other tasks. It has also been argued that global reward schemes do not scale to larger groups and that using individual reward schemes remedies this problem.

This credit assignment difficulty can be summarized as an act of finding the balance between local individual reward that can cause counterproductive interference, and maximizing global group reward that can lead to self-sacrificial inefficiencies at the local scale. For this reason, many adaptive methods under the name “shaped reinforcement learning” have been proposed, being only a few. It seems that the literature suggests that a global reward scheme evaluating the maximal or joint effort of a group neither leads to optimal performance, nor does it flatten the despotic index.

Regardless, here we show that assessing the performance of a group by its weakest member leads to optimal performance, while also resulting in a fair distribution of labor and reward—a flat despotic index. We show this for both genetic algorithms and reinforcement learning. The task used here is a foraging task, and performance is optimized by either a genetic algorithm or by reinforcement learning of policies.
controlling groups of individuals or the entire group. Three different rewarding schemes are compared:

- **MEAN**: the resources are pooled and then fairly distributed among the four agents
- **MINIMUM**: each agent gets the same score defined by the agent who collected the least food
- **MAXIMUM**: each agent gets the same score defined by the agent who collected the most food (a control)

We will show that the MINIMUM reward scheme indeed leads to high performance while also satisfying a low despotic index.

### Materials and Methods

#### The Foraging Task

The foraging task requires four agents to collect food at the same time, which requires no explicit cooperation. After the foraging period is over, the amount of food each agent has collected is evaluated and used to determine either fitness for the GA or rewards for RL. However, when training a policy using RL, the state and action space must be kept small for feasible runtimes, so we use a simplified version.

#### Environment using a Genetic Algorithm

Four agents are placed in the corners of a rectangular room (16 × 16 tiles). The room is filled with food that agents can collect. The agents can move forward onto food and automatically collect it, they can turn left or right, do nothing, and also utter a far-ranging beeping signal as a form of communication. Agents can further deposit already collected food in front of them, or if an agent is directly in front, the food gets handed to that agent. Agents receive inputs of how much food they collected, what is immediately in front of them, and the beeping signals of other agents.

#### Objective Function for the Genetic Algorithm

The four agents to forage in the environment are either chosen randomly from the population (without replacement) and evaluated once (individual), or each agent in the population is cloned three times to create a group of four identical agents that are evaluated in the environment (clone). In either case, the performance of the group is determined using one of three statistical methods: MEAN, MAXIMUM, and MINIMUM (see above).

#### Markov Brain neural networks

Agents are controlled by Markov Brains\(^\text{[24]}\), which are neural networks that replace the commonly used aggregation and threshold functions with probabilistic or deterministic logic gates as well as mathematical operators to compute the state of nodes. The exact connectivity and use of computational units is defined by a genome subject to point mutations, deletions, and gene duplications. These mutations allow the computational units to connect to seven sensor nodes, three actuators, and nine hidden nodes. Two of the five sensor nodes convey what lies in front of the agent, and three for the beeping of other agents. The two output nodes encode the movement of the agent (left, right, nothing, and moving forward/eating/giving food). The nine hidden nodes can store information in a recurrent fashion, and thus allow memory to be stored.
Parameters for the Genetic Algorithm  At the beginning of an evolutionary experiment, 100 agents are randomly initialized. When modeling inclusive fitness, four agents are randomly selected without replacement each generation and evaluated as a group. This sampling is repeated four times per generation to ensure the proper evaluation of each agent. When group-level selection is modeled, each agent of the population is evaluated by first making three clonal copies. The four identical agents are then evaluated together. Afterwards, three of the agents are removed such that whatever the group did only influences the subsequent possible replication of one agent. Optimization is performed over 50,000 generations using roulette wheel selection.

Environment using Q-learning
The environment for Q-learning is smaller (8 × 8) and agents can see the entire area. Empty tiles are encoded as 0, food is 1, other agents are −1, and the agent to be controlled is represented as −0.5. Thus, the state of the environment s is a tuple of length 64. The continuous values are chosen, so that the world can be used for deep-Q learning as well. Agents in this environment move in four cardinal directions (north, south, east, west). When an agent tries to move to a tile occupied by another agent, then one piece of food is transferred from the moving agent to the stationary agent. Because all agents see each other, no further communication is necessary.

Rewards for Reinforcement Learning  We distinguish between two possible cases of learning: decentralized and centralized policies. When decentralized, each agent has its own policy (Q matrix) which is reinforced independently of the other agents. The Q matrix defines the rewards for four action: moving up, down, left, or right. When centralized, the four agents are controlled by a single policy in such a way that the action selected defines in which direction each agent goes. In that case, the Q matrix must define rewards for 256 (4^4) possible actions to choose from, as there are four agents each able to move independently in four directions.

Q-learning  Q-learning was performed by allowing agents to forage for 50 steps in an environment saturated with food, defining one epoch. Actions were based on the predictions of their respective Q-matrix. An exploration probability $\epsilon$ starting with 1.0 and a decay rate of 0.999 was used (greedy-epsilon with decay). If an exploration step was taken, the actions were selected randomly. After each step, the rewards, actions, and state were recorded to allow later training by memory replay. Rewards were defined identically to the three objective functions (MEAN, MAXIMUM, and MINIMUM) as outlined above. Agents were trained after each epoch using memory replay, selecting 2,000 memories randomly from up to 50,000 recorded ones. Memories were recorded using a deque such that newest memories replaced oldest memories. New rewards were calculated using a variant of the Bellman equation (Equation 1):

$$Q^{\text{new}}(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha (r_t + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t)),$$  

which uses a learning rate $\alpha$ of 0.8 (Equation 2):

$$Q^{\text{new}}(s_t, a_t) \leftarrow (1.0 - \alpha)Q(s_t, a_t) + \alpha (r_t + \gamma \max_a Q(s_{t+1}, a))$$

Optimization was performed for 10,000 epochs, and on average policies stopped improving after 5,000 generations. Each stochastic experiment was repeated 40 times.
**Q-matrix pruning** There are $4^{64}$ possible states for the environment of $8 \times 8$ tiles with each tile having a state of empty, food, other agent, or the agent itself. This implies a dense Q-matrix of $4^{64} \times 256$ for the condition of a policy controlling all 4 agents. Obviously, we did not have that much available memory at the time of writing. For this reason we used a dictionary to create a sparse Q-matrix, similar to [25]. Policy consultations resulted in a dictionary query for a reward vector based on the hash of an integer representation of the state. For non-existent states a random reward vector was created. All states are tagged with the last accessed epoch as a timestamp. Training an agent’s policy over 50,000 steps would still overflow the memory of a conventional computer so the dictionary was always pruned of entries unused for 2,000 epochs. Pruning less often did not change the results (data not shown).

This pruning method assumes consistent starting locations, which reduced the space of possible states to explore to those that are reachable within the 50 steps of the exploration. There was also a large diversity of rewarding paths that made the rewarding state space exploration much less uniform. One reason for this diversity was that agents were not rewarded for visiting empty already-visited tiles. As a result, the policy quickly converged on more rewarding action sequences, and the rarely-consulted states could be pruned from the policy.

In some Reinforcement Learning architectures the policies can be prohibitively large. Deep Q-learning (DQN) is one method to counter this problem. In DQN the policy is not encoded as a table mapping states to predicted rewards, but as a deep neural network estimating rewards from states. While DQN is a powerful method, it couples the learning efficiency of Q-learning to the learning efficiency of deep neural network backpropagation. for our purposes this secondary process might obfuscate results and thus it was not used here.

**Results**

**Optimization by Genetic Algorithm**

Agents performing in groups can either experience group-level selection when replicating as a group or experience inclusive fitness effects when replicating independently. To distinguish between both processes in our experiments we created groups for selection either from random population members (inclusive fitness effects) or clones of a single member (group-level selection). We determined which group-selection method and reward scheme combination leads to the highest performance of a group for the reward schemes MEAN, MAXIMUM, and MINIMUM. We find that all three reward schemes generally result in high performance, but that clonal groups using MEAN or MINIMUM reward schemes outperform the others (see Figure 1). This supports the hypothesis that the MINIMUM reward scheme in conjunction with group-level selection drives overall performance.

We also investigated the effect of replication method and reward scheme on the despotic index. As expected, the despotic index was highest when using the MAXIMUM reward scheme regardless of group-level selection or inclusive fitness (see Figure 2.3). The next steepest despotic index can be found when using the MEAN reward scheme, with group-level selection leading to a flatter hierarchy than inclusive fitness (see Figure 2.1). Finally, group-level selection with MINIMUM reward scheme resulted in a nearly equal resource distribution, indicating the most fair behaviors and outcomes for all agents in the group (see Figure 2.2). Using inclusive fitness and the MINIMUM reward scheme results in a flatter distribution of resources compared to MEAN and MAXIMUM, but is still steeper than group-level selection when using the MINIMUM reward scheme.
Fig 1. Average food collected by the entire group of agents optimized by a genetic algorithm, for different reward and selection regimes. Group-level selection (GroupLS) uses clonal groups whereas Inclusive Fitness (Incl.W) uses individual selection. Error bars indicate 95% confidence intervals over the 40 replicates performed. * indicates that these results are statistically significantly different from Group-level selection using the MEAN and the MINIMUM reward scheme. P-value of the 2-sample Kolmogorov-Smirnov less than \(0.05\), with \(m\) as the number of samples when using Bonferroni correction to counter the multiple hypothesis testing error. Results from Group-level selection using MEAN and MINIMUM are not significantly different from each other.

**Optimization using Reinforcement Learning**

As discussed before, the concepts of group-level selection and inclusive fitness do not perfectly translate to reinforcement learning, since neither policies nor agents “replicate”. However, using one policy to contemporaneously control all four agents can be equated with group-level selection — called centralized control \[26\]. In centralized control, rewards are used to reinforce all agent behaviors simultaneously. In contrast, inclusive fitness resembles using four independent policies — called decentralized control. Rewards received by one agent only directly affect the policy of that agent, while the actions of other agents are only indirectly included through the reward scheme and lifetime interaction state changes.

In all cases (MEAN, MINIMUM, and MAXIMUM) centralized control outperforms decentralized control, and MEAN and MINIMUM reward schemes yield better-performing agents than MAXIMUM when using centralized control.

Notably the despotic index is flattest when using the MINIMUM reward scheme and steepest when using the MAXIMUM reward scheme (see Figure 4). In all cases, using decentralized (group-level) control policies resulted in flatter hierarchies and thus “fairer” agents.

**Discussion**

Reinforcement learning and genetic algorithms are powerful tools that can effectively optimize agent behavior towards a predefined goal. However, designing the fitness function of criterion to achieve this goal is more an art than a science, especially for genetic algorithms. For instance, there is much research on how to quantify success for multiple objectives or difficult-to-define objectives with researchers not only engineering new mathematical algorithms, but drawing inspiration from grasshoppers, ant colonies, and immune systems, to name a few \[27\][29]. Being considerate to other members of a
Fig 2. Individual food selected by agents trained using a genetic algorithm. Solid lines indicate group-level selection using clonal groups (GLS), dotted lines indicate groups composed of genetically independent individuals experiencing only inclusive fitness effects (incl.W). Individual results are sorted by rank (x-axis), which indicates amount of food collected relative to the other agents in the group. The gray shadows indicate the 95% confidence intervals from the 40 replicate experiments. Three different reward schemes were compared: MEAN, MINIMUM, and MAXIMUM - note the different y-scale for the MAXIMUM reward scheme.

Group while also maximizing personal reward is one of these cases. Agents who are incentivized to increase their personal rewards might do this on the expense of other agents. However, asking them to be considerate might in turn hamper their individual success. Balancing these two extremes is at the heart of this conundrum.

We found a simple reward scheme that satisfies these constraints and increases individual rewards while also promoting “fairness” among agents. “Fairness” — the minimization of the despotic index — is better achieved through rewarding a group by the performance of its weakest member, not by the average of all members or the success of its strongest member. Group performance under this MINIMUM reward scheme is on par with rewarding the average, and is better than rewarding the best, at least for group-level selection. Similar maximization of a minimum objective in reinforcement learning has been shown to achieve decent performance [30]. However, the flattening of the despotic index resulting from this minimum objective was unknown. Here we study exactly this distribution effect of selection scheme at the interface of group-level selection and inclusive fitness.

Group-level selection and inclusive fitness are mechanisms known from biological evolution and thus translate easily to genetic algorithms. Biological group-level selection is very similar to reinforcement learning of a single centralized control policy rewarded for group performance. In a biological context, inclusive fitness describes the effect of other agents’ behavior on an individual’s fitness. Using different policies in reinforcement learning for different agents who receive independent rewards while still experiencing the effect of each other’s actions resembles this biological mechanism. However, the exact degree to which these biological processes align with reinforcement methods remains open for debate.

The MINIMUM, MAXIMUM, and MEAN reward schemes were applied to Q-learning and not to deep Q-learning, which would replace the policy with a neural network to estimate future rewards based on the current state. However, our results should easily generalize to the deep Q-learning domain, as all principles tested here concern action-reward optimization, and not how well these rewards can be remembered.

The cooperative forging task used here allows for synergistic behaviors as well as
Group-level selection (GroupLS) indicate policies controlling all agents of the group at the same time, while groups of policies controlling only one agent at a time are analogous to inclusive fitness (inlc.W). Error bars indicate 95% confidence intervals over the 40 replicates performed. * indicate statistically significant difference from Group-level selection using the MEAN and the MINIMUM reward scheme. P-value of the 2-sample Kolmogorov-Smirnov less than $0.01$, with $m$ being the number of samples when using Bonferroni correction to counter the multiple hypothesis testing error. Group-level selection using MEAN or MINIMUM are not significantly different from each other.

antagonistic inefficient behaviors. For the MAXIMUM reward scheme we found some agents collecting comparatively little food, thereby limiting overall group performance. This is can be interpreted as a form of cooperation due to division of labor, where one agent is collecting resources while the others get out of the way. Alternatively, since agents can give resources to other agents, they may actively pool resources in one agent. As such, the MAXIMUM reward scheme can not be directly compared to the MINIMUM reward scheme as they encourage two entirely different strategies. However, this is exactly the result of this research: Using the MINIMUM reward scheme encourages an increase in every agent’s performance in an equal fashion avoiding an unfair distribution. This flattening of the despotic index is a consequence that pure individual MEAN or MAXIMUM reward schemes do not select for. It would be interesting to test if the MINIMUM reward scheme is equally effective for economic and social structures to create fair but profitable resource distributions.

In practice, using the MINIMUM reward scheme might not even impose significant overhead. Imagine reinforcement training of a self-driving car in a virtual environment also simulating other cars. Using the minimum reward that any of the virtual cars obtains is a simple addition to such an simulation, because all car behaviors are modeled anyway. Whether or not those other cars should be controlled by a centralized or decentralized policy, or if the MINIMUM reward scheme functions the same way in a mix of heterogeneous policies — especially selfish ones — remains an open question for future research.

**Conclusion**

We proposed a simple way of minimum reward attribution that improves fairness in groups of agents trained by genetic algorithm or reinforcement learning. This biologically-inspired algorithm is interesting because it is easy to implement even in complex simulations and can work for either genetic algorithms or reinforcement
Fig 4. Individual food collected by agents controlled by Q-learning policies. Solid lines show the centralized control group-level selection condition, where a single policy controls the actions of all group members (GroupLS). Dotted lines show groups composed of agents controlled by independent policies (incl.W). Individual results are sorted by rank (x-axis) indicating relative success of food collection among the group. The gray shadows indicate the 95% confidence intervals from the 40 replicate experiments. Three different reward schemes were compared: MEAN, MINIMUM, and MAXIMUM.

learning, all while providing selection pressure or reinforcement signals for a fair distribution of agent population success.
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