A multi-sequences MRI deep framework study applied to glioma classification
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Abstract
Glioma is one of the most important central nervous system tumors, ranked 15th in the most common cancer for men and women. Magnetic Resonance Imaging (MRI) represents a common tool for medical experts to the diagnosis of glioma. A set of multi-sequences from an MRI is selected according to the severity of the pathology. Our proposed approach aims more to create a computer-aided system that is capable of helping more the expert diagnose the brain gliomas. more We propose a supervised learning regime based on a convolutional neural network based framework and transfer learning techniques. Our research more focuses on the performance of different pre-trained deep learning models with respect to different MRI sequences. We highlight the best combinations of such model-MRI sequence couple for our specific task of classifying healthy brain against brain with glioma. more We also propose to visually analyze the extracted deep features for studying the existing relation of the MRI sequences and models. This interpretability analysis gives some hints for medical expert to understand the diagnosis made by the models. Our study is based on the well-known BraTS datasets including multi-sequence images and expert diagnosis.
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1 Introduction

According to “Our World in Data” [50], an estimated 10 million people succumbed to cancer in 2017. This reality induces cancer to be the second preeminent cause of death after cardiovascular diseases. Therefore, fighting cancer is a worldwide priority in health.

Our research mainly focuses on gliomas, which are pathologies of the glial cells protecting and supporting the neurons. Those glia cells can be classified according to the cell type, grade, and localization [34]. Gliomas consist of about 30% of all brain tumors, and 80% of the gliomas are malignant [23].

The World Health Organization has defined various diagnostic criteria allowing the classification of gliomas. Four grades of gliomas are designated according to their morphological evaluation, the proliferation index, the response to treatment and the affected patient’s survival time. Thus, the grade I includes benign tumors, the grade II includes relatively non-malignant tumors, and the grade III is assigned for the low-grade malignant tumors. As for grade IV, it is used for the most malignant tumors with a hope of life ranging from six to twelve months for the patient [62].

In medicine, imaging has become an instrumental method to help medical experts diagnose various patient diseases. In our particular application domain, glioma detection, Magnetic Resonance Imaging (MRI) has a role in identifying the tumor and determining the area in the brain for further investigation. MRI is attractive as it is non-invasive, gives high-resolution images and information unavailable with other imaging and invasive tools. In most cases, it also prevents the patient from a brain biopsy, an extremely invasive and dangerous act.

In recent years, artificial intelligence (AI) has gained significant attention from researchers in many fields, including medicine. This interest is mainly due to the perceived benefits associated with the integration of AI in medical diagnosis processes, such as higher precision, greater productivity, and faster workflow. Indeed, during the last decades, thanks to the appearance of big data, several sectors and technologies have been able to use deep learning to extract valuable information [64]. One of the different aspects of deep learning is the use of Convolutional Neural Network (CNN) for the classification of unstructured as structured data [38, 53], and especially in the analysis of medical imaging for medical diagnosis [40].

In fact, deep learning models for medical imaging have already proved to be beneficial to help medical diagnosis. For glioma segmentation, several approaches have shown their effectiveness [26, 47].

Many articles have already shown the potential of using 2D neural networks for medical diagnostics [9, 10, 40, 48]. In this work, we conducted a comprehensive analysis to determine which network is best suited to glioma pathologies. As the first diagnostic step of cancer in brain tissue, the most sensitive network will help doctors support their decision-making. However, few studies analyzed the importance of MRI sequences for choosing an effective deep learning model. Furthermore, the number of deep learning models available increases every day. It is not trivial to determine the best-performing one for a dedicated application.
One scientific contribution of this paper is to present a complete framework that investigates the performance of different imaging sequences with five effective and well-known CNN models for a particular task. We evaluate the relevance of the most usual sequences of MRI acquisition. Our study also highlights the importance of selecting and combining the best sequences for a specific task to reduce the processing and analysis time. We also study the deep features extracted by the CNN models. The deep features help interpret and understand the deep learning methods and their performance. Importantly, although our proposed framework is initially devised for glioma detection, it could be applied to other computer-aided medical tasks. Some experiments on the ADNI dataset show the adaptiveness of our framework to another task, i.e., detecting patient suffering from Alzheimer disease.

Our exhaustive experiments on three benchmark datasets demonstrate the importance of correctly choosing the sequences and the deep learning networks for the task of glioma pathologies and Alzheimer Disease. Results highlight the possible trade-off between efficiency and accuracy regarding the number of selected sequences.

Note that this paper is an extension of our preliminary study [17] with new experimental results on the Brats 2020 and ADNI datasets, showing the adaptiveness of our framework to different tasks. We also included a multi-sequence fusion study with synaptic weights and deep model correlation analysis. We also extend the analysis of the deep feature with more visualization techniques.

The rest of this article is organized as follows. In Section 2, we describe a part of the literature for computer-aided medical tasks according to the use of deep learning. Section 3 presents the material and methods, including details of our extensive framework. Experimental results on several datasets are given in Section 4, which also presents a report of the interpretability of the deep neural networks. Section 5 explains the finding of our study. In Section 6, we conclude and present perspectives of this study.

2 State of the art

For a typical examination of magnetic resonance images (MRI), doctors have at their disposal many image sequences containing different information. Navigating through the MRI data for diagnosis can take a considerable amount of time. The interpretation of MPI also relies on their experience, by which distinct neurologists may interpret the presence of glioma differently. In contrast, a deep learning approach is relatively superior for its reproducibility and stability of diagnostic and prognostic performance. Furthermore, the deep learning approach enables automated interpretation of MRI for glioma detection, working as a diagnostic assistant of pathology practitioners.

There are many types of Machine Learning (ML) applications, especially in the area of medical imaging. These applications are often classified according to the use of input data during the training of the model. At present, most common ML models employ labeled data, annotated by domain experts. From a set of input-output examples, the entire models are trained to perform specific data processing tasks.

Before the rise of deep learning, the Support Vector Machine (SVM) is a common method for MRI analysis. This method could detect and extract the main characteristics of brain tumors [2]. K-Nearest Neighbor (KNN) can also segment the brain, recognized as abnormal and presenting non-healthy tissues [31]. A less widely used method, those of the Wavelet-Entropy and Naive Bayes classifiers, could be used for feature extraction and detection of cranial pathology. The performance of this method has given rise to interesting
The current success of deep learning, a well-known Machine Learning (ML), is now attracting a lot of attention for tasks such as classification, detection, or even segmentation for such specific images. The principle of deep learning is to create an extensive network of neurons that includes many layers, with nodes within these layers. Although this method provides very high performance compared with other methods for specific tasks, this latter requires more data and more computation to train to have good results due to its sophistication. Recent advances in silicon technology, like GPU, have made it possible to use large databases for learning the deep learning model.

There are many fields of application in deep learning on MRI. Examples of possible applications are image acquisition and reconstruction (e.g., denoising and artifact detection) [6, 8, 57, 63], and improving the image resolution [3]. Among those, the applications that are of interest for us are the classification [39], segmentation [35, 42], and diagnostic assistance and prediction [41] from MRI.

For the application of glioma detection, we find two main types of studies in the literature. Those are i) the detection of glioma [11, 28, 29] and ii) the classification of the glioma by its grade [16, 22, 54]. To search for glioma in healthy brain tissue, Kalaiselvi used either the WBA (Whole Brain Atlas) database for reference [28] or a composite database between BraTS and personal clinical data for reference [29]. In the former work, the authors performed classification by wavelet methods, which concisely allowed the extraction of image features into different frequency components at different scales. In the latter, they recently developed six variants of self-customized CNN models with a five-hidden-layer architecture by varying the combinations of hyperparameter settings, such as dropout, stopping criteria, and batch normalization. Meanwhile, Chen et al. [11] attempted to extract local features slice by slice using the Histogram of Oriented Gradients (HOG) algorithm. These features representing the edge and texture of images are used by SVM with a two-phase classification for glioma detection and grading. Citak-Er et al. [16] used a personal database comprising anatomical data as well as spectroscopic data. Features were metabolic ratios obtained by MRI spectroscopy and submitted to an SVM classifier. Ge et al. [22] used a multistream CNN approach on BraTS dataset. Three CNNs were set up, each with input specific to an MRI sequence. The deep features obtained were then aggregated by a concatenation layer and then output by a fully connected layer. Shahzadi et al. [54] used a CNN VGG-16 with input from BraTS slices. The deep features extracted from the neural network were then sent to a Long Short Term Memory recurrent neural network (LSTM) to classify the glioma grade. LSTM models time dependencies and deals with the vanishing gradient problem.

In literature, it is reported that MRI sequences in deep learning are of importance for deep learning. Nevertheless, little research has shown the significance of each sequence. This work sought to fill this gap in comprehensively studying the MRI sequences for classifying two grades of glioma, i.e., healthy brain tissue and brain tissue with tumor. For example, Feng et al. [21] conducted the study of missing MRI sequences and also developed the self-adaptive neural network to deal with the missing for the lesion segmentation of multiple sclerosis. Their research eliminated the need for important MRI sequences that could not be acquired during the examination. Similarly, our study focuses on the importance of each MRI sequence with convolutional neural networks pre-trained and widely distributed with transfer learning.

The selected networks, VGG19, InceptionV3, Resnet50, DenseNet and EfficientNet-B6, participating in the ILSVRC (ImageNet Large Scale Visual Recognition Challenge) competition. The version of DenseNet used in this work is DenseNet169. We use the models and
weights derived from the Keras library, which are continuously updated. In the following, we provide the details about the selected models used in our study:

- **VGG19**: In 2014, the Visual Geometry Group team from the University of Oxford proposed a model of convolutional neural networks called VGG16 [55] and won the first and second places in the ILSVRC competition respectively in the localization and classification of the images proposed by ImageNet [51]. In this competition, they obtained an error rate of 7.4% and an accuracy of 92.7%. A new model has been proposed by the same team called VGG19. The particularity of this model is the use of extremely reduced convolutional filter layers (3x3), which allows a significant efficiency increase compared to the previous one.

- **InceptionV3**: Inception-V3 is a CNN model developed by Google [59]. The first version of the model was called GoogLeNet. He demonstrated, on the ImageNet dataset, about 78.1% of accuracy in an ILSVRC competition. The particularity of this model compared to the previous ones is that it consists of asymmetric base components including layers of different convolutions, medium pooling layers, and max pooling layers. At the end of this particular architecture, the more collected data are concatenated. Thus, each information is more collected in different ways, minimizing the risks of missing important elements.

- **ResNet50**: ResNet is a CNN model developed by Microsoft, winner of the ILSVRC challenge in 2015 [24]. The model showed an error rate of more 3.57% in the challenge of that year. The particularity of this model is that it has residual blocks called Skip Connections. These blocks are placed in order to avoid certain layers of the network, directly feeding further layers. Some information is captured by the initial layers and may be required for reconstruction and classification. Without these links between blocks, this information would be lost.

- **DenseNet**: DenseNet is a CNN model developed by Facebook AI Research [25]. The particularity of this network is that it improves the flow of information between different layers from specific patterns called Dense connectivity. Connections are introduced directly from any layer to all subsequent layers. Like the residual blocks of the ResNet network, more such connections make it possible to minimize the loss of information during training.

- **EfficientNet-B6**: EfficientNet is a recent variant of CNN models that proposes a new scaling method for identifying suitable network depth, width, and resolution [61]. The EfficientNet aims to uniformly scale all dimensions of depth/width/resolution of CNN for better performance. EfficientNet-B6 is one of the best performing EfficientNet models that transfers well and achieves state-of-the-art accuracy with fewer parameters.

These pre-trained neural networks are widely used in many fields of application. They have strong synaptic weights from the acquired knowledge. Apart from being used for the prediction task in the ILSVRC dataset, such already-built models can be employed to improve baseline performance, reduce model-development time, and optimally utilize existing knowledge to solve different target tasks. This method is generally called transfer learning, by which a model trained to solve one problem can be applied to solve another but related problem. For example, knowledge gained while learning to recognize bicycles could be used when trying to recognize motorbikes. In the medical field, ResNet50 was employed to leverage the formation of brain tumors to detect abnormal methylation in the brain tissue [36]. The dense connectivity of Densenet could be more fine-tuned to improve MRI image resolution [13]. For the detection of Coronavirus Disease, the ResNet50 and...
inceptionV3 networks were applied by further training and testing them with images from X-ray chest radiography [45]. For a more complex medical imaging technology, 3D volumetric imaging allows a surgeon to see an accurate picture of human anatomy, analysing the issue at hand before picking up a scalpel. Accordingly, 3D neural network models are also designed for learning dense volumetric segmentation from sparse annotation [15]. At present, they are also widely used in the ML field of medical images for various applications, such as segmentation of the pancreas [46], cell counting [20], and, which is our focus here, the segmentation of brain tumor [12].

More similar to our study, the study of Hwan-ho Cho et al. [14] used BraTS 2015 to perform multi-level grade glioma classification. They also applied under-sampling to obtain a balanced dataset and searched for Histogram-based features, Shape descriptors, GLCM-based features via a min squared error (MSE) algorithm of LASSO. Saed Khawaldeh et al. [33] used convolutional neural networks on a personal glioma database for the classification between Healthy, LGG, and HGG, labeled according to the recent new criteria WHO (2016). Finally, Muhammad A. Khan et al. [32] employed the marker-based watershed algorithm and multilevel priority feature selection for detecting and classifying brain tumors on three different databases, including BraTS 2013, Harvard, and private.

3 Material and methods

In this section, the pipeline of our study for glioma classification is described. Figure 1 illustrates the analysis workflow, starting from the MRI database of brains to detect glioma. 3D high-resolution images of patient heads were undergone skull stripping and then extracted for the sequences of 2D slices and 3D cubes. Next, we fetched these different images to a pre-processing step of image normalization. We subsequently applied a data augmentation technique before feeding them to the 2D and 3D pre-trained neural networks according to their dimensions. Finally, the transfer learning approach was employed to incrementally fit the pre-trained convolutional neural networks for the glioma classification task. After this step, we made an exhaustive analysis of the performances on the combinations of modalities and networks. At the same time, deep features were extracted and analyzed to make an interpretability analysis. This investigation of feature maps provides a better understanding of the features used by networks for their learning.

3.1 Data

In medicine and medical research, MRI has become a vital diagnostic method for detecting glioma. Through this optical imaging modality, several modalities for sequence acquisition are used to highlight different tissues of the tumors. Examples of those notable tumor tissues are edema, necrotic core, and active edge. For the detection of edema, the T2 FLAIR (Fluid-attenuated inversion recovery) sequence can be used. Likewise, for the detection of the tumor core, often necrotic tissue, the T1ce sequence (a T1 sequence coupled with injections of gadolinium as a contrast agent) can be applied.

We selected the BraTS challenge 2018 and 2020 databases [4, 5, 43] that contains different sequences for our study. The BraTS database (Multimodal Brain Tumor Segmentation) is a database produced by CBICA (Center for Biomedical Image Computing and Analysis) in partnership with MICCAI (Medical Image Computing and Computer Assisted Intervention Society). Brats 2018 database contains MRI brain data, collected from over 300 patients.
Fig. 1 Pipeline of the current study
scanned in a transverse plane. The data is in the format NIFTI file (.nii.gz), for four different sequences, listed as follows:

- **T1 sequence**: Longitudinal relaxation
- **T1ce (T1-Contrast Enhanced) sequence**: Longitudinal relaxation with addition of contrast medium (gadolinium)
- **T2 sequence**: Transverse relaxation
- **T2 FLAIR (Fluid Attenuated Inversion Recovery ) sequence**: Transverse relaxation with inversion recovery (attenuation of fluids)

Figure 2 illustrates the four types of sequences scanned from a patient with a high grade of glioma.

As obtained from 19 different institutions, this MRI database contains different grades of glioma. The segmentation of tumors and their labeling were done manually beforehand by following the same protocol of approved and experienced neuroradiologists. According to the description of the BraTS 2018 database, these data represent 210 patients with high-grade gliomas versus 75 patients with low-grade gliomas. However, according to local neuroradiologists and according to WHO criteria, as shown by Dequidt et al. [18, 19], 254 patients would be high-grade patients and 31 low-grade patients. Thus, the final ratio of LGG to HGG would be 0.109, as reported by the authors, making the study very complicated to balance with this type of database. So, for our study and the research of glioma, we use deep neural networks to classify and predict the presence or absence of glioma. Thus, two outputs are present: only healthy brain tissue and brain tissue with the presence of tumors. These data were divided into training, validation, and testing sets. They then underwent pre-processing steps for normalization, preparation, and data augmentation before ultimately being used by CNNs.

To carry out the study, we also selected the BraTS 2020 dataset. This database differs from the previous ones on several points. Only images and annotations from BraTS’12-'13 were kept. The other data were removed because they contained a mixture of pre and post-operative analyses. Neuroradiologists radiologically reassessed all of the original TCIA glioma collections. Accordingly, all the pre-operative scanners were annotated by experts and included in the BraTS dataset 2020. In total, our study experimented on the data from 369 patients, consisting of 259 with high-grade glioma and 110 with low-grade glioma. Moreover, 84 MRI sequences were added to BraTS 2020 in comparison with BraTS 2018, i.e., +29.6% of new data.

Finally, to generalise the study, we carried out the workflow on another small dataset: ADNI. We selected two subgroups of twenty patients, consisting of ten healthy and ten...
severely affected by Alzheimer’s disease. Three different MRI sequences (i.e., MPRAGE-TSE, Double-TSE, and T2-Proton Density) common to the subjects were selected for each patient.

To comply ADNI dataset copyrights, we include the following sentences: “Data used in the preparation of this article were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). The ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator, Michael W. Weiner, MD. The primary goal of ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD).”

3.2 Pre-processing

Before training the neural networks on the selected database, the NIFTI files (MRI) are converted into image data to cope with the CNN input. Generally, the Keras library accepts many image formats (e.g., PNG, JPG, BMP, PPM or TIFF) for training neural networks. For our study, we use the PNG format because of its lossless compression\(^1\). Besides, experimental images must contain three channels corresponding to the base of the RGB channels. This requirement is due to the fact that the studied networks can only accept images in the RGB format while some with a minimum pixel size are required.

This idea of pre-processing MRI data was already carried out and validated by Ahmad et al. [1] for muscle segmentation by deep transfer learning. Furthermore, before normalizing the data, the intensity scaling (IS) of all brains was applied for only healthy regions of brains. The IS method is described in Xiaofei Sun et al. [58].

This paper also compares different ways to normalize histograms of images from MRI, including the input image, histogram matching, and histogram normalization. Acquiring images from multiple machines, different protocols, and distinct manipulators results in the great heterogeneity of the histograms of acquired images. To overcome this bias and recover a normalization to better help CNNs to learn, many histogram normalization approaches [7, 27] were tested and the latter is to date one of the most efficient. Following this, a min-max normalization was applied for the intensity normalization of voxels.

The pre-processing of data is done in several steps:

1. First, the IS is applied with the following the (1):

\[
N(x, y, z) = \begin{cases} 
\mu_s + (f(x, y, z) - \mu_i) \frac{LIR - \mu_s}{S_{1i} - \mu_i}, & \text{if } m'_1 \leq f(x, y, z) \leq \mu_i \\
\mu_s + (f(x, y, z) - \mu_i) \frac{HIR - \mu_s}{S_{2i} - \mu_i}, & \text{if } \mu_i \leq f(x, y, z) \leq m'_2 
\end{cases}
\]  

where LIR (low intensity region) is the lowest decile of the histogram of the standard image and HIR (high intensity region) the highest decile and \(S_{1i}\) is the lowest decile of the histogram of the input image and \(S_{2i}\) the highest decile.

2. Then, each of these sections is normalized according to the min-max normalization equation presented in (2).

\[
X_{scaled} = \frac{X - X_{min}}{X_{max} - X_{min}} \tag{2}
\]

\(^1\)Although the TIFF format is also suitable, its files tend to be relatively quite large.
3. For each patient, we get their transverse sections that the neural networks will use to train. According to the segmentation from the experts, each transverse section is classified and labeled whether it has a glioma or not. Slices with only background values (black) are excluded; they represent the outer limits of the cranial box where no data is present. These slices are converted to PNG format to match the input format of 2D NNs. Converting images to PNG thus reduces the depth of the voxels from 16 bits to 8 bits. Information can therefore be lost. One of the objectives of this study is to find out whether the information contained in such reduced dimensions may be sufficient for CNNs learned heavily from standard images. Thus training on such images can significantly reduce computer resources and processing time by using the transfer learning technique. This procedure is confronted with the study of a 3D network, remaining in 16-bit format. Due to the large dataset (50,812 slices), we used a three-way hold-out method to split data into three different subsets (i.e., training, validation, and test sets). The data was earlier balanced and divided such that 70% are used for training, 15% for validation, and 15% for testing. Note that this splitting was not performed randomly but was performed on the patient and not on the slice. This way, we could ensure that the training, validation and testing sets are not biased.

3.3 Data augmentation

In general, to get a good performance out of machine learning models, we need a good number of examples proportional to the number of parameters of the models; and the complexity of the tasks the models have to perform. Due to the scarcity of our study data, it is necessary to apply an image data augmentation technique to enlarge our dataset. Also, using this technique does not only unravel the limited data but also helps deep learning algorithms avoid the problem of overfitting. Although CNN can be invariant (i.e., images can be placed in different orientations, translation, viewpoint, size or illumination), medical datasets still contain samples in a limited set of conditions. In contrast, MRI in real-world situations may exist in a variety of conditions, such as different orientation, pose, scale, brightness, etc.

Before feeding training data to neural networks, we performed several transformations on the original MRI data. All the necessary transformations we applied in this work are as follows:

- rotations up to 40 degrees;
- longitudinal deformations up to a ratio of 0.2;
- axial deformations up to a ratio of 0.2;
- shear effects up to a ratio of 0.2;
- zoom up to a ratio of 0.2;
- horizontal and/or vertical flips.

3.4 Implementation of models

For each of the models, their synaptic weights were loaded according to their performance on imageNet for the study [51]. These 2D networks required tremendous computing power for training and colossal time to achieve their performance results for the ILSVRC competition. These different 2D neural networks have between 17 and 31 million trainable parameters (43 million for EfficientNet-B6). Training each parameter on a small MRI database and hoping to adjust synaptic weights for these millions of parameters is illusory.
The goal of transfer learning is to preserve these previously learned synaptic weights for these neural networks on millions of images from the imageNet challenge and, as a result, freeze the layers and make the parameters non-trainable. The main idea behind this approach is that the characteristics of a medical image, whether it comes from an MRI scan or other modalities, have the same characteristics as a “standard” image. Thus, the shapes, the differences in intensity between neighboring pixels, the shades of colors or gray, etc., which allow the classification of the ILSVRC challenge, are found within the MRI images.

Tajbakhsh et al. [60] reported that transfer learning showed great potential for specific tasks for databases with very few annotations. Only the bottlenecks, which represented the output of these models, were changed to be task-specific. Accordingly, we removed the last layer in each of the studied models and added a flatten layer to standardize the data into a single vector. This layer was subsequently connected to a small network of neurons, forming fully connected neurons. This removal possibly introduced the dropouts of 0.5, meaning that only 50% of neurons pass the learned information during the training phase. By doing this, we regularized the deep neural networks by not allowing the neurons to pass the information to the next layer. This method thus reduces the possibility of overfitting and improves generalization error. Finally, the output of these neural networks was linked to a final layer, made up of as many neurons as there were classes during the study. Here, two neurons were present. Each represented a classification output, which means, a section of the brain representing only healthy tissue, or a section of the brain with the presence of a glioma. It was only these last few layers trained on the annotated images of the MRI database. The total number of parameters that we could train are presented in Table 1, and Adam 10-5 was the optimizer.

The dropout layers allow the training to be stopped for a certain percentage of neurons, preventing the readjustment of their synaptic weights at each epoch. The main purpose of dropout layers is to avoid overfitting and enhance the generalization ability of the networks. Without these dropout layers, the InceptionV3, ResNet50, and DenseNet models were close to 100% accuracy on the training set but a completely random performance on validation or test sets, which is an apparent overfitting problem.

The fully connected layers regroup the extracted characteristics from convolutional blocks to propose a classification. All the neurons in those layers are interconnected and have their own weight. The use of such layer is delicate because the number of parameters increases exponentially with respect to the number of neurons present in the layers. Thus, the computation time increases accordingly. The general scheme of the implementation of the models is illustrated in Fig. 3.

**Table 1** Number of parameters for each model and specific features

| Model     | 2 outputs | total         | not trainable | trainable | specific features                  |
|-----------|-----------|---------------|---------------|-----------|------------------------------------|
| VGG19     | 21,630,210| 20,024,384    | 1,605,826     |           | Reduced convolutional filter       |
| InceptionV3| 26,521,570| 21,802,784    | 4,718,786     |           | Asymmetric components              |
| ResNet50  | 31,976,514| 23,587,712    | 8,388,802     |           | Skip Connections                   |
| DenseNet  | 17,861,378| 12,642,880    | 5,218,498     |           | Dense connectivity                 |
| EfficientNet-B6| 50,397,514| 40,960,136    | 9,437,378     |           | Uniformly scale dimensions         |
4 Results

In this section, we start by studying the existing correlation between MRI sequences and CNNs. Next, we conduct a comprehensive experiment to see which model or sequence is more pertinent to glioma prediction. We thus mix and train all investigated models and methods for a thorough analysis of the prediction performance of their combination. Afterward, we compare the 2D neural networks with the UNET3D network, widely used today in augmentation from medical imagery. Finally, we proceed with the extraction of deep features and analyze them to improve the interpretability of the data.

4.1 Performance and correlation phenomenon

Our study seeks to help the medical expert in the first step of the analysis, i.e., detecting tissue present a glioma by classification using a convolutional neural network (CNN). Our study aims to evaluate the effectiveness of different CNNs for different MRI sequences. Therefore before starting the study, it is necessary to verify the existing correlation between sequences and networks.

In this first set of experiments, we tested four convolutional neural networks, i.e. VGG19, InceptionV3, ResNet50 and DenseNet, on each MRI sequence. Their predictions were then exploited to serve as inputs to a Dense-2 layer, as shown in Fig. 4 (a). The synaptic weights of each branch were also analyzed. Figure 4 (b) depicts the weight analysis, for example, performed on T1 MRI sequence.

Once the best combination of sequences and neural networks had been found and recorded, we repeated the same analysis. Indeed, particular sequences could provide similar information, i.e., their performance could be hidden by another sequence performance when these two models were used together. Therefore, this step was repeated several times in order to more ensure that the weights of the perceptrons remained in the same order.

The analysis showed that the order of the perceptron weights did not change. This result implied that a sequence or a neural network systematically brought few but different information. The maximum accuracy was 0.8638 when all networks and all sequences were combined.

Then, the best couple of weighted network sequences (as highlighted in bold in Table 2) were removed one by one until only eleven couples of weighted network sequences were left after removing ResNet50-T2. As we can see in Table 2, the accuracy gradually decreases one after the other.
We then compared the performance of all selected CNNs for a fixed sequence. Thus, we were able to determine the most significant weights for all sequences. This experiment is very useful to determine the CNN mostly suited for our study. An example of the T1 sequence is shown in Fig. 4 (b).

As we can see in Table 3, the T2 FLAIR is the best sequence (highlighted in bold), which has better accuracy than the T2 sequence, followed by T1ce and T1 sequences. We conjecture that the importance of a network is determined by the absolute difference between Healthy and Gliomas weights for one CNN. The most important weights are of DenseNet and Resnet50 models for the T2 FLAIR and T2 sequences. VGG19 is the model with the lowest weights and would therefore be the least informative model for this kind of study when combined with others.

Next, we attempted to determine which an MRI sequence, or a combination of several sequences, was more effective than others for the first stage of diagnosis, i.e. the detection of a glioma. By doing so, we trained each of the four studied models on each possible combination of sequences. The results were then sorted by the model, which obtained the best accuracy.

![Diagram](image)

**Fig. 4** Global weights analysis (a) and weights analysis by MRI sequences (b)

| Model and sequence deleted | Accuracy |
|----------------------------|----------|
| all sequences and models   | **0.8638** |
| without ResNet50-T2FLAIR   | 0.8560   |
| without DenseNet-T2FLAIR    | 0.8464   |
| without InceptionV3-T2FLAIR | 0.8358   |
| without VGG19-T2           | 0.8335   |
| without ResNet50-T2        | 0.8253   |

*Table 2* Accuracy after the sequential deletion of model and sequence from the best couple
The highest accuracy is obtained with ResNet50 (85%), closely followed by DenseNet and InceptionV3 models (84%). Note that VGG19 model obtains significantly lower accuracy scores than the first three (around 79%). In addition, we can notice that a significant drop, around 2 to 3%, in terms of accuracy occurs when the T2 FLAIR sequence is removed from the sequences. From these results, we can determine that the best model is ResNet50 for our particular application and that the T2-FLAIR sequence is of absolute importance for this specific medical task.

4.2 Mixing all

This section describes the results of our comprehensive analysis for the performances on the combinations between MRI sequences and neural network models on Brats 2018 dataset. This analysis would help determine the predominant couple of the sequence and model for classifying the presence of glioma in a patient brain.

All possible combinations were tested and examined, and their predictions were then used as inputs to a Dense-2 layer. In other words, there were a total of 16 different possible inputs, derived from four different models and four different sequences, for investigation.

We subsequently tested the best combination of 2, 3, and 4 out of the 16 (i.e., 120, 560, and 1820 different combinations, respectively.) According to their performance, these combinations were sorted in descending order, ranging from 0.86 to 0.76. Figure 5 demonstrates the results of the combinations of the four neural networks (i.e., Resnet50, DenseNet, InceptionV3, and, VGG19), grouped by the bin of 10, 20, and 35 combinations for visual purpose respectively for Sub-Figures (a), (b), and (c).

A similar test was carried out for the four CNN models. Observed results were similar to the previously obtained results in Section 4.1.

We noticed, in each case, there was a clear predominance of the T2 FLAIR sequence (in orange), i.e., the greatest frequency to be found in the combinations obtaining the highest accuracy. When this T2 FLAIR sequence was not considered any more, the T2 sequence (green) compensated for the loss of information that the T2 FLAIR sequence provided. Finally, when the T2 FLAIR and T2 were no longer active, T1ce took over, then finally T1. As a result, we can determined a clear ranking of the importance of the different sequences for this study.

A similar experiment was also performed on the BraTS 2020 database to confirm our findings. Additionally for part of the study, the neural networks EfficientNet-B6 was implemented. Figure 6 presents perfectly similar results with the previous database, here we tested...
Fig. 5 Frequency usage of each sequence according to accuracy of the combination (a) 2 sequences out of 16, (b) 3 out of 16 and (c) 4 out of 16. All combination were sort decreasingly by accuracy. In y axis, the number of occurrence of these modalities found and in x axis the number of the combination for the four different CNNs: Resnet50, DenseNet, InceptionV3, and VGG19 and the four different sequences : T1, T2, T2FLAIR, and T1ce
Fig. 6 Frequency usage of each sequence according to accuracy of the combination 3 out of 20. All combinations were sort decreasingly by accuracy. In y axis, the number of occurrence of these modalities found and in x axis the number of the combination for the five different CNNs: Resnet50, DenseNet, InceptionV3, EfficientNet-B6, and VGG19 and the four different sequences: T1, T2, T2FLAIR, and T1ce for the database BraTS 2020

the best combination 3 out of 20 (i.e. 1140 different combinations). This figure demonstrates the results of the combinations of the five neural networks (i.e., Resnet50, DenseNet, InceptionV3, EfficientNet-B6 and VGG19), grouped by the bin of 20 combinations for visual purpose. For this analysis, like the previous networks, EfficientNet does not make a significant change in the order of performance. Here again, the type of sequences remains decisive in the accuracy. For this glioma detection study, there was a preference in decreasing order for the T2 FLAIR, T2, T1ce, and finally T1 sequence. Note that, in general, the obtained accuracy for this database was higher by one or two percent for this database. This increment is because, in the BraTS 2020 database, experts provided a cleaner dataset. Even if both datasets have differences (30% of different patients), they share common MRI resulting in similar conclusions in all our experiments.

4.3 RGB re-composition from MRI sequences

As we demonstrated previously, some MRI sequences seemed more effective than others for determining the presence of a brain tumor via the use of transfer learning from 2D pre-trained convolutional neural networks. Among these sequences, we found in preferential order, i.e., T2-FLAIR, T2, T1ce, and finally T1 sequence. Therefore, we accordingly tried to combine these

---

2Some brains of patients who underwent postoperative operations were removed. This removal might help the training in general.
sequences in a re-composition of an RGB image to use these trichromatic images as a learning set. Figure 7 depicts the combination of sequences within the same image. T2 arbitrarily takes the red channel, T2-FLAIR takes the green channel, and T1ce takes the blue channel.

Figure 8 illustrates the evolution of the accuracy and the loss function for the best two selected CNN models, i.e., ResNet50 and DenseNet.

The accuracies for the DenseNet, InceptionV3, ResNet50 and VGG19 networks were respectively at 0.855, 0.865, 0.835, 0.820 for the validation data. The fact that the training data had lower values than those of validation during the first iterations was explained by the data augmentation. Indeed, as stated previously, only the training data was augmented. By doing this, we prevented the models from over-fitting, and thus allowed the models to focus on the characteristics for a better classification. This over-fitting was also observed on the loss data. Delaying this phenomenon or improving the whole learning process could be envisaged with the use of more data for training.

The loss data was 0.31, 0.43, 0.40 and 0.44 respectively for the DenseNet, InceptionV3, ResNet50 and VGG19 models. These different data showed better performance for the DenseNet and ResNet50 models. The latter were also those with the least loss, which confirmed the previous observation.

4.4 Comparison with UNET3D and literature survey

As previously specified in the state-of-art section (Section 2), UNET-3D model [49] has become prevalent and popular when the goal is to achieve a specific task in 3D medical imaging. This kind of model is a network that specializes in medical task segmentation; hence, we can easily adjust it for a detection and classification task. In this section, we, therefore, compare the UNET-3D with all of the 2D CNNs selected for this study.

To perform the comparison, we cut each brain in the database into cubes of 32x32x32 voxels. Any cubes containing more than 20% of black voxels were excluded to improve the quality of the training set due to their lack of information. Whereas any cubes had more than 15% of voxels belonging to the glioma, we then labeled them as diseased brains. In contrast, if they had less than 1% of voxels presenting a glioma, the cubes were considered healthy.

The UNET-3D model was trained using all possible combinations of sequences. The model was then truncated to keep only the convolution part, added to a dense (fully connected) network of 64 perceptrons, followed by a dense layer for our detection task. The pre-learned parameters of the basic model were frozen, and the fully connected layers were trained with the previously described datasets.
As we can see in Fig. 9, whatever the sequence is, the UNET-3D model is more efficient and has better accuracy than 2D networks, with the maximum accuracy of 0.84 for the combination of the three sequences, i.e., T1, T2, and T2-FLAIR. Note that there are performance changes for the same combination of sequences, of which the network can be trapped in local minima. On average, the performance for each combination is relatively
During the prediction of this model, the cubes with gliomas between 1% and 14% were added to the experiment, unlike training. If these latter cubes had not been added, the performance would have increased to 93% for the best combination. Likewise, if the 2D slices tangential to the glioma had been removed during the training and the prediction, the accuracy of the 2D neural networks would have gone up equivalently. From the results obtained, we can hypothesize that the depth reduction of the image from 16 bits to 8 bits does not influence, or not significantly enough, the performance of the networks used. It should be noted that this concerns overtraining networks coming from ImageNet challenge, on millions of images.

We produced confusion matrices for the predictions on the test set. Detecting the presence of glioma is of initial importance. Indeed, for a glioma computer-aided diagnosis, it is better to have false positives (330) than false negatives (38). As shown in Fig. 10, we observe, for example, only 38 poorly predicted cubes for the values presenting a glioma for the trained model having the highest accuracy for the combination of sequences. As each patient’s brain was cut between 100 and 150 cubes, the results with only 38 cubes misclassified (on different patients) would not change the diagnostic of the patients; no glioma would be left undetected. Note that those miss-classified cubes were mainly located on the edge of the glioma, with a tiny percentage of voxels being part of the glioma.

![Confusion matrix for UNET3D for the combination of T2 FLAIR, T1 and T2 sequences. HGG is the label for the presence of a glioma, NG is for healthy brain](image-url)

**Fig. 10** Confusion matrix for UNET3D for the combination of T2 FLAIR, T1 and T2 sequences. HGG is the label for the presence of a glioma, NG is for healthy brain.
To complete our study, we conducted a performance comparison extracted from recent literature approaches detailed in Section 2. Still, we remind the reader that our study objectives are to show our framework highlights the efficiency of pre-trained CNN models and understand the importance of MRI sequences for a specific disease.

Table 4 reports the accuracy performance of recent literature dedicated approaches on MRI sequences with respect to the classification type: “glioma vs healthy” (top of the table) and “glioma grade” and the dataset used. As expected, recent and glioma dedicated models show better performance than our framework, which performance is fairly close. However, most approaches shown in Table 4 have their own classification goal and selection of data from the Brats dataset or their own dataset. For example, Kalaiselvi et al. [29] used the Brats2013 dataset only as training set while using the WBA dataset in both training and test sets. It is therefore hard to compare accurately all performances across different experimental settings.

4.5 Study of the workflow on an additional database: ADNI

In this part, we reused the workflow with the 2D convolutional neural networks (i.e., Resnet50, Densenet, inceptionV3, VGG19, EfficientNet-B6) previously used with another database, ADNI. ADNI has many patients with or without Alzheimer's disease. This database has the particularity of offering many different MRI sequences. For this analysis, we selected 20 patients, consisting of ten healthy and ten severely affected by Alzheimer's disease. Three different MRI sequences (i.e., MPRAGE-TSE, Double-TSE, and T2-Proton Density) common to the subjects were selected for each patient. Due to the small quantity of the selected subset, the leave-one-out method was chosen for the distribution of the dataset between train and test sets. For each patient, the same pre-processing steps were applied. Distal cerebral slices were excluded due to their lack of data. Only sections showing an encephalic part were preserved. Whatever the MRI model-sequence combination was, the performance was always above 0.9 on average. The only exception was for InceptionV3 with the MPRAGE modality, which could not validate its training for the chosen parameters.

The analysis here shows that the choice of modality depends entirely on the selected network. Indeed, For the 100 best combinations as shown in Fig. 11, the MRI sequences are Double-TSE and Proton-Density-T2 in an equivalent manner, in combination with the DenseNet and EfficientB6 models. Following this, the best combination is with MPRAGE,

| Works                  | Model          | Classification       | dataset          | Acc.   |
|------------------------|----------------|----------------------|------------------|--------|
| Ours                   | DenseNet       | healthy vs glioma    | BraTS            | 85.5%  |
| Ours                   | ResNet50       | healthy vs glioma    | BraTS            | 86.5%  |
| Ours                   | InceptionV3    | healthy vs glioma    | BraTS            | 83.5%  |
| Ours                   | VGG-19         | healthy vs glioma    | BraTS            | 82.0%  |
| Kalaiselvi et al. [28] | Wavelet Method | healthy vs glioma    | WBA dataset      | 89.6%  |
| Kalaiselvi et al. [29] | CNN            | healthy vs glioma    | BraTS + WBA dataset | 88.9% |
| Chen et al. [11]       | HOG + SVM      | healthy vs glioma    | BraTS            | 76.8%  |
| Citak-Er et al. [16]   | spectro + SVM  | glioma grading       | own dataset      | 93%    |
| Ge et al. [22]         | Multistream CNN| glioma grading       | BraTS            | 90.87% |
| Shahzadi et al. [54]   | VGG-16 + LSTM  | glioma grading       | BraTS            | 84%    |
Fig. 11 Frequency usage of each sequence according to accuracy of the combination (a) 3 sequences out of 20, (b) Frequency usage of each neural network according to accuracy of the combination (a) 3 sequences out of 20. In y axis, the number of occurrence of these modalities found and in x axis the number of the combination
combined with the ResNet neural networks. The hypothesis that we can advance here is that each model is more suitable for training according to the sequences, and that by this fact, each model better analyzes certain features specific to the different sequences.

We can thus think that for the best analysis, with the best accuracy, it is mandatory to choose the combination of models and MRI sequences according to the pathology.

4.6 Deep feature extraction and interpretation analysis

In this section, we propose to analyze the deep features extracted on the end of each CNN used in this study for each MRI sequence. Trying to understand and interpret CNN has become an active research field. Researchers have attempted to open the black box to understand how or why the prediction has been decided. Among the numerous articles of this explainable artificial intelligence field, Lapuschkin et al. [37] and Samek et al. [52] try to demystify the CNN.

Inspired by their work, we decided to put our efforts on Layer-Wise Relevance Propagation (LRP) [44], Deep Taylor decomposition [30], and the Guided Backpropagation [56] methods to highlight the interesting features obtained by each sequence and network. The general aim is to deduce biological rules within different descriptors.

We first had a look at the visual difference between feature maps of the three selected methods for MRI axial slices, as predicted by the four CNN models. Figure 12 depicts examples of the visual map results on different patient slices. Images in the first row are from the Epsilon-LRP method tested on trichromatic images (T2-FLAIR, T2, and T1ce sequences for red, green, and blue, respectively). In the second row, the Deep Taylor method was applied to the T2-FLAIR sequence. The last row shows the examples of the Guided Backpropagation method tested on the T1 sequence.

In the following, we give general observations for the three visualization methodologies. For the Epsilon-LRP method (as we can observe in the first row of Fig. 12), the parenchyma and the cerebral periphery are mainly highlighted, similar to a homogeneous noise. On the contrary, we find the main structures, such as the ventricles, in heterogeneous whiter spaces. The edges of the contours of the main structures seem more marked for DenseNet and ResNet50 CNN. In the second row of Fig. 12, we observe the results of the Deep Taylor method. In this specific example, each neural network could detect the outer bounds of the lesion materialized by the T2 FLAIR edema. We note that for this image, all networks would perform well. However, some of them (VGG19, InceptionV3) better detected the borders of cerebral ventricles. We could explain this outcome by a well-known periventricular artifact in the T2 FLAIR sequence. This artifact could mimic the edema part of the tumor and lose the network in this classification task.

With the T2 FLAIR sequence, we could easily visualize the presence of a rupture within the image symbolizing the limits of tissues, such as cerebral convolutions, for all CNN models. We could also visualize cerebral furrows, ventricles, and, in the event of the presence of a tumor, the edematic part.

Particularly note that the ResNet50 model could detect the presence of specific texture for the internal part of the glioma edema. In contrast, the other models could only detect a scission between the two tissues. This finding could help provide a better classification.

In the last row of Fig. 12, the visualization of deep feature maps for the Guided Backpropagation method is presented. Note that for the Fig. 12j, the output image (from Inception) was almost imperceptible. An adjustment of the brightness and the contrast was applied to visualize the feature map better. We noticed that this last method focused on large struc-
tures, forming a clear break in the original image. Thus, the cerebral periphery, the scission between the cerebral hemispheres, was visible. All the different studied neural networks seemed to have similar behaviors for this method with T1 sequences.

We could find a lot of similarities between the different couples of methods and CNN models. Although they all reacted similarly (i.e., they extract mostly the same information), some of them had specificities. They also brought a particular analysis for some details. For instance, the ResNet50 on the Deep Taylor method specialized in extracting the texture of the edema part. The DenseNet and ResNet50 on the Epsilon-LRP method could highlight the edges of the structures relatively more. This analysis confirmed each CNN model brought its own additional information from the different MRI sequences.

For the second part of visualization analysis, we studied the feature maps extracted for one neural network but different MRI sequences. We thus selected the ResNet50 model that performed best in our prior study (Section 4.1). Feature maps are presented in Fig. 13.

---

**Fig. 12** Deep feature maps of Epsilon-LRP on a trichromatic (T2-FLAIR, T2, T1ce) image (row 1), Deep Taylor on T2-FLAIR sequence (row 2), Guided Backpropagation on T1 sequence (row 3), using DenseNet (column 1), InceptionV3 (column 2), Resnet50 (column 3) and VGG19 (column 4)
The input images are the re-composed trichromatic images (RGB visualization) in the four different sequences, i.e., RGB, T1, T2, T1ce, and T2 FLAIR (in row order). Each column visualizes the input images and the feature map results of the Epsilon-LRP, Deep Taylor, and Guided Backpropagation methods (from left to right).
In the following, we give general observations for the three visualization methodologies. For the Epsilon-LRP method, we found similar observations to the previous figure. In addition, in the second column of Fig. 13, in the glioma region, the tumor core of the high-grade glioma was mainly observed in heterogeneous white regions.

The Deep Taylor method seemed to give the most accurate visualization. A clear homogeneous texture represented the parenchyma. Structures, such as cerebral convolutions and furrows, ventricles, and the different parts of the glioma, were eminently highlighted.

The last method, Guided Backpropagation, also gave similar results as presented in Fig. 12. This method could identify large structures, which generally are the cerebral periphery, scission between the cerebral hemispheres and ventricles, and all the different tissues of the tumor.

We could also confirm the previous conclusions: the asymmetry in the feature map given by the three methods may be used to identify healthy to non-healthy brains. The most relevant images seemed to be the trichromatic image as they gathered multiple parts of information from three MRI sequences. The resultant feature maps gave the best visual information on the brain.

Finally, we compared the feature maps of the different MRI sequences. Importantly note that to find the necrotic core, the T1ce is the most interesting sequence. The leak of contrast liquid (gadolinium) brought a hyper-signal around the necrotic core where the tumor produced a neo-vascularization. Thus, when there was a limit of the necrotic core, the tumor cells had a very strong activity. However, glioma without a necrotic core would be difficult to detect. The T2 and T2 FLAIR sequences seemed to be more involved in detecting the edema area, which corresponded to the entire volume of the glioma. The T1 sequence was likely to be more involved in detecting of the whole tumor part without actually identifying the necrotic core. Each sequence, therefore, had its importance in the detection of the different histological parts of the glioma.

5 Discussion

In this section, we summarize the findings of our study about our main application, the glioma detection. The first essential information is that within the same MRI, CNN models extract different types of information according to the nature of the sequence. This observation can indeed be extended for any imagery analysis based on MRI when applying deep learning. There is a part of information uniquely provided by each sequence but unable to be replaced by any other. Therefore, to answer the question: “Can we absolve ourselves from using one type of sequence without losing essential information?”; the answer is “No, we cannot use only one type of sequence.” Removing information would save valuable time, but removing it could significantly impact the performance of the computer-aided diagnosis. However, not all of them are effective for any dedicated application. Selecting particular modalities or sequences requires an elaborated experiment like what we did in this study.

Following our work on the four well-known CNNs with a transfer learning strategy, we are able to observe a slight preference for three of them (i.e., ResNet50, DenseNet, InceptionV3), reacting similarly. The last one, VGG19, seems to be significantly less efficient for this specific task.

A key piece of information for the study of glioma detection against healthy tissue is the importance of the T2 FLAIR sequence. For each of the three preferred neural networks,
all the combinations providing the best performance are those including the T2 FLAIR sequence.

There seems no essential information lost when we exclude the T1 sequence from trichromatic images for gliomas identification. The trichromatic images that consist of just the T1ce, T2, and T2 FLAIR sequences provide the best performance in our study. The discussions with medical experts also confirm their preference for these three MRI sequences as neurosurgeons also use them to analyze gliomas.

The visual analysis of deep features could show a histological interest of the models according to the sequences. For example, the T1ce sequence has lower performances than other sequences as it is dedicated to the lesion contrast enhancement, only identifying high-grade glioma. In comparison, the T2 FLAIR finds edema in all gliomas (low and high grades). To sum up, each sequence type allows visualizing specific histological characteristics similar to what medical experts focus on for brain diagnoses.

6 Conclusion

This article introduced a global framework for particular medical applications. We proposed an exhaustive performance study of five well-known 2D CNN and a 3D CNN, specifically used for medical images. All these models were pre-trained and utilized together with transfer learning on multimodal sequences from MRI. We were able to show the importance of mixing sequences to improve the overall performance. Depending on the medical task, some sequences are mandatory, but others are not. Nevertheless, many sequences carry their unique parts of information that should not be neglectable without a comprehensive study. Even if our study is mainly applied on the detection of glioma, we show the adaptiveness of our framework to another medical task, detecting Alzheimer Disease, with different types of sequences. We also showed the importance of selecting a well-adapted convolutional neural network model depending on the application. Finally, we proposed a visual analysis and interpretation of the multimodal features obtained from the different CNN. Therefore, medical specialists could have a better understanding of results obtained by deep learning models. Our future work will focus on the improvement of the interactivity between the visualization tool and the medical experts to enhance the learning process of our framework.
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