Magnetic Field Dependent Microwave Losses in Superconducting Niobium Microstrip Resonators
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We describe an experimental protocol to characterize magnetic field dependent microwave losses in superconducting niobium microstrip resonators. Our approach provides a unified view that covers two well-known magnetic field dependent loss mechanisms: quasiparticle generation and vortex motion. We find that quasiparticle generation is the dominant loss mechanism for parallel magnetic fields. For perpendicular fields, the dominant loss mechanism is vortex motion or switches from quasiparticle generation to vortex motion, depending on cooling procedures. In particular, we introduce a plot of the quality factor versus the resonance frequency as a general method for identifying the dominant loss mechanism. We calculate the expected resonance frequency and the quality factor as a function of the magnetic field by modeling the complex resistivity. Key parameters characterizing microwave loss are estimated from comparisons of the observed and expected resonator properties. Based on these key parameters, we find a niobium resonator whose thickness is similar to its penetration depth is the best choice for X-band electron spin resonance applications. Finally, we detect partial release of the Meissner current at the vortex penetration field, suggesting that the interaction between vortices and the Meissner current near the edges is essential to understand the magnetic field dependence of the resonator properties.

I. INTRODUCTION

Superconducting resonators have been studied for half a century and their importance has grown especially rapidly in the past decade, driven by increased interest in quantum information and quantum devices.1–14 Recently, there is a renewed interest in using superconducting resonators for magnetic resonance and therefore to use them in magnetic fields.13–35 Our interest is to develop a resonator for X-band electron spin resonance (ESR) of thin films. We desire to have a small mode volume and a homogeneous microwave magnetic field over the sample, and so we employ a microstrip geometry.36 Such resonators have the potential to significantly increase the signal-to-noise ratio, if the resonator maintains a high quality factor in a modest DC magnetic field.

Maintaining a high quality factor is not straightforward in a magnetic field because of magnetic field dependent microwave losses.36–49 The focus of this paper is to develop experimental methods to understand and characterize the magnetic field dependent loss mechanisms, quasiparticle generation and current-induced motion of vortices.

The quasiparticle loss induced by a magnetic field is determined by both the film quality (clean/dirty) and its thickness. Regarding the film quality, dirtier films have a higher Ginzburg–Landau (GL) parameter;50 therefore, they survive in higher field. However, dirtier films have more scattering sites that makes them lossier. As for the film thickness, thinner films are less sensitive to a magnetic field parallel to the film because the Meissner current does not repel all of the penetrating magnetic field.50 Another advantage of thin films is that, if the thickness of a thin film is comparable to or thinner than its GL coherence length, vortices are not easily created by a magnetic field parallel to the film. However, when the film is too thin its quality degrades because the surface oxide layer and lattice mismatch between the substrate and the film become more important.51,52

There are two approaches to avoiding loss from
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current-induced vortex motion: one is to suppress the vortex motion of existing vortices and the other is to shift vortex penetration to a higher field. Most studies on vortices in planar resonators have focused on reducing vortex motion, by introducing artificial pinning sites such as slots [54] or antidots [55–57]. The other approach is enhancing a surface barrier which delays vortex penetration until the external field reaches a value above the lower critical field of the resonator. At this field, called the vortex penetration field, the surface barrier is fully suppressed [58–60]. In this work, we focus on the role of the Bean–Livingston surface barrier at the edges of microstrips [60], rather than on artificial pinning sites.

Our approach to understanding the loss is outlined in Fig. 1. We systematically characterized a set of superconducting niobium microstrip resonators with different film quality, film thickness, and strip width by measuring their resonance frequencies $f$ and quality factors $Q$ as a function of magnetic fields both parallel to the microwave current $H_{||}$ and perpendicular to the film $H_{\perp}$.

We theoretically calculate $f$ and $Q$ for each resonator as a function of magnetic field using standard models for the complex resistivity of superconductors: the two-fluid model incorporated with the time-dependent GL equations (when quasiparticle generation is the dominant loss mechanism) or the Coffey–Clem model (when vortex motion is dominant). By varying the parameters, which are used to model the complex resistivity (the parameters in parentheses in the leftmost boxes of Fig. 1), we match the theoretical $f$ and $Q$ to determine the loss parameters.

To calculate $f$ and $Q$, the quasiparticle/vortex distribution, microwave current density distribution, and stored electromagnetic energy need to be calculated. The quasiparticle distribution is given by the time-dependent GL equations used for the complex resistivity; the vortex distribution is assumed to be uniform or to follow the critical state models, depending on cooling procedures. The microwave current density distribution and the electromagnetic energy are calculated using Maxwell’s equations and the London equations.

An essential step is to identify the dominant loss mechanism, either quasiparticle generation or vortex motion, for each experimental condition. Once the dominant loss mechanism is known, we can use the appropriate model to compute the complex resistivity. In this work, we introduce a plot of $Q$ vs. $f^{-2}$, which represents the characteristic relation between the real and imaginary parts of the complex resistivity, as a general method for identifying the dominant loss mechanism (Sec. IV C).

One outcome of the approach described in this paper is that we observe an anomaly in the magnetic field dependence of the resonance frequency and interpret it as partial release of the Meissner current along the strip edges at the vortex penetration field, a phenomenon which has not been reported for superconducting resonators (Sec. IV B).

Finally, our approach allows us to propose design criteria for high quality factor planar resonators that are suitable for ESR applications (Sec. V).

This paper is organized as follows. Section II introduces the theories used for the calculations. Section III describes the details of the resonators and the experimental conditions. Section IV presents results and analysis. Section V concludes the paper. Some technical details have been deferred to Supplementary Materials.

II. THEORY

A. Resonance Frequency and Quality Factor

Consider a microstrip line oriented along the $z$ axis with its width along the $x$ axis and thickness along the $y$ axis. The dissipated power per unit length $P_{\text{diss}}$ as a function of external magnetic field $H$ is

$$P_{\text{diss}}(H) = \frac{1}{2} \int \rho_1(x, y, H)|J_{\text{mw}}(x, y, \lambda(H))|^2 dx dy$$

where “sc” stands for “inside superconducting media”, $\rho$ is the complex resistivity $\rho_1 + i\rho_2$, $J_{\text{mw}}$ is the microwave current density, and $\lambda$ is the magnetic field penetration depth.

There are many other sources of power loss, such as coupling to external circuits or two-level systems [116–119]. We assume that these losses do not have a magnetic field dependence.

The stored electromagnetic energy per unit length $U_{\text{em}}$ can be divided into two parts, the energy stored as an electromagnetic field $U_{\text{field}}$ and the additional energy contribution $U_{\text{add}}$:

$$U_{\text{em}}(H) = U_{\text{field}}(H) + U_{\text{add}}(H)$$

$$= \frac{1}{2} \int \mu_0|H_{\text{mw}}(x, y, \lambda(H))|^2 dx dy$$

$$+ \frac{1}{2} \int \frac{\rho_2(x, y, H)}{\omega}|J_{\text{mw}}(x, y, \lambda(H))|^2 dx dy$$

(2)

where $\mu_0$ is the vacuum permeability, $H_{\text{mw}}$ is the microwave magnetic field strength, and $\omega/2\pi$ is the frequency of an applied electromagnetic field.

The quality factor provides a convenient measure of the loss as $Q^{-1}$:

$$\frac{1}{Q(H)} = \frac{P_{\text{diss}}(H)}{\omega U_{\text{em}}(H)} \approx \frac{P_{\text{diss}}(H)}{\omega U_{\text{field}}(H)}.$$  \hspace{1cm} (3)

We make an approximation for the last term as $U_{\text{field}} \gg U_{\text{add}}$. Therefore, the magnetic field dependence of $\rho_1$ can be studied via measuring $Q$ as a function of $H$.

In a microstrip resonator, the resonance frequency indicates the phase velocity of the microwave signal, which is proportional to $\sqrt{L}$, where $L$ is the effective inductance per unit length. The quantity $L$ is defined by $U_{\text{em}} = L|I|^2/2$, where $I$ is the total current. Like $U_{\text{em}}$, $L$...
FIG. 1. Flow chart of our approach to characterize microwave losses induced by DC magnetic fields. Loss parameters, the parameters for modeling the complex resistivity, are in parentheses in the leftmost boxes. These are the zero-field penetration depth of the strip $\lambda_0$, the GL parameter $\kappa$, the thermodynamic critical field $H_c$, the residual resistivity $\rho_n$, the exponent for the fraction of normal electrons in context of the two-fluid picture $\beta$ (see Sec. II B 1), the restoring force constant of a pinning potential $k_p$, and the viscous drag coefficient associated with vortex motion $\eta$ (see Sec. II B 2). ZFC and HP refer to zero-field cooling and heat-pulsing, respectively (see Sec. III).

has two terms:

$$L(H) = L_{\text{field}}(H) + L_{\text{add}}(H),$$

where $L_{\text{field}}$ is the magnetic inductance from $U_{\text{field}}$, and $L_{\text{add}}$ is an additional inductance from $U_{\text{add}}$. Hence,

$$L_{\text{field}}(H) = \frac{1}{|H|^2} \int_{\text{all}} \mu_0 |H_{\text{mw}}(x, y, \lambda(H))|^2 dxdy,$$

$$L_{\text{add}}(H) = \frac{1}{|H|^2} \int_{\text{sc}} \frac{\rho_2(H)}{\omega} |J_{\text{mw}}(x, y, \lambda(H))|^2 dxdy.$$

Given the assumption that the capacitance of a microstrip resonator is independent of magnetic field, the magnetic dependent part of $L$ can be measured by the following equation:

$$f^{-2}(H) - f_0^{-2} = \frac{L(H) - L_0}{L_0},$$

where $f_0$ is the resonance frequency at zero-field, and $L_0$ is the effective inductance at zero-field. Hence, the magnetic field dependence of $\rho_2$ can be extracted from $f^{-2}(H)$.

The discussions so far suggest that we need $\rho$, $J_{\text{mw}}$, and $U_{\text{field}}$ to calculate $f^{-2}/f_0^{-2}$ and $Q^{-1}$ as a function of $H$. Among these, we can simulate $J_{\text{mw}}$ and $U_{\text{field}}$ by solving Maxwell’s equations and the London equations (see Sec. S2). In the next subsection, we introduce several models for $\rho$.

B. Magnetic Field Dependent Loss Mechanisms

1. Quasiparticle Generation

When $\omega$ is low enough that $\omega \tau_{\text{qp}} \ll 1$, where $\tau_{\text{qp}}$ is the quasiparticle scattering time, the two-fluid model provides a convenient description of the complex conductivity due to the quasiparticle generation $\sigma_{tf,1} - i\sigma_{tf,2} [69]$

$$\sigma_{tf,1} = \frac{n_n}{n_{\text{tot}}} \sigma_n,$$

$$\sigma_{tf,2} = \frac{n_n e^2}{m_n \omega} = \frac{1}{\omega \mu_0 \lambda^2},$$

where $n_n$ is the local number density of normal electrons (quasiparticle), $n_n$ is the local number density of superconducting electrons (Cooper pair), $n_{\text{tot}}$ is the total number density of conduction electrons, $\sigma_n$ is the inverse of $\rho_n$, $e$ is the charge of a superconducting electron, $m_n$ is the mass of a superconducting electron, and $\lambda$ is the pene-
where \( \rho \) is the complex resistivity of the superconductor. A useful property of Eq. (11) is that the total complex resistivity \( \rho_{\text{CC,1}} + i\rho_{\text{CC,2}} \) is given by \( \rho_{\text{CC,1}} \), where \( \rho_{\text{CC,1}} \) is the complex resistivity due to vortex motion. A useful property of Eq. (11) is that the total complex resistivity is the sum of \( \rho_{\text{1}} \) and \( \rho_{\text{2}} \). Here, \( \rho_{\text{1}} \) and \( \rho_{\text{2}} \) are given by \( \rho_{\text{1}} = \frac{\omega}{\omega_{\text{eff}}} \frac{\omega_{\text{eff}}}{(1 - \epsilon)^2} \) and \( \rho_{\text{2}} = \frac{\omega_{\text{eff}}}{(1 - \epsilon)^2} \), respectively, where \( \omega_{\text{eff}} \) is the characteristic frequency for vortex oscillations, which is linked to the depinning frequency \( \omega_p \) and \( \epsilon \) is the creep parameter. \( \rho_{\text{1}} \) is the flux-flow resistivity, the effective resistivity in the high frequency limit \( (\omega \gg \omega_p) \) where vortices flow freely,

\[
\rho_{\text{1}}(x, y, H_z) = \frac{\Phi_0}{\eta} B_{\perp}(x, y, H_z),
\]

where \( \Phi_0 \) is the magnetic flux quantum, \( B_{\perp} \) is the magnetic field perpendicular to the film inside the superconductor carried by vortices, and \( \eta \) is the viscous drag coefficient per unit vortex length associated with vortex motion. Here, the spatial distribution of vortices is given by \( B_{\perp}(x, y, H_z) \).

In the temperature range we are interested in, \( T \lesssim 100 \) mK, \( \epsilon \to 0 \) and \( \omega_{\text{eff}} \to \omega_p \) (see Sec. S4 for justification); \( \omega_p \) and \( \eta \) completely describe the complex resistivity from vortex motion. As \( \omega_p \) is given by \( \mu_0 \alpha \), where \( \mu_0 \) is the restoring force constant of a pinning potential per unit vortex length, the loss parameters associated with vortex motion are \( \eta \) and \( \mu_0 \).

A number of studies on the time-dependent GL equations showed that there are two different mechanisms for \( \eta \): Tinkham mechanism and Bardeen–Stephen mechanism. If the material is an extreme type-II and the magnetic field is well below \( H_c2 \) \( (B_{\perp} \ll \mu_0 H_{c2}^\perp) \), both mechanisms have the form

\[
\eta \approx \frac{\mu_0 H_{c2}^\perp \Phi_0}{\omega_{\text{eff}} \rho_{\text{1}}},
\]

where \( \omega_{\text{eff}} \) is a constant of order unity. By comparing Eqs. (13) and (14), we find

\[
\eta \approx \frac{\mu_0 H_{c2}^\perp \Phi_0}{\omega_{\text{eff}} \rho_{\text{1}}},
\]

A crucial property is that, according to Eq. (12), the dependence of \( \rho_{\text{1}} \) and \( \rho_{\text{2}} \) on \( B_{\perp} \) is the same. Hence if the field dependence of \( \rho_{\text{1}} \) and \( \rho_{\text{2}} \) is qualitatively different, it implies that quasiparticles, \( \rho_{\text{1}} \) and \( \rho_{\text{2}} \), are the major contributors to \( \rho_{\text{2}} \). Note that also the loss contribution induced by excitations in a vortex core is a quasiparticle contribution.

To fully understand the microwave loss, we need to know the vortex distribution. The vortex distribution is determined by the cooling history and the pinning strength. For a sample cooled in a magnetic field (field cooling), vortices are homogeneously distributed regardless of the pinning strength, i.e., \( B_{\perp} \) in Eq. (13) becomes a constant. As a result, \( \eta \) and \( \mu_0 \) can be obtained in a straightforward way.

For a sample cooled without a magnetic field (zero-field cooling), followed by turning on a magnetic field, we consider two extreme cases. If the critical current density associated with vortex pinning is much lower than the depairing current density (weak pinning limit), a high surface barrier exists and vortices accumulate near the center of the superconductor, called a vortex dome, due to the strong repulsive interaction between the Meissner current along edges and vortices. If the critical current density is comparable to the depairing current density (strong pinning limit), then vortices accumulate near the edges of the sample (Bean-type model). In this limit, the surface barrier is strongly suppressed by the pinning potentials. For our resonators, the Bean–Livingston barrier is the dominant
surface barrier. The geometrical barrier is unimportant because the film thickness \( d \) is small enough to satisfy \( d \ll \lambda \ll W \), where \( W \) is the width of the strips (see Tables II and III).

### III. METHODS

Three double-side-polished 430 \( \mu \)m thick 2" diameter c-plane sapphire wafers were prepared and niobium films were grown by DC magnetron sputtering on both sides of the wafers. Then the resonators were fabricated by optical lithography and dry etching. (Details on the film growth and characterization are described in Sec. S5.) Table II summarizes the basic properties of films. The relation between \( T_c \) and \( \rho_n \) is similar to that reported in Refs. 51 and 52.

For this study, we chose a microstrip design made of straight half-wavelength resonators, as shown in Fig. 2, without any additional structures, such as antidots or slots. Res. 2 and 3 are multi-strip resonators. The working principle and performance of the multi-strip resonators can be found in Ref. 36. The dimensions and basic microwave properties of the resonators are shown in Table III.

Microwave measurements were performed in a dilution refrigerator (Leiden CF250). Schematic experimental configuration and cabling are shown in Fig. 3. Resonance frequency and quality factor were measured as a function of magnetic field by collecting full \( S \)-parameters using a vector network analyzer (Agilent N5230A). The resonance frequency \( f_{\text{res}} \) and the loaded quality factor \( Q_{\text{load}} \) were obtained by fitting the magnitude of the measured \( S_{21} \) to a complex Lorentzian function as follows:

\[
|S_{21}(f)| = \frac{S_{21,\text{max}}}{1 + i2Q_{\text{load}} \left( \frac{f}{f_{\text{res}}} - 1 \right)} + Ae^{i\phi},
\]

where \( f \) is the excitation frequency, and \( S_{21,\text{max}} \) is the maximum of the transmission coefficient. In Eq. (16), the second term is a complex background due to the direct coupling between the input and output ports through radiation. The fitting parameters are \( S_{21,\text{max}}, f_{\text{res}}, Q_{\text{load}}, A, \) and \( \phi \).

The external quality factor \( Q_{\text{ex}} \) was obtained using the formula \( Q_{\text{load}} = Q_{\text{ex}}10^{-\text{IL}/20} \), where IL is the insertion loss in dB. The insertion loss was estimated by subtracting the losses between the vector network analyzer and the package from \( S_{21,\text{max}} \) in dB. The internal quality factor \( Q_{\text{in}} \) was obtained from the relation \( Q_{\text{load}}^{-1} = Q_{\text{ex}}^{-1} + Q_{\text{in}}^{-1} \).

The circulating power \( P_{\text{circ}} \) was kept at about \(-20 \) dBm throughout the measurements. This value was high enough to suppress the loss due to two-level systems in the resonator dielectrics;[55] this value was also roughly 20 dB lower than the power where the quality factor is suppressed due to the nonlinearity. \( P_{\text{circ}} \) was estimated using \( P_{\text{circ}} = \pi^{-1}P_{\text{inc}}Q_{\text{load}}10^{-\text{IL}/20} \), where \( P_{\text{inc}} \) is the incident power on the input capacitor of the resonator.[55]

Two cooling procedures were used: zero-field cooling (ZFC) and heat-pulsing (HP). For HP, a heat pulse (0.16
H of the goniometer that maximized $\mu_0 H_\text{bg}$, as shown in the inset of Fig. 3.

The measured data and calculated curves agree well. In Table III, one can see that the dirtier film shows longer $Q_0$, $Q_0,\text{ex}$, and $Q_0,\text{in}$, compared to previous reports. These results support that quasiparticle generation is the dominant loss mechanism in a parallel field and the loss can be understood quantitatively using the two-fluid model incorporated with the time-dependent GL equations.

Solving the GL equations for the actual geometry of resonators enabled us to determine the vortex penetration field parallel to the film $H_{\text{vp}}$ of each resonator, indicated by vertical dashed lines in Fig. 4. Note that the $H_{\parallel}$ dependence of $n_s$ changes from quadratic to linear above $H_{\text{vp}}$. This results in a change in the slope of $f^{-2}$ (Fig. 3). $Q(H_{\parallel})$ at 1.3 T (Res. 1 and 2) and 0.47 T (Res. 4).

In Table III $\beta$ varies between 0.4 and 2.2, and the film with higher $d/\lambda_0$ shows lower $\beta$. The microscopic description of these results using the standard theoretical expressions of the complex conductivity appears to be challenging because we cannot equate the order parameter, which is obtained from $f^{-2}$, to the energy gap in the presence of a perturbation that breaks the time-reversal symmetry. Although the energy gap suppression with field itself is understood well, we know

**TABLE I.** Properties of thin films. $d$ is the film thickness. $T_c$ is the critical temperature. Residual resistivity ratio (RRR) is defined by $R(300 \text{ K})/R(T_c)$.

| Wafer | $d$ (nm) | Orient. | $T_c$ (K) | $\rho_n$ ($\mu\Omega\cdot$cm) | RRR |
|-------|---------|---------|-----------|-----------------|------|
| A     | 50.5    | (111)   | 9.30      | 2.9             | 6.3  |
| B     | 98.9    | (111)   | 7.2       | 17              | 1.7  |
| C     | 50      | (110)   | 9.50      | 1.1             | 15.2 |

**TABLE II.** Resonator information. The length of a strip is the same for all resonators, 5725 Å. $f_0$ and $Q_0$ are the resonance frequency and the loaded quality factors at $T_{\text{MC}} = 10 \text{ mK}$ without a magnetic field, where $T_{\text{MC}}$ is the mixing chamber temperature. $Q_{0,\text{ex}}$ and $Q_{0,\text{in}}$ are the external and the internal quality factors in the same condition, respectively. Remark summarizes film quality, film thickness, and strip width of each resonator.

| Res. | Wafer | $W$ ($\mu$m) | $S$ ($\mu$m) | $G$ ($\mu$m) | Remark | $f_0$ (GHz) | $Q_0$ | $Q_{0,\text{ex}}$ | $Q_{0,\text{in}}$ |
|------|-------|--------------|--------------|-------------|--------|------------|-------|----------------|----------------|
| 1    | A     | 60           | 300          | clean and thin film, wide width | 10.0078 | 3.34 $\times$ 10$^4$ | 6 $\times$ 10$^4$ | 8 $\times$ 10$^4$ |
| 2    | A     | 15           | 75           | 400         | clean and thin film, narrow width | 10.0792 | 2.75 $\times$ 10$^4$ | 1 $\times$ 10$^5$ | 4 $\times$ 10$^4$ |
| 3    | C     | 15           | 75           | 350         | dirty and thin film, narrow width | 10.0728 | 1.43 $\times$ 10$^4$ | 4 $\times$ 10$^4$ | 2 $\times$ 10$^4$ |
| 4    | B     | 60           | 300          | clean and thick film, wide width | 10.0255 | 3.32 $\times$ 10$^4$ | 6 $\times$ 10$^4$ | 8 $\times$ 10$^4$ |

W for 5 s) is applied to completely suppress superconductivity. The resonator was then cooled in field. Note that a heat pulse was applied for each magnetic field value, unlike the ordinary field-cooling procedure in many studies.

To apply a perpendicular field, the resonator is tilted in a background field parallel to the microwave current $H_{\text{bg}}$ by up to $\pm 3$ deg using a goniometer (Attocube ANGt101), as shown in the inset of Fig. 2. $H_\perp$ is obtained by $H_\perp = H_{\text{bg}} \sin \theta$. The precision at 100 mK is roughly $\pm 5$ mdeg. Initial alignment was done at $\mu_0 H_{\text{bg}} = 0.7$ T after the HP procedure. The position of the goniometer that maximized $f_{\text{res}}$ and $Q_{\text{load}}$ was assumed to be $\theta = 0^\circ$. A spring structure is employed between the resonator and the mixing chamber to make the cables flexible.

For the rest of this paper, we will write the resonance frequency as $f$ and the loaded quality factor as $Q$ for simplicity.

**IV. RESULTS AND ANALYSIS**

**A. Loss Parameters**

In a magnetic field parallel to the film, the resonator performance is expected to be governed by quasiparticle generation due to the absence of the Lorentz force on vortices. Hence the loss parameters for quasiparticle generation can be obtained from the $H_{\parallel}$ dependence of $f$ and $Q$ as shown in Fig. 4. The loss parameters for calculated curves are shown in Table III. The parameters $\lambda_0$, $\kappa$, and $H_{\parallel}$ were mostly determined by comparing the observed and expected $f^{-2}$. The expected $f^{-2}$ was calculated using Eqs. (4)–(8) and $\beta$, and $\rho_n,\text{fit}$ were obtained from $Q$ via similar procedures. (For details, see Sec. S3.)

The measured data and calculated curves agree well. In Table III one can see that the dirtier film shows longer $\lambda_0$, higher $\kappa$, and lower $H_{\parallel}$, as expected. The values of $\lambda_0$, $\kappa$, and $H_{\parallel}$ are reasonable, compared to previous reports. These results support that quasiparticle generation is the dominant loss mechanism in a parallel field and the loss can be understood quantitatively using the two-fluid model incorporated with the time-dependent GL equations.

Solving the GL equations for the actual geometry of resonators enabled us to determine the vortex penetration field parallel to the film $H_{\text{vp}}$ of each resonator, indicated by vertical dashed lines in Fig. 4. Note that the $H_{\parallel}$ dependence of $n_s$ changes from quadratic to linear above $H_{\text{vp}}$. This results in a change in the slope of $f^{-2}(H_{\parallel})$ and $Q(H_{\parallel})$ at 1.3 T (Res. 1 and 2) and 0.47 T (Res. 4).

In Table III $\beta$ varies between 0.4 and 2.2, and the film with higher $d/\lambda_0$ shows lower $\beta$. The microscopic description of these results using the standard theoretical expressions of the complex conductivity appears to be challenging because we cannot equate the order parameter, which is obtained from $f^{-2}$, to the energy gap in the presence of a perturbation that breaks the time-reversal symmetry. Although the energy gap suppression with field itself is understood well, we know
FIG. 4. (a, b) Parallel magnetic field $H_\parallel$ dependence of $f^{-2}$ and $Q$ after ZFC. Solid lines are from calculations with parameters in Table III. In (a), $f^{-2}$ data are shifted by 0.25 T steps for clarity. The offsets are indicated by vertical solid lines. (c) Parallel field dependence of $n_0$ calculated by the GL equations. Vertical dashed lines indicate the vortex penetration field parallel to the film $H_{vp}^\|$, obtained from the solution of the GL equations. $H_{vp}^\|$ of Res. 3 is shown in (c) because its value is out of the experimental range. We also note that $H_{vp}^\|$ of Res. 1 and 2 are identical, even though they don’t appear so in (a) due to the visual offset mentioned above. $T_{MC}$ is less than 20 mK.

FIG. 5. Perpendicular magnetic field $H_\perp$ dependence of $f^{-2}$ and $Q^{-1}$. The subscript “bg” means that the quantity is measured with $H_{bg}$, but without tilting: $f_{bg} \equiv f(H_\parallel = H_{bg}, \theta = 0)$ and $Q_{bg} \equiv Q(H_{bg}, 0)$. $T_{MC} \approx 100$ mK and $\mu_0 H_{bg} = 0.35$ T. The cooling procedure for Res. 1, 2, and 4 is both ZFC and HP; for Res. 3, ZFC only. Note that the scales for $f^{-2}$ and $Q^{-1}$ are different from resonator to resonator. Arrows indicate the crossover field $H_X$, which is determined by plots of $Q$ vs. $f^{-2}$ (Fig. 7).

of no well-established expression that converts the order parameter to the energy gap for a type-II superconducting thin film in a parallel field. In our case, such an expression also needs to consider the spatial variation of the order parameter to account for vortices and the $d/\lambda_0$ dependence of $\beta$.

Figure 4(b) and Tables II and III show the trade-off between $Q_{0, in}$ and robustness against $H_\parallel$. The optimal condition for balancing these two factors can be written in terms of $d/\lambda_0$. For $d/\lambda_0 < 1$ (Res. 3), $Q$ does not change much by $H_\parallel$ up to 1 T, but $Q_{0, in}$ is low; for $d/\lambda_0 > 1$ (Res. 4), $Q_{0, in}$ is high, but $Q$ drops quickly in $H_\parallel$. Therefore, the resonator satisfying $d/\lambda_0 \approx 1$ (Res. 1 and 2) is the best choice for X-band ESR applications, which require a magnetic field of 0.35 T.

Loss parameters associated with vortex motion are obtained by the HP procedure due to the homogeneous vortex distribution, as mentioned in Sec. II B 2. (For details, see Sec. S4.) Figure 5 shows the $H_\perp$ dependence of $f^{-2}$ and $Q^{-1}$ after HP. For all resonators, $f^{-2}$ and $Q^{-1}$ vary linearly with the field and the intercept on the $H_\perp$ axis is almost zero. These results indicate continuous occupation of vortices and a very low lower critical field.

Note that, in Table III, the better quality film shows a higher $k_p$. The reason is that, if the film is too dirty, the Bardeen-Cooper-Schrieffer coherence lengths deep within the grain and in the vicinity of the grain boundary are similar. This results in the pinning mechanism becoming
TABLE III. Loss parameters extracted from Figs. 4 and 5. Two characteristic fields, related to switching of the dominant loss mechanism, are also shown. $Q_{0,\text{fit}}$ is the zero-field $Q$ determined by fitting; $\rho_{n,\text{fit}}$ is the residual resistivity obtained from fitting; $H_{vp}$ is the vortex penetration field perpendicular to the film (see Sec. IV B); $H_X$ is the crossover field (see Sec. IV C). Experimental conditions for each group of loss parameters are indicated in parentheses. For Res. 3, the ZFC data above 14 mT were used to obtain the loss parameters associated with vortex motion because of the absence of the HP data.

| Res. | $\lambda_0$ (nm) | $\kappa$ | $\mu_0H_c$ (mT) | $Q_{0,\text{fit}}$ | $\beta$ | $\rho_{n,\text{fit}}$ ($\mu\Omega$ cm) | $\omega_p/2\pi$ (GHz) | $\eta$ (N-S/m²) | $k_p$ (N/m²) | $\mu_0H_{vp}$ (mT) | $\mu_0H_X$ (mT) |
|------|------------------|----------|----------------|-------------------|--------|-------------------------------|----------------------|--------------|-------------|------------------|------------------|
| 1    | 52               | 2.43     | 270            | 3.34 x 10⁴        | 1.8    | 2.9                           | 58                   | 1.3 x 10⁻⁷   | 4.8 x 10⁴   | 6.9              | 6.9              |
| 2    | 52               | 2.43     | 270            | 2.88 x 10⁴        | 1.8    | 2.9                           | 62                   | 1.2 x 10⁻⁷   | 4.7 x 10⁴   | 10.4             | 9.8              |
| 3    | 162              | 6.5      | 190            | 1.46 x 10⁴        | 2.2    | 17                            | 24                   | 3.6 x 10⁻⁸   | 5.9 x 10³   | 5.5              | 2.2              |
| 4    | 43               | 1.80     | 250            | 3.80 x 10⁴        | 0.4    | 0.6                           | 20                   | 1.9 x 10⁻⁶   | 2.3 x 10⁵   | 10.2             | 10.2             |

The better quality film has a higher $\eta$, as expected in Eq. (15).

B. Frequency Anomaly

1. Resonator 1

A key feature of Fig. 3 after ZFC is that an anomaly (peak/dip) appears in the $f^{-2}$ data. This frequency anomaly is an indication of a partial release of the Meissner current along the edges, accompanied by vortex injection. This phenomenon is due to the strong repulsive interaction between the Meissner current and vortices. The field at which the frequency anomaly occurs is the vortex penetration field perpendicular to the film $H_{vp}$, i.e., the field at which the surface barrier is fully suppressed.

To support the above statement, we note that the $H_{\perp}$ dependence of $f^{-2}$ and $Q^{-1}$ is different below and above $H_{vp}$. We start by exploring the dominant loss mechanism in both low and high field regimes of Res. 1 (Fig. 5(a)).

Below 7 mT, quasiparticle generation is the dominant contribution to $f^{-2}$ and $Q^{-1}$, suggesting the existence of a large surface barrier. This is based on the $H_{\perp}$ dependences of $f^{-2}$ and $Q^{-1}$ which are qualitatively different from each other (see Sec. II B 2), and (ii) $f^{-2}$ grows roughly quadratically. This is based on the approximate relation $(f^{-2} - f_0^{-2}) \propto -n_s$ (Eqs. (5), (6), and (7)) and $n_s$ is suppressed approximately quadratically with a magnetic field (Fig. 3(c)).

Above 11 mT, vortex motion is the main contribution to microwave loss. Moreover, our results imply that a significant number of vortices are pinned near the center of the strip compared to the Bean-type model, even at the early stage of vortex penetration. The number of vortices increases linearly with $H_{\perp}$ if the vortices accumulate near the center of the strip. Since the microwave current density near the center is roughly homogeneous and much lower than at the edges (Fig. S1 in Sec. S2), the resulting $f^{-2}$ and $Q^{-1}$ are expected to be linear functions of $H_{\perp}$, and their slope should be less than that of the corresponding HP data (see Eqs. (1) and (3)). These expectations are consistent with our results. In addition, the existence of a large surface barrier indicates that the critical current density associated with vortex pinning is significantly lower than the depairing current density. Hence, the vortex distribution is expected to deviate from the Bean-type model, which is valid when the critical current density is comparable to the depairing current density (Sec. II B 2).

From the discussions so far, we see that the dominant loss mechanism switches from quasiparticle generation to vortex motion around the field where the frequency anomaly occurs. To show how the suppression of the surface barrier and the switching of the dominant loss mechanism yield this frequency anomaly, we solved the time-dependent GL equations for a slab geometry with infinite thickness and length (the inset of Fig. 6(a)) in a magnetic field. For details on the simulation conditions, see Sec. S1.) We use this geometry because the only difference between an infinite slab and a thin film is the strength of the interaction between the Meissner current and vortices. For a thin film, the interactions are stronger because the Meissner current and vortices interact mostly via stray magnetic fields (long-range interaction), while for a slab the interactions are exponential screening (short-range) the essential physics will remain intact.

Figure 6(a) shows how $n_s$ decreases with a magnetic field. The jump at the magnetic field $H \approx 0.93H_c$ indicates vortex penetration. To obtain the quasiparticle contribution to $f^{-2}$, a weighting function $J_2^2(x)$ corresponding to the microwave current density distribution is needed. Since the geometry in (a) is neither a resonator nor a transmission line, $J_2^2(x)$ cannot be determined via the procedure described in Sec. S2. Here, we used a simple stepwise function as $J_2^2(x)$ (the inset of Fig. 6(b)). This weighting function maximizes contri-
in Fig. 5 above. These oscillations were experimentally observed as shown in the subsequent injection of vortices; hence it can be understood as small variations of the frequency anomaly. The penetration is due to oscillation of the Meissner current during the field dependence. (a) $1 - n_e/n_{tot}$, integrated over the geometry as a function of $H$. The insets show the normalized $|\psi(x,y)|$ before and after vortex penetration; darker is lower $|\psi(x,y)|$. Dashed rectangles are regions where the microwave current density is high. (b) $f^{-2}$ from quasiparticle generation and vortex motion. The quasiparticle contribution is obtained from integration of $|\psi(x,y)|^2$ with the weighting function $J^2(x)$. For the vortex motion contribution, curves imitating $Q^{-1}$ in Fig. 5 are used. The dotted line indicates the vortex penetration field. The inset shows $J^2(x)$: $J^2_0 = 500$ from $x = \pm 4.3a$ to $\pm W/2$ and $J^2_0 = 1$ for others. (c) Total $f^{-2}$, which is a summation of the contributions of quasiparticle generation and vortex motion in (b). The green lines in (b,c) are scaled with a factor of 0.4. Some data are shifted for clarity. The resonator-simulation correspondence is (Res. 1 and 2, A), (Res. 3, C), and (Res. 4, B).

2. Other Resonators

The frequency anomaly of Res. 2 appears at a higher field (Fig. 5(b)). The reason is that, if the strip is narrower, less field accumulates at the edges. $H_{\psi}^{\perp}$ is expected to be proportional to $1/\sqrt{W}$, suggesting that $H_{\psi}^{\perp}$ of Res. 2 would be twice as high as that of Res. 1. The actual value is somewhat less (Table III), likely due to edge imperfections. Here, the field accumulation due to the multi-strip geometry is expected to be small because the distance between the strips is five times larger than the strip width.

The frequency anomaly of Res. 3 (Fig. 5(c)) is weak compared to others. This is due to low $\eta$ and $\omega_p$ (Table III), resulting in a large contribution from vortex motion. The curve C in Fig. 5(c) shows such a case.

For Res. 4 (Fig. 5(d)), $f^{-2}$ does not change significantly between 10 and 20 mT. This reflects that the vortex motion contribution is weaker than other resonators (Res. 4 has the highest $\eta$ and the lowest $\omega_p$) and the vortex distribution is close to the Bean-type model as a consequence of the stronger pinning as mentioned in Sec. II B 2. Since the microwave current density is high near the edge, the initial change in $f^{-2}$ due to the vortex injection is large; as the field increases, the slope of $f^{-2}$ decreases. This is represented by the curve B in Fig. 5(c).

By comparing Res. 2 and 3, we can study how $H_{\psi}^{\perp}$ is affected by the film quality. For the geometries of our resonators, the depairing current density scales with $1/\Lambda$ while the Meissner current density scales with $1/\sqrt{\Lambda}$ where $\Lambda$ is the screening length given by...
Hence, the Meissner current density of the film with longer $\Lambda$ meets the depairing current density earlier, i.e., the surface barrier is fully suppressed at a lower field. Our results are consistent with this: Res. 3, whose $\Lambda$ is nearly an order of magnitude longer than that of Res. 2, shows low $H_{\parallel}^{\perp}$ compared to that of Res. 2.

Increasing $d$ also enhances $H_{\parallel}^{\perp}$, because the Meissner current density is roughly proportional to $1/d$ for thin films if $\Lambda$ remains similar. This is why Res. 4 shows higher $H_{\parallel}^{\perp}$ than that of Res. 1. The film thickness, however, cannot be arbitrarily thick, because it needs to satisfy $d \approx \lambda_0$ (see Sec. IV A).

C. Q vs. $f^{-2}$ Plot

We have discussed the dominant loss mechanism for $H_{\parallel}$ and $H_{\perp}$ with two cooling procedures. In general, however, identifying the dominant loss mechanism is not straightforward.

Figure 7(a,b) shows the $H_{\perp}$ dependence of $f^{-2}$ and $Q^{-1}$ in various $H_{\text{bg}}$. The behavior of $f^{-2}$ is qualitatively similar regardless of $H_{\text{bg}}$. One exception is the shift of the frequency anomaly to a lower $H_{\perp}$ for a large $H_{\text{bg}}$, which is likely due to the elongation of $\lambda$ by $H_{\text{bg}}$. However, the behavior of $Q^{-1}$ at high $H_{\text{bg}}$ is different, especially at $\gtrsim 1$ T: $Q^{-1}$ increases significantly before the frequency anomaly. Note that Res. 3 and 4 in Fig. 5(c,d) also show a similar behavior.

A more informative way of displaying the data is to plot $Q$ vs. $f^{-2}$, because each loss mechanism has its own characteristic relationship between the real and the imaginary parts of the complex resistivity. Figure 7(c–f) shows this and provides a clean indication of the dominant loss mechanism. In magnetic fields, where $Q$ follows the parallel field data (gray line), the loss is dominated by quasiparticle generation; in fields, where $Q$ is below the gray line, the loss is dominated by vortex motion. We identify the crossover fields $H_{\text{X}}$, where the dominant loss mechanism switches from quasiparticle generation to vortex motion, as the field where $Q$ starts to deviate from the gray line. The arrows in Fig. 5(c,d) are obtained through this process.

V. CONCLUSION

In this work, we have developed an approach to characterizing the magnetic field dependent microwave losses in planar superconducting resonators. The parameters used to model the complex resistivity were obtained as the loss parameters (Table IV) by comparing the experimentally determined $f$ and $Q$ as a function of magnetic field to calculated $f$ and $Q$.

We found that quasiparticle generation is the dominant loss mechanism for parallel magnetic fields. For perpendicular magnetic fields, the dominant loss mechanism depends on the cooling procedure. After HP, vortex motion is the dominant loss mechanism, while the dominating loss mechanism switches from quasiparticle generation to vortex motion after ZFC. For an arbitrary magnetic field direction and cooling history, the dominant loss mechanism can be readily identified from a plot of $Q$ vs. $f^{-2}$.

A frequency anomaly was observed and interpreted as partial release of the Meissner current at the vortex penetration field. Simulations showed that the time-dependent GL equations and inhomogeneous microwave current density distribution provide an explanation of this frequency anomaly. This suggests that the interaction between vortices and the Meissner current near the edges is crucial for understanding the magnetic field dependence of the resonator properties.

We list three conditions that a planar resonator needs to satisfy for X-band ESR of thin films: (i) a high quality factor in a DC magnetic field of about 0.35 T, (ii) a highly homogeneous microwave magnetic field, and (iii) critical coupling to the external circuit.

Regarding condition (i), we have found that a niobium microstrip resonator satisfying $d \approx \lambda_0$ is a suitable choice: it gives reasonably high $Q_{0,\text{in}}$, while the quasiparticle loss induced by $H_{\parallel}^{\perp}$ is low enough at 0.35 T. Improving the film quality is beneficial for reducing the loss induced by quasiparticle generation (via shorter $\lambda$, see Sec. III B 1) and vortex motion (via higher $\eta$ and $H_{\parallel}^{\perp}$). Narrowing the strip width enhances $H_{\parallel}^{\perp}$, hence decreasing the number of vortices. Most importantly, a resonator has to be aligned precisely parallel to the magnetic field to minimize both the number of vortices and their motion. In this respect, we believe microstrip resonators are advantageous over coplanar waveguide resonators because there is no field accumulation between the strip and the ground plane, making them more robust against misalignment with respect to the perpendicular field.

Microstrip resonators are also advantageous for condition (ii). For microstrip resonators, a highly homogeneous microwave field is easily achievable by employing a multi-strip design, whereas applying the multi-strip design in coplanar waveguide or lumped element resonators does not seem to be straightforward.

As for condition (iii), critically coupled resonators can be made based on our results, especially the results shown in Tables II and III.

SUPPLEMENTARY MATERIALS

See the supplementary materials for details regarding solving the GL equations (Sec. S1), simulating the microwave current density distribution and the stored electromagnetic energy (Sec. S2), extracting the loss parameters (Secs. S3 and S4), and the film growth and characterization (Sec. S5).
FIG. 7. (a,b) Perpendicular field dependence of $f^{-2}$ and $Q^{-1}$ in various $H_{bg}$ for Res. 1 and 2 at $T_{MC} \approx 100$ mK. (c–f) Plots of $Q$ vs. $f^{-2}$ for Res. 1–4. In (c,d), the symbols and colors correspond to the same $H_{bg}$ values as in the legend from (a,b). The gray line is the parallel field data shown in Fig. 4. All data are the ZFC data, except squares in (c,d) are the HP data with $\mu_0 H_{bg} = 0.35$ T. Solid symbols are the data whose loss is dominated by quasiparticle generation; empty symbols, dominated by vortex motion. In (a,b), $f^{-2}$ data are shifted by $1.2 \times 10^{-4}$ steps for clarity.
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Supplementary Materials

S1 Time-dependent Ginzburg–Landau Equations

The time-dependent Ginzburg–Landau (GL) equations are given by (in SI units)\textsuperscript{65,100,101}

\begin{align}
\frac{-\hbar^2}{2m_s D} \left( \frac{\partial}{\partial t} + \frac{ie_s}{\hbar} \phi \right) \psi &= \alpha \psi + \beta |\psi|^2 \psi + \frac{1}{2m_s} \left( \frac{\hbar}{i} \nabla - e_s \vec{A} \right)^2 \psi, \\
\frac{1}{\mu_0} \nabla \times \nabla \times \vec{A} &= e_s \hbar \left( \psi^* \nabla \psi - \psi \nabla \psi^* \right) - \frac{e_s^2}{m_s} |\psi|^2 \vec{A} + \sigma_n \left( - \frac{\partial \vec{A}}{\partial t} - \nabla \phi \right),
\end{align}

where $\psi = \psi(x, y, z, t)$ is the complex order parameter; $\alpha$ and $\beta$ are phenomenological parameters; $D$ is the phenomenological diffusion coefficient; $e_s$ and $m_s$ are the charge and the mass of the superconducting electron, respectively; $\vec{A}$ is the magnetic vector potential; $\phi$ is the electric potential; and $\sigma_n$ is the inverse of the residual resistivity. The applied magnetic field $\vec{H}_a$ is assumed uniform, $\nabla \times \vec{H}_a = 0$.

Boundary conditions at the surface of a superconducting sample are given by

\begin{align}
\nabla \times \vec{A} &= \mu_0 \vec{H}_a, \quad \vec{J}_s \cdot \vec{n} = 0, \quad \sigma_n \vec{E} \cdot \vec{n} = 0,
\end{align}

where $\vec{J}_s$ is the supercurrent density. The last two conditions ensure that no current passes through the surface. These conditions can also be written as

\begin{align}
\left( \frac{\hbar}{i} \nabla - e_s \vec{A} \right) \psi \cdot \vec{n} &= 0, \\
\left( \frac{\partial \vec{A}}{\partial t} + \nabla \phi \right) \cdot \vec{n} &= 0.
\end{align}

We transform the GL equations into dimensionless quantities by measuring length in units of the penetration depth $\lambda$; time in units of the characteristic relaxation time $\tau \equiv \xi^2 / D$, where $\xi$ is the GL coherence length; fields in units of $\sqrt{2} H_c$, where $H_c$ is the thermodynamic critical field; and order parameter in units of $\psi_0 \equiv \sqrt{|\alpha| / \beta}$. Then, Eqs. (S1) and (S2) become\textsuperscript{101}

\begin{align}
\left( \frac{\partial}{\partial t} + i\kappa \phi \right) \psi &= -\left( \frac{i}{\kappa} \nabla + \vec{A} \right)^2 \psi + \psi - |\psi|^2 \psi, \\
\sigma_n \left( \frac{\partial \vec{A}}{\partial t} + \nabla \phi \right) &= \frac{1}{2i\kappa} \left( \psi^* \nabla \psi - \psi \nabla \psi^* \right) - |\psi|^2 \vec{A} - \nabla \times \nabla \times \vec{A},
\end{align}

where $\kappa \equiv \lambda / \xi$ is the GL parameter.

The time-dependent GL equations are invariant under the gauge transformation with a function $\chi(x, y, z, t)$:

\begin{align}
\tilde{\psi} &= \psi e^{i\kappa \chi}, \\
\tilde{\vec{A}} &= \vec{A} + \nabla \chi, \\
\tilde{\phi} &= \phi - \frac{\partial \chi}{\partial t}.
\end{align}

For convenience, we choose the zero-electric potential gauge, $\tilde{\phi} = 0$. Dropping tildes, Eqs. (S5) and (S6) are written as

\begin{align}
\frac{\partial \psi}{\partial t} &= -\left( \frac{i}{\kappa} \nabla + \vec{A} \right)^2 \psi + \psi - |\psi|^2 \psi, \\
\sigma_n \frac{\partial \vec{A}}{\partial t} &= \frac{1}{2i\kappa} \left( \psi^* \nabla \psi - \psi \nabla \psi^* \right) - |\psi|^2 \vec{A} - \nabla \times \nabla \times \vec{A}.
\end{align}
The equations for the boundary conditions, Eqs. (S3) and (S4), become
\[ \nabla \times \vec{A} - \mu_0 \vec{H}_a = 0, \quad \nabla \psi \cdot \vec{n} = 0, \quad \vec{A} \cdot \vec{n} = 0. \] (S9)

Hence the steady-state solutions of Eqs. (S7) and (S8) are determined by \( \vec{A}, d/\lambda, \) and \( \kappa, \) where \( d \) is the film thickness.

To solve Eqs. (S7)–(S9), COMSOL Multiphysics 5.1 was used. We closely followed the implementation introduced in Ref. 102. The general form of partial differential equations in COMSOL Multiphysics is
\[ e_a \frac{\partial^2 \mathbf{u}}{\partial x^2} + d_a \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot \mathbf{f} = 0. \] (S10)

All geometries were assumed to be two-dimensional systems on the \( xy \) plane. \( \vec{H}_a \) is assumed to be along the \( z \) direction. In this case, \( \mathbf{u} = (u_1, u_2, u_3, u_4, u_5)^T, \) where \( T \) is the transpose. The variables are given by \( u_1(x, y, t) = \text{Re}(\psi(x, y, t)), \) \( u_2(x, y, t) = \text{Im}(\psi(x, y, t)), \) \( u_3(x, y, t) = A_x(x, y, t), \) and \( u_4(x, y, t) = A_y(x, y, t), \) respectively. To satisfy the boundary conditions, we need five differential equations. Thus, an auxiliary variable \( u_5 \) is introduced, which is always zero.

In Eq. (S10), \( e_a \) is a zero matrix. Others can be written as
\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & \sigma_n & 0 & 0 \\
0 & 0 & 0 & \sigma_n & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
[-\partial_x u_1/\kappa^2, -\partial_y u_1/\kappa^2]^T \\
[-\partial_x u_2/\kappa^2, -\partial_y u_2/\kappa^2]^T \\
0, \partial_x u_4 - \partial_y u_3 - \mu_0 H_a]^T \\
[-\partial_x u_4 + \partial_y u_3 + \mu_0 H_a, 0]^T \\
[u_3, u_4]^T
\end{bmatrix},
\]

\[ \mathbf{f} = \begin{bmatrix}
(\partial_x u_3 + \partial_y u_4)u_2/\kappa + 2(u_3\partial_x u_2 + u_4\partial_y u_2)/\kappa - (u_3^2 + u_4^2)u_1 + u_1 - (u_1^2 + u_2^2)u_1 \\
-(-\partial_x u_3 + \partial_y u_4)u_1/\kappa - 2(u_3\partial_x u_1 + u_4\partial_y u_1)/\kappa - (u_3^2 + u_4^2)u_2 + u_2 - (u_1^2 + u_2^2)u_2 \\
(u_1\partial_x u_2 - u_2\partial_x u_1)/\kappa - (u_1^2 + u_2^2)u_3 \\
(u_1\partial_y u_2 - u_2\partial_y u_1)/\kappa - (u_1^2 + u_2^2)u_4 \\
\partial_x u_3 + \partial_y u_4 + u_5
\end{bmatrix}. \]

The boundary conditions were implemented using “zero flux” \( -\vec{n} \cdot \mathbf{T} = \mathbf{G}, \) where \( \mathbf{G} = [0, 0, 0, 0, 0]^T. \)

Setting proper initial values allows us to imitate cooling procedures, and consequently, to obtain the Bean–Livingston surface barrier naturally from the GL equations. All simulations shown in the main text were obtained with the initial condition for the zero-field cooling procedure: we set the initial condition as \( u_1 = 1, \) \( u_2 = u_3 = u_4 = u_5 = 0. \)

For Fig. 6, \( \kappa = 10 \) and the width of the slap along the \( x \) axis is \( 10\lambda. \) We apply a periodic boundary condition on the \( z \) axis, and the distance between the two boundaries is \( 2\lambda. \)

The mesh size is \( \lambda_0/20 \) for Fig. 4 and \( \lambda_0/100 \) for Fig. 6.
S2 Microwave Current Density Distribution and Stored Electromagnetic Energy

To calculate the microwave current density distribution and the electromagnetic energy of our resonator, the London equations needed to be incorporated into Maxwell’s equations. This was achieved by parameterizing the penetration depth via the complex conductivity (Eq. (8)). As our resonators are straight strips, we did not need to consider the axis along the strip (z axis). By considering only the xy plane, we were able to simulate the entire cross section of the resonator packages.

The calculations were carried out using COMSOL Multiphysics 5.1 (AC/DC module). For the strips and the ground plane, the mesh sizes varied from $d/200$ to 0.5 mm. We confirmed our method by calculating several analytically solvable geometries and the geometry of Ref. 103.

The microwave current density distribution of the strips $J_{\text{strip}}$ and the ground plane $J_{\text{ground}}$ of Res. 1 and 2 are shown in Fig. S1. The calculations show that the ratio of $J_{\text{strip}}^2$ between the center of the strip, and the edges are about 400:1 and 100:1 for Res. 1 and 2 ($\lambda = 52$ nm), about 10:1 for Res. 3 ($\lambda = 162$), and about 800:1 for Res. 4 ($\lambda = 43$).

For all calculations, the value of $\lambda$ for the strip and the ground plane was kept the same. This is a reasonable assumption, because the penetration depth dependence of integrated $J_{\text{ground}}^2$ is weak: $J_{\text{ground}}^2$ changes only about 4% from $\lambda = 50$ nm to 1000 nm.

Figure S1: Numerically calculated microwave current density distribution of Res. 1 and 2. We assume the strips and the ground plane have the same penetration depth of $\lambda = 52$ nm. Both $J_{\text{strip}}$ and $J_{\text{ground}}$ are on an arbitrary scale; in practice, $J_{\text{ground}}$ is orders of magnitude lower than $J_{\text{strip}}$. The numbers in parenthesis indicate the range of the plot.
**S3 Loss Parameters for Quasiparticle Generation**

In this section, we explain how to extract the loss parameters associated with quasiparticle generation from Fig. 4.

1. Calculate $n_s$ as a function of $H_\parallel$ by solving the GL equations as described in Sec. S1; $\lambda_0$ and $\kappa$ are required for this step.

2. Once we have $n_s(H_\parallel)$, $\lambda(H_\parallel)$ is obtained by

$$\left(\frac{\lambda_0}{\lambda}\right)^2 = \frac{n_s(H_\parallel)}{n_s(0)}.$$  \hspace{1cm} (S11)

Equation (S11) is derived from Eq. (8). Once $\lambda$ is known, $J_{\text{strip}}$ and $L_{\text{mag}}$ are calculated as described in Sec. S2.

3. $f^{-2}$ is reconstructed theoretically using Eqs. (4)–(8); $H_c$ is required for this step.

4. Repeat Steps 1–3 until theoretical $f^{-2}$ is sufficiently close to the experimental results. Then, $\lambda_0$, $\kappa$, and $H_c$ are determined.

5. Using $n_s(H_\parallel)$ from the $f^{-2}$ data, $Q_{0,\text{fit}}$, $\rho_{n,\text{fit}}$, and $\beta$ are determined using a similar procedure with $Q^{-1}$. In order to calculate $Q^{-1}$, the following expression for $\sigma_{t1,1}$ was used, which is based on Eq. (10):

$$\sigma_{t1,1} = \left[1 - \frac{n_s(H_\parallel)}{n_s(0)}\right]^{\beta} \frac{1}{\rho_{n,\text{fit}}}.$$

We remark that $\sigma_{t1,1} \ll \sigma_{t2,2}$ for most of the magnetic field range and $\rho_{t2,2} = \sigma_{t2,2}/(\sigma_{t1,1}^2 + \sigma_{t2,2}^2)$. As a result, $\rho_{n,\text{fit}}$ and $\beta$ contribute to $f^{-2}$ very little, and one can fit $f^{-2}$ first. Note that a log-linear plot should be used, as shown in Fig. 4(a). The fitting for Fig. 4(b) was also done using the $Q^{-1}$ vs. $H_\parallel$ plot in a log-linear scale. The reason is that, although the changes to $f^{-2}$ and $Q^{-1}$ at low fields are small, they are crucial to obtain accurate loss parameters.

A crude description of the role of each fitting parameter is as follows: The curvature of $n_s$ below the vortex penetration field is determined mostly by $\lambda_0$, above the vortex penetration field the curvature is determined by $\kappa$. $H_c$ scales $n_s$ along the $H_\parallel$-axis. For $Q^{-1}$, $\beta$ determines the curvature, $A_n$ adjusts the scale along the $Q^{-1}$ axis, and $Q_{0,\text{fit}}$ is the intercept on the $Q$ axis in Fig. 4(b).

During the calculations, the ground plane’s contribution was assumed negligible, hence $\lambda_0$ in Eq. (S11) is the zero-field penetration depth of the strips. The reason is that ground plane’s contribution to the microwave current density is just a few percent. If the ground plane becomes normal prior to the strips, then its contribution might be comparable to that of the strips. To avoid such a complication, we kept the film thickness of the ground plane the same as that of the strips. As the ground plane is dirtier than the strips (see Table I and Sec. S5), its upper critical field is expected to be higher.
S4 Loss Parameters for Vortex Motion

In this section, we explain how to determine the loss parameters associated with vortex motion.

For the data taken after the heat-pulsing procedure, the procedure is more straightforward than that described in Sec. S3 because a homogeneous vortex distribution results in the complex resistivity proportional to \( H_\perp \) (Eq. (13)). Using equations Eqs. (1)–(6), (12), and (13), we find:

\[
\frac{f^{-2} - f_{bg}^{-2}}{f_{bg}^{-2}} = \frac{L - L_{bg}}{L_{bg}} \approx \frac{\Phi_0 B_\perp}{\eta} \frac{\omega/\omega_{eff} (1 - \epsilon)}{1 + (\omega/\omega_{eff})^2} \omega \int_\text{all} |J_{n\omega}(x, y, \lambda)|^2 dx dy,
\]

\[
Q^{-1} - Q_{bg}^{-1} = \frac{P_{\text{diss}}}{\omega U_{\text{cm}}} \approx \frac{\Phi_0 B_\perp}{\eta} \frac{(\omega/\omega_{eff})^2 + \epsilon}{1 + (\omega/\omega_{eff})^2} \omega \int_\text{all} |J_{n\omega}(x, y, \lambda)|^2 dx dy,
\]

where \( L_{bg} = L(H_\parallel = H_{bg}, \theta = 0) \).

If vortex motion contributes dominantly to the complex resistivity, i.e., \([\rho_{t, i}(H_\perp) - \rho_{t, i}(0)] \ll \rho_{v, i}, \) and \( \epsilon \) is negligibly small, then we can extract the \( r \)-parameter using Eqs. (S12) and (S13):

\[
r(H_\perp) = \frac{\rho_{v, 2}(H_\perp)}{\rho_{v, 1}(H_\perp)} = \frac{(f^{-2} - f_{bg}^{-2})/f_{bg}^{-2}}{Q^{-1} - Q_{bg}^{-1}} \approx \frac{\omega_p}{\omega}.
\]

Using Eq. (S14), the \( r \)-parameter of each data point can be obtained. Once we have \( r \), we can obtain \( \omega_p (= \omega_g) \). For Table III, we used the average \( r \) value for all HP data points using the ratio between the slopes of \((f^{-2} - f_{bg}^{-2})/f_{bg}^{-2}\) and \(Q^{-1} - Q_{bg}^{-1}\); the slopes were obtained by linear fitting. (For Res. 3, the zero-field cooling data above 14 mT were used because of the absence of the heat-pulsing data.)

Here, \( \eta \) can be calculated using either Eq. (S12) or (S13); we used Eq. (S12), because the measurement accuracy of \( f \) is better than that of \( Q \).

\[
\eta \approx \frac{\mu_0 H_\perp}{(f^{-2} - f_{bg}^{-2})/f_{bg}} \int_\text{all} |J_{n\omega}(x, y, \lambda_{bg})|^2 dx dy \frac{\Phi_0}{\omega} \frac{1}{r + r^{-1}},
\]

where \( \lambda_{bg} \equiv \lambda(H_\parallel = H_{bg}, \theta = 0) \). In Eq. (S15), the second fraction was estimated by numerical calculation (see Sec. S2), and remaining fractions were given by experimental results. Similar to the case of \( r \), the inverse of the slope of \((f^{-2} - f_{bg}^{-2})/f_{bg}\) was used as the first fraction. Then, \( k_p \) is obtained using the relation \( k_p = \eta \omega_p \).

Lastly, we argue why the vortex creep parameter \( \epsilon \) is negligible for estimating \( \omega_p, \eta, \) and \( k_p \). The \( r \)-parameter from a measurement gives the upper bound of the vortex creep factor \( \epsilon_{\text{max}} \).

\[
\epsilon_{\text{max}}(r) = 1 + 2r^2 - 2r \sqrt{1 + r^2}.
\]

At 4.2 K, we obtained \( r = 2.3 \) for Res. 1, resulting in \( \epsilon_{\text{max}} = 0.044 \) from Eq. (S16). According to the Coffey–Clem model, \( \epsilon \) is given by \( \epsilon = \left[ I_0(U_p/2k_B T) \right]^{-2} \), where \( I_0 \) is the modified Bessel function of the first kind, \( U_p \) is the height of the pinning potential, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature. Then, \( \epsilon_{\text{max}} = 0.044 \) corresponds to the lower bound of the pinning potential \( U_{p, \text{min}} = 25 \) K. Based on this, \( \epsilon_{\text{max}} \) at 100 mK is expected to be negligible. A similar conclusion holds for other resonators.
**S5  Niobium Thin Film Growth and Characterization**

The films on wafers A and B were grown in the Omicron EVO-50 Sputter System. The base pressure was held in the order of $10^{-10}\text{ mBar}$. Prior to the deposition, we chemically cleaned the substrate, first in acetone and isopropanol solvents, followed by the standard clean 1 (SC1) process. The substrate was next heated *in situ* to 1000 °C, while the chamber pressure was kept stable. Heat transfer into the transparent sapphire substrate was provided by a detachable molybdenum disc. Substrate cleaning is crucial to reduce surface losses.

After substrate cleaning, thin films were sputtered at elevated temperatures. First, a niobium film, used as the ground plane, was grown at 770 °C, while the molybdenum piece was used to transfer the heat to the substrate. Next, the molybdenum disc was detached and the substrate was flipped (*in situ*) to grow the film for the strips. Post-deposition heat is known to reconstruct and change the crystalline orientation of niobium thin films. Therefore, the film was grown at 550 °C at this stage, to minimize the reconstruction of the ground plane. The deposition rate and Ar pressure were maintained at about 1.7 Å/s and $2\times10^{-3}\text{ mBar}$, respectively, during the growth of the films on wafers A and B.

The films on wafer C were grown in the AJA ATC Orion Series Sputtering System. The base pressure was about $1\times10^{-8}\text{ mbar}$. The substrate was first Ar-sputter cleaned for 5 min under substrate bias at 50 W RF power, $7\times10^{-3}\text{ mbar}$ Ar pressure, and 30 sccm of Ar flow. Next, we annealed the substrate at 700 °C for 1 h and then let it cool down for 7 h in a vacuum, which is long enough to ensure that the substrate reaches room temperature.

The annealing step was then followed by the deposition of the film for the strips. Afterwards, we flipped the wafer to grow the ground plane. For the ground plane, the substrate was only Ar-sputtered. Pre-deposition annealing was skipped to avoid heating the already existing film for the resonators. Both films on wafer C were deposited at room temperature; the deposition rate was around 0.6 Å/s, and Ar pressure was maintained at $4\times10^{-3}\text{ mbar}$.

The thickness of each film was determined by fitting X-ray reflection intensity curves from grazing incident X-ray beams. The crystal orientation was obtained through the high-resolution X-ray diffraction pattern and the azimuthal X-ray diffraction data ($\phi$-scan). For wafers A and B, the out-plane crystalline orientation of the films for the strips is along the (111) direction. Such an orientation is previously reported as a result of growth at elevated substrate temperatures. Depending on the substrate temperature, mixed orientations are also possible as observed in the ground plane of wafer A.

The film quality was characterized by transport measurements using the van der Pauw method on 4.7 mm×4.7 mm square chips diced before resonator fabrication. A criterion $0.5R_n$, where $R_n$ is the normal state resistance, was used to define $T_c$. 

---

6