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Abstract

Microstructural length scales, such as dendritic spacings in cast metallic alloys, play an essential role in the properties of structural components. Therefore, quantitative prediction of such length scales through simulations is important to design novel alloys and optimize processing conditions through integrated computational materials engineering (ICME). Thus far, quantitative comparisons between experiments and simulations of primary dendrite arms spacings (PDAS) selection in metallic alloys have been mainly limited to directional solidification of thin samples and quantitative phase-field simulations of dilute alloys. In this article, we combine casting experiments and quantitative simulations to present a novel multiscale modeling approach to predict local primary dendritic spacings in metallic alloys solidified in conditions relevant to industrial casting processes. To this end, primary dendritic spacings were measured in instrumented casting experiments in Al-Cu alloys containing 1 wt\% and 4 wt\% of Cu, and they were compared to spacing stability ranges and average spacings in dendritic arrays simulated using phase-field (PF) and dendritic needle network (DNN) models. It is first shown that PF and DNN lead to similar results for the Al-1 wt\%Cu alloy, using a dendrite tip selection constant calculated with PF in the DNN simulations. PF simulations cannot achieve quantitative predictions for the Al-4 wt\%Cu alloy because they are too computationally demanding due to the large separation of scale between tip radius and diffusion length, a characteristic feature of non-dilute alloys. Nevertheless, the results of DNN simulations for non-dilute Al-Cu alloys are in overall good agreement with our experimental results as well as with those of an extensive literature review. Simulations consistently suggest a widening of the PDAS stability range with a decrease of the temperature gradient as the microstructure goes from cellular-dendrites to well-developed hierarchical dendrites.
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1. Introduction

Solidification is the initial processing step for most metallic alloys. Microstructural features that develop during solidification play a key role in the properties, performance and lifetime of cast metal parts. Even when the microstructure later evolves through additional complex thermomechanical processing steps, the starting point is the microstructure that emerges from the liquid state. Dendrites, which are branched structures with primary, secondary and higher-order branches, are among the most common microstructural features in cast alloys \cite{1,3}. Dendritic microstructures exhibit several important characteristic length scales, such as dendrite tip radius or dendrite arm spacings. These spacings directly affect the mechanical properties of individual grains \cite{1,2}, in particular ultimate tensile strength and yield strength (see, e.g., \cite{4,6}).
They also set the scale for solute (micro)segregation \[ \text{I} \geq \text{II} \], which has a strong effect on the potential appearance of defects (e.g. freckles) or secondary phases (e.g. precipitates or eutectics), as well as on electrochemical properties, such as corrosion resistance (see, e.g., \[ \text{I} \geq \text{II} \]). Primary dendrite arm spacings (PDAS) also play a key role in the permeability of semi-solid microstructures \[ \text{II} \geq \text{III} \], which has major influence on the appearance of critical defects, such as hot tears.

During growth of primary dendrites, the selection of dendrite tip radius \( \rho \) is unique for a given set of solidification conditions (namely, solute concentration \( c_\infty \), solidification velocity \( V \), and thermal gradient \( G \)) and follows the microscopic solvability theory \[ \text{III} \geq \text{IV} \].

The selection of PDAS, on the other hand, is not unique. A given set of parameters may yield a wide distribution of spacings \[ \text{V} \geq \text{VI} \], even though a similar processing history tends to lead to narrowly distributed spacings \[ \text{V} \geq \text{VI} \]. Over the years, many studies have focused on the link between the solidification conditions and the morphological characteristics of dendrites (see e.g. \[ \text{V} \geq \text{VI} \] among others). Most models for the PDAS rely on phenomenological relations linking the primary spacing \( \lambda \) to processing parameters in the form of power laws such as Eq. (1):

\[
\lambda = KG^{-a}V^{-b}
\]

where the exponent \( a \) is often close to 0.5, \( b \) typically varies between 0.25 and 0.5, and \( K \) is a prefactor that depends on alloy parameters, such as its composition and phase diagram features (e.g. solute partition coefficient) \[ \text{V} \geq \text{VI} \]. However, experimental evidence indicates that a wide range of PDAS can be obtained under similar solidification conditions. The lower limit of the PDAS stability range, \( \lambda_{\text{min}} \), is linked to an elimination instability \[ \text{V} \geq \text{VI} \], while the upper stability limit, \( \lambda_{\text{max}} \), stems from a branching instability. The determination of this range is not, however, trivial considering all the mechanisms involved, including: tip elimination through thermal and solutal interaction, tip splitting, secondary and tertiary arm development, lateral migration, thermo-solutal convection, and defect interaction with the growth front.

Directional solidification is the standard experimental approach to establish the link between solidification conditions and microstructure in metallic alloys. Particularly, dendrite growth in the Al-Cu system has been studied for many solidification conditions (\( G \) and \( V \)), different Cu concentrations and different experimental set-ups. They include standard Bridgman furnaces in which the solidification velocity is controlled \[ \text{V} \geq \text{VI} \], or small volumes in which solidification takes place under a given thermal gradient \[ \text{V} \geq \text{VI} \], while other studies used larger molds in which the temperature was measured along the solidification direction to obtain the thermal gradient and the solidification velocity \[ \text{V} \geq \text{VI} \]. The differences in solidification conditions has led to a significant scatter in the PDAS for similar nominal values of the solidification process, as given by the cooling rate \( R = GV \), but the overall trend is clearly indicative of the power law behavior from phenomenological scaling laws (see Fig. 1 of the Supplementary Material).

Further analysis of the parameters controlling microstructural development during solidification can be obtained through modeling and simulation.

Conventional models for macroscopic solidification processes (e.g. casting) rely on conservation equations averaged over multi-phase domains, such that a field corresponding to the average fraction of phase over representative volume elements appears in the equations \[ \text{V} \geq \text{VI} \]. The fraction of phases may be tabulated as a function of temperature using classical solidification paths such as lever rule or Gulliver-Scheil model \[ \text{V} \geq \text{VI} \]. Alternatively, microstructural length scales (e.g. dendritic spacings) may be introduced in the equations to model the kinetics of solute microsegregation between dendritic branches a bit more accurately \[ \text{V} \geq \text{VI} \]. These length scales are then typically estimated from phenomenological power laws such as Eq. (1).

Models capable of estimating microstructural length scales require a relatively more precise spatial description, consistent with the scale of the features one aims at predicting. This makes simulations computationally challenging since they have to combine phenomena across a wide range of scales, from microscopic capillarity at dendritic tips to macroscopic transport of heat and solute in the melt. Simulations of dendritic spacings have been performed with a range of models based on cellular automata (CA) \[ \text{V} \geq \text{VI} \], grain envelopes \[ \text{V} \geq \text{VI} \], dendritic needle networks (DNN) \[ \text{V} \geq \text{VI} \] and phase fields (PF) \[ \text{V} \geq \text{VI} \]. Approximate — and computationally efficient — models (e.g. CA) rely on stringent assumptions and phenomenological laws, for instance directly relating the growth kinetics of dendrite tips to some measure of the local driving force for solidification (e.g. undercooling or solute
supersaturation measured at a given distance from the solid-liquid interface. The most accurate models (e.g. PF) rely solely on fundamental concepts of diffuse interface thermodynamics [69,70] and allow quantitative calculations directly from thermophysical alloy parameters and processing conditions. However, they remain limited in length and time scales by their relatively high computational cost. Hence, a multiscale multi-model bottom-up strategy appears to be a promising route to address the limitations of each models.

Here we specifically focus on two modeling methods, namely PF and DNN, and we show that quantitative PF simulations of dendritic growth in dilute alloys can be quantitatively upscaled and expanded to non-dilute compositions using the multiscale DNN approach.

The PF method is now recognized as the outstanding tool to predict microstructural patterns resulting from nonequilibrium solidification [69,71]. The method allows modeling the evolution of solid-liquid interfaces and complex microstructural patterns, such as dendrites. It has been applied to the solidification of Al-Cu alloys, at first qualitatively, e.g. to reproduce scaling laws for secondary dendrite arm spacing in cast samples [72]. Then, the development of quantitative models for dilute binary alloys [73,76] has allowed direct quantitative comparisons with directional solidification experiments of dilute Al-Cu thin-samples imaged in situ with X-ray radiography [85]. However, quantitative PF predictions are still constrained by the requirement of an accurate description of the local solid-liquid interface curvature. This limits the size of the grid elements required in the vicinity of each dendritic tip for primary, secondary, and higher-order side-branches. This limitation may, to some extent, be addressed through parallelization [77,78] and advanced numerics (e.g. adaptive meshing [79,81] or implicit time stepping [82,83]). However, quantitative PF simulations become challenging, if feasible at all, beyond the dilute alloy limit, as the separation of scale between interfacial capillary length, dendrite tip radius, and solute transport in the bulk becomes extreme.

In order to overcome this limitation, the dendritic needle network (DNN) method was developed to bridge the scale of the microscopic dendrite tip radius, \(\rho\), and that of solute transport in the liquid phase, e.g. the diffusion length \(l_D = D/V\) with \(D\) the solute diffusivity. The DNN model represents a dendritic crystal as a network of parabolic-shaped needles, that approximate the primary stems and higher order branches. The DNN model combines the microscopic solvability theory established at the scale of the tip radius [15,18] with a solute mass balance established at the “mesoscale” between \(\rho\) and \(l_D\), to calculate the instantaneous growth velocities of individual dendrite tips [62,63,84,85]. The numerical spatial discretization can be taken at the same order as the tip radius, such that the domain size can be considerably larger than in equivalent PF simulation, in particular for concentrated alloys with \(\rho \ll l_D\). DNN simulations have been verified to reproduce analytical and phase-field predictions for steady-state and transient growth kinetics [62,63,80]. First DNN applications to the prediction of primary dendritic spacings in binary Al alloys, compared to well-controlled thin-sample directional solidification experiments [63,77,88], have shown promising results.

This investigation is aimed at bridging length scales in the simulation of alloy solidification. One central objective is to demonstrate that microstructural length scales, such as PDAS, can be computationally predicted for a bulk specimen, under conditions distinctive from a Bridgman type experiment, namely nonuniform \(G\), \(V\) and non-negligible fluid flow, making it closer and thus more representative of solidification conditions for industrial casting processing. To do so, we performed casting experiments of binary Al-Cu alloys, and combined simulations at distinct length scales. First, we show that both PF and DNN can provide reliable predictions of stability range of PDAS for an Al-1 wt\%Cu alloy. Then, we use the computationally-efficient DNN model to calculate the PDAS stability range for a more concentrated Al-4 wt\%Cu alloy. We discuss and compare our results with a broad range of experimental literature data for Al-Cu alloys. Overall, the article shows how multiscale modeling can provide quantitative predictions of important microstructural features (e.g. PDAS) during solidification of non-dilute alloys at experimentally relevant length and time scales using physics-based computational models.

2. Methods

Here, we provide a short description of our experimental and computational methods. A more thorough description with full details of equipments, procedures, equations, and algorithms is provided in the joint Supplementary Material document.
2.1. Experiments and characterization

2.1.1. Casting experiments

We performed casting experiments in the facilities of the School of Materials Engineering at Purdue University. Two different Al-Cu alloys with 1 and 4 wt%Cu were prepared by melting Al granules and Cu rods in a clay-graphite crucible using an air induction furnace. The alloys were poured into a stainless steel mold, of dimensions shown in Fig. 1a. The mold assembly was wrapped with a heating tape to reach approximately 500°C before pouring. Prior to pouring through the riser, the heating tape was disconnected. The exterior of the mold was covered with several layers of an insulating blanket to minimize the heat losses through the mold walls.

The heat was extracted from the side of the mold by a water-cooled chill plate (Fig. 1b), promoting predominantly horizontal directional solidification. For each alloy, we explored different cooling rates by performing two sets of experiments: either (1) with a 0.2 mm thick copper shim between the chill plate and the mold, thus ensuring good thermal contact, or (2) with an additional 5 mm thick alumina plate between the chill plate and the copper shim, thus reducing the heat extraction rate. The mold was instrumented with 7 K-type thermocouples, shown in Fig. 1b (also see Table I of the Supplementary Material), mechanically joined and protected from dissolution by high-temperature cement.

2.1.2. Microstructure characterization

We sectioned the cast ingot in between the locations of thermocouples and cut out cross-sections of about 30 × 30 mm². Their surface was polished using SiC paper up to 4000 grit, followed by diamond pastes down to 0.25 μm particle size, and finishing with a solution of colloidal silica (OP-S).

The polished samples were etched with Kellers reagent and observed under two different optical microscopes with magnification from 6.3× to 1000×. We used the software ImageJ to enhance the image contrast and manually located the apparent centers of dendrites, measuring at least 400 primary dendrites in each specimen. The average PDAS was calculated from these locations using a standard Delaunay triangulation Python code.

We performed electron backscatter diffraction (EBSD) on the cross-sections in order to assess the misorientation between the typical [100] growth direction of Al dendrites and the cutting/observation plane. Several EBSD scans were combined into grain orientation maps in areas of about 16 × 4 mm² and analyzed using the MTEX toolbox.

2.1.3. Estimation of local solidification conditions

In this article we focus primarily on the columnar dendritic structures observed between the locations of thermocouples TC1 and TC2, i.e. in the early stage of the experiment when the solidification direction is still expected to be aligned with the (horizontal) main heat extraction direction.

We estimated the velocity of isotherms between TC1 and TC2 by dividing the distance between the thermocouples by the times $t_1$ and $t_2$ at which the temperatures from TC1 and TC2 reach a given temperature $T_L$ chosen up to 20 K below the alloy liquidus temperature $T_L$ (see Section 3.1 and Fig. 3).

The local temperature gradient was estimated as an average cooling rate $R$ of the temperatures recorded by TC1 and TC2 between times $t_1$ and $t_2$. Practically, we performed a linear fit of TC1 and TC2 in that time range to extract their respective cooling rates $R_1$ and $R_2$, and then considered that $R \approx (R_1 + R_2)/2$ to calculate $G = R/V$.

Since the estimation of the local velocity of isotherms $V$ was more accurate than that of the
temperature gradient $G$ (see section 3.1), we decided to use $V$ as a fixed input value in both PF and DNN simulations, and to explore different values of $G$, i.e. different cooling rates $R = GV$.

2.2. Modeling and simulations

We used two models already described and used in several previous publications. Therefore, we only give a brief description of the models and the main simulations procedures. Nevertheless, a complete description of model equations, algorithms, and an exhaustive list numerical and alloy parameters, together with a brief discussion of the latter, are provided in the joint Supplementary Material.

2.2.1. Phase-field

We used a quantitative three-dimensional (3D) PF model for the directional solidification of a dilute binary alloy in a temperature gradient [73–76] to calculate, in conditions representative of our experiments: (1) the limits of the PDAS stability range $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$, (2) the dynamically selected spacing in a spatially extended array with several primary dendrites, and (3) the dendrite tip selection parameter $\sigma$. All PF simulations were performed for the Al-1 wt%Cu experiment using one growth velocity $V = 160 \mu m/s$, estimated in the experiment with the insulating alumina plate (see Section 3.1), and exploring different temperature gradients $G = 10^2$, $10^3$, and $10^4 K/m$.

First, we calculated $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ in a regular quincunx (fcc-like) dendritic array, illustrated in Fig. 2. Thus, we simulated one quarter of a dendrite (green square in Fig. 2) with mirror symmetry imposed along all boundaries. Using a procedure already used in several previous publications [33, 90, 91] (see Supplementary Material), we progressively increased the size of the domain along $y$ and $z$ until a branching event occurs, thus marking the upper limit of spacing stability $\lambda_{\text{max}}$. In order to identify the lower stability limit $\lambda_{\text{min}}$, we performed simulations with four quarters of dendrites in opposite corners of the simulation box (red square in Fig. 2), and reduce the domain size until one or more primary dendrite is eliminated, thus identifying $\lambda_{\text{min}}$. Using a moving frame following the tip location in the $x$ direction, the size of the domain in $x$ was taken long enough for no-flux boundary conditions to have a negligible effect on the tip growth dynamics (see Supplementary Material).

Then, we performed one simulation of a spatially extended array of dendrites in a thermal gradient $G = 10^3 K/m$, using a simulation domain of cross-section $L_y \times L_z = 512 \times 512 \mu m^2$ and length $L_x = 1185 \mu m$, starting from a planar interface located at the liquidus temperature. The simulated time was 200 s, which was found to be enough to approach an apparent steady-state microstructure.

We also used the PF results to estimate the dendrite tip selection parameter $\sigma$, which is an input parameter of the DNN model. To do so, we extracted primary tip radii in simulations of one quarter of dendrite, using least-square fitting of the solid-liquid interface in (010) and (001) planes to a second order parabola (purple lines on the left-side dendrite of Fig. 2) using the method presented in Ref. [68] (see Supplementary Material). We calculated $\sigma$ for a handful of steady-state dendrites at different spacings in order to verify its independence to the PDAS in the simulations of one quarter of dendrite at $G = 10^3 K/m$. We selected the lowest of the explored temperature gradients as it is well within the well-developed dendritic regime, i.e. far from the cell-to-dendrite transition regime.

2.2.2. Dendritic Needle Network

We used a multiscale 3D DNN model for directional solidification already presented elsewhere [62, 63, 84] in order to calculate, for both Al-1 wt%Cu and Al-4 wt%Cu alloys: (1) the PDAS stability limits $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ and (2) dynamically selected spacings in a spatially extended dendritic array.

For each alloy, we used one growth velocity estimated between thermocouples TC1 and TC2 in

![Figure 2: Simulation domains for a quincunx (fcc-like) dendritic pattern of primary spacing $\lambda$, as used in the phase-field (green and red squares) and DNN (blue square) simulations. For clarity only the tip region is shown here (up to $\approx 165 \mu m$ behind the tip) and not the region at lower temperature, in which side-branching may occur.](image-url)
the experiments with an insulating alumina plate, namely $V = 160 \ \mu m/s$ (Al-1 wt%Cu) and $V = 200 \ \mu m/s$ (Al-4 wt%Cu). We scanned a range of temperature gradient $G = 10^2, 10^3, \text{and } 10^4 \ K/m$ for $c_\infty = 1 \ wt%Cu$ and $G = 5 \times 10^2, 5 \times 10^3, \text{and } 5 \times 10^4 \ K/m$ for $c_\infty = 4 \ wt%Cu$. The value of the tip selection parameter, $\sigma = 0.063$, was estimated from phase-field simulation results.

To estimate both $\lambda_{\min}$ and $\lambda_{\max}$, DNN simulations were initialized with two primary dendrites in opposite corners of the simulation domain (blue square in Fig. 2). Simulations were performed for different domain sizes $L_y = L_z = \lambda/\sqrt{2}$ in order to identify spacings leading to the elimination of one of the two primary dendrite (when $\lambda < \lambda_{\min}$) or to the emergence of a tertiary branch as a new primary dendrite (when $\lambda > \lambda_{\max}$). Similarly as in PF simulations, we use a moving frame in the $x$ direction and the length of the domain in $x$ was chosen long enough for boundary conditions to have a negligible effect (see Supplementary Material).

Additionally, we performed two simulations of spatially extended dendritic arrays to determine a dynamically selected average PDAS $\langle \lambda \rangle$. For the Al-1 wt%Cu alloy, we used $G = 10^3 \ K/m$ and $V = 160 \ \mu m/s$ in a domain of size $L_y = L_z = 1138 \ \mu m$, and for the Al-4 wt%Cu alloy, we used $G = 5 \times 10^2 \ K/m$ and $V = 200 \ \mu m/s$ in a domain of size $L_y = L_z = 692 \ \mu m$, both with a length $L_x = 1280 \ \mu m$. The domain was initialized with respectively 1849 and 576 uniformly distributed primary needles evenly spaced in $y$ and $z$, in order to approximate a planar interface located at the alloy liquidus temperature. The simulated time were 200 s and 100 s, respectively, which was found sufficient to approach a steady microstructure with no further primary dendrite elimination.

3. Results

3.1. Casting

The temperature-time curves recorded by the 7 thermocouples are plotted in Fig. 3 for the four experiments. All curves exhibit a plateau or a notable inflection below the liquidus temperature, indicative of the release of latent heat (recalescence) during solidification.

Readings from thermocouples close to the cooling surface (i.e. TC1, TC2, and TC3) are nearly parallel to one another for a notable range of temperature below liquidus temperature $T_L$. Thus, the
velocity of isotherms at $T = T_L < T_{L\ast} \lesssim T_L$ (dash-dot lines in Fig. 3) — calculated as $V \approx d_{12}/(t_2 - t_1)$, with $d_{12}$ the distance between TC1 and TC2, and $t_1$ and $t_2$ the times at which TC1 and TC2 respectively cross the temperature $T_{L\ast}$ — provides a reasonably accurate estimation of the average solidification front velocity between TC1 and TC2.

The local temperature gradient is less straightforward to obtain, as it depends significantly on the method used to calculate it. As explained in Section 2.1.3 it is calculated from the time-averaged slopes of TC1 and TC2 between $t_1$ and $t_2$.

Resulting solidification conditions between TC1 and TC2 are summarized in Table 1. In the simulations, we specifically focus on the two experiments performed with an insulating alumina plate, i.e. cases (a) and (c) in Fig. 3 and Table 1.

| Case | $V$ ($\mu$m/s) | $G$ (K/mm) | $R$ (K/s) |
|------|----------------|------------|-----------|
| (a)  | 0.16 ± 0.01    | 0.91 ± 0.29| 0.15 ± 0.04|
| (b)  | 0.23 ± 0.02    | 0.50 ± 0.01| 0.12 ± 0.03|
| (c)  | 0.19 ± 0.01    | 0.37 ± 0.12| 0.07 ± 0.02|
| (d)  | 0.28 ± 0.02    | 0.50 ± 0.20| 0.14 ± 0.04|

Table 1: Solidification velocity $V$, temperature gradient $G$, and cooling rate $R$ between thermocouples TC1 and TC2: Al-1 wt% Cu alloy (a) with and (b) without alumina plate between mold and chill plate; Al-4 wt% Cu alloy (c) with and (d) without alumina plate between mold and chill plate.

3.2. Microstructure characterization

Cross-section micrographs between TC1 and TC2 appear in Fig. 4 for the two alloys solidified using the alumina plate between mold and chill plate.

Figure 5 shows the [100] pole figures from EBSD analysis of the dendrite orientation with respect to the cutting plane in $16 \times 4$ mm$^2$ cross-section areas. We assumed that dendrites grow along their [100] crystalline direction, since they are in a well-developed dendritic regime, far from a cellular-to-dendritic transition regime in which a deviation may exist between [100] and growth direction $\Phi$ [92, 93].

For the Al-1 wt% Cu alloy, between TC3 and TC4 the cutting plane was nearly normal to the [100] direction (Fig. 5b) but closer to the chill plate, e.g. between TC1 and TC2, the misorientation was more notable (Fig. 5a). In the Al-4 wt% Cu alloy (Fig. 5c), most cross-sections presented several grains of different orientations with no remarkable preferential orientation (Fig. 5d).

We used the Euler angle $\Phi$ to estimate the deviation between the apparent spacing in the cross-sections $\lambda_m$ and the actual spacing normal to the growth direction $\lambda \approx \cos(\Phi)\lambda_m$ (Fig. 5). The angle $\Phi$, negligible for most grains between TC3 and TC4 in the Al-1 wt% Cu alloy, reached up to $40^\circ$ between TC1 and TC2 and in the Al-4 wt% Cu alloy, thus leading to $\lambda$ up to 25% lower than $\lambda_m$. Hence, for all samples, we estimated $\lambda \approx 0.9\lambda_m$ as an average approximate angle correction.

The average measured and corrected PDAS are plotted as a function of the cooling rate $R$ in Fig. 7 (Al-1 wt% Cu) and Fig. 8 (Al-4 wt% Cu), together with literature data for relevant composition ranges.
Figure 5: EBSD [100] pole figures for the Al-1 wt% Cu alloy (a) between TC1 and TC2 and (b) between TC3 and TC4 as well as (c) for the Al-4 wt% Cu between TC3 and TC4. The scatter in a and c shows the lack of overall alignment of the [100] dendrite growth direction with the observation plane, in contrast to panel b showing a higher density of grains growing along the principal temperature gradient direction.

Figure 6: Schematic for the correction of the dendrite spacing from the dendrite orientation, where $\lambda_m$ is the PDAS measured on the cross-section and $\lambda$ is the actual PDAS.

3.3. Simulations

The first quantitative results extracted from the PF simulation are the dendrite tip radii and the corresponding tip selection parameter $\sigma$. Results from simulations of the Al-1 wt% Cu alloy at $V = 160 \mu m/s$ and $G = 10^2 K/m$ for different spacings $\lambda$ appear in Table 2. The average radius remains within $\rho = 8.96 \pm 0.13 \mu m$, with less than 4% difference between radii measured in the $y$ and $z$ directions. The resulting tip selection parameter, accounting for the tip temperature, i.e. for the temperature-dependent capillarity length, is within $\sigma = 0.06 \pm 0.002$. This compares well with linear solvability theory, which gives $\sigma \approx 0.06$ for a one-sided model (see, e.g., Fig. 2 of Ref. [94] with $\alpha = 15\epsilon_4 = 0.18$ and Eq. (4.3) therein with $\rho = 0$). In the DNN simulations we used $\sigma = 0.063$, which was extracted from preliminary PF simulations performed before we obtained all PF results. However, we expect that such small difference had little influence on any of our results and conclusions.

For both PF and DNN models, results of single-spacing simulations appear in Figs 9 (Al-1 wt% Cu) and 10 (Al-4 wt% Cu), showing (a) primary tip undercooling versus spacing within the stable PDAS range, as well as (b-c) typical primary dendrites within the stable range and their surrounding solute field in a (010) plane. We also report the calculated values of $\lambda_{min}$, $\lambda_{max}$, as well as the ratio $\lambda_{max}/\lambda_{min}$ for all simulations in Table 3 (Al-1 wt% Cu) and Table 4 (Al-4 wt% Cu).

Final microstructures in the spatially extended simulations are illustrated and compared to experimental micrographs in Fig. 11 for the Al-1 wt% Cu (a-c) and the Al-4 wt% Cu (d-e) alloys, superimposed with a Delaunay triangulation similar to the one used to calculate average primary spacings. Average spacings $\langle \lambda \rangle$ from simulations are reported in Figs 7 and 8 as thick crosses (●), together with

| $\lambda$ (µm) | $\rho$ (µm) | $\sigma$ |
|---------------|-------------|----------|
| 336           | 8.94        | 0.0605   |
| 387           | 8.93        | 0.0606   |
| 438           | 8.83        | 0.0619   |
| 490           | 9.09        | 0.0585   |
| 505           | 9.06        | 0.0589   |
| 521           | 9.02        | 0.0593   |
predicted stability ranges as vertical error bars.

In terms of computational performance (see brief discussion in the Supplementary Material), a representative simulation in the vicinity of $\lambda \approx \lambda_{\text{min}}$ at $G = 10^3$ K/m for the Al-1 wt%Cu alloy, performed on the same hardware (one NVIDIA GeForce® GTX 1080Ti and a single core of an Intel® i7-6850K) was performed about six times faster with DNN than PF. However, in this regime where both PF and DNN simulations are achievable, DNN simulations are far outside of their optimal performance, which can only be obtained when $\rho \ll D/V$ and PF simulations become unfeasible.

4. Discussion

4.1. Experiments

The thermocouples farthest from the chill plate, namely TC5, TC6, and TC7 provide an estimation of the vertical thermal gradient. The temperatures
Figure 9: Simulation results for PDAS stability range for the Al-1 wt%Cu alloy at $V = 160 \mu m/s$: (a) Steady-state primary tip undercooling $\Delta$ versus $\lambda$, showing only the stable spacings $\lambda_{min} < \lambda < \lambda_{max}$ predicted by PF (full symbols) and DNN (open symbols) models for $G = 10^2$ (red), $10^3$ (green), and $10^4$ K/m (blue), and dendrite morphologies simulated with (b) PF and (c) DNN models for stable spacings $\lambda \approx 110, 180, 250, and 320 \mu m$ (left to right) for $G = 10^2$ K/m. Panels (b) and (c) appear at the same scale, showing the solid-liquid interface and iso-concentration lines (wt%Cu) in a (010) plane. In panel (a), the leftmost and rightmost data points show the lowest ($\lambda_{min}$) and highest ($\lambda_{max}$) stable spacings identified for each set of parameters, even though within the stability range only a small subset of the simulations are shown as symbols for the sake of readability.

Dendritic arrays have a more regular arrange-
Figure 11: Experimental micrographs (a,d) and steady state microstructures observed in the \((x-)\) direction simulated using the DNN (b,e) and PF (c) methods for the Al-1 wt\%Cu (a-c) and the Al-4 wt\%Cu (d,e) alloy processed in the presence of an insulating alumina plate between the mold and the chill face, i.e. for \(V = 160 \mu m/s\) and \(G = 10^3\) K/m for Al-1 wt\%Cu (a-c) and \(V = 200 \mu m/s\) and \(G = 5 \times 10^2\) K/m for Al-4 wt\%Cu (d,e).

The expected power law dependence of the PDAS with the cooling rate \(R\) appears in Figs 7 and 8 as the data follows the illustrated \(R^{-0.5}\) slope suggested in earlier studies \([36,47,95]\). While our experiments did not permit to scan an extensive range of cooling rates, they still suggest a decrease in PDAS for higher cooling rate, consistently with this \(\lambda \sim R^{-0.5}\) power law.

For the Al-4 wt\%Cu alloy, our measured PDAS coincide well with the results of \([40,42,95]\) for similar cooling rates. However, our measurements for both alloys appear on the higher end of the measured spacing distribution from the literature for comparable compositions. They also appear on the high end of the calculated stable ranges. This may be attributed to several factors.

First, the representation of \(\lambda\) as a sole function of \(R\) is a simplification. For a given alloy, the average PDAS is a function of both \(G\) and \(R\), such that, for a given cooling rate \(R = G \times V\), different sets of points might represent substantially different conditions and even different growth regimes. A better representation would be a three-dimensional graph with axes \(\lambda\), \(G\), and \(V\) (or even 4D including \(c_\infty\)).

Second, experimental setups and configurations compared here differ substantially from one another. Most previous data comes from thin-sample or Bridgman directional solidification experiments. Even among these, whether the solidification is horizontal, vertical upwards, or vertical downwards, has important consequences, particularly in terms of thermo-solutal convection \([96-102]\). For example, in the experiments from Ref. \([68]\) (full orange circles in Fig. 7), performed vertically upwards, it was shown that, in spite of the low sample thickness (200 \(\mu m\)), the extent of convection was sufficient for these experiments to occur within a cellular-to-dendritic transition regime, explaining the inverse trend with \(\partial \lambda/\partial R > 0\) in Fig. 7 \([68]\), in place of the expected \(\lambda \sim R^{-0.5}\) in the fully dendritic regime.

Third, we relied on limited local thermocouple measurements, which arguably leaves room for error in the estimation of the local \((G, V)\) conditions at exact times and locations within the mold. A more accurate estimation of the local temperature profile in the sample could be achieved, for instance extending our multiscale modeling approach to thermal and solutal transport simulations at the macroscopic scale, which is the focus of an ongoing follow-up study.

Finally, we based our estimation of the PDAS on two-dimensional cross-sections. Even though we
attempted to correct for the misorientation of the dendrite growth direction, we expect that underlying assumptions also lead to some amount of error in the PDAS measurements. Such issues could be tackled in further studies using three-dimensional visualization methods, such as X-ray tomography [103–107], which would provide an unambiguous representation of dendritic arrays and spacings.

4.2. Simulations

For the Al-1 wt%Cu alloy, the calculated values for \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) exhibit a striking agreement between PF and DNN methods, in spite of the lower undercooling predicted by DNN compared to PF (Fig. 9a), which was already observed and reported in an ongoing benchmark study [108]. Some discrepancy between DNN and PF appears at higher undercooling (i.e. for \( G = 10^4 \) K/m in Fig. 9b), which we attribute to the fact that a higher \( G \) promotes a transition toward an intermediate regime between cellular and dendritic. Consequently, the agreement is best at low \( G \), when microstructures are well-developed dendrites made of thin hierarchical branches, for which the DNN model was specifically designed. For both compositions and both simulation methods, the dependence of both \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) fall close to the phenomenological \( R^{-0.5} \) power law (dotted lines in Figs. 7 and 8).

Hence, the ratio \( \lambda_{\text{max}}/\lambda_{\text{min}} \) (Tables 3 and 4) also presents a striking agreement between the two simulation methods. This ratio is as high as 5 or 6 for the lowest values of \( G \), and decreases consistently with increasing \( G \), as microstructures approach an intermediate cellular-dendritic regime. The fact that \( \lambda_{\text{max}}/\lambda_{\text{min}} \) is much higher than 2 is consistent with recent studies [68, 90, 91, 109] and in contrast with earlier theories, which suggested that \( \lambda_{\text{max}}/\lambda_{\text{min}} \approx 2 \) [23, 24], but mostly by lack of a proper simulation method to study branching instability at \( \lambda \approx \lambda_{\text{max}} \). The decrease in \( \lambda_{\text{max}}/\lambda_{\text{min}} \) with \( G \) and the fact that it may tend toward 2 as the gradient increases are new observations that warrant further investigation.

Overall, this comparison between simulations and experiments, in conditions relevant to industrial casting, provides a compelling demonstration that physics-based models can be coupled across scales to yield quantitative predictions of key microstructural length scales — here specifically illustrated for the PDAS. However, our simulations, while in good agreement with literature data, seem to underestimate the spacings measured in our experiments. This is due to error sources in both simulations and experiments, such that some limitations in the current calculations and assumptions deserve to be discussed, as they point toward directions for improvement and further research.

First, it was previously shown that a microstructural steady state, with a fixed PDAS, may require a substantially longer time than that required to reach a steady undercooling and growth velocity of the solidification front [68]. Hence, even though microstructures may appear at steady state, a slow interaction and elimination process might still be occurring, possibly leading to an increase of average spacing at longer time scale.

Then, in the single-spacing simulations, we made the assumption of a quincux (fcc-like) spatial order of the dendritic arrays (Fig. 2). As such, these simulations are only representative of \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) in a perfectly ordered array with this specific arrangement. This ordering can be identified in terms of nearest neighbors as an irregular hexagonal pattern (dotted line in Fig. 2), with two longer edges along the directions corresponding to side-branches growth. It was shown to be predominant in directionally solidified single crystals (see, e.g., the high density of such irregular hexagons in the bottom left region of Fig. 2b in Ref. [110]) — in contrast to predominantly regular hexagonal arrays in cellular growth due to the axisymmetry of cells [33] [111]. While we chose to leave this aspect out of the scope of the current study, it would be interesting, among future directions, to investigate the influence of the spatial order on the resulting spacing stability range, as well as the possible transition from regular to irregular hexagonal arrays with the appearance of side-branches between cellular and dendritic growth regimes.

In both experiments and spatially extended simulations, spatial order of the array is never perfect. In the experiments, array disorder is primarily promoted by the inhomogeneous processing conditions, with gradients in \( G, V, \) and \( c_\infty \) due to a large extent to convection, and the fact that microstructures are polycrystalline, thus leading to sustained elimination and branching events [90, 112].

Due to this disorder, a more advanced algorithm than our Delaunay triangulation could have led to a more accurate PDAS estimation [110, 113, 114]. However, we expect that such methods would have only filtered a handful of nearest neighbor outliers, such that the resulting correction would have been
minimal once reported within the nearly two orders of magnitude of PDAS variation discussed here (Figs 7-8).

In all simulations, we made the assumptions that $G$ and $V$ are constant, that heat transport is infinitely fast compared to solute transport, and that solute transport occurs primarily by diffusion in the liquid phase. While these are all reasonable assumptions for the solidification of a metallic system considered at a scale lower than the characteristic hydrodynamic length, we expect that such assumptions introduce some amount of discrepancy by deviating from exact experimental conditions.

Finally, one intrinsic limitation of the DNN model is that primary dendrite trunks cannot drift laterally, such that spacings can only be adjusted through elimination and branching events. This leads to a distribution of spacing less homogeneous than in both experiments and PF simulations (Fig. 11), as already noted for thin-sample solidification of Al-Si alloys [109]. The DNN model might be adapted to allow such a drifting, but this would require (1) a new mathematical formulation of the FIF that would incorporate the directionality of the incoming solute flux, (2) establishing laws for dendrite drifting velocities in inhomogeneous arrays, and (3) a notably more complex implementation.

In spite of these limitations, the present comparison between experiments and simulations highlights a promising pathway toward quantitative predictions of microstructural length scales (e.g. PDAS) in casting processes. The striking agreement between PF and DNN predictions is a strong indication that discrepancies between simulated and experimental data stem from the fundamental assumptions behind the models rather than from the upscaling from PF to DNN simulations.

5. Summary and perspectives

In this article, we demonstrated that primary dendritic spacings in metallic alloys cast in industrially relevant conditions can be calculated by directly combining physics-based models — with barely any adjustable parameters. On the one hand, we performed casting experiments of Al-Cu alloys and related the cooling conditions measured by thermocouples to the PDAS measured from cross-sections micrographs. On the other hand, we calculated PDAS stability ranges and simulated entire dendritic arrays using two different methods, namely phase-field (PF) and dendritic needle network (DNN) models. For the alloy with lower copper content (Al-1 wt%Cu), both types of simulations are feasible, and they lead to very similar results. For the more concentrated alloy (Al-4 wt%Cu), the wide separation of scale between dendrite tip radius $\rho$ and diffusion length $l_D$ makes PF simulations prohibitively challenging, while DNN simulations still yield a good agreement with experiments.

We compared our results to the extensive body of literature on PDAS selection in Al-Cu alloys (see Fig. 1 in the Supplementary Material), and found an overall good agreement between our results and published data. It is, to our knowledge, the first time that this broad data set was compiled and directly compared to simulation predictions. The agreement between simulations and experimental data provides a conclusive validation of the models’ capability to reliably predict primary spacings. Moreover, in spite of a slight underestimation of undercooling by the DNN method as compared to PF (already identified elsewhere [108]), the excellent agreement in terms of stable spacing ranges for different sets of parameters provides a further validation of the models. In summary, we have shown that quantitative PF simulations, computationally limited to dilute alloys, could be readily extended to more concentrated alloys using the DNN approach. This opens the way to further direct comparisons of experiments and simulations at experimentally relevant length and time scales.

Perspectives from this work are manyfold. From a fundamental standpoint, the relationship between the width of the PDAS stability range (i.e. the ratio $\lambda_{\text{max}}/\lambda_{\text{min}}$) and the temperature gradient remains to be explored in further details. From an ICME perspective, ongoing works include the extension of this multiscale modeling strategy toward both the macroscopic scale — e.g. coupling to thermomechanical simulations of the process with possible integration of convection into DNN simulations [84, 85] — and toward the nanoscale — e.g. calculating phase diagrams from first principles [116, 117] and solid-liquid interface properties from molecular dynamics [118, 119]. Such computational frameworks could also be complemented by similar multi-scale strategies for later processing steps, e.g. including the formation of secondary phases such as precipitates [120, 121].
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