Application of box-jenkins models for forecasting drought in north-western part of Bangladesh

Md. Shaddam Hossain Bagmar¹,², Md. Mohsan Khudri³†

¹Department of Epidemiology, Biostatistics and Occupational Health, McGill University, Canada
²Institute of Statistical Research and Training, University of Dhaka, Dhaka-1000, Bangladesh
³Department of Economics, Fogelman College of Business and Economics, The University of Memphis, USA

Abstract

Recently, the research paradigm has shifted towards prediction, characterization and categorization of droughts for its global impacts on agriculture-based economy. This study aims to parsimoniously forecast the drought phenomena categorized by standardized precipitation index (SPI) in Bangladesh using autoregressive moving average (ARIMA) models. We considered four meteorological stations in the north-west part of Bangladesh namely Bogra, Dinajpur, Ishwardi and Rajshahi which were mostly affected by the droughts. Seasonal effects were most distinct for higher order SPI series with time scales of 12 months and needed to be seasonally differenced. Based on root mean square error (RMSE) and mean absolute error (MAE), the accuracy of the models increased as the order of the SPI series increased over time. There were approximately 60% decrease in RMSE and MAE values for SPI12 series compared to SPI3 series for selected stations. We found as the number of lead times increased the accuracy of the models decreased. A maximum of 6 months lead time was found for SPI12 series at Ishwardi where the fitted model accurately predicted the series. The present study concluded that the researcher should use short term prediction of drought using higher order SPI series for better prediction.
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1. Introduction

Climate variability and change associated to global warming is already extant on global and regional scale [1]. Changes in the severe climate events particularly severe drought events can have substantial effects on ecosystems, socioeconomic activities, agriculture, and profit from water resources [2]. Drought refers to a prolonged hydro-meteorological event that affects vast regions and causes major non-structural damages. It is originated as a water scarcity situation on account of deficiency of precipitation (less than normal) over a long period of time. Drought is a recurring and the most complex climate phenomenon that always had adversely affected civilization throughout the history of time, due to its potential harmful impacts on economic, environmental, and social sectors. However, despite all, it is often quite less understood than the other natural hazards [3, 4]. Thus, knowledge of drought frequency is recognized as one of the most significant factors in water resources planning and management. High temporal and spatial variability of climate makes Bangladesh as one of the most disaster-prone countries in the world and vulnerable to climate change [5]. The impact of a major drought in Bangladesh can be devastating as about 84% of the 145 million people of Bangladesh are to a great extent involved in agricultural activities, either directly or indirectly [6]. The country experiences average annual rainfall of 1,500 mm in the west to 4,100 mm in the east and almost 80% of rainfall occurs during monsoon. Groundwater irrigation coverage has increased from 6% to 75% in Bangladesh during the period 1980–2000 [7]. Number of rainy days has decreased significantly throughout Southeast Asia [8] and an increased frequency of droughts has been observed in Bangladesh over the recent years [5].
Researchers forecast drought phenomena using both traditional time series techniques and machine learning models. One of the major applications of autoregressive integrated moving average (ARIMA) model is drought forecasting. It is a univariate approach which has gained relative popularity over other models due to its trend detection capability and the complexity as well as constraints of main stream climate models. ARIMA has been used by several researchers and experts in the study of climatology and other geophysical studies [9-13]. A stochastic linear model was developed by Durdu [14] for drought forecasting using standardized precipitation index (SPI) in Turkey. The forecasting capability of the time series models evaluated with the different accuracy measures namely, mean error (ME), root mean square error (RMSE) and mean absolute error (MAE) [15-17]. Belayneh et al. [18] compared the effectiveness of five data driven models for forecasting 6- and 12-months lead time (long term) drought conditions in the Awash River Basin of Ethiopia. They forecasted SPI 12 and SPI 24 employing ARIMA model, artificial neural networks (ANN), and support vector regression (SVR). They also used wavelet transforms to pre-process the inputs for ANN and SVR models to build WA-ANN and WA-SVR models. They compared the performances of all models using RMSE, MAE, $R^2$ and a measure of persistence. The forecast results pointed out that the coupled wavelet neural network (WA-ANN) models performed better than all the other models in this study for forecasting SPI 12 and SPI 24 values over 6- and 12-months lead time in the Awash River Basin of Ethiopia. Myronidis et al. [19] observed negative trends in the SPI drought index using the Mann-Kendall. They measured the correlation between the intensity of drought phenomena and the shallow Mediterranean lake’s water level using the Pearson correlation coefficient. They made a year ahead forecast of future drought conditions by employing a hybrid ARIMA and ANN model.
The results suggested that the water level would further drop while the mild drought conditions can be expected in the future. Morid et al. [20] predicted two drought indices including EDI and SPI in Tehran using ANN models. They obtained the best prediction for the 6-months lead time with a $R^2$ value of 0.79 in an area where average annual precipitation varies across different stations from 700 mm to 120 mm. Jalalkamali et al. [21] forecasted drought for the Yazd synoptic station by applying the multilayer perceptron artificial neural network (MLPANN), adaptive neuro-fuzzy inference systems (ANFIS), support vector machine (SVM) model, and the autoregressive integrated moving average (ARIMAX) multivariate time series. Moreover, they calculated the humidity levels for short-term (3 and 6 months) and long-term (9, 12, 18, and 24 months) periods using the SPI. They chose the 1961–2002 period as the control group and the 2003–2012 period as the experimental group. Based on the results, they revealed that in a 9-months period, the ARIMAX model perform better than the SVM, ANFIS, and MLPANN models. The number of studies related to forecasting the drought phenomena for Bangladesh is sparse. Since the economy of Bangladesh relies on agriculture to a greater extent and drought has deleterious effect on agriculture, it is of utmost importance to model and forecast the drought for Bangladesh.

Hence, this paper adopted SPI approach to quantify and delineate the drought situation in 4 stations of the north-western part of Bangladesh. Hence, the two major objectives of this study include fitting the appropriate time series model for the SPI series of 4-time scales, namely, SPI3, SPI6, SPI9 and SPI12; and evaluating the forecasting power of the fitted models using different accuracy measures. This paper is organized into following sections. Data and methods are
outlined in section 2. Section 3 presents the results and discussions and section 4 contains concluding remarks.

2. Data and Methods

2.1. Data

In this study, precipitation data of Bangladesh were obtained from Bangladesh Agricultural Research Council (BARC) online data base. We have selected four stations considering their spatial location in the north-west part of Bangladesh namely Bogra, Dinajpur, Ishwardi and Rajshahi which are mostly affected by droughts. The average annual rainfall of the country varies from 1,329 mm in the northwest to 4,338 mm in the northeast. The gradient of rainfall from west to east is approximately 9 mm/km. The western part of Bangladesh experiences an average areal rainfall of approximately 2,044 mm, which is much lower than that of other parts of the country [22]. All the data series are found to be homogeneous using the von Neumann ratio, Standard Normal Homogeneity Test (SNHT), and the Range test [23]. Fig. 1 shows the map for different meteorological stations of Bangladesh. The data series differs in length for selected stations between 50 to 66 years. The maximum of 66 years monthly precipitation data was obtained for Dinajpur station (1948-2013) and minimum of 50 years for Rajshahi station (1964-2013). So, the data is adequately large enough to fit the seasonal time series models recommended by Hanke et al. [24]. Numerous drought indices have been developed for monitoring and quantification of these kinds of drought [25, 26]. Amid those indices, we have used SPI developed by McKee et al. [27] in this study due to its simplicity and being based solely on the accessible precipitation data.
2.2. Standardized Precipitation Index

In practice, the computation of SPI index in a given year $i$ and a calendar month $j$, for a time scale $k$ requires the following steps followed by [27, 28]:

![Fig. 1. Map of meteorological stations of Bangladesh.](image-url)
1. Calculation of the collective precipitation series $X_{ij}^k(i = 1, ..., n)$ for a time period of interest $j$ in a year $i$, where each term is the sum of precipitation of $k-1$ past consecutive months.

2. Fitting of a cumulative distribution function (usually gamma distribution function) on aggregated monthly precipitation series (e.g., $k = 6$ months is adopted in this study). The gamma probability density function is defined as,

$$
g(x) = \frac{1}{\beta^\alpha \Gamma(\alpha)} x^{\alpha-1} e^{-x/\beta}
$$

(1)

where $\beta$ is a scale parameter; $\alpha$ is a shape parameter, which can be estimated using method of maximum likelihood; and $\Gamma(\alpha)$ is the gamma function at $\alpha$. The cumulative probability distribution of observed precipitation event for the given month and time scale can be found with the help of estimated parameters. The cumulative distribution function (CDF) is obtained by integrating Eq. (1), i.e.

$$
G(x) = \int_0^x g(x) \, dx = \int_0^x \frac{1}{\beta^\alpha \Gamma(\alpha)} x^{\alpha-1} e^{-x/\beta} \, dx
$$

(2)

3. Since two-parameter gamma function is not defined for zero values, and precipitation distribution may contain zeros, a mixed distribution function (zeros and continuous precipitation amount) is employed, and the CDF is given as follows:

$$
F(x) = q + (1 - q)G(x)
$$

(3)

where $G(x)$ is the distribution function estimated for nonzero precipitation, and $q$ is the zero-precipitation probability from the historical time series.
4. As precipitation is not normally distributed, an equiprobability transformation (Panofsky and Brier, 1958) is carried out from the CDF of mixed distribution to the CDF of the standard normal distribution with zero mean and unit variance, which is given as follows:

\[ SPI = \psi^{-1}[F(x)] \]  

(4)

This transformed probability is the SPI. A positive value of SPI indicates that precipitation is above average, and a negative value denotes below average precipitation. A drought period is assumed as a consecutive number of months where SPI values remain below a threshold of -0.8. In this study, drought period has been classified into four categories based on the range of SPI values as listed in Table I [29].

| SPI          | Category          |
|--------------|-------------------|
| -0.8 to -1.2 | Moderate drought  |
| -1.3 to -1.5 | Severe drought    |
| -1.6 to -1.9 | Extreme drought   |
| ≤ -2.00      | Exceptional drought |

Drought length or duration (D) is taken as the number of consecutive intervals (months) where SPI remains below this threshold value. As the drought event is formulated at aggregation of monthly time scale, the minimum duration of drought is 1 month. Drought severity \( (S) \) is the cumulative values of SPI within the drought duration. For suitableness, severity of drought event \( i, S_i (i = 1, 2, \ldots) \) is taken to be positive, which is given by [27]:

\[ S_i = -\sum_{t=1}^{D} SPI_t \]  

(5)

where \( SPI_t \) is value of \( i^{th} \) period SPI for a \( D \) duration drought event.
2.3. Autoregressive Integrated Moving Average (ARIMA) Model

ARIMA models are referred to as Box-Jenkins models. An autoregressive model of order $p$ is conventionally classified as AR ($p$). A moving average model with $q$ terms is classified as MA ($q$). A combined model that contains $p$ autoregressive terms and $q$ moving average terms is called ARMA ($p,q$) [30]. If the object series is differenced $d$ times to achieve stationarity, the model is classified as ARIMA ($p$, $d$, $q$), where the symbol “$d$” signifies “integrated”. A time series $Y_t$ is said to follow an ARIMA model if

$$
\varphi(B)(1 - B)^d Y_t = \theta(B) e_t
$$

(6)

where $B$ is the backshift operator (i.e., $BY_t = Y_{t-1}$), $\varphi(B) = (1 - \varphi_1 B - \varphi_2 B^2 - \cdots - \varphi_p B^p)$ is the autoregressive operator, $\theta(B) = (1 - \theta_1 B - \theta_2 B^2 - \cdots - \theta_q B^q)$ is the moving average operator and $e_t$ is the random error term.

Box et al. [31] proposed a methodology that consists of three phases viz. i) Model identification; ii) Estimation of model parameters; and iii) Diagnostic checking for the appropriateness of identified model. Again, identification comprises four steps, namely, stability in variance, checking the stationarity, obtaining stationarity, and model selection and parameter estimation. The model having minimum AIC value is deemed as the parsimonious model. The AIC [32] is defined as follows-

$$
AIC = -2 \ln ML + 2k
$$

(7)

$\ln ML$ denotes the maximized log-likelihood function; and $k$ is the number of independently adjusted parameters.
2.4. Model accuracy Measures

In time series modeling, it is required to assess the accuracy of the fitted model for further predictions. There are two commonly used accuracy measures: root mean square error (RMSE) and mean absolute error (MAE). Sometimes the mean error (ME) also used for the comparison purpose. The flexibility of these measures lies on the fact that their scales are dependent on the scale of the data and hence are effective in comparing different models across data sets that have same scales [15]. Myronidis et al. [16] and Myronidis et al. [17] discussed briefly different accuracy measures in time series modelling.

Let $Y_i$ be the observed values at time point $i$, for $i = 1, 2, ..., n$ and $\hat{Y}_i$ be the respective forecast values by the fitted model. The simple correlation coefficient between observed ($Y_i$) and fitted ($\hat{Y}_i$) values is defined as:

$$\text{Cor}(Y_i, \hat{Y}_i) = r = \frac{\sum Y_i \hat{Y}_i - n \bar{Y} \bar{\hat{Y}}}{\sqrt{\sum Y_i^2 - n \bar{Y}^2} \sqrt{\sum \hat{Y}_i^2 - n \bar{\hat{Y}}^2}}$$

(8)

where all the notations stand for usual meaning. Usually, the values of the coefficients $r$ ranges between -1 to +1. Since here we consider the observed and predicted values of the same variable, so always we will find a non-negative (greater or equal zero) coefficient value. The decision can be made via coefficient value as: higher the value, better the model prediction.

Considering the observed and fitted values, we can define the forecast error as, $e_i = Y_i - \hat{Y}_i$.

Using these notations RMSE can be expressed as follows:

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} e_i^2}{n}}$$

(9)
where \( n \) is the sample size. The MAE and ME can be defined respectively as:

\[
\text{Mean Absolute Error (MAE)} = \text{mean}(|e_i|)
\]

\[
\text{Mean Error (ME)} = \text{mean}(e_i)
\]

Traditionally, the RMSE have been popular, largely because of its theoretical relevance in statistical modeling. However, it is more sensitive to outliers than MAE or ME which has led some authors [33, 34] to recommend against its use in forecast accuracy evaluation. Smaller the values of RMSE, MAE or ME, better the accuracy of the prediction.

3. Results and Discussions

In this study, we considered three different SPI series with time scales of 3, 6, 9 and 12 months denoted by SPI3, SPI6, SPI9 and SPI12, respectively. Using the function “auto.arima” under the R package “forecast”, we select appropriate time series model for different SPI series and stations (see Table 2). The final model is selected after stationary checking and based on least AIC value as discussed by Durdu [14].

| Station     | SPI 3          | SPI 6          | SPI 9          | SPI 12          |
|-------------|----------------|----------------|----------------|-----------------|
| Bogra       | ARIMA(1,0,3)   | ARIMA(0,0,5)   | ARIMA(3,0,2)   | ARIMA(1,0,0)    |
|             |                |                |                | (2,0,2)         |
|             |                |                |                | (0,0,1)         |
| Dinajpur    | ARIMA(1,0,4)   | ARIMA(0,0,5)   | ARIMA(3,0,2)   | ARIMA(1,0,1)    |
|             |                |                |                | (2,0,1)         |
| Ishurdi     | ARIMA(0,0,2) (1,0,0) | ARIMA(0,0,5) | ARIMA(3,0,2)   | ARIMA(1,0,0)    |
|             |                |                |                | (1,0,1)         |
| Rajshahi    | ARIMA(1,0,2) (1,0,0) | ARIMA(0,0,5) | ARIMA(1,0,0)(1,0,1) | ARIMA(1,0,0)    |
|             |                |                |                | (1,0,1)         |
Fig. 2. Plots of observed and fitted SPI series for all the four meteorological stations of Bangladesh. (a) Bogra, (b) Dinajpur, (c) Ishurdi, (d) Rajshahi.
Fig. 2 shows the plots of observed and fitted values of SPI series using the chosen ARIMA models for all four meteorological stations. The figure, which depicts the difference between the observed and fitted values, helps us to visually decide about the accuracy of the fitted model i.e., smaller the difference implies better the model. The figure depicts that the differences are getting smaller as the order of the SPI series increases. This specifies that the perfection of capturing the patterns by the best fitted ARIMA models considerably increased for higher SPI series which supports the discussion by Han et al. [35].

The correlation coefficients between the actual and predicted SPI values from the ARIMA models are used as an accuracy measure of the fit. Table 3 provides the coefficients for 1-8 months lead-time. It is observed that as the lead-time increases, the coefficient decreases. It indicates that the model accuracy is inversely related with the lead time that has been used for the predictions. Here, blank cells refer to the non-existing correlation coefficients. For a given lead-time, there is a gradual increment in the coefficient values with an increase in the time scale of the SPI series, which implies the direct relation between accuracy and order of the SPI series.

| Station | SPI Series | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  |
|---------|------------|----|----|----|----|----|----|----|----|
|         |            | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  |
| Bogra   | SPI3       | 0.940 | 0.437 | 0.023 |    |    |    |    |    |
|         | SPI6       | 0.956 | 0.740 | 0.570 | 0.404 | 0.243 | 0.037 |    |    |
|         | SPI9       | 0.989 | 0.827 | 0.684 | 0.585 | 0.459 | 0.360 | 0.282 | 0.160 |
|         | SPI12      | 0.966 | 0.848 | 0.739 | 0.628 | 0.517 | 0.415 | 0.311 | 0.207 |
|         | SPI3       | 0.941 | 0.603 | 0.250 |    |    |    |    |    |
|         | SPI6       | 0.960 | 0.782 | 0.656 | 0.542 | 0.416 | 0.229 |    |    |
|         | SPI9       | 0.993 | 0.887 | 0.777 | 0.708 | 0.630 | 0.544 | 0.484 | 0.387 |
If we consider a model as accurate if it has a correlation of 0.7 or higher, we may conclude that the fitted ARIMA models give accurate predictions for 1-month and up-to 2-months lead-time for the shorter series SPI3 and SPI6 respectively for all four stations under consideration. For higher SPI series SPI9 and SPI12, the accurate prediction is possible for longer lead time with a maximum of 6 months for SPI12 series in Ishurdi station. The change of the series of SPI3 and SPI6 can be predicted with accuracy for one to two months ahead, and for SPI6 and SPI12 maximum of six months ahead for different stations. Therefore, we can conclude that the forecasting capability depends on the number of lead time under consideration and order of the SPI series.

Table 4. Results of Different Accuracy Measures for Different SPI Series and Stations.

| Station  | SPI Series | ME   | RMSE | MAE  |
|----------|------------|------|------|------|
| Bogra    | SPI3       | 0.000| 0.731| 0.568|
|          | SPI6       | -0.001| 0.599| 0.445|
|          | SPI9       | 0.001| 0.477| 0.399|
|          | SPI12      | 0.001| 0.312| 0.204|
| Ishurdi  | SPI3       | -0.002| 0.688| 0.509|
Table 4 shows the values of accuracy measures ME, RMSE and MAE of fitted models for different SPI series and stations. These measures quantify the forecasting power of the fitted models by comparing the observed and fitted SPI values. The ME values of fitted models for different stations is close to zero despite of the order of SPI series, which implies the high accuracy of the fitted models. Considering the values of two other measures, RMSE and MSE are decreased as the order of the SPI series increased. This indicates the accuracy of the fitted models go up as the order of the SPI series increases for different stations. There were approximately 60% decrease in RMSE and MAE values for SPI12 series compared to SPI3 series among all four stations. Han et al. [35] also found the similar results where they used SPI to quantify the classification of drought in the Guanzhong Plain, China. They used correlation, and average percentage errors (APE) as the accuracy measures for the fitted time series models. The conclusion based on APE is the same as we obtain using ME, RMSE and MAE.
3.1. Model Validation

To validate the fitted models, we applied the technique “evaluation on a rolling forecasting origin” discussed by Hyndman and Athanasopoulos [36]. In this procedure, the whole data set is considered as a series of training and test sets. Each test set consisting of a single observation and the corresponding training set consists of observations prior to the test observation. Since it is not possible to obtain a reliable forecast based on a small training set, the earliest observations are not considered as test sets. The forecast accuracy is computed by averaging over the test sets. We compared the root mean square errors obtained from time series cross validation (cRMSE) with the residual root mean square errors (rRMSE).

Table 5. Cross-validation of The Fitted Time Series Models for Different Meteorological Stations of Bangladesh

| Station | SPI3   |   | SPI6   |   | SPI9   |   | SPI12  |   |
|---------|--------|---|--------|---|--------|---|--------|---|
|         | cRMSE  | rRMSE | cRMSE  | rRMSE | cRMSE  | rRMSE | cRMSE  | rRMSE |
| Bogra   | 0.754  | 0.731 | 0.626  | 0.599 | 0.502  | 0.477 | 0.323  | 0.312 |
| Dinajpur| 0.706  | 0.688 | 0.580  | 0.563 | 0.467  | 0.444 | 0.276  | 0.270 |
| Ishurdi | 0.747  | 0.726 | 0.601  | 0.566 | 0.460  | 0.434 | 0.301  | 0.284 |
| Rajshahi| 0.729  | 0.704 | 0.643  | 0.613 | 0.502  | 0.484 | 0.312  | 0.301 |

Table 5 shows the cRMSE and rRMSE values for the fitted models with different SPI series. The values of rRMSE for different SPI series are constantly smaller than the cRMSE. This is due to the “forecasts” that used in rRMSE are based on a model fitted to the entire data set, rather than averaging over the forecasts over test observation. But the closeness between rRMSE and cRMSE indicates the accuracy of the fitted models. Thus, the cross-validation supports the adequacy of the time series models fitted for different SPI series.
4. Conclusions

Drought is one of the major obstacles for the development of an agricultural country, like Bangladesh. For defining and monitoring drought, the meteorologists popularly used a measure based on SPI. This research study shows that there is a seasonal effect mostly in the higher SPI series with time scales 12 months. The predictive power of the fitted models was evaluated considering different accuracy measures, namely ME, RMSE and MAE. Under ME, all the fitted models show better accuracy despite of the order of SPI series and location of the metrological stations. For the other two measures RMSE and MAE, the accuracy of the model increases as the order of the SPI series increases. The correlation between observed and predicted SPI series shows that the forecasting power of the fitted models depends on the number of lead time under consideration and order of the SPI series. Model validation also supports the accuracy of the fitted time series models. Finally, the study recommendation is to use short term prediction with higher order SPI series for the accurate drought identification.
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