Chapter 1
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Abstract Quantum plasma physics is a rapidly evolving research field with a very inter-disciplinary scope of potential applications, ranging from nano-scale science in condensed matter to the vast scales of astrophysical objects. The theoretical description of quantum plasmas relies on various approaches, microscopic or macroscopic, some of which have obvious relation to classical plasma models. The appropriate model should, in principle, incorporate the quantum mechanical effects such as diffraction, spin statistics and correlations, operative on the relevant scales. However, first-principle approaches such as quantum Monte Carlo and density functional theory or quantum-statistical methods such as quantum kinetic theory or non-equilibrium Green’s functions require substantial theoretical and computational efforts. Therefore, for selected problems, alternative simpler methods have been put forward. In particular, the collective behavior of many-body systems is usually described within a self-consistent scheme of particles and fields on the mean-field level. In classical plasmas, further simplifications are achieved by a transition to hydrodynamic equations. Similar fluid-type descriptions for quantum plasmas have been proposed and widely used in the recent decade. This chapter is devoted to an overview of the main concepts of quantum hydrodynamics (QHD), thereby critically analyzing its validity range and its main limitations. Furthermore, the results of the linearized QHD in unmagnetized and magnetized plasmas and a few nonlinear solutions are examined with illustrations. The basic concepts and formulation of particle-particle interactions are also reviewed at the end, indicating their possible consequences in quantum many-body problems.
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1.1 Introduction

Conventional plasmas found naturally in the visible universe (e.g., the Sun’s environment, interplanetary and intergalactic media, etc.) or created in the laboratory (e.g., discharge experiments, etc.) are ionized gases in which the charged particles (electrons and different ions) move under the influence of long-range electromagnetic forces. Although, the individual particles obey the laws of quantum mechanics, the wave nature of the particles has practically no effect on the collective motion in the case of classical plasmas, due to the large inter-particle distances, and the plasma can adequately be described by classical dynamical laws in the framework of Newtonian mechanics and Maxwell-Boltzmann (MB) statistics.

It has been known since long ago that the conduction electrons in metals behave very similar to gaseous plasmas and can be well treated as an electron gas. Similarly, electrons in semiconductors excited across the band gap behave very similarly to a plasma of electrons (in the conduction band) and holes (missing electrons in the valence band). This electron-hole plasma is very similar to classical two-component plasmas. However, there is a basic difference: the relevant statistics changes from MB to Fermi-Dirac (FD), applicable to identical quantum particles with half-integer spin whose distribution is restricted by the Pauli exclusion principle. The quantum electron gas in metals is globally neutralized by the lattice ions whose properties are governed by various control parameters (see below, for more details, see [1]). Recent developments in ultrafast spectroscopic techniques have made it possible to monitor the collective behavior of the quantum electron gas confined in nanomaterials (nanotubes, metal clusters, nanoparticles, etc.) at the femtosecond scale. The collective electron oscillations which are principally governed by plasma effects lead to fascinating paradigm of plasmonics – a research field currently under way at a breathtaking pace [2,3,4,5]. In semiconductors, even though the electron density is much lower than in metals, the ongoing miniaturization in nanotechnology applications has made the spatial variations of the doping profiles comparable to the de Broglie wavelength of the electrons. This indicates the central role of typical quantum effects, such as tunneling, on the behavior of future electronic components.

Other realizations of quantum plasmas are obtained in high-density matter. By using various dynamic and static compression techniques (diamond anvils, gas guns, and so on), or high energy sources (intense lasers, ion beams), dense plasma conditions with densities of the order of $10^{23}\text{cm}^{-3} \ldots 10^{25}\text{cm}^{-3}$ have been achieved in the laboratory [1]. At the initial stage of compression, the temperature is moderate, and degenerate electrons are expected. Significance of such experiments can be seen in the warm dense matter (WDM) physics – an area getting increasing attention due to its importance for inertial confinement fusion (ICF). The advent of superintense lasers (in the petawatt range and beyond) provides tools for light matter-interactions expecting the creation of overdense plasmas in the laboratory reaching an electron number density up to $\sim 10^{26}\text{cm}^{-3}$ [6,7]. Such developments open the door to new avenues, making it possible to understand the physics underlying various phenom-
ena, experimentally probing the quantum plasma regimes and, ultimately exploiting such states for applications.

Ionized quantum matter is found naturally in dense astrophysical objects such as stellar cores, white and brown dwarfs, neutron stars, and interior of giant planets (e.g., Jovian planets) in the solar system [8]. The electrons in these systems constitute a degenerate plasma that often is under extreme conditions of density. Thereby, the electrons may be non-relativistic or relativistic, depending upon the ratio of the Fermi energy to the rest energy of an electron. At extremely high densities, exceeding the nuclear density, \( n \sim 10^{39} \text{ cm}^{-3} \), nuclei break apart (Mott-like transition) giving rise to a dense system of protons and neutrons. At still higher density even protons and neutrons break up, turning into the exotic quark-gluon plasma (QGP), a very special kind of quantum plasma where the particles interact via a (color) Coulomb potential. Such plasmas are believed to having existed immediately after the Big Bang [9], and seen in Relativistic Heavy Ion Collider (RHIC) and Large Hadron Collider (LHC) experiments. For an overview on the density-temperature range, see Fig. 1.1, for a more detailed introduction to quantum plasmas, see Ref. [1].

Basic parameters. In many-particle quantum systems, the mean particle distance \( \bar{r}_i = [3n_i/4\pi]^{-1/3} \) of species \( i \) is comparable to or smaller than the de Broglie wavelength associated with the particle, \( \Lambda_{Bi} = h/\sqrt{2\pi m_i k_i T_i} \), where \( m_i \) is particle mass and \( T_i \) the temperature, leading to an overlap of the wave functions of spatially extended mutually penetrating quantum particles, and the quantum degeneracy parameter exceeds unity, \( \chi_i = n_i A_{Bi}^3 \gtrsim 1 \). For classical systems, one can define the Coulomb coupling parameter as the ratio of the average interaction energy \( \langle U_{ii} \rangle = (e_i^2/4\pi\epsilon)(1/\bar{r}_i) \) and the average kinetic (thermal) energy \( \langle K \rangle = E_{Ti}/(\sim k_i T_i) \), i.e., \( \Gamma_i = |\langle U_{ii} \rangle|/E_{Ti} \), where \( \epsilon \) is the static background dielectric constant. But, for sufficiently cold and dense plasmas which are quantum degenerate (assuming fermions), i.e., \( \chi_i > 1 \), the role of kinetic energy is taken over by the Fermi energy; \( E_{Fi} = \hbar^2 (3\pi^2 n_i)^{2/3} / 2m_i \). In a quantum plasma, the strength of particle correlations is measured by the Brueckner parameter; \( r_{ii} = \bar{r}_i/a_{Bi} \), where \( a_{Bi} = (\epsilon/e_i^2)(h^2/m_i) \) is the effective Bohr radius. It is easily verified that \( r_{ii} \propto 1/|U_{ii}| = E_{Fi}/(\hbar\omega_{pi}/E_{Fi})^2 \), where \( \omega_{pi} \) is the plasma frequency given by \( \sqrt{2 \pi e_i^2 / \epsilon_0 m_i} \) for particles in vacuum (in three dimensions). The ideal behavior is recovered for \( \chi_i \ll 1, \Gamma \ll 1 \), in classical and \( \chi_i \gg 1, r_{ii} \ll 1 \), in degenerate quantum plasmas. Both these limits correspond to a structureless gas-like system and are simple to analyze theoretically. The quantum coupling parameter shows the peculiar property of dense quantum systems: they become increasingly ideal with increasing density.\(^1\)

In contrast, in classical systems, the strength of correlations increases upon compression since the interaction energy increases as \( n^{1/3} \) but thermal energy remains constant. Various plasma regimes are illustrated in the density-temperature phase diagram in the following section.

\(^1\) Note that this is different from ultrarelativistic quantum plasmas where kinetic and interaction energy have the same scaling with density.
Additional parameters. For completeness we list further parameters of relevance in quantum plasmas. The Fermi energy is related to a characteristic velocity, wave number and length scale: the Fermi velocity, wave number and wave length, $v_F^2 = 2E_F/m$, $k_F^2 = 2mE_F/\hbar^2$ and $\lambda_F = 2\pi/k_F$. Furthermore, there exists a characteristic screening length - the Thomas-Fermi length $\lambda_{TF}$ that replaces the Debye screening length of a classical plasma, $[\lambda_D^2 = k_B T / (2\pi^2 e^2 n)]$, $\lambda_{TF} = v_F / (\sqrt{3} \omega_p)$.

Theoretical concepts for quantum plasmas. In quantum plasmas, strong inter-particle interactions at de-Broglie length scale impede the use of conventional classical theoretical models. That’s why the early descriptions of the most immediate quantum plasma—the quantum electron gas in metals employed different approaches based on semiclassical or quantum mechanical methods including some fundamental works of the pioneers of the field. To find the properties of quantum plasmas obeying FD or Bose-Einstein (BE) statistics, the $N$-particle Schrödinger equation is the key equation which describes the evolution of a general pure quantum state arising from some initial state whereas the dynamics of the system is governed by the Hamiltonian. In addition, the solution has to be anti-symmetrized for the case of fermions (symmetrized for bosons).

For quantum plasmas, usually the description in terms of mixed states is more appropriate. Then, instead of the wave function, the system is described by the density operator $\hat{\rho}$, and the von Neumann equation is the central equation that governs the dynamics of $\hat{\rho}$. For many-particle problems, the computational tools based on the (time-dependent) Hartree-Fock (HF, TDHF) method derivable from various techniques provides a useful path which allows for a solution of the many-particle Schrödinger equation in an approximate way, accurately describing and simulating the quantum and spin effects at weak coupling.

If coupling is strong quantum kinetic methods become very demanding. For equilibrium properties a powerful tool is Quantum Monte Carlo, for instance Path Integral Monte Carlo (PIMC). This method is a very successful first-principle approach avoiding model assumptions, and is well suited for bosonic particles. At the same time, for fermions, it is limited to small systems, due to the so-called fermion sign problem. Equilibrium properties of correlated quantum systems can also be described by quantum molecular dynamics (QMD) techniques which include, for instance, the Wigner function QMD, or classical MD with quantum and spin effects included via effective quantum potentials. For equilibrium solutions, theories like the random phase approximation (RPA) and quantum mechanical modeling by density functional theory (DFT) are also very successful. The DFT has a vast range of applicability from atoms, molecules, solids to classical and quantum fluids, and is generalized to deal with many different situations. We further mention ideas to map a quantum system to an effective classical one due to Dharma wardana et al. and Dufty et al. The standard description of non-equilibrium quantum plasmas is based on kinetic theory which involves density matrices or phase space distribution functions of coordinates and momenta. The time evolution of the distribution function is given by a quantum kinetic equation (QKE) which differs from the corresponding classical kinetic equation in the appearance of the explicit difference of arguments in the po-
potentials, creating a nonlocal coupling due to finite spatial extension of quantum particles [29]. The self-consistent kinetic modeling is one of the main tools in quantum plasma dynamics in which the notation of phase-space is provided by the Wigner representation in terms of the density matrix. The QKE is a numerically expensive, integro-differential equation which provides the basis for various semiclassical approximations and computational schemes. Furthermore, for non-equilibrium processes, the widely applicable method of non-equilibrium Green’s functions (NEGF) has allowed to achieve significant progress in the past few years [29, 30, 31, 32, 33]. It can successfully describe the ultrafast dynamics of many-particle systems and allows for a self-consistent treatment of the collective linear and nonlinear response of correlated Coulomb electron systems and non-perturbative inclusion of external fields and systematic many-body approximations via Feynman diagrams. It also offers an alternative formulation and extension of the TDHF method in terms of a generalized one-particle density matrix $G(x,t;\bar{x},\bar{t})$ — the Green’s function, which depends upon two space-time variables (in general, also including the spin projection), whose evolution is governed by the Kadanoff-Baym (KB) equations [34]. The KB method has been used to investigate the dielectric properties of plasmon oscillation spectrum with collision effects included in a systematic and consistent way in a correlated electron gas [35]. The developments in analytical and computational tools have led to a number of excellent textbooks including [1, 18, 29, 36] and review articles, for instance [37, 38, 39, 40, 41, 42, 43]. Finally, we mention that the progress is significant, however the solution and detailed analysis of QKE or the full description of many-particle wave functions have been major challenges from a theoretical perspective for the last several decades.

Owing to the analytical complexity of the quantum kinetic approach, drastically simplified macroscopic models (e.g., semiclassical molecular dynamics or quantum hydrodynamics) have been frequently adopted in recent years which can reproduce some of the salient features of quantum plasmas, although not providing the same detailed information which can be extracted from quantum kinetic theory. However, one has a choice with the alternative of studying a physical problem microscopically — with inherent technical difficulties — or macroscopically with a less cluttered and simpler approach which usually has a more restricted applicability range.

Out of the semiclassical approaches for theoretical description of quantum systems, Bohmian quantum mechanics and quantum hydrodynamics (QHD) have been widely used. The former considers real particles in the classical sense of having their configuration space trajectories determined by the Newtonian mechanics with specific positions and momenta (the so-called hidden variables). The latter is a more general method applicable to both pure and mixed states of quantum statistical systems. The QHD equations are usually obtained by taking moments of the appropriate kinetic equation (e.g., the Wigner function equation) in analogy with the moments of the classical kinetic equation. This leads to the conservation laws for particle number, momentum and energy in terms of macroscopic variables by choosing some suitable closure scheme in an approximate way (for details, see below).

Since the early introduction by Madelung [44], various versions of QHD have been developed and applied to many-particle bosonic and fermionic systems, some
of them have been mentioned above. For instance, the QHD equations have been developed to study the dynamics of the quantum electron gas in metals and thin metal films [45, 46, 47, 48, 49]. For electrons in metals, the typical electron density $n_0 \approx 10^{23}$ cm$^{-3}$ yields the quantum coupling parameter $r_s$ of the order of unity which apparently shows that the collisionless models are not applicable to the metallic electrons. However, the $e-e$ collision rate (inverse of the electron lifetime $\tau_{ee}$) is controlled by the process of Pauli blocking [46]. At room temperature, $\tau_{ee} \approx 10^{-10}$ s which is much larger than the typical collisionless time scale $\tau_p$, the inverse of the electron plasma frequency, i.e., $\tau_p = \omega_p^{-1} \approx 10^{-16}$ s. In addition, the typical relaxation time scale $\tau_r \approx 10^{-14}$ s is also larger than $\tau_p$. Therefore, for time scales smaller than $\tau_{ee}$, the electron collisions can be neglected and the collisionless models are appropriate. This standard justification of QHD, however, has to be considered with great caution as it assumes that the electron gas is in thermodynamic equilibrium. For example, laser excited metals with non-equilibrium carrier distributions may have much larger e-e scattering rates, despite the Pauli blocking mechanism.

Similarly, the hydrodynamics formulation is applicable to semiconductors which provides useful explanation of resonant tunneling processes and many ultrafast phenomena at ultrasmall scales [50, 51]. The model has also been extended to plasmonics, for instance, surface-plasmon dispersion [52], plasmonic device applications [53], and so on. For low-temperature bosons (e.g., Bose-Einstein condensates (BECs) in trapped Bose gases), the elementary excitations and related phenomena can be seen by employing the Gross-Pitaevskii theory in the spirit of QHD [54, 55]. The model has also been applied to high gain free electron lasers [56], and dense astrophysical plasmas [57], with the possibility of the inclusion of effects like relativity and magnetic fields. However, here as well one has to carefully examine the applicability limits of QHD. Many of the recent predictions of QHD have to be treated with great care as long as no experimental verification is possible or tests against more accurate kinetic approaches have not been made. This has to be reiterated since many of the QHD papers are neglecting these applicability limits and do not provide the necessary tests of their results, see below.

In this chapter, we review the main concepts and limitations of QHD and its validity in various applications starting from the simple case of the weakly coupled, non-relativistic plasma in the electrostatic limit. Since the topic of QHD is not new some obvious derivations are not included and the reader is referred to appropriate references. We start the introduction to the method with a brief note on the initial proposals (Sec. 1.2) and a discussion of the main assumptions and applicability conditions discussing electron and ion plasma waves within linearized QHD. In addition, a brief overview on some nonlinear solutions of QHD as well as results for a magnetized quantum plasma are included with a focus on the relevant low-frequency modes. The basic concepts of correlations and their implications in quantum plasmas are then introduced in Sec. 1.3. Finally, we discuss some recent problems that are related to an incorrect application of QHD to hydrogen bound states and spin effects in dense quantum plasmas. The intention of this chapter is to discuss the concepts in a pedagogical manner giving the interested readers rec-
ommendations for suitable additional references and text books for a more detailed study.

1.2 Basics of Quantum Hydrodynamics

The hydrodynamic formulation of systems which demonstrate behavior implicit in quantum mechanical subsystems is almost as old as the Schrödinger equation. It started in the early days of quantum mechanics when Madelung proposed that the Schrödinger equation for spinless one-electron problems can be transformed into the form of hydrodynamics equations. By taking the complex wave function of the form \( \psi = \alpha e^{i\beta} \) with time-dependent, real valued \( \alpha \) and \( \beta \), he derived the continuity equation and Euler-like equation from the Schrödinger equation. Later on, after a long pause, Bohm and others played a major role in the further developments in this direction. This so-called Madelung hydrodynamics is usually considered as a precursor of the Bohmian mechanics—a quantum theory based on causal interpretation in terms of hidden variables [58, 59, 60] in which the reinterpretation of the solution of the Schrödinger equation and associated phenomena on the lines of classical dynamics was proposed. This interpretation is also known as de Broglie-Bohm theory due to the idea of the pilot-wave by L. de Broglie carried forward by Bohm to its logical conclusion.

1.2.1 The time-dependent Schrödinger equation

We begin by writing down the \( N \)-particle Schrödinger equation

\[
\frac{i\hbar}{\partial t} \frac{\partial \Psi_N}{\partial t} = \hat{H}_N \Psi_N, \quad \text{(1.1)}
\]

\[
\hat{H}_N = \sum_{i=1}^{N} \left\{ -\frac{\hbar^2}{2m} \Delta_i + V(r_i) \right\}, \quad \text{(1.2)}
\]

which is supplemented by the initial condition for \( \Psi_0 \) for the wave function at \( t = 0 \). In Eq. (1.2), \( \Delta_i \) denotes the Laplace operator (second spatial derivative with respect to the coordinate of particle “i”). The first term in the sum represents the kinetic energy of the particles and \( V(r_i) \) the potential energy, just like in classical mechanics. Note that in (1.2) we neglect the interaction between the particles. Similarly, we have disregarded the spin variables which will be discussed later.

Now, according to the ideas of Madelung and Bohm, the solution of Eq. (1.1) for time-dependent (in general complex) \( N \)-particle wave function is constructed with the ansatz
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Ψ_N(\{r_i\}, t) = A(\{r_i\}, t) \exp \left[ \frac{i}{\hbar} S(\{r_i\}, t) \right], \quad \text{where} \quad \{r_i\} = \{r_1, r_2, \cdots, r_N\}, \quad (1.3)

with \(A(\{r_i\}, t)\) being the real amplitude function and \(S(\{r_i\}, t)\), the real phase. The statistical distribution of the trajectories determined from \(|Ψ_N|^2\) gives the probability density that the particles are located at the coordinates \(\{r_i\}\) and thus the measurable physical features of the quantum system just like in classical statistics.

Inserting the ansatz (1.3) for the wave function into the time-dependent Schrödinger equation (1.1) and separating the real and imaginary parts, one obtains the following coupled equations for the two functions \(A\) and \(S\)

\[ \partial_t S + \sum_{i=1}^{N} \left( \frac{1}{2m} (\nabla_{r_i} S)^2 + V(r_i) + Q(\{r_i\}, t) \right) = 0, \quad (1.4) \]

and

\[ \partial_t A + \frac{1}{2m} \sum_{i=1}^{N} \left[ 2 (\nabla_{r_i} S) \cdot \nabla_{r_i} A + A \nabla_{r_i}^2 S \right] = 0, \quad (1.5) \]

where, in addition to the conventional potential energy related to \(V(r_i)\) there arises a new term, \(Q(\{r_i\}, t)\), that can be understood as effective quantum potential (or Bohm potential) which is absent in the corresponding classical system.\(^2\) Bohm noticed that Eq. (1.5) describes a conservation law of the probability density whereas equation (1.4) has the form of the classical Hamilton-Jacobi equation with the generating function \(S(\{r_i\}, t)\), with an additional term given by

\[ Q(\{r_i\}, t) = \frac{\hbar^2}{2m} \frac{\nabla_{r_i}^2 A}{A}. \quad (1.6) \]

The associated “effective Hamilton function” now contains a total potential that is the sum of the external potential and the quantum potential (summed over all particles) and depends on the dynamical variables \(\{r_i(t), p_i(t)\}\) such that the quasi-trajectories may be found from

\[ m \dot{r}_i = \nabla_{r_i} S(\{r_i\}, t), \quad (1.7) \]

to yield \(\mathbf{r}_i = \mathbf{r}_i(t)\) with initial position \(\mathbf{r}_0\), where \(\mathbf{p}_i = \nabla_{r_i} S(\{r_i\}, t)\). The quasi-trajectories evolve under the influence of classical and quantum potentials just like in classical mechanics. The key difference is that the initial state of the particles is, in general, not given in a deterministic manner, but different initial coordinates occur with a finite probability that is given by the initial continuous wave function \(Ψ_0\). A computational implementation of this scheme then requires a suitable statistical procedure: one has to consider an ensemble of trajectories which start from different initial conditions that have probabilities (statistical weights) according to \(|Ψ_0(\{r_i\})|^2\). The resulting time-dependent wave function is then obtained accord-

\(^2\) Note again that the interactions between the particles are neglected, hence all energy contributions are of single-particle type. We will discuss the role of interactions later, in Sec.1.3.
The above introduced QHD-description by a well defined wave function can be extended to more general systems within a mixed state representation given by density matrix, for more details, see [29, 61, 62].

Another important remark has to be made. In fact, for a many-particle system (even in a pure state) the Schrödinger equation (1.1) does not provide the correct quantum result. Since quantum particles are either bosons or fermions which differ by their symmetry (in particular, the spin) the \( N \)-particle wave function has to be symmetric (anti-symmetric) for bosons (fermions), i.e. we need to apply a proper (anti-)symmetrization procedure, \( \Psi_N \rightarrow \Psi_N^{A/S} \), see, e.g. [29, 37, 40]. This has the well-known effect that even noninteracting quantum particles become correlated with each other (or "entangled"). This is fully included in the quantum kinetic methods and simulations that were discussed in the preceding section but is rarely discussed when applying the QHD approach. We will return to this problem below in Sec. 1.4.

1.2.2 Quantum mixed state description. Wigner function

In 1932, E. Wigner [63] suggested the phase-space formulation of quantum mechanics, a representation by means of joint distributions of probabilities (more precisely, the quasi-probabilities) for coordinates and momenta in phase space which has led to another route to QHD. Wigner’s original interest was to find quantum corrections to classical statistical theory where the Boltzmann factors contain energies expressible as functions of both coordinates and momenta. The Wigner function doesn’t necessarily stay non-negative in its evolution process for some regions of phase space due to restrictions on the simultaneous measurements of coordinate and momentum by the Heisenberg uncertainty principle. Unlike the classical case, it can therefore not be interpreted as a true probability density. However, it is real, normalizable to unity and gives averages just like the classical statistical distribution function. The Wigner formalism has attracted considerable attention in various disciplines of physics, and has also been the subject of a detailed theoretical analysis, in turn motivating the efforts to formulate various versions of quantum hydrodynamics due to the analogy with classical fluid systems. For more details on quasi-probability distribution functions and Wigner function method, see [10, 29, 64, 65, 66, 67].

The Wigner function is a function of phase space variables \((r, v)\) and time (in the following we will use velocities instead of momenta). For simplicity, we consider the one-dimensional problem for quantum statistical mixture of states \(\{\psi_i(x, t), p_i\}\), \(i = 1, 2, ..., K\), where each wave function \(\psi_i(x, t)\) is assumed with a real non-negative probability \(p_i\) \((0 \leq p_i \leq 1)\) satisfying the normalization condition \(\sum_{i=1}^{K} p_i = 1\). The results are straightforwardly generalized to higher dimensions. When correlations are ignored, the many-particle wave function can be written as product of one-particle functions. Although we will follow this idea below because it is at the heart of the
QHD approach, one has to clearly realize that this neglects the spin properties of quantum particles. For fermions (or bosons) the $N$-particle wave function - even if interactions are neglected - is not the product of single-particle wave functions but has the form of a Slater determinant (permanent). Therefore, all QHD results so far assume that the associated exchange corrections (terms additional to the simple product form) are not important. Note that there is no guarantee for that and, depending on the problem studied, the results may be quantitatively or even qualitatively wrong, in particular if spin effects are studied, see Sec. 1.4.

In this way, the quantum mixture (ensemble) of single-particle wave functions is now represented by the density matrix (this is the coordinate representation of a more general quantity - the density operator $\hat{\rho}$)

$$\rho (x', x'', t) = \sum_{i=1}^{K} p_i \psi_i (x', t) \psi_i^* (x'', t),$$  

where $^*$ denotes the complex conjugate, and the sum extends over all states contributing to the mixture. The next step is to introduce center of mass and relative coordinates, $x = (x' + x'')/2$ and $s = x' - x''$, respectively which allows to rewrite the original coordinates appearing in Eq. (1.8) as $x' = x + s/2$ and $x'' = x - s/2$. As in classical kinetic theory, these coordinates have different meanings: $x$ is related to the position of a particle whereas the distance $s$ is related to the internal structure and is the Fourier adjoint of the momentum.

Then, the Wigner function $f_{W} (x, v, t)$ can be written as the Fourier transform of (1.8) leading to

$$f_{W} (x, v, t) = \frac{m}{2\pi \hbar} \sum_{i=1}^{K} p_i \int_{-\infty}^{\infty} ds \psi_i^* \left(x + \frac{s}{2}, t\right) \psi_i \left(x - \frac{s}{2}, t\right) e^{imvs/\hbar},$$

where $m$ is the particle mass and $v = p/m$ is the velocity.

As a side remark we mention that for a general $N$-particle system with exchange and correlations described by a statistical mixture we also can compute the single-particle Wigner function. However, then the starting point is the ensemble of the full (anti-)symmetrized $N-$ particle ensemble wave function $\Psi_{N}^{S/A} (x_1, x_2, ..., x_N, t)$. Then the single-particle Wigner function follows from integration over the variable of particles 2, 3, ..., $N$,

$$f_{W}^{S/A} (x_1, v_1, t) = \int dx_2 dv_2, ..., dx_N dv_N f_{W}^{S/A} (x_1, v_1, ..., x_N, v_N, t),$$

where the integrand contains the (anti-)symmetrized $N$-particle Wigner function which is the Fourier transform of the (anti-)symmetrized $N$-particle density matrix as in the one-particle case above [33]. Instead of the known equation of motion for the $N$-particle density matrix – the von Neumann equation – one can also derive a chain of coupled equations for the one-particle, two-particle etc. functions exactly

---

3 This is seen by considering a spatially homogeneous system. Then all points $x$ are equivalent, and the dependence on $x$ drops out, whereas the dependence on $s$ remains.
like in the classical case. This hierarchy is nothing but the quantum Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy of equations \[33\]. As in the classical case, this hierarchy can only be solved in special cases. In general, one has to resort to closure approximations. In most cases one expresses the two-particle function as a functional of single-particle functions motivated by physical information about the system. The problem is drastically simplified when particle correlations are neglected such that the two-particle Wigner function is approximated as \[ f_{W}^{S/A}(x_1,v_1,x_2,v_2,t) = A^{S/A}\{f_{W}(x_1,v_1,t) f_{W}(x_2,v_2,t)\} \], where \( A^{S/A} \) is the (anti-)symmetrization operator. If further, exchange (and spin) effects are being neglected we can drop the superscript “S/A”, and the two-particle function is just the product of two one-particle functions. This is nothing but the quantum Vlasov (or Hartree) approximation which is commonly used to derive the QHD equations. This approximation means that the quantum plasma is considered as an ensemble of particles interacting through a mean field potential.

The equation of evolution for the one-particle Wigner function \((1.9)\) for a scalar potential \(V\) included in \((1.4)\) is given by

\[
\frac{\partial f_{W}}{\partial t} + v \cdot \frac{\partial f_{W}}{\partial x} + \frac{im}{2\pi\hbar} \int ds d\vec{v} e^{i(m(v-\bar{v})s)/\hbar} \left[ V_{\text{eff}}(x+s/2) - V_{\text{eff}}(x-s/2) \right] f_{W}(x,\bar{v},t) = 0,
\]

and is obtained from the Wigner transform \((1.9)\) of the von Neumann equation (or quantum Liouville equation) for the single-particle density matrix \[33\]. Here, \( V_{\text{eff}} = V + V^{\text{ind}} \) is the total self-consistent potential that contains the mean field potential \( V^{\text{ind}} \) (in the case of Coulomb interaction it is given by the solution of Poisson’s equation) exactly like in the classical Vlasov equation \[4\].

The underlying idea is that the quantum transport can be seeded into generalized kinetic equation in the spirit of the Boltzmann equation, appropriately extended with terms that represent quantum corrections. However, the resulting Wigner kinetic equation gives rise to a nonlocal dependence of distribution function on momentum (for details on quantum kinetic equation, see \[29\]). Due to the finite spatial extension of the quantum particles, the value of the potential energy at one space point also depends on the values of \(V\) at all other points--a pure quantum effect. The classical limit is recovered in the limit of vanishing difference of arguments of the two potential \[5\].

---

4 The derivation of Eq. \((1.11)\) follows from straightforward algebra and can be found in many text books, e.g. \[29\], and will, therefore, not be reproduced here.

5 Then the integral term becomes \( \frac{1}{m} \frac{dV_{\text{eff}}(x)}{dx} \frac{df_{W}}{dx} \), as in the classical Vlasov equation.
1.2.3 Moments of the Wigner function. Hydrodynamics.

The QHD model \cite{46} can be obtained by taking the moments of (1.11). Since, for all hydrodynamic approaches, the $j$-th order moment requires the knowledge of the $j+1$-th moment, an infinite chain of equations is found which demands a suitable truncation scheme. Generally, the lower-order moments are related to physically relevant quantities such as the particle density, average velocity, and pressure etc. For mixed states, the pressure tensor (in higher dimensions) requires the second moment of the Wigner function equation to couple to the third moment. The closure assumption allows to establish a relationship between the electron pressure and density demanding an appropriate equation of state. This is, in general, a subtle issue, however, if the system is in thermodynamic equilibrium (or sufficiently close) the known equilibrium results for the equation of state can be used.

Defining the macroscopic variables, i.e., density, mean velocity and pressure in the usual way (\(\sigma^2_u\) is the variance of the velocity):

\[
\begin{align*}
n(x,t) &= \int f_W(x,v,t) dv, \\
u(x,t) &= \frac{1}{n} \int f_W(x,v,t) v dv, \\
\frac{1}{m} p(x,t) &= \sigma^2_u = \int f_W(x,v,t) v^2 dv - n(x,t)u^2(x,t)
\end{align*}
\] (1.12)

and representing each single-particle orbital

\[
\psi_i(x,t) = A_i(x,t) \exp(iS_i(x,t)/\hbar),
\] (1.14)

with real amplitude $A_i(x,t)$ and real phase $S_i(x,t)$, the first two equations become

\[
\begin{align*}
\frac{\partial n}{\partial t} + \frac{\partial (nu)}{\partial x} &= 0, \\
m \left( \frac{\partial}{\partial t} + u \frac{\partial}{\partial x} \right) u &= - \left( \frac{\partial V_{\text{eff}}}{\partial x} + \frac{1}{n} \frac{\partial p}{\partial x} \right),
\end{align*}
\] (1.15)

\[
(\frac{\partial}{\partial t} + u \frac{\partial}{\partial x}) u = \frac{e}{m} \frac{\partial \phi}{\partial x} - \frac{1}{mn} \frac{\partial p^e}{\partial x} - \frac{1}{mn} \frac{\partial p^q}{\partial x},
\] (1.16)

where $V_{\text{eff}} = V + V_{\text{ind}}$ is the single-particle potential \cite{6} and $p$ is the total scalar pressure which consists of two terms, $p = p^e + p^q$, that will be discussed below.

In the following, we consider the simple case of electrons in an electrostatic field where the ions are treated as a homogeneous background. Then $V_{\text{eff}} = e\phi$ with $\phi = \phi^e + \phi_{\text{ind}}$, which leads from (1.16) to

\[
(\frac{\partial}{\partial t} + u \frac{\partial}{\partial x}) u = \frac{e}{m} \frac{\partial \phi}{\partial x} - \frac{1}{mn} \frac{\partial p^e}{\partial x} - \frac{1}{mn} \frac{\partial p^q}{\partial x},
\] (1.17)

where the induced electrostatic potential $\phi_{\text{ind}}$ obeys Poisson’s equation.

---

\(^{6}\) $V$ is in fact non-local, which can be seen from Eq. (1.11), but this is neglected in the hydrodynamic formulation.
\[ \partial^2 \phi_{\text{ind}}(x,t) = \frac{e}{\varepsilon_0} \left( \int dv f_W(x,v,t) - n_0 \right), \quad (1.18) \]

with \( \varepsilon_0 \) and \( n_0 \) being the vacuum dielectric constant and uniform background ion density, respectively.

In deriving the above QHD equations for the mean density \( n \) and mean velocity \( u \), Eq. (1.12), it is now crucial to have a prescription how to connect them with the number density \( n_i(x,t) \) and velocity \( u_i(x,t) \) for each individual orbital. The latter are defined from the wave function (1.14) of each individual orbital according to

\[ n_i(x,t) = |\psi_i(x,t)|^2 = A_{i,x}^2(x,t) \]
\[ u_i(x,t) = \frac{\partial x S_i(x,t)}{m}, \]

i.e. just like in the case that the system is in a pure state \( \psi_i \) (as in Madelung’s theory). This connection follows readily from the definition of the density matrix (1.8). Thus the average with the Wigner function can be expressed as an ensemble average

\[ \langle \ldots \rangle = \sum_{i=1}^K p_i \ldots \quad (1.19) \]

where the contribution of each orbital enters with the weight \( p_i \). Thus, for the mean density we obtain

\[ n(x,t) = \int dv f_W(x,v,t) = \sum_{i=1}^K p_i \int dv f_{Wi}(x,v,t) = \langle n_i(x,t) \rangle, \quad (1.20) \]

and for the mean velocity follows analogously

\[ n(x,t)u(x,t) = \int dv v f_W(x,v,t) = \sum_{i=1}^K p_i \int dv v f_{Wi}(x,v,t) = \sum_{i=1}^K p_i n_i(x,t)u_i(x,t) = \langle n_i(x,t)u_i(x,t) \rangle. \quad (1.21) \]

Finally, we obtain for the pressure from Eq. (1.13) two contributions: the first is the same as in classical hydrodynamics,

\[ \frac{p^c(x,t)}{m} = \sigma^2 = \sum_{i=1}^K p_i \left( \int dv v^2 f_{Wi}(x,v,t) - n_i(x,t)u_i^2(x,t) \right), \quad (1.22) \]

and is given by the dispersion of the velocities. The orbital densities and velocities will be eliminated from this expression below by postulating a suitable equation of state, see Eq. (1.26).

In contrast to classical hydrodynamics, here appears a second contribution to the pressure that arises from the coordinate dependence of the orbital amplitudes in Eq. (1.14),

\[ p^q(x,t) = \frac{\hbar^2}{2m} \sum_{i=1}^K p_i \left[ \left( \frac{\partial A_i}{\partial x} \right)^2 - \frac{\partial A_i^2}{\partial x^2} \right], \quad (1.23) \]
which has been called quantum pressure \[46\].

Thus the mean values \( n, u, p^c \) and \( p^q \) can be computed if the wave functions of all orbitals and, hence, the density matrix (Wigner function) are known, which is in general a very difficult task. Instead one can try to get a closed set of hydrodynamic equations, by invoking an equation of state [hydrodynamic closure relation] that relates \( p^c \) and \( p^q \) to the macroscopic density \( n(x,t) \), thereby eliminating the individual \( n_i \). In Ref. [46] a very simple solution was proposed: The authors assumed a particular statistical mixture of states in which all single-electron wave functions \( \psi_i \) have identical amplitudes that are allowed to be space-dependent, i.e., \( A_i(x) = A(x) \), \( i = 1, \ldots, K \). At the same time the different \( \psi_i \) are allowed to have different phases, \( S_i \), that are related to the mean orbital velocity \( u_i \) through the relation \( mu_i = \partial S_i / \partial x \) whereas the \( u_i \) are related to the global mean velocity \( u \) via relation (1.21). This condition with the help of (1.9) and (1.13) gives the density \( n = A^2 \). Also, this can be understood as an assumption of uncorrelated electrons where the spatial distribution of each electron defined by the amplitude \( A_i \) doesn’t depend upon the spatial distribution of the other electrons in the system [10]. This is a key assumption of QHD for a many-fermion system, and we will discuss and test it more in detail in Sec. 1.2.4.

With this assumption, the relation for \( p^q \) can be rewritten as

\[
p^q(n) = \frac{\hbar^2}{2m} \left[ \left( \frac{\partial}{\partial x} \sqrt{n} \right)^2 - \sqrt{n} \frac{\partial^2}{\partial x^2} \sqrt{n} \right],
\]

(1.24)

where the last term in (1.17) turns out to be

\[
\frac{1}{mn} \frac{\partial p^q}{\partial x} = \frac{\hbar^2}{2m^2} \frac{\partial}{\partial x} \left( \frac{1}{\sqrt{n}} \frac{\partial^2}{\partial x^2} \sqrt{n} \right).
\]

(1.25)

When compared to classical fluid equations for electrostatic plasmas, the main difference is the Bohm potential term (1.25) which takes the role of an additional pressure. It is not a true pressure in thermodynamic sense since it involves no velocity averages. In contrast, it is caused by the quantum kinetic energy (which is proportional to minus the Laplacian of the wave function) having the effect of particle spreading (quantum diffraction, tunneling) which is formally equivalent to a positive pressure.

To relate \( p^c \) with the macroscopic density, a useful choice is the equation of state for strongly degenerate (D-dimensional) fermion system in thermodynamic equilibrium (we restrict ourselves to zero-temperature\[7\])

\[
p^c(x) = p^D_F(n_0) \cdot \left( \frac{n(x)}{n_0} \right)^{5/3},
\]

(1.26)

\[
p^D_F(n_0) = \frac{2}{D+2} n_0 E_F(n_0) = n_0 \frac{m v_F^2}{D+2}.
\]

(1.27)

\[\text{\[7\]}\text{The frequently used notion ‘classical’ for } p^c(n) \text{ is somewhat misleading because it contains } \hbar \text{ through } v_F. \text{However it is analogous in the sense of measurement of the velocity dispersion.}\]
where $v_F = \frac{\hbar k_F}{m}$ is the Fermi velocity defined via the electron Fermi wave number, $k_F = (3\pi^2 n)^{1/3}$. Here $E_F(n_0)$ is the Fermi energy of electrons in a homogeneous system of density $n_0$, and $p_F^0(n_0)$ is the associated Fermi pressure of an ideal Fermi gas at zero temperature. Note that the relation (1.27) between pressure $p_F^0$ and energy density $n_0 E_F$ is exact for a non-relativistic ideal Fermi gas at $T = 0$.

The expression (1.26), on the other hand, extends this result to an inhomogeneous system via the local approximation. Using the assumption of identical orbital amplitudes, allows to reformulate the quantum hydrodynamic equations (1.15) and (1.17) as a nonlinear Schrödinger (NLS) equation

$$i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \Psi}{\partial x^2} - e\phi \Psi + \tilde{V} \Psi,$$

(1.28)

where an effective wave function $\Psi(x,t) = \sqrt{n(x,t)} \exp(iS(x,t)/\hbar)$ is defined with $mu(x,t) = \partial S/\partial x$, $n(x,t) = |\Psi|^2$ and $\tilde{V} = \frac{n^3}{3n_0^2} |\Psi|^4$. The nonlinear Schrödinger-Poisson system captures the nonlinear interaction between the electron density fluctuations and the electrostatic potential. The NLS equation is easily amenable to numerical analysis and its generalization can describe the behavior of bosonic systems as well.

A related approach to derive the hydrodynamics equations is based on the Dawson (classical) multistream model which is extended to the quantum case by considering a statistical mixture of $K$ pure states representing “streams” of particles each characterized by the same velocity. Following the Hartree representation (well known in condensed matter physics), the states with wave functions $\psi_i(x,t), i = 1, \ldots, K$ obey $K$ independent Schrödinger equations that are coupled via the electrostatic potential

$$i\hbar \frac{\partial \psi_i}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi_i}{\partial x^2} - e\phi \psi_i. \quad i = 1, \ldots, K$$

(1.29)

Introducing the Madelung representation of wave function in (1.29) and separating the real and imaginary parts, it reduces to the hydrodynamic equations, the continuity equation, and an Euler-like equation given by

$$\left( \frac{\partial}{\partial t} + u_i \frac{\partial}{\partial x} \right) u_i = \frac{e}{m} \frac{\partial \phi}{\partial x} + \frac{\hbar^2}{2m^2} \frac{\partial}{\partial x} \left( \frac{\partial^2 \sqrt{n_i}/\partial x^2}{\sqrt{n_i}} \right),$$

(1.30)

where $n_i = A_i^2$. Setting $\hbar = 0$, the classical Dawson relation is retrieved. Although the equation takes into account the quantum diffraction effects, its

8 An alternative choice is a cubic dependence on $n(x)/n_0$ which is motivated in Ref. [10] by assuming an adiabatic equation of state.

9 We mention again, that this neglects exchange. Also the picture of “streams” of particles with the same velocity is – strictly speaking – not compatible with the Pauli principle.
limitations are the same as those of \[1.17\] and are described in the following section.

1.2.4 Examples and test of the assumption $A_i(x,t) = A(x,t)$

The assumption that all orbitals have the same space and time-dependent amplitude, $A_i(x,t) = A(x,t)$, is a key assumption of QHD for a many-fermion system at zero temperature. It is, therefore, important to verify it. In fact, the single-particle wave functions $\psi_i$ are often easily found, so it is possible to determine the amplitudes $A_i$ and phases $S_i$, explicitly. We will do this for three typical examples where, for simplicity we consider the one-dimensional case.

I. Homogeneous free electron gas. We consider $N$ particles in a box of length $2L$ with $-L \leq x \leq L$. To model a macroscopic system, periodic boundary conditions are implied, i.e. $\psi_i(-L) = \psi_i(L)$, for all $i$. If necessary, in the end one can take the limit $L \to \infty$ and $N \to \infty$, while maintaining a constant density $n_0 = N / 2L = const.$ The solutions of the one-particle Schrödinger equation that satisfy these boundary conditions are well known ($E_l = \hbar^2 k_l^2 / 2m$):

$$ \psi_l(x,t) = \frac{1}{\sqrt{2L}} e^{-iE_l t - k_l x / \hbar}, \quad k_l = lk_0, \quad k_0 = \pi / L, \quad l = \pm 1, \pm 2, \ldots $$

$$ A_l(x,t) = A(x,t) = \frac{1}{\sqrt{2L}} = const, \quad S_l(x,t) = -E_l t + \hbar k_l x. \quad (1.31) $$

Evidently, the amplitudes of all orbitals are equal.

II. Non-interacting electrons in a deep potential well. Consider now the situation that the electrons are confined to a box of length $2L$ with $-L \leq x \leq L$, where the potential walls are assumed infinitely high. Then the electrons cannot penetrate into the regions $x < -L$ and $x > L$ which leads to the boundary condition on the wave functions $\psi_l(-L,t) = \psi_l(L,t) = 0$, for all $l$ and $t$. Again, the solutions to this problem are well known from basic quantum mechanics. As usually, the time-dependent solution is $\psi_l(x,t) = \psi_l(x) e^{-iE_l t / \hbar}$, where the stationary solution is ($k_0 = \pi / 2L$)

$$ \psi_l(x) = \frac{1}{\sqrt{L}} \cos k_l x, \quad l = \pm 1, \pm 3, \ldots, $$

$$ \psi_l(x) = \frac{1}{\sqrt{L}} \sin k_l x, \quad l = \pm 2, \pm 4, \ldots, $$

$$ A_l(x,t) = \psi_l(x), \quad S_l(x,t) = -E_l t. \quad (1.32) $$

In this case, the amplitudes $A_l$ of the orbitals are time-independent, but all completely different, in striking contrast of the main assumption of QHD.

\[10\] It is also an assumption for a single particle at finite $T$.  
III. Non-interacting electrons in a harmonic oscillator potential. The previous case was characterized by a discontinuous change of the external potential in space. Now we consider the case of a smooth potential that is a quadratic function of the coordinate, \( V(x) = m\omega^2 x^2 / 2 \). Then, the wave function can extend into the whole space where, due to particle number conservation (normalization condition), it should vanish sufficiently fast for \( |x| \to \infty \). The solution is again well known, and the stationary wave functions are given by the Hermite polynomials \( H_l \),

\[
\psi_l(x) = \frac{1}{\sqrt{2^l l! \pi x_0}} H_l(u) e^{-u^2 / 2}, \quad u = \frac{x}{x_0}, \quad x_0 = \sqrt{\frac{\hbar}{m \omega}}, \quad l = 0, 1, 2, \ldots
\]

\[A_l(x,t) = \psi_l(x), \quad S_l(x,t) = -E_l t. \quad (1.33)\]

As in the second case, the amplitudes of the orbitals are time-independent, but all different.

It is easy to understand the origin of this behavior. In case I the solutions are freely propagating waves described by complex wave functions, and the amplitudes are equal. In contrast, cases II and III correspond to bound states, where the electron motion is spatially restricted. Correspondingly, the stationary wave functions are real and the phases \( S_l \) are just determined by the time-dependent exponential whereas the amplitudes are all different. This also affects the quasi-classical velocities given by \( m u_l = dS_l / dx \). In case I we obtain \( u_l = \hbar k_l / m \), whereas in cases II and III \( u_l = 0 \) since \( S_l \) is independent of \( x \) for all \( l \). This is due to the fact, that bound wave functions correspond to standing waves with zero mean momentum.

The most important conclusion of these examples is that the key assumption of QHD is not fulfilled for spatially confined electrons. While it is fulfilled for an infinite (noninteracting and spinless) system, this case does never occur in a real plasma. Furthermore, when studying waves in quantum plasmas we are interested in the behavior of electrons in the presence of an external potential well which gives rise to spatial confinement effects. Therefore, the case of confined particles is of particular importance.

It turns out that while the condition of equal orbital amplitudes \([10][66], A_l(x,t) = \sqrt{n(x,t)} \), for all \( l \), is certainly sufficient for the validity of the QHD equations (together with an appropriate equation of state), it is – most likely – not necessary. In other words, the QHD equations may also be satisfied if the condition \( A_l(x,t) = \sqrt{n(x,t)} \) is not satisfied – which is practically never fulfilled. What is necessary for the QHD equations is that all ensemble averages can be replaced by mean quantities, in particular

\[
\frac{2m}{\hbar^2} p^2(x,t) = \left\{ \frac{\partial A_l}{\partial x} \right\}^2 - A_l \frac{\partial^2 A_l}{\partial x^2} \Rightarrow \left( \frac{\partial}{\partial x} \sqrt{n} \right)^2 - \sqrt{n} \frac{\partial^2}{\partial x^2} \sqrt{n}, \quad (1.34)
\]

11 This is not universal. For example for Coulomb bound states, the wave function is complex (the angular part).
where \( \langle \ldots \rangle \) denotes an average over the orbitals with their weights \( p_i \). These replacements can be understood as an averaging procedure. Furthermore, note that the terms on the left are rapidly varying in space (at least for the examples II. and III.) because the amplitudes \( A_l \) are oscillating increasingly rapidly with growing \( l \). This is not the case for the terms on the right, i.e. for the mean density \( n \). Therefore, these replacements imply a suitable spatial average which – in principle – is consistent with the concept of a hydrodynamic approach. For the example II, an average over the spatial period \( \lambda_l = 2\pi / k_l \) of the square of the amplitude \( A_l^2 \) yields \( 1/2 \), for all \( l \). However, problems remain: it is not clear how to systematically choose a single length scale averaging over which would apply to all (or at least most) orbitals. In some cases, the Thomas-Fermi length \( \lambda_{TF} \), (or a multiple of it) may be the proper scale as was found e.g. in Ref. \[70\]. Then for all orbitals with \( \lambda_l \leq \lambda_{TF} \) an averaging occurs with \( A_l^2 \Rightarrow 1/2 \). Furthermore, the validity condition of the assumption \( (1.34) \) remains open.

### 1.2.5 Main assumptions and applicability conditions of QHD

The set of equations (1.15), (1.17) and (1.18) constitutes a reduced model whose validity rests on several assumptions, thus imposing important limitations on the model, as described below. In the following we assume that only the electrons are quantum degenerate, so all these conditions apply to the electron component. Generalizations to several quantum components are straightforward.

(i) The plasma is ideal (weakly coupled) which means all types of interactions (or collision effects) are much weaker than the quantum kinetic energy i.e.

\[
r_s \ll 1, \quad \text{or, equivalently,} \quad \Gamma_q \ll 1. \tag{1.35}
\]

(ii) The interaction of the particles is treated in mean field approximation and described by the induced electrostatic potential. No electromagnetic and quantization effects are considered.

(iii) The wave phase velocities (as well as the particle velocities) are non-relativistic i.e., \( \omega / k < c \).

(iv) The resolvable length scales in QHD are large (\( L > \) several \( \bar{r} \)) which means the equations are applicable to the long wavelength limit only i.e., \( \lambda \gg \lambda_{TF} \), or alternatively \( k \ll \omega_p / v_F \). Length scales shorter than the Thomas-Fermi screening length \( \lambda_{TF} \) \( (= v_F / \sqrt{3 \omega_p}) \), obviously, cannot be resolved. This gives rise to a small parameter\[12\].

\[12\] The long wavelength assumption is also evident from analogy with the classical case. The assumption of the classical pressure \( p' = mn \left( \langle u_i^2 \rangle - \langle u_i \rangle^2 \right) \) leads to the equation of state, \( p' = p'(n) \) for dense degenerate electrons at \( k_B T \ll E_F \). This in turn demands the condition \( k \lambda_{TF} \ll 1 \) to describe the wavelengths within the QHD just like the classical fluid condition \( k \lambda_D \ll 1 \) with \( \lambda_D \left( = k_B T / \sqrt{4 \pi n e^2} \right) \) being the Debye length.
\[ \kappa \equiv k \lambda_{TF} \ll 1. \quad (1.36) \]

Kinetic phenomena such as Landau damping cannot be described by QHD since they depend on the details of the equilibrium Wigner function and have to be treated with kinetic theory.

(v) The equation of state of an ideal Fermi gas at \( T = 0 \) is used within the local approximation. The extension to space-dependent density profiles is done by introducing a factor \( (n(x)/n_0)^{5/3} \), cf. Eq. (1.26). This again imposes restrictions on the resolvable length scales. In particular, rapidly varying density profile (e.g. in the case of steep external potentials) cannot be treated properly because the non-locality would give rise to large gradient effects. The zero-temperature assumption requires that \( T \ll T_F \), otherwise there will be corrections from the Sommerfeld expansion of the Fermi function, e.g. to the equation of state.

(vi) No energy transport equation is considered. This could be done by taking the second order moment of the Wigner function equation.

(vii) The model is approximate via the Bohm potential. The closed set of equations follows if the amplitudes \( A_i(x,t) \) of all single-particle orbitals are equal (but not necessarily constant). These orbitals can have different phases \( S_i(x,t) \) which are related to the mean orbital velocity through \( \mu_i = \partial S_i/\partial x \), and \( u_i \) is related to the global mean velocity \( u \) defined in (1.12). This in turn implies the same macroscopic density \( n(x) = A^2(x) \). A less restrictive condition is given by Eq. (1.34), see the examples and discussion in the previous section.

(viii) No spin effects are taken into account. However, the inclusion of a magnetic field in QHD is straightforward by starting from a quantum kinetic equation with an electromagnetic field included (by any gauge), as is briefly discussed on the following pages.

As is often the case, a physical model may be valid even beyond its formal conditions of applicability. This is also sometimes the case with QHD which may give reasonable results even beyond the conditions listed above. However, there is no guarantee for this, and a careful analysis of the relevant conditions should always be performed.

In what follows, we have shown in Fig. 1.1 the regions of applicability of the QHD through the density-temperature phase diagram.

The properties of quantum electron gas can be measured with good accuracy in hydrodynamic approximation and provide an ease to search and analyze the linear waves and instabilities which gives insight of the main role of quantum effects.

### 1.2.6 Linearized QHD: Linear waves of quantum plasmas

We begin the applications of QHD by considering the linear response of electrons in a quantum plasma to a weak external excitation. Then the QHD equations can be linearized allowing to compute a dielectric function from which the plasmon spectrum is straightforwardly obtained. The problem to study first is electron plasma
Fig. 1.1 Density-temperature phase diagram of a one-component plasma, for example electrons in a neutralizing positive background. The green triangle corresponds to strongly correlated electrons, below (left from) the line $\Gamma = 175$ ($r_s = 100$) electrons form a Wigner crystal. The green line $\Gamma = 175$, $q = 10^4$ corresponds to crystallization in dusty plasmas containing particles with charge $q = 10,000e_0$. Quantum effects are relevant to the right of the dashed line which is given by $\chi = 1$. Some occurrences of quantum plasmas are noted in the figure. QGP denotes the quark-gluon plasma that (is thought to have) existed shortly after the Big Bang and which also was produced at the relativistic heavy ion collider in Brookhaven (RHIC) and at the LHC at CERN. The restriction of QHD to weak coupling, $r_s < 0.1$, corresponds to densities larger than $10^{27}$ cm$^{-3}$. The restriction to the ground state ($T = 0$) requires at least $\chi > 10$. Note that this makes applications of QHD to electrons in metals or to warm dense matter very questionable. This range is indicated by the dotted line.

oscillations where many results exist against which the QHD result can be directly tested.

1.2.6.1 Electron plasma waves

In order to apply the quantum hydrodynamics equations, consider a zero-temperature fermion gas in one spatial dimension with the pressure given by (1.27) as follows

$$p^f(n) = \frac{mv_F^2}{3n_0^3}n^3. \quad (1.37)$$

The electron dynamics are governed by equations (1.15), (1.17)–(1.18) whereas the ions are considered immobile, forming a neutralizing background. Linearizing
the equations around the homogenous equilibrium; \( n = n_0, u = 0 \) and \( \phi = 0 \), and Fourier analyzing as usual with small fluctuating quantities, \( n_1, u_1, \phi_1 \), expressed as \( \exp[i(kx - \omega t)] \), one obtains the dispersion relation

\[
\omega^2 = \omega_p^2 + k^2 v_F^2 + \frac{\hbar^2 k^4}{4m^2} = \omega_p^2 + k^2 v_F^2 \left( 1 + \frac{3}{16} \Gamma q \kappa^2 \right), \quad (1.38)
\]

where \( \omega \) is the wave frequency and \( k \) the wave number. This relation is also derivable from the Poisson-NLS equations (1.18) and (1.28) in the linear limit. While it is nice to keep in the dispersion relation (1.38) the fourth order term in \( k \) one has to clearly remember the limitations of QHD, see above. Indeed, the last equality in (1.38) shows that the \( k^4 \) term is about three orders of magnitude smaller (considering that \( \Gamma q \ll 1 \) and \( \kappa \ll 1 \)) than the \( k^2 \) term and there is no justification to retain it within QHD.

We now want to compare (1.38) with the result obtained from the Wigner-Poisson model (1.11) and (1.18). Assuming that the potential in (1.11) depends on one coordinate only, say \( x \), we approximate the equation up to \( O(\bar{\hbar}^2) \) given by \( \frac{\partial f_W}{\partial t} + v \frac{\partial f_W}{\partial x} + \frac{e}{m} \frac{\partial \phi}{\partial x} \frac{\partial f_W}{\partial v} = \frac{e\hbar^2}{24m^3} \frac{\partial^3 \phi}{\partial x^3} \frac{\partial^3 f_W}{\partial v^3} + O(\bar{\hbar}^4). \quad (1.39) \)

The right-hand side of (1.39) is due to the non-locality of the potential in the equation for the Wigner function (1.11). It is now easy to see that, in the limit \( \bar{\hbar} \to 0 \), one recovers the familiar Vlasov equation for a classical collisionless plasma. The result can be found in perturbation theory and using a Fourier decomposition of the perturbations. Considering the contribution from a monochromatic perturbation proportional to \( \exp[i(kx - \omega t)] \), i.e.,

\[
f_W(x,v,t) = f_0(v) + f_1(v) \exp[i(kx - \omega t)],
\]

\[
\phi(x,t) = \phi_1 \exp[i(kx - \omega t)], \quad (1.40)
\]

where \( f_1 \) and \( \phi_1 \) are first order perturbed quantities and \( |f_1| \ll f_0 \). It leads to the dispersion relation \( \varepsilon(\omega,k) = 0 \), where the dielectric function \( \varepsilon \) for the Wigner-Poisson system reads \( ^{13} \)

\[
\varepsilon(\omega,k) = 1 - \frac{m\omega_p^2}{n_0\hbar^2} \int \frac{f_0(v + \hbar k/2m) - f_0(v - \hbar k/2m)}{kv - \omega} dv. \quad (1.41)
\]

With a suitable change of variables\(^{14} \) the dispersion relation for high frequency electron plasma oscillations becomes

\(^{13} \) Here we assume that \( \omega \) contains an infinitely small imaginary part in order to assure causality (Landau pole integration). i.e. \( \varepsilon \) is understood as a retarded quantity.

\(^{14} \) i.e. changing the integration variable according to \( v \to v - \hbar k/2m \) and bringing both terms to a common denominator.
This is just the Lindhard dispersion relation [71] which is well known in solid state physics. In the one-dimensional case, the equilibrium Wigner function for a fully degenerate Fermi gas is given by

\[ f_0(v) = \begin{cases} \frac{n_0}{2v_F} & |v| < v_F, \\ 0 & |v| > v_F, \end{cases} \]

which leads to [29]

\[ \varepsilon(\omega, k) = 1 - \frac{ma_p^2}{2\hbar^2v_F} \ln \left| \frac{\omega^2 - (kv_F - \hbar^2/2m)^2}{\omega^2 - (kv_F + \hbar^2/2m)^2} \right| = 0. \]

In the long wavelength limit, \( kv_F \ll \omega, \hbar k^2/2m \ll \omega \), expansion of \( \varepsilon(\omega, k) \) in (1.45) gives (1.38), the limit of the kinetic dispersion relation for small wave numbers. Like
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Fig. 1.2 The dispersion relations (1.38) for electrons (upper curve) and (1.66) for ions (lower curve) are shown for the case of strong degeneracy, \( (E_T \ll E_F) \). The wave frequency for electrons (ions) is normalized by \( \omega_p(\Omega_p) \) and the wave number by \( \omega_p/v_F(\Omega_p/c_q) \).

for the one-dimensional case, the equilibrium function equals zero for \( v > v_F \). Only for smaller velocities \( |v| < v_F \), the absolute value differs from 1D: \( f_0(v) = \frac{n_0}{4\pi v_F^2} \), for \( D = 2 \), and \( f_0(v) = \frac{n_0}{4\pi v_F^3} \), for \( D = 3 \), reflecting the different normalization conditions. So, combining the results for the different dimensions, the dispersion relation for a fully degenerate Fermi gas in the long wavelength limit takes the form
which should be reproduced by the hydrodynamical equations. Quantum mechanical effects enter this result in two distinct ways: the first is statistical in the sense that the equilibrium distribution is the Fermi distribution, and the second is quantum dynamical [the last term in (1.46)], arising from the energy associated with the finite momentum transfer $\hbar k$ of an electron interacting with a plasma oscillation.

We note that this type of dispersion of electron plasma oscillations (the quantum Langmuir-like wave as shown in Fig. 1.2) is not new and has already been found by Klimontovich and Silin [12] by using the Wigner distribution function, and by Bohm and Pines [11] by developing canonical transformations of the Hamiltonian of the system of electrons interacting through the electrostatic force.

In analyzing the dispersive properties of quantum plasmas, the coupling and degeneracy parameters play a key role in choosing an appropriate model [72]. The quantum coupling parameter $r_s$ is a function of density only which shows that the higher is the density of quantum particles, the weaker are the correlations in the system. Some important parameters related to typical degenerate laboratory and astrophysical plasmas are given in the following tables.

**Table 1.1** The parameters of a degenerate electron gas with number densities of the order of metallic electrons with large but constant degeneracy parameter ($\chi \gg 1$). $E_F = k_B T$. Since the electron gas is moderately coupled ($r_s \sim 1$), this system is, strictly speaking, not accessible to QHD.

| $n [10^{23} \text{cm}^{-3}]$ | $\bar{r} [10^{-9} \text{cm}]$ | $r_s$ | $T (K)$ | $\omega_p [10^6 \text{s}^{-1}]$ | $E_F [10^{-11} \text{erg}]$ | $E_T [10^{-14} \text{erg}]$ |
|-------------------------|-------------------|------|---------|-----------------|-----------------|-----------------|
| 3.0                     | 9.2               | 1.10 | 300     | 2.4             | 2.6             | 4.4             |
| 3.7                     | 8.6               | 1.02 | 350     | 2.7             | 3.0             | 4.8             |
| 4.6                     | 8.0               | 0.95 | 400     | 3.0             | 3.5             | 5.5             |
| 5.5                     | 7.6               | 0.90 | 450     | 3.3             | 3.9             | 6.2             |
| 6.5                     | 7.2               | 0.84 | 500     | 3.6             | 4.3             | 6.9             |

The significance of quantum dispersion effects of electron plasma oscillations have been observed in solid-density plasmas. The plasma compression experiments show that the plasmon frequency is a sensitive measure of the electron density and the plasmon dispersion relation includes the Fermi degeneracy effects. In these experiments the temperature is finite and the above result is not applicable. On the other hand, the plasmon dispersion of a classical plasma is well known. It starts from the plasma frequency (for $k = 0$) as well and then $\omega^2$ increases proportional to $k^2 v_{th}^2$ \[ v_{th} = (k_B T / m)^{1/2} \] is the electron thermal velocity] – the so-called Bohm-Gross dispersion. If, at finite $T$, quantum effects become relevant one obtains the modified dispersion.

15 The quantum picture describes this as scattering of an electron with a quantum particle – the plasmon. This momentum change appears in the arguments of the distribution functions in Eq. (1.41). The classical limit is obtained from formally letting $\hbar \to 0$, then the difference of distribution functions turns into a derivative with respect to momentum, and one recovers the classical Vlasov dielectric function.
Table 1.2 Typical parameter range of a high-density degenerate electron gas found in compact astrophysical systems such as dwarf stars. These systems are weakly coupled and are well suited for a QHD description.

| $r_s$  | $n$ [cm$^{-3}$] | $\bar{r}$ [$10^{-10}$cm] | $E_F$ [erg] | $v_F$ [cm/s] | $\lambda_F$ [$10^{-8}$cm] |
|-------|----------------|--------------------------|-----------|------------|---------------------|
| 0.10  | $4.0 \times 10^{26}$ | 8.3                      | $3.1 \times 10^{-9}$ | $2.6 \times 10^9$ | 7.2                 |
| 0.08  | $7.8 \times 10^{26}$ | 6.7                      | $4.9 \times 10^{-9}$ | $3.2 \times 10^9$ | 6.5                 |
| 0.06  | $1.8 \times 10^{27}$ | 5.0                      | $8.8 \times 10^{-9}$ | $4.3 \times 10^9$ | 5.7                 |
| 0.04  | $6.3 \times 10^{27}$ | 3.3                      | $1.9 \times 10^{-8}$ | $6.5 \times 10^9$ | 4.6                 |
| 0.02  | $5.0 \times 10^{28}$ | 1.6                      | $7.9 \times 10^{-8}$ | $1.3 \times 10^{10}$ | 3.2                 |

Bohm-Gross relation for small $k$ that contains quantum corrections [6]:

$$\omega^2 = \omega_p^2 + 3k^2 v_{th}^2 \left(1 + 0.088n\Lambda_B^3\right) + \frac{\hbar^2k^4}{4m^2},$$

(1.47)

where $\Lambda_B$ is the thermal de Broglie wavelength. Since the degeneracy parameter varies with temperature, the relation shows the increase in wave dispersion with decreasing temperature [Fig. 1.3]. Such noticeable effects of fermion degeneracy in dense matter at relatively high temperature provide useful information about the plasmon dispersion in future experiments, for details, see [6].

Fig. 1.3 The modified Bohm-Gross relation [1.47] is shown with variation in degeneracy parameter $\chi = n\Lambda_B^3$ for a fixed quantum coupling parameter $r_s = 0.1$. Thick (thick dashed) line corresponds to $T = 300K$ ($T = 500K$) whereas thin (thin dashed) line is for $T = 700K$ ($T = 900K$). The wave frequency is normalized by $\omega_p$, and wave number by $\omega_p/v_F$, respectively.
Dielectric tensor of a relativistic quantum plasma

Let us turn to the full dielectric tensor of a degenerate non-relativistic electron gas. This tensor is well known since the 1950s \[12, 71\] with various generalizations to the fully relativistic quantum regime. The dielectric tensor of an unpolarized isotropic electron–positron plasma can be written as \[73, 74\]

\[
\varepsilon_{ij}(\omega, \mathbf{k}) = \delta_{ij} - \frac{4\pi e^2}{m\omega^2} \int \frac{d^3 p}{\gamma} \frac{\gamma^2 (\omega - \mathbf{k} \cdot \mathbf{v})^2 - Q_r^2}{\gamma^2 (\omega - \mathbf{k} \cdot \mathbf{v})^2 - Q_r^2} \times \left[ \delta_{ij} + \frac{k_i v_j + k_j v_i}{(\omega - \mathbf{k} \cdot \mathbf{v})} + \frac{(\mathbf{k}^2 - \omega^2/c^2) v_i v_j}{(\omega - \mathbf{k} \cdot \mathbf{v})^2} \right] f(p),
\]

where \( p = \gamma m v, \gamma = (1 - v^2/c^2)^{-1/2} \), and \( f(p) = 2 \bar{n}(p)/(2\pi\hbar)^3 \) with \( \bar{n}(p) \) being the sum of the occupation numbers for electrons and positrons and

\[
Q_r = \frac{\hbar}{2m} \left( \frac{\omega^2}{c^2} - k^2 \right).
\]

It is instructive to consider the first denominator of the integrand in Eq. (1.48), the zeroes of which contain the resonance condition for the interaction of electrons (positrons) with the electromagnetic wave:

\[
\gamma^2 (\omega - \mathbf{k} \cdot \mathbf{v})^2 - Q_r^2 = [\gamma (\omega - \mathbf{k} \cdot \mathbf{v}) + Q_r][\gamma (\omega - \mathbf{k} \cdot \mathbf{v}) - Q_r].
\]

Even though the electromagnetic field is treated classically the zeroes of the two factors can be understood as arising from the emission and absorption of a field quantum by the particles. Thereby the particle energy and momentum change from \( E \) to \( \dot{E} \) and \( p \) to \( \dot{p} \) by the discrete amount of \( \hbar \omega \) and \( \hbar \mathbf{k} \), respectively, i.e. \( \dot{E} = E \mp \hbar \omega \) and \( \dot{p} = p \mp \hbar \mathbf{k} \), where \( E^2 = p^2 c^2 + m^2 c^4 \) and \( E^2 = p^2 c^2 + m^2 c^4 \). For non-relativistic particle velocities (\( \gamma \approx 1 \)), the resonance condition (1.50) becomes

\[
\omega - \mathbf{k} \cdot \mathbf{v} = \mp \frac{\hbar}{2m} \left( \frac{\omega^2}{c^2} - k^2 \right) = 0.
\]

There other interesting limit is the classical limit. Then the resonance condition (Cherenkov condition) is simply \( \omega - \mathbf{k} \cdot \mathbf{v} = 0 \). Clearly, this limit is recovered by putting \( Q_r \to 0 \) which amounts to neglecting quantum effects (terms proportional to \( \hbar \)). The quantum correction \( Q_r \) to the classical case is frequently called “quantum recoil” \[74\] although this is slightly misleading\[16\].

It is important to note that in a strictly non-relativistic treatment, where one uses the dispersions \( E = p^2/2m \), the term \( \omega^2/c^2 \) doesn’t appear in the expressions (1.49) and (1.51), showing that a non-relativistic treatment is valid only for \( \omega^2 \ll k^2 c^2 -

\[16\] The energy and momentum balance that includes the absorption and emission of photons has been written above and does not contain any additional “recoil” contribution.
Damping of plasma waves. The use of QHD neglects certain kinetic effects such as Landau damping. This effect is easily treated taking into account that the dielectric function, Eq. (1.42), is complex since it includes a small imaginary correction to the Landau damping. This effect is easily treated taking into account that the dielectric function, Eq. (1.42), is complex since it includes a small imaginary correction to the frequency (see footnote above). So far we did only consider its real part.

In general, the poles at \( v = \omega / k \pm \hbar k / 2m \) have both a real and an imaginary part, so the integration has to be performed using the Landau pole integration in the complex velocity plain (analytic continuation is assumed [29]),

\[
\epsilon (\omega, k) = 1 - \frac{m \omega_p^2}{n_0 \hbar k^2} \left[ \int_{c_+} \frac{f_0 (v)}{k(v - \hbar/k/2m) - \omega} dv - \int_{c_-} \frac{f_0 (v)}{k(v + \hbar/k/2m) - \omega} dv \right] = 0, \tag{1.52}
\]

where the integration is performed with Landau contours \( C_{\pm} \) passing under the poles at \( v = \omega / k \pm \hbar k / 2m \). Equation (1.52) is a useful starting point for the discussion of the quantum Landau damping just like the collisionless damping in classical plasmas [13][49].

Adopting the procedure similar to the classical plasmas, and assuming small damping (or growth) rate \( |\omega_i| \ll \omega \), we obtain [4][29]

\[
\omega_i = \frac{\pi \omega_p^3}{4 n_0 k^2} \left[ \frac{f_0 (\omega/k + \hbar/k/2m) - f_0 (\omega/k - \hbar/k/2m)}{\hbar/k/2m} \right]. \tag{1.53}
\]

In the limit \( \hbar \rightarrow 0 \), the known classical relation is recovered,

\[
\omega_i = \frac{\pi \omega_p^3}{2 n_0 k^2} \frac{df_0}{dv} \bigg|_{v=\omega/k}, \tag{1.54}
\]

which shows that (1.53) can be considered as a finite-difference generalization of the classical expression (1.54).

Generalizing (1.52) to three dimensions, the dispersion equation becomes

\[
\epsilon = 1 - \frac{m \omega_p^2}{n_0 \hbar k^2} \left[ \int_{c_+} \frac{f_0 (v)}{k(v_z - \hbar/k/2m) - \omega} dv - \int_{c_-} \frac{f_0 (v)}{k(v_z + \hbar/k/2m) - \omega} dv \right] = 0, \tag{1.55}
\]

where \( f_0 (v) \) is the equilibrium Wigner distribution function, the Landau contours are passing below the poles lying at \( v_z = \omega / k \pm \hbar k / (2m) \), and the coordinate system is chosen such that the wave vector points in \( z \)-direction, \( k = (0, 0, k) \). Introducing \( f_{ke} (v_z) = \int dv_x dv_y f_0 (v) \), Eq. (1.55) can be integrated over the perpendicular velocity components, leading to

\[
\epsilon = 1 - \frac{m \omega_p^2}{n_0 \hbar k^2} \left[ \int_{c_+} \frac{f_0 (v_z)}{k(v_z - \hbar/k/2m) - \omega} dv_z - \int_{c_-} \frac{f_0 (v_z)}{k(v_z + \hbar/k/2m) - \omega} dv_z \right] = 0. \tag{1.56}
\]
This result is formally the same as (1.52), which allows one to write for the damping/growth rate in the classical limit, analogous to (1.54),

\[ \omega_i = \frac{\pi \omega_p^3}{2n_0k^2} \frac{df_0}{dv_z} \bigg|_{v_z = \omega/k}. \]  

(1.57)

Damping or growth depend on the sign of the derivative of the projected equilibrium Wigner function. In equilibrium, the distribution function is monotonically decaying with momentum and \( \omega_i \) is negative, corresponding to damping of the wave. In non-equilibrium, the situation can be opposite.

To apply the above result to a degenerate plasma, it is useful to start from the finite-temperature case because the zero-temperature distribution has a singular derivative. Therefore, consider the Thomas-Fermi distribution \[ f_0(v) = \frac{\alpha}{\exp\left(\beta\left(\frac{mv^2}{2} - \mu\right) + 1\right)}, \]  

(1.58)

where \( v^2 = v_x^2 + v_y^2 + v_z^2 \), \( \beta = (k_B T)^{-1} \), and the normalization constant \( \alpha = 2 \left(\frac{m}{2\pi\hbar}\right)^3 \). When the temperature \( T \) approaches zero, \( \mu \) approaches to the Fermi energy \( E_F = mv_F^2/2 \). Then the integration over the perpendicular velocity components leads to

\[ f_0(z) = \frac{2\pi \alpha}{m\beta} \ln \left[ 1 + \exp \left( \beta \left( \mu - \frac{mv_z^2}{2} \right) \right) \right], \]  

(1.59)

which has a bell shaped profile. Then, by employing (1.57) for the damping, we obtain

\[ \omega_i = \frac{\pi^2 \alpha \omega_p^4}{n_0k^3} \left[ 1 + \exp \left( \beta \left( \frac{m\omega_p^2}{2k^2} - \mu \right) \right) \right]^{-1}, \]  

(1.60)

where in deriving (1.60), the replacement \( \omega \simeq \omega_p \) was done. Upon analyzing (1.60), we can see that for very low temperature (large \( \beta \)), \( \mu \simeq E_F \). Then for \( \omega_p/k > v_F \), there will be no damping because the wave phase velocity lies in a region where there are no particles. Therefore, high-frequency electron plasma oscillations of a degenerate plasma at very low temperature remain undamped (in the absence of particle collisions \[ (77) \]). On the other hand, when \( \omega_p/k < v_F \), the exponential term in (1.60) becomes zero for very large \( \beta \) and damping is significant which cannot be taken into account in the QHD description. So the long wavelength assumption...

17 Note that the existence of instabilities depends on the system dimensionality. While a monotonic increase of \( f_0 \) leads to an instability in a one-dimensional and two-dimensional system, this is not the case in a spherically symmetric 3D system \[ (75) \].

18 The region where the imaginary part of the dielectric function is non-zero and damping occurs at \( T = 0 \) is called “pair continuum” since in this region the plasma wave loses energy by processes where electron-hole pairs are created even when no collisions are taken into account, see e.g. \[ (29) \]. At finite temperature, there always exist particles with high velocity, so the damping is always non-zero.
tation \(\omega_p/k > v_F\) must hold in the QHD application to degenerate plasmas to avoid damping of waves.

### 1.2.6.3 Streaming instabilities

Considering the one-stream plasma case with a single pure quantum state\(^{19}\) with equilibrium solutions \(n = n_0\) and \(u = u_0\) at \(\varphi = 0\), the Fourier decomposition of the perturbed quantities in (1.15), (1.18) and (1.30) leads to the dielectric function

\[
\varepsilon (\omega, k) = 1 - \frac{\omega_p^2}{(\omega - ku_0)^2 - \hbar^2 k^4 / 4m^2},
\]

where the term \(ku_0\) just represents a Doppler shift and \(v_F \ll u_0\) is assumed. Charge neutrality is provided by the motionless background ions. Here, the frequency \(\omega\) is always real, and the oscillations are stable and undamped \(^{69}\). If the effect of quantum statistics is included in the momentum equation, the dielectric function changes to

\[
\varepsilon (\omega, k) = 1 - \frac{\omega_p^2}{(\omega - ku_0)^2 - \hbar^2 k^4 / 4m^2} - \frac{\omega_p^2}{(\omega - ku_0)^2 - \hbar^2 k^4 / 4m^2},
\]

When two counter-streaming beams of electrons are considered at equilibrium with streaming velocities \(\pm u_0\) such that \(u_1 = -u_2 = u_0\), \(n_1 = n_2 = n_0/2\), and \(\varphi = 0\), the dielectric function becomes

\[
\varepsilon (\omega, k) = 1 - \sum_{a=\pm 1} \frac{\omega_p^2/2}{(\omega - ak u_0)^2 - \hbar^2 k^4 / 4m^2},
\]

which shows a Doppler shifted spectrum \(^{46}\) where the dispersion relation is obtained from \(\varepsilon (\omega, k) = 0\). When the solution for \(\omega^2\) is obtained, two branches are found, one of which is always positive giving stable oscillations. The other solution is negative \((\omega^2 < 0)\) which shows

\[
[F^2 K^2 - 4 \left(1 - u_F^2 \right)] [F^2 K^4 - 4 \left(1 - u_F^2 \right) K^2 + 4] < 0,
\]

where the rescaled variables are \(F = \hbar \omega_p/mu_0^2\), \(K = ku_0/\omega_p\), and \(u_F = v_F/u_0\).

For \(u_F < 1\), a bifurcation in (1.64) is seen for \(F = 1 - u_F^2\). If \(F \geq 1 - u_F^2\), the second factor of the inequality is always positive for \(F^2 K^2 < 4 \left(1 - u_F^2 \right)\) which gives rise to an instability. Similarly, if \(F < 1 - u_F^2\), instability occurs if either

\[
0 < F^2 K^2 < 2 \left(1 - u_F^2 \right) - 2 \sqrt{(1 - u_F^2) - F^2}, \text{ or } 2 \left(1 - u_F^2 \right) - 2 \sqrt{(1 - u_F^2)^2 - F^2} < F^2 K^2 < 2 \left(1 - u_F^2 \right). \]

The limit \(\hbar \to 0\) leads to \(K^2 < 1\) which is the classical instability.

\(^{19}\) Recall that the Pauli principle prohibits that several electrons move with exactly the same velocity. In reality even in an electron beam the particles have a finite velocity spread \(\Delta v\), and the present model is to be understood as the limit of small velocity spread, \(\Delta v/u_0 \ll 1\).
Fig. 1.4 Two-stream instability analysis in a quantum plasma by using normalized parameters. The area enclosed by the solid curves along the vertical axis shows an unstable region when \( u_{F} = 0 \). With increase in \( u_{F} \), the region shows a shifting as seen by the dashed lines corresponding to \( u_{F} = 0.6 \).

criterion. The stability/instability region can be seen in Fig. 1.4 with a shift in the presence of nonzero Fermi velocity.

The one and two stream cases show the main features of the oscillation spectrum. However, when generalized to a larger number of streams, the velocity spread, the coherence and resonant contribution as well as collision between the groups of particles lead to additional damping or dephasing, and a kinetic treatment is required.

### 1.2.6.4 Longitudinal ion waves

When dealing with electrostatic oscillations having a frequency close to the electron plasma frequency, the response of the ion motion is very weak and does not need to be taken into account.

That’s why, the ions were considered motionless in the previous section, forming a neutralizing background. However, when the wave frequency is less than the ion plasma frequency, \( \Omega_{p} = (m/M)^{1/2} \omega_{p} \), the dynamics of both species have to be taken into account \([M] is the ionic mass\). In a completely degenerate two-component electron-ion quantum plasma, the Fermi energy of the lighter species (electron) is larger than that of the ions due to smaller electron mass, \( E_{F} \sim m^{-1} \). Similarly, the de Broglie wavelength scales as \( m^{-1/2} \) and the degeneracy parameter as \( \chi \sim m^{-3/2} \), thus the ion degeneracy is much smaller than the one of the electrons. So, we will continue to consider the ions classical.

In the case of classical plasmas, the longitudinal ion oscillations give rise to the low-frequency ion-acoustic wave which is modified in quantum plasmas, and a quantum ion-acoustic mode appears \([78]\). The wave dispersion relation of longitudinal ion waves in homogenous electron-ion plasmas is given by the zeroes of the
longitudinal dielectric function,

\[ 1 + \chi_{el}^{lo}(k, \omega) + \chi_{li}^{lo}(k, \omega) = 0, \quad (1.65) \]

where \( \chi_{el}^{lo} \) and \( \chi_{li}^{lo} \) are the electron and ion susceptibilities, respectively. For low phase velocity, it follows \( \omega \ll kv_{Fe} \), \( \chi_{li}^{lo}(k, \omega) = -\Omega_p^2/\omega^2 \), resulting in

\[ 1 + \frac{\omega_p^2}{k^2v_F^2 + \hbar^2k^4/4m^2} - \frac{\Omega_p^2}{\omega^2} = 0. \quad (1.66) \]

The result for the dispersion can be written as

\[ \omega^2 = \frac{\Omega_p^2}{1 + \mathcal{K}}, \quad (1.67) \]

where \( \mathcal{K} = \omega_p^2/\left( k^2v_F^2 - \hbar^2k^4/4m^2 \right) \). For \( \mathcal{K} \gg 1 \), (1.67) reduces to

\[ \omega \simeq kv_c \left( 1 + \frac{\hbar^2k^4}{4m^2\omega_p^2} \right)^{1/2}, \quad (1.68) \]

where \( c_q = (E_F/M)^{1/2} \) is the speed of linear electrostatic ion waves in a quantum plasma (the so-called quantum ion-acoustic wave). Note that the relation (1.68) is for a non-relativistic ideal plasma at \( T = 0 \). In the classical limit, \( \hbar \to 0 \), \( E_F \ll E_T \), Eq. (1.68) corresponds to the dispersion relation of the usual ion-acoustic wave in a thermal plasma.

When using the QHD equations, the momentum equation (1.17) for ions can be written as

\[ \left( \frac{\partial}{\partial t} + u_i \frac{\partial}{\partial x} \right) u_i = \frac{q_i E}{M}, \quad (1.69) \]

with \( u_i \) and \( q_i \) being the ion velocity and ion charge, respectively. The last two terms in (1.17) are ignored for ions due to smallness of ionic quantum effects. Similarly, the electron inertia can be neglected in the limit \( m/M \ll 1 \). The space charge electric field \( E = -\partial \phi/\partial x \) couples ions with the electrons.

If there exists a drift between electrons and ions in a quantum plasma, the Buneman mode appears [79] just like the classical plasmas [80]. Taking into account collision effects in the electron and ion momentum equations with \( v_{en} (v_{in}) \) being the collision frequencies of an electron (ion) with neutral [30], the dispersion relation in the reference frame of the drifting ions becomes

\[ 1 - \frac{\omega_p^2}{(\omega - kv_0)(\omega - kv_0 + iv_{en}) - \hbar^2k^4/4m^2} - \frac{\Omega_p^2}{\omega (\omega + iv_m)} = 0, \quad (1.70) \]

\[ 20 \] This approximation assumes a weakly ionized plasma where neutrals dominate and, hence, collisions with neutrals play the main role. This is the case at low temperature and not too high densities below the Mott point.
where the relative electron-ion equilibrium drift velocity in the presence of a static electric field $E_0$ is

$$ v_0 = -eE_0 \left( \frac{1}{n\nu_{en}} + \frac{1}{M\nu_{in}} \right). \quad (1.71) $$

For very low frequencies, $\omega \ll \nu_{en} \ll kv_0$, $\nu_{en} \ll kv_0$, the dispersion equation predicts that the mode is unstable under the condition

$$ \omega_i^2 > k^2 v_0^2 - \frac{\hbar^2 k^4}{4m^2} > 0, \quad (1.72) $$

because $\Im(\omega) > 0$, otherwise it is damped. The small wavelength oscillations are stable due to the presence of quantum effects. For a slow temporal dynamics, appropriate rescaling of the parameters gives rise to electron momentum equation of the form

$$ \nu_e \frac{\partial v_e}{\partial x} = -E + \frac{F^2}{2} \frac{\partial}{\partial x} \left( \frac{\partial^2 \sqrt{n_e} / \partial x^2}{\sqrt{n_e}} \right), \quad (1.73) $$

provided $\nu_{en} \ll \nu_p$ with $F = \hbar \omega_p / m v_0^2$ being the dimensionless parameter which measures the contribution of quantum potential. The linearization of the normalized set of equations around homogeneous equilibrium leads to the dispersion relation with imaginary part of the frequency

$$ \omega_i = \frac{k^2 \left( 1 - F^2 k^2 / 4 \right)}{1 - k^2 + F^2 k^4 / 4}, \quad (1.74) $$

where $\Omega_p \ll \nu_p$. When the quantum parameter $F = 0$ (classical limit), $\omega_i = $
Then, a singularity appears at \( k = 1 \) and a linear instability exists for \( 0 < k < 1 \). For non-zero \( F \), various instability conditions emerge for \( F < 1, F = 1, \) and \( F > 1 \). We consider one example of the growth rate in the weak coupling regime, \( 0 < F < 1 \), as shown in Fig. 1.5, which has two asymptotic values, \( k_1 \) and \( k_2 \), given by

\[
\begin{align*}
k_2^2 &= \frac{2}{F^2} [1 - \sqrt{1 - F^2}], \\
(1.75) \\
\end{align*}
\]

\[
\begin{align*}
k_2^2 &= \frac{2}{F^2} [1 + \sqrt{1 - F^2}], \\
(1.76) \\
\end{align*}
\]

The growth rate is positive for \( 0 < k < k_1 \), or \( k_2 < k < k_3 \), where

\[
k_3^2 = k_1^2 + k_2^2 = \frac{4}{H^2},
\]

(1.77)

This case of Buneman instability in collisional quantum plasma is formally similar to the two-stream instability already discussed in Sec. 1.2.6.3 above.

### 1.2.7 Nonlinear waves in quantum plasmas

In the preceding section, we have discussed linearized QHD results following the standard procedure of linearization. When the amplitude of a wave in plasma grows sufficiently large, the nonlinearities in the QHD equations grow and cannot be neglected any more. This makes the system more complicated and its analysis more difficult. The nonlinearities in plasmas may enter through various processes like advection, trapping of particles in the wave potential, the nonlinear Lorentz force, ponderomotive force, etc. Sometimes, the nonlinearities in plasma contribute to the localization of waves giving rise to different types of interesting coherent structures, for instance solitary waves, shocks, vortices, and so on.

Due to highly nontrivial physics involved in the nonlinear regime of quantum plasmas, only a limited analysis has been done in QHD so far. As was shown above the nonlinear Schrödinger (NLS) equation (1.28) is equivalent to the QHD in many respects. It has many properties characteristic of nonlinear waves, especially localized modes and solitons, and beam-driven waves and instabilities. The NLS equation and its variants describe nonlinear physical systems appearing in a wide spectrum of problems in (quantum) plasmas and other fields, for example, in fluids and water waves, ultrafast transmission systems, condensed matter systems, and so on. NLS contains an additional nonlinear term in the Schrödinger equation responsible for the nonlinear effects. The solution of NLS Eq. (1.28) also facilitates the verification of numerical solvers and aids in the stability analysis. Discrete nonlinear Schrödinger (DNLS) equations are also important in discrete lattice models in nonlinear optics,

\[21\] always assuming that the applicability conditions of QHD are fulfilled.
condensed matter and trapped Bose-Einstein condensates where a numerical evaluation is straightforward using e.g. the Crank-Nicolson method, e.g. [81].

The third and fourth terms on the right-hand side of Eq. (1.28) represent the nonlinearities associated with the nonlinear coupling between the electrostatic potential and the quantum statistical pressure associated with Fermi-Dirac statistics. Linearizing the NLS-Poisson system gives the frequency spectrum (1.38) where \( n = |\Psi|^2 \). In equilibrium, \( \tilde{V} \sim n^2 = \text{constant} \), otherwise it is repulsive because \( \tilde{V} \) is derived from \( p^c(n) \) which is related to the dispersion of velocities in a Fermi gas. The NLS equation admits modulational wave solutions and a stability analysis can be performed by standard procedures. Depending upon the type of nonlinearity, it is also capable to provide valuable information of the quasi-stationary structures and nonlinear interaction mechanisms of waves at various length scales [42].

The fluid modeling of the nonlinear long-wave-short-wave interaction in plasmas is provided by the Zakharov equations, first derived by Zakharov [82], which get modified in quantum plasmas [83, 84]. The derivation of the quantum Zakharov system follows a two-time scales analysis of the QHD equations which becomes possible due to the presence of fast (Langmuir-type) and slow (ion-acoustic) oscillations. The limitations of the model are similar to QHD and the allowed wavelengths are \( \lambda \gg \lambda_{TF} \), or, equivalently, \( k \lambda_{TF} \ll 1 \). All QHD variables, i.e., the electron (ion) macroscopic density \( n_e (n_i) \), velocity \( u_e (u_i) \), and electric field \( E \) are separated into fast (subscript f) and slow (subscript s) oscillatory components

\[
\begin{align*}
  n_e (x,t) &= n_0 + n_{es} (x,t) + n_{ef} (x,t), \\
  n_i (x,t) &= n_0 + n_{is} (x,t), \\
  u_e (x,t) &= u_{es} (x,t) + u_{ef} (x,t), \\
  u_i (x,t) &= u_{is} (x,t), \\
  E (x,t) &= E_s (x,t) + E_f (x,t).
\end{align*}
\]

(1.78) (1.79) (1.80) (1.81) (1.82)

The slowly varying quantities are considered not significantly changing over a period of oscillation whereas the fast quantities assume zero average. In addition, the quasi-neutrality condition, \( n_e \approx n_i, u_e \approx u_i \), is assumed, and the high frequency ion terms are disregarded due to the smallness of \( m/M \). This analysis is in the spirit of a classical plasma with the inclusion of the quantum (Bohm) potential for a zero-temperature electron (Fermi) gas. In 1D, this gives the quantum corrected Zakharov equations

\[
\begin{align*}
  i \frac{\partial E}{\partial t} + \frac{\partial^2 E}{\partial x^2} - H^2 \frac{\partial^4 E}{\partial x^4} &= nE, \\
  \frac{\partial^2 n}{\partial t^2} - \frac{\partial^2 n}{\partial x^2} + H^2 \frac{\partial^4 n}{\partial x^4} &= \frac{\partial^2 |E|^2}{\partial x^2},
\end{align*}
\]

(1.83) (1.84)

where \( E \) and \( n \) are normalized quantities describing the slowly varying envelope field and plasma density, respectively, and quantum corrections are included via the non-dimensional quantum parameter \( H = \hbar \Omega_p / E_{Te} \) with \( \Omega_p \) being the ion plasma frequency and \( E_{Te} \) the electron thermal energy. The system can admit periodic,
chaotic or similar states, and describes nonlinear dynamics and instabilities. The extension of (1.83)-(1.84) to three dimensions makes the inclusion of electromagnetic effects possible [84].

The nonlinear effects causes the distortion of waves in plasma. Then, wave steepening can occur until some dispersive or dissipative process kicks in which broadens the profile, in turn balancing the nonlinear steepening. Haas and co-workers [78] have attempted to include the quantum effects in nonlinear ion wave excitations in the small and large amplitude regimes in the QHD framework. In the small amplitude limit, the 1D QHD equations (1.15), (1.17)-(1.18) and (1.69) reduce through multiscale expansion with appropriate rescaling of parameters to some form of Korteweg-de Vries (KdV) equation. Assuming \( m/M \ll 1 \), the electron momentum equation (1.17) with the boundary condition \( n_e = 1, \phi = 0 \) at infinity leads to

\[
\phi = -\frac{1}{2} + \frac{n_e^2}{2} - \frac{\Gamma_q}{2} \left[ \frac{\partial^2 \sqrt{n_e}}{\sqrt{n_e}} \right], \tag{1.85}
\]

where the non-dimensional quantum parameter \( \Gamma_q = (\hbar \omega_p/E_F)^2 \). For \( \Gamma_q = 0 \), the charge density is directly related to the potential by an algebraic equation. We now introduce the slowly varying stretched coordinates

\[
\xi = \varepsilon^{1/2}(x-t), \quad \tau = \varepsilon^{3/2}t, \tag{1.86}
\]

where \( \varepsilon \) is a small parameter proportional to the amplitude of the perturbation which provides the basis of the scaling, merely a convention. Then, expanding the state variables into a series in powers of \( \varepsilon \), the low orders of \( \varepsilon \) result in a KdV type equation with quantum corrections given by

\[
\frac{\partial \Phi}{\partial \tau} + 2\Phi \frac{\partial \Phi}{\partial \xi} + \frac{1}{2} \left( 1 - \frac{\Gamma_q}{4} \right) \frac{\partial^3 \Phi}{\partial \xi^3} = 0, \tag{1.87}
\]

which admits solitary ion wave and periodic solutions. The function \( \Phi(\xi, \tau) \) arises from the zero order solutions and the boundary conditions.

It is important to discuss the features of the dispersive term in Eq. (1.87). The equation is obtained by employing the reductive perturbative technique and the term containing the quantum diffraction (coupling) parameter \( \Gamma_q \) appears from the electron equation (1.85). For \( \Gamma_q = 4 \), the dispersive term in Eq. (1.87) disappears. In this case, the quantum diffraction exactly matches the classical dispersion term in the KdV equation. Then, no soliton solution exists and only free streaming is possible like for a free ideal classical fluid which eventually produces a shock wave. Recall that the parameter \( \Gamma_q \) is related to the coupling strength of the plasma. Since the applicability of QHD (as discussed in Sec. 1.2.5 above) is limited to weak coupling, \( \Gamma_q < 1 \) the value \( \Gamma_q = 4 \) is certainly out of the scope of QHD. Nevertheless such values are often considered and we present one example below to illustrate the mathematical consequences. For \( \Gamma_q \neq 4 \), setting the wave-frame position variable \( \eta = \xi - V_0 \tau \) with constant wave phase velocity \( V_0 \) leads to akin to energy first integral for a particle of unit mass in a (pseudo) potential well (Sagdeev-like potential)
whose localized solution depends upon $\Gamma_q$ and $V_0$. A general profile of the potential $V(\Phi)$, for different values of $\Gamma_q$ and $V_0 > 0$, is shown in Fig. 1.6 which exhibits the localized (soliton) structure. For $\Gamma_q < 4$ and $V_0 > 0$, some algebra leads to a solitary pulse solution of (1.87) of the form

$$\Phi(\xi, \tau) = \frac{3V_0}{2} \text{sech}^2 \left( \frac{\eta}{\sqrt{(4 - \Gamma_q)/2V_0}} \right), \quad (1.88)$$

as shown in Fig. 1.7 as a typical case. The pulse height scales as $V_0$ whereas the pulse width as $V_0^{-1/2}$ which also depends upon $\Gamma_q$. The larger amplitude pulses are sharper and can propagate with higher speed.

For fully nonlinear large-amplitude localized ion waves, one can define some non-dimensional parameter playing the role of the Mach number. The wave form can be introduced via the variable,

$$\xi = (x - Mt), \quad (1.89)$$
The solitary pulse profile for $\Gamma_q = 0.1$ and arbitrary constant phase velocity $V_0 > 0$. For such small values of $\Gamma_q$, the effect on pulse width is negligibly small.

with $M$ being the Mach number. Then, the QHD equations reduce to the dynamical equations which can be written in the form of conservation laws leading to solitary wave solutions depending upon $\Gamma_q$ and $M$.

### 1.2.8 Magnetized quantum plasmas

So far, we have considered only the electrostatic case. The inclusion of a magnetic field leads to a more general form of the QHD equations derivable from the electromagnetic Wigner equation. Following the procedure similar to the unmagnetized plasma case, the Madelung decomposition of the ensemble wave functions allows to identify the classical and quantum parts of the pressure dyad. Considering the statistical mixture of $K-$ states $\psi_i = \psi_i(\mathbf{r}, t), i = 1, ..., K$, such that the probabilities $p_i \geq 0$, with $\sum_{i=1}^{K} p_i = 1$, each $\psi_i$ obey the Schrödinger equation

$$i\hbar \frac{\partial \psi_i}{\partial t} = \frac{1}{2m} (-i\hbar \nabla - qA)^2 \psi_i + q\varphi \psi_i, \quad (1.90)$$

where the charge carriers have mass $m$ and charge $q$ under the influence of self-consistent scalar and vector potentials $\varphi(\mathbf{r}, t)$ and $A(\mathbf{r}, t)$, respectively, with choice of Coulomb gauge $\nabla \cdot A = 0$. Then the one-particle Wigner function in terms of coordinate $\mathbf{r}$ and momentum $\mathbf{p} = m\mathbf{v} + q\mathbf{A}$ becomes

$$f_W(\mathbf{r}, \mathbf{p}, t) = \frac{1}{(2\pi\hbar)^3} \sum_{i=1}^{K} p_i \int_{-\infty}^{\infty} ds \psi_i^* \left( \mathbf{r} + \frac{\mathbf{s}}{2}, t \right) e^{i\mathbf{p} \cdot \mathbf{s}/\hbar} \psi_i \left( \mathbf{r} - \frac{\mathbf{s}}{2}, t \right), \quad (1.91)$$
which leads to the evolution equation for $f_W$ – the quantum Vlasov equation – obtained after a cumbersome calculation, for details, see [49]. Since, the complexity of the Wigner function equation in the electrostatic case makes it very hard to be fully examined, except for the simpler linear case. For a non-zero magnetic field, the problem becomes even more challenging and the analysis more difficult which motivates hydrodynamic description.

Introducing the moment equations in the usual way, the continuity and the momentum transport equations in a magnetized plasma following from the Wigner function equation can be written as

\begin{align}
\frac{\partial n}{\partial t} + \frac{\partial (nu)}{\partial x} &= 0, \quad (1.92) \\
\frac{\partial u}{\partial t} + u \cdot \nabla u &= \frac{q}{m} (E + u \times B) - \frac{1}{mn} \nabla p^c(n) + \frac{\hbar^2}{2m^2} \nabla \left( \frac{\nabla^2 \sqrt{n}}{\sqrt{n}} \right), \quad (1.93)
\end{align}

where the closure assumption is made by defining a diagonal form of the classical pressure dyad. Since the classical part of the pressure dyad $p^c$ can be written as the sum of average velocity dispersions, the diagonal isotropic form assumes the components

$$P_{ij} = \delta_{ij} p^c,$$  \hspace{1cm} (1.94)

with $p^c = p^c(n)$ being a suitable equation of state. For $\hbar \to 0$, (1.93) is just like the momentum equation of classical fluids. Equations (1.92)-(1.93) together with Maxwell’s equations constitute the QHD model for magnetized plasmas where the limitations of the electrostatic QHD equations are also valid in the present case. For more subtle issues like gauge invariance of Wigner equation, magnetohydrodynamic equilibria, the inclusion of spin and strong field effects (Landau quantization) etc., see [49].

Fig. 1.8 Low-frequency electromagnetic mode in a strongly degenerate electron plasma with immobile ions. The wave frequency is normalized by $\omega_c$ and the wave numbers by $v_F/\omega_c$. 
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1.2.8.1 Electrostatic and electromagnetic low frequency modes

We start from the QHD equations for a two-component dense uniform magnetized plasma consisting of degenerate electrons and non-degenerate ions. Assuming the dynamics of electrons with a background of stationary ions embedded in a uniform magnetic field \( B_0 \hat{z} \), the low-frequency (in comparison with the electron cyclotron frequency) electric and magnetic field perturbations are defined as \( E = -\nabla \phi - c^{-1} (\partial A_e / \partial t) \hat{z} \) and \( B_\perp = \nabla \times A \times \hat{z} \), respectively. From (1.95), assuming low frequencies, \( \omega \sim |\partial / \partial t| \ll \alpha_v, c k \), but \( \omega \) higher than the ion plasma frequency \( \Omega_p \), and ion cyclotron frequency, \( \Omega_c \), respectively, the linearized components of the electron and ion fluid velocity parallel and perpendicular to \( \hat{z} \) become

\[
\frac{\partial v_{jz}}{\partial t} = \delta_j e m \left( \frac{\partial \phi_j}{\partial z} + \frac{1}{c} \frac{\partial A_z}{\partial t} \right),
\]

(1.95)

\[
v_{j\perp} \approx \frac{e}{B_0} \left( \hat{z} \times \nabla \phi_j + \delta_j \frac{1}{\omega_c} \frac{\partial \nabla \phi_j}{\partial t} \right),
\]

(1.96)

where \( j = e(i) \) denotes electron (ion), \( \delta_e = 1 \), \( \delta_p = -1 \), and we denoted \( \phi_j = \phi - \delta_j \left( \frac{2eF}{\tilde{\tau}} - \frac{e^2v_j^2}{4m} \right) n_j \), with \( n_j \ll n_0 \). The dispersion relation for the shear electromagnetic mode in this case is derived by employing (1.95)-(1.96), together with the linearized continuity equation, Poisson’s equation and Ampere’s law which, upon Fourier transformation, results in

\[
\omega^2 = \frac{c^2k^2_\|k^2_\perp (1 + \Lambda_q^2 k^2_\perp)}{(1 + \lambda^2 k^2_\perp ) \left[ k^2 + k^2_\perp (1 + \Lambda_q^2 k^2_\perp) \frac{\omega_p^2}{\omega_e^2} \right]},
\]

(1.97)

which shows the influence of the electron quantum statistical and quantum diffraction effects [Fig. 1.8], where \( \lambda_k = c/\omega_p \), \( \Lambda_q = v_q/\omega_p \), and \( v_q = \sqrt{T_q/m} \) with \( T_q = (\hbar^2 k^2/4m + 2E_F/3) \) being the quantum parameter in energy units playing the same role as effective temperature in classical plasmas [85]. The electromagnetic mode (1.97) ceases to exist for \( k_\perp = 0 \).

Next, we consider the ion dynamics in the frequency regime \( \omega \ll \Omega_c \). The ion perpendicular velocity component then consists of the electric and ion polarization drifts, \( v_{\|} \) and \( v_{\perp} \) respectively. Then the dispersion equation with assumption of \( k_\perp \ll k_\perp \) acquires the form

\[
\omega^2 = \frac{c^2k^2_\|k^2_\perp (1 + K^2_\| k^2_\perp)}{\left( 1 + \lambda^2 k^2_\perp \right) \left( k^2 + k^2_\perp (1 + K^2_\| k^2_\perp) \frac{\omega_p^2}{\omega_e^2} \right)} + \left( \frac{1 + K^2_\| k^2_\perp}{(1 + \lambda^2 k^2_\perp) \frac{\omega_p^2}{\omega_e^2}} \omega^2 - c^2k^2_\perp \right) \omega_e^2 - \frac{\omega_e^2}{(1 + \lambda^2 k^2_\perp) \frac{\omega_p^2}{\omega_e^2}} \omega^2 = \frac{\rho_q^2 k^2_\perp \omega_e^2}{(1 + \lambda^2 k^2_\perp) \frac{\omega_p^2}{\omega_e^2}} \omega^2,
\]

(1.98)

where \( K_A = \frac{\nu_A}{\nu_{\|}} \), \( \nu_A = B_0/\sqrt{\pi n_0 M} \) is the speed of the Alfvén wave, \( c_q = \sqrt{T_q/M} \) is the speed of the electrostatic ion wave, and \( \rho_q = c_q/\Omega_c \). The co-existing electro-
static and electromagnetic modes [Fig. 1.9] are well separated, however, the difference of frequencies become lesser and lesser as the magnetic field is increased. In

\[
\frac{\omega^2}{\Omega_c^2} = k^2 v_A^2 \left( 1 + \rho_i^2 k_{\perp}^2 \right),
\]

which shows the dispersive Alfvén wave where the dispersion comes from the electron quantum effects.

### 1.2.8.2 Drift mode

In the presence of gradients (inhomogeneities in density, temperature, etc.), there may appear drift waves in classical as well as quantum plasmas which play an important role in transport of plasma particles and energy/momentum across the magnetic field lines. Drift waves are low frequency waves in comparison with the ion cyclotron frequency \( \Omega_c \) with perpendicular (with respect to the magnetic field)
wave number $k_\perp$ much larger than $k_\parallel$. For relatively large $k_\parallel$, the drift wave can couple with the quantum ion acoustic wave [86]. Consider a dense quantum plasma embedded in a constant external magnetic field in z-direction possessing a density inhomogeneity at equilibrium in the x-direction such that

$$\nabla n_j^0 = -\left(\frac{dn_j^0}{dx}\right) \hat{x},$$

and

$$\kappa_{jn} = \left|\frac{1}{n_j^0} \frac{dn_j^0}{dx}\right| = \text{constant},$$

with $\kappa_{jn} \ll k_\perp$. Using the QHD equations with the electric and magnetic field perturbations as given in the previous section, the dispersion relation for drift waves in quantum plasma becomes

$$\left[ (\omega - \omega^*_q) \omega - \frac{c_q^2 k_z^2}{(1 + \lambda_e^2 k_\perp^2)} \right] \omega^2$$

$$- \frac{\omega_A^2}{(1 + \lambda_e^2 k_\perp^2)} \left[ \omega^2 - \omega^*_q \omega - c_q^2 k_z^2 \right] = \frac{\rho_0^2 k_\perp^2}{(1 + \lambda_e^2 k_\perp^2)} \omega^2,$$

(1.100)

where $\omega_A = k_z v_A$, is the frequency of the Alfvèn wave, $\omega_q^* = v_{qD} \cdot k$ is the drift wave frequency, $v_{qD} = \frac{eB}{\rho_0} \nabla \ln n_0 \times \hat{z}$ is the drift wave velocity, and $T_q = \hbar^2 k^2 / 4m$. The above relation has an analogy with the classical drift wave frequency which depends upon the equilibrium electron pressure defined by the ideal gas law. However, both are very different physically. The classical drift wave depends upon electron thermal energy, but in a quantum plasma, the role of thermal energy is taken over by the Fermi energy. In deriving (1.100), the drift approximation $|\partial| \ll \Omega_e$ is used in the limit of small Fermi pressure. In Fig. [1.10] the frequencies of the four modes are plotted against $k_z$. One branch of the shear Alfvèn wave and one branch of the electrostatic wave are influenced by the quantum drift wave $\omega^*_q$ near $k_z \sim 4 \times 10^3 \text{cm}^{-1}$. The dashed lines represent $\pm k_z v_A$ (outer lines) and $\pm k_z c_q$ (inner lines), respectively. From Ref. [86].

**Fig. 1.10** The appearance of a drift mode in a magnetized non-uniform quantum plasma due to density inhomogeneity. The frequencies of the four low-frequency modes (in units of $s^{-1}$) are plotted vs. the wave numbers $k_z$ for fixed $k_y$ (units of cm$^{-1}$) for a dense astrophysical plasma with typical parameters selected from Table [1.2] with density $\sim 10^{27}$ cm$^{-3}$ and magnetic field $\sim 10^6 G$. One branch of the shear Alfvèn wave and one branch of the electrostatic wave are influenced by the quantum drift wave $\omega^*_q$ near $k_z \sim 4 \times 10^3 \text{cm}^{-1}$. The dashed lines represent $\pm k_z v_A$ (outer lines) and $\pm k_z c_q$ (inner lines), respectively. From Ref. [86].
trostatic wave are influenced by the quantum drift wave $\omega_q^*$ near $k_z \sim 4 \times 10^3 \text{cm}^{-1}$. Since $T_i = 0$ has been assumed, therefore the second branch of the Alfvén wave remains a straight line in this figure. The second branch of the electrostatic wave has also the effects of dispersion similar to the classical case. The density matrix approach can also be used to study quantum drift wave in two component inhomogeneous plasma in a strong magnetic field under strong and weak quantum effects [87]. Here, the problem is treated semiclassically with a modified Maxwell distribution function in order to determine the quantum effects. Such waves become unstable under some circumstances.

Concluding this section, let us briefly discuss for what systems the present results can be relevant. In the QHD approach, the effect of Fermi degeneracy and (quantum) Bohm potential are the main quantum ingredients. The applications of nonlinear waves with or without magnetic field can be found in dense quasi-free electron gas and in the high density regimes relevant to degenerate plasmas of dense astrophysical objects (regions of white dwarfs and neutron stars). Such densities are also expected in the lab in next generation laser-plasma experiments. At such high densities, $r_s$ will be well below unity and the QHD model may be even better applicable.

Let us consider a typical example from Table 1.2, with density $n_0 = 4.0 \times 10^{26} \text{cm}^{-3}$, $r = 8.3 \times 10^{-10} \text{cm}$ and $\lambda_T = 7.2 \times 10^{-7} \text{cm}$. The wave number $k$ should be well below $r^{-1}$ for both electronic and ionic perturbations. For low frequency perturbations, if $k \simeq 10^6 \text{cm}^{-1}$, the ion wave speed is $c_q \simeq 3.8 \times 10^7 \text{ms}^{-1}$ and the frequency, from Eq. (1.66) is $\simeq 6 \times 10^{13} \text{s}^{-1}$. If we consider the soliton solution, Eq. (1.88), for such a plasma, the effect of the quantum parameter $\Gamma_q$ is vanishingly small since $\Gamma_q \simeq 1$ for applicability of the QHD approximation. Due to the very high density, the inter-particle distances are very small. In the weakly nonlinear limit, a soliton with a typical speed $\sim 0.1 c_q$ shows very small amplitude and width parameters. For a magnetized plasma with high ambient magnetic field ($B_0 \simeq 1 \times 10^7 \text{G}$) and low frequency electrostatic and electromagnetic perturbations, dispersion equation Eq. (1.98) with $k/k_\perp \simeq 0.002$ reveals that the frequency of electrostatic mode is $1.4 \times 10^{13} \text{s}^{-1}$. Similarly, the frequency of the shear Alfvén mode is $3.1 \times 10^9 \text{s}^{-1}$, with $v_A = 2.2 \times 10^5 \text{ms}^{-1}$ being the speed of the wave. It should be noted that the modes are well separated for low magnetic field but their frequencies get closer and closer as the magnetic field increases.

1.3 Interaction and spin effects in Quantum Plasmas

As was discussed above, QHD assumes an (almost) ideal electron Fermi gas. There have recently been attempts to include exchange and correlation effects in order to extend the validity range of QHD which we briefly discuss below.

The first attempt to include exchange and correlation effects in QHD phenomenologically was presented by Manfredi and co-workers in Ref. [48]. Inspired by
the procedure used in density functional theory (DFT) they used an additional exchange-correlation functional, $V_{xc}$

$$V_{xc} = 0.985 \left( \frac{e^2}{\varepsilon} \right) n^{1/3} \left[ 1 + \left( 0.034/ab_n^{1/3} \right) \ln(1 + 18.37ab_n^{1/3}) \right],$$

(1.101)

in the momentum equation that gives rise to an additional force on the electrons. The authors performed comparisons with DFT simulations for electrons in condensed matter and observed reasonable agreement.

### 1.3.1 Prediction of attractive forces between protons in quantum plasmas

Using the QHD with the above mentioned potential $V_{xc}$ Shukla and Eliasson\[88\] considered the problem of the effective potential of a proton embedded in a dense quantum plasma. The QHD equations together with the Poisson’s equation for the electrostatic potential are

$$\frac{\partial n}{\partial t} + \nabla \cdot (nu) = 0,$$

$$m_e \left( \frac{\partial u}{\partial t} + u \cdot \nabla u \right) = e \nabla \phi - n^{-1} \nabla P + \nabla V_{xc} + \nabla V_B,$$

(1.102)

$$\nabla^2 \phi = \frac{4\pi e}{\varepsilon} (n - n_0) - 4\pi Q \delta(r),$$

(1.103)

where the positive test charge $Q$ is located at $r = 0$. Quantum effects are taken into account as usual via the Bohm potential $V_B = \left( \hbar^2 / 2m_e \right) (1/\sqrt{n}) \nabla^2 \sqrt{n}$. The pressure of the ideal Fermi gas at zero temperature, $P = (n_0 m_e v_F^2 / 5) (n/n_0)^{5/3}$, is used and complemented by the exchange-correlation potential $V_{xc}$. Here, the following definitions are used: $\varepsilon$ denotes the relative dielectric permeability of the material, $v_F = \hbar(3\pi^2)^{1/3}/m_e r_0$ is the electron Fermi speed, $r_0 = n_0^{-1/3}$ is the Wigner-Seitz radius, and $m_e$ is the effective mass of electron.

Shukla and Eliasson linearized these equations, writing $n = n_0 + n_1$ and $|n_1| \ll n_0$. Neglecting dynamic effects in the dielectric function, $\varepsilon(k, \omega) = \varepsilon(k, 0)$, the electrostatic potential of a proton is given by

$$\phi(r) = \frac{Q}{2\pi^2} \int \frac{\exp(ik \cdot r)}{k^2 \varepsilon(k)} d^3k.$$

(1.104)

From the linearized QHD equations they obtained for the inverse dielectric function

\[\text{Footnote: The effective mass takes into account medium effects for the case of electrons in condensed matter systems. Here we will focus on electrons in a hydrogen plasma where } m_e \text{ coincides with the free electron mass.}\]
\[ \frac{1}{\varepsilon(k)} = \frac{(k^2/k_s^2) + \alpha k^4/k_s^4}{1 + (k^2/k_s^2) + \alpha k^4/k_s^4}, \]  
(1.105)

with the definitions

\[ \alpha = \hbar^2 \omega_{pe}^2/4m_e^2(v_c^2/3 + v_{ex}^2)^2, \]  
(1.106)

\[ k_s = \omega_{pe}/\sqrt{v_c^2/3 + v_{ex}^2}, \quad b_s = 1/\sqrt{4\alpha - 1}, \]  
(1.107)

\[ v_{ex} = (0.328e^2/m_e\varepsilon r_0)^{1/2}[1 + 0.62/(1 + 18.36\alpha r_0^{1/3})]^{1/2}, \]  
(1.108)

\[ k_r = (k_s/\sqrt{4\alpha})(\sqrt{4\alpha + 1})^{1/2}, \quad k_i = (k_s/\sqrt{4\alpha})(\sqrt{4\alpha - 1})^{1/2}. \]  
(1.109)

The parameter \( \alpha \) is shown in Fig. 1.11 While for \( \alpha < 0.25 \) the potential [1.104]

![Fig. 1.11](image)

**Fig. 1.11** The Shukla-Eliasson parameter \( \alpha \) (left axis) versus quantum coupling parameters: the Brueckner parameter \( r_s \) (bottom axis) and \( I^* \) (upper axis). The potential of a proton, Eq. [1.104], derived by Shukla and Eliasson from linearized QHD becomes attractive for \( \alpha > 0.25 \), corresponding to \( 26.22 \geq r_s \geq 0.61 \), at zero temperature. The two shaded areas denote the range of moderate (weak) coupling given by \( (\hbar \omega_{pe}/k_B T) \) < 1 (< 0.1). Also shown is the depth of the SE potential (right axis). From Ref. [84].

is always positive, for \( \alpha > 0.25 \), it develops a negative (attractive) minimum. In the latter case the potential is given by [88]

\[ \phi(r) = \frac{Q}{r} [\cos(k_r r) + b_s \sin(k_r r)] e^{-k_r r}. \]  
(1.110)
The maximum value of $\alpha$ is approximately 0.64. Inserting all parameters in the definition of $\alpha$, existence of a negative potential in the linearized QHD is confined to a finite density interval where $0.61 \leq r_s \leq 26.22$, see Fig. 1.11. Here the standard quantum coupling (Brueckner) parameter has been used, $r_s = \bar{\bar{r}}/a_B$, where $\bar{\bar{r}}$ denotes the mean inter-particle distance and $a_B$ the Bohr radius. For weak coupling, $r_s \ll 1$, linearized QHD does not predict a negative potential.

In Ref. [88], based on the existence of a negative minimum of the proton potential (1.104), Shukla and Eliasson claimed the discovery of a novel attractive force between ions in dense quantum plasmas. They claimed that this potential would lead to novel bound states and to a proton lattice. However, as can be seen in Fig. 1.11 where we also show the depth of this potential, negative values occur only in the regime of moderate coupling, i.e., way outside the validity range of QHD which was discussed in Sec. 1.2.5 above. We note that the linearized version of QHD, obviously, is even less accurate. To verify these strong claims, Ref. [70] reported ab initio density functional theory simulations. The DFT result for the effective potential of a proton in dense hydrogen, indeed, was found to exhibit an attractive minimum, in two cases: first, at low density, $r_s > 1.5$ there is a minimum corresponding to binding of two hydrogen atoms into a molecule. Second, at large distances, there are shallow oscillations of the potential which are related to Friedel oscillations (originating from the step character of the zero-temperature Fermi distribution). No other cases of attractive potentials between protons were observed in the simulations. Therefore, Ref. [70] had to conclude that the predictions of Ref. [88] are wrong.

The disagreement between linearized QHD and DFT was further discussed in Refs. [89, 90]. A careful analysis of the applicability range of QHD and DFT shows that, from its construction, DFT is always more accurate. The lesson to learn from this is that the applicability limits of QHD should be taken very seriously and clearly checked in any application.

1.3.2 Spin effects in quantum plasmas

In recent years attempts have been made to extend the QHD to quantum plasmas with spin effects. This is natural as spin effects are always present for quantum particles. For the case of plasmas with degenerate electrons, the effect of fermionic statistics (spin 1/2) has to be considered. The corresponding extension of QHD to spin QHD (SQHD) can be found e.g. in refs. [92, 93, 94] and references therein. These papers came to the conclusion that collective spin effects can dominate the plasma dynamics which is derived from a (possibly macroscopically large) spin magnetization current

$$j_{\text{spin}} = \nabla \times 2n\mu_B S,$$  \hspace{1cm} (1.111)

where $n$ is the total electron density, $\mu_B$ the Bohr magneton and $S$ the local average “spin vector”. For a high density, as is often the case in quantum plasmas and, as-
summing spin polarization (i.e. all spins are aligned), this current and the associated magnetization may become very large.

It has recently been pointed out [95] that this prediction is in striking contrast to standard condensed matter physics and experiments as well. In particular, the quantum theory of magnetism, e.g. [96, 97, 98] is well developed and does not predict any such gigantic magnetizations. There it is known that the magnetization arises from unpaired electron spins and is proportional to the density of spin up minus spin down electrons, \( n_+ - n_- \). However, due to Pauli blocking, at low temperature this difference vanishes, it is zero for an ideal Fermi gas in the ground state. At finite temperature, a finite difference may exist which scales as \[ \frac{n_+ - n_-}{n} = O \left( \frac{T}{T_F} \right) \]

i.e. in the magnetization not all electrons but only those in a small layer (of order \( T \)) around the Fermi edge participate resulting in the known moderate values for the spin magnetization of real materials. Thus, at low temperatures when the system approaches an ideal Fermi gas the spin magnetization vanishes, whereas at high temperatures it vanishes as well because all quantum effects are washed out by thermal fluctuations leading to random spin orientations.

The striking contrast between the SQHD prediction, Eq. (1.111) and Eq. (1.112) is surprising since the theoretical concepts that are used in condensed matter physics include correlations and spin effects in a much more accurate fashion than QHD. As is pointed out in the analysis of Ref. [95] the SQHD analysis contains a major inconsistency (see our discussion above): the \( N \)-particle wave function is represented by a product of single-particle orbitals (Hartree or Vlasov approximation) whereas for fermions an anti-symmetrized ansatz has to be used. This leads to Slater determinants that guarantee the Pauli principle, in contrast to the Hartree ansatz. As a result the Fermi statistics and the Pauli principle are lost in key places of the QHD theory. In particular, kinetic effects such as the sharp Fermi surface are lost.

Therefore, the predictions of exotic spin quantum effects in quantum plasmas such as spin-gradient-driven light amplification [94] have to be questioned. While there is always room for new fascinating discoveries they, obviously, have to be based on a well established theory that includes all relevant effects. An urgent next step, to resolve these conflicting predictions is, therefore, to reformulate QHD fully using anti-symmetric \( N \)-particle states, thus building in the Pauli principle from the very beginning.

22 The Fermi distribution is only included via the equation of state relating pressure and density, but this introduces degeneracy effects only in an average fashion.
1.4 Conclusion and Outlook

In this chapter, we have discussed the theoretical treatment of dense quantum plasmas that are increasingly important in many laboratory and astrophysical systems. While accurate approaches to quantum plasmas have been in existence for many years – based on first-principle simulation, quantum kinetic theory and non-equilibrium Greens functions – these approaches are quite difficult, especially for magnetized plasmas. This makes it highly desirable to have at hand simpler models. Here quantum hydrodynamics has become quite popular in various scientific areas, as is evident from the vast literature that appeared in recent years. At the same time, most papers have essentially ignored the limited applicability range of QHD raising questions about the reliability of the results and of their relevance for practical applications.

In this chapter, we have discussed the main concepts of quantum hydrodynamics and its relations to quantum kinetic theory in terms of the Wigner distribution function and its equation of motion. We analyzed in detail the basic assumptions that lead to the QHD equations and their limitations. Strictly speaking, QHD applies to an ideal Fermi gas (where the quantum coupling parameters are small, i.e. \( r_s \ll 1 \) and \( \Gamma_q \ll 1 \)) at zero temperature, and it entirely neglects quantum exchange effects. Furthermore, as any hydrodynamic theory, QHD is only able to resolve processes at sufficiently large length scales exceeding a threshold which is on the order of the Thomas-Fermi screening length \( \lambda_{TF} \). Furthermore, QHD uses a closure of the system of hydrodynamic equations that involves an equation of state in the local approximation which again rules out strong inhomogeneities. When any of these inherent limitations is neglected, unphysical results can follow which includes the predictions of attractive forces between protons at atomic scales as well as giant magnetizations related to the electron spin.

In the linearized QHD, we have briefly reviewed some properties of electron and ion plasma oscillations for unmagnetized as well as magnetized quantum plasma. These include the linear electron plasma waves in the strong degeneracy limit at \( T = 0 \) as well as for finite \( T \) and their dispersion. This was compared with the results from kinetic theory which also provide information on the damping of the oscillations. We further considered the quantum streaming and Buneman instabilities, and low frequency electrostatic and electromagnetic ion modes in uniform and nonuniform quantum plasma. Finally, an overview of the nonlinear solutions of the QHD equations was given, leading to localized coherent structures and the model equations for a magnetized plasma have been presented with illustrations for the sake of generality.
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