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Abstract
New consumer needs have led industries to the possibility of creating virtual platforms where users can customize products by creating infinite combinations of different results. This made it possible to expand sales by guaranteeing a wide choice that would satisfy all requests. The dynamic and flexible evolution of factories is guaranteed by the introduction of new technologies such as robotization and 3D printers, recognized as two of the pillars of Industry 4.0. The main aim of this paper is to achieve a workflow for the creation and implementation of personalised jewellery based on faces with different emotional expressions. To date, there are few works in the literature investigating the intersection between smart manufacturing and emotion recognition, and these are mainly related to improving human–machine interaction. The authors’ aim is to research for innovation in the intersection of three different fields of study such as parametric modelling, smart manufacturing and emotion recognition in order to create personalized and innovative manufacturable models. To this purpose, an application has been generated that exploits both visual scripting, typical of parametric modelling, and scripting, in the Python programming language. The generated algorithm implements a machine learning for emotion recognition that identifies the label of each user-generated face, validating the effectiveness of the method.
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1 Introduction
Different facial expressions play an important role in non-verbal communication. They are important in the daily communication between human beings as indicators of feelings, allowing men to express their moods. Consequently, information on facial expressions is often used in automatic emotion recognition systems. Traditional methods perform the analysis of human expressions by analyzing them through static images or frames extracts by video.

In addition, the development of digital skills in people and the increasing popularity of additive manufacturing tools, including domestic ones, are driving people to seek out and produce customized objects. It is up to research to illustrate the potential that this new branch of object customization can offer consumers. The aim of this work is to create a complete workflow that allows parametric modelling of a face and its expressions to be used in smart manufacturing, validating the modelling with automatic recognition techniques. Each user will be able to reconstruct his or her own face and use it in the customization of a parametric jewelery object physicalized using a 3D printer and then cast through traditional techniques.

The 3D geometry of a human face is required for a wide range of applications, involving: 3D face recognition and authentication [21,55], simulation of facial plastic in surgery [45], simulation of facial expression [75] and facial animation [47]. The challenge in developing a facial model is to be able to derive a model that is ever closer to reality and, at
the same time, that can be used efficiently for a specific purpose. In this work the authors have initially used parametric modeling, in order to create a set of faces which, modifying input parameters, reproduce the different emotions.

For the workflow presented here to be effective, its components: modelling, emotion recognition and additive manufacturing must interact effectively with each other. Specifically, through the use of scripts, the parametric DAG will send .STL files to the printing platform and images to machine learning (ML) for recognition.

1.1 Parametric modelling for manufacturing

In order to maintain competitiveness in the long term, industries must increase the ability to respond to customer needs quickly, satisfying requests and producing numerous variants of the same product even in small batches [29]. Individualization and personalization of products leads to manufacturing concepts like X-to-order (Engineer-to-Order, Make-to-Order, Build-to-Order and Configure-to-Order) [72] and finally to mass-customization, which means the manufacturing of products customized according to customers needs, at production costs similar to those of mass-produced products. Traditional factories cannot meet these production requirements. Only digitized factories are able to sustain such a level of dynamism in large-scale production.

The digitization of the productive industry is based on nine pillars including Internet of Things (IoT), big data, cloud, system integration, augmented reality, cyber security, autonomous robot, simulation and Additive Manufacturing (AM). These nine pillars create physical-digital production systems in which machines and computers are integrated. An important role for digital factories is played by computer systems such as parametric and generative modelling. Traditional CADs allow designers to create and show extremely complex objects characterized by a precision of the details; however, these static systems do not allow for the exploration of variants in design space. Parametric Design (PD) is a tool that requires an explicit visual dataflow in the form of a graph named Direct Acyclic Graph (DAG). This method defines a geometry as a logical sequence of linked operations allowing the generation of very complex 3D models. PD permits a wider range of design possibilities to be explored than traditional processes, helping human creativity and ensuring design variations that are obtained simply by changing the input parameters [57].

The complex virtual geometries generated through algorithmic modelling can be achieved only with the aid of robotic processes. Customisation and complexity are bringing the concept of uniqueness back into large-scale production. In particular, in order to test the workflow proposed in this paper, an application was realized for the jewelry sector. This application consists in the creation of a parametric ring, the variations of which are obtained by simply varying numerical sliders. The top part of this object consists of faces representing the various emotions, each of which is validated by an automatic label generated by the ML. Each user, by manipulating the different sliders, can select and combine the different expressions that will always result in an object that can be manufactured by stereolithographic 3D printing.

1.2 Facial and emotion recognition

The face is the first non-verbal communication tool and is the first interaction between human beings. The face changes based on what a person feels at a given moment and, therefore, based on the emotion that moment arouses in him. The emotion is expressed by the slightest change in the facial muscles, the face continues to change until the actual emotion is expressed; such bodily changes represent a fundamental channel on the emotional state of a person at that particular moment [46].

In the analysis of facial expressions reference is made to facial recognition, different facial movements and changes that occur in the face. Emotion is often expressed through subtle changes in facial features, such as the stretching of lips when a person is angry or the lowering of the corners of the lips when a person is sad [25] or in the different change of the eyebrows or eyelids [34]. The movement of the face takes place in a specific space that takes into consideration the reference points of a face (Landmarks Face). The dynamics of change in this space can reveal emotions, pain and cognitive states and regulate social interaction. Thus, the movement of the reference points of a face, such as the corners of the mouth and eyes, constitutes a “space of reference points” [63].

Facial expressions are an important tool in non-verbal communication. The role of the classification of facial expressions is useful for the behavioral analysis of human beings [46] and the automated analysis of facial expressions is important for effective human–computer interaction. The facial expression is processed in order to extract information from it and to recognize the six basic expressions. This is called Emotion Recognition Method.

Research has developed different approaches and methods for the analysis of fully automatic facial expressions, useful in human–computer interaction or computer–robot systems [2, 38, 42, 51].

The use of neural networks and of machine learning techniques allow for facial expression analysis [30, 44, 61].

1.3 Parametric modeling for animations: emotion animation

The modelling of emotions in a Virtual Environment (VE) attributes its diffusion and constant improvement to the gaming industry. In detail, two different groups of virtual
characters can be distinguished. The first group is represented by the characters, or non-playable characters (NPC) which are the representation of artificial agents [16,20,53]. The second group is represented by avatars, also known as embodiments, which are the virtual representation of a user. In order to obtain realistic representations, the characters must simulate human behaviour, including emotional behaviour. A virtual character in reality is nothing more than a 3D mesh made up of a set of vertices and faces. In order to give expression to these 3D models it is necessary to introduce an animation process. This process requires a designer, or animator, who manually builds a complex system of movement of the points that simulates human behaviour as an emotion [7,26].

The main method for character animation is known as rigging, composed in two steps. In the first phase, known as rig building, an ordered and hierarchical structure similar to a skeleton is built by applying a displacement field that simulates movement [8,56]. For each rig it will be necessary to carry out a process called weight paint, in which the designer will assign a weight, i.e. the ability of a certain “rig” to influence a quantity of vertices for manipulation. Essentially, for each rig an area of influence is assigned, where the number of vertices selected is determined by the weight assigned to the specific rig. Thanks to this system, when a rig moves, it imposes the displacement to all the vertices that are part of its area of influence as well as to the sub-hierarchies of rigs allowing the transformation of the model. The second phase starts when the rig structure is completed, this phase consists of the actual animation, the designer in this phase defines the displacement vector in a given time, position and speed [37,68]. The main advantage of the method is that the skeleton is independent of the animation and therefore with the same skeleton or rig several expressions can be made [58]. This method is extremely widespread and well documented, allowing it to be applied on the most varied platforms (Blender, Unity etc). However, there is no specific technique for making the rig for facial expressions and each designer defines the skeleton according to needs. An example of rig distribution according with design needs is the creation of virtual avatars that present a very complex skeleton for the simulation of eye movement in order to improve human–machine interaction [65]. In contrast, playable characters present complex rigs to achieve realistic movements at the expense of facial expression.

Another method of animation named blend shapes or morph targets has been used successfully in recent years. With this approach the designer manually deforms the mesh point by point for the different configurations, initial and final, the animation is done by interpolation between the positions of the two limit configurations [1,17,67]. This method allows the designer to deform the mesh freely without the limitations due to rig structures. Regardless of the method adopted, the animation is a complex and extremely time-consuming process requiring the use of advanced modelling tools, for this reason the quality of the animation is linked to the skills of the author.

1.4 Parametric modeling for emotion animation

The research proposed in this paper is based on three distinct topics that correspond to three poorly-related research areas. The authors believe that innovation should be sought in the intersection areas of different sectors and for this reason they have chosen to investigate the intersections between manufacturing and emotion modelling and recognition.

The paper is structured as follows: Sect. 2 presents the background in which the three research topics (parametric modelling, animation and smart manufacturing) should be framed; Sect. 3 illustrates the theoretical and logical process that gives life to the dynamic 3D model that generates and validates the emotions modelled; in Sect. 4 the implementation of the method and the results obtained and their validation by machine learning label are shown; finally, the conclusions and open issues to be explored in the future are drawn.

2 Related works

To date, there are few works in the literature investigating the intersection between smart manufacturing and emotion recognition, and these are mainly related to improving human–machine interaction [14,74]. On the other hand, it is not possible to identify work that exploits modelling and emotion recognition as a design technique for customizable and innovative objects. For this reason, the literature reviews of the three different fields: emotion recognition, parametric modelling and additive manufacturing are given separately below. The lack of work in the literature on this intersection makes it clear how it is not adequately investigated and how it can be an area of expansion for customizable object manufacturing.

2.1 Parametric modelling for emotion animation

One of the first parametric models of computer graphics human face was “Candide” first published in 1987 by Rydfalk [59] and then updated in 2001 by Ahldbergahlberg2001candide. The “Candide” model implements a set of action units (AU) which are representative of micro-expressions derived from each person’s natural expressions. The combination of AU is able to replicate a specific human emotion. The accuracy in the representation of the emotion of a model in a Virtual Environment concept is also extremely important, introduced for the first time by Fabri et
al. [36]. This research highlights how important was accuracy of expression in the absence of verbal language. The importance of the communication of emotions in a virtual environment has been explored in some works by Bertacchini et al. [9,12,15], that analyses how a guide that presents human emotions creates a more immersive environment even in the case of augmented reality.

Wu et al. [73] create a Facial Expression Feature in a 3D character. This feature still exploits human performance, it is based on the recording of a video that is able to recognize six emotions and project it on a 3D avatar. However, these expressions are created a priori and for this reason they are static and not modifiable and can only be applied to a single 3D model. Kim et al. [43] propose a novel method to create emotive 3D models. They use image processing techniques to extract information from pictures of humans and map the emotion on an avatar in a Virtual Environment (VE). From what has been described, the improvement of the technique is evident in the creation of virtual 3D models able to simulate emotions but as can be seen the most accurate techniques are still related to the reading of human expressions from images or videos. The animations made with only manual techniques are less realistic, even if face landmarks are used, as defined in the previous section [50,63]. In this sense it is important to consider the work of Molano et al. [53]. They tried to create a facial animation process that could be applied to any type of humanoid 3D model, even to several models together, without the need to use an actor to extrapolate human emotions.

2.2 Emotion recognition

According to a survey by Samal and Iyengar [60], research on the automation of facial expression recognition was not very active before the 1990s. Previously, Ekman & Friesen [35] devised the coding of the actions of human face system, called FACS (Facial Action Coding System), which allows the encoding of different facial movements in Units of Action (AU) based on the activity of facial muscles that generates temporary changes in facial expression according to specific organizations. Therefore, the movements of one or more facial muscles determine the six expressions recognized as universal, which are: fearful, happy, sad, angry, disgusted and surprised. In their works Bartlett et al. [5,6] attempted to automate FACS annotation by exploring various representations based on holistic analyzes, wrinkles, and flow-of-motion fields. The results indicated that computer vision methods can simplify this task. Since then, there have been many advances in facial-related fields, such as face detection [69], facial landmark localization [76] and face verification [19,27]. These advances have helped improve facial expression recognition systems and data set collection.

Many approaches based on emotion recognition use neural networks only for the classification of hand-designed and pre-extrapolated functionalities, the application of learning methods in its total characteristics is becoming increasingly popular. Corneanu et al. [28], Matsugu et al. [52] and Viola et al. [69] provided a primary classification for emotion recognition using multimodal approaches. Subsequently, Li et al. [49] stated that emotion recognition is based on visual information and conducted an experiment based on smile recognition. Subjects were asked to represent a smile and a comparison was made between emotional recognition in 3D and 2D. More recently, Anil et al. [3] carried out an inspection of the techniques used for the recognition of emotions together with the accuracies measured on various databases, differentiating the 2D and 3D techniques. These virtual models capable of simulating human emotions, as well as in the computer industry, have also proved particularly significant in specific reports such as in relationships with users suffering from autism spectrum disorders.

2.3 State of the art in digital and physical tools for manufacturing

Additive manufacturing appears to be one of the three main components for the workflow presented in this paper. In order to identify the most appropriate technology for physicalizing prototyped objects, an analysis of the main available numerical control technologies was conducted. As a result of the analysis presented below, stereolithographic resin printing was identified as the most appropriate technology for the realization of jewelry models. The latter was chosen because it has low production costs and relatively short printing times. In addition, as already proven by the authors in the work on parametric jewelry, it is possible to automatically and optimized transfer print files directly from the generative DAG into Grasshopper [11]. As well as, several authors have shown how digital design tools have evolved beyond their initial use and can be considered as collaborative and output management tools for manufacturing [13,32,54]. The parametric modelling in modern digital design tools has introduced the modification through parameters, sliders or numerical inputs of three-dimensional models obtained through a strategic disposition of rules in the form of explicit data flow [31]. This ability is due to the possibility of adding simulation tools and programming complex tasks associated with parametric and generative modeling techniques. These tools as well as many variants of the same model provide effective information management applied to generative design strategies. Jabi defines Parametric Design as: “the process based on algorithmic thinking that enables the expression of parameters and
rules that, together, define, encode and clarify the relationship between design intent and design response” [41]. This sentence summarises the complexity of the concept of parametric modelling which is a combination of methods such as mathematics, geometry, logic and computer science applied to Art and Design. Many authors still discuss the univocal definition of parametric design techniques and theory as, for example, Burry [22] and Woodbury [71]. According to the latter, parametric design is to be considered as a large family that includes techniques leading geometry changes through parameter changes: “Design is change. Parametric modelling represents change.” The algorithmic structure of the parametric tools lends itself to the application of iterations and loops, if these are applied with a specific design intent then the process can be defined as Generative Design. In addition, scripting programming is a fundamental tool for the creation of rig animations as it allows you to define the displacement vectors and their variation [53].

The 3D models generated with parametric modelling are used for additive manufacturing and then are physicalised using 3D printers. “3D printing” is based on the layering of real parts from virtual data, be it with power glue, laser, UV light processing or electron beam [40]. “Additive Manufacturing”, in recent years, has become a new important field in the world of engineering and it is a professional application of the concept of “3D printing”. It ensures the employment in the 3D models of an assortment of reliable materials made in carbon, steel, aluminum, glass, high performance plastics and also ceramic [24,39]. The use of AM within industry 4.0 means that the ultimate purpose of its application does not become important. “Design for function” or “design for production”, in the end, we will always be able to combine the avant-garde of new technologies with the ultimate aim of increasingly ambitious industrial objectives [4]. Since 1987, when the first 3D printer was invented, the concept of “Rapid Prototyping” (RP) has become a useful and fast tool to create and materialize ideas and design concepts. This is possible through the achievement of physicalizable digital 3D models coming from various fields of engineering, industry, and jewelry, up to, for example, working pieces of machinery. The limits of the use of 3D printers within the industry are linked to various technological aspects that initially restricted their use. The materials, the complex models to be made and their small print size led researchers and developers of business innovation to fields where prototyping of small and not too complex models was required.

This has guaranteed a remarkable technological development in the last 20 years of the RP, although there are still limitations related to surface finish and measurement uncertainty between the nominal model and the model obtained by the process. The use of this technology provides the complete freedom of shape needed to produce customized objects, managing to invent 3D printers such as to be able to build concrete constructions [23]. The technological advancement of 3D printers and the concept of RP has ensured the development of other types of applications within the field of industrial design: “Rapid Manufacturing” (RM) and “Rapid Tooling” (RT) [40]. RM is a production process designed and created in order to obtain complete products immediately usable without the need for subsequent finishing phases [48]. RT, on the other hand, is an ideational and creation process, connected to the revolution of manufacturing and design of production tools that must increasingly respond to the demands of Industry 4.0 [64]. Figure 1 shows and schematizes the various additive processes available to make objects with the aid of AM. The basic principle lies in creating each artifact as a superimposition of layers printed one on top of the other that give shape to the final 3D model. All the processes used are different from traditional ones such as subtractive or formative manufacturing in which the raw material is modeled or removed [66].

There are three main technologies used for 3D printing: Fused Deposition Modeling, Stereolithographic Apparatus, and Selective Laser Sintering [62].
Fused Deposition Modeling (FDM) operates on an additive principle, releasing the material in layers. The plastic filament, collected in a reel, is liquefied inside a melting chamber and then released by an extruder nozzle onto the printing plate (bed), according to a pattern of lines that constitute the layers superimposed on the previous ones. Stereolithographic Apparatus (SLA) represents the first technique adopted in rapid prototyping. This technique uses a tank containing a special liquid resin capable of polymerizing when hit by light (photopolymerization); the printing plate, called bed, is the surface designed to accommodate the resin and is able to move up and down. A laser beam is projected through a system of mirrors, which shapes the liquid surface and modulates a raster image that is used to reconstruct the first section of the object to be created. After the first scan, the bed lowers so that the resin can create a new liquid surface and a subsequent laser scan generates a second section. The process is repeated until the desired object is completed. Selective Laser Sintering (SLS), is based on the use of powders that can be thermoplastic, metallic or siliceous. The sintering of the powders, i.e. the compaction and transformation into an indivisible compound, takes place through a laser, thus generating the prototype to be printed. To date, the industry uses STL printers with wax-based resins in order to create complex and impossible jewelry objects. The printed models are subsequently fused with artisan processes to obtain jewels in gold, silver or other metals.

3 Methods

As expressed in the previous paragraphs, this work illustrates the workflow that allows 3D models to be produced and verified for manufacturing with the capacity to show emotional facial expression. Figure 2, in the form of a graph, shows the main steps and interactions that constitute the proposed workflow. In input, the program has a 3D model of a static face while in output it returns models, for additive manufacturing, capable of conveying emotions through facial expressions. The first step concerns the creation of a basic element of the model called rig building which is able to deform the mesh representing the face at specific points. The second step is a verification process in which ML technologies are exploited to certify success in modeling emotions. Face recognition technology is used in order to return a recognition percentage for the 6 main emotions communicated by the human face. In the last step, the preparation work of the 3D models for additive manufacturing is carried out. In this phase, for example, the faces obtained can be joined in order to create a jewel that will then be physicalized with the aid of a 3D printer. The steps that structure the workflow are reported and described in detail below.

3.1 Emotion modelling and animation

The starting point for the creation of the emotion animation system is to input a model of a human face with a regular and well-structured 3D polygon mesh. These models are assigned to manufacture and there are no requirements related to the texture and its mapping as for 3D models intended for VE. The above is a sufficient necessary condition to be able to start the process described in the workflow and identified as step 1. In this phase, the identification of the characteristic points of the human face, which are the same points that the classify algorithm detects for recognition of emotions (Fig. 3), is identified. These characteristic points are then used for the creation of the blend shapes, as already mentioned in Sect. 1.2. It has the function of defining which sections of the face will be subject to deformation and which will remain static for each emotion. This process is related to the recognition of the characteristic landmark points and not directly to the 3D mesh, the algorithm can therefore be used for any models for which it is possible to detect the characteristic points of the face. As shown in Fig. 3 landmarks points are the characteristic points of the face, they are a fixed number equal for each individual and are used to highlight the features of a face, in fact they correspond to: facial contour, eyebrows, mouth contours, the eyes and the nose. Variation in expression causes these characteristic points to shift, they are used by ML techniques to more easily abstract information about each emotion. In fact, Fig. 3 shows an example of an image with the identification of landmarks points for each of the main emotions employed to train ML.

To the structure composed from the landmarks points is then assigned an area of influences related to a number of points of the mesh that will be affected by the imposed displacement. The topological deformation of the mesh guarantees the ability to simulate human emotions.

In the field of PD, the animation of a system is obtained using Eq. 1, where A and B are 3D vectors that describe the initial and destination coordinates of the displacement of each vertex constituting the base blend shapes. This allows the vertices to be moved in space in assigned characteristic positions that change for each emotion and are strictly dependent on parameter t. The weight painting, described previously, has the function of applying the deformation to the remaining points of the mesh making the model similar to real human facial behavior. Move statements, vectors and points subject to displacement, are defined by scripting. This definition process therefore requires the combination of scripting and visual scripting which will constitute the instructions and rules for simulating emotions. By modifying the displacement vectors, it will be possible to modify the animations.

$$\vec{L} = (1 - t) \ast \vec{A} + t \ast \vec{B}$$ (1)
Equation 1 was implemented through the use of visual scripting, which does not appear in explicit form in this present case.

### 3.2 Classify, emotion recognition

The second step concerns the analysis of the process carried out in the previous phase through the use of Emotion Recognition by an automatic learning software. Before proceeding with the analysis of the data obtained in the first phase, an internal system in the chosen software was created using the appropriate programming language. Subsequently, the images obtained were tested in it, in order to validate and verify the performance of the system for the automatic recognition of the emotions.

The library used is “FER” (Facial Expression Recognition) for Python, which is a high-level programming language. Python is a widely used programming language for the purpose of instructing ML, capable of learning what to do just by looking at examples; it allows algorithms to be employed in order to analyze data or images automatically enabling the manipulation of the images themselves. In the software functions are implemented, such as detect_emotions(), which combined with the OpenCV library, permit to work on images identifying the faces and expressions represented.

The method used in Python for this paper is the Classify method that ensures classifying the data included in the dataset into different categories. In particular, it is used for the classification of images in the context of facial recognition and the emotion expressed by the face itself. The classification process of this method aims to assign to each data (in this case an image) the class of emotion determined by associating a label to it.

The process is made in steps:

- acquisition of the image representing the face modelled in phase 1;
- extraction of basic functions for facial recognition and for the landmark points;
- final classification of the expression in the face with the label corresponding to the emotion expressed.

Specifically, the algorithm tested in this work guarantees starting from the images provided by step 1 and using the Emotion detection function in Python FER library to associate an emotion label provided by the machine to each face. In order to make the recognition wider, seven basic emo-
tions have been chosen and implemented (happiness, fear, disgust, anger, surprise, sadness, neutrality) guaranteeing the machine the univocal association of only one of them to the designated image.

### 3.3 Additive manufacturing

The two steps described in the previous paragraphs provide a dynamic 3D model as a final result, capable of assuming different expressions through the variation of several sliders and a label for each emotion. This model is evidence of the effectiveness of parametric modeling; however, it does not yet have the characteristics or a precise purpose for use in the field of manufacturing. In order to guarantee the prototyping process of the created object, there are some checks to be made on the mesh that must be closed and with the normals arranged with the outgoing direction towards the outside.

As in any custom PD process, also in this case the ultimate purpose of the created object depends on the consumer’s imagination. In the specific case, it was decided to create a ring consisting of faces with different emotions. This choice was determined both by the experience of the authors, who have dealt with the subject several times, and by the availability of stereolithographic printers. They are characterized by limited print volumes but are perfectly suited to the creation of prototypes with many small-scale details. A formlab - form2 printer was used, employing a wax-based resin designed specifically for jewelry and which can be used in classic casting processes. The resin was created by the FormLab development and research center in order to ensure a product that has the same chemical physical characteristics of the common wax used in traditional jewelry.

The final purpose of the paper is to obtain an integrated system that can guarantee not only the virtual design of the object but also its physicalization and creation. In fact, after being created, the ring can be prototyped and subsequently melted and manufactured in the industry by also choosing the metal and the finishes of its surface. This process highlights the possibility of creating infinite customized and unique models that meet all the needs of different consumers.

### 4 Results

The workflow described in the previous paragraphs (schematized in Fig. 2) was finally implemented by the authors using the parametric modeling software Grasshopper, a plug-in for Rhino. Such software is based on the creation of visual scripts and allows the programming of custom components in Python. Figure 4 shows the visual script created. It allows the three-dimensional model of the face to be animated, this script takes as input a model of a face with a well-structured mesh in a neutral expression (1). Then on that input model, landmarks points (2) divided into groups are identified:

- eyebrows;
- eyes;
- mouth;
- forehead;

These points are fundamental to the script, allowing it to simulate the movement of the facial muscles. These points are superimposed on the mesh, do not belong to it, and are identified by the ML algorithm. The implemented technique is based on the possibility of creating areas of influence around key points of the face (Landmark points) with the function of control points. (3), (4), (5) and (6) sections of the script showed in Fig. 4 are used to assign areas of influence to different groups of points. To these points an initial and final vector position are assigned as reported in Eq. 1, and the expression of the face is obtained by varying the parameter $t$ (Eq. 1) between the imposed extremes. For each group of points, the aforementioned $t$ parameter is represented by a different slider showed in section (7). Specifically the points identified by the ML are showed in the upper part of Fig. 5. In addition to the function groups assigned to the main movements there are other functions in the script, in fact group (8) corresponds to the task of harmonizing the various displacements by preventing concentrated deformations in the mesh. Finally, group (9) presents the outputs of the script, it is used to generate two different output information: 1) deformed meshes, 2) semirealistic images necessary for the purpose of identification of the represented emotion.

In order to assign labels to the individual facial expressions created by the user, the ML emotion recognition system
has been implemented through the Python programming language. The algorithm uses two libraries (FER and Dlib) that allow the emotions and the landmark points to be identified, employed for the creation of the movements of the facial muscles.

The combination of the different displacement groups, which is obtained by varying the numerical sliders shown in Fig. 4 (7), results in a series of faces characterized by different facial expressions. As mentioned these outputs are presented both in the form of a 3D model (mesh) and as images. Such duality in the outcome is necessary to meet the purpose of the work: employ face models for the production of custom manufacturable objects using ML techniques to validate the emotion represented. In fact, the employed ML algorithm (FER) is trained to extract features and classify emotions on images consisting of a fixed number of pixels. In order to query the algorithm multiple times and obtain results with the best possible accuracy, all images are generated with the camera in a fixed position by varying only the input sliders. Each of the saved images will correspond to a static 3D file representing the same expression. The resulting models will have a one-to-one correspondence with the label assigned by the ML and are used as input for the creation of custom objects. Figure 5 shows the images obtained from the visual script (Fig. 4) each has the size of 500 × 500 px. In the upper part of the figure the model with neutral expression is shown, on it the landmark points are identified, divided into four groups as clarified in legend, by ML feature extraction. These points are those used for face deformation, each is assigned an area of influence and a displacement vector. The user by varying the input sliders (Fig. 4 (7)) combines the displacements of the characteristic points and their areas of influence deforming the model and obtaining the various expressions. Once the desired configuration is achieved via the appropriate “bake” function, the parametric model is made static, and the i-th configuration is fixed and saved. As...
mentioned earlier, an .STL file and a 500 × 500 px image are obtained as output. The lower part of Fig. 5 shows the renderings made for the different configurations selected and used to query the ML. For each input, the algorithm identifies the location of the feature points and returns a recognition rate for each of the six main emotions. In fact, below each render of Fig. 5 are listed the normalized recognition percentage in the interval [0; 1] for each emotion. The data reported show a wide identification of some emotions (happy, angry and sad) while there is a lower recognition percentage for the others (disgust, fear and surprise). These results are supported by previous studies conducted by the authors [30]. In fact, even if the recognition percentage is lower than the others, the position of a correct label is in any case guaranteed as the result is superior if compared with the percentages assigned to other emotions. The algorithm in Python is made by assigning as a label the emotion that has the highest percentage.

For each of the labeled images, a 3D model is also obtained that is configured as a closed, manifold solid (only two faces join at each edge) with the normal vectors aligned. These features are essential for physicalization with additive technologies, and if they are not met, errors in prototypes are encountered. The resulting models are used to design customized objects; in the case study implemented for this experimentation, a ring was made on which two faces are embedded. The object customization process is carried out in rhino using grasshopper through the implementation of DAG, visual scripts generate real-time three-dimensional models.
that meet the conditions specified above. Even for customized objects, there is a dual output result from the DAG consisting of an .STL file for 3D printing and a photorealistic representation. A possible configuration of a custom object is represented in Fig. 6, where a ring reproducing the sad and happy expression has been generated. The parametric system allows the user to vary the configurations of the object and observe in real time the possible result, and if satisfied, proceed with the prototyping of the model using a stereolithographic wax printer and then create the jewel. Figure 7 shows the steps followed to go from the virtual 3D model to the castable resin prototype by using a Form 2 stereolithographic printer; a) the model is sent to the “Preform” slicing software, at this stage the supports are generated; b) the printed model is removed from the print base and undergoes post-processing washing; c) the model is freed from the supports and is ready for casting. Specifically for the case study, a ring of EU Size 16.0 was prototyped, which corresponds to an internal diameter of 19 mm. As also illustrated by the authors [10], the use of additive technologies results in the appearance of inaccuracies in prototypes, specifically imputable in the two stages of approximation: virtual (remeshing with triangular polygons) and physical (layer printing). As demonstrated in work [10], it is possible to operate on the approximation stage with triangular polygons by applying face subdivision algorithms that reduce the geometric deviations between the nominal model and the prototype. Where geometric deviation is defined as the distance between the point belonging to the nominal model and its projection on the model approximated with triangular polygons. Such an algorithm was also applied in the present case leading to visibly better results in the final prototype reducing the average geometric deviation from the order of magnitude of $10^{-2}$ to $10^{-3}$ mm.

5 Conclusions

The principal aim of this work concerns obtaining from the virtual environment a real user-designed object created through interaction with human emotions. The main result was the creation of a workflow capable of importing a face model and automating the animation of facial expressions, validating the represented emotions through the machine learning technique. This process is used in the field of parametric design and user customization of products. The benefits highlighted by the workflow are related to the ability to produce personalize objects optimized for prototyping through additive manufacturing. In fact, the DAG designed for the case study allows users to customize virtual objects in real time, obtaining two outputs consisting of: images and prototypal 3D models. The images are used to query the ML and assign a label to the 3D model, which is then used to make
custom objects ready for additive technology. Preliminary results obtained demonstrate the ability of the workflow to realize and label some emotions (happiness, anger, and sadness) over others (disgust, fear, and surprise), which show recognition levels hovering around 50 percent. This may be attributed to a difficulty of the neural network to recognize negative emotions simulated by a neutral virtual face. Future developments include using a dataset from photorealistic avatars to train the ML and try to improve recognition rates of negative emotions.
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