ON PERIODIC STABLE AUSLANDER–REITEN COMPONENTS CONTAINING HELLER LATTICES OVER THE SYMMETRIC KRONECKER ALGEBRA
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ABSTRACT. Let \( \mathcal{O} \) be a complete discrete valuation ring, \( K \) its quotient field, and \( A \) the symmetric Kronecker algebra over \( \mathcal{O} \). We consider the full subcategory of the category of \( A \)-lattices whose objects are \( A \)-lattices \( M \) such that \( M \otimes_{\mathcal{O}} K \) is projective \( A \otimes_{\mathcal{O}} K \)-modules. In this paper, we study Heller lattices of indecomposable periodic modules over \( A \). As a main result, we determine the shapes of stable Auslander–Reiten components containing Heller lattices of indecomposable periodic modules over \( A \).
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In representation theory of algebras, we often use Auslander–Reiten theory to analyze various additive categories and prove many important combinatorial and homological properties with the help of the theory, for example, \cite{ARS95, ASS06, Ha88, Iy07, Li10, Yo90}. In the case for the category of lattices over an order, see \cite{Au86, Bu79, Iy05, Ka06, RS76}.

Let $O$ be a complete discrete valuation ring with a uniformizer $\varepsilon$ and $\mathcal{K}$ the quotient field of $O$. An $O$-algebra $A$ is an $O$-order if $A$ is free of finite rank as an $O$-module. We write $A$ for the induced algebra $A \otimes O(O/\varepsilon O)$. For an $O$-order $A$, a right $A$-module $M$ is called an $A$-lattice if $M$ is free of finite rank as an $O$-module. We denote by $\text{latt-}A$ the full subcategory of the module category $\text{mod-}A$ consisting of $A$-lattices. According to \cite{Au86}, the category $\text{latt-}A$ admits almost split sequences if and only if $A$ is an isolated singularity, that is, $A \otimes O \mathcal{K}$ is a semisimple $\mathcal{K}$-algebra. In this case, one can find some results on the shapes of Auslander–Reiten quivers, for example, \cite{Ka06, Lu15, Wi81}.

When $A$ is not an isolated singularity, we have to consider a suitable full subcategory of $\text{latt-}A$ which admits almost split sequences. It follows from \cite[Theorem 2.1]{ARS74} that $M \in \text{latt-}A$ appears at the end term of an almost split sequence if and only if $M$ satisfies the condition $(\natural)$:

\[ M \otimes O \mathcal{K} \text{ is projective as an } A \otimes O \mathcal{K}-\text{module.} \]

Here, the full subcategory of $\text{latt-}A$ consisting of $A$-lattices which satisfy the condition $(\natural)$ is denoted by $\text{latt}^{(\natural)}A$. When $A$ is symmetric, that is, $A$ is isomorphic to $\text{Hom}_O(A, O)$ as $(A, A)$-bimodules, the category $\text{latt}^{(\natural)}A$ admits almost split sequences. Thus, Ariki, Kase, and the author defined the concept of the stable Auslander–Reiten quiver for $\text{latt}^{(\natural)}A$, and found several conditions to be satisfied on the shapes of stable periodic components with infinitely many vertices by using Riedtmann’s structure theorem. As another restriction, the author proved that the tree class of any stable component is one of infinite Dynkin diagrams or Euclidean diagrams when $\mathcal{A}$ is of finite representation type \cite{Mi19}. However, the shapes of stable components of an $O$-order seems to be largely unknown, and there are only few concrete examples since it is difficult to compute almost split sequences in general.

Let $A$ be a symmetric $O$-order. To get a new example of stable components for $\text{latt}^{(\natural)}A$, we consider a special kind of $A$-lattices called Heller lattices, which is defined to be direct summands of the first syzygy of an indecomposable $A$-module as an $A$-module. There are two reasons why we consider Heller lattices. The first reason is that they always belong to $\text{latt}^{(\natural)}A$. Thus, the category $\text{latt}^{(\natural)}A$ admits some stable components containing indecomposable Heller lattices. We call such components Heller components of $A$. Another reason is that Heller lattices of a group algebra play important roles in modular representation theory. For a $p$-modular system $(\mathcal{K}, O, \kappa)$ for a finite group $G$, Heller lattices over $OG$ were studied by Kawata \cite{Ka05, Ka06}. It follows from \cite[Theorem 4.4]{Ka05} that Heller lattices over $OG$ provide us with a certain relationship between almost split sequences for $\text{latt-}OG$ and $\text{mod-}\kappa G$, namely he showed that if $0 \to A \to B \to Z_M \to 0$ is the almost split sequence ending at an indecomposable Heller lattice $Z_M$ of an indecomposable $\kappa G$-module $M$, then the induced exact sequence

\[ 0 \to A \otimes O \kappa \to B \otimes O \kappa \to Z_M \otimes O \kappa \to 0 \]
is the direct sum of the almost split sequence ending at $M$ and a split sequence (see also [Po13 Corollary 5.8]). They motivate us to study Heller lattices when $A$ is an arbitrary symmetric $O$-order. In [AKM17], we studied Heller lattices over truncated polynomial rings and determined the shapes of stable components containing indecomposable Heller lattices. This is the first example of a stable Auslander–Reiten component containing Heller lattices when $A \otimes O K$ is not semisimple.

In this paper, we consider the symmetric Kronecker algebra $A = O[X,Y]/(X^2, Y^2)$. Then, the Auslander–Reiten quiver of $A$ consists of a unique non-periodic component, which contains the simple $\overline{A}$-module, and infinitely many homogeneous tubes [ARS95, ASS06]. In [Mi19], I studied Heller lattices of indecomposable non-periodic $A$-modules, and showed that $latt^{(2)}-A$ admits a unique non-periodic Heller component containing them, and it is of the form $ZA_\infty$. In this article, we focus on the remaining Heller lattices, and we will show that they are indecomposable. It is well-known that such homogeneous tubes are classified by the projective line $\mathbb{P}^1(\kappa)$ [ARS95, SS07]. Hence, Heller lattices of indecomposable periodic $\overline{A}$-modules are parametrized by $Z_{>0} \times \mathbb{P}^1(\kappa)$. We denote by $Z^\lambda_m$ the Heller lattice associated with $(m, \lambda) \in Z_{>0} \times \mathbb{P}^1(\kappa)$. The main result is the following.

**Main Theorem** (Theorems 3.8 and 4.10). Let $O$ be a complete discrete valuation ring, $\kappa$ the residue field and $A = O[X,Y]/(X^2, Y^2)$. Suppose that $\kappa$ is algebraically closed. Let $CH(Z^\lambda_m)$ be the stable Auslander–Reiten component for $latt^{(2)}-A$ containing $Z^\lambda_m$. Then, the following statements hold.

1. Assume that $\text{Char}(\kappa) = 2$, then $CH(Z^\lambda_m) \simeq ZA_\infty/\langle \tau \rangle$ for all $\lambda \in \mathbb{P}^1(\kappa)$.
2. Assume that $\text{Char}(\kappa) \neq 2$, then

$$CH(Z^\lambda_m) \simeq \begin{cases} ZA_\infty/\langle \tau \rangle & \text{if } \lambda = 0 \text{ or } \infty, \\ ZA_\infty/\langle \tau^2 \rangle & \text{otherwise.} \end{cases}$$

Moreover, the Heller lattice $Z^\lambda_m$ appears on the boundary of $CH(Z^\lambda_m)$.

This paper consists of four sections. In Section 1, we recall some notions, including almost split sequences, stable Auslander–Reiten quivers, and some results from [Au86, AKM17, Ri80]. In Section 2, we give a complete list of Heller lattices of $A = O[X,Y]/(X^2, Y^2)$ and explain their properties, including the indecomposability and the periodicity/aperiodicity. In Section 3, we consider the case $\lambda \neq \infty$ and determine the shape of the stable Auslander–Reiten component containing $Z^\lambda_m$. Moreover, we show that every Heller lattice $Z^\lambda_m$ appears on the boundary of the Heller component of $A$. Note that, using Riedtmann’s structure theorem, it is not necessary to construct all almost split sequences to determine the shape of Heller components of $A$. In fact, we only construct the almost split sequences ending at $Z^\lambda_m$. Finally, we consider the case $\lambda = \infty$ in Section 4.
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1. Preliminaries

Throughout this paper, we use the following conventions.

1. \( \mathcal{O} \) denotes a complete discrete valuation ring with a uniformizer \( \varepsilon \), and \( \kappa \) is the residue field, and \( K \) is the quotient field.
2. \( k \) is an algebraically closed field.
3. All modules are right. For an algebra \( \Lambda \), we denote by \( \text{mod}\-\Lambda \) the category of finitely generated \( \Lambda \)-modules.
4. Tensor products are taken over \( \mathcal{O} \).
5. For an additive category \( \mathcal{C} \), let \( \mathcal{C} \) be the projectively stable category of \( \mathcal{C} \).
6. The symbol \( \delta_{i,j} \) means the Kronecker delta.
7. The identity matrix of size \( n \) and the zero matrix of size \( n \) are denoted by \( 1_n \) and \( 0_n \), respectively.

1.1. Orders and lattices. First, we recall some terminologies on orders and lattices; for example, see [Ly99, Introduction, Section 1]. An \( \mathcal{O} \)-algebra is called an \( \mathcal{O}\text{-order} \) if it is free of finite rank as an \( \mathcal{O} \)-module. An \( \mathcal{O}\text{-order} \) \( A \) is called \textit{Gorenstein} if \( \text{Hom}_{\mathcal{O}}(A, \mathcal{O}) \) is a projective \( A \)-module, and \( A \) is said to be \textit{symmetric} if \( \text{Hom}_{\mathcal{O}}(A, \mathcal{O}) \cong A \) as an \( (A, A) \)-bimodule. For an \( \mathcal{O}\text{-order} \) \( A \), an \( A \)-module \( M \) is called an \( \mathcal{A}\text{-lattice} \) if \( M \) is free of finite rank as an \( \mathcal{O} \)-module. We write \( \text{latt}\-A \) for the full subcategory of \( \text{mod}\-A \) consisting of \( A \)-lattices. For every indecomposable \( \mathcal{A}\text{-lattice} \) \( X \), the endomorphism algebra \( \text{End}_{\mathcal{A}}(X) \) is a local \( \mathcal{O}\text{-algebra} \) [CR81, (6.10) and (30.5)]. Moreover, \( \text{latt}\-A \) has enough projective \( \text{latt}\-\text{functors} \) \( \text{latt}\-A \) to the full subcategory \( \text{mod}\-A \) consisting of any \( A \)-lattice \( M \) such that \( M \otimes \kappa \) is projective as an \( A \otimes \kappa \)-module. By definition, the category \( \text{latt}^{(2)}\-A \) is enough projective and closed under direct summands. In addition, if \( A \) is symmetric, the category \( \text{latt}^{(2)}\-A \) is closed under extension. In this paper, we write \( \widehat{\mathcal{A}} \) for the finite-dimensional subcategory \( \mathcal{A} \otimes k \). The syzygy functors on \( \text{latt}\-A \) and \( \text{mod}\-\mathcal{A} \) are denoted by \( \Omega \) and \( \widehat{\Omega} \), respectively.

Clearly, the following lemma holds.

**Lemma 1.1.** Let \( R \) be an \( \mathcal{O}\text{-order} \) and \( M \) an indecomposable \( R\text{-lattice} \). If \( f \in \text{End}_{R}(M) \) is surjective, then \( f \) is an isomorphism. Moreover, the set of non-surjective endomorphisms of \( M \) coincides with the radical of the endomorphism ring of \( M \).

1.2. Valued stable translation quivers. In this subsection, we recall notations on stable translation quivers. A quiver \( Q = (Q_0, Q_1, s, t) \) is a quadruple consisting of two sets \( Q_0 \) and \( Q_1 \), and two maps \( s, t : Q_1 \to Q_0 \). Each element of \( Q_0 \) and \( Q_1 \) is called a vertex and an arrow, respectively. For an arrow \( \alpha \in Q_1 \), we call \( s(\alpha) \) and \( t(\alpha) \) the source and the target of \( \alpha \), respectively. We write \( \overrightarrow{Q} \) for the underlying graph of \( Q \). Given two quivers \( Q \) and \( \Delta \), a quiver homomorphism \( f : Q \to \Delta \) is a pair of maps \( f_0 : Q_0 \to \Delta_0 \) and \( f_1 : Q_1 \to \Delta_1 \) such that \( (s \times t) \circ f_1 = (f_0 \times f_0) \circ (s \times t) \). From now on, we assume that quivers have no multiple arrows; that is, the map \( (s \times t) \) is injective.

Let \( (Q, v) \) be a pair of a quiver \( Q \) and a map \( v : Q_1 \to \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \). For an arrow \( x \to y \) of \( Q \), we write \( v(x \to y) = (d_{xy}, d'_{xy}) \), and we understand that there is no arrow from \( x \) to \( y \) if and only if \( d_{xy} = d'_{xy} = 0 \). Then, \( (Q, v) \) is called a \textit{valued quiver} if \( d_{x,y} = 0 \) if and only if \( d'_{x,y} = 0 \), and the values of the map \( v \) are called \textit{valuations}. If \( v(x \to y) = (1, 1) \) for all arrows \( x \to y \) of \( Q \), then \( v \) is said to be \textit{trivial}. We usually omit writing trivial
valuations. For each vertex $x \in Q_0$, we set
\[ x^+ = \{ y \in Q_0 \mid x \to y \in Q_1 \}, \quad x^- = \{ y \in Q_0 \mid y \to x \in Q_1 \}. \]

Note that a quiver is determined by the sets $x^+$. A quiver $Q$ is \textit{locally finite} if $x^+ \cup x^-$ is a finite set for any $x \in Q_0$. A \textit{translation quiver} is a triple $(Q, Q_0, \tau)$ of a locally finite quiver $Q$, a subset $Q_0' \subset Q_0$ and an injective map $\tau : Q_0' \to Q_0$ satisfying $x^- = (\tau x)^+$. If $Q_0' = Q_0$ and $\tau$ is bijective, the translation quiver is said to be \textit{stable}. Then, we simply write $(Q, \tau)$ for the stable translation quiver. Let $C$ be a full subquiver of a stable translation quiver $(Q, \tau)$. Then, $C$ is a (connected) \textit{component} if the following three conditions are satisfied.

\begin{enumerate}[(i)]  
  \item $C$ is stable under the quiver automorphism $\tau$.
  \item $C$ is a disjoint union of connected components of the underlying undirected graph.
  \item There is no proper subquiver of $C$ that satisfies (i) and (ii).
\end{enumerate}

A quiver homomorphism $f$ from a translation quiver $(Q, Q_0', \tau)$ to a translation quiver $(\Delta, \Delta_0', \tau')$ is a \textit{translation quiver homomorphism} if $f_0 \circ \tau = \tau' \circ f_0$ is satisfied on $Q_0'$. It is easily seen that $\tau$ induces a translation quiver automorphism when $(Q, Q_0', \tau)$ is stable, and we use the same letter $\tau$. In this paper, we denote by $\text{Aut}_\tau(Q)$ the set of all translation quiver automorphisms of $(Q, \tau)$. Let $Q$ and $\Delta$ be two stable translation quivers. A surjective translation quiver homomorphism $f : Q \to \Delta$ is a \textit{covering} if $f|_{x^+}$ gives a bijection between $x^+$ and $(f(x))^+$.

For a stable translation quiver $(Q, \tau)$ and a subgroup $G \subseteq \text{Aut}_\tau(Q)$, we define the translation quiver homomorphism $\pi_G : Q \to Q/G$ by $\pi_G(x) = Gx$ for $x \in Q_0$. A subgroup $G \subseteq \text{Aut}_\tau(Q)$ is \textit{admissible} if each $G$-orbit intersects $x^+ \cup \{ x \}$ in at most one vertex and $x^- \cup \{ x \}$ in at most one vertex, for any $x \in Q_0$. Then, the map $\pi_G$ is covering.

\textbf{Definition 1.2.} A \textit{valued stable translation quiver} is a triple $(Q, v, \tau)$ such that
\begin{enumerate}[(i)]  
  \item $(Q, v)$ is a valued quiver,
  \item $(Q, \tau)$ is a stable translation quiver,
  \item $v(\tau y \to x) = (d_{xy}', d_{xy})$ for each arrow $x \to y$.
\end{enumerate}

Given a valued quiver $(Q, v)$, one can construct the valued stable translation quiver $(ZQ, \tilde{v}, \tau)$ as follows.
\begin{itemize}
  \item $(ZQ)_0 := \mathbb{Z} \times Q_0$.
  \item $(n, x)^+ := \{(n, y) \mid y \in x^+\} \cup \{(n-1, z) \mid z \in x^-\}$.
  \item $\tilde{v}((n, x) \to (n, y)) = (d_{xy}', d_{xy})$, $\tilde{v}((n-1, y) \to (n, x)) = (d_{xy}', d_{xy})$.
  \item $\tau((n, x)) = (n-1, x)$.
\end{itemize}

We write it simply $ZQ$. Note that $ZQ$ has no loops whenever $Q$ has no loops. The following theorem is well-known, and it is effective to describe the structure of stable translation quivers; for example, see [Ri80, Section 1, p.p. 206] or [Be91, Theorem 4.15.6].

\textbf{Theorem 1.3} (Riedtmann’s structure theorem). Let $(Q, \tau)$ be a stable translation quiver without loops and $\mathcal{C}$ a connected component of $(Q, \tau)$. Then, there exist a directed tree $T$ and an admissible group $G \subseteq \text{Aut}(ZT)$ such that $\mathcal{C} \simeq ZT/G$ as stable translation quivers. Moreover, $\mathcal{T}$ is uniquely determined by $\mathcal{C}$, and the admissible group is unique up to conjugation.

In Theorem 1.3 the underlying undirected tree $\mathcal{T}$ is called the \textit{tree class} of $\mathcal{C}$.

Let $(Q, \tau)$ be a connected stable translation quiver. A vertex $x \in Q_0$ is called \textit{periodic} if $x = \tau^k x$ for some $k > 0$, where $\tau^k$ is the composition of $k$ copies of $\tau$ [HPR, p.p.
It is well-known that if there is a periodic vertex in $Q$, then all vertices of $Q$ are periodic. Indeed, if $x$ is a periodic vertex in $Q$, then there is a positive integer $n_x$ such that $\tau^{n_x}x = x$. Since $(Q, \tau)$ is a stable translation quiver, $\tau^{n_x}$ induces a permutation on the finite set $x^+$, and so some power of $\tau^{n_x}$ stabilizes $x^+$ elementwise. Hence, all vertices in $x^+$ are periodic. It follows that all vertices are periodic. In this case, $(Q, v, \tau)$ is called periodic.

A connected valued quiver $(Q, v)$ which has no loops gives rise to a Cartan matrix on $Q_0$:

$$C(x, y) = \begin{cases} 2 & \text{if } x = y, \\ -d_{x,y} & \text{if there is an arrow } x \to y, \\ -d_{y,x} & \text{if there is an arrow } y \to x, \\ 0 & \text{otherwise.} \end{cases}$$

**Definition 1.4.** Let $C$ be a Cartan matrix on $I$. A subadditive function for $C$ is a function $\ell : I \to \mathbb{Q}_{>0}$ such that it satisfies

$$\sum_{y \in I} C(x, y)\ell(y) \geq 0$$

for all $x \in I$. A subadditive function $\ell$ is called additive if the equality holds for all $x \in I$. We say that a connected valued quiver $Q$ admits a subadditive function when there exists a subadditive function for a Cartan matrix on $Q_0$.

**Remark 1.5.** Let $(Q, v, \tau)$ be a connected valued translation quiver without loops, and let $\overline{T}$ be the tree class of $Q$. If a function $\ell : Q_0 \to \mathbb{Q}_{>0}$ satisfies $\ell(\tau x) = \ell(x)$ and

$$2\ell(x) \geq \sum_{y \to x \text{ in } T} d_{y,x}\ell(y) + \sum_{x \to y \text{ in } T} d'_{x,y}\ell(y),$$

then the restriction $\ell|_{\overline{T}}$ is a subadditive function for a Cartan matrix on $\overline{T}_0$.

The following result is well-known.

**Theorem 1.6 ([Be91, Theorem 4.5.8]).** Let $(\Delta, v)$ be a connected valued quiver without loops. If $\Delta$ admits a subadditive function $\ell$, then the following statements hold.

1. The underlying undirected graph $\overline{\Delta}$ is either a finite or infinite Dynkin diagram or a Euclidean diagram.
2. If $\ell$ is not additive, then $\overline{\Delta}$ is either a finite Dynkin diagram or $A_\infty$.
3. If $\ell$ is additive, then $\overline{\Delta}$ is either an infinite Dynkin diagram or a Euclidean diagram.
4. If $\ell$ is unbounded, then $\overline{\Delta}$ is $A_\infty$.

1.3. The stable AR quiver for the category of lattices over an $\mathcal{O}$-order. In this subsection, we recall how to compute almost split sequences and stable Auslander–Reiten components, see [AKM17] for details. Let $A$ be a Gorenstein $\mathcal{O}$-order such that $A \otimes K$ is self-injective. Then, the category $\text{latt}^{(2)}-A$ admits almost split sequences [AR87, Theorems 2.1, and 2.2]. We denote by $\tau$ the Auslander–Reiten translation on $\text{latt}^{(2)}-A$.

It is natural to ask how we compute almost split sequences.

**Proposition 1.7 ([AKM17, Proposition 1.15]).** Let $A$ be a Gorenstein $\mathcal{O}$-order, $M$ an indecomposable $A$-lattice in $\text{latt}^{(5)}-A$, and let $p : P \to M$ be the projective cover of $M$. 


Given an endomorphism \( \varphi : M \to M \), we obtain the pullback diagram along \( \nu(p) \) and \( \varphi \):

\[
\begin{array}{c}
0 \to \text{Ker}(\nu(p)) \to E \to M \to 0 \\
\downarrow \quad \downarrow \quad \downarrow \varphi \\
0 \to \text{Ker}(\nu(p)) \to \nu(P) \to \nu(M) \to 0
\end{array}
\]

Here, \( \nu = D(\text{Hom}_A(-, A)) \) is the Nakayama functor. Then, the following statements are equivalent.

1. The upper short exact sequence is the almost split sequence ending at \( M \).
2. The following three conditions hold.
   (i) The morphism \( \varphi \) does not factor through \( \nu(p) \).
   (ii) \( \text{Ker}(\nu(p)) \) is an indecomposable \( A \)-lattice.
   (iii) For all \( f \in \text{radEnd}_A(M) \), the morphism \( \varphi \circ f \) factors through \( \nu(p) \).

Moreover, any almost split sequence ending at \( M \) is given in this way.

**Remark 1.8** ([Ha88, Chapter I, Section 2]). As \( A \) is a Gorenstein \( O \)-order, the Nakayama functor \( \nu : \text{latt}-A \to \text{latt}-A \) is an autofunctor, and \( \text{latt}-A \) is a Frobenius category. Hence, \( \text{latt}-A \) is a triangulated category with the shift functor \( \Omega^{-1} \). Then, we have a triangulated equivalence \( \nu : \text{latt}-A \to \text{latt}-A \), and the Auslander–Reiten translation \( \tau \) is represented by \( \Omega\nu \).

**Definition 1.9.** Let \( A \) be an \( O \)-order and \( M \) be an indecomposable \( \overline{A} \)-module. We call each direct summand of \( \Omega(M) \) a Heller lattice of \( M \). Note that \( \Omega(M) \) may not be an indecomposable \( A \)-lattice.

It is easy to check that any Heller lattices belong to \( \text{latt}^{(0)}-A \) (see, [AKM17, Remark 1.12]).

The following proposition is used in this paper everywhere.

**Proposition 1.10** ([Ka05, Proposition 4.5]). Let \( A \) be an \( O \)-order and \( L \) an indecomposable \( A \)-lattice, and let

\[
0 \to \tau L \to E \to L \to 0
\]

be the almost split sequence ending at \( L \). Assume that \( L \) is not a direct summand of any Heller lattices. Then, the induced exact sequence

\[
0 \to \tau L \otimes \kappa \to E \otimes \kappa \to L \otimes \kappa \to 0
\]

splits.

Next lemma gives a connection between the first syzygies on \( A \) and those on \( \overline{A} \).

**Lemma 1.11.** Suppose that \( A \) is a symmetric \( O \)-order. Then, for any non-projective \( A \)-lattice \( M \), there is an isomorphism \( \tau(M) \otimes \kappa \simeq \overline{\Omega}(M \otimes \kappa) \).

**Proof.** Let \( M \) be an \( A \)-lattice and \( \pi : P \to M \) the projective cover. Let \( Q \otimes \kappa \to M \otimes \kappa \) be the projective cover. Then \( \text{rank } Q \leq \text{rank } P \). On the other hand, it lifts to \( Q \to M \), and it is an epimorphism by Nakayama’s lemma. Thus, we have rank \( Q = \text{rank } P \) and \( P \otimes \kappa \) is the projective cover of \( M \otimes \kappa \). Therefore, we have \( \tau(M) \otimes \kappa \simeq \overline{\Omega}(M \otimes \kappa) \) as objects in the stable module category \( \text{mod}-\overline{A} \). Since the functor \( - \otimes \kappa \) is exact on \( \text{latt}-A \), the assertion follows. \( \square \)
**Definition 1.12.** Let $A$ be a symmetric $\mathcal{O}$-order.

(1) The *stable Auslander–Reiten quiver* for $\text{latt}^{(1)}A$ is the valued quiver defined as follows:
- The set of vertices is a complete set of isoclasses of non-projective indecomposable $A$-lattices in $\text{latt}^{(1)}A$.
- We draw a valued arrow $M \xrightarrow{(a,b)} N$ whenever there exist irreducible morphisms $M \to N$, where the valuation $(a, b)$ means:
  (i) $a$ is the multiplicity of $M$ in the middle term of the almost split sequence ending at $N$.
  (ii) $b$ is the multiplicity of $N$ in the middle term of the almost split sequence starting at $M$.

The stable Auslander–Reiten quiver for $\text{latt}^{(1)}A$ is denoted by $\Gamma_s(A)$ in this paper.

(2) A component of $\Gamma_s(A)$ containing an indecomposable Heller lattice $Z$ is said to be a *Heller component* of $A$, and denoted by $\mathcal{CH}(Z)$.

By the definition, we note that a component $C$ of $\Gamma_s(A)$ does not have multiple arrows, and $\tau M$ and $\tau^{-1}M$ exist for each vertex $M$ of $C$ ([ARS7 Theorems 2.1, and 2.2]). Thus, $(C, \tau)$ is a valued stable translation quiver. Note that there are possibilities that $C$ has loops [Wi81 Theorems 1 and 2]. However, if a component $C$ with infinitely many vertices admits loops, then the shape of $C$ is entirely determined.

**Proposition 1.13 ([AKM19, Lemma 1.21 and Theorem 1.27]).** Let $A$ be a symmetric $\mathcal{O}$-order and $C$ a periodic component of $\Gamma_s(A)$. Assume that $\Gamma_s(A)$ has infinitely many vertices. Then, one of the following statements holds.

(1) If $C$ has loops, then $C \setminus \{\text{loops}\} = \mathbb{Z}A_{\infty}/\langle \tau \rangle$. Moreover, the loops only appear on the boundary of $C$.

(2) If $C$ has no loops, then the tree class of $C$ is one of infinite Dynkin diagrams.

1.4. **Indecomposable modules over special biserial algebras.** For a finite-dimensional algebra $\Lambda$, let $Q$ be the Gabriel quiver, $I$ the admissible ideal such that $\Lambda \simeq kQ/I$. Then, $\Lambda$ is called *special biserial* if the following two conditions are satisfied.

(i) For each vertex $x$ of $Q$, $\#x^+ \leq 2$ and $\#x^- \leq 2$.

(ii) For each arrow $\alpha$ of $Q$, there exist at most one arrow $\beta$ such that $\alpha\beta \notin I$ and at most one arrow $\gamma$ such that $\gamma\alpha \notin I$.

Special biserial algebras are of tame representation type, and all finite-dimensional indecomposable modules are classified into “string modules” and “band modules”; (for the definitions of string modules and band modules, for example, see [Er90, Section II, p.p. 47–52].)

**Theorem 1.14 ([WW85, (2.3) Proposition]).** Let $\Lambda$ be a special biserial algebra. Then, the disjoint union of the set of string modules, the set of band modules, and the set of all projective-injective modules corresponding to the binomial relations forms a complete set of isoclasses of finite-dimensional indecomposable $\Lambda$-modules.

2. **The Heller lattices over the symmetric Kronecker algebra**

In this section, we consider the symmetric Kronecker algebra $A := \mathcal{O}[X, Y]/(X^2, Y^2)$, that is, it is the bound quiver algebra over $\mathcal{O}$ defined by the following quiver and relations:

$$x \bigcup 1 \bigcup y ; \quad X^2 = Y^2 = 0, \quad XY - YX = 0.$$
Now, we present a complete list of the other finite-dimensional indecomposable modules over $\mathcal{A}$. From this section to the end of this paper, we assume that the residue field $\kappa$ is algebraically closed. Then, a $d$-dimensional $\mathcal{A}$-module $M$ is of the form

$$M = M_1 \bigoplus_{i=1}^{\kappa^d} M_2,$$

where $M_1$ and $M_2$ are square matrices of size $d$ which commute and have square zero. To simplify, we denote by $(d, M_1, M_2)$ the $\mathcal{A}$-module $M$. Throughout this section, for a positive integer $n$, we denote by $e_1, \ldots, e_n$ the standard basis of $\mathcal{O}^n$ and we adopt $e_1, Xe_1, Ye_1, \ldots, e_n, Xe_n, Ye_n$ as an $\mathcal{O}$-basis of $\mathcal{A}^n$. We call this $\mathcal{O}$-basis of $\mathcal{A}^n$ the standard basis of $\mathcal{A}^n$.

2.1. Indecomposable modules over $\mathcal{A}$. In this subsection, we give a complete list of Heller lattices. By Theorem 1.14, all finite-dimensional indecomposable $\mathcal{A}$-modules are classified into string modules, band modules, and projective-injective modules.

First, the unique indecomposable projective-injective module $\mathcal{A}$ is given by

$$\begin{pmatrix} 4, \begin{pmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix} \end{pmatrix}, \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}.$$

Now, we present a complete list of the other finite-dimensional indecomposable $\mathcal{A}$-modules, which are denoted by $M(m)$, $M(-m)$, $M(\lambda)_n$, where $m \in \mathbb{Z}_{\geq 0}$, $n > 0$ and $\lambda$ in the projective line $\mathbb{P}^1(\kappa) = \kappa \cup \{\infty\}$.

(i) The string module $M(m) := M((\beta_1^* \beta_2)^m)$ ($m \in \mathbb{Z}_{\geq 0}$) is given by the formula:

$$M(m) = \begin{pmatrix} 2m + 1, \begin{pmatrix} 0_m & 0_{m+1} \\ 1_m & 0_{m+1} \\ 0 & 0 \end{pmatrix} \end{pmatrix}.$$

(ii) The string module $M(-m) := M((\beta_1 \beta_2^*)^m)$ ($m \in \mathbb{Z}_{\geq 0}$) is given by the formula:

$$M(-m) = \begin{pmatrix} 2m + 1, \begin{pmatrix} 0_{m+1} & 0_m \\ 1_m & 0_m \\ 0 & 0 \end{pmatrix} \end{pmatrix}.$$

(iii) The string module $M(0)_n := M((\beta_1 \beta_2^*)^{n-1} \beta_1)$ ($n \in \mathbb{Z}_{>0}$) is given by the formula:

$$M(0)_n = \begin{pmatrix} 2n, \begin{pmatrix} 0_n & 0_n \\ J(0, n) & 0_n \end{pmatrix} \end{pmatrix}.$$

(iv) The string module $M(\infty)_n := M(\beta_2(\beta_1^* \beta_2)^{n-1})$ ($n \in \mathbb{Z}_{>0}$) is given by the formula:

$$M(\infty)_n = \begin{pmatrix} 2n, \begin{pmatrix} 0_n & 0_n \\ J(0, n) & 0_n \end{pmatrix} \end{pmatrix}.$$

(v) Let $V$ be a finite-dimensional indecomposable left $\kappa[x, x^{-1}]$-module. Assume that $V$ is represented by $x \mapsto J(\lambda, n)$ with respect to a basis of $V$ for some $\lambda \in \kappa^\times$ and $n \in \mathbb{Z}_{>0}$. The band module $M(\lambda)_n := N(\beta_2^* \beta_1, V)$ is given by the formula:

$$M(\lambda)_n = \begin{pmatrix} 2n, \begin{pmatrix} 0_n & 0_n \\ J(\lambda, n) & 0_n \end{pmatrix} \end{pmatrix}.$$
Lemma 2.1. The set of the $\overline{A}$-modules
\[
\{M(m) \mid m \in \mathbb{Z}\} \sqcup \{M(\lambda)_n \mid \lambda \in \mathbb{P}^1(\kappa), \; n \in \mathbb{Z}_{\geq 1}\} \sqcup \{\overline{A}\}
\]
forms a complete set of isoclasses of finite-dimensional indecomposable modules over $\overline{A}$.

Proof. The assertion follows from Theorem 1.14. See also [Mi19] for a construction. □

2.2. Notation. For simplicity, we visualize an $\overline{A}$-module as follows:

- Vertices represent basis vectors of the underlying $\kappa$-vector spaces.
- Arrows of the form $\longrightarrow$ represent the action of $X$, and $\dashrightarrow$ represent the action of $Y$.
- If there is no arrow (resp. dotted arrow) starting at a vertex, then $X$ (resp. $Y$) annihilates the corresponding basis element.

By using this notation, the indecomposable modules listed above are represented as follows:

1. $\overline{A} = e_1 \xrightarrow{X} Xe_1 \xrightarrow{Y} Ye_1$.

2. $M(m) = \vdots \xrightarrow{u_m} \vdots \xrightarrow{v_m} \vdots \xrightarrow{v_{m-1}} \vdots \xrightarrow{u_2} v_1$.

3. $M(-m) = \vdots \xrightarrow{u_m} \vdots \xrightarrow{v_m} \vdots \xrightarrow{v_{m-1}} \vdots \xrightarrow{u_2} v_1$.

4. $M(0)_n = \vdots \xrightarrow{u_n} \vdots \xrightarrow{v_n}$.

5. $M(\infty)_n = \vdots \xrightarrow{u_n} \vdots \xrightarrow{v_n}$.

6. $M(\lambda)_n = \vdots \xrightarrow{u_n} \vdots \xrightarrow{v_n}$.

Here, in the picture 6 means $Yu_i = \lambda v_i + v_{i-1}$.

From now on, as a $\kappa$-basis of a non-projective indecomposable module over $\overline{A}$, we adopt the above $\kappa$-basis.
Remark 2.3. Almost split sequences for \( \text{mod}\-\overline{A} \) are known to be as follows:

\[
\begin{align*}
0 \rightarrow M(-1) & \rightarrow \overline{A} \oplus M(0) \oplus M(0) \rightarrow M(1) \rightarrow 0 \\
0 \rightarrow M(n-1) & \rightarrow M(n) \oplus M(n) \rightarrow M(n+1) \rightarrow 0 \quad \text{if } n \neq 0 \\
0 \rightarrow M(\lambda)_1 & \rightarrow M(\lambda)_2 \oplus M(\lambda)_1 \rightarrow 0 \\
0 \rightarrow M(\lambda)_n & \rightarrow M(\lambda)_{n-1} \oplus M(\lambda)_{n+1} \rightarrow M(\lambda)_n \rightarrow 0 \quad n > 1, \lambda \in \mathbb{P}^1(\kappa)
\end{align*}
\]

Lemma 2.4. For all \( \lambda \in \mathbb{P}^1(\kappa) \) and \( n \in \mathbb{Z}_{>0} \), there is an isomorphism

\[
\tilde{\Omega}(\lambda) \simeq M(-\lambda), \quad \tilde{\Omega}(\infty) \simeq M(\infty).
\]

Proof. For \( \lambda \in \mathbb{P}^1(\kappa) \) and \( n > 0 \), we define a map \( \pi_n^\lambda : \Lambda^n \rightarrow M(\lambda)_n \) by \( \pi_n^\lambda : e_i \mapsto u_i \). Then, \( \pi_n^\lambda \) is the projective cover of \( M(\lambda)_n \) as an \( \overline{A} \)-module. First, we assume that \( \lambda \neq \infty \).

In this case, the kernel of \( \pi_n^\lambda \) is given by

\[
\kappa(Ye_1 - \lambda Xe_1) \oplus \kappa XYe_1 \\
\oplus \kappa(Ye_2 - \lambda Xe_2 - Xe_1) \oplus \kappa(-XYe_2) \\
\oplus \cdots \\
\oplus \kappa(Ye_n - \lambda Xe_n - Xe_{n-1}) \oplus \kappa(-1)^n XYe_n,
\]

and it is isomorphic to \( M(-\lambda)_n \) in \( \text{mod}\-\overline{A} \). Next, we consider \( \lambda = \infty \) case. A \( \kappa \)-basis of the kernel of \( \pi_n^\infty \) is given by

\[
\kappa Xe_1 \oplus \kappa XYe_1 \\
\oplus \kappa(Xe_2 - Ye_1) \oplus \kappa(-XYe_2) \\
\oplus \cdots \\
\oplus \kappa(Xe_n - Ye_{n-1}) \oplus \kappa(-1)^n XYe_n,
\]

and it is isomorphic to \( M(\infty)_n \) in \( \text{mod}\-\overline{A} \). In both cases, the isomorphisms are lifted in \( \text{mod}\-\overline{A} \) since the kernels have no \( \overline{A} \) as a direct summand. \( \square \)

2.2. Properties of Heller lattices. Let \( M \) be a non-projective indecomposable \( \overline{A} \)-module listed in Lemma 2.1. For each \( m \) and \( \lambda \), the projective cover of \( M \) as an \( A \)-module \( \pi_M \) is given by

\[
\pi_M : \begin{cases} 
A^m \rightarrow M, & e_i \mapsto u_i \quad \text{if } M \simeq M(m), \ m > 0, \\
A^{m+1} \rightarrow M, & e_i \mapsto u_i \quad \text{if } M \simeq M(-m), \ m > 0, \\
A \rightarrow M, & e_1 \mapsto u_1 \quad \text{if } M \simeq M(0), \\
A^n \rightarrow M, & e_i \mapsto u_i \quad \text{if } M \simeq M(\lambda), \ n > 0, \lambda \in \mathbb{P}^1(\kappa).
\end{cases}
\]

The author studied the Heller lattices of \( M(m) \) for \( m \in \mathbb{Z} \) and determined the shape of the unique non-periodic Heller component containing them.

Theorem 2.5 ([M19, Propositions 2.4, 2.7, and Theorem]). For each \( m \in \mathbb{Z} \), let \( Z_m \) be the kernel of \( \pi_{M(m)} \). Then the following statements hold.

1. There is an isomorphism \( Z_m \otimes \kappa \simeq M(m - 1) \oplus M(m) \).
2. The Heller lattice \( Z_m \) is indecomposable.
3. There is an isomorphism \( \tau Z_m \simeq Z_{m-1} \).
4. The Heller component containing \( Z_m \) is isomorphic to \( \mathbb{Z}A_\infty \).
5. The Heller lattice \( Z_m \) appears on the boundary of the component.
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In this paper, we focus on the remaining Heller lattices. For \( n \in \mathbb{Z}_{>0} \) and \( \lambda \in \mathbb{P}^1(\kappa) \), we define the Heller \( A \)-lattice \( Z_n^\lambda \) to be the kernel of \( \pi_{M(\lambda)}n \).

### 2.6. Notation

We use the following notations:

- For the Heller lattice \( Z_n^\lambda \) (\( n \geq 1, \lambda \neq \infty \)), we define

  \[
  \begin{pmatrix}
  a_{1,1} & a_{1,2} & a_{1,3} & a_{1,4} \\
  a_{2,1} & a_{2,2} & a_{2,3} & a_{2,4} \\
  \vdots & \vdots & \vdots & \vdots \\
  a_{n,1} & a_{n,2} & a_{n,3} & a_{n,4} \\
  \end{pmatrix}
  \begin{pmatrix}
  \varepsilon e_1 \\
  \varepsilon e_2 \\
  \vdots \\
  \varepsilon e_n 
  \end{pmatrix} =
  \begin{pmatrix}
  eXe_1 & (Ye_1 - \lambda eXe_1) & XYe_1 \\
  eXe_2 & (Ye_2 - \lambda eXe_2 - Ye_1) & XYe_2 \\
  \vdots & \vdots & \vdots \\
  eXe_n & (Ye_n - \lambda eXe_n - Ye_{n-1}) & XYe_n 
  \end{pmatrix}
  \]

Here, we understand that \( a_{i,j} = 0 \) for \( j = 1, 2, 3, 4 \). Then, \( X \) and \( Y \) act on \( Z_n^\lambda \) as follows.

\[
Xa_{i,j}^\lambda = \begin{cases} 
  a_{i,j+1} & \text{if } j = 1, 3, \\
  0 & \text{otherwise},
\end{cases}
\]

\[
Ya_{i,j}^\lambda = \begin{cases} 
  \varepsilon a_{3,3} + \lambda a_{i,2}^\lambda + a_{i-1,2}^\lambda & \text{if } j = 1, \\
  \varepsilon a_{4,4}^\lambda & \text{if } j = 2, \\
  -\lambda a_{4,4} - a_{i-1,4}^\lambda & \text{if } j = 3, \\
  0 & \text{otherwise}.
\end{cases}
\]

- For the Heller lattice \( Z_n^\infty \), we define

  \[
  \begin{pmatrix}
  b_{1,1} & b_{1,2} & b_{1,3} & b_{1,4} \\
  b_{2,1} & b_{2,2} & b_{2,3} & b_{2,4} \\
  \vdots & \vdots & \vdots & \vdots \\
  b_{n,1} & b_{n,2} & b_{n,3} & b_{n,4} 
  \end{pmatrix}
  \begin{pmatrix}
  \varepsilon e_1 \\
  \varepsilon e_2 \\
  \vdots \\
  \varepsilon e_n 
  \end{pmatrix} =
  \begin{pmatrix}
  eXe_1 & (Ye_1 - Xe_2) & XYe_1 \\
  eXe_2 & (Ye_2 - Xe_3) & XYe_2 \\
  \vdots & \vdots & \vdots \\
  eXe_n & (Ye_n - Xe_{n-1}) & XYe_{n-1} 
  \end{pmatrix}
  \]

when \( n > 1 \), and if \( n = 1 \), we define

\[
(b_{1,1}, b_{1,2}, b_{1,3}, b_{1,4}) = (\varepsilon e_1, Xe_1, \varepsilon Ye_1, XYe_1).
\]

Then, \( X \) and \( Y \) act on \( Z_n^\infty \) as follows. If \( n > 1 \), then

\[
Xb_{i,j} = \begin{cases} 
  \varepsilon b_{i,2} & \text{if } i = j, \\
  b_{i,2} & \text{if } i \neq 1, j = 1, \\
  b_{i,4} & \text{if } i \neq n, j = 3, \\
  \varepsilon b_{n,4} & \text{if } i = n, j = 3, \\
  0 & \text{otherwise},
\end{cases}
\]

\[
Yb_{i,j} = \begin{cases} 
  \varepsilon b_{i,3} + b_{i+1,2} & \text{if } i \neq n, j = 1, \\
  b_{n,3} & \text{if } i = n, j = 1, \\
  b_{i,4} & \text{if } i = 1, j = 2, \\
  \varepsilon b_{i,4} & \text{if } i \neq 1, j = 2, \\
  -b_{i+1,4} & \text{if } i \neq n, j = 3, \\
  0 & \text{otherwise}.
\end{cases}
\]

If \( n = 1 \), then

\[
Xb_{1,j} = \begin{cases} 
  \varepsilon b_{1,j+1} & \text{if } j = 1, 3, \\
  0 & \text{otherwise},
\end{cases}
\]

\[
Yb_{1,j} = \begin{cases} 
  b_{1,j+2} & \text{if } j = 1, 2, \\
  0 & \text{otherwise}.
\end{cases}
\]

It is straightforward to prove the following lemma.
Lemma 2.7. We use the lexicographical order on \{ (i, j) \mid i = 1, \ldots, n, j = 1, 2, 3, 4 \}. Then, the sets \{ a^λ_{i,j} \mid i = 1, \ldots, n, j = 1, 2, 3, 4 \} and \{ b_{i,j} \mid i = 1, \ldots, n, j = 1, 2, 3, 4 \} form an (ordered) \( \mathcal{O} \)-basis of \( Z^λ_n \) and \( Z^∞_n \), respectively.

In this paper, when we consider the matrix representation of Heller lattices \( Z^λ_n (n \geq 1, \lambda \in \mathbb{P}^1(\kappa)) \), we always use these \( \mathcal{O} \)-bases.

Proposition 2.8. (1) For each \( \lambda \in \kappa \) and \( n > 0 \), the Heller lattice \( Z^λ_n \) is indecomposable.
(2) For each \( n > 0 \), the Heller lattice \( Z^∞_n \) is indecomposable.
(3) For each \( \lambda \in \kappa \) and \( n > 0 \), there is an isomorphism \( Z^λ_n \otimes \kappa \simeq M(\lambda)_n \oplus M(-\lambda)_n \) as \( \underline{A} \)-modules.
(4) For each \( n > 0 \), there is an isomorphism \( Z^∞_n \otimes \kappa \simeq M(\infty)^\otimes_2 \) as \( \underline{A} \)-modules.

2.9. Proof of (1) in Proposition 2.8 Let \( \tilde{X}, \tilde{Y} \) and \( \tilde{Y} \) be square matrices of size 4 defined by

\[
\tilde{X} := \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}, \quad
\tilde{Y} := \begin{pmatrix}
0 & 0 & 0 & 0 \\
\lambda & 0 & 0 & 0 \\
\varepsilon & 0 & 0 & 0 \\
0 & -\lambda & 0 & 0
\end{pmatrix}, \quad
\tilde{Y} := \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0
\end{pmatrix}
\]

Then, the representing matrices of the actions of \( X \) and \( Y \) on \( Z^λ_n \) are of the form:

\[
X = \begin{pmatrix}
\tilde{X} & 0 & \ldots & 0 \\
0 & \tilde{X} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \tilde{X}
\end{pmatrix}, \quad
Y = \begin{pmatrix}
\tilde{Y} & \tilde{Y} & \ldots & \tilde{Y} \\
\tilde{Y} & \tilde{Y} & \ldots & \tilde{Y} \\
\ldots & \ldots & \ldots & \ldots \\
\tilde{Y} & \tilde{Y} & \ldots & \tilde{Y}
\end{pmatrix} \in \text{Mat}(4n, 4n, \mathcal{O})
\]

Obviously, the Heller lattice \( Z^λ_1 \) is indecomposable since \( Z^λ_1 \otimes \mathcal{K} \simeq A \otimes \mathcal{K} \). We prove that idempotents of \( \text{End}_A(Z^λ_n) \) are only \( 1_{4n} \) and \( O_{4n} \). Let \( M = (m_{i,j}) \) be an idempotent of \( \text{End}_A(Z^λ_n) \). We partition \( M \) into \( n \) blocks of size \( 4 \times 4 \), and denote by \( M_{i,j} \in \text{Mat}(4, 4, \mathcal{O}) \) the \( (i, j) \)-block of \( M \) and by \( \alpha_{i,j} \) the \( (4i-2, 4j-1) \)-entry of \( M \). The equalities \( MX = XM \) and \( MY = YM \) yield that the block \( M_{i,j} \) is of the form

\[
M_{i,j} = \begin{pmatrix}
d_{i,j} & 0 & 0 & 0 \\
m_{4i-2,4j-3} & d_{i,j} & c_{i,j} & 0 \\
m_{4i-1,4j-3} & 0 & d_{i,j} & 0 \\
m_{4i,4j-3} & m_{4i-1,4j-3} & m_{4i,4j-1} & d_{i,j}
\end{pmatrix}
\]

where

\[
d_{i,j} = \begin{cases}
m_{1,1} & \text{if } i = j = 1, \\
m_{1,1} + \varepsilon \sum_{k=1}^{j-1} \alpha_{k,k+1} & \text{if } i = j > 1, \\
\varepsilon \sum_{k=1}^{j} \alpha_{i-j+1+k,k} & \text{if } n \geq i > j \geq 1, \\
m_{1,4j-3} & \text{if } n \geq j > i = 1, \\
m_{1,4(j-i)+1} + \varepsilon \sum_{k=1}^{i-1} \alpha_{k,j-i+1+k} & \text{if } n \geq j > i > 1,
\end{cases}
\]

\[
c_{i,j} = \begin{cases}
\alpha_{i,j} & \text{if } i = n, j = 1, \\
-\sum_{k=1}^{j-1} \alpha_{i-j+k,k} & \text{if } n = i \geq j > 1.
\end{cases}
\]
Here, we have to choose each element \( m_{k,l} \) in \( M_{i,j} \) in such a way that the equation \( MY = YM \) holds. By comparing the \((1,1)\)-entries of \( M \) and \( M^2 \), we have the equation

\[
m_{1,1} = m_{1,1}^2 + \varepsilon \sum_{k=1}^{n-1} m_{1,4k+1} m_{4k-2,3}.
\]

We write \( \bar{x} \) for the coset in the residue field \( \kappa = \mathcal{O}/\varepsilon \mathcal{O} \) represented by \( x \in \mathcal{O} \). The above equation implies that \( \bar{m}_{1,1} \) is either \( \bar{0} \) or \( \bar{1} \).

Assume that \( \bar{m}_{1,1} = \bar{0} \). Then, the element \( d_{i,i} \) belongs to \( \varepsilon \mathcal{O} \) for all \( i \) by (2.9.1). By comparing the \((1,4k+1)\)-entries of \( M \) and \( M^2 \), we have

\[
m_{1,4k+1} = m_{1,1} m_{1,4k+1} + \sum_{l=1}^{k} m_{1,4l+1} d_{l+1,l+1} + \varepsilon \sum_{l=k+1}^{n-1} m_{1,4l+1} P(l) \tag{2.9.2}
\]

for some \( P(l) \in \mathcal{O} \), and hence \( m_{1,4k+1} \in \varepsilon \mathcal{O} \) for all \( k \). From (2.9.2), \( m_{1,4k+1} \) belongs to \( \varepsilon^t \mathcal{O} \) for all \( t > 0 \). It implies that \( m_{1,4k+1} = 0 \) for all \( k \). Therefore, the first row of \( M \) is zero. By comparing the \((5,5)\)-entries of \( M \) and \( M^2 \), the following equation holds:

\[
\varepsilon m_{2,7} = \begin{cases} 
\varepsilon^2 m_{2,7} & \text{if } n = 2, \\
\varepsilon^2 m_{2,7} + \varepsilon \sum_{k=1}^{n-2} m_{2,4k+7} d_{k+2,2} & \text{if } n > 2.
\end{cases}
\]

In the case \( n = 2 \), \( m_{2,7} = 0 \) because \( 1 - \varepsilon m_{2,7} \) is invertible. Therefore, we have:

\[
M = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
m_{2,1} & 0 & m_{2,3} & 0 & m_{2,5} & 0 & 0 & 0 \\
m_{3,1} & 0 & 0 & 0 & m_{3,5} & 0 & 0 & 0 \\
m_{4,1} & m_{3,1} & m_{4,3} & 0 & m_{4,5} & m_{3,5} & m_{4,7} & 0 \\
\varepsilon m_{2,3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
m_{6,1} & \varepsilon m_{2,3} & 0 & 0 & m_{6,5} & 0 & -m_{2,3} & 0 \\
m_{7,1} & 0 & \varepsilon m_{2,3} & 0 & m_{7,5} & 0 & 0 & 0 \\
m_{8,1} & m_{7,1} & m_{8,3} & \varepsilon m_{2,3} & m_{8,5} & m_{7,5} & m_{8,7} & 0
\end{pmatrix}
\]

By \( M = M^2 \), all elements of \( M \) must be 0.

In the other case, first we prove that the \((4k-2)\)-th row of \( M \) is zero for all \( k = 1, 2, \ldots, n \) by induction on \( k \). By comparing the \((2,4s-1)\)-entries of \( M \) and \( M^2 \), the following equations hold:

\[
m_{2,4s-1} = \sum_{l=1}^{n-1} m_{2,4l+3} d_{l+1,s}, \quad s = 1, 2, \ldots, n. \tag{2.9.3}
\]

Since the first row of \( M \) is zero, each \( d_{l+1,s} \) of the right hand side of (2.9.3) belongs to \( \varepsilon \mathcal{O} \) and so does \( m_{2,4s-1} \) for all \( s = 1, 2, \ldots, n \). Thus, for \( s = 1, 2, \ldots, n \), the element \( m_{2,4s-1} \) lies in \( \varepsilon^t \mathcal{O} \) for all \( t > 0 \). It implies that \( m_{2,4s-1} = 0 \) for all \( s = 1, 2, \ldots, n \). Then, the \((2,4s-3)\)-entries of \( M \) and \( M^2 \) yield

\[
m_{2,4s-3} = \sum_{l=1}^{n-2} m_{2,4l+5} d_{l+2,s}, \quad s = 1, 2, \ldots, n.
\]

As each \( d_{l+2,s} \) belongs to \( \varepsilon \mathcal{O} \), so is \( m_{2,4s-3} \) for all \( s = 1, 2, \ldots, n \). It implies that the element \( m_{2,4s-3} \) lies in \( \varepsilon^t \mathcal{O} \) for \( t > 0 \), and hence the second row of \( M \) is zero.
Assume that the statement holds for $2 \leq t \leq k - 1$, we will show that the statement for $k$ holds. Then, by the induction hypothesis, we have

$$m_{4k - 2, 4s - 1} = \sum_{l=1}^{n-1} m_{4k - 2, 4l+3d_l+1, s}, \quad s = 1, 2, \ldots, n.$$ 

Thus, we obtain $m_{4k - 2, 4s - 1} = 0$ and

$$m_{4k - 2, 4s - 3} = \sum_{l=1}^{n-2} m_{4k - 2, 4l+5d_l+2, s}, \quad s = 1, 2, \ldots, n$$

by arguments similar to those in the proof of the case of $k = 1$. It implies that the $(4k - 2)$-th row of $M$ is zero for all $k = 2, \ldots, n$.

Since the first and the $(4k - 2)$-th row of $M$ are zero for all $k$, the $(i, j)$-block of $M$ is of the form

$$M_{i,j} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ m_{4i-1,4j-3} & 0 & 0 & 0 \\ m_{4i,4j-3} & m_{4i-1,4j-3} & m_{4i,4j-1} & 0 \end{pmatrix}. $$

Therefore, we obtain $M = 0_{4n}$ by comparing each entry of $M$ and $M^2$.

Next we assume that $\overline{m_{1,1}} = \overline{1}$. Then, $1_{4n} - M$ is an idempotent whose $(1,1)$-entry is belongs to $\varepsilon \mathcal{O}$ and $M = 1_{4n}$ follows. We have finished the proof of (1).

**2.10.** Let $X_{(a,b)}$, $Y_{(a,b)}$, $Y_2$ be square matrices of size 4 defined by

$$X_{(a,b)} := \begin{pmatrix} 0 & 0 & 0 & 0 \\ a & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & b & 0 \end{pmatrix}, \quad Y_{(a,b)} := \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ a & 0 & 0 & 0 \\ 0 & b & 0 & 0 \end{pmatrix}, \quad Y_2 := \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix},$$

where $a, b \in \{1, \varepsilon\}$. Then, the representing matrices of the actions of $X$ and $Y$ on $Z_n^\infty$ are of the form:

$$X = \begin{pmatrix} X_{(\varepsilon,1)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & X_{(1,\varepsilon)} \end{pmatrix}, \quad Y = \begin{pmatrix} Y_{(\varepsilon,1)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & Y_{(\varepsilon,\varepsilon)} \end{pmatrix}.$$

**Lemma 2.11.** The endomorphism ring of $Z_n^\infty$ is a subset of

$$\left\{ (m_{i,j})_{i,j} \in \text{Mat}(4n, 4n, \mathcal{O}) \mid \begin{array}{l} m_{i,i} = m_{i+1, i+1} \text{ for all } 1 \leq i \leq 4n - 1, \\
\quad m_{i,j} = 0 \text{ for } i < j \text{ whenever } (i, j) \neq (2, 3), (2, 5), (4, 5), (4, 7) \text{ or } (8, 9). \end{array} \right\}$$

**Proof.** The proof is straightforward. \qed
2.12. Proof of (2) in Proposition 2.8

Let \( M \) be an idempotent of the endomorphism ring of \( Z_n^\infty \). It follows from Lemma 2.11 that \( M \) must be either the zero matrix or the identity matrix by comparing all entries of \( M \) with those of \( M^2 \). Therefore, the \( A \)-lattice \( Z_n^\infty \) is indecomposable.

2.13. Proof of (3) in Proposition 2.8

For \( n \geq 1 \), we define \( \overline{A} \)-submodules of \( Z_n^\lambda \otimes \kappa \) by
\[
Z(\lambda, n, 1) := \text{Span}_\kappa \{a_{i,1}^\lambda, a_{i,2}^\lambda \mid i = 1, \ldots, n\},
Z(\lambda, n, 2) := \text{Span}_\kappa \{a_{i,3}^\lambda, a_{i,4}^\lambda \mid i = 1, \ldots, n\}.
\]
Then, \( Z_n^\lambda \otimes \kappa \) is decomposed into \( Z(\lambda, n, 1) \oplus Z(\lambda, n, 2) \) as \( \overline{A} \)-modules. Define \( \overline{A} \)-homomorphisms \( f_1^{\lambda,n} : M(\lambda)_n \to Z(\lambda, n, 1) \) and \( f_2^{\lambda,n} : M(-\lambda)_n \to Z(\lambda, n, 2) \) by
\[
f_1^{\lambda,n}(u_i) = a_{i,1}^\lambda, \quad f_1^{\lambda,n}(v_i) = a_{i,2}^\lambda, \quad f_2^{\lambda,n}(u_i) = (-1)^{i+1}a_{i,3}^\lambda, \quad \text{and} \quad f_2^{\lambda,n}(v_i) = (-1)^{i+1}a_{i,4}^\lambda.
\]
As these morphisms are isomorphisms, we have the assertion.

2.14. Proof of (4) in Proposition 2.8

For \( n \geq 1 \), we put
\[
Z(\infty, n, 1) := \text{Span}_\kappa \{b_{i,1}, b_{i,2}, b_{i,3}, b_{i,4} \mid i = 1, \ldots, n, j = 2, \ldots, n\},
Z(\infty, n, 2) := \text{Span}_\kappa \{b_{i,1}, b_{i,2}, b_{i,3}, b_{i,4} \mid i = 1, \ldots, n-1, j = 1, \ldots, n\}.
\]
Then, one can show that \( Z(\infty, n, 1) \simeq Z(\infty, n, 2) \simeq M(\infty)_n \).

Proposition 2.15. For \( \lambda \in \mathbb{P}^1(\kappa) \) and \( n \geq 1 \), the following statements hold.
1. If \( \lambda \neq \infty \), there exists an isomorphism \( \tau Z_n^\lambda \simeq Z_n^{-\lambda} \).
2. If \( \lambda = \infty \), there exists an isomorphism \( \tau Z_n^\infty \simeq Z_n^\infty \).

Proof. (1) The map \( \pi_{n,\lambda} \) defined by
\[
\pi_{n,\lambda} : A^{2n} \longrightarrow Z_n^\lambda
\]
\[
e_i \longmapsto \begin{cases} a_{k,1}^\lambda & \text{if } i = 2k-1, k = 1, 2, \ldots, n, \\ a_{k,3}^\lambda & \text{if } i = 2k, k = 1, 2, \ldots, n \end{cases}
\]
is the projective cover of \( Z_n^\lambda \) as an \( A \)-module. Its kernel \( \tau Z_n^\lambda \) is given by
\[
\mathcal{O}(\varepsilon e_2 - Ye_1 + \lambda X e_1) \oplus \mathcal{O}(\varepsilon X e_2 - XY e_1) \oplus \mathcal{O}(Ye_2 + \lambda X e_2) \oplus \mathcal{O}XY e_2
\]
\[
\bigoplus_{k=2}^n \left( \mathcal{O}(-1)^{k-1}(\varepsilon e_{2k} - Ye_{2k-1} + \lambda X e_{2k-1} + X e_{2k-3}) \oplus \mathcal{O}(-1)^{k-1}(\varepsilon X e_{2k} - XY e_{2k-1}) \right)
\]
\[
\oplus \mathcal{O}(-1)^{k-1}(Ye_{2k} + \lambda X e_{2k} + X e_{2k-2}) \oplus \mathcal{O}(-1)^{k-1}XY e_{2k} \bigg). \]

Then, the actions \( X \) and \( Y \) on \( \tau Z_n^\lambda \) coincide with those on \( Z_n^{-\lambda} \).

2. We define an \( A \)-module homomorphism by
\[
\pi_{n,\infty} : A^{2n} \longrightarrow Z_n^\infty
\]
\[
e_i \longmapsto \begin{cases} b_{1,1} & \text{if } i = 1, \\ b_{1,2} & \text{if } i = 2, \\ b_{k,3} & \text{if } i = 2k+1, k = 1, 2, \ldots, n-1, \\ b_{k,1} & \text{if } i = 2k, k = 2, 3, \ldots, n. \end{cases}
\]
Then, the $\pi_{n,\infty}$ is the projective cover of $Z_n^\infty$, and an $\mathcal{O}$-basis of the kernel of $\pi_{n,\infty}$ is given as follows. If $n = 1$, then the kernel of $\pi_{1,\infty}$ is
\[ \mathcal{O}(-Xe_1 + \varepsilon e_2) \oplus \mathcal{O}Xe_2 \oplus \mathcal{O}(-XY e_1 + \varepsilon Y e_2) \oplus \mathcal{O}XY e_2, \]
and it is isomorphic to $Z_1^\infty$. If $n = 2$, then the kernel of $\pi_{2,\infty}$ is
\[ \mathcal{O}(\varepsilon e_2 - Xe_1) \oplus \mathcal{O}Xe_2 \oplus \mathcal{O}(-Xe_3 + Ye_2) \oplus \mathcal{O}XY e_2 \]
\[ \oplus \mathcal{O}(-Ye_1 + Xe_4 + \varepsilon e_3) \oplus \mathcal{O}(-Ye_1 + Xe_3) \oplus \mathcal{O}(Ye_4 + \varepsilon Ye_3) \oplus \mathcal{O}XY e_3, \]
and it is isomorphic to $Z_2^\infty$. Suppose that $n \geq 3$. Then an $\mathcal{O}$-basis of the kernel of $\pi_{n,\infty}$ is given by
\[ \mathcal{O}(\varepsilon e_2 - Xe_1) \oplus \mathcal{O}Xe_2 \oplus \mathcal{O}(Ye_2 - Xe_3) \oplus \mathcal{O}XY e_2 \]
\[ \oplus \mathcal{O}(\varepsilon e_3 + Xe_4 - Ye_1) \oplus \mathcal{O}(\varepsilon e_3 - XY e_1) \oplus \mathcal{O}(Ye_3 + Xe_5) \oplus \mathcal{O}XY e_3 \]
\[ \bigoplus_{k=2}^{n-2} \left( \mathcal{O}(-1)^{k+1}(\varepsilon e_{2k+1} + Xe_{2(k+1)} - Ye_{2k}) \oplus \mathcal{O}(-1)^{k+1}(\varepsilon Xe_{2k+1} - XY e_{2k}) \right) \]
\[ \oplus \mathcal{O}(-1)^{k+1}(Ye_{2k+1} + Xe_{2k+3}) \oplus \mathcal{O}(-1)^{k+1}XY e_{2k+1} \right) \]
\[ \oplus \mathcal{O}(-1)^n(\varepsilon e_{2n-1} + Xe_{2n} - Ye_{2(n-1)} \oplus \mathcal{O}(-1)^n(\varepsilon Xe_{2n-1} - XY e_{2(n-1)}) \oplus \mathcal{O}(-1)^nXY e_{2n-1}. \]

Then, it is easy to check that the actions $X$ and $Y$ on the kernel of $\pi_{n,\infty}$ coincide with those on $Z_n^\infty$. \qed

3. The case $\lambda \neq \infty$.

3.1. The almost split sequence ending at $Z_n^\lambda$. Throughout this subsection, we assume that $\lambda \neq \infty$.

**Lemma 3.1.** An endomorphism $\rho \in \text{End}_A(Z_n^\lambda)$ is determined by $\rho(a_{1,1}^\lambda), \ldots, \rho(a_{n,1}^\lambda)$.

**Proof.** Let $\rho \in \text{End}_A(Z_n^\lambda)$. For any $k = 1, 2, \ldots, n$, since $\rho$ is an $A$-module homomorphism, we have $X\rho(a_{k,1}^\lambda) = \rho(Xa_{k,1}^\lambda) = \rho(a_{k,2}^\lambda)$ and $\rho(a_{k,4}^\lambda) = \varepsilon^{-1}XY \rho(a_{k,1}^\lambda)$.

If $n = 1$, then $Y \rho(a_{k,1}^\lambda) = \varepsilon \rho(a_{k,3}^\lambda) + \lambda \rho(a_{k,2}^\lambda)$ holds. Thus, $\rho \in \text{End}_A(Z_n^\lambda)$ is determined by $\rho(a_{1,1}^\lambda)$. Otherwise, we have
\[ \rho(a_{k,3}^\lambda) = \begin{cases} \varepsilon^{-1}Y \rho(a_{k,1}^\lambda) - \lambda \rho(a_{k,2}^\lambda) & k = 1, \\ \varepsilon^{-1}(Y \rho(a_{k,1}^\lambda) - \lambda \rho(a_{k,2}^\lambda) - \rho(a_{k-1,2}^\lambda)) & k \neq 1. \end{cases} \]

This completes the proof of the lemma. \qed

**Lemma 3.2.** Let $\rho \in \text{radEnd}_A(Z_n^\lambda)$. If we write
\[ \rho(a_{k,1}^\lambda) = \sum_{l=1}^n c_{l,k}^{(k)} a_{l,1}^\lambda + A(k), \quad A(k) \in \text{Span}_\mathcal{O}\{a_{i,j}^\lambda \mid j \neq 1\}, \]
where $c_{l,1}^{(k)} \in \mathcal{O}$, then the following statements hold.
(1) The determinant of $C = \begin{pmatrix} c_{1,1}^{(1)} & \cdots & c_{1,1}^{(n)} \\ \vdots & \ddots & \vdots \\ c_{n,1}^{(1)} & \cdots & c_{n,1}^{(n)} \end{pmatrix}$ is in $\varepsilon \mathcal{O}$. Therefore, $C$ is not invertible.

(2) $c_{n,1}^{(k)} \in \varepsilon \mathcal{O}$ for all $k = 1, 2, \ldots, n$.

**Proof.** (1) Suppose that an endomorphism $\rho \in \text{radEnd}_A(Z_n^\lambda)$ is defined by
\[
\rho(a_{k,1}^\lambda) = \sum_{l=1}^n c_{l,1}^{(k)} a_{l,1}^\lambda + A(k),
\]
where $c_{l,1}^{(k)} \in \mathcal{O}$ and $A(k) \in \text{Span}_\mathcal{O}\{a_{l,j}^\lambda : j \neq 1\}$. We show that if the matrix $C$ is invertible, then $\rho$ is surjective. As $XYa_{l,1}^\lambda = \varepsilon a_{l,4}^\lambda$ holds for all $l = 1, \ldots, n$, we have
\[
(\rho(a_{1,4}^\lambda), \ldots, \rho(a_{n,4}^\lambda)) = (a_{1,4}^\lambda, \ldots, a_{n,4}^\lambda)C.
\]
Thus, $a_{1,4}^\lambda, \ldots, a_{n,4}^\lambda$ are contained in the image of $\rho$. By multiplying both sides of (3.2.1) by $X$, we have
\[
\rho(a_{k,2}^\lambda) = \sum_{l=1}^n c_{l,1}^{(k)} a_{l,2}^\lambda + XA(k).
\]
Since $XA(k)$ belongs to $\text{Span}_\mathcal{O}\{a_{l,4}^\lambda : l = 1, \ldots, n\}$ for each $k = 1, 2, \ldots, n$, there exists $x(k) \in \text{Span}_\mathcal{O}\{a_{l,4}^\lambda : l = 1, \ldots, n\}$ such that $\rho(x(k)) = XA(k)$. Hence, we have
\[
(\rho(a_{1,2}^\lambda - x(1)), \ldots, \rho(a_{n,2}^\lambda - x(n))) = (a_{1,2}^\lambda, \ldots, a_{n,2}^\lambda)C.
\]
Therefore, $a_{1,2}^\lambda, \ldots, a_{n,2}^\lambda$ belong to the image of $\rho$. Finally, we show that $a_{1,3}^\lambda, \ldots, a_{n,3}^\lambda$ belong to the image of $\rho$. By multiplying both sides of (3.2.1) by $Y$, we have
\[
\varepsilon \rho(a_{k,3}^\lambda) = \varepsilon \sum_{l=1}^n c_{l,1}^{(k)} a_{l,3}^\lambda + \sum_{l=1}^n c_{l,1}^{(k)} (\lambda a_{l,2}^\lambda + a_{l-1,2}^\lambda) + YA(k) - \rho(\lambda a_{k,2}^\lambda + a_{k-1,2}^\lambda)
\]
Since $YA(k)$ belongs to $\text{Span}_\mathcal{O}\{a_{l,4}^\lambda : l = 1, \ldots, n\}$ for each $k = 1, 2, \ldots, n$, there exists $y(k) \in \text{Span}_\mathcal{O}\{a_{l,4}^\lambda : l = 1, \ldots, n\}$ such that
\[
\varepsilon \rho(a_{k,3}^\lambda) = \varepsilon \sum_{l=1}^n c_{l,1}^{(k)} a_{l,3}^\lambda + \rho(y(k)).
\]
Since the restriction of $\rho$ to $\text{Span}_\mathcal{O}\{a_{l,2}^\lambda, a_{l,4}^\lambda : l = 1, \ldots, n\}$ is a bijection from $\text{Span}_\mathcal{O}\{a_{l,2}^\lambda, a_{l,4}^\lambda : l = 1, \ldots, n\}$ to itself, the equation (3.2.2) implies that there exists $y'(k) \in Z_n^\lambda$ such that $y(k) = \varepsilon y'(k)$. Then, we have
\[
(\rho(a_{1,3}^\lambda - y'(1)), \ldots, \rho(a_{n,3}^\lambda - y'(n))) = (a_{1,3}^\lambda, \ldots, a_{n,3}^\lambda)C.
\]
This completes the proof of the statement (1).

(2) The statement for $n = 1$ is clear by (1). In order to prove this statement for $n > 1$, we compute $\rho(Ya_{k,1}^\lambda - \lambda Xa_{k,1}^\lambda - Xa_{k-1,1}^\lambda)$ in two ways. Since $Ya_{k,1}^\lambda = \varepsilon a_{k,3}^\lambda + \lambda a_{k,2}^\lambda + a_{k-1,2}^\lambda$ and $a_{k,2}^\lambda = Xa_{k,1}^\lambda$, we have
\[
\rho(Ya_{k,1}^\lambda - \lambda Xa_{k,1}^\lambda - Xa_{k-1,1}^\lambda) = \varepsilon \rho(a_{k,3}^\lambda).
\]
For each \(k = 1, 2, \ldots, n\), let \(c_{l,2}^{(k)}, c_{l,3}^{(k)}, c_{l,4}^{(k)} \ (l = 1, 2, \ldots, n)\) be elements of \(O\) such that
\[
A(k) = \sum_{l=1}^{n} (c_{l,2}^{(k)}a_{l,2}^\lambda + c_{l,3}^{(k)}a_{l,3}^\lambda + c_{l,4}^{(k)}a_{l,4}^\lambda).
\]

For \(k > 1\), the left-hand side of (3.2.3) is
\[
\sum_{l=1}^{n-1} (c_{l+1,1}^{(k)} - c_{l,1}^{(k-1)}) a_{l,2}^\lambda - c_{n,1}^{(k-1)} a_{n,2}^\lambda
+ \varepsilon \sum_{l=1}^{n} c_{l,1}^{(k)} a_{l,3}^\lambda + \sum_{l=1}^{n-1} (\varepsilon c_{l,2}^{(k)} - 2\lambda c_{l,3}^{(k)} - c_{l,4}^{(k-1)} - c_{l+1,3}^{(k-1)}) a_{l,4}^\lambda + (\varepsilon c_{n,2}^{(k)} - 2\lambda c_{n,3}^{(k)} - c_{n,3}^{(k-1)}) a_{n,4}^\lambda.
\]
Thus, the coefficients
\[
c_{l+1,1}^{(k)} - c_{l,1}^{(k-1)} \ (l = 1, \ldots, n - 1, \ k = 1, 2, \ldots, n) \tag{3.2.4}
\]
and \(c_{n,1}^{(k-1)}\) belong to \(\varepsilon O\). It implies that strictly upper triangular entries of the matrix \(C\) belong to \(\varepsilon O\). In particular, \(c_{k,1}^{(k)} - c_{k-1,1}^{(k-1)} \in \varepsilon O \ (k = 2, \ldots, n)\).

On the other hand, by the statement (1), we have
\[
\det(C) \equiv c_{1,1}^{(1)} \cdots c_{n,1}^{(n)} + \sum_{e \neq \sigma \in S_n} c_{1,1}^{(\sigma(1))} \cdots c_{n,1}^{(\sigma(n))} \equiv 0 \mod \varepsilon O,
\]
where \(S_n\) is the symmetric group of degree \(n\) and \(e\) is its identity element. Hence, \(c_{k,1}^{(k)} \equiv 0 \mod \varepsilon O\) for some \(k\). Therefore, the assertion follows from (3.2.4). \(\square\)

For each \(n > 1\), we define an endomorphism \(\Phi_n^\lambda : Z_n^\lambda \rightarrow Z_n^\lambda\) by
\[
a_{k,1}^\lambda \mapsto \begin{cases} a_{n,4}^\lambda & \text{if } k = n, \\ 0 & \text{otherwise}. \end{cases}
\]
Recall that the projective cover of \(Z_n^\lambda\) is given by
\[
\pi_{n,\lambda} : A^{2n} \rightarrow Z_n^\lambda \quad e_i \mapsto \begin{cases} a_{k,1}^\lambda & \text{if } i = 2k - 1, \ k = 1, 2, \ldots, n, \\ a_{k,3}^\lambda & \text{if } i = 2k, \ k = 1, 2, \ldots, n. \end{cases}
\]

**Lemma 3.3.** Let \(\Phi_n^\lambda\) be the endomorphism of \(Z_n^\lambda\) as above. Then, the following statements hold.

1. \(\Phi_n^\lambda\) does not factor through \(\pi_{n,\lambda}\).
2. For any \(\rho \in \text{radEnd}_A(Z_n^\lambda)\), \(\Phi_n^\lambda \circ \rho\) factors through \(\pi_{n,\lambda}\).

**Proof.** (1) Suppose that \(\Phi_n^\lambda\) factors through the map \(\pi_{n,\lambda}\). Let \(\psi : Z_n^\lambda \rightarrow A^{2n}\) such that \(\Phi_n^\lambda = \pi_{n,\lambda} \circ \psi\). Put
\[
\psi(a_{k,1}^\lambda) = \sum_{k=1}^{2n} \left\{a_{k,1}^{(i)} e_k + a_{k,2}^{(i)} X e_k + a_{k,3}^{(i)} Ye_k + a_{k,4}^{(i)} YY e_k \right\}.
\]
By comparing coefficients of \(a_{s,4}^\lambda\) in \(\pi_{n,\lambda} \circ \psi(a_{k,1}^\lambda)\) with those in \(\Phi_n^\lambda(a_{k,1}^\lambda)\), we have the following equations:
\[
\varepsilon a_{2s-1,4}^{(i)} + a_{2s,2}^{(i)} - \lambda a_{2s,3}^{(i)} - a_{2s+2,3}^{(i)} = 0 \quad (s = 1, 2, \ldots, n - 1), \tag{3.3.1}
\]
\[ \varepsilon a_{2n-1,4}^{(i)} + a_{2n,2}^{(i)} - \lambda a_{2n,3}^{(i)} = \begin{cases} 1 & \text{if } i = n, \\ 0 & \text{otherwise.} \end{cases} \quad (3.3.2) \]

Since \( Xa_{k,1}^\lambda = a_{k,2}^\lambda \) and \( Ya_{k,1}^\lambda = \varepsilon a_{k,3}^\lambda + \lambda a_{k,2}^\lambda + a_{k-1,2}^\lambda \) \((i = 1, \ldots, n)\), we have

\[ \varepsilon \psi(a_{k,3}^\lambda) = \sum_{k=1}^{2n} \left\{ - (\lambda a_{k,1}^\lambda + a_{k,1}^{(i-1)}) X e_k + a_{k,1}^{(i)} Y e_k + (a_{k,2}^{(i)} - \lambda a_{k,3}^{(i)} - a_{k,3}^{(i-1)}) Y e_k \right\}, \quad (3.3.3) \]

where \( a_{k,3}^{(i)} = 0 \) and \( 1 \leq i \leq n \).

In order to obtain a contradiction, we show that \( a_{2n,2}^{(n)} - \lambda a_{2n,3}^{(n)} \in \varepsilon O \). By (3.3.3), we have \( (a_{2n,2}^{(i)} - \lambda a_{2n,3}^{(i)} - a_{2n,3}^{(i-1)}) \in \varepsilon O \). Thus, it is enough to show that \( a_{2n,3}^{(n-1)} \in \varepsilon O \). The equation (3.3.1) implies that \( a_{2n,3}^{(n-1)} \in \varepsilon O \) if and only if \( a_{2n-2,2}^{(n-1)} - \lambda a_{2n-2,3}^{(n-1)} \in \varepsilon O \). By repeating this procedure, we deduce that the claim is equivalent to \( a_{2,2}^{(1)} - \lambda a_{2,3}^{(1)} \in \varepsilon O \). However, \( a_{2,2}^{(1)} - \lambda a_{2,3}^{(1)} \in \varepsilon O \) follows from the equation (3.3.3). Now, we obtain

\[ 1 = \varepsilon a_{2n-1,4}^{(n)} + a_{2n,2}^{(n)} - \lambda a_{2n,3}^{(n)} \in \varepsilon O, \]

a contradiction.

(2) Let \( \rho \in \text{rad}End_A(Z_n^\lambda) \). We put

\[ \rho(a_{k,1}^\lambda) = \sum_{i=1}^{n} (c_{i,1}^{(k)} a_{i,1}^\lambda + c_{i,2}^{(k)} a_{i,2}^\lambda + c_{i,3}^{(k)} a_{i,3}^\lambda + c_{i,4}^{(k)} a_{i,4}^\lambda). \]

Lemma 3.2 yields that there exists \( d_{n,1}^{(k)} \in O \) such that \( \varepsilon d_{n,1}^{(k)} = c_{n,1}^{(k)} \) for each \( k \). We define an \( A \)-module homomorphism \( \psi : Z_n^\lambda \to A^{2n} \) by \( \psi(a_{k,1}^\lambda) = d_{n,1}^{(k)} Y e_{2n-1} \). Then, it is easy to check that \( \psi \) is well-defined and \( \Phi_n^\lambda \circ \rho(a_{k,1}^\lambda) = d_{n,1}^{(k)} a_{n,4}^\lambda = \pi_{n,\lambda} \circ \psi(a_{k,1}^\lambda) \).

Summing up, we have obtained the following proposition.

**Proposition 3.4.** Consider the following pull-back diagram:

\[
\begin{array}{c}
0 \rightarrow Z_n^{-\lambda} \rightarrow E_n^\lambda \rightarrow Z_n^\lambda \rightarrow 0 \\
\downarrow \Phi_n^\lambda \downarrow \downarrow \\
0 \rightarrow Z_n^{-\lambda} \rightarrow A^{2n} \rightarrow Z_n^\lambda \rightarrow 0
\end{array}
\]

Then, the upper exact sequence is the almost split sequence ending at \( Z_n^\lambda \).

**Proof.** The statement follows from Proposition 1.7 and Lemma 3.3. \( \square \)

### 3.2. The middle term of the almost split sequence ending at \( Z_n^\lambda \)

We denote by \( E_n^\lambda \) the middle term of the almost split sequence ending at \( Z_n^\lambda \). By Proposition 3.4, the \( A \)-lattice \( E_n^\lambda \) is of the form

\[ E_n^\lambda = \{ x + y \in A^{2n} \oplus Z_n^\lambda \mid x \in A^{2n}, y \in Z_n^\lambda, \pi_{n,\lambda}(x) = \Phi_n^\lambda(y) \}. \]

Then, an \( O \)-basis of the \( A \)-lattice \( E_n^\lambda \) is given as follows: If \( n = 1 \), then

\[
E_1^\lambda = O(\varepsilon e_2 + \lambda X e_1 - Y e_1) \oplus O(\varepsilon X e_2 + \lambda X e_2) \oplus O(Y e_2 - XY e_1) \oplus OXY e_2 \\
\oplus (a_{1,1}^\lambda + X e_2) \oplus Oa_{1,2}^\lambda \oplus a_{1,3}^\lambda \oplus a_{1,4}^\lambda.
\]
If $n > 1$, then
\[
E_n^\lambda = \bigoplus_{k=1}^n \left( \mathcal{O}(\varepsilon e_{2k} + \lambda X e_{2k-1} - Ye_{2k-1} + X e_{2k-3}) \oplus \mathcal{O}(\varepsilon X e_{2k} - XY e_{2k-1}) \right)
\]
\[
\oplus \mathcal{O}(Ye_{2k} + \lambda X e_{2k} + X e_{2k-2}) \oplus \mathcal{O}(XY e_{2k}) \right)
\]
\[
\bigoplus_{k=1}^{n-1} \left( \mathcal{O} a_{k,1}^\lambda \oplus \mathcal{O} a_{k,2}^\lambda \oplus \mathcal{O} a_{k,3}^\lambda \oplus \mathcal{O} a_{k,4}^\lambda \right)
\]
\[
\oplus \mathcal{O}(a_{n,1}^\lambda + X e_{2n}) \oplus \mathcal{O} a_{n,2}^\lambda \oplus \mathcal{O} a_{n,3}^\lambda \oplus \mathcal{O} a_{n,4}^\lambda,
\]
where we understand that $e_0 = e_{-1} = 0$.

**Lemma 3.5.** The following statements hold.

1. There is an isomorphism $E_n^\lambda \otimes \kappa \simeq M(\lambda)_{n-1} \oplus M(\lambda)_{n+1} \oplus M(-\lambda)^{\oplus 2}$, where $M(\lambda)_0 = 0$.
2. We have an isomorphism $(\tau E_n^\lambda) \otimes \kappa \simeq M(-\lambda)_{n-1} \oplus M(-\lambda)_{n+1} \oplus M(\lambda)^{\oplus 2}$, where $M(-\lambda)_0 = 0$.
3. For any $n \geq 1$, $E_n^\lambda$ is a non-projective indecomposable $A$-lattice.

**Proof.** (1) We define $A$-submodules of $E_n^\lambda \otimes \kappa$ as follows.

\[
E(\lambda, n)_1 := \text{Span}_\kappa \{ (\varepsilon e_{2k} + \lambda X e_{2k-1} - Ye_{2k-1} + X e_{2k-3}), \quad k = 1, \ldots, n \}
\]
\[
E(\lambda, n)_2 := \text{Span}_\kappa \{ a_{k,3}^\lambda, a_{k,4}^\lambda \mid k = 1, \ldots, n \}
\]
\[
E(\lambda, n)_3 := \text{Span}_\kappa \{ (Ye_{2k} + \lambda X e_{2k}), (XY e_{2k}), (Ye_{2k} + \lambda X e_{2k} + X e_{2k-2} + a_{k-1,1}^\lambda), \quad k = 2, \ldots, n \}
\]
\[
E(\lambda, n)_4 := \text{Span}_\kappa \{ a_{k,1}^\lambda, a_{k,2}^\lambda \mid k = 1, \ldots, n - 1 \}
\]

Here, if $n = 1$, then we understand that $E(\lambda, 1)_4 = 0$. Then, we observe that $E_n^\lambda \otimes \kappa = E(\lambda, n)_1 \oplus E(\lambda, n)_2 \oplus E(\lambda, n)_3 \oplus E(\lambda, n)_4$ and

\[
E(\lambda, n)_1 \simeq E(\lambda, n)_2 \simeq M(-\lambda)_n, \quad E(\lambda, n)_3 \simeq M(\lambda)_{n+1}, \quad E(\lambda, n)_4 \simeq M(\lambda)_{n-1}.
\]

(2) This follows from Lemmas \[111\] [2.4] and the statement (1).

(3) Suppose that $E_n^\lambda$ is decomposable. We write $E_n^\lambda = E_1 \oplus E_2$ with $E_1 \neq 0 \neq E_2$ as $A$-lattices. Then, the ranks of the $A$-lattices $E_1$ and $E_2$ are divisible by four. The statement (1) implies that $E_1 \otimes \kappa \simeq M(-\lambda)^{\oplus 2}$ and $E_2 \otimes \kappa \simeq M(\lambda)_{n+1} \oplus M(\lambda)_{n-1}$.

First, we show that $E_2$ is indecomposable. If $n = 1$, then it is obvious. Assume that $n > 1$ and $E_2 = E_{2,1} \oplus E_{2,2}$ with $E_{2,1} \neq 0 \neq E_{2,2}$ as $A$-lattices. We may assume that $E_{2,1} \otimes \kappa \simeq M(\lambda)_{n+1}$ and $E_{2,2} \otimes \kappa \simeq M(\lambda)_{n-1}$. Hence, $E_{2,1}$ and $E_{2,2}$ are indecomposable. Let

\[
0 \rightarrow \tau E_{2,2} \rightarrow W \rightarrow E_{2,2} \rightarrow 0
\]

be the almost split sequence ending at $E_{2,2}$. Since $E_{2,2}$ is a direct summand of $E_n^\lambda$, the middle term $W$ has the Heller lattice $Z_n^\lambda$ as a direct summand. This contradicts the fact that the rank of $W$ is $4n - 4$.  

Let $0 \to \tau E_2 \to Z_n^{-\lambda} \oplus W \to E_2 \to 0$ be the almost split sequence ending at $E_2$. By Lemmas 1.11 and 2.4, we have $\tau E_2 \otimes \kappa \simeq M(-\lambda)_n \oplus M(-\lambda)_{n-1}$. On the other hand, the induced sequence

$$0 \to (\tau E_2 \otimes \kappa) \to (Z_n^{-\lambda} \otimes \kappa) \oplus (W \otimes \kappa) \to (E_2 \otimes \kappa) \to 0$$

splits, which contradicts Proposition 2.8 (3). □

**Corollary 3.6.** For any $n > 0$ and $\lambda \in \kappa$, the Heller component $\mathcal{CH}(Z_n^\lambda)$ has no loops.

**Proof.** By Lemma 3.5 (3), Heller lattices appear on the boundary of $\mathcal{CH}(Z_n^\lambda)$. □

**3.3. The Heller component containing $Z_n^\lambda$.** In this subsection, we determine the shape of $\mathcal{CH}(Z_n^\lambda)$.

**Lemma 3.7.** Let $C$ be a component of stable Auslander–Reiten quiver of $A$. Then, $C$ has infinitely many vertices.

**Proof.** The assertion follows from [AKM17, Proposition 1.26] and Theorem 2.5. □

**Theorem 3.8.** Let $O$ be a complete discrete valuation ring, $\kappa$ its residue field and $A = O[X,Y]/(X^2,Y^2)$. Assume that $\kappa$ is algebraically closed, and $\lambda \neq \infty$.

1. If the characteristic of $\kappa$ is 2, then $\mathcal{CH}(Z_n^\lambda) \simeq \mathbb{Z}A_{\infty}/\langle \tau \rangle$.
2. If the characteristic of $\kappa$ is not 2, then

$$\mathcal{CH}(Z_n^\lambda) \simeq \begin{cases} \mathbb{Z}A_{\infty}/\langle \tau \rangle & \text{if } \lambda = 0, \\ \mathbb{Z}A_{\infty}/\langle \tau^2 \rangle & \text{if } \lambda \neq 0. \end{cases}$$

Moreover, any Heller lattice $Z_n^\lambda$ appears on the boundary of $\mathcal{CH}(Z_n^\lambda)$.

**Proof.** Lemma 3.5 implies that every Heller lattice $Z_n^\lambda$ appears on the boundary of $\mathcal{CH}(Z_n^\lambda)(= \mathcal{CH}(Z_n^{-\lambda}))$. It follows from Proposition 1.13 and Lemma 3.7 that the tree class $\mathcal{T}$ of $\mathcal{CH}(Z_n^\lambda)$ is one of $A_{\infty}$, $B_{\infty}$, $C_{\infty}$, $D_{\infty}$ or $A_{\infty}^\infty$.

Let $F$ be the middle term of the almost split sequence ending at $E_n^\lambda$. Then, $F$ is the direct sum of $Z_n^{-\lambda}$ and an $A$-lattice $F_n^\lambda$. By Propositions 1.10 2.8 and Lemma 3.5 we have

$$F_n^\lambda \otimes \kappa \simeq M(\lambda)_{n+1} \oplus M(\lambda)_{n-1} \oplus M(-\lambda)_n \oplus M(-\lambda)_{n+1} \oplus M(-\lambda)_{n-1} \oplus M(\lambda)_n \oplus M(-\lambda)_n.$$ 

Note that $F_n^\lambda$ has at most two indecomposable direct summands since $\mathcal{T}$ is one of infinite Dynkin diagrams. By indecomposability of $E_n^\lambda$, we know that $\mathcal{T}$ is neither $B_{\infty}$ nor $A_{\infty}^\infty$.

Suppose that $\mathcal{T} = C_{\infty}$. Then, it implies from Propositions 1.10 2.8 and Lemma 3.5 that $F_n^\lambda = Z_n^\lambda \oplus \overline{F}_n^\lambda$, where

$$\overline{F}_n^\lambda \otimes \kappa \simeq M(\lambda)_{n+1} \oplus M(\lambda)_{n-1} \oplus M(-\lambda)_n \oplus M(-\lambda)_{n+1} \oplus M(-\lambda)_{n-1}.$$ 

On the other hand, the middle term of the almost split sequence ending at $\overline{F}_n^\lambda$ has $E_n^{-\lambda}$ as a direct summand. This contradicts Proposition 1.10.

Next, we suppose that $\mathcal{T} = D_{\infty}$. In this case, there is an indecomposable direct summand $W$ of $F_n^\lambda$ such that the almost split sequence ending at $W$ is of the form $0 \to \tau W \to E_n^{-\lambda} \to W \to 0$. Then, the induced exact sequence

$$0 \to \tau W \otimes \kappa \to E_n^{-\lambda} \otimes \kappa \to W \otimes \kappa \to 0$$

splits. However, this situation does not occur for any $W$.

Therefore, $F_n^\lambda$ is an indecomposable $A$-lattice, and $\mathcal{T} = A_{\infty}$. □
4. The case $\lambda = \infty$

4.1. The almost split sequence ending at $Z_n^\infty$. This subsection studies the almost split sequence ending at $Z_n^\infty$. We see that the following lemmas hold as in the case that $\lambda \neq \infty$.

Lemma 4.1. An endomorphism $\rho \in \text{End}_A(Z_n^\infty)$ is determined by $\rho(b_{1,1}), \ldots, \rho(b_{n,1})$.

Proof. Suppose that $n = 1$. Since

$$Xb_{1,1} = \varepsilon b_{1,2}, \quad Yb_{1,1} = b_{1,3}, \quad Yb_{1,2} = b_{1,4},$$

any endomorphism $\rho \in \text{End}_A(Z_1^\infty)$ is determined by $\rho(b_{1,1})$.

Next, we suppose that $n > 1$. Let $\rho$ be an endomorphism of $Z_n^\infty$. Since $\rho$ is an $A$-module homomorphism, we have $X\rho(b_{1,1}) = \rho(Xb_{1,1}) = \varepsilon \rho(b_{1,2})$, and hence $\rho(b_{1,2}) = \varepsilon^{-1}X\rho(b_{1,1})$ follows. For $k \neq 1$, we have $X\rho(b_{k,1}) = \rho(b_{k,2})$. Next for $1 \leq k \leq n - 1$, the equation

$$Y\rho(b_{k,1}) = \varepsilon \rho(b_{k,3}) + \rho(b_{k+1,2})$$

implies that $\rho(b_{k,3}) = \varepsilon^{-1}(Y\rho(b_{k,1}) - \rho(b_{k+1,2}))$, and for $k = n$, we have $\rho(b_{n,3}) = Y\rho(b_{n,1})$. Finally, we have

$$\rho(b_{k,4}) = \begin{cases} X\rho(b_{k,3}) & \text{if } k \neq n, \\ \varepsilon^{-1}X\rho(b_{n,3}) & \text{if } k = n. \end{cases}$$

Therefore, $\rho$ is determined by $\rho(b_{1,1}), \ldots, \rho(b_{n,1})$. \qed

Lemma 4.2. Let $\rho \in \text{radEnd}_A(Z_n^\infty)$. If we write

$$\rho(b_{k,1}) = \sum_{l=1}^{n} d_{k,1}^{(l)} b_{1,l} + B(k),$$

where $d_{k,1}^{(l)} \in \mathcal{O}$ and $B(k) \in \text{Span}_{\mathcal{O}}\{b_{l,j} \mid j \neq 1\}$, then the following statements hold.

1. The determinant of $D = \begin{pmatrix} d_{1,1}^{(1)} & \cdots & d_{1,1}^{(n)} \\ \vdots & \ddots & \vdots \\ d_{n,1}^{(1)} & \cdots & d_{n,1}^{(n)} \end{pmatrix}$ is in $\varepsilon\mathcal{O}$. Therefore, $D$ is not invertible.

2. $d_{k,1}^{(n)} \in \varepsilon\mathcal{O}$ for all $k = 1, 2, \ldots, n$.

Proof. (1) We show that any an endomorphism $\rho \in \text{End}_A(Z_n^\infty)$ such that the corresponding matrix $D$ is invertible is surjective. As $XYb_{l,1} = \varepsilon b_{l,4}$ holds for $l = 1, \ldots, n$, we have

$$(\rho(b_{1,1}), \ldots, \rho(b_{n,4})) = (b_{1,4}, \ldots, b_{n,4})\mathcal{D}.$$ 

Hence, $b_{1,4}, \ldots, b_{n,4}$ belong to the image of $\rho$.

Assume that $n = 1$. By multiplying both sides of $\rho(b_{1,1}) = d_{1,1}^{(1)} b_{1,1} + B(1)$ by $X$, we have

$$\varepsilon \rho(b_{1,2}) = \varepsilon d_{1,1}^{(1)} b_{1,2} + XB(1).$$

Since $XB(1) \in \varepsilon\mathcal{O}b_{1,4}$, there exists $t \in \text{Span}_{\mathcal{O}}\{b_{1,4}\}$ such that

$$d_{1,1}^{(1)} b_{1,2} = \rho(b_{1,2} - t).$$

As $d_{1,1}^{(1)}$ is invertible by our assumption, $b_{1,2}$ belongs to the image of $\rho$. By multiplying both sides of $\rho(b_{1,1}) = d_{1,1}^{(1)} b_{1,1} + B(1)$ by $Y$, we have

$$d_{1,1}^{(1)} b_{1,3} = \rho(b_{1,3} - s),$$
for some \( s \in \text{Span}_\mathcal{O}\{b_{1,4}\} \). Thus, \( b_{1,3} \) belongs to the image of \( \rho \), and hence \( \rho \) is surjective.

Next, we assume that \( n > 1 \). We recall that

\[
X \rho(b_{k,1}) = \begin{cases} 
\varepsilon \rho(b_{1,2}) & \text{if } k = 1, \\
\rho(b_{k,2}) & \text{if } k \neq 1.
\end{cases}
\]

Thus, we have

\[
X \left( \sum_{l=1}^{n} d_{l,1}^{(k)} b_{l,1} + B(k) \right) = \varepsilon d_{1,1}^{(k)} b_{1,2} + \sum_{l=2}^{n} d_{l,1}^{(k)} b_{l,2} + X B(k),
\]

\[
Y \left( \sum_{l=1}^{n} d_{l,1}^{(k)} b_{l,1} + B(k) \right) = \sum_{l=1}^{n-1} d_{l,1}^{(k)} (\varepsilon b_{l,3} + b_{l+1,2}) + d_{n,1}^{(k)} b_{n,3} + Y B(k).
\]

Also we observe that \( X B(k) \) and \( Y B(k) \) belong to \( \text{Span}_\mathcal{O}\{b_{i,4} \mid i = 1, \ldots, n\} \).

If \( k = 1 \), then the equality

\[
\varepsilon \rho(b_{1,2}) = \varepsilon d_{1,1}^{(1)} b_{1,2} + \sum_{l=2}^{n} d_{l,1}^{(1)} b_{l,2} + X B(1)
\]

implies that \( d_{1,1}^{(1)} \equiv X B(1) \equiv 0 \) modulo \( \varepsilon \mathcal{O} \) for all \( l = 2, 3, \ldots, n \). Thus, there exists \( x(1) \in Z_n^\infty \) such that \( \varepsilon \rho(x(1)) = X B(1) \). If \( k > 1 \), then, for each \( k \), there exists \( x(k) \in Z_n^\infty \) such that \( \rho(x(k)) = X B(k) \). Therefore, it is easy to see that

\[
(\rho(b_{1,2} - x(1)), \ldots, \rho(b_{n,2} - x(n))) = (b_{1,2}, \ldots, b_{n,2}) \cdot \begin{pmatrix}
\varepsilon d_{1,1}^{(1)} & \varepsilon d_{1,1}^{(2)} & \varepsilon d_{1,1}^{(n)} \\
\varepsilon^{-1} d_{2,1}^{(1)} & d_{2,1}^{(2)} & \cdots & d_{2,1}^{(n)} \\
\vdots & \vdots & \ddots & \vdots \\
\varepsilon^{-1} d_{n,1}^{(1)} & d_{n,1}^{(2)} & \cdots & d_{n,1}^{(n)}
\end{pmatrix}.
\]

Since the determinant of the rightmost matrix in the above equation equals to \( \det D \), each element \( b_{l,2} \) \( (l = 1, 2, \ldots, n) \) belongs to the image of \( \rho \).

To show \( b_{1,3}, b_{2,3}, \ldots, b_{n,3} \) belong to the image of \( \rho \), for each \( k = 1, 2, \ldots, n \), we take \( y(k) \in Z_n^\infty \) such that

\[
\rho(y(k)) = Y B(k) + \sum_{l=1}^{n-1} d_{l,1}^{(k)} b_{l+1,2}.
\]

Then, we have the following equations;

\[
\rho(b_{k+1,2} - y(k)) = -\varepsilon \rho(b_{k,3}) + \sum_{l=1}^{n-1} \varepsilon d_{l,1}^{(k)} b_{l,3} + d_{n,1}^{(k)} b_{n,3} \quad \text{(if } k \neq n), \quad (4.2.1)
\]

\[
\rho(b_{n,3} - y(n)) = \sum_{l=1}^{n-1} \varepsilon d_{l,1}^{(n)} b_{l,3} + d_{n,1}^{(n)} b_{n,3}, \quad (4.2.2)
\]

For each \( k = 1, 2, \ldots, n - 1 \), all coefficients of \( \rho(b_{k+1,2} - y(k)) \) belong to \( \varepsilon \mathcal{O} \) since \( \rho(b_{k+1,2} - y(k)) \in \text{Span}_\mathcal{O}\{b_{i,2}, b_{i,4} \mid i = 1, \ldots, n\} \). Thus one can define \( z(k) \in Z_n^\infty \) as follows;

\[
\rho(z(k)) = \begin{cases} 
\varepsilon^{-1} \rho(b_{k+1,2} - y(k)) & \text{if } k \neq n, \\
\rho(-y(n)) & \text{if } k = n.
\end{cases}
\]
Then, the equation (4.2.1) implies that
\[
d_{n,1}^{(k)}b_{n,3} = \varepsilon \left( \rho(b_{k,3}) + \rho(z(k)) - \sum_{l=1}^{n-1} d_{l,1}^{(k)}b_{l,3} \right).
\]
Hence, \( d_{n,1}^{(k)} \in \varepsilon \mathcal{O} \) for \( k = 1, 2, \ldots, n - 1 \). Thus, we have by (4.2.1) and (4.2.2)
\[
(\rho(b_{1,3} + z(1)), \ldots, \rho(b_{n,3} + z(n))) = (b_{1,3}, \ldots, b_{n,3})
\]
where \( \rho \) is clear.

Recall that the projective cover of \( Z_n^\infty \) is given by
\[
\pi_{n,\infty} : A^{2n} \rightarrow Z_n^\infty
\]
\[
e_i \mapsto \begin{cases} b_{1,1} & \text{if } i = 1, \\ b_{1,2} & \text{if } i = 2, \\ b_{k,3} & \text{if } i = 2k + 1, k = 1, 2, \ldots, n - 1, \\ b_{k,1} & \text{if } i = 2k, k = 2, 3, \ldots, n. \\
\end{cases}
\]
Now, for each \( n \geq 1 \), we define an endomorphism \( \Phi_n^\infty : Z_n^\infty \rightarrow Z_n^\infty \) by
\[
b_{k,1} \mapsto \begin{cases} b_{n,4} & \text{if } k = n, \\ 0 & \text{otherwise}. \\
\end{cases}
\]

First, we construct the almost split sequence ending at \( Z_1^\infty \) by using \( \Phi_1^\infty \).

**Lemma 4.3.** Let \( \Phi_1^\infty : Z_1^\infty \rightarrow Z_1^\infty \) as above. Then, the following statements hold.
(1) \( \Phi_1^\infty \) does not factor through \( \pi_{1,\infty} \).
(2) For any \( \rho \in \text{radEnd}_A(Z_1^\infty) \), \( \Phi_1^\infty \circ \rho \) factors through \( \pi_{1,\infty} \).

Proof. (1) Suppose that there exists \( \psi : Z_1^\infty \to A \oplus A \) such that \( \Phi_1^\infty = \pi_{1,\infty} \circ \psi \). Put
\[
\psi(b_{1,1}) = a_1e_1 + a_2Xe_1 + a_3Ye_1 + a_4XYe_1 + b_1e_2 + b_2Xe_2 + b_3Ye_2 + b_4XYe_2,
\]
where \( a_i, b_i \in \mathcal{O} \) \( (i = 1, 2, 3, 4) \). Then, we have
\[
b_{1,4} = \Phi_1^\infty(b_{1,1}) = \pi_{1,\infty} \circ \psi(b_{1,1}) = a_1b_{1,1} + (\varepsilon a_2 + b_1)b_{1,2} + a_3b_{1,3} + (\varepsilon a_4 + b_3)b_{1,4}.
\]
Thus, \( a_1 = a_3 = 0 \), \( \varepsilon a_2 + b_1 = 0 \) and \( \varepsilon a_4 + b_3 = 1 \). On the other hand, by multiplying \( X \) to \( \psi(b_{1,1}) \), we have
\[
\varepsilon \psi(b_{1,2}) = X \psi(b_{1,1}) = -\varepsilon a_2Xe_2 + (1 - \varepsilon a_4)XYe_2,
\]
a contradiction.

(2) Let \( \rho \in \text{radEnd}_A(Z_1^\infty) \). We write \( \rho(b_{1,1}) = \alpha b_{1,1} + B(1) \), where \( \alpha \in \mathcal{O} \) and \( B(1) \in \text{Span}_\mathcal{O}\{b_{1,2}, b_{1,3}, b_{1,4}\} \). By Lemma 4.4, \( \alpha = \varepsilon \alpha' \) for some \( \alpha' \in \mathcal{O} \). Define an \( A \)-module homomorphism \( \psi : Z_1^\infty \to A \oplus A \) by \( \psi(b_{1,1}) = \alpha' XYe_1 \). Since \( \pi_{1,\infty}(\alpha' XYe_1) = \alpha' XYb_{1,1} = \varepsilon \alpha'b_{1,4} \), we have \( \Phi_1^\infty \circ \rho(b_{1,1}) = \alpha b_{1,4} = \pi_{1,\infty} \circ \psi(b_{1,1}) \). \( \square \)

From now on, we construct the almost split sequence ending at \( Z_n^\infty \) for \( n \geq 2 \).

Lemma 4.4. Let \( \Phi_n^\infty : Z_n^\infty \to Z_n^\infty \) as above. Then, the following statements hold.

1. \( \Phi_n^\infty \) does not factor through \( \pi_{n,\infty} \).
2. For any \( \rho \in \text{radEnd}_A(Z_n^\infty) \), \( \Phi_n^\infty \circ \rho \) factors through \( \pi_{n,\infty} \).

Proof. (1) Suppose that there exists \( \psi : Z_n^\infty \to A^{2n} \) such that \( \Phi_n^\infty = \pi_{n,\infty} \circ \psi \). We put
\[
\psi(b_{k,1}) = \sum_{l=1}^{2n} (a_{l,1}^{(k)} e_l + a_{l,2}^{(k)} Xe_l + a_{l,3}^{(k)} Ye_l + a_{l,4}^{(k)} XYe_l), \tag{4.4.1}
\]
Then, we notice that, for all \( k = 1, \ldots, n \) and \( l = 1, \ldots, 2n \), \( a_{l,1}^{(k)} \) belongs to \( \varepsilon \mathcal{O} \) since \( XYb_{k,1} = \varepsilon b_{k,4} \) for all \( k = 1, \ldots, n \). By comparing the coefficient of \( b_{n,4} \) in \( \Phi_n^\infty(b_{n,1}) \) with that in \( \pi_{n,\infty} \circ \psi(b_{n,1}) \), we have \( \varepsilon a_{2n,4}^{(n)} - a_{2n-1,3}^{(n)} = 1 \). In order to obtain a contradiction we show that \( a_{2n-1,3}^{(n)} \in \varepsilon \mathcal{O} \). For \( s = 1, \ldots, n \) and \( t = 1, \ldots, n - 1 \), by comparing the coefficient of \( b_{t,4} \) in \( \Phi_n^\infty(b_{s,1}) \) with that in \( \pi_{n,\infty} \circ \psi(b_{s,1}) \), we obtain the following equations:
\[
\varepsilon a_{1,4}^{(s)} + a_{2,3}^{(s)} + a_{3,2}^{(s)} = 0 \quad t = 1, \tag{4.4.2}
\]
\[
-a_{2t-1,3}^{(s)} + \varepsilon a_{2t,4}^{(s)} + a_{2t+1,2}^{(s)} = 0 \quad t > 1. \tag{4.4.3}
\]
On the other hand, (4.4.1) implies the following equations:
\[
\psi(b_{s,2}) = X \psi(b_{s,1}) = \sum_{l=1}^{2n} (a_{l,1}^{(s)} Xe_l + a_{l,3}^{(s)} XYe_l) \quad s \neq 1 \tag{4.4.4}
\]
\[
\varepsilon \psi(b_{s,3}) + \psi(b_{s+1,2}) = Y \psi(b_{s,1}) = \sum_{l=1}^{2n} (a_{l,1}^{(s)} Ye_l + a_{l,2}^{(s)} XYe_l) \quad s \neq n \tag{4.4.5}
\]
In particular, it follows from (4.4.4) and (4.4.5) that the equation
\[
\varepsilon \psi(b_{s,3}) = \sum_{l=1}^{2n} (-a_{l,1}^{(s+1)} Xe_l + a_{l,1}^{(s)} Ye_l + (a_{l,2}^{(s)} - a_{l,3}^{(s+1)}) XYe_l)
\]
holds when \( s \neq n \). This implies that \( a_{2n-1,3}^{(a)} \in \epsilon \mathcal{O} \) if and only if \( a_{2n-1,2}^{(n-1)} \in \epsilon \mathcal{O} \). By (4.4.3), it is equivalent to \( a_{2n-3,3}^{(n)} \in \epsilon \mathcal{O} \). By repeating this procedure, we deduce that \( a_{2n-1,3}^{(1)} \in \epsilon \mathcal{O} \) if and only if \( a_{3,2}^{(1)} \in \epsilon \mathcal{O} \). By using (4.4.2), \( a_{3,2}^{(1)} \in \epsilon \mathcal{O} \) if and only if \( a_{2,3}^{(1)} \in \epsilon \mathcal{O} \). Since

\[
\varepsilon \psi(b_{1,2}) = X\psi(b_{1,1}) = \sum_{l=1}^{2n} \left( a_{l,1}Xe_l + a_{l,3}XYe_l \right),
\]

we conclude that \( a_{2,3}^{(1)} \) belongs to \( \epsilon \mathcal{O} \).

(2) Let \( \rho \in \text{radEnd}_A(Z_n^\infty) \). We put

\[
\rho(b_{k,1}) = \sum_{l=1}^{n} d_{l,1}^{(k)} b_{l,1} + B(k),
\]

where \( B(k) \in \text{Span}_{\mathcal{O}} \{b_{l,j} \mid j \neq 1\} \). By Lemma 4.2 there are \( e_{n,1}^{(k)} \) such that \( d_{n,1}^{(k)} = \varepsilon e_{n,1}^{(k)} \). Define an \( A \)-module homomorphism \( \psi : Z_n^\infty \rightarrow A^{2n} \) as follows:

\[
\psi(b_{k,1}) = e_{n,1}^{(k)} XYe_{2n}.
\]

Then, it is easy to check that \( \Phi_n^\infty \circ \rho(b_{k,1}) = d_{n,1}^{(k)} b_{n,4} = \pi_{n,\infty} \circ \psi(b_{k,1}) \).

Summing up, we obtain the following proposition.

**Proposition 4.5.** Consider the following pull-back diagram:

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & Z_n^\infty & \longrightarrow & E_n^\infty & \longrightarrow & Z_n^\infty & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow \Phi_n^\infty & & \downarrow & & \downarrow \\
0 & \longrightarrow & Z_n^\infty & \longrightarrow & A^{2n} & \longrightarrow & Z_n^\infty & \longrightarrow & 0
\end{array}
\]

Then, the upper exact sequence is the almost split sequence ending at \( Z_n^\infty \).

**Proof.** The statement follows from Proposition 4.7 and Lemmas 4.3 and 4.4. \( \square \)

### 4.2. The middle term of the almost split sequence ending at \( Z_n^\infty \)

In this subsection, we study the middle term of the almost split sequence ending at \( Z_n^\infty \), say \( E_n^\infty \), and explain some properties of \( E_n^\infty \).

**Lemma 4.6.** (1) An \( \mathcal{O} \)-basis of \( E_1^\infty \) is given by

\[
\mathcal{O}(\varepsilon e_2 - Xe_1) \oplus \mathcal{O}Xe_2 \oplus \mathcal{O}(\varepsilon Ye_2 - XYe_1) \oplus \mathcal{O}XYe_2 \oplus \mathcal{O}(b_{1,1} + Ye_2) \oplus \mathcal{O}b_{1,2} \oplus \mathcal{O}b_{1,3} \oplus \mathcal{O}b_{1,4}.
\]

(2) There is an isomorphism \( E_1^\infty \otimes \kappa \simeq M(\infty)^{\oplus 2} \oplus M(\infty)_2 \).

(3) We have an isomorphism \( (\tau E_1^\infty) \otimes \kappa \simeq M(\infty)^{\oplus 2} \oplus M(\infty)_2 \).

(4) \( E_1^\infty \) is a non-projective indecomposable \( A \)-lattice.

**Proof.** (1) Straightforward.

(2) We put

\[
E(\infty, 1)_1 := \text{Span}_\kappa \{(\varepsilon e_2 - Xe_1), (\varepsilon Ye_2 - XYe_1)\},
\]

\[
E(\infty, 1)_2 := \text{Span}_\kappa \{b_{1,2}, b_{1,4}\},
\]

\[
E(\infty, 1)_3 := \text{Span}_\kappa \{(Xe_2), (XYe_2), (b_{1,1} + Ye_2), b_{1,3}\}.
\]

Then, it is easy to check that \( E(\infty, 1)_1 \simeq E(\infty, 1)_2 \simeq M(\infty)_1 \) and \( E(\infty, 1)_3 \simeq M(\infty)_2 \).
(3) This follows from Lemmas 4.11 and 2.4 and the statement (2).

(4) Suppose that $E_1^\infty$ is decomposable. We write $E_2^\infty = E_1 \oplus E_2$ as $A$-lattices with $E_1 \neq 0 \neq E_2$. Then, the ranks of $E_1$ and $E_2$ are divisible by four. Thus, one can assume that $E_1 \otimes \kappa \simeq M(\infty)^{\oplus 2}_1$, $E_2 \otimes \kappa \simeq M(\infty)_2$, and $E_1$ and $E_2$ are indecomposable. Then, the $A$-lattice $E_2$ is not isomorphic to any Heller lattices by Theorem 2.8 and Proposition 2.8. Let $0 \to \tau E_2 \to Z_1^\infty \oplus W \to E_2 \to 0$ be the almost split sequence ending at $E_2$. By applying $- \otimes \kappa$, the induced sequence

$$0 \to \tau E_2 \otimes \kappa \to Z_1^\infty \otimes \kappa \oplus W \otimes \kappa \to E_2 \otimes \kappa \to 0$$

splits, which contradicts Proposition 2.8 (4).

By the definition of $E_2^\infty$, we have

$$E_2^\infty = \mathcal{O}(\varepsilon e_2 - X e_1) \oplus \mathcal{O}(X e_2) \oplus \mathcal{O}(X e_3 - Y e_2) \oplus \mathcal{O}(X Y e_2)$$

$$\oplus \mathcal{O}(\varepsilon e_3 + X e_4 - Y e_1) \oplus \mathcal{O}(\varepsilon X e_3 - X Y e_1) \oplus \mathcal{O}(\varepsilon Y e_3 + X Y e_4) \oplus \mathcal{O}(X Y e_3)$$

$$\oplus \mathcal{O}(b_{1,1}) \oplus \mathcal{O}(b_{1,2}) \oplus \mathcal{O}(b_{1,3}) \oplus \mathcal{O}(b_{1,4})$$

$$\oplus \mathcal{O}(b_{2,1} - Y e_3) \oplus \mathcal{O}(b_{2,2}) \oplus \mathcal{O}(b_{2,3}) \oplus \mathcal{O}(b_{2,4})$$

Lemma 4.7. The following statements hold.

1. There is an isomorphism $E_2^\infty \otimes \kappa \simeq \oplus M(\infty)^{\oplus 2}_1 \oplus M(\infty)_1 \oplus M(\infty)_3$.
2. We have an isomorphism $(\tau E_2^\infty) \otimes \kappa \simeq M(\infty)^{\oplus 2}_2 \oplus M(\infty)_1 \oplus M(\infty)_3$.
3. $E_2^\infty$ is a non-projective indecomposable $A$-lattice.

Proof. (1) We put

$$E(\infty, 2)_1 := \text{Span}_A \{ (\varepsilon e_2 - X e_1), (\varepsilon X e_3 - X Y e_1), (\varepsilon e_3 + X e_4 - Y e_1), (\varepsilon Y e_3 + X Y e_4) \}$$

$$E(\infty, 2)_2 := \text{Span}_A \{ b_{1,2}, b_{1,3}, b_{1,4}, b_{2,4} \}$$

$$E(\infty, 2)_3 := \text{Span}_A \{ (X e_2), (X e_3 - Y e_2 - b_{1,1}), (X Y e_2), (X Y e_3 - b_{2,2}), (b_{2,1} - Y e_3), b_{2,3} \}$$

$$E(\infty, 2)_4 := \text{Span}_A \{ b_{1,1}, b_{2,2} \}$$

Then, it is easy to check that $E(\infty, 2)_1 \simeq E(\infty, 2)_2 \simeq M(\infty)_2$, $E(\infty, 2)_3 \simeq M(\infty)_3$ and $E(\infty, 2)_4 \simeq M(\infty)_1$.

(2) This follows from Lemmas 4.11 and 2.4 and the statement (1).

(3) Suppose that $E_2^\infty$ is decomposable. We write $E_2^\infty \simeq E_1 \oplus E_2$ as $A$-lattices with $E_1 \neq 0 \neq E_2$. Then, we may assume that $E_1 \otimes \kappa \simeq M(\infty)^{\oplus 2}_1$ and $E_2 \otimes \kappa \simeq M(\infty)_2$. Note that the $A$-lattice $E_2$ is not isomorphic to any Heller lattices, and it is indecomposable. Let $0 \to \tau E_2 \to Z_2^\infty \oplus W \to E_2 \to 0$ be the almost split sequence ending at $E_2$. By applying $- \otimes \kappa$, the induced sequence

$$0 \to \tau E_2 \otimes \kappa \to (Z_2^\infty \otimes \kappa) \oplus (W \otimes \kappa) \to E_2 \otimes \kappa \to 0$$

splits, which contradicts Proposition 2.8 (4).
From now on, we assume that \( n > 2 \). Then, an \( \mathcal{O} \)-basis of the \( A \)-lattice \( E_n^\infty \) is given as follows:

\[
E_n^\infty = \mathcal{O}(\varepsilon e_2 - Xe_1) \oplus \mathcal{O}(Xe_2) \oplus \mathcal{O}(Ye_2 - Xe_3) \oplus \mathcal{O}(XYe_2) \\
\quad \oplus \mathcal{O}(\varepsilon e_3 + Xe_4 - Ye_1) \oplus \mathcal{O}(\varepsilon e_3 - XY e_1) \oplus \mathcal{O}(Ye_3 + Xe_5) \oplus \mathcal{O}(XY e_3) \\
\quad \oplus \mathcal{O}(Ye_2k+3 + Xe_{2k+4} - Ye_{2k+2}) \oplus \mathcal{O}(Ye_{2k+3} - XY e_{2k+2}) \\
\quad \oplus \mathcal{O}(Ye_{2n-1} + XY e_{2n}) \oplus \mathcal{O}(XY e_{2n-1}) \\
\quad \oplus \mathcal{O}(b_{k,1} + \mathcal{O}b_{k,2} + \mathcal{O}b_{k,3} + \mathcal{O}b_{k,4}) \\
\quad \oplus \mathcal{O}(b_{n,1} - Ye_{2n-1}) \oplus \mathcal{O}b_{n,2} + \mathcal{O}b_{n,3} + \mathcal{O}b_{n,4}
\]

Here, if \( n = 3 \), then we understand that

\[
\bigoplus_{k=1}^{0} \left( \mathcal{O}(\varepsilon e_{2k+3} + Xe_{2k+4} - Ye_{2k+2}) \oplus \cdots \oplus \mathcal{O}(XY e_{2k+3}) \right) = 0.
\]

**Lemma 4.8.** For \( n > 2 \), the following statements hold.

1. There is an isomorphism \( E_n^\infty \otimes \kappa \simeq M(\infty)_{n+2}^n \oplus \mathcal{M}(\infty)_{n+1} \oplus \mathcal{M}(\infty)_{n-1} \).
2. We have an isomorphism \((\tau E_n^\infty) \otimes \kappa \simeq M(\infty)_{n+2}^n \oplus \mathcal{M}(\infty)_{n-1} \oplus \mathcal{M}(\infty)_{n+1} \).
3. \( E_n^\infty \) is a non-projective indecomposable \( A \)-lattice.

**Proof.** (1) We define \( A \)-submodules of \( E_n^\infty \otimes \kappa \) as follows.

\[
E(\infty, n)_1 := \text{Span}_\kappa \left\{ \begin{array}{ll}
(\varepsilon e_2 - Xe_1), & (\varepsilon Xe_3 - XY e_1) \\
(\varepsilon e_3 + Xe_4 - Ye_1), & (\varepsilon e_{2k+1} + Xe_{2k+2} - Ye_{2k}), \\
(\varepsilon Xe_{2l+3} - XY e_{2l+2}), & (\varepsilon Ye_{2n-1} + XY e_{2n})
\end{array} \right\}_{k=2, \ldots, n-1, \ l=1, \ldots, n-2}
\]

\[
E(\infty, n)_2 := \text{Span}_\kappa \left\{ b_{k,1}, b_{k,2}, b_{k,3}, b_{k,4} \right\}_{k=1, \ldots, n-1, \ l=1, \ldots, n}
\]

\[
E(\infty, n)_3 := \text{Span}_\kappa \left\{ \begin{array}{ll}
Ye_{2k+1} + Xe_{2k+3} - b_{k+1,1}, & (XY e_{2l+1} - b_{l+1,2}), \\
(b_{n,1} - Ye_{2n-1}), & b_{n,3}
\end{array} \right\}_{k=1, \ldots, n-2, \ l=1, \ldots, n-1}
\]

\[
E(\infty, n)_4 := \text{Span}_\kappa \left\{ b_{s,1}, b_{t,2} \right\}_{s=1, \ldots, n-1, \ t=2, \ldots, n}
\]
Then, it is easy to check that
\[ E_n^\infty \otimes \kappa = E(\infty, n)_1 \oplus E(\infty, n)_2 \oplus E(\infty, n)_3 \oplus E(\infty, n)_4, \]
\[ E(\infty, n)_1 \simeq E(\infty, n)_2 \simeq M(\infty)_n, \]
\[ E(\infty, n)_3 \simeq M(\infty)_{n+1}, \]
\[ E(\infty, n)_4 \simeq M(\infty)_{n-1}. \]

(2) This follows from Lemmas 1.11, 2.4 and the statement (1).

(3) We can prove the indecomposability of \( E_n^\lambda \) by using arguments similar to those in the proof of the case \( \lambda \neq \infty \). \qed

Corollary 4.9. \( \text{CH}(Z_n^\infty) \neq \text{CH}(Z_m^\infty) \) whenever \( n \neq m \). Moreover, \( \text{CH}(Z_n^\infty) \) has no loops.

Proof. By Lemmas 4.6, 4.7 and 4.8 imply that every Heller lattice \( Z_n^\infty \) appears on the boundary of \( \text{CH}(Z_n^\infty) \). \qed

4.3. The Heller component containing \( Z_n^\infty \).

Theorem 4.10. Let \( \mathcal{O} \) be a complete discrete valuation ring, \( \kappa \) its residue field and \( A = \mathcal{O}[X, Y]/(X^2, Y^2) \). Assume that \( \kappa \) is algebraically closed. Then, \( \text{CH}(Z_n^\infty) \simeq \mathbb{Z}A_\infty/\langle \tau \rangle \). Moreover, the Heller lattice \( Z_n^\infty \) appears on the boundary of \( \text{CH}(Z_n^\infty) \).

Proof. It follows from Proposition 1.13 and Lemma 3.7 that the tree class \( \mathcal{T} \) of \( \text{CH}(Z_n^\infty) \) is one of \( A_\infty, B_\infty, C_\infty, D_\infty \) or \( A_\infty^\infty \).

Let \( F \) be the middle term of the almost split sequence ending at \( E_n^\infty \). Then, \( F \) is the direct sum of \( Z_n^\infty \) and an \( A \)-lattice \( F_n^\infty \). By Propositions 1.10, 2.8 and Lemmas 4.6, 4.7 and 4.8 we have
\[ F_n^\infty \otimes \kappa \simeq M(\infty)_{n+1}^{\oplus 2} \oplus M(\infty)_{n-1}^{\oplus 2} \oplus M(\infty)_n^{\oplus 2}, \]
where \( M(\infty)_0 = 0 \). Note that \( F_n^\infty \) has at most two indecomposable direct summands since \( \mathcal{T} \) is one of infinite Dynkin diagrams. By indecomposability of \( E_n^\infty \), we know that \( \mathcal{T} \) is neither \( B_\infty \) nor \( A_\infty^\infty \).

Suppose that \( \mathcal{T} = C_\infty \). Then, it implies from Propositions 1.10, 2.8 and Lemmas 4.6, 4.7 and 4.8 that \( F_n^\infty = Z_n^\infty \oplus \tilde{F}_n^\infty \), where
\[ \tilde{F}_n^\infty \simeq M(\infty)_{n+1}^{\oplus 2} \oplus M(\infty)_{n+2}^{\oplus 2}. \]

On the other hand, the middle term of the almost split sequence ending at \( \tilde{F}_n^\infty \) has \( E_n^\infty \) as a direct summand. This contradicts Proposition 1.10.

Next, we suppose that \( \mathcal{T} = D_\infty \). In this case, there is an indecomposable direct summand \( W \) of \( F_n^\infty \) such that the almost split sequence ending at \( W \) is of the form
\[ 0 \rightarrow \tau W \rightarrow E_n^\infty \rightarrow W \rightarrow 0. \]
Then, the induced exact sequence
\[ 0 \rightarrow \tau W \otimes \kappa \rightarrow E_n^\infty \otimes \kappa \rightarrow W \otimes \kappa \rightarrow 0 \]
splits. However, this situation does not occur for any \( W \).

Therefore, \( F_n^\infty \) is an indecomposable \( A \)-lattice, and \( \mathcal{T} = A_\infty \). \qed
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