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Abstract

The predictability of fields at the ocean surface in the northern Gulf of Mexico (GoM) is investigated through five ensembles of regional ocean simulations between 2014 and 2016. The ensembles explore two horizontal resolutions and different representations of the riverine inflow, and focus on the Loop Current system (LCS) and the Mississippi-Atchafalaya River System (MARS) interactions.

The predictability of the surface fields is high in the northern GoM if the atmospheric forcing and the flow at Yucatan Channel are known, and the ensembles simulate similar LCS behavior up to 5 months. In terms of LCS-MARS interactions, the ensembles confirm that they are strongly modulated by the LC mesoscale variability. The relationship is two-ways, with the LCS being influenced by - and not only influencing - the freshwater plume. Whenever the freshwater flux is strong, the northward extension of the LCS is constrained. The ensemble simulations also indicate that this influence is stronger if the riverine inflow is simulated in an active fashion with a meridional velocity component proportional to the flux. Sea surface temperature (SST) and salinity (SSS) predictability have opposite seasonality in their signal, with the SST (SSS) field being more predictable in summer (winter). Partially resolving submesoscale instabilities and improving the accuracy of the riverine fluxes' representation causes the spread to increase, especially in SST. Finally, the predictability of surface relative vorticity decreases in amplitude when increasing resolution due to feedbacks between the mesoscale and submesoscale circulations, but retains most of its intraseasonal and interannual signal.

Plain Language Summary

In this work we ask the questions: how predictable is the circulation and the sea surface fields in the northern Gulf of Mexico (GoM), and what is the role of the riverine input contributed by the Mississippi-Achafalaya River System? Under the assumption of a perfect model and known atmospheric forcing and oceanic boundary fields, we simulate the GoM circulation through five ensembles which members differ only in their initial conditions. The ensembles span 32 months and explore two horizontal resolutions and different representations of the riverine inflow.

It is found that the predictability of the main current in the GoM, the so-called Loop Current, is high under the conditions of our simulations. The northward extension of the Loop Current, however, is influenced by the riverine input and its representation. This influence is stronger if the riverine inflow is simulated accounting for a meridional velocity component proportional to the freshwater flux. The sea surface temperature (SST) field is more predictable in summer, and the salinity (SSS) in winter. Increasing model resolution, on the other hand, decreases the predictability due to feedbacks between the mesoscale (several tens of kilometers in scale) and submesoscale (less than five kilometers in scale) circulations.

1 Introduction

The northern Gulf of Mexico (GoM) is a multifaceted system whose spatial and temporal variability is modulated by large mesoscale circulations, strong currents, energetic submesoscale dynamics and abundant river discharge in spring and summer (Cardona & Bracco, 2016; Luo et al., 2016; Barkan, McWilliams, Shchepetkin, et al., 2017).

The prevalent mesoscale pattern is the Loop Current (LC) that enters the Gulf between Cuba and the Yucatan peninsula and contributes Atlantic waters with relatively high temperatures, low salinity and low nutrients. At irregular intervals, ranging from 0.5 to 18 months (Leben, 2005), the LC sheds large anticyclonic mesoscale eddies (200
– 300 km in diameter), also known as Rings, often surrounded by smaller mesoscale vortices, both cyclonic and anticyclonic, and intense vorticity filaments (Sturges & Leben, 2000). The LC eddy shedding is a nonlinear process during which the LC usually changes from a northward extending position that approaches the continental slope of the northern GoM to a southward retracted position in the Yucatan Channel (e.g., L. Oey et al., 2005). The LC eddies then translate westward with a velocity of about 2–5 km d\(^{-1}\) and have lifetimes from few months to about a year (e.g., Vukovich, 2007).

The LC system or LCS includes the LC, the Rings and the smaller mesoscale eddies, cyclonic and anticyclonic, surrounding the LC and the Rings. It influences the northern GoM circulations and processes on the continental slope and shelfbreak (Schiller et al., 2011; Cardona & Bracco, 2016), causing persistent, strong, cross-isobath transport of tracers and materials, including river discharge (Hamilton & Lee, 2005; Hu et al., 2005; Schiller & Kourafalou, 2014). Riverine waters enter the GoM from several rivers - more than 17 - with the Mississippi and its Atchafalaya diversion being the main contributors, often grouped together as Mississippi-Atchafalaya River system (MARS).

The Mississippi-Atchafalaya is the largest river in North America with an average rate surpassing 14,000 m\(^3\) s\(^{-1}\) (Hu et al., 2005). It represents 80% of the annual freshwater input to the Gulf of Mexico, 90% of the total nitrogen load (mainly of agricultural origin) and 87% of the phosphorous load to the basin (Dunn, 1996). Schiller et al. (2011) have shown that offshore transport associated with the interaction of the river plume and the mesoscale circulations happens frequently and in all seasons, and depends on the mesoscale variability and on topographic and wind effects. Furthermore, the juxtaposition of mesoscale eddies and filaments in waters with very different densities contributes to frontal and baroclinic instabilities at scales of few kilometers and to the formation of fronts and lateral convergence zones (Zhong et al., 2012; Zhong & Bracco, 2013; Luo et al., 2016; Barkan, McWilliams, Shchepetkin, et al., 2017; Barkan, McWilliams, Molemaker, et al., 2017; D’Asaro et al., 2018; Androulidakis et al., 2018). Submesoscale circulations influence mixing processes within and across the mixed layer (Liu, Bracco, & Sitar, 2021), and their impacts vary first and foremost seasonally, as shown through various modeling efforts (e.g., Zhong et al., 2012; Luo et al., 2016; Bracco et al., 2019; Liu, Bracco, & Sitar, 2021) and drifter deployments (Poje et al., 2014; D’Asaro et al., 2018), but also diurnally and interannually (Sun et al., 2020).

Understanding what controls the penetration of the LC and the Rings into the GoM and the representation in ocean models is key to better predictions, and has invaluable societal benefit. Constraining the predictability potential of the LC matters for any kind of fishery management, for the oil and gas industry operation and disaster preparedness, for improving forecasts of hurricanes and tropical storms, and for better constraining heat and moisture fluxes from the GoM into the continental U.S.

In this work we focus on the predictability potential of the LCS in its linkages with the MARS in the northern GoM. We analyze the predictability potential of surface fields, and particularly sea surface height, temperature and salinity, and relative vorticity. Our goal is to identify the processes that matter for their variability and modes of interaction, and their representation in a regional ocean model across a period of nearly three years, answering the question: if, how and how much is the LC system influenced by the freshwater plume in submesoscale permitting and mesoscale resolving simulations? We do so using ensembles of simulations with the same model and exploring the ensemble spread under different representations of the riverine input and model resolutions, considering mesoscale resolving and submesoscale permitting ensembles. In our evaluation, the ensemble spread provides an upper bound to the predictability potential.

Background information on the period considered and a brief summary of relevant literature on the LC-MARS dynamics is presented in Section 2. Details on the modeling set up and a short synthesis of the climatology of the ensemble simulations are pro-
Figure 1. (A): Time-series of river discharge for the 10 largest rivers of the MARS. (B-D): Satellite based sea surface height anomalies (SSHa) from the Gulf of Mexico Coastal Ocean Observing System (GCOOS) (Leben et al., 2002) on October 9th 2014 (B), October 9th 2015 (C) and April 26th 2016 (D). The 17 cm sea surface height anomaly (SSHa) contour line is highlighted in black.

vided in Section 3. The potential predictability is quantified in Section 4, with a discussion focused on the LC evolution among different ensembles (4.1) and on the surface fields (4.2). Section 5 concludes the paper with a discussion of our findings.

2 The LC-MARS dynamics in 2014-2016

In the GoM, the interaction between the river system and the LCS is an interesting case of cross-marginal transport of riverine waters, where the physical and biological connectivity between remote offshore and shelf regions is modulated by mesoscale and submesoscale circulations spanning a wide range of scales, from hundreds of kilometers to few hundreds of meters (Schiller et al., 2011; Schiller & Kourafalou, 2014; Barkan, McWilliams, Shchepetkin, et al., 2017). A careful analysis of these interactions using a high resolution (2 km horizontal resolution) data assimilative model, in-situ observations and satellite measurements is presented in Androulidakis et al. (2019) limited to the 2015 summer.

The LC can be often found in a retracted state in the southern portion of the Gulf, or in an extended one reaching the Louisiana–Mississippi shelfbreak before looping and returning to Florida. In the extended configuration the interactions with the MARS plume are substantive, as occurred in June and July 2015. As mentioned, the LC transit is also accompanied by the formation of large anticyclonic eddies, the Rings, and by smaller mesoscale eddies of both sign, cyclonic and anticyclonic, through instabilities and interactions with the bathymetry (Hamilton, 2009). LC eddies, whenever formed, tend to travel through the Sigsbee Deep with a vertical extent of 800-1000 m (Hamilton, 1990; Lee & Mellor,
and may interact with the surface flow in the north west of the basin while dis- 
persing anticyclonic vorticity (Di Marco et al., 2005) and advecting MARS plume wa-
ters at their periphery (Androulidakis et al., 2019). Indeed, Schiller and Kourafalou (2014) 
showed with a numerical investigation that in the region north of 28°N the freshwater 
transport is controlled almost entirely by the LC intrusion whenever it approaches the 
Mississippi River mouth, by a combination of mesoscale circulations and winds if the LC 
or the Rings are further off-shore, and is not significantly impacted by the LC system 
if this is confined to the south and away from the Mississippi delta.

In relation to submesoscale dynamics, the role of the riverine discharge is, on one 
hand, to enhance submesoscale currents by providing lateral buoyancy gradients, and, 
on the other, to suppresses them by increasing stratification near the surface. In the GoM, 
suppression is predominant in winter when baroclinic instabilities are the most abun-
dant both around and inside the LC and the Rings (Mensa et al., 2013; Callies et al., 
2016), but their strength and number is somewhat constrained by the freshwater input, 
due to the increased stratification near the surface (Barkan, McWilliams, Shchepetkin, 
et al., 2017). By contrast, in late spring and early summer, when the MARS is commonly 
at its maximum load, submesoscale enhancement by river discharge prevails because frontal 
dynamics are amplified by the density gradients fueled by the water of riverine origin, 
despite the shallow mixed layer. Observations during the Deepwater Horizon disaster and 
at the Taylor Energy site have underlined the importance of these riverine-induced fronts 
as transport pathways (Le Hénaff et al., 2012; Androulidakis et al., 2018), while numer-
cical simulations have shown that if the river discharge is small or null, the formation of 
submesoscale circulations is substantially reduced in summer and slightly enhanced in 
winter (Luo et al., 2016).

We consider the period between December 2013 and August 2016, covering a year 
of relative low discharge (2014), a year of ‘normal-to-high’ discharge with a relative max-
imum in late spring as commonly observed (2015) and a year characterized by extreme 
flooding conditions in January-February due to the influence of the El Niño Southern 
Oscillation (2016) (Fig. 1). Several LC intrusion episodes occurred in this timeframe. 
The LC extended northward towards the Mississippi river mouth and the Florida Pan-
handle in fall 2014 into the winter of 2015 and again in fall 2015, while a long-lived Ring 
detached in spring 2016, moving westwards slowly and retaining its identity through most 
of the year.

In terms of predictability studies relevant to our approach, most research so far con-
centrated on the LC system with the objective of predicting LC eddy shedding. Remote 
sensing products and a variety of ocean models all integrating the primitive equations 
have been used to evaluate the predictability of the LC location, extension and overall 
shedding behavior from the seminal works by L. Oey (2005) and Yin and Oey (2007) us-
ing the Princeton Ocean Model (POM), to those by Counillon and Bertino (2009) us-
ing the Hybrid Coordinate Ocean Model (HYCOM), Mooers et al. (2012) within the Gulf 
of Mexico 3-D Operational Ocean Forecast System Pilot Prediction Project (GOMEX-
PPP), and Gopalakrishnan et al. (2013) with the Massachusetts Institute of Technol-
ogy General Circulation Model (MITgcm). All these studies focus on few specific shed-
ding events and lack in generality.

Here we are interested on the predictability potential of the LC extension in rela-
tion to its interactions with the MARS, which has been mostly unexplored, and we use 
ensembles performed with a regional primitive equations ocean model to determine the 
role of the riverine input and its modeling representation in conjunction with submesoscale 
variability in the absence of any data assimilation. The spread of our ensembles provides 
an upper bound to the predictability potential. If the model was perfect and perfectly 
initialized, and the forcing fields were without error or uncertainty, the ensemble spreads 
would quantify the internal variability intrinsic to the GoM basin given the slightly dif-
f erent initial conditions used (see below). We note that if ensemble forecasting has been
recently shown to expands the prediction horizon for ocean mesoscale (Thoppil et al., 2021), increasing model resolution to capture submesoscale circulations may have the opposite effect (Sandery & Sakov, 2017).

3 Model set-up and simulation details

We use CROCO (Coastal and Regional Ocean COmmunity model), a regional oceanic modeling system built upon ROMS (Regional Ocean Modelling System) in its Agrif version (Auclair et al., 2018). Our model domain cover the Gulf of Mexico north of 24°N (Fig. 2). Boundary conditions are imposed at the southern and eastern boundaries. A third-order upstream biased advection scheme is used for horizontal advection (Shchepetkin & McWilliams, 2005). Laplacian horizontal mixing is activated for momentum, and bi-laplacian horizontal mixing is activated for tracers, while the K-profile parameterization (KPP, Large et al., 1994) is used for vertical mixing. Ten harmonic constituents (M2, S2, K2, O1, P1, Q1, Mf, Mm) of tides from TPXO-7 global tidal model (Egbert & Erofeeva, 2002) are included.

Initial and boundary conditions are from the HYCOM - NCODA (Hybrid Coordinate Ocean Model - Navy Coupled Ocean Data Assimilation) analysis at 1/25° resolution (Cummings, 2005; Cummings & Smedstad, 2013) (exp 31.0 for periods before April 4th, 2014, and exp 32.5 for April 4th, 2014 onward). CROCO is forced by 10 m wind, surface shortwave radiation, surface downward long wave radiation, precipitation, 2-m air temperature and relative humidity from the NAVy Global Environmental Model (NAVGEM), which are also used in HYCOM-NCODA runs, and the bulk parameterization is activated for the surface air-sea fluxes parameterization, again following the HYCOM-NCODA set-up. River discharges are imposed based on the U.S. Geological Service (USGS) and the U.S. Army Corps of Engineers (USACE) daily data collected as part of the Gulf of Mexico Coastal Ocean Observing System (GCOOS) project. The ten rivers with the largest discharge of MARS are included in the simulations. In HYCOM - NCODA, the rivers are treated as a bogus surface precipitation affecting the upper 6 m of the ocean, and
Figure 3. Schematic diagram of the river configurations used in the simulations. In the passive river configuration (A), the total discharge is applied as an additional precipitation flux over the ocean grid points near the river mouth location as indicated. In the figure the flux values used are the average of April, 2015. The red circles indicate the river mouth locations. In the active river configuration (B), river discharge is imposed as a southward volume flux from the north side of the ocean grids immediately adjacent to the river mouth locations.

A three-dimensional Variational (3DVAR) assimilation system is applied to assimilate available satellite and in situ observations. In our simulations, the riverine forcing is implemented in an active or passive way (Fig. 3). In the passive river configuration, the total discharge is applied as a bogus precipitation flux over several ocean grids near the river mouth location, as done in recent process studies (Barkan, McWilliams, Shchepetkin, et al., 2017; Liu, Bracco, & Sitar, 2021). The passive implementation ensures that the freshwater reaches realistically far from the coast but neglects the momentum flux associated with the river outflow. In the active river configuration, river discharge is imposed as a southward volume flux from the north side of the ocean grids adjacent to the river mouth locations. The salinity of the river contribution is held constant at 4 psu, and the temperature is set at the same value of the air temperature at the river mouth. The freshwater flux is largest at the surface and decays exponentially away from it towards the ocean bottom. Southward momentum associated with the fresh water flux is added to the v-component of the current at different vertical levels.

All simulations are performed with 70 sigma layers, to resolve the first and second baroclinic modes (Stewart et al., 2017). The ensembles performed cover 8 periods from December 2013 to August 2016. In each period, the circulation of the northern GoM is simulated for 5 months, focusing on different seasons, conditions of the LC system and MARS discharge flow rates, starting at the beginning of December 2013, 2015, 2016, April 2014, 2015, 2016 and August 2014 and 2015. Each ensemble explores both river treatment and horizontal resolution dependency, and includes 8 runs at 1 km horizontal resolution (SP for submesoscale permitting), 3 of which with the MARS runoff in the active configuration, 3 in the passive configuration and 2 runs without any river runoff, and 6 runs performed at 3.5 km horizontal resolution (MR for mesoscale resolving), 3 of which with the MARS runoff in active configuration and 3 in the passive configuration. Ensemble members in the same configuration group differ in their initial conditions chosen to be 1 day apart (i.e. December 1st, 2nd and 3rd). The initial spread is computed as difference among the three days, and day 1 of the ensemble simulations corresponds to the first with common forcing and boundary conditions (i.e. December 4th).

Ensemble spread has been widely used in climate and oceanography studies to estimate the potential predictability of a forecast system. Under a certain forecast range, a low (high) ensemble spread is usually accompanied by a high (low) forecast skill (e.g., Murphy, 1988; Barker, 1991; Buizza, 1997; Moore, 1999). In the following, within each configuration group, the standard deviation (STD) among ensemble members differing only in their initial conditions has been calculated at each grid point as a way to quantify the spreading, thus inferring predictability. Time-series are then constructed by av-
averaging the STD over the model domain. The location of LC and the Rings is identified using sea surface height anomalies (SSHα) and specifically the 17-cm SSH contour. This metric has been widely used in previous literature, and the contour closely matches the edge of the high-velocity core (e.g. Leben & Born, 1993; Donohue et al., 2016; Hamilton et al., 2016). The basin average SSH is removed before detecting the 17-cm contours, to remove the basin-scale tidal signal. We only consider contours with perimeters longer than 300 km to focus on the main LC or the large Rings. If multiple contours are captured (e.g. the LC and a Ring at the same time), the contours extending furthest to the north is used to identify the northward extension of the LCS.

Fig. 4 compares mean surface fields between HYCOM data and the ensemble simulations (one member from MR active river configuration is shown here as an example. We chose to show the MR case because its resolution is close to that of HYCOM). The simulations reasonably represent the spatial structure of the HYCOM analysis. For a brief validation of the representation of stratification in CROCO, the reader is referred to (Liu, Bracco, & Sitar, 2021). Warm and salty water enters the basin from the southern boundary with the LC, while relatively cold and fresh water can be found along the coast. However, sea surface temperatures (SSTs) in the simulations tend to be colder in the north and east comparing to HYCOM data, while the sea surface salinity (SSS) field is saltier in the west and fresher in the east. In CROCO the large Rings tends to detach from the LC earlier than observed and move towards the west, while the LC remains in its extended extended configuration for longer in the HYCOM analysis. We note that the length of periods spent by the LC in an extended configuration in fall 2014 into spring 2015 was underestimated by all forecasts as well (National Academies of Sciences, Engineering and Medicine, 2018) and may be an intrinsic bias of ocean models (Liu, Falasca, & Bracco, 2021; Sheremet et al., 2021). CROCO simulations capture also the observed standard deviation (STD) patterns of the surface fields (Fig. 5). The largest SST variations are found in the northern portion of the basin, where the water column is no more than 50 m deep, and in correspondence of the (mean) edge of LC shown in Fig. 4 E-F, where small differences in the representation of the largest mesoscale pattern in the basin causes major differences in surface temperature, especially in fall and winter. The largest SSS variations, on the other hand, are found along the coast where the riverine freshwater enters the basin, and are greatest in the runs with an active river configuration. In CROCO the advection of salinity anomalies introduced by the Mississippi River along the LC edge is reflected in the west-east gradient of the STD pattern, and this pattern is accentuated, in both runs, compared to HYCOM.

4 Results

4.1 The Loop Current in the five ensembles

A first key element to the predictability of the northern GoM relates to the position and evolution of the LC and the Rings. In our ensembles, the model domain extends only to 24°N, and the oceanic forcing associated to the flow at Yucatan Strait is imposed identically to all simulations as boundary condition (for a discussion on the role of Yucatan Strait forcing see e.g. (Ezer et al., 2003). Each ensemble but for that without riverine inflow (SP no-river case) includes three members with identical resolution and river configuration, and we consider the 8 simulation periods. In each period, the initial ensemble spread is identical among ensembles (with the exception of the no-river group) and given by the difference among the three consecutive days in HYCOM-NCODA used as initial conditions.

Differences in the evolution of the northern extension of LC are therefore due to differences in the 1-day apart initial conditions and to the intrinsic chaoticity of the circulation in the northern portion of the basin. An example of these differences is shown in Fig. 6. We chose a time when CROCO and HYCOM are significantly different also
Figure 4. Mean sea surface temperature (SST, A-B), sea surface salinity (SSS, C-D) and sea surface height (SSH, E-F) over the period 12/02/2013 - 08/10/2016 in HYCOM (A-C-E) and one member from the 3.5 km active configuration ensemble (B-D-F).
Figure 5. STD of SST anomalies (A-C-E) and SSS anomalies (B-D-F) over the period 12/02/2013 - 08/10/2016 in HYCOM (A-B), one the 3.5 km simulations with a passive river configuration (C-D) and one member from the MR active river configuration ensemble (E-F). The anomalies are calculated by removing the monthly mean climatology.
to elucidate the case of Rings detachment ahead of what verified in the observation-based analysis. In this case, both the LC position, and the northward extension of the 17 cm SSHa contour differs among the ensemble members. In the three runs, the previously extended LC has just shed a Ring which was pushed quickly westward by the winds and has its core centered at 90°W, but the shape and orientation of the Ring differ among the three realizations. The overall evolution, however, is comparable among members and most importantly among different ensembles, or in other words, the evolution of the ensemble mean is very similar among the ensembles in all 8 time periods. Indeed, in all ensembles, the LC and major Rings evolves similarly in CROCO (Fig. 7), and most of the time their behavior compares well with that identified in the HYCOM analysis where all available satellite and in-situ observations are assimilated. This points to the relevance of the external forcing - the flow at Yucatan Strait and the wind stress - on the LC.

Even though the SSH patterns appear similar, the exact location and northward extension of the LCS varies among runs. Differences among our ensembles and HYCOM are generally found when the Rings detach from LC, for example in May 2014 and in February (Fig. 6) and June 2015, or when two Rings coexist in CROCO, which occurs in our simulations during winter 2014 and spring 2015. Unsurprisingly, the predictability potential is lowest at the time of Rings’ detachment. Additionally, the comparison of the mesoscale patterns in the various runs suggests that the Rings’ evolution is less predictable than that of the LC (i.e. the spread among ensembles is largest when the mesoscale circulation north of 24°N is dominated by one or more large Rings slowly moving westward). This is realized also in the observations and a quantification of it can be found in (Liu, Falasca, & Bracco, 2021).

Our resolution exploration shows that the spread is on average slightly larger in the SP ensembles compared to the MR cases, but the differences are not robust or consistent across the whole period. The STD among ensemble members are 0.16° for SP active river, 0.21° for SP passive river, 0.19° for MR active river and 0.17° for MR passive river. We will further investigate this point while discussing surface vorticity. The choice of river configuration, passive or active, on the other hand, does not modify the LCS pathway in a robust way, except for when the LC or the Rings extend into the northern portion of the basin, north of 28°N. In this extended condition the integrations with an active representation of the rivers limit the northward LCS reach. This is quantified in Table 1 that presents the probability that a given configuration simulates the northernmost extension of the LCS whenever the latitude furthest to the north achieved by the 17 cm SSH contour is north of 28°N. In this calculation it is important to notice that the least realistic no-river case is under-sampled compared to the others and that we consider both the LC and the Rings. We use 5-day averaged SSH fields and find 90 events over a total of 239 for which the northern boundary of the LCS is found to the north of 28°N.

Under these conditions, the northernmost LC is simulated by the MR passive river ensemble in nearly 50% of the cases, followed by the SP no-river case (26.7 %). The SP

| Ensemble                  | > 28°N % |
|---------------------------|----------|
| SP Active river           | 2.2      |
| SP Passive river          | 8.9      |
| SP No river               | 26.7     |
| MR Active River           | 13.3     |
| MR Passive River          | 48.9     |

Table 1. (Northernmost reach of the LCS.)
active river members accounts for only 2.2% of the cases. We tested the significance of highest (MR passive) and lowest (SP active) probabilities using Monte Carlo simulations under the null hypothesis that the target event does not have the highest/lowest chance. For the MR passive and SP active cases, the null hypothesis can be rejected with 99% and 95% confidence level, respectively. Incidentally, if the LC 17 cm SSH contour does not exceed 28°N, the MR runs (active and passive combined) account for about 60% of the remaining 149 events, and the SP simulations (active, passive and no-river) for approximately 40%. Given the larger number of SP simulations, the predominance of MR cases is significant according to a binomial test at the 95% confidence level. If the same calculations are repeated using 27.5°N as threshold instead, the highest chance significance of the MR passive case remains unchanged, but the null hypothesis cannot be rejected with 90% confidence for the lowest chance (SP case). The predominance of combined MR cases, on the other hand, is significant at the 99% confidence level.

What is limiting the LCS northward propagation in the SP runs with an active river? The LCS boundary especially in the summer seasons of 2015 and 2016 and in the winter of 2016, when the freshwater forcing was strong, is always outlined by intense salinity fronts. These fronts are better resolved and more intense in the SP active-river runs, in which the submesoscale circulations, the more localized freshwater sources and the southward velocity associated with these riverine fluxes prevent the LC from extending towards the coast. An example is provided in Fig. 8. Noticeably the LCS boundary is not only located further south in the SP runs and more so in the active river configuration, but the salinity gradients extend into the LCS in the SP runs, indicating that a small amount of low salinity waters can penetrate the mesoscale transport barrier if submesoscale dynamics are resolved, eroding it. As counterexample, in the summer of 2014, following a season of below normal riverine fluxes into the basin, the penetration of the LCS north of 28°N is nearly indistinguishable among the SP runs, while still reaching its maximum extension in one of the MR integrations (not shown).

The reason beyond the differences among MR and SP integrations resides in the submesoscale-induced mixing at the LCS boundary, which is present at all times in the SP cases being the Loop Current and the Rings characterized by different water densities than the rest of the GoM. This mixing is strengthened in the northern portion of the basin by the riverine input, but exists independently of it to a lesser degree. The mixing is pertinent not only to salinity, but also to temperature, nutrients or pollutants, is missed entirely if the model resolution is too coarse to capture the submesoscale dynamics, and explains the overall LCS behavior in the SP versus MR runs.

4.2 Ensemble spread of surface fields

We next consider the evolution and patterns of ensemble spread in SST, SSS and surface vorticity. Fig. 9A shows the evolution of the STD in SST. The initial SST differences are generally small except for runs starting in August, independently of the year. In summer the initial STD is large because the mixed layer is shallow everywhere in the basin, the heat fluxes can change significantly from one day to the next, and the resulting SST variability in the initial conditions can be large. The SST spread evolution over time shows clear seasonality, increasing in all years during fall and winter, with maximum spreading being achieved between February and April, and decreasing in summer from April to September with minima between July and September (Fig. 9A), when the atmospheric heat fluxes are strongest and winds generally weak. In February, when the STD is at its maximum, the largest spread among ensemble members is near the edge of LC (Fig. 10A), where the SST gradient is large, and small changes in the LC location and circulation among runs induce large local differences in the resulting ocean temperatures. The SST gradient near the coast is also strong in winter: on the wide GoM shelves the shallow depths allow for large SST variations among runs mainly controlled by mesoscale and smaller turbulence that extend their influence to the bottom due to
Figure 6. SSH in Hycom (A) and in the 3 members of SP active river runs (BCD) on Feb. 20, 2015. The black lines follow the 17 cm SSHa contours and the thick line identifies the LCS location.

Table 2. (Mean STD of SST in each ensemble in the 8 simulated periods.

| Period               | SP active | SP passive | MR active | MR passive |
|----------------------|-----------|------------|-----------|------------|
| Dec. 2013 - Apr. 2014| 0.49      | 0.47       | 0.41      | 0.38       |
| Apr. 2014 - Aug. 2014| 0.26      | 0.25       | 0.24      | 0.22       |
| Aug. 2014 - Dec. 2014| 0.34      | 0.35       | 0.29      | 0.29       |
| Dec. 2014 - Apr. 2015| 0.63      | 0.51       | 0.47      | 0.49       |
| Apr. 2015 - Aug. 2015| 0.21      | 0.22       | 0.19      | 0.18       |
| Aug. 2015 - Dec. 2015| 0.36      | 0.36       | 0.30      | 0.35       |
| Dec. 2015 - Apr. 2016| 0.52      | 0.53       | 0.46      | 0.45       |
| Apr. 2016 - Aug. 2016| 0.22      | 0.23       | 0.19      | 0.18       |

The relatively strong winds and heat fluxes. In July-September, on the other hand, the surface mixed layer is shallow also over deep waters, the mean momentum and heat fluxes are weak, and the SST gradient is small over the whole basin, so the differences among the members and among ensembles are far more contained (see the STD on July 21st, 2015 in Fig. 10B). In the summer season the surface temperature dynamics are dominated by the external forcing, the heat fluxes in particular, and is therefore potentially more predictable. The SST spread increases by increasing resolution, as turbulent structures at smaller scales are better resolved and chaotic, and this is evident in winter in all years (compare Fig. 10A and C). Between January and the end of March there is also a tendency for larger STD over the northern shelves in the active river configuration compared to the passive or no-river cases (see Fig. 10A and D). This signal, quantified by the mean STD calculated for each active/passive ensemble in all periods (Table 2) is however smaller than the resolution dependency.

The SSS spread has opposite seasonality and is greater than that of SST. It is generally contained in fall and winter (Fig. 9B) and increases most rapidly in summer, from
Figure 7. Time-series of the northernmost latitude of LCS (LC or Rings) in the ensemble means of the different SP (A) and MR (B) configurations. The error bars indicate 1 standard deviation (STD) of the ensemble spread within the same configuration. The grey shadings indicates when the new integration period starts, overlapping with the previous period.
April to August, when the offshore spreading of riverine water into the GoM is at its maximum and the surface stratification is strong, inhibiting the vertical mixing of the freshwater contribution. The SSS interannual spread is also larger than for SSTs, and follows the variations in river discharge. In spring/summer 2014 for example, the river discharge was below average, and the STD of SSS is significantly smaller than in the same season of 2015, with an increased predictability potential. Following the 2016 winter flooding, on the other hand, a large STD is found also in the cold months in the active river ensemble. In winter, the largest variance is found near the coast, over the wide shelves and the continental slope, where the SSS gradients are elevated (Fig. 11A), while in summer the interaction of the mesoscale circulations with the freshwater determine the STD pattern, and the variance is particularly elevated whenever the LC or the Rings reach into the northern half of the basin (Schiller & Kourafalou, 2014). The spread is greater among runs with an active river configuration since the fresh water enters the ocean over few grid points creating stronger gradients than in the passive river cases, in which the discharge is distributed over a larger area. Despite the amplification of submesoscale fronts by the freshwater forcing in summer, the resolution dependency is relatively contained (Table 3) and smaller than found for SSTs. In other words, the model resolution has a small influence on the predictability of salinity anomalies, that are externally controlled by the amount of riverine input and winds, and internally by the mesoscale circulations with the LC and the Rings being the major players.

Finally, we analyze the spread in surface vorticity nondimensionalized by the Coriolis parameter and defined as $\zeta/f = 1/f(\frac{\partial v}{\partial x} - \frac{\partial u}{\partial y})$, where $u$ and $v$ are the zonal and meridional velocities (Fig. 12). In this case, we find a strong resolution dependency, as to be expected. The submesoscale circulations are more intense in winter, when the mixed layer is 80-100 m deep, and relatively weaker in summer, when they are confined near the coast in correspondence of the strong density gradient created by the riverine input (Fig. 12A - B) (Luo et al., 2016; Barkan, McWilliams, Shchepetkin, et al., 2017). Runs at SP resolution are characterized by a larger spread among ensemble members than those...
Figure 9. Evolution of average STDs of SST (A) and SSS (B) among members with the same resolution and river configuration. The STDs are averaged over all ocean grid north of 27°N.

Table 3. (Mean STD of SSS in each ensemble in the 8 simulated periods.)

| Period          | SP active | SP passive | MR active | MR passive |
|-----------------|-----------|------------|-----------|------------|
| Dec. 2013 - Apr. 2014 | 0.32      | 0.27       | 0.29      | 0.24       |
| Apr. 2014 - Aug. 2014  | 0.78      | 0.69       | 0.65      | 0.65       |
| Aug. 2014 - Dec. 2014  | 0.54      | 0.41       | 0.49      | 0.38       |
| Dec. 2014 - Apr. 2015  | 0.57      | 0.37       | 0.59      | 0.35       |
| Apr. 2015 - Aug. 2015  | 1.25      | 0.94       | 1.27      | 0.84       |
| Aug. 2015 - Dec. 2015  | 0.65      | 0.58       | 0.64      | 0.53       |
| Dec. 2015 - Apr. 2016  | 0.57      | 0.45       | 0.54      | 0.42       |
| Apr. 2016 - Aug. 2016  | 0.86      | 0.90       | 0.79      | 0.68       |
Figure 10. STDs of SST among members of the SP active river runs (A-B), MR active river runs (C) and SP passive river runs (D) in winter 2015 (ACD) and summer 2015 (B). Contour lines indicate the ensemble mean SST at 1°C intervals.

Figure 11. STDs of SSS among members of the SP active river runs (A-B), MR active river runs (C) and SP passive river runs (D) in winter 2015 (A) and summer 2015 (B-C-D). Contour lines indicate the ensemble mean SSS at 1 psu interval (contour lines below 30 psu are not shown for clarity).
Figure 12. Snapshot of surface vorticity normalized by Coriolis from the SP active river runs (A-B), MR active river runs (C) and SP no-river runs (D) in winter 2015 (A) and summer 2015 (B-C-D).

resolving only the mesoscales (Fig. 13A), supporting the conclusions by Sandery and Sakov (2017) that predictability decreases for increasing resolution of the ocean models. The STD is also larger in winter than in other seasons, and is slightly amplified in the ensembles that include the riverine forcing, especially in summer (compare Fig. 12A and D). As a result, the no-river ensemble shows lower values than either the active or passive river configurations at all times but for winter 2015, when the freshwater input was very low and did not reach offshore the continental shelf in any integration.

Figure 13A reveals also that despite the difference in amplitude and the lack of seasonality in the STD of the lower resolution ensembles, the time-series corresponding to the SP and MR cases are highly correlated (the correlation coefficient is 0.68). This suggests that the model resolution controls the STD amplitude, but the STD time evolution depends on the representation of the larger mesoscale circulations and, in the GoM, on the LCS. We ask therefore if filtering the submesoscale circulations in the SP ensembles is sufficient to reduce the surface vorticity STD at the level of the corresponding 3.5 km ensembles, or if nonlinear interactions between the submesoscale and mesoscale circulations modify and limit the mesoscale predictability by impacting the modeled evolution of the latter. To answer this question, the SP resolution runs in the active river configuration are filtered using a low-pass Butterworth filter to exclude the high frequency signal unresolved by the MP runs, and are then interpolated onto the 3.5 km horizontal resolution grid. The STD of the resulting fields still shows larger spread than the MP runs (Fig. 13B). This analysis indicates that the SP runs include interactions between the submesoscale and mesoscale circulations that affect the evolution of the LCS and decrease its predictability potential.

5 Conclusions

In this work, we explored the predictability of surface fields in the northern Gulf of Mexico using ensembles of numerical integrations performed with a regional ocean model.
Figure 13. Evolution of average STDs of surface vorticity (normalized by Coriolis) among members with the same resolution and river configuration (A), and comparison between STDs among members of MR active river runs (black dash curve), SP active river runs (black solid curve), and low-pass filtered and interpolated SP active river runs (magenta solid curve) (B).
covering 2014, 2015 and the first 8 months of 2016. The model, CROCO, extends only to 24°N and is forced at the open boundaries by the widely used HYCOM data assimilative analysis. Horizontal resolution (3.5 or 1 km) and representation of the riverine inflow (bogus and limited to the surface over an area extending offshore around the river mouth, or including a meridional momentum flux and decaying exponentially with depth at the river mouth) varied across the ensembles. Only the initial conditions differed by one day across members (up to three) in the same ensemble, and each integration lasted 5 months.

Overall, under the conditions explored by this work, the surface ocean circulation predictability is high in the northern GoM if the atmospheric forcing is known. All members and all ensembles simulate a similar LCS behavior up to 5 months. CROCO – the regional model of choice – tend to overestimate the detachment of LC eddies compared to the analysis, but does so consistently across integrations. This result, taken together with findings by Cardona and Bracco (2016) that argued for limited forecast skill in a comparable model that extended further to the South, supports the notion of an important role for the flow at the Yucatan Channel as forcing mechanism of the LC dynamics. Such outcome is in agreement with previous numerical (Ezer et al., 2003; L.-Y. Oey, 1996, 2004; Chang & Oey, 2011; Le Hénaff et al., 2012) and observational studies (Candela et al., 2002).

We focused our attention on the interactions between the Loop Current system and the Mississippi-Achafalaya River System. While Schiller et al. (2011) have shown that offshore transport associated with the interaction of the river plume and the mesoscale circulations happens frequently and in all seasons, and depends on the mesoscale variability and on topographic and wind effects, here we asked how predictable are the surface fields affected by this transport. By analyzing the sea surface height fields and the LCS position, we have shown that the LCS-MARS interaction is two-ways, with the LCS system being influenced by - and not only influencing - the freshwater plume. If the freshwater flux is strong, the northward extension of the LCS is constrained by the salinity gradients. In the regional model this influence is stronger if the riverine inflow is simulated in an active fashion with a velocity component proportional to the flux, and not like a bogus freshwater flux at the ocean surface, and increases with model resolution as frontogenetic instabilities are more prominent in submesoscale permitting simulations.

In terms of sea surface temperature and salinity, the first shows less spread than the latter, unsurprisingly. However, the two variables have opposite seasonality in their predictability signal. In summer, when the mixed layer is shallow, the SST field shows a relatively small spread among members and among ensembles, being their variability driven by the large-scale atmospheric heat fluxes. In winter, the mesoscale variability and the temperature gradients associated with the LCS in offshore waters and with turbulence over the shelf decrease the predictability potential. For surface salinity, instead, predictability is inversely proportional to the river discharge and is usually reduced in summer, especially around the LCS and over the shelf. As a result of its discharge dependency, the SSS predictability is also affected by the interannual variations in riverine input. For both SST and SSS increasing resolution and accuracy in the representation of the riverine fluxes causes the spread to increase. This is more evident for temperature than for salinity. We plan to further investigate how the configuration changes modify the propagation of freshwater anomalies throughout the water column in a separate study.

Finally, we have shown that the interactions of the mesoscale and submesoscale circulations result in nonlinear feedbacks from the smaller to the larger scales. The predictability of the surface vorticity changes in amplitude when increasing resolution but retains most of its intraseasonal and interannual signal. However, submesoscale simulations down-scaled to mesoscale resolving resolution continue to have greater spread than the MR ensembles. This is consistent with results by Sandery and Sakov (2017).
Ensemble members differ only in their initial conditions. Even though this is a key source of uncertainty in predicting the evolution of any flow field, other perturbations, such as those at the open boundaries or in model parameters or atmospheric forcing fields, could and should be investigated in future research. How uncertainty in the atmospheric forcing translates in a degeneration of ocean predictability is particularly important as intrinsic to any ocean forecast. Additionally, we note that from a theoretical standpoint, Barker (1991) has shown that the correlation between the ensemble model spread and the forecast skill may be weak at long forecast times (several times the decorrelation time scale of the flow under investigation), so the in the Gulf of Mexico our upper bound evaluation of the predictability potential may not be reliable for more than 2-3 months.
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