Negative Probability Sampling in Study of Reflection Surface Electron Spectroscopy Spectrum
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ABSTRACT

We propose a sampling method to include the negative contribution to probability density distribution in a sampling procedure. This sampling method is a universal solution for all negative probability problem and shows extraordinarily power in negative cross section problem. A Monte Carlo simulation including negative cross section contribution is developed and successfully preformed to simulate reflection electron energy loss spectroscopy (REELS) spectra for Ag and Au as examples. Excellent agreement is found between simulated spectra and experimental measurements. Notably improved fits to experimental REELS spectra in low energy loss range illustrate the method’s strength as well as the necessity of negative cross section contribution.

PACS numbers: 34.50.Bw, 73.40.-c, 02.50.Cw
Probability theory is an important tool in modern physics. A great discovery of twentieth century physics was the probabilistic nature of physical phenomena at microscopic scales, described in quantum mechanics. At present there is a firm consensus among the physicists that probability theory is both essential and necessary for physicists to describe quantum phenomena. However, at the same time, problems of physics forced physicists to consider not only using traditionally probability but also negative probability.

Dirac [1] and Heisenberg [2] first introduced probability distributions with negative values into physics in 1930s within the context of quantum theory, however, missed the significance of negative values. Two years later, the Wigner quasi-probability distribution which can and normally does go negative for states which have no classical model was introduced by Eugene Wigner to study quantum corrections to classical statistical mechanics, in order to link the wave function that appears in Schrodinger’s equation to a probability distribution in phase space. Dirac [4] not only supported Wigner’s approach but also gave a physical concept to the negative probabilities and energy. He thought that negative energies and probabilities are well-defined concepts mathematically and should not be considered as nonsense, like a negative of money and described other useful physical interpretations of negative probabilities. Pauli [5] also gave his opinion on the negative probabilities by a simple but intuitive example. In this example, Pauli demonstrated how the mathematical models work when the negative probabilities generated by the renormalization procedure.

Feynman [6] thought that the only difference between a probabilistic classical world and the equations of the quantum world is that somehow or other it appears as if the probabilities would have to go negative and then introduced the concept of negative
probability in the context of Young’s double-slit experiment and in doing so sheds a new light on the problem [7]. Later Feynman [8] wrote a special paper on negative probability where he discussed different examples demonstrating how negative probabilities naturally come to physics and beyond. Bayes formula for conditional probabilities were employed in this discussion as

$$P(i) = \sum_{\alpha} P(i|\alpha) P(\alpha),$$

where $$\sum_{\alpha} P(\alpha) = 1$$. The idea is that as long as $$P(i)$$ is positive then it is not a problem if some of the probabilities $$P(i|\alpha)$$ or $$P(\alpha)$$ are negative or larger than unity. This approach works well when one cannot measure all of the conditional probabilities $$P(i|\alpha)$$ or the unconditional probabilities $$P(\alpha)$$ in an experiment.

Although such an approach has been used in quantum physic to solve conceptual problems [9-14] and shown its advantages in shedding a new light on these problems, however, there is still a blank in application of negative probability to solve problems never solved before. Furthermore, physicists still are helpless in the face of appearance of negative probability in some well-established theories due to the lacking of reliable sampling method. Therefore, a sampling method for negative probability is desperately needed.

In this work we propose a sampling method to deal with negative probability following the interpretations from Feynman [8]. In this method, negative probability is considered as reflecting the immediate interaction of probabilities, i.e. suppression to the positive probabilities and can be performed to a system by the changing in population of a system, positive for increase and negative for decrease. It is worth noting that the states of negative
probability in whatever theories cannot happen, but they, where they are, decrease the sum probability of the integrally positive regions of the probability density distribution.

To deal with the negative probabilities in practical problem, a solid mathematical underpinning is particularly crucial. Fortunately, rigorous mathematical foundations for negative probability has been built by Burgin [15] in which negative probability was unified in the form of extended probability and a frequency interpretation of negative probability was given. Here we use a simple example to illustrate how our proposed sampling method works as shown in Fig. 1.

Let us consider a set $\Omega$ described by the probability density function $f(x)$, which consists of two irreducible parts $\Omega^+$ and $\Omega^-$ due the sign of $f(x)$, i.e. the probability density function of part $\Omega^+$ and $\Omega^-$ are, respectively, positive and negative according to the different determinate range of variable. Subsets from the set $\Omega^+$ are called provisional positive events, while subsets of the set $\Omega^-$ are called provisional negative events. These negative events are common in physic filed as an annihilation and usually connected to negative objects, such as encountering an antiparticle. Due to the different attitudes for these negative part $\Omega^-$, there are various possible treatments. The thoughtless one is employing the strict definition in conventional probability theory, this treatment is unacceptable because of the confusion in classifying the random event in the sampling procedure from the decreasing cumulative function. The most popular treatment is mandatorily neglecting these negative possibilities and simplify setting these values to zero, however, according to this approximation, these provisional negative events contributions are consciously ignored. In this work, we employed a variant of the definition of
accumulative function \( F(x) = \int_{-\infty}^{x} |f(x')| dx' \) to include the contributions from provisional negative events. Differing from the conventional sampling method, provisional negative events have possibility to be sampled with a uniform random number in this sampling procedure according to the proportion of negative events, i.e. \( |\Omega^-|/(\Omega^- + |\Omega^+|) \). After determining the quantitative information about these provisional negative events, we employed the essence of the “demon algorithm” method [16], a Monte Carlo method for efficiently sampling members of a micro canonical ensemble with a given energy, to take into account these provisional negative events in the detailed application procedure as shown in Fig. 1(b). A “bank account” of these sampled negative events is added to the system and is able to store and provide the sampled negative events treated as a suppression to the probability of opposite event’s occurrence. If a negative event occur, the corresponding suppression capability is transferred to the bank account. For a sampled positive event, the bank provide this “savings” which matching present positive event, then cancel the current sampling process if it is available. This bank account allows no overdraft and it does not interact with the system beyond exchanging the probability of sampled event’s occurrence. Note that the additional negative event “bank” does not alter a system which is composed of large number of statistical tests.

Lots of well-developed theories will meet negative probability situation and the reason for some of them is still unknown. The most typical one is the theoretical negative cross section trouble in particle transport studies. These negative cross sections are sometime unexpectedly appeared in various theoretical approach especially when one want to determine both the position and velocity of a particle at the same time, such as the absorption and scattering cross sections for neutron inside a solid [17,18] and inelastic
scattering cross sections for electron in the vicinity of a material surface [19,20]. Fortunately, presented sampling method can be employed to investigate these negative cross section, i.e. negative probabilities contribution.

In the next few paragraphs, we will focus on these theoretical negative cross section problems in electron spectroscopy techniques as an example to illustrate this presented method’s strength. A quantitative understanding of electron spectroscopy techniques based on the analysis of reflected, transmitted, or emitted electrons from solid surfaces relies on an accurate description of the inelastic interaction of electrons with solids through bulk excitation and surface excitation. The inelastic interaction can be described by an important parameter, the electron inelastic mean free path (IMFP) [21]. In the bulk of a solid, the IMFP can be accurately described within the semi-classical dielectric formalism for infinite media [22], while it is position-dependent due to the spatially varying inelastic interaction when electrons are crossing an interface between two different media. A collective response of the electrons in the surface region of a solid due to the passage of electrons through the interface was predicted in the 1950s by Ritche [23] and confirmed experimentally by Powell and Swan [24]. A number of models have been developed in the last decades to calculate the quantitative information about this surface electronic excitation, i.e. position-dependent IMFP. Different approaches and approximations have been adopted: some models assume a simplified dielectric response of the solid using a classical electron-dynamics framework [23,25-28] whereas others use many-body quantum theory [29-32]. Simplifying mathematical assumptions are often made in order to highlight the relevant physics, to obtain more treatable expressions, and to keep the computation time within reasonable limits. Unfortunately, it thanks to these assumptions
that all the theories available give negative IMFP values in some circumstances, for further information see [33]. Even the most mature theory within quantum mechanical formworks based on derivation of the complex inhomogeneous self-energy of the electrons is not exempt [31,32]. Fig. 2(a) show the differential inverse inelastic mean free path (DIIMFP) in the vicinity of the surface for electrons with energy of 1500 eV normal incident/emission cases from Au. The negative DIIMFP values will appear for the outgoing trajectory in a certain range of distances in the vacuum side of the sample. These negative values only appear when electron emission from the surface in the vacuum, it is smaller the further away from the surface due to the decrease in surface excitation. These negative values are more significant in the plot of inverse inelastic mean free path (IIMFP) as a function of electron depth as shown in Fig. 2(b) and its inset. The local values of IIMFP which depend on electron position can been obtained by integrating DIIMFP over the energy loss. We produced three separate IMFPs for emission electrons: traditional IIMFP only from the positive part of DIIMFP (black line); negative IIMFP only from the negative part of DIIMFP (blue line); variant IIMFP from the absolute values of DIIMFP (red line). The traditional IMFP is calculated by the popular attitude by throwing away these negative values and setting them to zero. The negative IIMFP shows significant negative values in the vacuum side, and reaches its minimum in the distance of about 12 Å. These negative cross section contribution can be estimated from the deviations between the presented IIMFP and traditional IIMFP. This deviations become larger firstly as the increasing distance when electrons moving away from surface due to the increasing share of the negative values to the total DIIMFP, and then smaller due to the decrease in surface excitation. From the percentage of negative values contribution in Fig. 2(c), these negative
values in DIIMFP predominating in a few angstrom for an electron emission from a solid where the DIIMFP has a contribution only from surface excitations. From recent research [34], the so-called super-surface electron scattering, i.e. electron energy losses in vacuum above the surface of a medium, has been shown to contribute significantly to electron spectra, it is anticipated that including these negative probabilities contributions will change the transport behavior of signal electron escaping from a solid surface and give an impact on the simulated surface electron spectra but preserve more fidelity from the corresponding theory.

To prove our point, we employed the present sampling method for negative cross section problem in theoretical simulation of reflection electron energy loss spectroscopy (REELS). Fig. 3 illustrates the detail of presented sampling method works in theoretical predicting REELS spectrum by Monte Carlo method. Panel (a) shows a schematic of physical mechanism in theoretical simulation REELS spectra in presentation of Monte Carlo technique, the detail information can be found in [33]. The Monte Carlo method is able to simulate the zigzag trajectory of the electrons inside the solid as well as the energy loss of the probing electrons as a consequence of multiple inelastic scattering processes inside both the vacuum and the solid. In this study, we employ the variant IIMFP together with elastic cross section, i.e. Mott’s cross section [35] to sampling the electron flight length between the successive individual scattering events, then use another random number to choose the type of scattering event according to the share of the elastic cross section, positive and negative inelastic section. In an elastic event, the scattering angle is sampled to decide the new direction of the electron movement after the collision with and atom. For a negative inelastic event, a random number produces an “opposite energy loss” from the negative
part of DIIMFP, which is defined as suppression to the probability of occurring a matching energy loss process in a positive inelastic event. Instead of preforming this “opposite energy loss” immediately as an energy gain process, we store this negative event in a special “bank” for a while. When a positive inelastic event occurs, we sampling an energy loss from the positive part of DIIMFP, then take inventory of matching opposite events in this bank. If no matches, we accept this energy loss process to the current electron; otherwise, cancel this sampling results and continue the simulation. After the simulation, we can obtain the faithful spectra which take into account the negative cross section contribution. Note that, according to the present simulation model, the contribution from negative cross section was treated as a suppression to the probability of occurring energy loss event for all signal electrons instead of a simple energy gain process for a certain electron. To demonstrate the importance of the negative cross section in visible way, its contribution are estimated by tracking the canceling records of energy loss process during simulation and displayed as spectra form, i.e. negative contribution spectrum. The positive contribution spectrum can be easily obtained by deducting the negative contribution from the faithful spectra as shown in Fig. 3(d).

The simulated and measured Ag and Au REELS spectra with energy step 0.05 eV are compared in Fig. 4. The simulated spectra are normalized to and convolved with the elastic peak taken from the respective measurement. Besides faithful spectra as well as two intermediate spectra, i.e. positive and negative contribution spectra from present Monte Carlo simulation, the traditional spectra [36,37] are also presented for comparison in which the negative values are set to zero. From the negative contribution spectra, it is clear that the suppression to surface excitation caused by the negative cross section results in a
reduction to energy loss peak, but enhancement to the elastic peak in the simulation. Furthermore, we also notice that the positive contribution spectra and the traditional spectra have almost the same values, and these tiny deviations origin from the slight difference of electron trajectories imply that the negative cross section weakly influence on the trajectories of signal electrons, but strongly affects the intensity of spectra directly. The deviations between faithful spectra and traditional spectra must be due to the contribution of negative cross section in present Monte Carlo simulation model. The use of presented sampling method results in REELS spectra that smaller than those from the traditional one over the whole energy range except the elastic peak, and also shift the surface excitation peak a little bit toward higher energy side. From comparisons with experimental spectra, agreement was improved from present simulation than traditional one and these improvements in comparison with measurements were amazing for the intensity of surface excitation in the low energy range, however, not significant for high energy losses due to stronger effects of multiple scattering. Significant improvement in comparison with experimental measurements verified the accuracy of the present sampling method and Monte Carlo model, since it is the first Monte Carlo simulation model including negative cross section contribution. This example is not revolutionary in the sense that although this present sampling method solved problems never solved before, but did not play a decisive role. However, this work provides a new attitudes toward the unexpected negative probability in theory that we should include these negative probability contribution in theoretical calculation at least once even without any clue, and then investigate the reasonability of these negative probability according to the compassion results.
Thoughtless neglecting these negative probabilities, we never have the opportunity to reveal the underlying mechanism hiding behind negative probability.
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FIGURE LEGENDS

Fig. 1 A schematic diagram of present sampling method for negative probabilities. Thin solid line represent the probability density function $f(x)$ and symbol $\Omega^+, \Omega^-, |\Omega^-|$ is the positive part, negative part, absolute values of negative part, respectively. The thick solid line represent the corresponding accumulative function $F(x)$.

Fig. 2 A plot of the DIIMFP (a) for electrons of 1500 eV normal incident/emission for Au at different vertical distances measured from the surface. The corresponding traditional IIMFP, negative IIMFP and presented IIMFP as a function of the distances when electron in the vacuum side (b) and in both vacuum and solid sides (inset) are show as well as the negative IIMFP percentage in the vacuum side (c).

Fig. 3 A schematic of physical mechanism in theoretical simulation REELS spectra using Monte Carlo method (a) and the detailed information about present sampling method in this simulation including, positive inelastic event (b), negative inelastic event (c) and the simulated faithful spectra and two intermediate contribution spectra (d). Two sets of matching events are shown in (b) and (c).

Fig. 4 Comparison of the measured and simulated REELS of Ag (a) and Au (b) for 1500 eV and the angle of incidence of the primary electron beam was 50° for Ag, 35° for Au while the angle of the analyzed beam was 0° with respect to the surface normal.
FIGURES

(a) Schematic diagram of the energy distribution of a system.

(b) Flowchart illustrating the process of sampling and matching.

(c) Graphs showing the energy loss distribution and percentage of HMFP for different z values.
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