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ABSTRACT
Can we employ one neural model to efficiently dismantle many complex yet unique networks? This article provides an affirmative answer. Diverse real-world systems can be abstracted as complex networks each consisting of many functional nodes and edges. Percolation theory has indicated that removing only a few vital nodes can cause the collapse of whole network. However, finding the least number of such vital nodes is a rather challenging task for large networks due to its NP-hardness. Previous studies have proposed many centrality measures and heuristic algorithms to tackle this network dismantling (ND) problem. Different from theirs, this article tries to approach the ND task by designing a neural model which can be trained from tiny synthetic networks but will be applied for various real-world networks. It seems a discouraging mission at first sight, as network sizes and topologies are quite different across distinct real-world networks. Nonetheless, this article initiates insightful efforts of designing and training a neural influence ranking model (NIRM). Experiments on fifteen real-world networks validate its effectiveness for its mostly requiring fewer vital nodes to dismantle a network, compared with the state-of-the-art competitors. The key to its success lies in that our NIRM can efficiently encode both local structural and global topological signals for ranking nodes, in addition to our innovative labelling method in training dataset construction.

CCS CONCEPTS
• Mathematics of computing → Graph algorithms; • Computing methodologies → Learning to rank.
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1 INTRODUCTION
Most real world systems, like airport transportation [15, 50], power grid [1, 18], Internet infrastructure [54] and etc., can be abstracted as complex networks each consisting of many functional nodes and edges, denoted by $G = (V, E)$ with $N$ nodes in $V$ and $M$ edges in $E$. In practical applications, it has been often reported that the failure of a few nodes and/or edges could significantly degrade the functionality and stability of a network, even leading to the system collapse. A typical example was the Italian nationwide blackout on September 28 2003 due to cascading failures of power stations starting from a single powerline [17]. Another recent example was the outage of the Internet service of the American operator Century Link [29] on August 30, 2020 arising from a single router malfunction.

Many efforts have been devoted on studying the dynamics and properties of network stability under different failure scenarios [3, 44]. Some insights have been gained from studying network failure processes, including cascading failure [12], network percolation and phase transition [13, 30, 36]. One of important insights is that a single node can disenable its attached edge(s), which may further cause the failure of its neighboring nodes. Furthermore, if a few nodes are disenabled at the same time, their removals could not only cause local structural damages but also lead to global topological collapse. This observation has recently motivated lots of studies on how to select a few vital nodes to attack, such that their removals can dismantle a network, i.e., the network dismantling problem.

The network dismantling (ND) problem is to determine a target attack node set (TAS), denoted by $V_t$ ($V_t \subseteq V$), for its removal leading to the disintegration of a network into many disconnected components, among which the giant connected component (GCC), denoted as $G \setminus V_t$, is smaller than a predefined threshold. The objective of network dismantling is to find such a TAS $V^* \subseteq V$ with the minimum size, that is,

$$V^* \equiv \min \left\{ V_t \subseteq V : |G \setminus V_t|/N \leq \Theta \right\}$$

(1)

where $\Theta$ is the predefined dismantling threshold. The ND problem has been proven as NP-hard [10], and many solutions have been proposed to find a suboptimal TAS for large networks [22, 25, 37, 57].

Recently, some researchers have considered on applying deep learning techniques for problems of combinatorial optimization on graph [14, 19, 46]. For example, many Graph Neural Networks (GNNs) [26, 53, 58] have been designed and applied to find feasible solutions for a large class of graph optimization problems, like the maximum cut, minimum vertex cover, maximum independent set problem. Also some GNNs have been designed to approximate some global centralities of a node [16, 21, 33], which normally with
high computation complexities due to graph-wide operations. For example, the betweenness centrality requires to first find the shortest path for any pair of nodes. With the powerful representation capability of a GNN, such graph centralities or metrics can be approximated with high accuracy and low computational complexity.

For network dismantling, it is also very intriguing to ask the question about whether we can design and train a neural model to output the target attack node set for any input network? However, this question has not yet been well studied in the literature to our best knowledge. This may be due to the fact that not only network sizes but also topological characteristics are quite different across different real-world networks, which seems to discourage applying one neural model to dismantle different networks. Nonetheless, this article presents an affirmative answer to the question through our initiative efforts of designing an effective neural model for network dismantling.

In this article, we are interested in the following question: Can we find a smallest TAS to dismantle any real-world network via a neural model? That is, given an input graph \( G \) with its adjacency matrix \( A \), a neural model can output a dismantling score \( s_i \in \mathbb{R} \) for each node \( v_i \) to facilitate the selection of target attack nodes. In this article, we design and train a neural model, called neural influence ranking model (NIRM), for the network dismantling problem. Some challenges on designing and training a neural model have been addressed in this article:

- Design a neural model: The influence of a node to the stability of a whole network should be not only evaluated from its own structural characteristics, but also compared with other farther apart nodes.
- Train a neural model: The training dataset as well as the so-called ground truth labels for training a neural model are not available, not even mention to their appropriateness and trustfulness.

In NIRM, we learn both local structural and global topological characteristics for each node, so as to compute and fuse its local and global influence scores for outputting each node a dismantling score. Our NIRM model is trained by some tiny synthetic networks of no more than thirty nodes, where we can find the optimal TAS(s) via exhaustive search. We design a labelling rule for selected target nodes and propose a training score propagation algorithm to obtain labels for other nodes. We conduct extensive experiments on various real-world networks, and results validate the effectiveness of our neural model: Compared with the classic approaches and state-of-the-art competitors, the proposed NIRM performs the best for most of real-world networks.

The rest of the paper is organized as follows: Section 2 reviews the related work. The design and training details of our NIRM are introduced in Section 3 and Section 4, respectively. Section 5 presents the experimental results. Finally, Section 6 concludes the paper.

2 RELATED WORK

2.1 Deep Learning on Node Ranking

Recently, the problem of ranking nodes on a graph has been revisited from deep learning viewpoint and some neural models have been designed. Centrality-oriented approaches focus on fast approximating the relative rank of nodes in terms of their centralities to reduce computation complexity [21, 24, 33–35, 40]. Grando et al. [24] propose to estimate eight graph centralities by a neural network with degree and eigenvector as input features. Fan et al. [21] propose a GNN-based encoder-decoder framework to select the top-K highest betweenness centralities. Sunil et al. [34] propose a neural model to predict both betweenness and closeness centrality.

Some other neural ranking approaches do not estimate nodes’ centralities, but directly output ranking scores for some downstream tasks [38, 48, 51, 56]. For example, Song et al. [48] introduce a variant of Recurrent Neural Network for node ranking in heterogeneous temporal graphs to dynamically estimate temporal and structural nodes’ influences over time. Yu et al. [56] propose a CNN-based model to identify critical nodes in temporal networks. Park et al. [38] presented an attentive GNN for predicate-aware score aggregation to estimate entity importance in Knowledge Graphs.

2.2 Network dismantling

Network dismantling is a typical discrete combinatorial optimization problem. Attacking different TAS will lead to inestimable combinatorial effects on network connectivity. Most existing solutions to the ND problem can be generally divided into two categories: centrality metric-based and network decycling-based. For the former, the basic idea is to first compute some centrality metric for each node, and then rank nodes and select the top-K important nodes to form TAS. Some commonly used centralities include degree centrality (DC) [2], closeness centrality (CC) [7], betweenness centrality (BC) [23], eigenvector centrality (EC) [9] and etc. Recently, Collective Influence (CI) [36] was proposed as an improved version of DC, which quantifies the importance of a node by considering not only its one-hop neighbors but also its high-order neighbors.

The network decycling-based approaches, including the Min-sum [10], BPD [37], CoreHD [57] and etc., tried to first finding those nodes whose removals can cause an acyclic network, that is, a network does not contain loops. Next, a kind of greedy tree-breaking algorithms are used to break the residual forest into small disconnected components. In addition, after determining the TAS, some nodes can be reinserted back into the original network, if such reinsertion would not cause the increase of the residual GCC. For example, the BPD [37] applies the spin glass theory to solve the feedback vertex set problem when searching nodes for breaking all network loops. Besides, the GND [41] proposes a spectral approach unifying the equal graph partitioning and vertex cover problem, iteratively partitioning the network into two components.

3 NIRM: A NEURAL INFLUENCE RANKING MODEL FOR NETWORK DISMANTLING

The proposed neural influence ranking model (NIRM) takes the adjacency matrix \( A \in \mathbb{R}^{N \times N} \) of a network as input, and outputs a vector of dismantling scores \( s \in \mathbb{R}^{N \times 1} \) for all nodes. Although different input networks are with different sizes (viz., different \( N \)), we design several neural modules not only for converting network dimensions but also for learning nodes’ representations. Note that all learnable parameters in neural modules are trained from tiny synthetic networks. We compute local and global influence scores.
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Figure 1: The NIRM framework: The upper left part is feature scoring that generates initial scores by converting local features. The lower left part illustrates GAT, which encodes initial scores between neighbors as well as neighborhood structure for learning each node representation. Local scoring and global scoring respectively evaluates a node’s influence to the stability of node-centric local structure and network-wide global topology. The final dismantling score is a fusion of local score and global score. The upper right part marks the selected attack nodes in red, which are the same as one of optimal solutions by exhaustive search.
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Figure 2: Illustration of training score initialization, propagation and labeling. For a tiny synthetic network, exhaustively search the optimal dismantling sets (\{02, 03, 07\} and \{02, 03, 08, 09\} in the given example), and initialize the training score for a node as its normalized appearances in the optimal dismantling sets. For each vital node (colored blue), its initial score is equally propagated to its one-hop neighbors. After score propagation, a node training score is the sum of its own and its received scores (if any), of which the normalized rank is ground truth influence label. The number next to each node in the third figure is its training score. The forth figure presents the ranking results according to the training scores.

3.1 Feature engineering

This module is to construct a feature vector for each node based on the adjacency matrix of input network. Although many attributes and measures, either local node-centric or global network-wise, can be used as features, we prefer to focus on those local ones, as they do not incur too much computation burden. Specifically, our NIRM uses the following five local node-centric attributes to construct a local feature matrix \( X \in \mathbb{R}^{N \times 5} \), where each row is the feature vector \( x_i \) for node \( v_i \), consisting of (1) the number of its one-hop

based on learned nodes’ representations and fuse them to output dismantling score.

Fig. 1 presents the NIRM architecture, which consists of the following modules: (1) feature engineering, (2) feature scoring, (3) representation encoding, (4) local scoring, (5) global scoring, and (6) fusion and rank.
neighbors, viz., its degree; (2) the number of its two-hop neighbors; (3) average degree of its one-hop neighbors; (4) its local clustering coefficient; (5) a constant for regulation. These features contain the basic neighborhood information of a node, revealing its local connectivity and structure characteristics to some extent.

### 3.2 Feature scoring

This module is to make an initial evaluation of the importance to network stability for each node based on its local feature. On the one hand, we want to measure a node’s connectivity and structure characteristics; On the other hand, we also would like to make a network-wide importance estimation from local feature across all nodes. To this end, we use a fully connected neural network with a network-wide shared kernel to convert local features into scores:

\[
s_i^{\text{init}} = \text{ReLU}(W_i x_i^T + b_i),
\]

where \(s_i^{\text{init}}\) is the initial score of node \(v_i\). \(W_i\) and \(b_i\) are the shared kernel with learnable parameters. We note that other neural networks can also be used for initial scoring.

### 3.3 Representation encoding

This module is to encode the initial score of each node together with its neighbors’ scores, yet in a discriminate way, into a representation vector in a latent space. After feature engineering and scoring, the initial score could reflect a node’s influence to network stability to some extent. However, the initial score obtained from network-wide conversion only focuses on statistical metrics in the node-centric ego-net, which may not well exploit neighbors’ properties as well as multi-relational interactions between neighbors. We would like to further mine potential neighborhood interactions for evaluating the influence of a node specific to its structure. To this end, we employ the graph neural network technique for encoding nodes’ representations.

We introduce Graph Attention Network (GAT) [49] consisting of \(L\) neighborhood aggregation (NA) layers to learn nodes’ representations from their initial scores and high-order structure information. The input is the initial score vector \(s^{\text{init}}\), and output is the representation matrix \(H\). Each NA layer applies \(H\) attention heads to encode node-centric structural properties from different views. We take a node \(v_i\) for example to introduce the core operations in \(l\)-th NA layer:

- Compute the coefficients \(a_{ij}^h\) between \(v_i\) and its one-hop neighbors \(v_j \in N_i\) (including itself) by the \(h\)-th attention head \(a_h\) (as its transposition):
  \[
a_{ij}^h = \frac{\exp[\text{LeakyReLU}(a_h^T h_{ij})]}{\sum_{v_k \in N_i \cap N_j} \exp[\text{LeakyReLU}(a_h^T h_{ik})]},
\]

  where \(h_{ij} = h_{ij}^{(l-1)} || h_{ij}^{(l-1)}\) stands for the concatenation of the hidden embeddings from the \((l-1)\)-th NA layer.

- Aggregate the converted neighborhood hidden embeddings in a weighted way to obtain an aggregation embedding \(m_i^h\) for the \(h\)-th attention head:
  \[
m_i^h = \sum_{v_j \in N(i) \cap N_i} a_{ij}^h W_2 h_{ij}^{(l-1)}.
\]

- Concatenate the converted aggregation embeddings for \(H\) attention heads to output the hidden embedding \(h_i^h\) for the \(l\)-th NA layer.
  \[
h_i^h = \|_{k=1}^H \text{ReLU}(m_i^h).
\]

Neighboring nodes influence each other through their own initial scores as well as local structural properties. For one NA layer, low-order structural information are attentively encoded for node representation learning. Through multiple NA layers, L-hop apart neighbors are also included in representation learning, which can help to capture high-order neighbors’ influences as well as some high-order topological information.

### 3.4 Local scoring

This module is to evaluate the local influence of each node, for its removal, to the destruction of the local network structure centered to the node. From a node-centric view, one could expect that if a node is with more similar neighbors, then its removal may not only influence the connectivity of its local structure, but also cause further instability cascade through its similar neighbors. For such considerations, we propose to compute a local influence score \(s_i^{\text{local}}\) for each node \(v_i\) as follows:

\[
s_i^{\text{local}} = \frac{1}{|N_i|} \sum_{v_j \in N_i} \langle h_i, h_j \rangle + \bar{d}_i,
\]

where \(\langle \cdot, \cdot \rangle\) stands for the dot product of two vectors, and \(\bar{d}_i = d_i / d_{\text{max}}\) is the normalized node degree and \(d_{\text{max}}\) the largest degree of input network.

### 3.5 Global scoring

This module is to compare the global influence of one node, for its removal, to the possible damage of the global topology with that of other nodes. Consider that two nodes are with similar local structure but distant from each other. As the dismantling is for the whole network, it is necessary to further distinguish the importance of the two nodes for their global ranking. For such considerations, we design a global projection operator \(P\) to learn a global influence score for each node:

\[
s_i^{\text{global}} = \langle P^T, \hat{h}_i \rangle,
\]

where \(\hat{h}_i = \sum_{v_j \in N_i \cup N_i} \frac{1}{\sqrt{|N_i| + 1}} \cdot h_j\).

### 3.6 Fusion and rank

This module is to fuse the local score \(s_i^{\text{local}}\) and global score \(s_i^{\text{global}}\) as the dismantling score \(s_i^{\text{dis}}\) for each node. As we have already designed sophisticated mechanisms for computing \(s_i^{\text{local}}\) and \(s_i^{\text{global}}\), we simply add up the two scores for \(s_i^{\text{dis}}\), that is,

\[
s_i^{\text{dis}} = s_i^{\text{global}} + s_i^{\text{local}}.
\]

Finally, nodes are ranked according to their dismantling scores.
We first introduce how to construct training datasets from synthetic networks. The NIRM model requires node features matrix $X$ and the sparse adjacency matrix $A$ as input, which can be applied to any given network to infer dismantling scores. The time complexity of NIRM consists of three parts, the first part explicitly learns the initial score from local feature, which takes $O(|V|)$ and $V$ is the number of nodes. The second part GAT applies the self-attention mechanism to encode high-order structure and neighbors information into topology representation, the time complexity of the embedding process is $O(L(|V| + |E|))$, where $L$ is the number of propagation layers(e.g., 3), $E$ is the number of edges. After GAT, then combine the local influence scores and global influence scores to sort nodes in the entire graph, where the time complexity of calculating the local and global influence scores is $O(|E|)$, $O(|V|)$ respectively and the node ranking operation takes $O(|V| \log |V|)$. Therefore, the overall complexity of the NIRM model is given by $O(|V| + |E| + |V| \log |V|)$.

### 3.7 Complexity analysis

The NIRM model requires node features matrix $X$ and the sparse adjacency matrix $A$ as input, which can be applied to any given network to infer dismantling scores. The time complexity of NIRM consists of three parts, the first part explicitly learns the initial score from local feature, which takes $O(|V|)$ and $V$ is the number of nodes. The second part GAT applies the self-attention mechanism to encode high-order structure and neighbors information into topology representation, the time complexity of the embedding process is $O(L(|V| + |E|))$, where $L$ is the number of propagation layers(e.g., 3), $E$ is the number of edges. After GAT, then combine the local influence scores and global influence scores to sort nodes in the entire graph, where the time complexity of calculating the local and global influence scores is $O(|E|)$, $O(|V|)$ respectively and the node ranking operation takes $O(|V| \log |V|)$. Therefore, the overall complexity of the NIRM model is given by $O(|V| + |E| + |V| \log |V|)$.

### 4 MODEL TRAINING

#### 4.1 Training datasets

We first introduce how to construct training datasets from synthetic networks. In network science, some generative models have been widely accepted for producing synthetic networks, including Erdős-Rényi (ER, $p = 0.1$) [20], Watt-Strogatz (WS, $k = 4, p = 0.1$) [52], Barabási-Albert (BA, $m = 3$) [5] and Power-law-Cluster (PLC, $m = 3, p = 0.05$) [28]. Such synthetic model networks can well reflect one or more kinds of topological characteristics of many real-world networks, such as uniform or power-law node degree distribution. We use these generative models to produce a large number of tiny synthetic networks to compose a training dataset. Each synthetic network contains only a few of nodes (randomly selected from 20 to 30).

We use exhaustive search to first find the optimal TAS(s) for each tiny synthetic network. Note that the computational cost of exhaustive search increases exponentially with the increase of network size. This is also why we only use small-scale synthetic networks for training dataset. Further notice that for a synthetic training network $G_t = (V_t, E_t)$, there could exist more than one optimal TAS. For $G_t$, let $T_t$ denote the set of its optimal TASs. For each node $v_i \in T_t$, we count its frequency of appearing in different TASs, denote by $N_i$. Furthermore, let $N_{max}$ denote the maximum of $N_i$. Then for each $v_i \in T_t$, we set its initial training score $c_i^0$ to $N_i/N_{max}$.

Although the aforementioned approach can set a so-called ground-truth score for each node $v_i \in T_t$, there could exist some node $v_j \in V_t \setminus T_t$ with no such a score, i.e., $c_j^0 = 0$. On the one hand, such a node $v_j$ may still play a role to network stability, though only with a smaller influence. On the other hand, the objective of our neural model is to output dismantling scores for final ranking. To take care of all nodes and avoid the unbalance of score, we propose the following training score propagation algorithm to propagate the initial training score of a node $v_i \in T_t$ to its one-hop neighbors:

$$c_i = \sum_{v_j \in X_i} c_{ij} / |N_j| + c_i^0, \forall c_i \in V_t, \tag{9}$$

where $N_j$ is the set of $v_j$’s neighbors and $c_{ij}^0$ denotes initial training score of $v_j$, which is equally allocated to $v_j$’s neighbors (divided by the number of its neighbors). After score propagation, training score $c_i$ of node $v_i$ is the sum of its own and its received scores.

Fig. 2 illustrates the training score initialization, propagation and labeling by an example network.

#### 4.2 Loss function

Let $c$ denote the nodes’ scores of an instance in the training dataset, and $\hat{s}$ is the estimated scores of NIRM. The loss of one training network is defined as the following mean square error:

$$Loss = \frac{1}{|V|} \sum_{v_i \in V} (c_i - \hat{s}_i)^2. \tag{10}$$

We implemented the NIRM in the PyTorch framework and used the Adam optimizer to train the model. During the training, we decay...
In our NIRM, the learnable parameters include $W_1$, $b_1$ in feature scoring, $a_{l,h}$ ($l = 1, ..., L$, $h = 1, ..., H$), $W_2$ in representation learning, and $P$ in global scoring. There are in total 854 learnable parameters in our model. We generate 4,000 synthetic model networks with 95% as training instances and 5% as validation instances.

5 EXPERIMENT RESULTS AND ANALYSIS

5.1 Experiment settings

We evaluate NIRM on fifteen real-world networks from various domains, including infrastructure network, communication network, collaboration network, malicious network and etc. Table 1 presents the characteristics and statistics of these real-world networks, model configurations and training hyper-parameters can be found in Table 2. All the experiments were conducted on an 8-core workstation with the following configurations: Intel Xeon E5-2620 v4 CPU with 2.10GHz, 32GB of RAM and Nvidia GeForce GTX 1080Ti GPU with 11GB memory. We release our code on Github at: https://github.com/JiazhengZhang/NIRM.

5.2 Dismantling strategy

For an input network, our NIRM outputs all nodes’ dismantling scores for ranking, so enabling two dismantling strategies. The first one, called one-pass dismantling, just selects the top-$K$ nodes according to their dismantling scores, such that the removal of only such $K$ nodes can lead to the normalized size of GCC (NGCC) in the residual network not exceeding the threshold $\Theta$. NGCC is defined as the number of nodes in GCC divided by that of the original network. The second one, called adaptive dismantling, only selects the top-1 node to remove; While the residual network after removing such one selected node will be input again to output a new node for next removal; Such selection-and-removal process will be repeated until the NGCC satisfies the threshold.

5.3 Baseline methods

We compare NIRM with other state-of-the-art approaches which focus on estimating node importance, approaches for network dismantling can be generally classified into two categories according to the corresponding dismantling strategies.

One-pass approaches, common metric-based approaches mostly belong to this category, various baselines are selected and their introduction are listed below:

- DC (Degree Centrality) [2]. Sequentially remove nodes in order of degree centrality.
- CI (Collective Influence) [36]. CI is defined as the product of the node degree (minus one) and total degrees of neighboring nodes at the surface of a ball of constant radius.
- EC (Eigenvector Centrality) [9]. EC is based on the idea that the more important a neighboring node is connected, the more important that node is.
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Figure 4: Comparison of adaptive dismantling performance on the fifteen real-world networks. (A) The smaller the normalized size of TAS $\rho$, the darker the color. Among the 15 networks, the NIRM achieves the best on 14 network, and the second best on 1 networks. The bottom row provides the average $\rho$, where ours is 24.76 and the second best is 28.81. (B and E): The selected attack nodes (red) by NIRM are fewer than those of one-pass dismantling: 37.52% vs. 55.35% in Roget, and 22.60% vs. 34.98% in HM. (C and F): the NGCC when removing different fractions of target attack nodes. (D and G): the dismantling performance $\rho$ against different dismantling thresholds $\Theta$.

- BC (Betweenness Centrality) [23]. BC is a path-based metric that counts the number of shortest paths through node.
- CC (Closeness Centrality) [7]. CC measures the average distance between the node and other nodes.
- HC (Harmonic Centrality) [8]. HC is a variant of the CC algorithm that can be applied to disconnected network.
- PC (Percolation Centrality) [39]. PC quantifies relative impact of nodes based on their topological connectivity, as well as their percolation states.

Adaptive approaches, we also explore the performance of adaptive approaches on network dismantling, details of these approaches are described as follows:

- DC [2]. The adaptive version of DC, which recalculates the node degree centrality in the remaining network after each removal.
- CI [36]. The adaptive version of CI, which measure the importance of nodes based on the local structure of a ball of radius around every node.
- BPD [37]. BPD considers the spin glass theory and proposes a belief propagation-guided decimation algorithm. It first remove nodes until eliminating all the loops in the residual network. After that, BPD check the size of tree components and iteratively removes the root node.
- CoreHD [57]. CoreHD is similar with BPD in that both have eliminating loops and tree breaking. First remove the nodes with the highest degree from the 2-core of the network in an adaptive way. After the 2-core is empty, it adopts greedy tree-breaking algorithm.
- GND [41]. GND proposes a spectral approach of node-weighted Laplacian operator. In each step, it partitions the remaining network into two components, and remove a set of nodes which covers all of the edges between two non-overlapping components at minimal cost.
- FINDER [22]. FINDER is a reinforcement learning-based method. It encodes the state (remaining network) and all possible actions (remove node) into embedding vectors, so that it take action $a$ that represents the maximum expected rewards given state $s$.
- NSKSD [4]. NSKSD consider the overlapping effects between nodes, and introduced novel metrics KSD and NS. It proposed the double-turns selection mechanism to remove nodes in an adaptive way.

Note that some centrality-based approaches, e.g. BC, CC, EC, are not included in adaptive approaches, though they can be applied for adaptive dismantling, their adaptive versions are with great computation burdens yet not satisfactory dismantling performance. In addition, we implement NIRM as well as other state-of-the-art approaches without node reinsertion.

5.4 Performance evaluation

We first compare the one-pass dismantling performance of our NIRM with that of seven commonly used ranking metrics. Fig. 3 A presents the dismantling performance in terms of the normalized
Figure 5: The NGCC when removing different fractions of target attack nodes under one-pass dismantling.

Figure 6: The NGCC when removing different fractions of target attack nodes under adaptive dismantling.

size of TAS (denoted by $\rho$ and $\rho = \frac{|V_{tas}|}{|V|}$) for fifteen real-world networks, when setting the dismantling threshold $\Theta = 0.01$. Fig. 3 B and E visualize the attack nodes (red) in Roget and HM to illustrate that our model is capable of identifying critical nodes for network dismantling. For different dismantling thresholds $\Theta$ in Roget and HM, as shown in Fig. 3 D and G, NIRM consistently outperforms competitors. Our NIRM achieves the smallest $\rho$ in twelve real-world networks, and three smallest in three networks. On average, the NIRM selects about 36.58% attack nodes to dismantle a network; while the second best one requires attacking 40.41% nodes.

We next focus on the adaptive dismantling strategies. In general, as each iteration of selection-and-removal is for a particular input network, it can be expected that the performance of adaptive algorithm would be better than its one-pass version. We note that although the BC, CC, HC, PC and EC algorithm can also be applied for adaptive dismantling, they are not included for comparison, as...
employing recent deep learning techniques. The main challenge is from the fact that real world networks are with diverse sizes and distinct characteristics, which seems to discourage the use of a single neural model for different networks. In addition, training a neural model faces the difficulties of unknown ground truth labels, especially for large networks. Nonetheless, this article has provided an insightful trial of designing and training a neural influence ranking model for network dismantling. The key design philosophy is to encode local structural and global topological characteristics of each node for ranking its influence to network stability. Another factor of success is from our score propagation for only recruiting tiny synthetic networks for model training.

Experiments on fifteen real-world networks have validated our NIRM as a promising solution to the network dismantling task. Yet we would like to note again that it is this style of training from tiny but applying for real-world networks, could open a new window for further investigations. Indeed, we acknowledge that our neural model is far from perfection, and many advances can be expected. In NIRM, only a few local attributes are crafted as initial features. A possible extension is to also take care of the node-centric motifs [47] for feature encoding. Also our global project kernels are somewhat plain, while sophisticated modules like Parametric UMAP [45] and techniques like contrastive learning [55] can also be tried. Finally, we would like to expect further investigations on more delicate labeling strategies as well as training mechanisms.
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Table 3: Ablation study of dismantling performance $\rho$ when using node intermediate scores and final scores to select attack nodes.

(A) Adaptive dismantling

| Methods  | UsPower | P-H  | Ca-GrQc | Infectious | Bible | HM   |
|----------|---------|------|---------|------------|-------|------|
| NIRM-IS  | 12.37   | 53.95| 32.23   | 65.61      | 41.06 | 26.43|
| NIRM-GS  | 67.86   | 89.35| 74.43   | 96.83      | 83.42 | 89.24|
| NIRM-LS  | 9.05    | 27.55| 13.32   | 55.85      | 20.47 | 24.17|
| NIRM     | 8.58    | 25.70| 11.98   | 54.88      | 19.35 | 22.60|

(B) One-pass dismantling

| Methods  | UsPower | P-H  | Ca-GrQc | Infectious | Bible | HM   |
|----------|---------|------|---------|------------|-------|------|
| NIRM-IS  | 18.94   | 86.80| 35.95   | 79.02      | 31.75 | 48.44|
| NIRM-GS  | 98.91   | 96.45| 97.55   | 98.78      | 94.47 | 97.42|
| NIRM-LS  | 18.32   | 49.15| 24.63   | 81.71      | 28.26 | 38.64|
| NIRM     | 16.81   | 47.90| 24.29   | 76.83      | 27.35 | 34.98|
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