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We study three-dimensional nodal line semimetals (NLSMs) with magnetic ordering and strong spin-orbit interaction. Two distinct classes of magnetic NLSMs are proposed. The first class is band-inversion NLSM where the accidental line node is induced by band inversion and locally protected by glide mirror plane and the combined time-reversal and inversion symmetries. This can be viewed as a trivial stacking of the two-dimensional antiferromagnetic Dirac semimetals. The second class is essential NLSM where the nodal features are filling-enforced by specific magnetic symmetry group. We further provide two concrete tight-binding models for magnetic NLSMs which belong to these two different classes, respectively. We conclude with a brief discussion on the possible material venues and the experimental implications for such phases.

The discovery of the time-reversal (\(\Theta\)) invariant topological insulators (TIs) \cite{1–4} has inspired intense research interest in topological semimetals. They are characterized by the point nodes or nodal lines (NLs) where the conduction and valence bands cross in the Brillouin zone (BZ). The nodal point semimetals have linear energy dispersions along all momentum directions around the point nodes, which can be classified in terms of the node degeneracies, including Dirac semimetal (DSM), Weyl semimetal (WSM), Double DSM and Spin-1 WSM \cite{5–49}. The nodal line semimetals (NLSMs) have line band crossing with no dispersion along NL direction and linear dispersion in the perpendicular directions \cite{30–53}, which are protected by the combination of exact crystalline symmetries and topology \cite{33–35}. Drumheadlike surface flat bands are predicted to exit in NLSM \cite{32–34}, which may lead to high-temperature superconductivity \cite{54}. With certain symmetry breaking, NLSM will evolve into various exotic topological states such as TI and nodal point semimetals. The earlier studies on NLSM materials are focused in \(\Theta\)-invariant systems without \cite{32–47} and with \cite{50–53} spin-orbit coupling (SOC).

The \(\Theta\)-symmetry breaking in general will destroy the robustness of NLs. This motivates us to study possible NLSMs in magnetic systems, which may provide a platform for the interplay between magnetism and exotic topological states. The goal in this paper is to explain how a magnetic NLSM with broken \(\Theta\)-symmetry and strong SOC can nevertheless exist in three dimensions (3D). Similar to DSM \cite{55–65}, there are two distinct classes of NLSM in magnetic systems. The first class is \textit{band-inversion NLSM} where the line nodes are accidental and intimately related to 2D AFM Dirac points (DPs). Conversely, the second class is \textit{essential NLSM} where the NLs are filling-enforced by specific space group (SG) symmetries. Two tight-binding models are provided for magnetic NLSMs which belong to these two different classes, respectively. We conclude with a brief discussion on the surface states, the possible material venues and the experimental implications for such phases.

\textit{Band-inversion NLSM.} In a 3D \(\Theta\)-invariant system without SOC, NLSM emerges through band inversion transitions and is topologically protected by combined inversion (\(I\)) and \(\Theta\) with \((I\Theta)^2 = +1\) \cite{33–35}. Such \(I\Theta\) symmetry also guarantees the 2D DPs in graphene. In the presence of SOC, \((I\Theta)^2 = -1\) and the NL is no longer protected by \(I\Theta\) without additional crystalline symmetries. This can be easily seen by considering the generic 4-band effective Hamiltonian respecting \(I\Theta\) symmetry as \(\mathcal{H}(k) = \sum_{\alpha=1}^{5} d_{\alpha}(k)\Gamma^\alpha\), where \(\Gamma^\alpha\) are \(4 \times 4\) matrices satisfying \(\{\Gamma^a, \Gamma^b\} = 2\delta_{ab}\), and the specific form of \(\Gamma^\alpha\) depends on the representation of \(I\Theta\) with \([I\Theta, \Gamma^a] = 0\). \(d_{\alpha}(k)\) are real and even functions of \(k = (k_x, k_y, k_z)\). The energy spectrum is \(E_{\pm}(k) = \pm \sqrt{\sum_{a=1}^{5} d_{\alpha}^2(k)}\). The NLSM can be generated when all \(d_{\alpha}(k) = 0\) for a line of \(k\) in the BZ, which is only possible when certain crystalline symmetry sets further constraints on \(d_{\alpha}(k)\). For each plane of BZ crossing such NL, the system is a 2D DSM. Therefore, the symmetry classification and protection of NLSM in 3D is
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\caption{(color online) AFM NLSMs. (a) Band-inversion NLSM. Without \(I\) and \(\Theta\), but with combined \(I\Theta\), the system is doubly degenerate, which is artificially split for clarity. Along any direction in the mirror invariant plane of the BZ, the Bloch states \((|u^+_k\rangle, I\Theta|u^-_k\rangle)\) and \((|u^+_k\rangle, I\Theta|u^-_k\rangle)\) have opposite glide eigenvalues, if they cross, then the crossing points (indicated by green circles) are robust. (b) Essential NLSM. The schematic of energy bands along an arbitrary path \(C\) connecting \(\Lambda_{\pm}\) on the mirror invariant plane. The Kramers pairs exchange the glide eigenvalues along \(C\), leads to an essential crossing point at \(k_c\).}
\end{figure*}
similar to that of DSM in 2D [61, 62]. This connection suggests a route towards realizing the NLSM in 3D antiferromagnetic (AFM) systems: starting with a 2D AFM DSM, stack them along z-direction while preserving the crystalline symmetries. The symmetry-protected DPs in 2D will evolve into protected NLs in 3D.

Nonsymmorphic symmetries can stick bands together and lead to extra degeneracies [66], which is a simple consequence of the noncommutativity of symmetry operators. Here we show for example $\mathcal{I} \Theta$ and glide mirror plane $G_x \equiv (\hat{n}_x | t)$ could protect the NLs at BZ boundary. $t = (t_x, t_y, t_z)$ is a fractional primitive lattice vector. The mirror invariant plane includes $k_x = 0, \pi$. $G^2 = -e^{i2k \cdot t}$, where $t \parallel$ is projection of $t$ in the mirror plane and the minus sign is from equivalent $2\pi$ rotation of spins. The Bloch states at $k_x = 0, \pi$ are eigenstates of $G_x$ with eigenvalues $g_{\pm} = \pm i e^{-i k \cdot t}$. Now suppose a Bloch state $|u^+_k\rangle$ at $k_x = 0, \pi$ has eigenvalue $g_+$, then its degenerate partner $\mathcal{I} \Theta |u^+_k\rangle$ is also eigenstate of $G_x$ with eigenvalue $e^{-2ik \cdot t} g_-$. $G_x \mathcal{I} \Theta = e^{-2ik \cdot t} G_x \mathcal{I}$. Therefore at $k_x = 0, \pi$, $|u^+_k\rangle$ and $\mathcal{I} \Theta |u^+_k\rangle$ have opposite $G_x$ eigenvalues, any band crossing is generally unstable; while at $k_x = \pi$, the degenerate bands have same $G_x$ eigenvalues only when $t_x = 1/2$. In this case, two sets of degenerate bands with opposite $G_x$ eigenvalues may cross each other along a NL as shown in Fig. 1(a), which must be robust. However, such crossing is optimal feature of the crystalline symmetry, which is further seen by studying the effective model at $k = (\tau 00)$. Explicitly, we set $\mathcal{I} \Theta = i a_2 \hat{k}$, $\Gamma_{1,2,3,4,5} = (\tau_1, \tau_2 \sigma_3, \tau_3 \sigma_1, \tau_2 \sigma_2, \tau_3)$. $\tau_i$ and $\sigma_i$ are Pauli matrices acting on the orbital and spin, respectively. $G_x = \tau_3$ and constrains $d_{1,2,3,4}(k_x k_y) = -d_{1,2,3,4}(-k_x, k_y)$. $d_5(k_x, k_y) = d_5(-k_x, k_y)$. Therefore, at $k_x = \pi$, only $d_5$ term survives which is an even function of $k$. To the lowest order, $d_5(k) = m - |b_k|^2$, $d_5(k) = 0$ is satisfied only when $mb > 0$, which is simply the band inversion condition.

We now construct a simple tight-binding model which exhibits the above behavior. The lattice has a tetragonal primitive structure of SG 59 (layer group Pmmm) as shown in Fig. 2(a). The lattice vectors are $\hat{a}_1 = (100)$, $\hat{a}_2 = (010)$, $\hat{a}_3 = (001)$. The system forms a layered structure with two sublattices in one unit cell labeled by $A$ and $B$, and the AFM ordering is along $\hat{n}$ direction. Each 2D layer has a crinkled square lattice [62] with $A$ and $B$ shifting along $z$-axis with the displacement $r_{AB} = (1/2 0)$, where $0 < c < 1/2$. Each lattice site contains an $s$ orbital, which leads to a 4-band model. The system breaks $\mathcal{I}$ and $\Theta$ but respects $\mathcal{I} \Theta$. The Hamiltonian is

$$
\mathcal{H}_a = [t_{xy} \tau_1 + t_z (\tau_1 \cos k_z + \tau_2 \sin k_z)] \cos \frac{k_x}{2} \cos \frac{k_y}{2} + t'_{xy} (\cos k_x + \cos k_y) + t'_z \cos k_z + \Delta \tau_3 \sigma \cdot \hat{n} + (\lambda - \lambda_2 \cos k_z) \tau_3 (\sigma_2 \sin k_z - \sigma_1 \sin k_y).
$$

Here $t_{xy}$ and $t'_{xy}$ describe the intra-layer nearest- and next-nearest-neighbor hopping, respectively. $t_z, t'_z$ describe the inter-layer hoppings. $\lambda, \lambda_2$ is SOC and $\lambda > \lambda_2$. $\Delta$ denotes the AFM exchange coupling.

The symmetry of the system depends on the magnetic order direction. If $\hat{n} \parallel [100]$, it preserves $\{\hat{m}_x \frac{1}{2} 0\}$ and $\{\hat{m}_z \frac{1}{2} 0\}$. As shown in Fig. 2(c), the band is inverted at the $k_x = \pi$ plane, forming 2D DPs on the X-M and R-A lines. These DPs signal the presence of NLs on $k_x = \pi$, which is illustrated as red curves on the BZ boundary plane as shown in Fig. 2(e). The NLs are located at $(\pi, k_y, k_z)$ satisfying $\sin k_y = \Delta / (\lambda - \lambda_2 \cos k_z)$, which is mirror symmetric with respect to $k_y = \pi / 2$ and $k_z = \pi$. The position and topology of NLs is tunable by $\Delta$, evolving from two unlinked open lines when $|\Delta| < \lambda - \lambda_2$ to a single line when $\lambda - \lambda_2 < |\Delta| < \lambda + \lambda_2$. The Berry phase along a path enclosing each of these NLs is found to be $\pi$, which ensures the topological stability of the NLs. Take Fig. 2(e) for example, the NL is dispersionless when $\lambda_z = 0$. For each $k_x$-$k_y$ plane with fixed $k_z = k_{z0}$, the system is an AFM DSM consisting two DPs at $k_1 = (\pi, k_{y0}, k_{z0})$ and $k_2 = (\pi, \pi - k_{y0}, k_{z1})$, where

![FIG. 2. (color online). (a) The tetragonal primitive lattice structure of SG 59. The magnetic moments are along ±z direction. (b) Top view of the crinkled 2D square lattice respecting the glide plane {100}. (c) Energy band along high-symmetry lines of the BZ (inset), described by $\mathcal{H}_a$ in Eq. (1), with $t_{xy} = 1.0$, $t_z = 0.5$, $t'_{xy} = t'_z = 0.05$, $\lambda = 0.8$, $\lambda_2 = 0.3$, $\Delta = 0.3$, and $\hat{n} \parallel [100]$. The 2D DPs are indicated by red circles. The Dirac NLs on $k_x = \pi$ are shown in (e) $\Delta = 0.3$ and (f) $\Delta = 0.8$. (d) $\hat{n} \parallel [001]$ with $\Delta = 0.3$ (dashed line), the system is fully gapped, which breaks $\{\hat{m}_z \frac{1}{2} 0\}$ but preserves $\{\hat{C}_{2z} \frac{1}{2} 0\}$, $\{\hat{C}_{2y} \frac{1}{2} 0\}$. While $\hat{n} \parallel [100]$ with $\Delta = 1.3$ (solid line), the NLs disappear even $\{\hat{m}_z \frac{1}{2} 0\}$ is present. (f) Line nodes for $\mathcal{H}_a + \mathcal{H}_a^\dagger$, with $\Delta = 0.3$, $\lambda_1 = 0.4$, and $\lambda_2 = 0.2$.](image)
$\sin k_{x0} = \Delta / (\lambda - \lambda_z \cos k_{x0})$. The effective model near $k = k_l$ is $\mathcal{H}_a(k_l + q) = (v_1 t_1 + v_2 t_2 + v_3 t_3 \otimes \sigma_2) q_x + (v_4 q_y + v_5 q_z) t_3 \otimes \sigma_1$, where $v_i$ is obtained from Eq. (1).

This is a Dirac Hamiltonian, which features a Dirac NL at $q_x = 0$ and $v_4 q_y + v_5 q_z = 0$. The NLs are symmetry-protected. $\mathcal{I} \Theta = i \tau_3 \sigma_3 \mathcal{K}$ allows the mass terms $\tau_2$ and $\tau_3 \sigma_3$, which is forbidden by $\{m_x, 1200\} = i \tau_3 \sigma_1$. We can further break $\{m_x, 1200\}$ but keep $\{m_x, 1200\}$ by shifting $B$ sites along $y$ axis [62], which allows terms

$$\mathcal{H}_a^0 = \left[ t_1 \tau_2 + t_2 \left( \tau_2 \cos k_x - \tau_1 \sin k_x \right) \right] \cos \frac{k_x}{2} \sin \frac{k_y}{2} + \left[ \lambda_1 + \lambda_2 \left( \cos k_x + \cos k_y \right) \right] \sin k_x \tau_3 \sigma_1 + \left( \lambda_3 + \lambda_2 \cos k_x \right) \sin k_x \tau_2 \sigma_3.$$  \hspace{1cm} (2)

The NLs located at $k_x = \pi$ remain protected as shown in Fig. 2(g), consistent with the above analysis that $\mathcal{I} \Theta$ and $\{m_{\ell}|t\}$ with $\ell \cdot t = 0$ cannot protect the NLs. However, it is noted the NLs here are nonessential, which is only locally permitted by crystalline symmetries. As shown in Fig. 2(d), when AFM interaction is much stronger than hopping and SOC terms, even though $\{m_{\ell}|t\}$ and $\mathcal{I} \Theta$ are present, the Dirac line nodes disappear and the system is full gapped.

**Essential NLSM.** Then we turn to essential NLSM, which is distinct from band-inversion NLSM in that the NLs are guaranteed to exist at Fermi level by certain electron filling. The relationship between filling and the essential nodal points has been studied in $\Theta$-invariant [55–61] and $\Theta$-broken [64, 65] systems. The essential NLs are also studied in $\Theta$-invariant spinful [51, 53, 60] and spinless [47] systems. Here we consider the symmetry mechanism for essential NLs with $\Theta$-breaking. Similar to the 3D essential magnetic DSM [62], the key point is rooted in a new antiunitary operator $\bar{\Theta} = \Theta T_a$ or $\bar{\Theta}_n = \Theta(C_n|t)$, where $T_a$ is the half-translation operator. Take $\bar{\Theta}$ and $\bar{\Theta}_n$ always commute or anticommute with each other at $\mathcal{A}_1$.

$\mathcal{G}_e(\bar{\Theta})^2 = -e^{-i2k_e \cdot \bar{d} \bar{G}_e \bar{\Theta}}$, thus $\langle \mathcal{G}_e(\bar{\Theta})^2 \rangle^2 = 1$ at $\mathcal{A}_1$. Now the 8 TRIM is classified into three cases, labelled as $\mathcal{A}_o$, $\mathcal{A}_b$, $\mathcal{A}_c$ if $\mathcal{G}_e^2(\bar{\Theta})^2 = (+1,+1), (\pm 1, \mp 1), (-1,-1)$. The Kramers degeneracy is guaranteed at $\mathcal{A}_o$, $\mathcal{A}_b$, $\mathcal{A}_c$, where the Kramers doublets are denoted as $\{i\psi_{\bar{k},\bar{\Theta}}(\bar{\psi}_{\bar{k}})\}$ when $\mathcal{G}_e(\bar{\Theta})^2 = -1$, or $\{i\psi_{\bar{k},\bar{\Theta}}(\bar{\psi}_{\bar{k}})\}$ only when $\mathcal{G}_e(\bar{\Theta})^2 = 1$. The Kramers degeneracy is guaranteed at $\mathcal{A}_o$, $\mathcal{A}_b$, $\mathcal{A}_c$, where the Kramers doublets are $(g_1, g_2) = \pm (i e^{-iA_k \cdot t}, -i \sigma^z), g_1 / g_2 = \gamma(\Lambda, \mathcal{G}_e^2(\bar{\Theta})^2) = 1$. Therefore, $\gamma(\Lambda, \mathcal{G}_e^2(\bar{\Theta})^2) = 1, g_1(\Lambda_c) = g_2(\Lambda_c) \equiv g_c$; and $\gamma(\Lambda_b, \mathcal{G}_e^2(\bar{\Theta})^2) = -1, g_1(\Lambda_b) = -g_2(\Lambda_b) \equiv g_b$. Then we consider a path $\mathcal{C}$ connecting $\mathcal{A}_c$ to $\mathcal{A}_b$ on the mirror invariant plane in the BZ, the glide eigenvalues of the Kramers doublets should smoothly evolve from $(\pm (g_c, g_c))$ to $(g_b, -g_b)$ as shown in Fig. 1(b). In the absence of other degeneracies, there must be a band crossing at certain point $k_C$ on $\mathcal{C}$, where the Kramers pairs switch partners. Since the band crossing is true for arbitrary $\mathcal{C}$ between $\mathcal{A}_1$ to $\mathcal{A}_b$, a NL is formed at $k_C$. Specifically, such NL is essential, which cannot be gapped without lowering the magnetic SG symmetries. Also, it is filling-forced, for the bands shown in Fig. 1(b), the NL must exist at the Fermi level when filling $n \in 4Z + 2$. Furthermore, if the system has $\mathcal{I}$ or $\mathcal{I} \Theta$ symmetry, each band must be doubly degenerate, then the crossing point $k_C$ will shift to TRIM, leading to an essential DP.

The remaining question is whether such path $\mathcal{C}$ exists. We consider $\lambda = \lambda_0$ for concreteness. The positions and topology of the NLs can be determined by studying the values of $\mathcal{G}_e^2(\bar{\Theta})^2$ at TRIM in the mirror invariant plane $k_x = 0, \pi$. Four representative examples are shown in Fig. 3(a)-(d). There are only two possible cases of NLs in the BZ listed in Fig. 3(e) and 3(f), which reside at $k_x = 0$ only and at both $k_x = 0, \pi$, respectively, depending on the value of $\mathcal{I} \lambda \cdot t$ when $d_{||} = 0$. It is worth mentioning that the glide mirror plane for essential NLSM must have $t_{||} \neq 0$ [67], which is quite different from band-inversion NLSM with $\ell \cdot t \neq 0$.

More generally, an essential NL always appears on the mirror invariant plane connecting either two doubly degenerate high-symmetry points or high-symmetry lines, or high-symmetry points and high-symmetry lines, where the glide eigenvalues for the degenerate two bands are the same at one point or line and opposite at the other point or line. The two-fold degeneracy could originate from an
antiunitary operator such as $\bar{\Theta}$ discussed above or noncommutativity of two unitary operators [47]. Similarly, the antiunitary operator $\bar{\Theta}_e = \Theta \{ \hat{C}_n \}$ could also give rise to the two-fold degeneracy, which can be obtained by analyzing the irreducibility of a corepresentation of a magnetic SG through Herring rule [66]. 2D irreducible corepresentation exists for $n = 4, 6$ [68]. The above analysis also applies to NLs in 2D.

We construct a tight-binding model which exhibits essential NL. In Fig. 4(a), the lattice has an orthorhombic primitive lattice structure of SG 28 (layer group $Pma2$). This can be viewed as stacking the 2D crinkled lattice in Fig. 2(b) along z-axis, but with opposite magnetic order in the two adjacent layers. With further $I$ breaking and the $\pm\hat{y}$ direction AFM ordering, the symmetry of SG 59 in the paramagnetic state will reduce to SG 28. The unit cell contains four sublattices, indexed by $(\tau_x, \tau_z)$ associated with the basis vectors $t_0 = \frac{1}{2}[(1 - \tau_y)(c' + c) - (1 - \tau_y)(001)],$ where $0 < c' < \frac{1}{2}$. Each lattice site contains an $s$ orbital, which in general leads to an 8-band model. The system respects $\bar{\Theta}$ with $d = (00\frac{1}{2})$. The symmetry generators and their representations in the sublattice space are $\bar{\Theta} = i\tau_y k \sigma_y$ and $\{ \hat{m}_x | \frac{1}{2}0 \} = \tau_z \sigma_y$. We then assume AFM interaction is much stronger than hopping and SOC terms, therefore the system is effectively decoupled into two 4-band models as time-reversal partners, each with one spin per sublattice. The upper subsystem consists of two pairs of sublattices indexed by $\tau_x$, where each pair respects $\Theta$ and is related to each other by $\{ \hat{m}_x | \frac{1}{2}0 \}$. The projection of the 8-band model to the upper subsystem leads to the simplified Hamiltonian

$$
\mathcal{H}_b = t_1 \tau_x \left[ \sigma_x \cos \frac{k_x}{2} + \sigma_y \sin \frac{k_x}{2} \right] \cos \frac{k_y}{2} \cos \frac{k_z}{2}
+ t_1 \tau_y \left[ \sigma_x \cos \frac{k_x}{2} + \sigma_y \sin \frac{k_x}{2} \right] \sin \frac{k_y}{2} \sin \frac{k_z}{2}
+ \lambda_1 \tau_x \sigma_x \frac{k_z}{2}
+ \lambda_2 \tau_y \cos \frac{k_z}{2}
+ \lambda_3 \tau_z \sigma_x k_x
+ \lambda_4 \tau_z \left[ \sigma_x \sin \frac{k_x}{2} + \sigma_y \cos \frac{k_x}{2} \right] \sin \frac{k_y}{2}
$$

(3)

Here $t_1$ describes the hopping, $\lambda_i$ is SOC. $\lambda_4$ is the only term which breaks $I\Theta$. If $\lambda_4 = 0$, with $\Theta, \{ \hat{m}_x | \frac{1}{2}0 \}$ and $I\Theta$ symmetries, the system is an essential AFM DSM in 3D [65] with two symmetry-inequivalent DPs located at $M$ and $Y$ as shown in Fig. 4(d). In Fig. 4(b) and 4(c), with $\lambda_4 \neq 0$, the 3D DP evolves into NL enclosing a TRIM, consistent with the analysis in Fig. 3(f).

**Discussion.** We briefly discuss the surface state in AFM NLMS. For band-inversion NLSM, the protection of NLs requires $I\Theta$. However, the surface of a physical system always breaks $I\Theta$ and leads to gapped or no protected surface states. While for essential NLSM, the protection of NLs is guaranteed by $\Theta$ and $\{ \hat{m}_e | \}$.

The open surface with both symmetries will lead to nontrivial topological surface states, for example on the (100) surface of the model in Eq. (3). The surface band and AFM fluctuations may provide a unique platform for interesting strong correlated physics.

Furthermore, we briefly discuss the search principle for realistic materials and comment on the possible candidate. From the model presented above, aside from appropriate crystalline symmetry, one can see that band-inversion NLSM may exist in materials with strong SOC and relatively weak AFM interaction. Especially, finding 3D band-inversion NLSM is reduced to searching for 2D AFM DSM in layered materials [62]. The tetragonal AFM CuMnAs breaks both $I$ and $\Theta$ whereas $I\Theta$ holds. The Mn lattice is similar to the structure in Fig. 2(a), which determines the low energy electronic structure. Interestingly, the Néel vector direction is electrically controllable [69], when $\hat{n} \parallel [100]$, it should realize band-inversion NLs. Unlike band-inversion NLSM, essential magnetic NLSM only requires specific magnetic SG symmetry, which is compatible with the narrow band width in $d$-orbital. From the model in Eq. (3), one can see that essential NLSM can emerge as an $I$ breaking phase from 3D essential magnetic DSM with glide mirror symmetry.

In summary, we extend the topological NLMS in $I$-invariant systems to that in magnetic systems, which is based on the irreducible corepresentation of magnetic SGs. Two distinct classes of NLMS have been identified, where the corresponding accidental and essential NLs may have different magneto-transport properties. Furthermore, the magnetic fluctuations exists generically, which may lead to a dynamical axion field [70, 71]. The magnetic NLMS proposed here may provide a platform for the interplay between magnetism and exotic topological phases.
This work is supported by the Natural Science Foundation of Shanghai under Grant No. 17ZR1442500; the National Thousand-Young-Talents Program; the National Key Research Program of China under Grant No. 2016YFA0300703; the Open Research Fund Program of the State Key Laboratory of Low-Dimensional Quantum Physics, through Contract No. KF201606; and by Fudan University Initiative Scientific Research Program.

[1] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[2] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[3] C.-K. Chiu, J. C. Y. Teo, A. P. Schnyder, and S. Ryu, Rev. Mod. Phys. 88, 035005 (2016).
[4] A. Bansil, H. Lin, and T. Das, Rev. Mod. Phys. 88, 021004 (2016).
[5] P. Hoiava, Phys. Rev. Lett. 95, 016405 (2005).
[6] S. M. Young, S. Zaeheer, J. C. Y. Teo, C. L. Kane, E. J. Mele, and A. M. Rappe, Phys. Rev. Lett. 108, 140405 (2012).
[7] Z. Wang, Y. Sun, X.-Q. Chen, C. Franchini, G. Xu, H. Weng, X. Dai, and Z. Fang, Phys. Rev. B 85, 195320 (2012).
[8] Z. Wang, H. Weng, Q. Wu, X. Dai, and Z. Fang, Phys. Rev. B 88, 125427 (2013).
[9] J. A. Steinberg, S. M. Young, S. Zaeheer, C. L. Kane, E. J. Mele, and A. M. Rappe, Phys. Rev. Lett. 112, 036403 (2014).
[10] B.-J. Yang and N. Nagaosa, Nat. Commun. 5, 4898 (2014).
[11] Z. K. Liu, B. Zhou, Y. Zhang, Z. J. Wang, H. M. Weng, D. Prabhakaran, S.-K. Mo, Z. X. Shen, Z. Fang, X. Dai, Z. Hussain, and Y. L. Chen, Science 343, 864 (2014).
[12] Z. K. Liu, J. Jiang, D. Zhou, Z. J. Wang, Y. Zhang, H. M. Weng, D. Prabhakaran, S.-K. Mo, H. Peng, P. Dudin, T. Kim, M. Hoesch, Z. Fang, X. Dai, Z. X. Shen, D. L. Feng, Z. Hussain, and Y. L. Chen, Nature Mat. 13, 677 (2014).
[13] S. Borisenko, Q. Gibson, D. Evtushinsky, V. Zabolotnyy, B. Büchner, and R. J. Cava, Phys. Rev. Lett. 113, 027603 (2014).
[14] J. Xiong, S. K. Kushwaha, T. Liang, J. W. Krizan, M. Hirschberger, W. Wang, R. J. Cava, and N. P. Ong, Science 350, 413 (2015).
[15] S. Murakami, New J. Phys. 9, 356 (2007).
[16] X. Wan, A. M. Turner, A. Vishwanath, and S. Y. Savrasov, Phys. Rev. B 83, 205101 (2011).
[17] G. Xu, H. Weng, Z. Wang, X. Dai, and Z. Fang, Phys. Rev. Lett. 107, 186806 (2011).
[18] A. A. Burkov and L. Balents, Phys. Rev. Lett. 107, 127205 (2011).
[19] J. Liu and D. Vanderbilt, Phys. Rev. B 90, 155316 (2014).
[20] S.-M. Huang, S.-Y. Xu, I. Belopolski, C.-C. Lee, G. Chang, B. Wang, N. Alidoust, G. Bian, M. Neupane, C. Zhang, S. Jia, A. Bansil, H. Lin, and M. Z. Hasan, Nat. Commun. 6, 7373 (2015).
[21] H. Weng, C. Fang, Z. Fang, B. A. Bernevig, and X. Dai, Phys. Rev. X 5, 011029 (2015).
[22] S.-Y. Xu, I. Belopolski, N. Alidoust, M. Neupane, G. Bian, C. Zhang, R. Sankar, G. Chang, Z. Yuan, C.-C. Lee, S.-M. Huang, H. Zheng, J. Ma, D. S. Sanchez, B. Wang, A. Bansil, F. Chou, P. P. Shibaev, H. Lin, S. Jia, and M. Z. Hasan, Science 349, 613 (2015).
[23] B. Q. Lv, H. M. Weng, B. B. Fu, X. P. Wang, H. Miao, J. Ma, P. Richard, X. C. Huang, L. X. Zhao, G. F. Chen, Z. Fang, X. Dai, T. Qian, and H. Ding, Phys. Rev. X 5, 031013 (2015).
[24] A. A. Soluyanov, D. Gresch, Z. Wang, Q. Wu, M. Troyer, X. Dai, and B. A. Bernevig, Nature 527, 495 (2015).
[25] Y. Sun, S.-C. Wu, M. N. Ali, C. Felser, and B. Yan, Phys. Rev. B 92, 161107 (2015).
[26] J. Ruan, S.-K. Jian, H. Yao, H. Zhang, S.-C. Zhang, and D. Xing, Nat. Commun. 7, 11136 (2016).
[27] K. Deng, G. Wan, P. Deng, K. Zhang, S. Ding, E. Wang, M. Yan, H. Huang, H. Zhang, Z. Xu, J. Denlinger, A. Fedorov, H. Yang, W. Duan, H. Yao, Y. Wu, S. Fan, H. Zhang, X. Chen, and S. Zhou, Nature Phys. 12, 1105 (2016).
[28] B. J. Wieder, Y. Kim, A. M. Rappe, and C. L. Kane, Phys. Rev. Lett. 116, 186402 (2016).
[29] B. Bradlyn, J. Cano, Z. Wang, M. G. Vergniory, C. Felser, R. J. Cava, and B. A. Bernevig, Science 353, aaf5037 (2016).
[30] A. A. Burkov, M. D. Hook, and L. Balents, Phys. Rev. B 84, 235126 (2011).
[31] C.-K. Chiu and A. P. Schnyder, Phys. Rev. B 90, 205136 (2014).
[32] H. Weng, Y. Liang, Q. Xu, R. Yu, Z. Fang, X. Dai, and Y. Kawazoe, Phys. Rev. B 92, 045108 (2015).
[33] Y. Kim, B. J. Wieder, C. L. Kane, and A. M. Rappe, Phys. Rev. Lett. 115, 036806 (2015).
[34] R. Yu, H. Weng, Z. Fang, X. Dai, and X. Hu, Phys. Rev. Lett. 115, 036807 (2015).
[35] C. Fang, Y. Chen, H.-Y. Kee, and L. Fu, Phys. Rev. B 92, 081201 (2015).
[36] L. S. Xie, L. M. Schoop, E. M. Seibel, Q. D. Gibson, W. Xie, and R. J. Cava, APL Materials 3, 083602 (2015).
[37] M. Zeng, C. Fang, G. Chang, Y.-A. Chen, T. Hsieh, A. Bansil, H. Lin, and L. Fu, arXiv:1504.03492 (2015).
[38] R. Li, H. Ma, X. Cheng, S. Wang, D. Li, Z. Zhang, Y. Li, and X.-Q. Chen, Phys. Rev. Lett. 117, 096401 (2016).
[39] H. Huang, J. Liu, D. Vanderbilt, and W. Duan, Phys. Rev. B 93, 201114 (2016).
[40] G. Bian, T.-R. Chang, R. Sankar, S.-Y. Xu, H. Zheng, T. Neupert, C.-K. Chiu, S.-M. Huang, G. Chang, I. Belopolski, D. S. Sanchez, M. Neupane, N. Alidoust, C. Liu, B. Wang, C.-C. Lee, H.-T. Jeng, C. Zhang, Z. Yuan, S. Jia, A. Bansil, F. Chou, H. Lin, and M. Z. Hasan, Nature Commum. 7, 10556 (2016).
[41] J. Hu, Z. Tang, J. Liu, X. Liu, Y. Zhu, D. Graf, K. Myhro, S. Tran, C. N. Lau, J. Wei, and Z. Mao, Phys. Rev. Lett. 117, 016602 (2016).
[42] L. M. Schoop, M. N. Ali, C. Sträßer, A. Topp, A. Varykhalov, D. Marchenko, V. Duppel, S. S. P. Parkin, B. V. Lotsch, and C. R. Ast, Nat. Commun. 7, 11696 (2016).
[43] Y. Wu, L.-L. Wang, E. Mun, D. D. Johnson, D. Mou, H. Huang, Y. Lee, S. L. Bud’ko, P. C. Canfield, and A. Kaminski, Nature Phys. 12, 667 (2016).
[44] Y. Du, F. Tang, D. Wang, L. Sheng, E. Jun Kan, C.-G. Duan, S. Y. Savrasov, and X. Wan, npj Quantum Materials 2, 3 (2017).
[45] M. Hirayama, R. Okugawa, T. Miyake, and S. Murakami, Nature Commun. 8, 14022 (2017).
[46] Q. Xu, R. Yu, Z. Fang, X. Dai, and H. Weng, Phys. Rev. B 95, 045136 (2017).
[47] R. Takahashi, M. Hirayama, and S. Murakami, arXiv:1704.02151 (2017).
[48] B.-J. Yang, T. A. Bojesen, T. Morimoto, and A. Furusaki, Phys. Rev. B 95, 075135 (2017).
[49] K. Mullen, B. Uchoa, and D. T. Glatzhofer, Phys. Rev. Lett. 115, 026403 (2015).
[50] J.-M. Carter, V. V. Shankar, M. A. Zeb, and H.-Y. Kee, Phys. Rev. B 85, 115105 (2012).
[51] Y. Chen, Y.-M. Lu, and H.-Y. Kee, Nature Commun. 6, 6593 (2015).
[52] Q.-F. Liang, J. Zhou, R. Yu, Z. Wang, and H. Weng, Phys. Rev. B 93, 085427 (2016).
[53] T. Bzdušek, Q. Wu, A. Rüegg, M. Sigrist, and A. A. Soluyanov, Nature 538, 75 (2016).
[54] N. B. Kopnin, T. T. Heikkilä, and G. E. Volovik, Phys. Rev. B 83, 220503 (2011).
[55] S. A. Parameswaran, A. M. Turner, D. P. Arovas, and A. Vishwanath, Nature Phys. 9, 299 (2013).
[56] H. Watanabe, H. C. Po, A. Vishwanath, and M. Zaletel, Proc. Natl. Acad. Sci. U.S.A. 112, 14551 (2015).
[57] H. C. Po, H. Watanabe, M. P. Zaletel, and A. Vishwanath, Adv. Sci. 2, e1501782 (2016).
[58] H. Watanabe, H. C. Po, M. P. Zaletel, and A. Vishwanath, Phys. Rev. Lett. 117, 096404 (2016).
[59] B. J. Wieder and C. L. Kane, Phys. Rev. B 94, 155108 (2016).
[60] R. Chen, H. C. Po, J. B. Neaton, and A. Vishwanath, arXiv:1611.06860 (2016).
[61] S. M. Young and C. L. Kane, Phys. Rev. Lett. 115, 126803 (2015).
[62] J. Wang, Phys. Rev. B 95, 115138 (2017).
[63] P. Tang, Q. Zhou, G. Xu, and S.-C. Zhang, Nature Phys. 12, 1100 (2016).
[64] S. M. Young and B. J. Wieder, arXiv:1609.06738 (2016).
[65] J. Wang, arXiv:1701.00896 (2017).
[66] C. J. Bradley and A. P. Cracknell, The Mathematical Theory of Symmetry in Solids (Clarendon Press, Oxford, 1972).
[67] See Supplemental Material for technical details.
[68] R.-X. Zhang and C.-X. Liu, Phys. Rev. B 91, 115317 (2015).
[69] P. Wadley, B. Howells, J. Želevný, C. Andrews, V. Hills, R. P. Campion, V. Novák, K. Olejník, F. Maccherozzi, S. S. Dhesi, S. Y. Martin, T. Wagner, J. Wunderlich, F. Freimuth, Y. Mokrousov, J. Kuneš, J. S. Chauhan, M. J. Grzybowski, A. W. Rushforth, K. W. Edmonds, B. L. Gallagher, and T. Jungwirth, Science 351, 587 (2016).
[70] R. Li, J. Wang, X. L. Qi, and S. C. Zhang, Nature Phys. 6, 284 (2010).
[71] J. Wang, B. Lian, and S.-C. Zhang, Phys. Rev. B 93, 045115 (2016).