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Abstract— If light passes through the body tissues, focusing only on areas where treatment needs, such as tumors, will revolutionize many biomedical imaging and therapy technologies. So how to focus light through deep inhomogeneous tissues overcoming scattering is Holy Grail in biomedical areas. In this paper, we use deep learning to learn and accelerate the process of phase pre-compensation using wavefront shaping. We present an approach (LoftGAN, light only focuses on treatment needs) for learning the relationship between phase domain $X$ and speckle domain $Y$. Our goal is not just to learn an inverse mapping $F : Y \rightarrow X$ such that we can know the corresponding $X$ needed for imaging $Y$ like most work, but also to make focusing that is susceptible to disturbances more robust and precise by ensuring that the phase obtained can be forward mapped back to speckle. So we introduce different constraints to enforce $F(Y) \approx X$ and $H(F(Y)) = Y$ with the transmission mapping $H : X \rightarrow Y$.

Both simulation and physical experiments are performed to investigate the effects of light focusing to demonstrate the effectiveness of our method and comparative experiments prove the crucial improvement of robustness and precision. Codes are available at https://github.com/Changchun-Yang/LoftGAN.

Index Terms— Light focusing, inverse problems, deep learning, cycle constraints.

I. INTRODUCTION

If the disordered medium is thicker than some mean free path (about 0.1 mm inside living tissue), multiple scattering occurs after the light enters it due to the refractive index mismatch [1]. A large amount of information carried by incident light will be lost due to scattering. This is highly detrimental to high-resolution optical transmission and imaging through or in biological tissue. When the coherent light scatters, it will randomly interfere to form speckles. Although the speckle appears to be completely and randomly formed, the process of the scattering actually has been proven to be deterministic at a particular time window (speckle correlation time [2, 3, 29]). In this way, the wavefront shaping [4] is proposed for optical focusing and imaging in strongly scattering medium, which uses a spatial light modulator (SLM) to control optical wavefront to reduce the limitation of image resolution by light scattering in disordered media.

Many novel medical imaging methods are inseparable from light, such as photoacoustic tomography [5], diffuse optical tomography [6]. When photons are randomly scattered, the tomography of the whole slice will be more evenly presented, but often the treatment will pay more attention to the abnormal areas, such as the tumor (Figure 1(a)). So when getting a complete image of the imaging results, we can firstly segment the tumor, and hope that the photons can focus as much as possible on this area (Figure 1(b)) to achieve effective treatment noninvasively.

In wavefront shaping, the propagation of light emitted by the laser is controlled by the free space light propagation theory, which will be affected by the phase $x$ on SLM’s screen when passes through SLM, and then scatters through the medium to form corresponding speckle, the intensity $y$ of which is recorded by a camera, $H$ denotes the forward scattering function (Figure 2(a)). The core of the work is to find the cycle relationship between phase domain $X$ and the speckle domain $Y$, and focus the light on the abnormal area. In recent years, there have been many remarkable achievements in segmenting abnormal areas such as tumors [7-9], with these methods we

![Figure 1: (a) An example of a medical image after tomography imaging and segmentation, containing the blood vessel and the tumor. (b) Ground truth $y$ is the area of treatment concern, we want all the light to be focused on the tumor, rather than evenly escaping to the entire slice, thereby achieving an energy enhancement. (c) The focus result $\tilde{y}$, after transmission process obtained by phase $\tilde{x}$, which is predicted by LoftGAN that hope to form the optical focusing (b). The scale range of (b) and (c) is 0–1.](image)
can achieve accurate medical image segmentation and get the area we want the light to focus on, hence the key of this paper is to find the SLM phase $x_f$ that can make the light precisely reach the focus effect.

Due to the complexity of the transmission matrix and the existing wavefront shaping method, it usually takes large amount of time and computational resources to find the best input mode that can achieve light focusing after passing through a diffuser. Machine learning, especially deep learning, has shown superior performance over traditional models in solving the inverse problem, such as denoising [10, 11], super resolution [12], and image reconstruction [13, 14]. Using neural networks to explore light focusing are also beginning to appear in very recent years [15-17]. However, the current methods are mostly very simple, and only briefly consider the estimation of the inverse function without the essence of the problem of optical focusing. These methods are simple fitting reverse mapping without any constraints. Based on this, the results obtained cannot meet the needs of treatment.

In this work, we investigate how to learn the inverse mapping $F$, and find the corresponding $X$ from $Y$ (Figure 2(b)). Besides, we hope to further obtain $Y$ through the predicted $X$, so as to learn the forward mapping $H$, to verify the identity $H \circ F = I$. In a sense, just like we translate a sentence from English to German and then translate it back from German to English, we should go back to the original sentence. We design a network that combines reverse-forward, named LoftGAN, for more robust and precise light focusing. More specifically, we introduce deviation loss and distribution loss to enhance $F(Y) = \tilde{X} \approx X$, content loss and style loss to enhance $H(F(Y)) = \tilde{Y} \approx Y$, respectively. We also explore the possibility of achieving complex focus, such as multiple points, and compares the robustness and precision of the focusing results. Simulation and physical experiments are demonstrated to show the superiority of our focus.

II. RELATED WORK

Wavefront Shaping is based on the transmission matrix [18, 19] to modulate the phase before the incident light enters the scattering medium. In this way, the phase distortion caused by the scattering is pre-compensated. Therefore, many algorithms for achieving optimal compensation have been proposed, which greatly accelerate the development of wavefront shaping, such as continuous sequential algorithm [20], genetic algorithm [21], or phase-conjugation of the transmission matrix [5]. However, these algorithms have obvious limitations like time and resource consuming. Many linear operations or nonlinear operations of the optimization algorithm suggest that the neural network may be a good strategy for this field. Deep learning assisted wavefront shaping can learn the complex relationship, currently in preliminary exploration. But this is undoubtedly a promising direction to solve optical focusing in scattering medium. The relative research of using deep learning to assist wavefront shaping has also been introduced in the first section. However, these methods are often limited to simple several layers of neural networks. The precision and robustness of the focusing results without other constraints on a single learning reverse mapping cannot meet the treatment needs.

AutoEncoder is a powerful model that can be used for dimensionality reduction or feature extraction [22]. Due to its flexibility and extensibility, it is now also used in the generative model, e.g. Variational AutoEncoder [23]. Its encoder compresses the input, encodes it as a code, and then decoder decodes the code into input. Inspired by this, we encode a speckle $y$ as the phase $\tilde{x}$ and then decode $\tilde{x}$ to $\tilde{y}$. The difference is that we use $x$ to supervise the encoded code $\tilde{x}$, to guarantee the deviation and distribution between them. Our encoder and decoder are completely symmetrical, so as to learn the inverse mapping function and the forward mapping function, respectively.

Generative Adversarial Networks (GANs) [24] continues to play through a generator and discriminator until it reaches the Nash equilibrium, which produces good results in many problems. GANs use the generator to map latent $z$ to data space, which will be judged by the discriminator whether it is a generated sample or a real sample. We use GAN’s generator to translate the phase $\tilde{x}$ to $\tilde{y}$ instead of the decoder of AutoEncoder by sharing parameters, and then use a discriminator. Besides, we also use this generator to encode ground truth $x$ to $\tilde{y}$, so the style loss [25] among $y, \tilde{y}, \tilde{\tilde{y}}$ is used to produce better focusing results. In order to ensure the details of our method, we use the PatchGAN discriminator [26] to output a $N \times N$ patch, which has fewer parameters and can handle images of any size using full convolution. We also introduce the content loss by using the hidden layer representation of the discriminator between $y$ and $\tilde{y}$, to constrain the encoder and the generator.
III. METHODOLOGY

Our goal is to learn the inverse mapping function \( F \) between speckle domain \( Y \) and phase domain \( X \) giving training samples, the speckle \( \{ y_i \}_{i=1}^N \) where \( y_i \in Y \) and the phase \( \{ x_i \}_{i=1}^N \) where \( x_i \in X \). Then giving the focus area \( f_y \) of treatment attention, we can get the corresponding \( f_x \) so that the light can pass through the scattering medium and focus as much as possible on the area instead of scattering, i.e.

\[
H(\tilde{x}_j) = y_j. \quad \text{We introduce different constraints to supervise the reverse and forward learning process. As illustrated in Figure 3, overall objective contains four types of terms relying on different metrics, whose details based on our practical considerations about the optical focusing will be introduced next. Combining with Algorithm 1, an overview of the training process is given.}

A. Phase Loss

Predicting the phase involves two losses \( L_{dev} \) and \( L_{dis} \), the \( Enc \) encoder a speckle sample \( y \) to a phase representation \( \tilde{x} \), and the \( Gen \) decode the phase representation back to speckle domain:

\[
\tilde{x} = Enc(y) = q(\tilde{x} | y), \tilde{y} = Gen(\tilde{x}) = p(y | \tilde{x}). \quad (1)
\]

We regularize the result of predicting phase by imposing two constraints, a F-norm over the ground truth phase \( x \) and a prior regularization over the ground truth distribution \( p(x) \):

\[
L_{dev} = \| x - \tilde{x} \|_F \quad (2)
\]

\[
L_{dis} = D_{KL}(q(\tilde{x} | y) \| p(x)) \quad (3)
\]

where \( D_{KL} \) is the Kullback-Leibler divergence.

B. Adversarial Loss

The GANs’ goal is to find a binary classifier that can make the best discrimination between real sample data and generated data and simultaneously expect \( Gen \) to fit the real sample distribution. And the traditional adversarial loss [24] is used to minimize the binary cross entropy:

\[
L_{adv} = \mathbb{E}_y \left[ \log(D(x)) \right] + \mathbb{E}_z \left[ \log(1 - D(G(z))) \right] \quad (4)
\]

Note that the regularization of the phase domain \( L_{adv} \) should make the speckle data from either \( q(\tilde{x} | y) \) or \( p(x) \) be similar. However, when we input an any speckle sample \( y \) for the network, the generated data \( Gen(Enc(y)) \) is much more likely to be similar to \( y \) than \( Gen(x) \). Moreover, receiving positive and negative samples at the same time helps to learn better, hence we introduce our style loss:

\[
L_{adv} = \mathbb{E}_y \left[ \log(D(x)) \right] + \mathbb{E}_z \left[ \log(1 - D(G(z))) \right] \quad (5)
\]

C. Content Loss

One advantage of GAN is that its discriminator can implicitly learn the rich similarity metric of the images in order to

Figure 3: Our model contains three parts, the encoder, generator, and discriminator, expressed in blue, green, and orange, respectively. The encoder part \( Enc \) convert the input (speckle \( y \)) to the phase domain by learning the inverse mapping function \( F \) to get the phase \( \tilde{x} \), and the deviation loss \( L_{dev} \) and distribution loss \( L_{dis} \) are used as constraints for \( \tilde{x} \) from values and distributions to be closer to the ground truth \( x \). The phase \( \tilde{x} \) and \( x \) are each used as input (share parameters) to the generator part \( Gen \) and then get their respective outputs: \( \tilde{y} \) and \( \hat{y} \), together with \( y \) will be sent to the discriminator part \( Dis \). The content loss \( L_{content} \) and the style loss \( L_{style} \) are used in the hidden layer and the last patch layer.
distinguish between real and fake images. Therefore, this observation can be utilized, so that the image characteristics learned by the discriminator can be converted into more abstract reconstruction error [27] after Enc and Gen. This can be achieved by denoting the hidden representation of the lth layer of the discriminator Dis by $\text{Dis}_l(y)$. Since we hope to get $x$ similar to $x$ through the $F$ learned by $\text{Enc}$, we combine with the $H$ learned by $\text{Gen}$, i.e. $H \circ F$ to get $y$, which also should be similar to a $y$. Hence a gaussian observation model for $\text{Dis}_l(y)$ with mean $\text{Dis}_l(y)$ and identity covariance is introduced:

$$p(\text{Dis}_l(y)|x) = \mathcal{N}(\text{Dis}_l(y)|\text{Dis}_l(y), I)$$

We can get the content loss between $y$ and $\tilde{y}$:

$$L_{\text{content}} = -E_{\tilde{y}(y)}[\log p(\text{Dis}_l(y)|\tilde{y})]$$  \hspace{1cm} (6)

**D. Full Objective**

Combined with phase loss, adversarial loss and content loss, our full objective is:

$$L = L_{\text{dev}} + L_{\text{dis}} + L_{\text{content}} + L_{\text{style}}$$

which is the goal we are going to optimize.

**E. Limiting Loss Signals**

We can train the three parts, encoder, generator, and discriminator simultaneously by using the combined loss function in Eq. 8 and not updating all the network parameters with respect to $L$ during training. More specifically, $\text{Dis}$ should not try to minimize $L_{\text{content}}$ because this would collapse $\text{Enc}$ to 0, and the loss signal from $L_{\text{style}}$ should not be backpropagated to $\text{Enc}$. We do not set weights for each of the four loss terms of the full objective (Eq. 8), but when updating the parameters, we still apply different hyperparameters to different parts. As $\text{Enc}$ receives a loss signal from three terms $L_{\text{dev}}$, $L_{\text{dis}}$, and $L_{\text{content}}$, three weights are used here to measure the ability of each. Two terms $L_{\text{content}}$ and $L_{\text{style}}$ are applied to $\text{Gen}$, which are also assigned a weight.

**IV. IMPLEMENTATION**

The structure of the proposed LoftGAN is shown in Figure 3, which has three parts encoder, generator, and discriminator. U-Net [28] demonstrates its powerful effects in many fields by combining low-level semantic information with high-level fine features. It extracts image features in the contracted path and maps the features back to the original image resolution on the extended path. So we use a completely symmetrical structure in the encoder and generator to learn the inverse mapping function $F$ and the forward mapping function $H$. For the encoder, it contains three convolution layers and two full connection layers. 16, 32, 48 filters are used in the three convolution layers, and the filter size of each layer is 7×7, 5×5, 3×3, and their strides are set as 3×3, 2×2, 1×1, respectively. The first full connection layer has 512 neurons followed by a dropout layer, whose dropout rate is 0.5. And the number of neurons in the second full connection layer is the same as the size of the phase. Symmetrically, the generator has two full connection layers and three convolution layers.

As for the discriminator, it firstly uses three convolution layers identical to the encoder. The output at this time is used to calculate the content loss for similarity measurement. Finally, three convolutional layers are used to reduce the number of channels to 1, and output a N×N patch. Each element of the matrix is output 0 or 1 by the discriminator. We use keras to build the entire LoftGAN model, and one GPU (NVIDIA RTX Titan) is used for computing. And the four hyperparameters in Algorithm 1 are 22, 0.03, 0.03 and 1e-6 in order.

**V. EXPERIMENT**

We perform simulation experiments and physical experiments to collect phase domain data and corresponding speckle domain data, where ground truth speckle-phase pairs are available for training the LoftGAN. The abnormal area, such as tumor is used for evaluation, in order to obtain the phase that can achieve optical focusing to the area of the treatment target. In this work, we use speckles of size 64×64, phases of size 32×32 (1024). The details of the simulation transmission process and the physical experiment setup are given below. We then conduct ablation studies to study the importance of each module in our approach, and demonstrate their role in achieving optical focusing by comparing their performance and in-depth analysis.

**A. Simulation Experiment**

We firstly use simulations close to the physical model to verify the possibility of optical focusing. A M×N transmission
matrix $t$ is generated to represent the light scattering path in the disordered medium. The transmission matrix $t$ follows the circularly-symmetric complex normal distribution [21]. So, first of all, a random matrix following this distribution is generated. Then a set of Hadamard basis are generated as input basis. After matrices multiplication, the electric fields obtained propagate to far field. The propagation process is governed by the free space light propagation theory. Then the electric fields reaching the receiving plane together with input Hadamard basis is used to calculate the whole transmission matrix.

After obtaining the transmission matrix $t$, a set of random phase patterns $X$ are generated to multiply with $t$ to obtain different speckle patterns $Y$ for LoftGAN training (Figure 4(a)). Specifically, after getting $t$, we can model the scattering process as a linear relation between the complex field at the input modes and the complex field at the output modes [21, 29], that is, the incident light and the transmitted light are coupled through $t$:

$$E_{m} = \sum_{n} t_{mn} A_{n} e^{i\phi_{n}} \tag{9}$$

where $\phi_{n}$ is the phase at input mode $n$, corresponding to the $n$-th position of the phase $x \in X$ we generated. $E_{m}$ is the complex field at output mode $m$. The amplitude contribution from input mode $n$ is represented by $A_{n}$. Assuming that the input plane is illuminated homogeneously, all incoming modes have the same intensity, so $A_{n}$ can be defined as: $A_{n} = 1/\sqrt{N}$. $t_{mn}$ relates the field at input mode $n$ to the field at output mode $m$, which is the element of the transmission matrix $t$.

Achieving optical focus at a certain area is essentially to maximize the intensity of some specified output modes, and the intensity transmitted into mode $m$ is given by

$$I_{m} = \frac{1}{N} \left| \sum_{n} t_{mn} e^{i\phi_{n}} \right|^{2} \tag{10}$$

which will also be recorded by the CCD camera. Based on these, we get 12888 pairs speckle-phase, which will be used as samples for training LoftGAN. We enter $y_{r}$ into the trained model during verification, get the output phase $\tilde{x}_{r}$, which will be treated as the input phase in Eq. 9, then get the final focus test results in Figure 1(c).

We also compared the cross-sectional intensity distribution at the focal point, as shown in Figure 5. It can be analyzed that our simulation results are almost perfectly focused in the entire target area (round tumor). Although there is escape light in other positions (ideally a very small number close to 0), when the intensity is low, it will not harm normal human tissues and meet the needs of treatment.

**B. Physical Experiment**

The physical experimental setup is illustrated in Figure 6. The resolution of the SLM screen is 1024×1920, and we divide it to $32 \times 32$ macro-pixels to display the phase $x \in X$, so one macro-pixel contains $32 \times 60$ pixels. And then a camera is used to record the speckle $y \in Y$ with the size of $64 \times 64$ pixels. 32 grey levels are used in the SLM screen to represent the phase values from 0 to $2\pi$.

A continuous wavelength laser beam ($\lambda = 670nm$) firstly is expanded by 10 times through two lenses ($f_{11} = 15mm$, $f_{12} = 150mm$), adjusting the incident light to a suitable polarization state using a polarizer before transmitting to the liquid crystal spatial light modulator. Two additional lenses ($f_{15} = 200mm$, $f_{14} = 50mm$) are placed behind the SLM. We then place two objectives (OB1, OB2: 10X), one focuses the light before entering the scattering medium to achieve better scattering in the scattering medium, and the other one collects the scattered light. Finally, using a CCD camera to record the intensity information of the emitted light, we can get the speckle samples we need, which will be used as inputs for training the LoftGAN.

We collected the same number of samples as the simulation

| Laser | 670nm, MRL-F671-1W CW |
|-------|------------------------|
| SLM   | HDSLM80R               |
| Camera| TUCAM                  |
| Diffuser | GCL-200101          |
| Objective Lens | GCO-2102, GCO-2105    |
experiment. Before we use the experimental data to train the LoftGAN, we need to preprocess it and normalize the obtained speckles and phases to 0~1. After the trained model is obtained, the tumors (target focus results), such as the four ground truths in Figure 7, are sent to the LoftGAN, predicting the output phases, which are then loaded onto the SLM screen to adjust the incoming optical wavefront. The final focus results using the predicted phases are recorded.

More detailed configuration information about the experiment setup is shown in Table 1. And comparison experimental results are given in Figure 8.

As shown, we further design the following three approaches for comparison:

1) Only use the encoder $Enc$ with $L_{dev}$ and $L_{dis}$
2) Remove $L_{dis}$, that is LoftGAN without the $L_{dis}$ denoted as $LoftGAN - L_{dis}$
3) Remove $L_{content}$, that is LoftGAN without the $L_{content}$ denoted as $LoftGAN - L_{content}$

As reflected from the results, the use of generator $Gen$ and discriminator $Dis$ is necessary, this can be found by observing the focus results only for the encoder $Enc$. Since we only focus on the inverse mapping function, without the help of estimating the forward mapping function, the whole learning process is particularly unstable. When achieving the optical focusing of multiple points, such as the two points in the example, the point on the right is almost a failure because the intensity is very low. Then we remove the loss term $L_{dis}$, and the difference of the focused visual effect between $LoftGAN - L_{dis}$ and the LoftGAN is small, but by measuring the numerical intensity of the light intensity, we find that the variance is greater than the LoftGAN, so it is meaningful to constrain the distribution of the desired phase. $L_{content}$ is used to enforce $H(F(Y)) = Y$ by using the hidden output of the discriminator, will give a deep supervisory on the training of the encoder and generator. We demonstrate our method can achieve specific precision optical focusing through scatter tissues.

VI. DISCUSSION AND CONCLUSION

Optical focusing plays a significant role in many biomedical applications, which is clinically meaningful and instructive. By focusing the light, we can increase the energy enhancement at specific locations, so that there are many strategic applications such as non-invasive treatment or deep tissue imaging. This will drive advances in many light-based imaging methods, but because light undergoes multiple scattering as it passes through living tissues, making it very challenging to achieve optical focusing deep in the tissues. In recent years, with the advancement of wavefront shaping, there have been some work reporting that making light focus tightly and efficiently through or in thick and inhomogeneous media. These methods can be reduced to two categories, one is based on optimization algorithms, which are very time consuming and computationally intensive, and the placement experiment is very complicated. The other type is based on deep learning, which is only in its infant stage. The reported experimental results in very limited literatures are all based on single point focusing, and their network used is too rudimentary, such as single-layer fully connected network. The intrinsic analysis of combined neural network-assisted optical focusing has not yet appeared.

For the first time to the best of our knowledge, starting from the inverse mapping function $F$ and the forward mapping function $H$ of the fundamental transmission process, we implement a symmetric encoder and generator of GAN, and design a discriminator to identify the three results: symmetric coupling result of encoder and generator, the output of the generator acting alone phase and the speckle of the input. Also we have deep supervision of intermediate results, verified by ablation studying. Our method can clearly, efficiently and accurately give the phase that can focus on the abnormal area.
Our approach has a common limitation same with other types of neural networks: limited by the number of training samples. So, using more samples may lead to better focus, but it takes more time and memory to collect the samples. This trade-off between performance and time consumption deserves careful consideration in such application. At the same time, we have not studied whether it can accurately focus after increasing the disturbance in the actual environment. In the future work, we will more fully verify the optical focusing in various environments, especially in the light-related imaging, to explore the possibility of more flexible focusing. In the long term, we expect our proposed deep-learning based optical focusing method will significantly advance the biomedical area, achieving deep-penetration high-resolution imaging, as well as non-invasive and precise cancer treatment.
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