TSI: Temporal Saliency Integration for Video Action Recognition
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Abstract

Efficient spatiotemporal modeling is an important yet challenging problem for video action recognition. Existing state-of-the-art methods exploit neighboring feature differences to obtain motion clues for short-term temporal modeling with a simple convolution. However, only one local convolution is incapable of handling various kinds of actions because of the limited receptive field. Besides, action-irrelated noises brought by camera movement will also harm the quality of extracted motion features. In this paper, we propose a Temporal Saliency Integration (TSI) block, which mainly contains a Salient Motion Excitation (SME) module and a Cross-perception Temporal Integration (CTI) module. Specifically, SME aims to highlight the motion-sensitive area through spatial-level local-global motion modeling, where the saliency alignment and pyramidal motion modeling are conducted successively between adjacent frames to capture motion dynamics with fewer noises caused by misaligned background. CTI is designed to perform multi-perception temporal modeling through a group of separate 1D convolutions respectively. Meanwhile, temporal interactions across different perceptions are integrated with the attention mechanism. Through these two modules, long short-term temporal relationships can be encoded efficiently by introducing limited additional parameters. Extensive experiments are conducted on several popular benchmarks (i.e., Something-Something VI & V2, Kinetics-400, UCF-101, and HMDB-51), which demonstrate the effectiveness of our proposed method.

1. Introduction

Recent years have witnessed significant progress achieved in action recognition [22, 13, 30, 26, 24, 25]. Deep learning based paradigm typically contains two main categories, i.e. two-stream networks [32, 22, 27, 28] and 3D networks [29, 30, 31, 6, 3]. The former type of method captures the appearance and motion information from RGB images and stacked optical flow respectively. However, the extraction of optical flow is expensive in both time and space, which limits its real application. 3D convolutional networks exploit 3D convolutions to learn spatiotemporal features directly from raw videos. With the help of large-scale video datasets, superior performance can be obtained. However, tremendous parameters of stacked 3D convolutions inevitably increase the computing cost.

Currently, many researchers explore to efficiently encode spatiotemporal features and motion encoding into a unified framework through decoupling 3D convolution into (2+1)D...
convolutions (e.g., $1 \times 3 \times 3$ and $3 \times 1 \times 1$) or performing feature-level difference between adjacent frames to capture motion dynamics with a simple convolution. Nevertheless, as shown in Fig. 1, videos taken by handheld devices can result in dynamic/misaligned background owing to the camera movements. Besides, the same action performed in different situations will lead to different movements (e.g., spatial shift and action speed). Hence, there still exists three main drawbacks: (1) direct feature-level difference without saliency alignment will inevitably introduce action-irrelated noises because of camera movements; (2) only local regional motion modeling is incapable of handling actions with various spatial shifts; (3) simply stacking local 1D convolutions without cross-perception integration is inferior to achieve multi-perception temporal modeling for various speed actions.

To relieve the above issues, we propose a Temporal Saliency Integration (TSI) network to perform salient motion excitation and multiple perception temporal modeling for action recognition. Firstly, a Salient Motion Excitation (SME) module is proposed to capture comprehensive motion dynamics through spatial-level local-global motion modeling. Taking the camera movements into consideration, we perform the saliency alignment operation between adjacent frames to align the background in advance. Then the pyramidal motion modeling is conducted to handle various scales of action movements, thus obtain high-quality motion representations. Unlike [13], which adds short-term motion encoding to the path of spatiotemporal features for the sake of complementary action recognition, we generate a channel-wise motion attention weight instead to enhance the motion-sensitive area of residual features as [17]. Next, in order to model multi-perception temporal relationships, a Cross-perception Temporal Integration (CTI) module is designed to implement multi-perception temporal modeling through adopting a series of depth-wise 1D convolutions upon the grouped channels respectively. Meanwhile, temporal interactions across multiple perceptions are integrated with attention mechanism, which is useful for “local-to-global” and “global-to-local” temporal information exchange. Finally, the proposed TSI block can be inserted into the off-the-shelf 2D CNNs to form an intuitive but effective network for comprehensive action recognition. Benefitting from the elaborate design, only limited extra computing cost is introduced (1.03 × GFLOPs as many as 2D ResNet). Extensive experiments reveal that these two modules are complementary in long short-term temporal representation learning. To summarize, the main contributions of our work are three folds:

- The Salient Motion Excitation (SME) module is proposed to encode motion structure of various scales with fewer noises through saliency alignment and pyramidal motion modeling.
- The Cross-perception Temporal Integration (CTI) module is designed to perform multi-perception temporal modeling with cross-perception integration. The two modules can be inserted into the standard ResNet block to collaboratively capture the long short-term temporal relationships.
- Extensive experiments are conducted on five public benchmarks, which demonstrate that the proposed TSI network can outperform other state-of-the-art methods with superior performance and achieve competitive efficiency compared to 2D CNNs.

2. Related Work

**3D CNNs.** 3D convolution is naturally powerful for temporal modeling. C3D [29] directly adopts the 3D convolutions to extract spatiotemporal features from raw videos. In order to make full use of the existing pre-trained 2D CNN on ImageNet[4] and thus expand the video modeling capabilities of the existing 2D CNN model[41, 10, 8]. I3D [2] proposes an inflate 2D convolution kernel as a 3D one to model the spatiotemporal features of video sequences. Since the spatial and temporal modeling process of 3D convolutions are highly coupled, it is not conducive for intuitive analysis of temporal modeling. Hence some researchers [1, 36, 38, 6] propose to decouple the 3D convolution into (2+1)D convolutions [31]. CSN [30] is designed to substitute a normal 3D convolution with a depth-wise 3D convolution with another point-wise convolution to store the channel interactions. Recently, SlowFast [7] adopts two-stream 3D CNNs (e.g., slow and fast paths) to perform temporal fusion of different sampling speed. However, these methods require large computation for training.

**2D CNNs.** Recent works for video understanding mainly target on improvements of efficiency based on pre-trained 2D CNN. Two-stream network [9] adopts the spatial stream to extract appearance features and the temporal stream to capture motion information respectively. Then TSN [32] proposes a sparse sampling strategy and weighted average score fusion of these two streams. TRN [40] exploits a set of fully connected layers to combine the relationships among frames with different intervals at the end. Recently, TSM [18] proposes a temporal shift operation to efficiently exchange channel information along the temporal dimension of features. STM [13] adopts feature difference of neighboring frames to obtain the complementary short-term motion encoding of spatiotemporal features. TEINet [19] first performs feature-level spatial pooling and then adopts the adjacent feature difference to obtain channel-wise attention aiming to enhance the motion-sensitive features. TEA [17] mainly employs inter-frame difference for short-term motion modeling and the Res2Net structure to model the long-term temporal relationships. Furthermore, CT-
In SME, saliency alignment between adjacent frames is conducted per Temporal Integration (CTI) modules. Then, we describe the technical details of these two modules (i.e., Salient Motion Excitation (SME) and Cross-perception Temporal Integration (TSI) network). First, we give an overview of the two main containing modules (i.e., Salient Motion Excitation (SME) and Cross-perception Temporal Integration (CTI) module) aims to capture multiple perception temporal relationships with cross-perception integration. On the other hand, Cross-perception Temporal Integration (CTI) module adopts pyramid motion modeling to capture comprehensive motion dynamics of various actions. In addition, different from [17, 13], we introduce saliency alignment to eliminate the action-irrelated noises caused by misaligned background. On the other hand, Cross-perception Temporal Integration (CTI) module aims to capture multiple perception temporal relationships with cross-perception integration.

3.1. Overview

As shown in Figure 2 (b), the proposed SME-CTI cube is the main component of TSI block which is designed for capturing short-term motion dynamics as well as long-term temporal inter-dependencies respectively. Briefly, the proposed SME-CTI cube has two main contributions. On one hand, Salient Motion Excitation (SME) module adopts pyramid motion modeling to capture comprehensive motion dynamics of various actions. In addition, different from [17, 13], we introduce saliency alignment to eliminate the action-irrelated noises caused by misaligned background.
salient attention and alignment operators can be formulated through element-wise multiplication. As shown in the calculation between adjacent frames, which is then adopted for salient attention \( S(\cdot) \), as sensitive areas of input \( \mathbf{X} \). Details will be described in Sec. 3.2.

Then we further adopt CTI for multiple perception temporal modeling. Concretely, a series of depth-wise 1D convolutions are performed upon several splitted channel groups respectively. Meanwhile, a cross-perception integration method is utilized to integrate temporal interaction between different temporal perceptions with channel-wise cross attention. Elaborate design contributes to the overall high efficiency without temporal diversity loss. Details will be described in Sec. 3.3.

### 3.2. Salient Motion Excitation

As shown in Figure 1, different actions of inter / intra class can vary greatly, meanwhile, the background can also be misaligned owing to the camera movement, SME is thus proposed to encode the motion structure of various actions with less action-irrelated noises through saliency alignment and pyramidal motion modeling as shown in Figure 2 (a).

**Saliency Alignment.** Saliency alignment is designed for eliminating the action-irrelated noises introduced by misaligned background, thus contributing to the subsequent motion modeling process. Specifically, scaled dot-product is adopted for salient attention \( S(\mathbf{X}_t, \mathbf{X}_{t+1}) \) calculation between adjacent frames, which is then adopted to highlight action-related regions of current frames \( \mathbf{X}_{t+1} \) through element-wise multiplication. As shown in the upper part of Figure 2 (a), the features of \( t \)-th frame \( \mathbf{X}_t \in R^{N \times C} \) is adopted as query, and the features of next frame \( \mathbf{X}_{t+1} \) is adopted as key and value separately. The salient attention and alignment operators can be formulated as follow respectively:

\[
S(\cdot) = \text{Softmax}(\mathbf{X}_t^r \odot (\mathbf{X}_{t+1}^r)^T / \sqrt{d}) \odot \mathbf{X}_{t+1}^r, 
\]

\[
\mathbf{X}^{r(\text{sa})}_{t+1} = \mathbf{X}^{r}_{t+1} \odot S(\mathbf{X}^r_t, \mathbf{X}^r_{t+1}).
\]

\( \odot \) is the inner product, \( d = C/r \) and \( \sqrt{d} \) is normalizing the inner product matrix row-wise, and \( \odot \) is the hadamard product. \( \mathbf{X}^{r(\text{sa})}_{t+1} \) represents the output features after saliency alignment. The scaled and normalization steps are omitted in the Figure 2 (a) for clearness. Figure 3 show representative examples of saliency alignment.

**Discussion.** Current methods [13, 17] adopt direct feature-level differences between neighboring frames to capture the short-term motion dynamics, which makes sense assuming the background is aligned. However, as shown in Figure 1, without considering the camera movements, the misaligned action-irrelated regions will be unexpectedly retained and the extracted motion representations are thus noisy and inferior. Saliency alignment is designed for eliminating the action-irrelated noises introduced by misaligned background, hence only the action-related regions are kept. Then the retained regions proceed to the following pyramidal motion modeling process to generate channel-wise attention weights aiming to highlight distinct salient regions. Figure 3 shows that even when the background is moving, our saliency alignment module is able to relate similar semantic contexts, e.g., the skateboard and the taillight.

**Pyramidal Motion Modeling.** After saliency alignment, we continue to carry out pyramidal motion modeling for capturing spatial-level local-global motion dynamics. Considering the diversity of various actions, instead of using a simple convolution as in [13, 17, 19], we adopt a series of depth-wise 2D convolutions to model the spatial difference upon four copies of \( \mathbf{X}^{r(\text{sa})} \) successively, thus the equivalent receptive field of spatial dimension is enlarged in a hierarchical manner accordingly. Then the motion representations can be obtained through neighboring feature differences:

\[
\mathbf{D}_k = \begin{cases} 
\text{Conv2D}_j(\mathbf{X}^{r(\text{sa})}_{t+1}), & j = 1, k = 1 \\
\text{Conv2D}_j(\mathbf{D}_{k-1} + \mathbf{X}^{r(\text{sa})}_{t+1}), & 2 \leq j, 2 \leq k 
\end{cases}
\]

\[
\mathbf{M}_{t,t+1} = \text{Sum}(\mathbf{D}_k - \mathbf{X}^r_t), & k = 1, \ldots, K.
\]

\( \mathbf{M}_{t,t+1} \) is the feature difference between adjacent frames. And \( K \) is set to 4 empirically. In order to reduce the computing cost, we adopt two \( 1 \times 1 \) 2D convolutions for channel dimension reduction and recovery before and after Local-Global Motion Modeling respectively as shown in Figure 2 (b), where the ratio \( r \) is set to 16. \( \text{Conv2D}_j \) indicates the \( j \)-th depth-wise 2D convolution used to transform the input features \( \mathbf{X}^{r(\text{sa})} \). Finally, the obtained local-global motion dynamics are further conducted spatial-level Global Average Pooling and Sigmoid activation function to obtain channel-wise attention weights \( \text{Att}(\cdot) \). The motion-sensitive areas of input features \( \mathbf{X} \) are highlighted with...
element-wise multiplication and the background information is retained with an identity shortcut, where $\odot$ is the Hadamard product:

$$\text{Att}(\cdot) = \text{Sigmoid}(\text{GAP}(\text{LGMM}(X_t, X_{t+1}))),$$

(5)

$$X_{\text{SME}} = X + X \odot \text{Att}(X_t, X_{t+1}), t = 0, 1, \ldots, T - 1.$$  

(6)

**Discussion.** The proposed SME is different from the ME module proposed in TEA [17] in two main aspects. On one hand, the saliency alignment is considered to eliminate the effect of misaligned regions caused by camera movements for effective motion modeling. Besides, pyramidal motion modeling is presented to enlarge the receptive field of spatial dimension for comprehensive motion extraction, which is essential but neglected in previous methods.

### 3.3. Cross-perception Temporal Integration

The structure details of CTI are shown in Figure 2 (c). The core idea of CTI is to model long short-term temporal information by multi-perception temporal modeling. Specifically, temporal receptive fields are equivalently enlarged as well as the temporal interactions are effectively exchanged through cross-perception integration.

**Multi-perception Temporal Modeling.** Given the input feature $X^{\text{SME}} \in \mathbb{R}^{T \times C \times H \times W}$, we first separate the feature channels into $G=4$ groups, where $X_{g}^{\text{SME}} \in \mathbb{R}^{T \times C/G \times H \times W}$ indicates the $g$-th group features. Then we use a series of depth-wise 1D convolutions of kernel size 3 to extract temporal information of each feature group respectively. The temporal receptive field is equivalently enlarged and the multiple perception temporal information can be captured through the Cross-perception Integration (CI) method, which can be formulated in the following.

$$T_g = \begin{cases} 
X_g^{\text{SME}}, & g = 1 \\
\text{Conv1D}(X_g^{\text{SME}}), & g = 2 \\
\text{Conv1D}_j(\text{CI}(T_{g-1}, X_g^{\text{SME}})), & 3 \leq j, g \leq 4
\end{cases}$$

(7)

$T_g$ is the output temporal features of $g$-th group.

**Cross-perception Integration.** In order to perform selective interaction fusion of multiple temporal perceptions, we first conduct spatial global average pooling on the summed features of adjacent groups. Then we adopt a fully connected layer followed by a Softmax activation function to obtain temporal-channel attention weights. Finally, the obtained weights are used to perform a weighted summation of temporal features with two different perceptions:

$$\alpha = \text{Softmax}(\text{FC}(\text{GAP}(T_{g-1} + X_g^{\text{SME}}))),$$

(8)

$$\text{CI}(T_{g-1}, X_g^{\text{SME}}) = \alpha \odot X_g^{\text{SME}} + (1 - \alpha) \odot T_{g-1}.$$ 

(9)

**Discussion.** Different from the conventional temporal modeling methods [13, 19], which captures the long-term temporal information with stacking local 1D convolutions, CTI achieves this goal in a hierarchical manner. Meanwhile, unlike ResNet structure adopted in [17], which transfers the spatiotemporal information from local to global through single-pass element-wise addition, our CTI is designed to integrate “local-to-global” and “global-to-local” temporal information between different perceptions with the cross-attention mechanism. In this way, global temporal perception can be also exerted on the local details for better temporal modeling.

### 3.4. TSI Network

To encode both spatiotemporal information and motion dynamics simultaneously, we combine the proposed SME and CTI together to form a TSI block, which can be easily inserted into the off-the-shelf 2D CNNs. In TSI block, the first $1 \times 1$ 2D convolution is adopted for channel reduction, then a $3 \times 3$ 2D convolution is utilized to model the spatial appearance, where the output features are further passed through SME and CTI sequentially to extract long short-term relationships. Finally, in order to restore the original channel dimensions, we add another $1 \times 1$ 2D convolution followed by a parameter-free identity shortcut from input to output. In order to give full play to the advantages of TSI block, from the perspective of easy optimization and flexibility, we use 2D ResNet-50 [12] as our backbone unless specified. And we replace all standard ResNet blocks with our proposed TSI block.

### 4. Experiments

In this section, we first introduce the datasets and the implementation details of our proposed TSI. Then we perform extensive experiments to demonstrate that the proposed TSI outperforms all the state-of-the-art methods on both temporal-related datasets and scene-related datasets. Meanwhile, we also conduct abundant ablation studies with Something-Something V1 to analyze the effectiveness of our method. Finally, we give runtime analyses to show the efficiency of TSI compared with state-of-the-art methods.

**4.1. Datasets**

We verify the effectiveness of our proposed TSI on two kinds of datasets, which focus on temporal and context scenes respectively. First, **Something-Something V1 & V2** [11] concentrate on temporal information, where V1 includes about 110K videos while V2 includes 220K video clips for 174 fine-grained classes. Second, for **Kinetics-400**, UCF-101 and HMDB-51, these datasets focus on the context scenes more. **Kinetics-400** [14] has a total of 400 action classes, where the training set is about 240K and the validation set is about 20K. The **UCF-101** [23]
contains 101 categories with around 13K videos, while HMDB51 [15] has about 7K videos spanning over 51 categories.

4.2. Experimental Setup

Training. We train our TSI with the same strategy as [32]. Given an input video, we first divide it into T segments. Then we randomly sample one frame from each segment to obtain the input sequence with T frames. The short side is fixed to 256. Meanwhile, corner-cropping and scale-jittering are applied for data augmentation. Finally, the input size of the network is $N \times T \times 3 \times 224 \times 224$, where $N$ is the batch size and $T$ is the sampled frames per video. In our experiments, $T$ is set to 8 or 16 as default. For Kinetics and Something-Something datasets, the learning rate is set to 0.01 initially and then reduced by a factor of 10 at 30, 40, 45 epochs and stop at 50 epochs. We use the ImageNet [4] pre-trained model as initialization on these datasets. As for UCF-101 and HMDB-51, we use Kinetics pre-trained model as initialization and set the learning rate to 0.001 for 25 epochs, which is decayed by a factor of 10 every 15 epochs. We use mini-batch SGD as the optimizer with a momentum of 0.9 and a weight decay of 5e-4. We train our TSI with 8 GTX 1080Ti GPUs and each GPU processes a mini-batch of 8 videos clips (when $T=8$) or 4 video clips (when $T=16$).

4.3. Comparison with the State-of-the-Arts

For fair comparisons, all compared action recognition methods use only RGB modality as input with 8 or 16 frames. For UCF-101 and HMDB51, we use the testing protocols of 30 views, with 16 input frames as default.

Results on Something-Something. We first verify the temporal modeling ability of TSI on Something-Something V1, and we can find that our TSI can achieve superior results to other methods as shown in Table 1. Specifically, with 16 frames as input, TSI is 2.0% ahead of TEA [17] with fewer GFLOPs. Meanwhile, our method has obtained the advantage results than [13, 19] under the same settings. Besides, with a single model, GSM [28] achieves 51.68% Top-1 accuracy with 16x2 frames as input, while our proposed TSI method can obtain obviously higher accuracy (54.3% vs. 51.68%) with both fewer input frames (16x1) and fewer GFLOPs (68 vs. 107.4). For Something-Something V2, our TSI can still outperform the TEINet [19] by 1.1% Top-1 accuracy with 16 input frames. Extensive experiments reveal that the temporal modeling ability of our TSI is both effective and efficient.

Results on Kinetics-400. As shown in Table 2, we also compare with other methods on Kinetics-400 to verify the model robustness in context scenario. Compared with all
2D methods, our TSI can achieve the state-of-the-art performance with competitive efficiency. As for 3D methods, TSI can also surpass most of the mainstream 3D methods with fewer input frames and less GFLOPs, i.e., I3D [2], SlowFast [7], S3D-G [39] and ECO [42]. Although the ensembled SlowFast [7] model can achieve the a bit higher accuracy, our TSI has great efficiency with obvious fewer GFLOPs (68 vs. 106).

Results on UCF-101 and HMDB-51. To verify the generalizability of our TSI network, we pre-train it on Kinetics-400 and then fine-tune it on UCF-101 and HMDB-51 respectively, the results are shown in Table 3. Compared with other methods, TSI can obtain consistently better performance on both datasets, with 97.2% Top-1 accuracy on UCF-101 and 76.9% Top-1 accuracy on HMDB-51.

4.4. Ablation Studies

In this section, we conduct exhaustive ablation experiments to evaluate the effectiveness of our TSI network on Something-Something V1 [11]. Unless specified, the reported results are calculated using the testing protocol of a single view with 8 sampled frames.

Comparison with other temporal modules. It is known that temporal modeling is vital for temporally related datasets. In order to compare the temporal modeling ability with other state-of-the-arts, we adopt the ResNet50 equipped with TIM as our strong baseline as reported in Table 4a. TIM indicates the temporal interaction module proposed in [19], which adopts a depth-wise 1D temporal convolution with special initialization. It clearly shows that via integrating multi-perception temporal information with cross attention, our proposed CTI can also surpass the existing temporal modules (i.e., TIM [19] and MTA [17]) by a great margin. Meanwhile, compared to ME proposed in [17], our proposed SME can obtain higher performance with better-extracted motion representations. Therefore, we can conclude that the two proposed modules are both effective in long short-term temporal modeling.

Effectiveness of SME and CTI modules. In Table 4b, we study the effect of each individual module respectively. With SME, the Top-1 accuracy can be boosted by 3.1%, which reveals the effectiveness of local-global motion modeling. Besides, we also study the effect of Saliency Alignment (SA) and Channel-wise motion Attention (CA) operations adopted in SME module respectively. We can observe 0.9% and 1.7% drop of Top-1 accuracy respectively, demonstrating the necessity of each design choice. Moreover, our proposed CTI can achieve superior temporal modeling performance than TIM (+2.3%). After combining these two modules, the recognition accuracy can be further improved by 1.8%, which confirms that these two modules are indispensable for comprehensive temporal representation learning.

Location and number of TSI block. Conventional ResNet50 architecture can be divided into 6 stages, where the last four stages (refer to Stage2-5) consist of several residual blocks respectively. In order to ensure the effectiveness of TSI block and the impact of the block number on the performance improvement, we replace the first residual block of each stage with our TSI block respectively, as shown in Table 4c. Surprisingly, we find that significant performance improvement already can be obtained even with only one inserted TSI block. Besides, the inserted block in the latter stage can yield better performance than the early stage, because the semantic features are more discriminative for temporal modeling and motion excitation in the deeper layers. And inserting one TSI block into each stage (4 TSI blocks in total) is beneficial for further accuracy improvement. Furthermore, the best performance can be obtained through replacing all residual blocks with the proposed TSI block in Stage2-5 (16 TSI blocks in total).

Fusion of two proposed modules. We further study the effect of different fusion types of two proposed modules as shown in row1-3 in Table 4d. Specifically, we try three fusion types respectively, namely summation, concatenation and cascade. The first two types indicate that the motion features and the multi-perception temporal features are extracted from the shared input in parallel and the outputs are element-wise summed or concatenated over channel dimension. While the cascade fusion type means that the two modules are conducted successively. We can observe that the last type can yield the best performance, which is mainly because that the importance of spatiotemporal features and motion encoding would not be equal in usual scenarios.

Design choices of saliency alignment operation. After salient attention calculation, we also explore two different saliency alignment operators, namely element-wise addition and multiplication. As shown in the row1, 4 in Table 4d, the attended features conducted element-wise multiplication with the current features X_t can obtain better performance than element-wise summation. We argue that
**Study on pyramidal motion modeling.** The key idea of our local-global motion modeling process is pyramidal motion modeling. Compared with the previous methods [19, 13, 17], which only adopt a simple convolution to perform motion difference modeling and feature transformation, our TSI devises a pyramidal structure aiming to handle actions with various shapes and scales. The spatial receptive field of the convolution kernel can be equivalently enlarged in a hierarchical fashion. Results shown in row 1, 5 in Table 4d confirm the significance of the hierarchical receptive field for our SME module.

**Design choices of cross-perception integration.** Finally, we explore the effect of design choices of our cross-perception integration method as shown in row 1, 7-8 in Table 4d. Without cross integration between each two neighboring channel groups (i.e., independent handling different groups), the temporal modeling performance drops obviously owing to the lack of multiple perception information. The previous method [17] adopts element-wise addition to transfer knowledge from local perception to global perception. However, it is unable to exert global perception to the local one, resulting in inferior performance. These results verify the power of our CTI module.

### 4.5. Runtime Analysis

We continue to compare the model efficiency with several state-of-the-arts on the Something-Something V1 dataset. All evaluations are conducted on one GTX 1080TI GPU. Specifically, we adopt the number of videos processed per second as an efficiency metric, termed as throughput, as shown in Table 5. For fair comparisons, we evaluate the efficiency of our method by evenly sampling 8 or 16 frames from an input video and then only adopt the single view for testing. Concretely, compared with existing 3D methods [2], our proposed TSI network can significantly surpass them in both GFLOPs and throughput. Compared with ECO [42], our TSI network can achieve similar throughput with both higher accuracy (+8%) and fewer

### Table 4: Ablation studies.** Experiments are conducted on Something-Something V1 [11]. We adopt ResNet50 + TIM [19] as our baseline by default. For Table (a) and (b), all the models are trained with 8 sampled frames, while 16 frames are sampled for other tables.

| Module Fusion | Saliency Alignment | Motion Modeling | Cross-perception Integration | Top-1 | Top-5 |
|---------------|-------------------|----------------|-------------------------------|-------|-------|
| cascade       | element-wise multiplication | pyramidal | cross attention               | 53.3  | 82.5  |
| summation     | element-wise multiplication | pyramidal | cross attention               | 51.2  | 80.3  |
| concatenation | element-wise addition | simple | cross attention               | 52.2  | 81.3  |
| cascade       | element-wise multiplication | pyramidal | independent                  | 51.8  | 80.9  |
| cascade       | element-wise multiplication | pyramidal | element-wise addition         | 52.5  | 81.8  |

| Method | #Frames | GFLOPs | Throughput |
|--------|---------|--------|------------|
| I3D [2] | 32 x 3 x 2 | 153 x 6 | 6.1 vid/s | 41.6 |
| ECO [42] | 16 x 1 x 1 | 64 | 45.6 vid/s | 41.4 |
| TSN [32] | 8 x 1 x 1 | 33 | 81.5 vid/s | 19.7 |
| TSM [18] | 8 x 1 x 1 | 33 | 77.4 vid/s | 45.6 |
| STM [13] | 8 x 1 x 1 | 66 | 39.5 vid/s | 47.3 |
| TEINet [19] | 8 x 1 x 1 | 33 | 62.0 vid/s | 47.5 |
| TSN [32] + CTI | 16 x 1 x 1 | 66 | 32.0 vid/s | 49.8 |
| our TSI | 8 x 1 x 1 | 33 | 44.0 vid/s | 50.2 |

**Table 5: Efficiency and accuracy comparison of TSI with other state-of-the-art methods on Something-Something V1.** “vid/s” indicates number of processing videos per second. TSI beats all competing methods with 44 videos per second using 8 frames as input. Measured on a single NVIDIA GTX 1080TI GPU.

| Method | Location | Number | Top-1 | Top-5 |
|--------|----------|--------|-------|-------|
| None   | 0        | 19.7   | 46.6  |
| Stage2 | 1        | 42.7   | 72.7  |
| Stage3 | 1        | 44.5   | 74.4  |
| Stage4 | 1        | 45.4   | 75.3  |
| Stage5 | 1        | 45.5   | 75.0  |
| Stage2-5 | 4     | 51.8   | 81.2  |
| Stage2-5 | 16     | 53.3   | 82.5  |


input frames. As for 2D CNNs, though TSI obtains half throughput than TSN [32], it can obtain 30% accuracy improvement with similar GFLOPs. It should be noted that our CTI module can achieve remarkable performance improvement with a small computing cost. To conclude, our TSI network can strike a certain trade-off between efficiency and recognition accuracy.

5. Conclusion

In this paper, we propose Temporal Saliency Integration (TSI) network for video action recognition, which mainly consists of the Salient Motion Excitation (SME) and the Cross-perception Temporal Integration (CTI) modules. SME is designed to highlight motion-sensitive areas with fewer noises caused by misaligned background, while CTI aims to integrate multiple perception temporal relationships with cross attention. Combining these two modules into a unified ResNet bottleneck, long short-term temporal relationships can be effectively captured. Extensive experiments are conducted on several public benchmarks, which demonstrate that our TSI network can achieve remarkable performance improvement with competitive efficiency compared to 2D CNNs.

Limitations. In this paper, saliency alignment operation adopted for eliminating the action-unrelated noises brought by misaligned background is intuitive and non-trivial in high-quality motion extraction. However, computing cost of the scale-dot product used for salient attention calculation is somewhat heavy, especially for the features in the shallow layers with high resolution, which hinders the convergent speed of the whole network to some extent. In the future work, alternative operators (e.g., multi-head self-attention) can be explored for efficient alignment.
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