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1 Introduction

Quantum entanglement is the characteristic nature of quantum systems. In the seminal work [1], the holographic representation of the entanglement entropy measuring the amount of entanglement between a spatial region and its complement in conformal field theories was proposed in AdS/CFT correspondence. This led to various works studying the entanglement structure from the holographic point of view [2–12]. On the other hand, entanglement has also been studied in quantum field theories in various dimensions [13–17]. It is generally an important question to understand the possible patterns of entanglement that can arise in field theory.

In particular, there has been a lot of interest to study entanglement in topological field theories for the simplicity. The best understood topological field theory is the 2+1 dimensional Chern-Simons theory [18]. The entanglement between connected spatial regions in Chern-Simons theories was obtained in [19–21]. In these works, there is a single boundary \( \Sigma \) as shown in figure 1(a), which is then partitioned into two or more regions and one can study the entanglement between them.

Another interesting problem is to consider the field theory on a manifold \( M \) whose boundary \( \Sigma \) consists of \( n \) components \( \Sigma = \Sigma_1 \cup \Sigma_2 \ldots \cup \Sigma_n \). For example, figure 1(b) shows a manifold having three boundary components. One can then study the entanglement structure between different components – so called multi-boundary entanglement. In [22, 23], the multi-boundary entanglement was studied in the context of AdS_3/CFT_2, where the conformal field theory was defined on a Reimann surface having \( n \) circle boundaries (\( \Sigma = S^1 \cup S^1 \ldots \cup S^1 \)). The quantum state \( |\psi\rangle \) was constructed by performing the Euclidean path integral on the Reimann surface and this state lived in the Hilbert space:

\[
|\psi\rangle \in \mathcal{H}(S^1) \otimes \mathcal{H}(S^1) \otimes \ldots \otimes \mathcal{H}(S^1),
\]

which is the tensor product of \( n \) copies of \( \mathcal{H}(S^1) \). Here \( \mathcal{H}(S^1) \) denotes the Hilbert space associated to a single boundary circle. The holographic multi-boundary entanglement in this set-up can be obtained using the Ryu-Takayangi formula [1].

Recently, the multi-boundary entanglement has been studied [24, 25] for Chern-Simons theory on a three dimensional manifold \( M \) whose boundary \( \Sigma \) consists of \( n \) topologically linked
tori, i.e. $\Sigma = T^2 \cup T^2 \ldots \cup T^2$. For example, figure 2 shows a manifold whose boundary consists of three tori. A quantum state $|\psi\rangle$ on such a boundary $\Sigma$ can be defined by performing the

**Figure 2**: A manifold $M$ whose boundary $\Sigma$ has three components: $\Sigma = T^2 \cup T^2 \cup T^2$. Here the tori are unlinked, but it is straightforward to construct boundaries where they are non-trivially linked. One can define a quantum state on this kind of boundaries and study its entanglement structure.

Chern-Simons path integral on manifold $M$. This state lives in the following Hilbert space:

$$|\psi\rangle \in \mathcal{H}(T^2) \otimes \mathcal{H}(T^2) \otimes \ldots \otimes \mathcal{H}(T^2).$$

(1.2)

Note that there can be many choices of the bulk manifold $M$ which satisfies the required boundary $\Sigma = T^2 \cup T^2 \ldots \cup T^2$. In [24, 25], a special manifold was selected which is called the link complement, which we will discuss briefly in section 2. The state $|\psi\rangle$ is called the link state as it contains the topological information of the link. Thus, by a certain construction, the colored Jones invariant assigns a quantum entanglement structure to a link in a 3-sphere. This enables one to study knots and links in a information-theoretic approach. In [25], the entanglement structure of this state was obtained for U(1) and SU(2) Chern-Simons theories at level $k$. Incidentally, the SU(2) entanglement entropy was shown to be more powerful than that of U(1) in capturing the topological linking. Further, there are a class of links sharing same SU(2) but different SU($N$) invariants. Hence, the theme of the present work is to explore the entanglement entropy and Rényi entropy for other compact gauge groups, which will provide richer information both for the links and for the non-abelian theories.

In this note, we will follow [25] and focus on the Rényi entropy between two sub-links and its asymptotic bounds for large $k$ and/or large rank $r$ for various gauge groups. Specifically, we present the results for torus links $T(2, 2n)$ with analytical results for $n = 1$ and $n = 2$. We do see interesting periodic structure of the Rényi entropy, whose periodicity is an integer $p$ determined as a function of rank $r$ and level $k$.

The paper is organized as follows. In section 2, we review the link state and the computation of reduced density matrix. In section 3, we study the upper bound of the Rényi entropy, which is given by the logarithm of the dimension of Hilbert space. We particularly discuss the asymptotic bounds at large $k$ limit and/or large rank limit. In section 4, we focus on the entanglement structure for a family of torus links having linking number $n$, which shows interesting periodic structure in $n$. We also show a potential refinement of the entanglement structures by working with a refined Chern-Simons invariants for links. We conclude and discuss future questions in section 5.


2 Review of link invariants and reduced density matrix

Witten, in the celebrated work [18], argued that three-dimensional Chern-Simons theory on $S^3$ provides a natural framework to study the topological invariants of knots and links. In particular, the Jones polynomial for a link $L$ can be realized as the Chern-Simons partition function of $S^3$ in the presence of Wilson line along $L$, in the spin $\frac{1}{2}$ representation of $SU(2)$ gauge group. The explicit connection can be made if the complex variable $q$ in the Jones polynomial is taken as:

$$q = \exp \left( \frac{2\pi i}{k + 2} \right),$$

(2.1)

where $k$ is the Chern-Simons coupling constant being a non-negative integer. One can generalize the invariants of links by computing the Chern-Simons partition functions for different gauge groups $G$ with Chern-Simons level $k$. For example, the $n$ colored Jones invariant is given by the Wilson loops in the spin $\frac{n}{2}$ representation of $SU(2)$ group, while the defining $N$-dimensional representations of $SU(N)$ and $SO(N)$, will give the HOMFLY-PT and Kauffman invariants, respectively. Generally, the complex variable $q = \exp \left( \frac{2\pi i}{k+y} \right)$, where $y$ is the dual Coxeter number of the gauge group.

2.1 Link complement and link state

Consider a link $L$ in $S^3$, which has $p$ knot components. The link can have non-trivial linking between different knot components. Let us thicken the link $L$ to obtain a tubular neighborhood, which is like $p$ linked solid tori centered about $L$. Next we drill out this tubular neighborhood from $S^3$. By doing this, $S^3$ will split into two manifolds: one is the $p$ linked solid tori (say $L_{tub}$) and the other is $S^3\setminus L_{tub}$, which we simply denote as $S^3\setminus L$. We call the latter as the link complement. Note that both of these have the same boundary (but with opposite orientations), which is precisely $p$ linked torus. We illustrate this procedure explicitly in figure 3 for an example of Hopf link (H).

---

Figure 3: Figure (a) shows the Hopf link which is embedded into $S^3$ in figure (b). The Hopf link is first thickened into a tubular neighbourhood in figure (c) and then removed from $S^3$. The resulting manifold $S^3\setminus H$ is called the Hopf link complement as shown in figure (d) whose boundary consists of two linked tori $T^2 \cup T^2$. The Chern-Simons path integral gives a quantum state on this boundary whose entanglement structure can be studied.
If we have a Wilson line in the bulk of a solid torus running parallel to its longitude cycle and carrying an integrable representation \( a \), the Chern-Simons path integral will give a state \( |a\rangle \) on the boundary. All possible integrable representations\(^1\) define this Hilbert space \( \mathcal{H}_{T^2} \) on the boundary. For a given algebra \( \mathfrak{g} \) of rank \( r \) and level \( k \), the number \( I_{\mathfrak{g}} \) of integrable representations is finite. Thus we get a finite dimensional Hilbert space whose dimension is given by:

\[
\dim(\mathcal{H}_{T^2}) = I_{\mathfrak{g}}(k) .
\]  

(2.2)

In the case of Hopf link complement \( S^3 \setminus \mathcal{H} \), there are two torus boundaries as shown in figure 3(d). Thus the resulting Hilbert space, in this case, would be \( \mathcal{H}_{T^2} \otimes \mathcal{H}_{T^2} \) and any state can be written as:

\[
|\psi\rangle = \sum_a \sum_b C_{ab} |a\rangle \otimes |b\rangle \equiv \sum_{a,b} C_{ab} |a,b\rangle ,
\]  

(2.3)

where \( a \) and \( b \) run over the possible integrable representations. The coefficients \( C_{ab} \) are complex coefficients which depend upon the topological properties of \( S^3 \setminus \mathcal{H} \) and are precisely the expectation value or the quantum invariants of the Hopf link embedded in \( S^3 \), with the two individual components of Hopf link carrying representations \( a \) and \( b \).

This can be easily generalized to a link \( \mathcal{L} \) made of \( p \) knot components: \( \mathcal{L} = K_1 \cup K_2 \cup \ldots \cup K_p \). The link state, in this case, is given by:

\[
|\mathcal{L}\rangle = \sum_{a_1,a_2,\ldots,a_p} C_{a_1,a_2,\ldots,a_p} |a_1,a_2,\ldots,a_p\rangle ,
\]  

(2.4)

where \( a_i \) is the integrable representation associated to the \( i \)-th knot (component) and \( C_{\{a_i\}} \) is the link invariant of \( \mathcal{L} \). The sum runs over all the integrable representations.

### 2.2 Reduced density matrix from link state

For a general link \( \mathcal{L} \) consisting of \( p \) knot components, the total Hilbert space is given by,

\[
\mathcal{H} = \mathcal{H}_{T^2} \otimes^p .
\]  

(2.5)

One can bi-partition the total Hilbert space into two and trace out one of them. By this approach, one can measure the entanglement encoded in the global state \( |\mathcal{L}\rangle \). We illustrate the procedure for a two-component link in the following.

We start with the state given in eqn.(2.4) for a two-component link \( \mathcal{L} \) with link invariants \( C_{ab} \). The total density matrix is given by:

\[
\rho_t = \frac{\langle \mathcal{L} | \mathcal{L} \rangle}{\langle \mathcal{L} | \mathcal{L} \rangle} ,
\]  

(2.6)

which obeys the pure state condition \( \rho_t^2 = \rho_t \). After tracing out one of the components, we get a reduced density matrix:

\[
\rho \equiv \sum_b \langle b | \rho_t | b \rangle = \sum_{a,a'} \left( \sum_b C_{ab} C_{a'b}^* \sum_{c,d} C_{cd} C_{cd}^* \right) |a\rangle \langle a'| ,
\]  

(2.7)

\(^1\)In Appendix A, we have briefly reviewed the integrable representations.
where * represents the complex conjugate. Since the total Hilbert space is finite dimensional, the matrix $\rho$ is also finite dimensional with elements given as:

$$
\rho = \sum_{i,j=1}^{I_g} \rho_{ij} \, |a_i\rangle \langle a_j| ; \quad \rho_{ij} = \frac{\sum_{l=1}^{I_g} C_{a_i,a_l, a_j, a_l^*}}{\sum_{m=1}^{I_g} \sum_{n=1}^{I_g} C_{a_m,a_n, a_m, a_n}} .
$$

(2.8)

From here one can solve the eigenvalues of reduced density matrix and compute the Rényi entropy for any given link $L$.

### 3 Rényi entropy for link state associated with a link $L$

In this section, we will study some general features of the Rényi entropy of link state $|L\rangle$, where $L$ is made of $p$ knot components. We take the Chern-Simons theory with group $G$ of rank $r$ and the Chern-Simons level as $k$. The total Hilbert space is product of $p$ copies of $H_{T^2}$ as in eqn.(2.5). Consider the bi-partition $(m|p-m)$ of this Hilbert space ($m \leq p-m$):

$$
\mathcal{H} = (H_{T^2}^{\otimes m}) \otimes (H_{T^2}^{\otimes p-m})
$$

(3.1)

The entanglement structure of link state $|L\rangle$ can be studied by tracing out $H_{T^2}^{\otimes p-m}$ and the resulting reduced density matrix is of order $I_m g$, where $I_g$ is the number of integrable representations of the affine algebra $g_k$. The Rényi entropy therefore is given as ($\alpha \geq 0$):

$$
R_\alpha(L) = \frac{1}{1-\alpha} \ln \text{tr}(\rho^\alpha) = \frac{1}{1-\alpha} \ln \left( \lambda_1^\alpha + \lambda_2^\alpha + \ldots + \lambda_{I_g}^\alpha \right)
$$

(3.2)

where $\lambda_i$ are the eigenvalues of reduced density matrix. When $\alpha \to 0$, the Rényi entropy is maximum, which is $\ln I_g^m$ and when $\alpha \to \infty$, the Rényi entropy reaches a minimum value, which is $R_\infty = \ln (\lambda_{\text{max}})^{-1}$, where $\lambda_{\text{max}}$ is the maximum of all the eigenvalues of density matrix:

$$
\lambda_{\text{max}} = \max \{ \lambda_1, \lambda_2, \ldots, \lambda_{I_g} \}
$$

(3.3)

Thus the Rényi entropy $R_\alpha$ is bounded:

$$
0 \leq R_\infty(L) \leq R_\alpha(L) \leq m \ln I_g .
$$

(3.4)

In the following, we attempt the asymptotic bounds of $R_\alpha$ when: (i) the level $k$ is large, (ii) the rank $r$ is large and (iii) both $k$ and $r$ are large but their ratio is finite. From now on, we will set $m = 1$, but the generalization to higher integer $m$ is straightforward.

---

2In Appendix A, we have given the number of integrable representations for various classical and exceptional Lie algebras.
3.1 Upper bounds when the level \( k \to \infty \)

Now we study the asymptotic behavior of \( \ln I_\theta \) as \( k \to \infty \). The generating function for counting the number of integrable representations are given in Appendix A (see eqn.(A.7)). For the well-known Lie algebras, we find that \( \ln I_\theta \sim \ln k \), for large values of \( k \). One can obtain the following expansion for various classical and exceptional Lie algebras of finite rank, by expanding \( \ln I_\theta \) as series in \( k^{-1} \):

\[
\ln I_{\text{su}(N)} = \ln \left( \frac{k^{N-1}}{(N-1)!} \right) + \frac{N(N-1)}{2k} + \mathcal{O} \left( \frac{1}{k^2} \right) + \ldots
\]

\[
\begin{cases}
\ln k + \frac{1}{k} + \mathcal{O} \left( \frac{1}{k^2} \right) + \ldots & \text{for } \mathfrak{so}(3) \\
N \ln k + \ln \left( \frac{2^{2-N}}{N!} \right) + \mathcal{O} \left( \frac{1}{k} \right) + \ldots & \text{for } N \geq 2
\end{cases}
\]

\[
\ln I_{\text{sp}(2N)} = \ln \left( \frac{k^N}{N!} \right) + \frac{N(N+1)}{2k} + \mathcal{O} \left( \frac{1}{k^2} \right) + \ldots
\]

\[
\ln I_{\mathfrak{so}(2N)} = N \ln k + \ln \left( \frac{2^{3-N}}{N!} \right) + \mathcal{O} \left( \frac{1}{k} \right) + \ldots
\]

\[
\ln I_{E_6} = \ln k^6 - \ln 17280 + \mathcal{O} \left( \frac{1}{k} \right) + \ldots
\]

\[
\ln I_{E_7} = \ln k^7 - \ln 1451520 + \mathcal{O} \left( \frac{1}{k} \right) + \ldots
\]

\[
\ln I_{E_8} = \ln k^8 - \ln 696729600 + \mathcal{O} \left( \frac{1}{k} \right) + \ldots
\]

\[
\ln I_{F_4} = \ln k^4 - \ln 288 + \mathcal{O} \left( \frac{1}{k} \right) + \ldots
\]

\[
\ln I_{G_2} = \ln k^2 - \ln 4 + \mathcal{O} \left( \frac{1}{k} \right) + \ldots
\]  

(3.5)

From the above expansions, we observe that \( \ln I_\theta \) diverges as \( \ln k \) at the large \( k \) limit with a fixed coefficient:

\[
\lim_{k \to \infty} \left( \frac{\ln I_\theta}{\ln k} \right) = r.
\]

(3.6)

This result suggests that we must study the asymptotic bounds of the ratio of Rényi entropy and \( \ln k \). For this, we divide eqn.(3.4) by \( \ln k \) and take the limit \( k \to \infty \). So, we will get (for \( m = 1 \) case):

\[
\lim_{k \to \infty} \left( \frac{R_\alpha(L)}{\ln k} \right) = c_1(\alpha) ; \quad 0 \leq \lim_{k \to \infty} \left( \frac{R_\infty(L)}{\ln k} \right) \leq c_1(\alpha) \leq r,
\]

(3.7)
where \( c_1(\alpha) \geq 0 \) is a constant for a given algebra of finite rank. We will show explicit results of \( R_\alpha(\mathcal{L}) \) for the simplest link Hopf link, as well as the torus link \( T(2, 4) \), later in this section, which is consistent with this observation.

### 3.2 Upper bounds when the rank \( r \to \infty \)

Motivated by the rank-level duality in Chern-Simons theory, we may consider the asymptotic expansion of \( \ln \mathcal{I}_g \) when the rank \( r \) is large but \( k \) is fixed. Indeed, we get \( \ln \mathcal{I}_g \sim \ln r \) as expected and up to first order in \( r^{-1} \), the expansion of \( \ln \mathcal{I}_g \) can be written for various classical Lie groups as follows:

\[
\ln \mathcal{I}_{su}(r) = k \ln r - \ln(k!) + \frac{k(k-1)}{2r} + \mathcal{O}\left(\frac{1}{r^2}\right) + \ldots
\]

\[
\ln \mathcal{I}_{so}(2r+1) = \begin{cases} 
\frac{k}{2} \ln r - \ln\left(\frac{k}{2}\right) + \frac{k(k+14)}{8r} + \ldots, & \text{for even } k \\
\left(\frac{k-1}{2}\right) \ln r + \ln 3 - \ln\left(\frac{k-1}{2}!\right) + \frac{(k-1)(3k+7)}{24r} + \ldots, & \text{for odd } k
\end{cases}
\]

\[
\ln \mathcal{I}_{sp}(2r) = k \ln r - \ln(k!) + \frac{k(k+1)}{2r} + \mathcal{O}\left(\frac{1}{r^2}\right) + \ldots
\]

\[
\ln \mathcal{I}_{so}(2r) = \begin{cases} 
\frac{k}{2} \ln r - \ln\left(\frac{k}{2}\right) + \frac{k(k+26)}{8r} + \ldots, & \text{for even } k \\
\left(\frac{k-1}{2}\right) \ln r + \ln 4 - \ln\left(\frac{k-1}{2}!\right) + \frac{(k-1)(k+5)}{8r} + \ldots, & \text{for odd } k
\end{cases}
\]

We can see that \( \ln \mathcal{I}_g \) diverges as \( \ln r \) as \( r \to \infty \) for a finite level and we can write the following limit for a given value of level \( k \):

\[
\lim_{r \to \infty} \left( \frac{\ln \mathcal{I}_g}{\ln r} \right) = f_g(k) \quad \text{(3.8)}
\]

Here the function \( f_g(k) \) depends on the choice of algebra and for classical Lie algebras, we deduce:

\[
f_g(k) = \begin{cases} 
k, & \text{for } g = \mathfrak{su}(\infty), \mathfrak{sp}(\infty) \\
\left\lfloor \frac{k}{2} \right\rfloor, & \text{for } g = \mathfrak{so}(\infty)
\end{cases} \quad \text{(3.9)}
\]

where \( \lfloor x \rfloor \) denotes the largest integer less than or equal to \( x \). Thus the Rényi entropy in the limit of rank \( r \to \infty \), for a given value of \( k \), can be written as:

\[
\lim_{r \to \infty} \left( \frac{R_\alpha(\mathcal{L})}{\ln r} \right) = c_2(\alpha) \quad ; \quad 0 \leq \lim_{r \to \infty} \left( \frac{R_\infty(\mathcal{L})}{\ln r} \right) \leq c_2(\alpha) \leq f_g(k) \quad \text{(3.10)}
\]

where \( c_2(\alpha) \geq 0 \) is a constant for a given group and a given level. Now it will be interesting to see the asymptotic behavior of upper bound, when both the rank and the level are taken to be large.
3.3 Upper bounds in the double scaling limit

In the double scaling limit, we take both rank \( r \to \infty \) and level \( k \to \infty \) such that the generalized ratio is kept finite:

\[
\lim_{r \to \infty} \left( \frac{r^a}{k^b} \right) = c ,
\]  

(3.11)

where \( a, b, c \in \mathbb{R}_+ \) are constants. In such a case, \( \ln I_\alpha \) shows different asymptotic behavior depending upon the ratio of \( a \) and \( b \) which is clear from the following limits for classical Lie algebras:

\[
\begin{aligned}
\text{a < b : } & \quad \lim_{r \to \infty} \lim_{k \to \infty} \left( \frac{\ln I_\alpha}{k \ln k} \right) = \frac{b - a}{a} , & \text{for } g = \text{su}(\infty), \text{sp}(\infty) \\
\text{a = b : } & \quad \lim_{r \to \infty} \lim_{k \to \infty} \left( \frac{\ln I_\alpha}{k \ln k} \right) = \ln \left( \frac{(1 + c^{1/a})^{1+c^{1/a}}}{(c^{1/a})^{1+c^{1/a}}} \right) , & \text{for } g = \text{su}(\infty), \text{sp}(\infty) \\
\text{a > b : } & \quad \lim_{k \to \infty} \left( \frac{\ln I_\alpha}{k^b \ln k} \right) = \frac{(a - b)c^{1/a}}{a} , & \text{for } g = \text{su}(\infty), \text{sp}(\infty), \text{so}(\infty).
\end{aligned}
\]

(3.12)

The various asymptotic bounds of Rényi entropy therefore can be given as:

\[
\begin{aligned}
\text{a < b : } & \quad 0 \leq \lim_{r \to \infty} \lim_{k \to \infty} \left( \frac{R_\infty}{k \ln k} \right) \leq \lim_{r \to \infty} \lim_{k \to \infty} \left( \frac{R_\alpha}{k \ln k} \right) \leq \lim_{k \to \infty} \lim_{k \to \infty} \left( \frac{\ln I_\alpha}{k \ln k} \right) \\
\text{a = b : } & \quad 0 \leq \lim_{r \to \infty} \lim_{k \to \infty} \left( \frac{R_\infty}{k} \right) \leq \lim_{r \to \infty} \lim_{k \to \infty} \left( \frac{R_\alpha}{k} \right) \leq \lim_{k \to \infty} \lim_{k \to \infty} \left( \frac{\ln I_\alpha}{k} \right) \\
\text{a > b : } & \quad 0 \leq \lim_{r \to \infty} \lim_{k \to \infty} \left( \frac{R_\infty}{k^b \ln k} \right) \leq \lim_{r \to \infty} \lim_{k \to \infty} \left( \frac{R_\alpha}{k^b \ln k} \right) \leq \lim_{k \to \infty} \lim_{k \to \infty} \left( \frac{\ln I_\alpha}{k^b \ln k} \right) .
\end{aligned}
\]

(3.13)

The upper bounds for all these cases are given in eqn.(3.12). In the following, we illustrate the various asymptotics by giving two examples of Hopf link (H) and \( T(2,4) \) link, which are two-component links.

3.4 Example-1: Rényi entropy for Hopf link state for generic group

For the simplest non-trivial link, i.e. Hopf link, the link state is given as:

\[
|H\rangle = \sum_a \sum_b S_{ab} |a, b\rangle ,
\]  

(3.14)
where, $S_{ab}$ is the Hopf link invariant with $S$ (eqn. (B.1)) being a generator of modular group $\text{SL}(2,\mathbb{Z})$ of torus diffeomorphism. With this link state, the reduced density matrix elements corresponding to a bi-partition $(1|1)$ can be computed (see for example [25]):

$$
\rho_{ij} = \frac{1}{I_g} \delta_{ij},
$$

(3.15)

Thus the Rényi entropy is maximum and is equal to the upper bound of eqn.(3.4) with $m = 1$:

$$
\mathcal{R}_\alpha^G(H) = \ln I_g.
$$

(3.16)

Observing the large $k$ expansion of $\ln I_g$ for various algebras in eqn.(3.5), the Rényi entropy for Hopf link can be written as following:

$$
\mathcal{R}_\alpha^G(H) = \ln I_g = r \ln k - \ln r! - \ln x(g) + \mathcal{O}\left(\frac{1}{k}\right) + \ldots,
$$

(3.17)

where $r$ is the finite rank of the algebra $g$. The value of constant term $\ln x(g)$, depends explicitly on the type of algebra. This term can be given an interpretation of the asymptotic deviation of $\ln I_g$ computed for an algebra $g$, from $\ln I_{g_0}$, which is computed for the algebra $g_0$ having a maximum number of integrable representations, with both the algebras having the same rank. From eqn.(A.7), it is clear that for a given rank and level, $I_g$ will be maximum if all the dual Kac labels are unity (the classical Lie algebras $A_N$ and $C_N$ has this property). The number of integrable representations in such cases is given as\(^3\):

$$
I_{g_0} = \frac{(k + r)!}{r! k!},
$$

(3.18)

and we can write the asymptotic expansion at large level as:

$$
\mathcal{R}_\alpha^{G_0}(H) = \ln I_{g_0} = r \ln k - \ln r! + \mathcal{O}\left(\frac{1}{k}\right) + \ldots,
$$

(3.19)

where $G_0$ is the group corresponding to $g_0$. Now if we take the difference between eqn.(3.17) and eqn.(3.19) and take the limit $k \to \infty$, we will get:

$$
\lim_{k \to \infty} (\ln I_g - \ln I_{g_0}) \equiv \lim_{k \to \infty} \Delta \ln I_g = \lim_{k \to \infty} \Delta \mathcal{R}_\alpha^G(H) = \ln x(g)^{-1}.
$$

(3.20)

\(^3\)The $\mathfrak{so}(4)$ algebra with rank 2 is an exception for which the number of integrable representations is greater than that given in eqn.(3.18). Its integrability condition is given in eqn.(A.13).
It is interesting to note that the quantity $\ln x(g)$ converges for all the well known Lie algebras:

$$\ln x(g) = \begin{cases} 
0 & \text{, for } g = \text{su}(r), \text{sp}(r) \\
0 & \text{, for } g = \text{so}(3), \text{so}(5), \text{so}(6) \\
\ln\left(2^{[r/2]-3}\right) & \text{, for } g = \text{so}(r), r = 4 \text{ and } r \geq 7 \\
\ln 2^7 + \ln 3^3 + \ln 5 & \text{, for } g = E_8 \\
\ln 2^5 + \ln 3^2 & \text{, for } g = E_7 \\
\ln 2^3 + \ln 3 & \text{, for } g = E_6 \\
\ln 2^2 + \ln 3 & \text{, for } g = F_4 \\
\ln 2 & \text{, for } g = G_2 ,
\end{cases}$$

(3.21)

where $\left\lceil \frac{r}{2} \right\rceil$ denotes the smallest integer greater than or equal to $\frac{r}{2}$.

### 3.5 Example-2: Rényi entropy for $T(2,4)$ link state for SU(2) group

The second example we discuss is the $T(2,4)$ link having linking number two and is made of two circles linked twice as shown in figure 4. Actually, this is a member of a more general family of links $T(2,2n)$, which we will discuss in section 4. The link invariant and reduced density matrix of $T(2,4)$ can be obtained from eqn.(4.4) and eqn.(4.7) respectively, by substituting $n = 2$. Using SU(2) invariant for this link, we obtained a closed form expression for eigenvalues of the reduced density matrix. The non-zero eigenvalues are:

$$\lambda_{m}^{SU(2)} = \begin{cases} 
2 \csc^2 \left( \frac{\pi - 2\pi m}{2k + 4} \right) & ; \text{ for even } k \\
2 \csc^2 \left( \frac{\pi - 2\pi m}{2k + 4} \right) & ; \text{ for odd } k \\
\end{cases}, \text{ for } m = 1, \ldots, \frac{k}{2} + 1,
$$

(3.22)

From these eigenvalues, it is difficult to write a closed form expression of the Rényi entropy for a finite value of $k$. However, in the limiting case of $k \to \infty$, one can obtain the order $\alpha$
Rényi entropy as following:

\[
T(2, 4) : \lim_{k \to \infty} R_{SU(2)}^{\alpha} = \frac{\ln (4^\alpha - 1) + \alpha \ln \left(\frac{2}{\pi^2}\right) + \ln \zeta(2\alpha)}{1 - \alpha},
\]

where \(\zeta(2\alpha)\) is the Riemann zeta function evaluated at \(2\alpha\). When \(\alpha > 0\), the Rényi entropy converges as \(k \to \infty\) which is evident from eqn.(3.23). For \(\alpha \to 1\) and \(\alpha \to \infty\), the values of entanglement entropy and minimum Rényi entropy in the limit of \(k \to \infty\) can be obtained as:

\[
T(2, 4) : \begin{cases}
\lim_{k \to \infty} R_{SU(2)}^{\alpha} = 24 \ln A - 2\gamma - \frac{17}{3} \ln 2 \approx 0.887842 \\
\lim_{k \to \infty} R_{SU(2)}^{\alpha} = \ln \left(\frac{\pi^2}{8}\right) \approx 0.210018
\end{cases}
\]

where \(A\) and \(\gamma\) are the Glaisher’s constant and Euler’s constant respectively.

We have seen that the Rényi entropy for Hopf link is maximum. Hence, for completeness, it would be interesting to compare Rényi entropy of the link \(T(2, 4)\) with respect to that of Hopf link, which is encoded in a quantity called Rényi divergence. We discuss the details in the following subsection.

### 3.6 Rényi divergence \(D_{\alpha}(\mathcal{L} \parallel \mathcal{H})\)

The Rényi divergence \(D_{\alpha}\) of order \(\alpha\) \((\alpha > 0\) and \(\alpha \neq 1\)), of the eigenvalue distribution \(\{\lambda_i\}\) of reduced density matrix for a two-component link state \(|\mathcal{L}\rangle\), from the eigenvalue distribution \(\{\tilde{\lambda}_i\}\) of that of Hopf link state \(|\mathcal{H}\rangle\), is defined as:

\[
D_{\alpha}(\mathcal{L} \parallel \mathcal{H}) = \frac{1}{\alpha - 1} \ln \left(\sum_{i=1}^{I_{\mathcal{H}}} \frac{\lambda_i^\alpha}{\tilde{\lambda}_i^{\alpha-1}}\right).
\]

Now the Rényi entropy for Hopf link is maximum, implying that the eigenvalues of the density matrix are all equal:

\[
\lambda_i = \frac{1}{I_{\mathcal{H}}} ; \quad i = 1, 2, \ldots, I_{\mathcal{H}}.
\]

Using this, we get:

\[
D_{\alpha}(\mathcal{L} \parallel \mathcal{H}) = \ln I_{\mathcal{H}} - R_{\alpha}(\mathcal{L}),
\]

where \(R_{\alpha}(\mathcal{L})\) is the Rényi entropy for link state \(|\mathcal{L}\rangle\). Using the bound in eqn.(3.4) for the Rényi entropy of a general two-component link \(\mathcal{L}\), we can write the bound for this Rényi divergence as:

\[
0 \leq D_{\alpha}(\mathcal{L} \parallel \mathcal{H}) \leq \ln I_{\mathcal{H}} - R_{\infty}(\mathcal{L}).
\]

Thus the upper and lower bounds of Rényi divergence \(D_{\alpha}\) are simply lowered by an amount \(R_{\infty}\) as compared to that of the bounds of Rényi entropy \(R_{\alpha}(\mathcal{L})\) in eqn.(3.4). One can verify
that for $\mathcal{L} = H$, we get $D_\alpha = 0$. For $\mathcal{L} = T(2, 4)$ and group SU(2), the following bound for Rényi divergence can be given:

$$0 \leq D_\alpha(T(2, 4) \parallel H) \leq \begin{cases} \ln\left(\frac{2k + 2}{k^2 + 4} + 4\right) - 2\ln \left(\sin\left(\frac{\pi}{2k+4}\right)\right), & \text{for even } k \\ \ln\left(\frac{2}{k + 3}\right) - 2\ln \left(\sin\left(\frac{\pi}{2k+4}\right)\right), & \text{for odd } k \end{cases} \quad (3.29)$$

Ideally, we should get the analytic results for $R_\alpha(\mathcal{L})$ and $D_\alpha(\mathcal{L} \parallel H)$ and their asymptotic bounds for two-component links. But unfortunately, finding the closed form expressions for the eigenvalues of density matrix is difficult. So in the following section, we attempt this issue numerically for the class of torus links $T(2, 2n)$.

4 Entanglement structure of link state on boundary of $S^3 \setminus T(2, 2n)$

In this section, we will study the entanglement structure of the link state defined on the two torus boundaries of $T(2, 2n)$ link complement. This family of links consists of two unknotted which are twisted and linked $n$ times, as shown in figure 5. The Hopf link is a member of this

![Figure 5: The $T(2, 2n)$ link, where the two circles are twisted $n$ number of times. There are $2n$ crossings and the linking number is $n$.](image)

family with $n = 1$. Using the results of [25], the Rényi entropy of $T(2, 2n)$ link state can be given for U(1) group as following:

$$R_\alpha(n) = \ln\left(\frac{k}{\gcd(k, n)}\right). \quad (4.1)$$

Clearly, the entanglement structure is periodic in $n$ with period $k$ and the Rényi entropy vanishes when $n$ is a multiple of $k$:

$$R_\alpha(n + k\mathbb{Z}) = R_\alpha(n) \quad ; \quad R_\alpha(k) = 0 \quad (4.2)$$

In fact, as we show in this section, this is a generic feature of $T(2, 2n)$ link state and for any given group, the periodicity depends on $k$ as well as rank $r$ of the group:

$$R_\alpha(n + p(k, r)\mathbb{Z}) = R_\alpha(n) \quad ; \quad R_\alpha(p) = 0 \quad (4.3)$$
where $p$ is the fundamental period depending on the rank and the level. In the following, we discuss this structure in more detail.

The topological invariant for these links can be obtained using the Dehn surgery discussed in [18] and can be given in terms of $S$ and $T$ generators of modular group $\text{SL}(2, \mathbb{Z})$ of torus diffeomorphism [25]:

$$C_{ab} = \sum_m \frac{(ST^n S)_0 m S_{am} S_{bm}}{S_{0m}} .$$

(4.4)

Here $T^n$ creates the required $n$-fold Dehn-twist in the torus resulting in the $n$ times twisting of the two circles. The $T$-matrix elements are given as:

$$T_{ab} = \exp \left( 2\pi i \frac{\Lambda(a) \cdot (\Lambda(a) + 2\rho)}{2(k+y)} - 2\pi i \frac{c}{24} \right) \delta_{ab} ,$$

(4.5)

where $\Lambda(a)$ is the dominant highest-weight of integrable representation $a$ of algebra $g$, $c$ is the central charge and $y$ is the dual Coxeter number of the algebra (see appendix B for various definitions including $S$ and $T$ matrix elements). The quantum state for $T(2,2n)$ links will be given as:

$$|T(2,2n)\rangle = \sum_{a,b} C_{ab} |a,b\rangle .$$

(4.6)

The reduced density matrix can be obtained by tracing out one of the components and its elements, labeled by the representations, are given as:

$$\rho_{ab} = \frac{\sum_m \left( \frac{(ST^n S)_0 m}{S_{0m}} \right)^2 S_{am} S_{bm}^*}{\sum_m \left( \frac{|ST^n S)_0 m}{S_{0m}} |^2 \right)} ,$$

(4.7)

where $a$ and $b$ are the integrable representations and label the $ab$ element of $\rho$ matrix. The link state $|T(2,2n)\rangle$ shows a periodic entanglement structure as we increase the number of twists $n$. We will discuss this feature numerically in the following sections.

### 4.1 Periodic entanglement structure for $S^3 \setminus T(2,2n)$

The matrix $T$ given in eqn.(4.5) is a diagonal matrix and the elements of $T^n$ are given as:

$$T_{aa}^n = \exp \left( 2\pi i n \frac{\Lambda(a) \cdot (\Lambda(a) + 2\rho)}{2(k+y)} - 2\pi i n \frac{c}{24} \right) .$$

(4.8)

For any algebra of a given rank $r$ and level $k$, there exists a minimum value of $n$, say $n = n_0(k,r)$, for which we will have:

$$T^{n_0} = \exp \left( -\pi i n_0 c \frac{c}{12} \right) \text{diag}(1,1,\ldots,1) .$$

(4.9)

Thus, the $T^{n_0}$ matrix becomes proportional to identity matrix. We have given the values of $n_0$ for the classical affine Lie algebras in Appendix B (see eqns. (B.14), (B.22), (B.29)
and (B.37)). At this value of \( n = n_0 \), the \( T(2, 2n_0) \) link state in eqn.(4.6) becomes a direct product state\(^4\):
\[
|T(2, 2n_0)\rangle \propto \left( \sum_a \frac{S_{a0}}{\sqrt{S_{00}}} |a\rangle \right) \otimes \left( \sum_b \frac{S_{b0}}{\sqrt{S_{00}}} |b\rangle \right).
\]
(4.10)
Hence the Rényi entropy corresponding to this link state vanishes. However, we observe that the entanglement spectrum shows a periodic behavior with fundamental period \( p(k, r) \), which is not necessarily \( n_0 \). In fact, for \( SU(N) \) and \( Sp(2N) \) groups, they seem to be simply related:
\[
SU(N)_{k \geq 1} : p = \begin{cases} n_0/2, & \text{for } N = \text{even} \\ n_0, & \text{for } N = \text{odd} \end{cases}; \quad Sp(2N)_{k \geq 1} : p = n_0/2.
\]
(4.11)
Thus the eigenvalues of reduced density matrix (4.7) and hence the Rényi entropy shows the periodicity:
\[
\lambda (n + p\mathbb{Z}) = \lambda (n) \implies R_\alpha (n + p\mathbb{Z}) = R_\alpha (n).
\]
(4.12)
The Rényi entropy vanishes at \( n = p \) and also has a symmetry within the fundamental period in the sense that the Rényi entropies for \( n \) twists and \( (p - n) \) twists \( (n \leq p) \) are the same (for a given group \( G \) and level \( k \)):
\[
R_\alpha (p) = 0; \quad R_\alpha (n) = R_\alpha (p - n), \forall n \leq p.
\]
(4.13)
We have tabulated the values of von Neumann entropies \( (R_1) \) for some of the groups at certain levels in Table-1, which shows the periodic structure of \( T(2, 2n) \) link state, and also confirms eqn.(4.13). We find the following values of fundamental period \( p \) for various groups:

\[
\begin{align*}
SU(N) : & \quad p = \begin{cases} N(k + N), & \text{for } k > 1 \\ N, & \text{for } k = 1 \end{cases} \\
Sp(2N) : & \quad p = \begin{cases} 2, & \text{for } Sp(2) \text{ with } k = 1, \\ 2(k + N + 1), & \text{otherwise} \end{cases} \\
SO(N) : & \quad \begin{cases} 2(k + 2), & \text{for } SO(3) \\ 2(k + N - 2), & \text{for } N = 0, 1 \text{ (mod 4)} \\ 4(k + N - 2), & \text{for } N = 2, 3 \text{ (mod 4)} \end{cases} \\
& \quad \begin{cases} 2, & \text{for } SO(3) \\ 2, & \text{for } N = 0 \text{ (mod 4)} \\ 8, & \text{for } N = 1, 3 \text{ (mod 4)} \\ 4, & \text{for } N = 2 \text{ (mod 4)} \end{cases}.
\end{align*}
\]
(4.14)
\(^4\)Notice that for the classical affine Lie algebras, the \( S \) matrix satisfies \((S^2)_{m,n} = 0\), when \( m \neq 0 \). We have used this property here.
using refined link invariants within refined Chern-Simons theory, which we elaborate in the

Table 1: Table listing the entanglement entropy $R_1$ for $T(2, 2n)$ link state, for some of the
groups $G$ and level $k$. The values are given for $1 \leq n \leq 16$. We can see that within a group
and level, we have a periodic behavior with fundamental period $p$ given in eqn. (4.14). We
can also see that $R_1(p) = 0$ and $R_1(n) = R_1(p - n), \forall n \leq p$. We

So, we see that the Rényi entropy for the link state $|T(2, 2p\mathbb{Z})\rangle$, computed in the Chern-
Simons theory for a given group $G$ at a given level $k$ vanishes, though the two boundaries
of $S^3 \setminus T(2, 2p\mathbb{Z})$ have a non-trivial topological linking. Ideally, we could find a new invariant
for these links such that the Rényi entropy is non-vanishing for all values of $n$ for a given
$k$ and rank $r$. Indeed we can achieve such a non-zero Rényi entropy for all $T(2, 2n)$ links
using refined link invariants within refined Chern-Simons theory, which we elaborate in the
following subsection.

4.2 Refined entanglement structure of $S^3[T(2, 2n)]$

We can refine the entanglement structure by using the refined Chern-Simons invariants for $T(2, 2n)$ links, which will be given as:

$$C_{ab} = \sum_m \left( \frac{S_{\text{ref}}(T_{\text{ref}})^n S_{\text{ref}}}{S_{\text{ref}}^{0m}} \right) S_{\text{ref}}^{am} S_{\text{ref}}^{bm}, \quad (4.15)$$

where $S_{\text{ref}}$ and $T_{\text{ref}}$ are the refined versions of ordinary $S$ and $T$ matrices respectively. The refinement of the Chern-Simons theory for $SU(N)$ group was obtained in [26] where the Schur polynomials (which are the characters of integrable representations) are lifted to Macdonald polynomials. These Macdonald polynomials have an extra refinement parameter $\beta \in \mathbb{R}$ and in the limit of $\beta \to 1$, we will get back the unrefined version. In the refined case, the elements of modular matrix $T$ transformation are given as:

$$T_{ab}^{\text{ref}} = \exp \left( 2\pi i \frac{\Lambda(a) \cdot (\Lambda(a) + 2\beta \rho)}{2(k + \beta y)} + \ldots \right) \delta_{ab}, \quad (4.16)$$

where we have omitted the terms which are independent of representation and will not affect the computation of Rényi entropy. Note that the refinement of the Chern-Simons theory does not change the number of integrable representations and will still be given as $I_q$. In eqn.(4.16), $a$ and $b$ are the integrable representations and $\Lambda(a)$ is the dominant highest weight of representation $a$. Writing this highest weight in terms of Dynkin labels as $\Lambda(a) = a_1 \Lambda_1 + \ldots + a_r \Lambda_r$, we can write the following:

$$\left( T_{aa}^{\text{ref}} \right)^n = \exp \left( 2\pi i n \sum_{i,j=1}^r F_{ij} a_i (a_j + 2\beta) \frac{1}{2(k + \beta y)} \right). \quad (4.17)$$

The first diagonal element corresponding to trivial representation is 1, i.e. $T_{00}^{\text{ref}} = 1$. In order to get $(T^{\text{ref}})^n \propto 1$, for some value of $n$, all the elements of $(T^{\text{ref}})^n$ has to be 1. Of course, we can set $\beta \in \mathbb{R}$ to such a value that this will never happen. As an example, consider $SU(2)$ group and $k = 3$ for which we will have:

$$\left( T^{\text{ref}} \right)^n = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & e^{i\pi(2\beta+1)/4} & 0 & 0 \\
0 & 0 & e^{2i\pi(\beta+1)/2\beta+3} & 0 \\
0 & 0 & 0 & e^{3i\pi/4}
\end{pmatrix}. \quad (4.18)$$

In the unrefined case ($\beta = 1$), we will get $T^{20} = 1$ and the entanglement structure will have a periodicity $p = 10$, which we have given in Table-1. However, if we take $\beta$ to be some irrational number, then $(T^{\text{ref}})^n \neq 1$, for any integer value of $n$. This indicates that the Rényi entropy from refined link invariants can probe richer topological linking information than that of unrefined ones.

---

\(^3\text{See Appendix B and [27] for more details.}\)
5 Conclusion and discussion

In this note, we studied the entanglement structure corresponding to bi-partitioning of link states in Chern-Simons theory with a generic gauge group. In the large Chern-Simons coupling limit ($k \to \infty$) or large rank ($r \to \infty$) limit, the upper bound of Rényi entropy goes as $\ln k$ or $\ln r$, which indicates that Rényi entropy can not diverge faster than $\ln k$ or $\ln r$. We also considered the limit with both large $k$ and large $r$ but a finite ratio of them.

For a class of torus links $T(2,2n)$, we obtained the eigenvalues of the reduced density matrix numerically for $n > 2$ and analytically for $n = 2$. In the latter case, we verified that Rényi entropy converges in the limit $k \to \infty$ for any $\alpha > 0$. From the entanglement entropy for links $T(2,2n)$ as presented in Table-1, we infer its periodic behavior in $n$ for a given rank $r$ and level $k$. We have analytically deduced the periodicity $p(k,r)$ for various classical Lie groups (eqn.(4.14)) such that Rényi entropy vanishes whenever $n = 0 \pmod p$.

With the hope of achieving non-vanishing Rényi entropy for links $T(2,2n)$ at any finite $n$, we considered refined Chern-Simons theory and their invariants. Interestingly, Rényi entropy from $SU(2)$ refined invariants does capture richer topological linking information.

Another interesting question is whether Rényi entropy will be the same for two links which share the same Jones’ polynomial. In fact, there are certain class of links with trivial Jones’ polynomial [28]. We checked some examples of links sharing the same Jones’ polynomial but different colored Jones and observed that the Rényi entropies are different.

For a two-component link $L_1$ obtained by replacing one of the circles of Hopf link by knot $K_1$ (i.e. $L_1 = K_1 \# H$, where $H$ denotes the Hopf link and $\#$ is the connected sum) and link $L_2$ obtained by replacing one of the circles by knot $K_2$ ($L_2 = K_2 \# H$), the $SU(2)$ Rényi entropy for the two links will be the same if knots $K_1$ and $K_2$ are mutant knots. This is because the mutant knot pairs have the same colored Jones’ polynomial. Hence to distinguish such links, we have to go to other gauge groups. Note that a colored HOMFLY-PT for mixed representation of $SU(N)$ were shown to be different for a mutant pair $K_1$, $K_2$ [29–31]. This indicates that probably $SU(N)$ Rényi entropy could distinguish such links. However, at the moment we do not have a complete solution of $SU(N)$ link invariants in variable $q$ for arbitrary representations.

It is always interesting to generalize the current discussion to multi-component links with generic gauge group. Further, just like our analysis for $T(2,2n)$ links, it would be worthwhile to explore other torus and non-torus links to see if the Rényi entropy has a periodic behavior. We hope to report progress in future work.

A Integrable representations of affine Lie algebra at level $k$

In this appendix, we briefly review on how to obtain the integrable representations for the affine Lie algebra $\hat{g}$ at the level $k$. We will use the following notations. Consider a Lie group $G$ with the associated Lie algebra $\mathfrak{g}$ which has rank $r$ and dimension $d$. The Lie algebra has $d - r$ roots and any root can be expressed in terms of $r$ linearly independent roots, called the simple roots $\alpha_i$ of $\mathfrak{g}$. The
simple coroots which we denote as $\beta_i$ are defined as,
$$
\beta_i \equiv \frac{2\alpha_i}{\alpha_i \cdot \alpha_i} ; \quad 1 \leq i \leq r ,
$$
(A.1)

where $\alpha_i \cdot \alpha_i$ denotes the length of the root $\alpha_i$. A Lie algebra has a special root $\theta$ called the highest root of $\mathfrak{g}$ and can be expanded in terms of simple roots or coroots as:
$$
\theta = \sum_{i=1}^{r} \theta_i \alpha_i = \sum_{i=1}^{r} \phi_i \beta_i .
$$
(A.2)

The integers $\theta_i$ and $\phi_i$ are non-negative and are called the Kac labels and dual Kac labels of the Lie algebra $\mathfrak{g}$ (also called as marks and comarks respectively). The fundamental weights of the Lie algebra $\mathfrak{g}$ are $\Lambda_i$ and any weight $\lambda$ can be expanded in the basis of fundamental weights as:
$$
\lambda = \sum_{i=1}^{r} \lambda_i \Lambda_i .
$$
(A.3)

The expansion coefficients $\lambda_i$ are integers and are called the Dynkin labels of weight $\lambda$. A weight $\lambda$ belongs to the fundamental chamber of the Weyl group if all its Dynkin labels are non-negative integers ($\lambda_i \geq 0$). Such weights are also called as dominant weights. The representation $a$ of the Lie algebra $\mathfrak{g}$ has an associated dominant highest-weight $\Lambda(a)$ with Dynkin labels $a_1, a_2, \ldots, a_r$. We will use these Dynkin labels to specify the representation: $a = [a_1, a_2, \ldots, a_r]$.

Any finite Lie algebra $\mathfrak{g}$ can be extended to an affine Lie algebra $\hat{\mathfrak{g}}$ by adding an extra node to the Dynkin diagram of $\mathfrak{g}$. As a result, the weight $\hat{\lambda}$ of the affine Lie algebra $\hat{\mathfrak{g}}$ carry an extra Dynkin label $\lambda_0$. Thus we can denote an affine weight $\hat{\lambda}$ in terms of its Dynkin labels as: $\hat{\lambda} = [\lambda_0, \lambda_1, \lambda_2, \ldots, \lambda_r]$, where $\lambda_1, \ldots, \lambda_r$ are the usual Dynkin labels of the weight $\lambda$ of Lie algebra $\mathfrak{g}$. The zeroth Dynkin label $\lambda_0$ is related to the other Dynkin labels and the level $k$ as the following:
$$
\lambda_0 = k - \sum_{i=1}^{r} \phi_i \lambda_i ,
$$
(A.4)

where $\phi_i$ are the dual Kac labels of algebra $\mathfrak{g}$ defined earlier. The dominant weights are the ones which belong to the fundamental chamber of the affine Weyl group and have all the Dynkin labels as non-negative integers ($\lambda_i \geq 0$ for $0 \leq i \leq r$). A representation $\hat{a}$ of the affine Lie algebra is integrable if it has a dominant highest weight $\Lambda(a)$, i.e. if $a_i \geq 0$ for $i = 0, 1, \ldots, r$. Thus the integrability condition is:
$$
a_0 = k - \sum_{i=1}^{r} \phi_i a_i ; \quad a_0, a_1, \ldots, a_r \geq 0 , \quad k \geq 0 .
$$
(A.5)

Since the zeroth Dynkin label $a_0$ depends upon the level $k$ and other Dynkin labels, one can restrict the representations of the Lie algebra $\mathfrak{g}$ for a finite value of $k$. The Dynkin labels of an integrable representation $a = [a_1, a_2, \ldots, a_r]$ of $\mathfrak{g}$ will satisfy (using $a_0 \geq 0$),
$$
\sum_{i=1}^{r} \phi_i a_i \leq k ; \quad a_i \geq 0 .
$$
(A.6)

### Generating function for number of integrable representations

For a given $k$, one can count the number of integrable representations $I_\mathfrak{g}$ of algebra $\mathfrak{g}_k$ as following:

$$
I_\mathfrak{g} = \sum_{m=0}^{k} I_m , \quad \sum_{n=0}^{\infty} I_n x^n = \prod_{i=1}^{r} \left( \frac{1}{1 - x^{\phi_i}} \right) = \sum_{m_1, \ldots, m_r = 0}^{\infty} x^{m_1 \phi_1 + \ldots + m_r \phi_r} .
$$
(A.7)
where the coefficient $I_n$ of the generating series counts the number of possible solutions of $\sum_{i=1}^{r} \phi_i a_i = n$.

**For classical Lie algebra $A_{N-1} = \mathfrak{su}(N)$**

The highest root and hence the dual Kac labels are given as:

$$\theta = \sum_{i=1}^{N-1} \beta_i \implies \phi_i = 1.$$  \hspace{1cm} (A.8)

Thus the integrability condition of eqn.(A.6) becomes,

$$a_1 + a_2 + \ldots + a_{N-1} \leq k \quad ; \quad a_i \geq 0.$$  \hspace{1cm} (A.9)

Counting the number of integrable representations for a given value of level $k$ and $N$, one obtains:

$$I_{\mathfrak{su}(N)} = \binom{k + N - 1}{N - 1} = \frac{(k + N - 1)!}{(N - 1)! k!}.$$  \hspace{1cm} (A.10)

**For classical Lie algebra $B_N = \mathfrak{so}(2N + 1)$**

The dual Kac labels are:

$$\phi_1 = \phi_N = 1 \quad , \quad \phi_2 = \ldots = \phi_{N-1} = 2.$$  \hspace{1cm} (A.11)

The integrability condition of eqn.(A.6) becomes$^6$,

$$N = 1 : a_1 \leq k \quad ; \quad N = 2 : a_1 + a_2 \leq k,$$

$$N \geq 3 : a_1 + 2a_2 + 2a_3 + \ldots + 2a_{N-1} + a_N \leq k.$$  \hspace{1cm} (A.12)

Counting the number of integrable representations for a given value of level $k$ and $N$:

$$I_{\mathfrak{so}(2N+1)} = \begin{cases} 
  k + 1 & \text{for } \mathfrak{so}(3) \\
  \frac{\left(\frac{k}{2} + N - 1\right)!}{N! \left(\frac{k}{2}\right)!} (2k + N), & \text{for even } k \\
  \frac{\left(\frac{k-1}{2} + N - 1\right)!}{N! \left(\frac{k-1}{2}\right)!} (2k - 2 + 3N), & \text{for odd } k
\end{cases}.$$  \hspace{1cm} (A.13)

**For classical Lie algebra $C_N = \mathfrak{sp}(2N)$**

All the dual Kac labels are equal to one and hence the integrability condition is,

$$a_1 + a_2 + a_3 + \ldots + a_N \leq k.$$  \hspace{1cm} (A.14)

This is exactly the same condition as that of $A_N$ algebra and the counting gives:

$$I_{\mathfrak{sp}(2N)} = \frac{(k + N)!}{N! k!}.$$  \hspace{1cm} (A.15)

---

$^6$See the integrability condition given in [32] for $\mathfrak{so}(3)$ algebra, where the symbol $K$ (used to denote $SO(3)_K$) is related to the actual level $k$ as $K = \frac{k}{2}$.
For classical Lie algebra $D_N = \mathfrak{so}(2N)$

The dual Kac labels for $\mathfrak{so}(2N)$ are:

\[
\phi_1 = \phi_{N-1} = \phi_N = 1, \quad \phi_2 = \ldots = \phi_{N-2} = 2. \tag{A.16}
\]

The integrability condition becomes,

\[
N = 2: a_1 \leq k; a_2 \leq k ; \quad N = 3: a_1 + a_2 + a_3 \leq k;
N \geq 4: a_1 + 2 a_2 + \ldots + 2 a_{N-2} + a_{N-1} + a_N \leq k. \tag{A.17}
\]

Counting the number of integrable representations for a given value of level $k$ and $N$ gives:

\[
\mathcal{I}_{\mathfrak{so}(2N)} = \begin{cases} 
\frac{(\frac{k}{2} + N - 2)!}{N! \left(\frac{k}{2}\right)!} (2k^2 - (N-1)(4k + N)), & \text{for even } k \\
\frac{(\frac{k-1}{2} + N - 1)!}{N! \left(\frac{k-1}{2}\right)!} (4k - 4 + 4N), & \text{for odd } k
\end{cases}. \tag{A.18}
\]

For exceptional Lie algebra $E_6$

For Lie algebra $E_6$, the dual Kac labels are:

\[
\phi_1 = 1, \quad \phi_2 = 2, \quad \phi_3 = 3, \quad \phi_4 = 2, \quad \phi_5 = 1, \quad \phi_6 = 2. \tag{A.19}
\]

The integrability condition of eqn.(A.6) becomes,

\[
a_1 + 2 a_2 + 3 a_3 + 2 a_4 + a_5 + 2 a_6 \leq k ; \quad a_i \geq 0. \tag{A.20}
\]

The number of integrable representations for a given value of level $k$ is given as:

\[
\mathcal{I}_{E_6} = \begin{cases} 
\frac{(k+6)^2(k^4 + 24k^3 + 186k^2 + 504k + 480)}{17280}, & \text{for } k = 0 \pmod{6}; \\
\frac{(k+1)(k+4)(k+5)(k+7)(k+8)(k+11)}{17280}, & \text{for } k = 1, 5 \pmod{6}; \\
\frac{(k+2)(k+4)(k+8)(k+10)(k^2 + 12k + 26)}{17280}, & \text{for } k = 2, 4 \pmod{6}; \\
\frac{(k+3)(k+9)(k^4 + 24k^3 + 195k^2 + 612k + 480)}{17280}, & \text{for } k = 3 \pmod{6}.
\end{cases} \tag{A.21}
\]

For exceptional Lie algebra $E_7$

For Lie algebra $E_7$, the dual Kac labels are:

\[
\phi_1 = 2, \quad \phi_2 = 3, \quad \phi_3 = 4, \quad \phi_4 = 3, \quad \phi_5 = 2, \quad \phi_6 = 1, \quad \phi_7 = 2. \tag{A.22}
\]

The integrability condition of eqn.(A.6) becomes,

\[
2 a_1 + 3 a_2 + 4 a_3 + 3 a_4 + 2 a_5 + a_6 + 2 a_7 \leq k ; \quad a_i \geq 0. \tag{A.23}
\]
The number of integrable representations for a given value of level \( k \) is given as:

\[
\mathcal{I}_{E_7} = \begin{cases} 
\frac{(k+12)(k^6+51k^5+1005k^4+9675k^3+47784k^2+116064k+120960)}{1451520} & \text{for } k = 0 \pmod{12} ; \\
\frac{(k+1)(k+5)(k+7)(k+9)(k+11)(k+13)(k+17)}{1451520} & \text{for } k = 1, 5, 7, 11 \pmod{12} ; \\
\frac{(k+2)(k+10)(k+13)(k+14)(k^3+24k^2+155k+342)}{1451520} & \text{for } k = 2, 10 \pmod{12} ; \\
\frac{(k+3)(k+9)(k+15)(k^4+36k^3+438k^2+2052k+2289)}{1451520} & \text{for } k = 3, 9 \pmod{12} ; \\
\frac{(k+4)(k+5)(k+8)(k+16)(k^3+30k^2+263k+504)}{1451520} & \text{for } k = 4, 8 \pmod{12} ; \\
\frac{(k+6)(k^6+57k^5+1275k^4+14085k^3+79374k^2+213228k+234360)}{1451520} & \text{for } k = 6 \pmod{12} .
\end{cases}
\tag{A.24}
\]

For exceptional Lie algebra \( E_8 \)

For Lie algebra \( E_8 \), the dual Kac labels \( E_8 \) are:

\[
\phi_1 = 2, \phi_2 = 3, \phi_3 = 4, \phi_4 = 5, \phi_5 = 6, \phi_6 = 4, \phi_7 = 2, \phi_8 = 3.
\tag{A.25}
\]

The integrability condition of eqn.(A.6) becomes,

\[
2a_1 + 3a_2 + 4a_3 + 5a_4 + 6a_5 + 4a_6 + 2a_7 + 3a_8 \leq k ; \quad a_i \geq 0 .
\tag{A.26}
\]

Using the generating function given in eqn.(A.7), the number of integrable representations for a given value of level \( k \) is given as:

\[
\mathcal{I}_{E_8} = \frac{k(k+30)(3k^6+270k^5+9960k^4+192600k^3+2085849k^2+12355470k+37972090)}{2090188800} \\
+ \frac{(k+15)\cos\left(\frac{\pi k}{2}\right) + \frac{1}{108}\cos\left(\frac{\pi k}{3}\right) + \frac{(2k^2+60k+397)}{2916}\cos\left(\frac{2\pi k}{3}\right) + \frac{2}{125}\cos\left(\frac{2\pi k}{5}\right)}{884736} \\
+ \frac{2}{125}\cos\left(\frac{4\pi k}{5}\right) + \frac{(6k^4+360k^3+7476k^2+62280k+169441)}{884736}\cos(\pi k) + \frac{1709433137}{2985984000}.
\tag{A.27}
\]

For exceptional Lie algebra \( F_4 \)

For Lie algebra \( F_4 \), the dual Kac labels are:

\[
\phi_1 = 2, \phi_2 = 3, \phi_3 = 2, \phi_4 = 1 .
\tag{A.28}
\]

The integrability condition becomes,

\[
2a_1 + 3a_2 + 2a_3 + a_4 \leq k ; \quad a_i \geq 0 .
\tag{A.29}
\]
The number of integrable representations for a given value of level $k$ is given as:

$$I_{F_4} = \begin{cases} 
\frac{(k + 6)(k^3 + 12k^2 + 40k + 48)}{288}, & \text{for } k = 0 \pmod{6}; \\
\frac{(k + 1)(k + 5)^2(k + 7)}{288}, & \text{for } k = 1 \text{ or } 5 \pmod{6}; \\
\frac{(k + 2)(k + 4)^2(k + 8)}{288}, & \text{for } k = 2 \text{ or } 4 \pmod{6}; \\
\frac{(k + 3)(k^3 + 15k^2 + 67k + 69)}{288}, & \text{for } k = 3 \pmod{6}.
\end{cases} \quad (A.30)$$

For exceptional Lie algebra $G_2$

For Lie algebra $G_2$, the dual Kac labels are:

$$\phi_1 = 2, \ \phi_2 = 1. \quad (A.31)$$

The integrability condition of eqn.(A.6) becomes,

$$2a_1 + a_2 \leq k; \quad a_i \geq 0. \quad (A.32)$$

The number of integrable representations for a given value of level $k$ is given as:

$$I_{G_2} = \begin{cases} 
\frac{(k + 2)(k + 2)}{4}, & \text{for even } k; \\
\frac{(k + 1)(k + 3)}{4}, & \text{for odd } k.
\end{cases} \quad (A.33)$$

B Modular $\mathcal{S}$ and $\mathcal{T}$ transformation matrices of affine Lie algebra

The modular group is generated by two modular transformations $\mathcal{S}$ and $\mathcal{T}$. The importance of the modular group lies in the fact that the characters of the dominant highest-weight (or the integrable) representations of an affine Lie algebra $\hat{g}$ at some fixed level $k$ transform into each other under the action of the modular group. The action of the modular group on the characters can be encoded in the matrix elements $\mathcal{S}_{\hat{\Lambda}(a)\hat{\Lambda}(b)}$ and $\mathcal{T}_{\hat{\Lambda}(a)\hat{\Lambda}(b)}$ where $\hat{\Lambda}(a)$ and $\hat{\Lambda}(b)$ are respectively the dominant highest-weights of the integrable representations $\hat{a}$ and $\hat{b}$ of affine Lie algebra $\hat{g}$ at level $k$. From now on, we will simply label these elements as $\mathcal{S}_{\hat{a} \hat{b}}$ and $\mathcal{T}_{\hat{a} \hat{b}}$. Thus we will use the same symbol $\hat{a}$ to denote both the integrable representation as well as their affine dominant highest-weights and it should be understood as the former or the latter depending upon the context. As we have mentioned in appendix-A, an affine integrable dominant highest-weight $\hat{a}$ has an extra Dynkin label $a_0$ as compared to that of its finite analogue $a$ which has $r$ Dynkin labels $a_1, \ldots, a_r$ and these are related via eqn.(A.5). Thus for a given level $k$, if we just keep track of the zeroth Dynkin label, we can write the modular transformations in terms of the integrable representations $a$ and $b$ of the Lie algebra $g$. The matrix elements of the modular transformations are given as [33]:

$$\mathcal{S}_{ab} = \frac{i^{|\Delta_{+}|}}{(k + y)^{\frac{3}{2}}} \left( \frac{\text{vol}(P)}{\text{vol}(Q^\vee)} \right)^{\frac{1}{2}} \sum_{w \in \mathcal{W}} c(w) \exp \left( -2\pi i \frac{w(a + \rho) \cdot (b + \rho)}{k + y} \right)$$
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\[ T_{ab} = \exp \left( \frac{2\pi i}{k} \frac{a \cdot (a + 2\rho)}{k + y} - \frac{2\pi i}{24} c \right) \delta_{ab} \]
\[ = \exp \left( -2\pi i \frac{\dim(g)}{2(2k + y)} \right) \exp \left( 2\pi i \frac{1}{2(k + y)} \sum_{i,j=1}^{r} a_i(a_j + 2) F_{ij} \right) \delta_{ab} . \] (B.1)

Here the weights \( a \) and \( b \) are given in terms of their Dynkin labels, i.e., \( a = a_1\Lambda_1 + \ldots + a_r\Lambda_r \) and \( b = b_1\Lambda_1 + \ldots + b_r\Lambda_r \). The Weyl vector \( \rho \) is sum of the fundamental weights and hence has all the Dynkin labels 1: \( \rho = \Lambda_1 + \ldots + \Lambda_r \). The \( \cdot \) is simply the dot product between the two weight vectors with \( y \) denoting the dual Coxeter number of the Lie algebra \( g \) having rank \( r \). The central charge of the affine algebra \( \hat{g} \) is denoted as \( c \) and is given as: \( c = \frac{k \dim(g)}{2(k + y)} \). The scalar product of the fundamental weights is defined as \( \Lambda_i \cdot \Lambda_j = F_{ij} \), where \( F_{ij} \) is the element of quadratic form matrix of the algebra.\(^7\)

The symbols \( P \) and \( Q^\dagger \) denote the weight and coroot lattices and \( \text{vol} \) denotes the volume of these lattices. The number of positive roots of algebra \( g \) is denoted as \( \vert \Delta_+ \vert \). The summation in the definition of \( S \) matrix element is over all the elements \( w \) of the Weyl group \( \mathcal{W} \). The Weyl group of a Lie algebra \( g \) is generated by the Weyl reflections with respect to the simple roots denoted as \( w_{a_1}, w_{a_2}, \ldots, w_{a_r} \).

The action of such a reflection on any weight \( a = a_1\Lambda_1 + \ldots + a_r\Lambda_r \) \( \equiv \left[ a_1, \ldots, a_r \right] \) is given as,

\[ w_{a_i}(a) = a - (\beta_i \cdot a) \alpha_i = a - 2 \frac{\alpha_i \cdot a}{\alpha_i \cdot \alpha_i} \alpha_i . \] (B.2)

Any element \( w \in \mathcal{W} \) can be decomposed in the form \( w = w_{n_1}^{a_1} w_{n_2}^{a_2} \ldots w_{n_r}^{a_r} \) where \( n_i \) are non-negative integers. The signature of such an element of the Weyl group is defined as,

\[ \epsilon(w) = (-1)^{n_1 + n_2 + \ldots + n_r} . \] (B.3)

**Modular \( S \) matrix as characters of algebra \( g \)**

The modular \( S \) transformation can be alternatively given in terms of characters of the representations. The whole content of any representation \( a \) of the Lie algebra \( g \) can be encoded in its character \( \chi_a \). A representation \( a \) of Lie algebra has an associated representation space \( R_a \), the states of which are labeled by weights \( \lambda \in R_a \). The highest weight in this space is denoted as \( \Lambda \) (or simply \( \chi \) by abuse of notation as mentioned earlier). Any other weight \( \lambda \in R_a \) can be obtained by the action of lowering operators of algebra \( g \) on the highest weight of \( R_a \). Moreover a weight \( \lambda \) can occur more than once in \( R_a \) and this is called as the multiplicity \( \text{mul}(\lambda) \) of the weight \( \lambda \in R_a \). Note that the highest weight state is unique which means \( \text{mul}(\Lambda) = 1 \). The character of the representation \( a \) is defined as,

\[ \chi_a = \sum_{\lambda \in R_a} \text{mul}(\lambda) \exp(\lambda) . \] (B.4)

As we have already discussed, any weight \( \lambda \in R_a \) is usually given in terms of their Dynkin labels: \( \lambda = \lambda_1\Lambda_1 + \ldots + \lambda_r\Lambda_r \equiv [\lambda_1, \ldots, \lambda_r] \) where \( \Lambda_i \) are the fundamental weights of the Lie algebra \( g \). Thus the character defined above is a function of \( r \) variables \( e^{\lambda_1}, e^{\lambda_2}, \ldots, e^{\lambda_r} \). Sometimes these characters are evaluated at arbitrary points \( e^{\lambda_1}, e^{\lambda_2}, \ldots, e^{\lambda_r} \) and in that case the characters will be denoted as \( \chi_a[x] \), where \( x \equiv [x_1, \ldots, x_r] = x_1\Lambda_1 + \ldots + x_r\Lambda_r \). The modular \( S \) matrix elements for two representations \( a \) and \( b \) of Lie algebra \( g \) can be given as a function of characters of \( a \) and \( b \) evaluated at special points:

\[ \frac{S_{ab}}{S_{ba}} = \chi_a \left[ \frac{2\pi i}{k + y} (b + \rho) \right] \chi_b \left[ \frac{2\pi i}{k + y} \rho \right] ; \]

\(^7\)See appendix 13.A of [33] for the quadratic form matrices of Lie algebras.
The character of a representation and the character being evaluated at variables $e^x$, $e^y$, $e^z$ for classical Lie algebra of classical Lie groups).

In order to write the elements of $T$ matrix, we need the elements of quadratic form which is given for $su(N)$ as:

$$F_{ij} = \begin{cases} 
\frac{j(N-i)}{N}, & j = 1, 2, \ldots, i \\
\frac{i(N-j)}{N}, & j = i+1, \ldots, N-1 
\end{cases}, \quad i = 1, 2, \ldots, N-1. \quad (B.9)$$

Using this, we get the $T$ matrix elements as:

$$T_{ab} = \exp \left( -2\pi i \frac{k(N^2 - 1)}{24(k+N)} \right) \exp \left[ \frac{2\pi i}{2(k+N)} \left( \frac{x_a(N^2 - x_a)}{N} + y_a \right) \right] \delta_{ab}, \quad (B.10)$$

where $x_a$ and $y_a$ are integers. For a representation $a = (a_1, \ldots, a_N)$, these integers can be given in terms of Dynkin labels as:

$$x_a = \sum_{i=1}^{N-1} ia_i; \quad y_a = \sum_{i=1}^{N-1} a_i \left( -i^2 + \sum_{j=1}^{i} j a_j + \sum_{j=i+1}^{N-1} ia_j \right). \quad (B.11)$$

The product in $S_{ab}$ is over all positive roots of algebra $g$. On the right side $a$ and $b$ denote the highest weights of representations $a$ and $b$. The characters of a representation of the Lie algebra can be written in terms of Schur functions and this helps in obtaining an explicit form of the characters. In the following subsections we give the characters of classical Lie algebras in terms of Schur functions and give an explicit expression for the $S$ and $T$ matrix elements (see [32] for modular $S$ transformations of classical Lie groups).

**For classical Lie algebra $A_{N-1} = su(N)$**

The character of a representation $a$ of $su(N)$ where $a$ is labeled by its highest weight $a = [a_1, \ldots, a_{N-1}]$ and the character being evaluated at variables $e^x, e^y, \ldots, e^{xn}$ is given as,

$$\chi_a[x] = \frac{|\exp [x_j (l_i + N - i)]|}{|\exp [x_j (N - i)]|}; \quad l_i = \sum_{m=i}^{N-1} a_m, \quad (B.6)$$

where $|**|$ is the determinant of the matrix whose rows and columns are indexed by $i$ and $j$ with $i, j = 1, 2, \ldots, N$ (note that for $su(N)$ algebra, $a_{N} = 0$ and $x_1 + \ldots + x_N = 0$). Using this definition of character, the explicit expression of $S$ matrix element for representations $a = [a_1, \ldots, a_{N-1}]$ and $b = [b_1, \ldots, b_{N-1}]$ can be evaluated from eqn.(B.5) and is given as:

$$S_{ab} = (-i)^{\frac{N(N-1)}{2}} \frac{N^{-\frac{1}{2}}}{(k+N)^{\frac{N}{2}} \pi^{\frac{N-1}{2}}} \exp \left( 2\pi i \frac{f_i(a) f_j(b)}{k+N} \right), \quad (B.7)$$

where the quantity $f_i$ for an integrable representation $a$ is defined as:

$$f_i(a) \equiv l_i - i - \frac{1}{N} \left( \sum_{m=1}^{N-1} l_m \right) + \frac{N+1}{2}. \quad (B.8)$$

In order to write the elements of $T$ matrix, we need the elements of quadratic form which is given for $su(N)$ as:

$$F_{ij} = \begin{cases} 
\frac{j(N-i)}{N}, & j = 1, 2, \ldots, i \\
\frac{i(N-j)}{N}, & j = i+1, \ldots, N-1 
\end{cases}, \quad i = 1, 2, \ldots, N-1. \quad (B.9)$$

Using this, we get the $T$ matrix elements as:

$$T_{ab} = \exp \left( -2\pi i \frac{k(N^2 - 1)}{24(k+N)} \right) \exp \left[ \frac{2\pi i}{2(k+N)} \left( \frac{x_a(N^2 - x_a)}{N} + y_a \right) \right] \delta_{ab}, \quad (B.10)$$

where $x_a$ and $y_a$ are integers. For a representation $a = (a_1, \ldots, a_N)$, these integers can be given in terms of Dynkin labels as:

$$x_a = \sum_{i=1}^{N-1} ia_i; \quad y_a = \sum_{i=1}^{N-1} a_i \left( -i^2 + \sum_{j=1}^{i} j a_j + \sum_{j=i+1}^{N-1} ia_j \right). \quad (B.11)$$
Now we are interested in finding a minimum positive integer \( n_0 \) such that all the elements of matrix \( T^{n_0} \) become equal. In other words, we want \( T^{n_0} \) to be a scalar matrix (proportional to identity matrix). Since \( T \) is a diagonal matrix, we can write:

\[
T_{ab}^{n_0} = \exp \left(-2\pi i n_0 \frac{k(N^2 - 1)}{2(k+N)}\right) \exp \left[\frac{2\pi i n_0}{2(k+N)} \left(x_a(N^2 - x_a) + y_a\right)\right] \delta_{ab} . \tag{B.12}
\]

The integer \( x_a \) can be either even or odd, but the quantity \( x_a(N^2 - x_a) \) is always (for all representations) even whenever \( N \) is odd. For even values of \( N \), this quantity can be either even or odd. Thus for \( k \geq 2 \), the required \( n_0 \) will be \( 2N(k+N) \) or \( N(k+N) \) depending on whether \( N \) is even or odd, respectively. For \( k = 1 \), the \( T \) matrix elements can be explicitly worked out as:

\[
T_{00} = \exp \left(\frac{n_i(1-N)}{12}\right) ; \quad T_{rs} = \exp \left(\frac{n_i(1-N)}{12}\right) \exp \left(\frac{2\pi is(N-s)}{2N}\right) \delta_{rs} , \tag{B.13}
\]

where \( r \) and \( s \) denote the \( r \)-th row and \( s \)-th column respectively \((r,s = 1,\ldots,N-1)\). We notice again that \( s(N-s) \) is always even for odd values of \( N \). Thus the minimum positive integer \( n_0 \) for affine \( \mathfrak{su}(N) \) at level \( k \) such that \( T^{n_0} \) is a scalar matrix can be given as:

\[
\mathfrak{su}(N)_k : \quad n_0 = \begin{cases} 
2N, & \text{for } k = 1, \text{ even } N \\
N, & \text{for } k = 1, \text{ odd } N \\
2N(k+N), & \text{for } k > 1, \text{ even } N \\
N(k+N), & \text{for } k > 1, \text{ odd } N 
\end{cases} . \tag{B.14}
\]

For classical Lie algebra \( B_N = \mathfrak{so}(2N+1) \)

The character of a representation \( a = [a_1, \ldots, a_N] \) of \( \mathfrak{so}(2N+1) \) evaluated at variables \( e^{x_1}, e^{x_2}, \ldots, e^{x_N} \) is given as,

\[
\chi_a[x] = \left|\frac{\sinh \left[ x_j(l_i+N-i+\frac{1}{2})\right]}{\sinh \left[ x_j(N-i+\frac{1}{2})\right]}\right| , \quad l_i = \sum_{m=i}^{N-1} a_m + \frac{a_N}{2} ; \quad l_N = \frac{a_N}{2} , \tag{B.15}
\]

where \(|*|\) is the determinant of the matrix whose rows and columns are indexed by \( i \) and \( j \) with \( i, j = 1,2,\ldots,N \). The \( S \) matrix elements\(^8\) for representations \( a = [a_1, \ldots, a_N] \) and \( b = [b_1, \ldots, b_N] \) are given as:

\[
S_{ab} = (-1)^{N(N-1)/2} \frac{2^{N-1}}{(k+2N-1)} \left|\frac{2\pi}{k+2N-1} \sin \left(\frac{2\pi f_i(a)f_j(b)}{k+2N-1}\right)\right| , \tag{B.16}
\]

where \( f_i \) for an integrable representation \( a \) is defined as:

\[
f_i(a) \equiv l_i - i + \frac{2N+1}{2} . \tag{B.17}
\]

The quadratic matrix form elements for \( \mathfrak{so}(2N+1) \) are given as:

\[
F_{ij} = \begin{cases} 
j, & i \leq j \\
i, & i < j \leq N-1 \end{cases} , \quad i = 1, \ldots, N-1 ; \quad F_{1N} = \frac{i}{2} , \quad F_{N1} = \frac{j}{2} , \quad F_{NN} = \frac{N}{4} . \tag{B.18}
\]

To get the elements of \( S \) and \( T \) matrices for \( \mathfrak{so}(3)_k \) algebra, we need to replace \( k \to \frac{k}{2} \) in eqn.(B.16) and eqn.(B.19) as discussed in [32].
The $\mathcal{T}$ matrix elements can be given as:

\[
T_{ab} = \exp \left( -2\pi i \frac{k N (2N + 1)}{24(k + 2N - 1)} \right) \exp \left[ \frac{2\pi i}{4(k + 2N - 1)} \left( 2x_a + \frac{N}{2} y_a \right) \right] \delta_{ab},
\]

where the integers $x_a$ and $y_a$ corresponding to a representation $a = (a_1, \ldots, a_N)$ are:

\[
x_a = \sum_{i=1}^{N-1} a_i \left( \sum_{j=1}^{i} j a_j + \sum_{j=i+1}^{N-1} a_j + (2Ni - i^2 + ia_N) \right) ; \quad y_a = a_N(a_N + 2N).
\]

For the representation $a = (1, 0, \ldots, 0, 1)$, we see that $x_a = 2N + 1$. Similarly for $a = (0, \ldots, 0, 1)$, we have $y_a = 2N + 1$. Since both these representations occur for all $k \geq 2$, the integers $x_a$ and $y_a$ can be odd for certain representations. For $k = 1$, the matrix can be simplified for $N \geq 3$ to:

\[
\mathcal{T} = \exp \left( -\frac{\pi i (2N + 1)}{24} \right) \exp \left( -1, \exp \left( \frac{2\pi i (2N + 1)}{16} \right) \right).
\]

Thus, the smallest positive integer $n_0$ at which all the elements of $\mathcal{T}^{n_0}$ matrix for affine $\mathfrak{so}(2N + 1)$ at level $k$ become equal can be given as:

\[
\mathfrak{so}(3)_k : \quad n_0 = \begin{cases} 
4, & \text{for } k = 1 \\
4(k + 2), & \text{for } k > 1
\end{cases}
\]

\[
\mathfrak{so}(2N + 1)_k : \quad n_0 = \begin{cases} 
16, & \text{for } k = 1 \\
8(k + 2N - 1), & \text{for } k > 1, \text{ odd } N \\
4(k + 2N - 1), & \text{for } k > 1, N = 2 \pmod{4} \\
2(k + 2N - 1), & \text{for } k > 1, N = 0 \pmod{4}
\end{cases}
\]

**For classical Lie algebra $C_N = \mathfrak{sp}(2N)$**

The character of a representation $a$ of $\mathfrak{sp}(2N)$ where $a$ is labeled by its highest weight $a = [a_1, \ldots, a_N]$ and the character being evaluated at variables $e^{x_1}, e^{x_2}, \ldots, e^{x_N}$ is given as,

\[
\chi_a[x] = \frac{\sinh[x_j(l_i + N - i + 1)]}{\sinh[x_j(N - i + 1)]} ; \quad l_i \equiv \sum_{m=i}^{N} a_m,
\]

where $\text{diag}(\cdot)$ is the determinant of the matrix whose rows and columns are indexed by $i$ and $j$ with $i, j = 1, 2, \ldots, N$. Using this definition of character, the explicit expression of $\mathcal{S}$ matrix element for representations $a = [a_1, \ldots, a_{N-1}]$ and $b = [b_1, \ldots, b_{N-1}]$ can be written as:

\[
\mathcal{S}_{ab} = (-1)^{\frac{N(N-1)}{2}} \left( \frac{2}{k + N + 1} \right)^{\frac{N}{2}} \sin \left( \frac{\pi f_i(a)f_i(b)}{k + N + 1} \right),
\]

where $f_i$ for an integrable representation $a$ is defined as:

\[
f_i(a) \equiv l_i - i + N + 1.
\]

The quadratic form elements for $\mathfrak{sp}(2N)$ are given as:

\[
F_{ij} = \begin{cases} 
\frac{j}{2}, & \text{for } j = 1, 2, \ldots, i \\
\frac{i}{2}, & \text{for } j = i + 1, \ldots, N
\end{cases}, \quad i = 1, 2, \ldots, N.
\]
The $T$ matrix elements are:

$$T_{ab} = \exp \left( -2\pi i \frac{kN(2N+1)}{2(2k+N+1)} \right) \exp \left( \frac{2\pi i}{2(k+N+1)} x_a \right) \delta_{ab}, \quad (B.27)$$

where the integer $x_a$ can be given in terms of Dynkin labels of representation $a$ as:

$$x_a = \sum_{i=1}^{N} a_i \left( \sum_{j=1}^{i} j a_j + \sum_{j=i+1}^{N} i a_j + i(2N+1-i) \right). \quad (B.28)$$

From here, we checked for various possible $k$ and $N$ values and find that the smallest positive integer $n_0$ required such that all the elements of $T^{n_0}$ matrix become equal can be given as:

$$\text{sp}(2N)_{k \geq 1}: \quad n_0 = \begin{cases} 4, & \text{for } \text{sp}(2) \text{ and } k = 1 \\ 4(k+N+1), & \text{otherwise} \end{cases}. \quad (B.29)$$

**For classical Lie algebra $D_N = \text{so}(2N)$**

The character of a representation $a = [a_1, \ldots, a_N]$ of $\text{so}(2N)$ evaluated at variables $e^{x_1}, e^{x_2}, \ldots, e^{x_N}$ is given as,

$$\chi_a[x] = \frac{\cosh [x_j(l_i + N - i)] + |\sinh [x_j(l_i + N - i)]|}{\cosh [x_j(N - i)]} ;$$

$$l_i \equiv \sum_{m=i}^{N-2} a_m + \frac{a_N + a_{N-1}}{2}; \quad l_{N-1} \equiv \frac{a_N + a_{N-1}}{2}; \quad l_N \equiv \frac{a_N - a_{N-1}}{2}, \quad (B.30)$$

where $|**|$ is the determinant of the matrix whose rows and columns are indexed by $i$ and $j$ with $i, j = 1, 2, \ldots, N$. Using this the expression of $S$ matrix element for representations $a = [a_1, \ldots, a_N]$ and $b = [b_1, \ldots, b_N]$ can be evaluated as:

$$S_{ab} = (-1)^{\frac{N(N-1)}{2}} \frac{2^{N-2}}{(k+2N-2)^N} \left| \cos \left( \frac{2\pi f_i(a) f_j(b)}{k+2N-2} \right) \right| \left| \sin \left( \frac{2\pi f_i(a) f_j(b)}{k+2N-2} \right) \right|, \quad (B.31)$$

where $f_i$ for the integrable representation $a$ is given as:

$$f_i(a) \equiv l_i - i + N. \quad (B.32)$$

The quadratic form for $\text{so}(2N)$ are given as:

$$F_{ij} = \begin{cases} j, & j = 1, 2, \ldots, i \\ i, & j = i+1, \ldots, N-2 \end{cases} ; \quad i = 1, 2, \ldots, N-2$$

$$F_{N-1,j} = F_{Nj} = \frac{j}{2}; \quad F_{i,N-1} = F_{iN} = \frac{i}{2} \quad (i, j = 1, \ldots, N-2)$$

$$F_{N-1,N-1} = F_{NN} = \frac{N}{4} ; \quad F_{N,N-1} = F_{N-1,N} = \frac{N-2}{4}. \quad (B.33)$$

Using quadratic form, the $T$ matrix elements are:

$$T_{ab} = \exp \left( -2\pi i \frac{kN(2N-1)}{24(k+2N-2)} \right) \exp \left[ \frac{2\pi i}{2(k+2N-2)} \left( x_a + \frac{N}{4} y_a - a_N a_{N-1} \right) \right] \delta_{ab}, \quad (B.34)$$
where the integers $x_a$ and $y_a$ for a representation $a = (a_1, \ldots, a_N)$ are given as:

$$x_a = \sum_{i=1}^{N-2} a_i \left( \sum_{j=1}^{i} ja_j + \sum_{j=i+1}^{N-2} ia_j + (2Ni - 3i - i^2) \right) + (a_{N-1} + a_N + 2) \sum_{j=1}^{N-2} ja_j$$

$$y_a = (a_N + a_{N-1})^2 + 2(N - 1)(a_N + a_{N-1}) \right). \quad (B.35)$$

For representation $a = (1, 0, \ldots, 0)$, we get $x_a = 2N - 3$ and for rep $a = (0, \ldots, 0, 1)$, one obtains $y_a = 2N - 1$. Since these two representations are always present for any $k \geq 1$, we can say that the integers $x_a$ and $y_a$ can be odd integers. For $k = 1$, the matrix elements can be simplified for $N \geq 4$ as:

$$T_{ab} = \exp \left( -\frac{\pi iN}{12} \right) \text{diag} \left( 1, -1, \exp \left( \frac{\pi iN}{4} \right), \exp \left( \frac{\pi iN}{4} \right) \right) . \quad (B.36)$$

Thus, the smallest positive integer $n_0$ at which the $T^{n_0}$ matrix for affine $\mathfrak{so}(2N)$ at level $k$ becomes a scalar matrix can be given as:

\[
\begin{align*}
\mathfrak{so}(2N)_{k=1} : \quad n_0 &= \begin{cases} 
8, & \text{for } N = \text{odd} \\
4, & \text{for } N = 2 \pmod{4} \\
2, & \text{for } N = 0 \pmod{4}
\end{cases} \\
\mathfrak{so}(2N)_{k>1} : \quad n_0 &= \begin{cases} 
8(k + 2N - 2), & \text{for odd } N \\
4(k + 2N - 2), & \text{for } N = 2 \pmod{4} \\
2(k + 2N - 2), & \text{for } N = 0 \pmod{4}
\end{cases} .
\end{align*}
\]
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