Optimal sizing of a holdout set for safe predictive model updating
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Abstract

Predictive risk scores are increasingly used to guide clinical or other interventions in complex settings, particularly healthcare. Directly updating a risk score used to guide interventions leads to biased risk estimates. We propose updating using a ‘holdout set’ – a subset of the population that does not receive risk-score-guided interventions – to prevent this. Since samples in the holdout set do not benefit from risk predictions, its size must trade off performance of the updated risk score whilst minimising the number of held out samples. We prove that this approach outperforms simple alternatives, and by defining a general loss function describe conditions under which an optimal holdout size (OHS) can be readily identified. We introduce parametric and semi-parametric algorithms for OHS estimation and demonstrate their use on a recent risk score for pre-eclampsia. Based on these results, we argue that a holdout set is a safe, viable and easily implemented means to safely update predictive risk scores.
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1 Introduction

Risk scores estimate the probability of an event \( Y \) given predictors \( X \). Their use has become routine in medical practice (Topol, 2019), where \( Y \) typically represents adverse event incidence and \( X \) various clinical observations. Once calculated, risk scores may be used to guide interventions, perhaps modifying \( X \), with the aim of decreasing the probability of an adverse \( Y \). For example, the QRISK3 score predicts thromboembolic risk given predictors including age and hypertension (Hippisley-Cox et al., 2017), and a high score may prompt prescription of antihypertensives.
Risk scores are typically developed by regressing observations of \( Y \) on \( X \). Should the distribution of \((X,Y)\) subsequently change, or ‘drift’, then risk estimates may become biased (Tsymbal, 2004). This can happen naturally over time, meaning that risk scores typically need to be updated periodically to maintain accuracy.

Updating of the risk score will involve obtaining new observations of \((X,Y)\). Crucially the distribution of \((X,Y)\) may also change due to the effect of the risk score itself: that is, high predicted risk of an adverse event may trigger intervention to reduce that risk. The effect of such interventions may be difficult or impossible to infer or measure, and indeed the fact that intervention took place may be unrecorded. In the QRISK3 example above, individuals prescribed antihypertensives in response to higher QRISK3 scores should have lower thromboembolic risk than they would have if QRISK3 was not used. Should a new risk score be fitted to observed \((X,Y)\), the effect of hypertension on risk would be underestimated, and overall risk estimates upwards-biased. This bias is worsened by heavier intervention resulting in risk scores becoming ‘victims of their own success’ (Lenert et al., 2019). This framework of directly updating a risk score on an ‘intervened’ population has been termed ‘repeated risk minimisation’ (Perdomo et al., 2020) in the context when such bias is accounted for or ‘naïve updating’ (Liley et al., 2021b) when it is not.

In a previous paper we briefly noted that this bias could be avoided by splitting the population on which the score can be used into an ‘intervention’ set and a ‘holdout’ set, with an updated model trained on the latter (Liley et al., 2021b). In this work, we formally develop this proposal for practical use in real-world predictive risk score updating and prove its suitability. We address a vital tension in the choice of an optimal size (OHS) for the holdout set: for the risk score to be accurate, the holdout set should not be too small; but any samples in the holdout set will not benefit from risk scores, so nor should it be too large.

Our work is methodological, and pre-empts a class of problems rather than analysing an existing risk score. We show that the updating paradox above is inevitable for risk scores on complex systems intended to guide interventions. The holdout set approach provides a simple method to facilitate ongoing use of such risk scores in the presence of both drift and intervention effects.

Contributions in this area are important due to rapidly evolving legislation. Currently, the European Union treat each update of a risk model as a separate risk score requiring re-approval, but in the USA a proactive approach is taken with a ‘total-life cycle’ paradigm which allows practitioners to update risk models as necessary without requesting approval (USFDA et al., 2019). This approach could allow updating-induced biases to go undetected, and highlights the need for safe updating methods in risk score deployment. The use of holdout sets as examined in this work offers one potential solution.

Our paper is structured in the following way. In Section 2, we review relevant literature and more precisely define the problem. We then give a motivating example. In Section 4, we demonstrate dominance of the holdout-set approach over simpler approaches, and construct an optimisation problem to find an OHS. In Section 5, we describe two algorithms for OHS
estimation, using explicit parametrisation and using Bayesian emulation. In Section 6, we support our findings with numerical demonstrations and resolve our motivating example by applying our methods to a risk score for pre-eclampsia (PRE) to estimate an OHS for updating it.

2 Review of related work

Widespread collection of electronic health records has spurred development of new diagnostic and prognostic risk scores (Cook and Collins, 2015; Liley et al., 2021a), which can allow detection of patterns too complex for humans to discover. Examples of such scores in widespread use include: EuroSCORE II, which predicts mortality risk at hospital discharge following cardiac surgery (Nashef et al., 2012); and the STS risk score from the USA predicting risk of postoperative mortality (Shahian et al., 2018). Many such scores have demonstrable efficacy in clinical trials and in-vivo (Chalmers et al., 2013; Wallace et al., 2014; Hippisley-Cox et al., 2017).

An important general concern with these scores is continued accuracy of predictions. A 2011 review found that risk scores for hospital readmission perform poorly and highlighted issues with design of their trials (Kansagara et al., 2011). More recently, an analysis of a sepsis response score used during the COVID pandemic found increasing risk overestimation over time Finlayson et al. (2020). Various efforts have been made to standardise procedures in risk score estimation to address these issues Collins et al. (2015).

Several algorithms have been developed to update models with new data in the presence of drift (Lu et al., 2018), which ideally leads to the best possible model performance after every update. Adaptation of model updating to avoid naïve updating-induced bias requires explicit causal reasoning (Sperrin et al., 2019) and often further data collection (Liley, 2021). In a seminal paper, Perdomo et al. (2020) analyse asymptotic behaviour of repeated naïve updating, giving necessary and sufficient conditions for successive predictions to converge to a stable setting where they ‘predict their own effect’. Other approaches to optimise a general loss function by modulating parameters of the risk score are developed in Mendler-Dünner et al. (2020); Drusvyatskiy and Xiao (2020); Li and Wai (2021) and Izzo et al. (2021). These approaches seek to minimise a ‘performative’ loss to the population in the presence of an arbitrary risk score. Our alternative approach seeks to target risk scores which reliably estimate the same quantity, namely \( P(Y \mid X) \) in a ‘native’ system prior to risk score deployment. Our approach is well-suited to settings where the performative loss is essentially intractable, requiring cost estimates of risk scores only in limited settings. We note ‘stability’ is not necessarily desirable in terms of distribution of interventions: in the QRISK3 setting, if an individual is at untreated risk of 50% and treated risk of 10%, with treatment distributed proportionally to assessed risk, a ‘stable’ risk score would assess risk as e.g. 30%, prompting a mild intervention after which true risk remained at 30%, regardless of treatment cost.
We found no literature directly addressing the focus in this paper: determining how large a holdout set should be. Similar problems do arise in clinical trial design: Stallard et al. (2017) estimate the optimal size of clinical trial groups for a rare disease in which individuals not in the trial stand to gain more than those in it, using a Bayesian decision-theoretic approach accounting for benefit to future patients in the population.

OHS estimation requires quantification of expected material costs when using risk scores trained to data of various sizes. Such costs will typically depend on the error of risk predictions. The relation of predictive error to training set size is known as the ‘learning curve’, which can sometimes be accurately parametrised (Amari, 1993). A recent review paper suggests a power-law is accurate for simple models (Viering and Loog, 2021).

3 Motivating example

In this example, we consider the ASPRE score (Akolekar et al., 2013) for evaluating risk of pre-eclampsia (PRE), a hypertensive complication of pregnancy, on the basis of predictors derived from ultrasound scans in early pregnancy. Although treatable, PRE confers a serious risk to both the fetus and the mother. The risk of PRE is lowered by treatment with aspirin through the second and third trimesters (Rolnik et al., 2017b), but aspirin therapy itself confers a slight risk, contraindicating universal treatment, and suggesting prescription of aspirin only if the risk of PRE is sufficiently high or other indications are present (ACOG, 2016). The ASPRE score was developed to aid clinicians in estimating PRE risk and has been shown to be useful in prioritising patients for aspirin therapy (Rolnik et al., 2017a). We will not differentiate early- and late-stage PRE.

Due to changing population demographics, the influence of risk factors is likely to change over time, and the ASPRE score will need to be periodically updated. As discussed, a naive re-fitting of a risk score on the basis of (X : maternal assessment in early pregnancy and (Y : eventual PRE incidence could lead to dangerous underestimation of PRE risk, due to individuals previously assessed as high risk being treated in response to the assessment.

This could be avoided by maintaining a held-out set. For patients in this set, no ASPRE score would be calculated at first scan, and treatment would be according to best practice in the absence of a risk score. An updated ASPRE score can then be fitted to data from these patients. Patients in this holdout set go without the benefit of the ASPRE score, leading to a less accurate allocation of prophylactic treatment (aspirin) and consequently a higher risk of PRE (Rolnik et al., 2017a). However, an inappropriately small hold-out set would lead to an inaccurate updated model, reducing the benefit of future use of the score.

Our first question is whether a hold-out set is worth the cost, as opposed to simply continuing to use the existing score or updating naively. We will show that, as long as drift and intervention effects occur, the cost is generally justified. A second question is, if implemented, how large should a holdout set be? We will address this question in
4 Theory

4.1 General setup

Our general strategy for safe model updating using a hold-out set is illustrated as a causal graph in Figure 1. Each of the three columns is called an ‘epoch’ (0,1,2 in subscripts), representing a period of time in which a risk score is deployed and data gathered to update the risk score. Epochs correspond to consecutive intervals of continuous time, where epoch 0 corresponds to interval \([0, 1)\), epoch 1 to \([1, 2)\) and so on. Ellipses containing \(X\) or \(Y\) are covariates and outcomes (respectively) of populations of samples. We use the shorthand \(\{X^h\} \) and \(\{X^i\} \) (holdout and intervention respectively) to mean sets of samples from a random process \(X_t\), with \(t \in [e, e+1)\) and \(X_t \sim \mu_t\), where \(\mu_t\) may change with \(t\) but has constant support (e.g. \(R^p\)), and \(\{Y^h\} \) and \(\{Y^i\} \) to be corresponding set of observations of random processes \(Y^h_t\), \(Y^i_t\) representing outcomes. We leave the distributions of \(Y^h_t|X_t\) and \(Y^i_t|X_t\) unspecified for the moment. We presume that the times \(t\) corresponding to \(\{X^i\} \cup \{X^h\}\) are uniformly distributed on \([e, e+1)\) but will not presume this for \(\{X^i\}\) or \(\{X^h\}\) individually.

Under a ‘native’ setting prior to deployment of a risk score, \(\{X_0\}\) and \(\{Y_0\}\) have a single causal link, modelled by risk score \(\rho_0\) (leftmost epoch). Once \(\rho_0\) is in use in the intervention set in epoch 1 (ellipses \(\{X^i\}, \{Y^i\}\)), a second causal pathway through \(\rho_0\) is established from \(\{X^i\}\) to \(\{Y^i\}\), but there remains only one causal pathway from \(\{X^h\}\) to \(\{Y^h\}\) in the holdout set (middle epoch). The updating process can be continued rightwards (\(\rho_1, \rho_2, \ldots\)).

To demonstrate why we opt to use a holdout set approach, we will define two functions dependent on \(t\). We define \(f_t(x)\) as the probability of event \(Y_t = 1\) given \(X_t = x\) if no risk score is in place, and \(g_t(x; \rho)\) as the probability of event \(Y_t = 1\) given \(X_t = x\) when a risk score is in place.
score \( \rho \) is used. In the holdout set schema in figure 1, we have \( P(Y_t^h = 1) = f_t(X_t^h) \) and \( P(Y_t^i = 1) = g_t(X_t^i, \rho_{e-1}) \) for \( t \in [e, e+1) \).

We generally wish to estimate \( f_t \) rather than \( g_t \), since \( f_t(x) \) gives a risk of the event in question under standard practice. An agent may opt to intervene in addition to standard practice if \( f_t(x) \) is high. The presence of drift is tantamount to an assumption that \( f_t \) changes with \( t \), and indeed we will assume that it changes Lipschitz-continuously. Change in \( f_t \) with \( t \) gives a motivation for updating a risk score at all, and continuous change underlies the assumption that a risk score will still be useful for a period of time after it is fitted. Drift will occur in many realistic settings (Tsybakov, 2004). The presence of intervention effects asserts that \( f_t \) and \( g_t \) differ; or rather, that some action may be taken in response to the risk score. Since there is little reason to use a risk score otherwise, we may assume intervention effects are typically present.

Suppose we have a risk score \( \rho_0 \) fitted at \( t \approx 0 \) which approximates \( f_0 \). We consider several options for what to do at \( t = 1 \): firstly, continue using our score \( \rho_0 \) (no update); secondly, refit a risk score \( \rho_1^i \) to observations \( X_1, Y_1 \) with \( X_1 \sim \mu_1 \) and \( Y_1|X_1 \sim g_1(X_1; \rho_0) \) and use the new risk score at \( t = 1 \) (naive update) or thirdly, between \( t = 0 \) and \( t = 1 \), leave out a ‘holdout’ set of samples and refit a new risk score \( \rho_1^h \) to these samples (holdout-update). If using the no-update option, performance would be poor as \( \rho_0 \approx f_0 \approx f_1 \) (due to drift). If using the naive-update option, performance would be poor as \( \rho_1^i \approx g_1(\cdot; \rho_0) \approx f_1 \) (due to drift). Refitting a risk score at all, and continuous change in \( \rho \) secondly, refit a risk score. If using the no-update option, performance would be poor as \( \rho_0 \approx f_0 \approx f_1 \) (due to drift). If using the naive-update option, performance would be poor as \( \rho_1^i \approx g_1(\cdot; \rho_0) \approx f_1 \) (due to drift). If using the holdout-update option, performance would be poor as \( \rho_1^h \approx g_1(\cdot; \rho_0) \approx f_1 \) (due to drift). Because of this, we can generally choose a finite holdout set size \(|\{X^h_t\}|\) above which the error in estimating \( f_2 \) will be less than even the asymptotic error of the no-update or naive-update options. We state and prove this observation formally in Supplement S2. We will briefly demonstrate this by simulation in section 6.1.

### 4.2 Cost specification

We consider the aggregate sets of samples \( \{X^h_t\}, \{Y^h_t\}\cup\{X^i_{e+1}\}, \{Y^i_{e+1}\}\), and denote the total number of samples as \( N \). We denote the \( n \) samples in the ‘holdout’ set \( \{X^h_t\}, \{Y^h_t\}\) as \( D_n \) (where ‘\( D \)’ indicates ‘data’). Since we are choosing \( \{X^h_t\}, \{Y^h_t\}\) to be as close in time to \( \{X^i_{e+1}\}, \{Y^i_{e+1}\}\) as possible, we will presume that we have

\[
X^h_e \sim \mu_{e+1} \\
X^i_{e+1} \sim \mu_{e+1}
\]

A risk score is fitted to \( D_n \) which approximates \( f_{e+1}(x) \) and is used in the intervention set \( \{X^i_{e+1}\}, \{Y^i_{e+1}\}\). We will presume that samples in \( D_n \) are pairwise independent, as are samples in \( \{X^i_{e+1}\}, \{Y^i_{e+1}\}\), although samples in the latter depend on \( D_n \) through the fitted risk score.

We define \( C_1(X) \) and \( C_2(X; D_n) \) as random variables associated with the total ‘cost’ of an observation with covariates \( X \) in the holdout set in epoch \( e \) and intervention set in epoch
respectively, covering both the cost of potentially managing the event $Y = 1$ and any costs of intervention. Function $C_2(X; D_n)$ depends on $D_n$ only through the risk score fitted to $D_n$. We define the expected cost per observation in the holdout and intervention sets, respectively:

$$k_1 = \mathbb{E}_{X \sim \mu e+1, C_1} \{C_1(X)\} \quad k_2(n) = \mathbb{E}_{X \sim \mu e+1, C_2, D_n} \{C_2(X; D_n)\}$$

(1)

Subscripted values $C_1$ and $C_2$ indicate variance in $C_1(X), C_2(X; D_n)$ independent of $X, D_n$.

We now express total cost $\ell$ across the sample population as

$$\ell(n) = k_1 n + k_2(n)(N - n)$$

(2)

The meaning of the $\ell$ is contextual; for instance, in QRISK3 it may mean total number of deaths for a fixed healthcare budget.

### 4.3 Sufficient conditions for OHS

In this section, we consider conditions under which the cost $\ell(n)$ can be readily optimised. We discuss estimation of $N, k_1$ and $k_2(\cdot)$ in section 5. We begin with the following assumptions:

**Assumption 1.** $k_1$ does not depend on $n$: in a medical context, treatment plans and outcomes for patients without risk scores do not depend on the number of such patients.

**Assumption 2.** $k_2(n)$ is monotonically decreasing in $n$: the more data available to train the risk score, the greater its clinical utility.

**Assumption 3.** There exists $M \in (0, N)$ such that $n \geq M \iff k_2(n) \leq k_1$: a good enough risk score will lead to better patient outcomes than baseline treatment, and a poor enough risk score fitted to small amounts of data leads to worse expected outcomes than baseline treatment.

**Assumption 4.** $E \{k_2(i + 1) - k_2(i)\} > E \{k_2(j + 1) - k_2(j)\}$ for $1 \leq i < j \leq N - 1$, with expectations over training data: the ‘learning curve’ for our risk score is convex; there are diminishing returns in the cost per patient from adding more samples to the training data.

We may extend the domain of $k_2(\cdot)$, $\ell(\cdot)$ to the real interval $[0, N)$ such that both functions are smooth; and $k_2'(n) < 0$, given assumption 2, $k_2''(n) > 0$, given assumption 4. This leads to the result that there exists an optimal size for the holdout set minimizing the expected total cost. The proof is given in Supplement S3.

**Theorem 1.** Suppose assumptions 1-4 hold. Then there exists an OHS $N_* \in \{1, \ldots, N-1\}$ with $N \in \mathbb{N}$, such that: $\ell(i) \geq \ell(j)$ for $0 < i < j < N_*$ and $\ell(i) \leq \ell(j)$ for $N_* < i < j < N$.
As an immediate consequence, we note that the OHS always exceeds the minimal training sample size required to match baseline treatment.

**Corollary 1.** *The value of $N_*$ always exceeds the value of $M$ in assumption 3, since if $N' < M$ we have $\ell(N') = k_1N' + k_2(N')(N - N') > k_1N' + k_1(N - N') = k_1N \geq \ell(N_*)$*

Consequently assumption 4 may be relaxed for $i, j < M$; we need only be concerned with the behaviour of $k_2(n)$ at realistically large values of $n$, rather than $n \in 1, \ldots, M$. We also have

$$\lim_{N \to \infty} \lim_{n \to N} \ell'(n) = \lim_{N \to \infty} \lim_{n \to N} \left( k_1 - k_2(n) + (N - n)k_2'(n) \right) = k_1 - \lim_{n \to \infty} k_2(n)$$

and since $k_1 > k_2(n) > 0$ for large $n$, we have that expected total costs $\ell(n)$ are increasing, but bounded by the per observation expected cost of baseline treatment $k_1$.

### 4.4 Robustness to assumptions

The applicability of assumptions 1-4 in real world settings requires careful consideration. We address violations of assumptions 2 and 4 in section 5.3 and assumptions 1 and 4 here.

Assumption 1 is fundamental to the success of the holdout set concept. It may be violated if, for instance, agents who can make interventions learn the behaviour of a risk score and apply this to samples with no score. Such violations are not of serious concern: if we presume that such changes in agents endure over time, then they can be considered as simply contributing to drift, which need not be independent of holdout set size (Supplement S2).

If ethically appropriate, assumption 1 could be assured by partitioning agents to manage only samples in holdout sets or only in intervention sets (e.g., cluster randomisation). This requires assuming that changes in agent behaviour as above do not endure until the following epoch.

If assumption 3 fails due to $k_2(0) \leq k_1$, we may show a weaker result (the presence of a non-trivial but potentially non-unique minimum loss) by replacing assumptions 2, 3 and 4 with:

**Assumption 5.** *There exists an $0 < M < N$ such that $\frac{N-M}{N}(k_1 - k_2(M)) > k_1 - k_2(0)$*

This assumption is essentially stating that at some point the risk score will greatly outperform a risk score built with no data. This leads to the result that:

**Theorem 2.** *Suppose assumptions 1 and 5 hold, and $k_2(0) \leq k_1$. Then there exists an $N_* \in \{1, \ldots, N - 1\}$ such that: $\ell(i) \geq \ell(N_*)$ for $i \in \{1, \ldots, N - 1\}$ and $\ell(i) > \ell(N_*)$ for $i \in \{0, N\}$*

In a setting in which $k_1 > k_2(0)$ but one or more of assumptions 2-4 do not hold, we have
Theorem 3. Suppose assumption 1 holds, \( k_1 < k_2(0) \) and there exists \( 0 < M < N \) such that \( k_2(M) < k_1 \). Then there exists an \( N_* \in \{1, \ldots, N-1\} \) such that: \( \ell(i) \geq \ell(N_*) \) for \( i \in \{1, \ldots, N-1\} \) and \( \ell(i) > \ell(N_*) \) for \( i \in \{0, N\} \).

Both results are proved in Supplement S3.

In the setting where \( k_1 = k_2(0) \) and assumption 1 does not hold, it may be reasonable in some settings to assign samples in the holdout set risk scores based on no data (for example risk scores generated entirely from expert opinion) and blind agents to holdout/intervention status. Under this setting we may have greater assurance in assumption 1.

5 Estimation of OHS

5.1 Estimation of \( k_2(n) \)

We are aiming to find a holdout set size which minimises costs during epoch \( e \geq 1 \) \((t \in [e, e+1])\) (noting that the holdout set will be used late in the epoch when \( t \approx e+1 \)) and must do this during epoch \( e-1 \) (when \( t < e \)). We have the following:

1. An approximate number of samples on which the model will be used or refitted
2. A cohort of samples \((X, Y)\) with \( X \sim \mu_{e-\epsilon} \approx \mu_e, Y \mid X \sim f_{e-\epsilon}(X) \approx f_e(X), \) with \( \epsilon \) small

where 2 is from a holdout set if \( e > 1 \) or from initial training data if \( e-1 = 0 \). We aim to estimate the cost function \( \ell(n) \) at \( t \in [e, e+1] \). Our approach is to estimate \( \ell(n) \) for \( t = e-\epsilon \) and assume that the OHS is approximately conserved from \( t = e-\epsilon \) to \( t = e+1 \), though drift may occur in \( \ell(n) \).

At time \( t = e-\epsilon \), we now need to estimate constants \( N, k_1, \) and the function \( k_2 \). The constants \( N \) and \( k_1 \) are straightforward: \( N \), the total number of samples on which a predictive score can be fitted or used, will usually be known or specified (item 1); and \( k_1 \), the average cost per sample under baseline behaviour without a score, can be estimated from observed costs in the cohort in item 2. The function \( k_2(\cdot) \) (equation 1) is more difficult to estimate, as it concerns quantifying costs of hypothetical risk scores. We may tractably estimate \( k_2(\cdot) \) by assuming that

\[
\mathbb{E}_{X \sim \mu_e, C_2} \{C_2(X; D_n)\} = \mathcal{L}\{\text{err}(\rho_{D_n})\}
\]

where \( \rho_{D_n} \) is a risk score fitted to \( D_n \), \( \text{err}(\cdot) \) is a measure of error, and \( \mathcal{L} \) is some nondecreasing function. We claim that in general circumstances we may take \( \mathcal{L}(\cdot) \) to be linear and \( \text{err}(\cdot) \) to be expected mean-squared error (MSE) or a similar general loss over \( X \sim \mu_e \). We derive this heuristically in Supplement S4 and derive expressions for \( k_2(n) \) directly in a specific case in section 6.3. Once \( \mathcal{L} \) is known, this allows \( k_2(n) \) to be estimated readily by establishing the ‘learning curve’ of the risk score using item 2.
Some direct estimates of $k_2(n)$ are necessary to determine $\mathcal{L}$. A direct option is to designate subcohorts of the intervention set in epoch $e-1$ to receive risk scores fitted to smaller subsamples of available training data, allowing direct observation of the costs of such risk scores. While simple, this approach is potentially ethically tenuous and expensive. Simpler options include estimating the function $\mathcal{L}$ through expert opinion or other outside information.

In summary, we recommend that $k_2(n)$ is estimated by jointly making a small number of estimates during epoch $e-1$, either directly or indirectly, to establish $\mathcal{L}$, and thereafter estimated by evaluating the error of a risk score fitted to $n$ samples using the set in item 2 and transforming it according to estimated $\mathcal{L}$.

5.2 Parametric estimation of OHS

A natural algorithm for estimating the OHS is immediately suggested by Theorem 1: assume $k_2$ is known up to parameters $\theta$, and estimate $N$, $k_1$ and $\theta$ to estimate the OHS. Parameters $\theta$ of $k_2$ may be estimated from observations of pairs $\{n,k_2(n)\}$, potentially with error in $k_2(n)$. To minimize the number of estimates of $k_2(n)$ we iteratively add observations $(n,k_2(n))$ to an existing set of observations so as to greedily reduce expected error in the resultant OHS estimate.

We suggest a routine parametric algorithm (algorithm 1) with estimation of asymptotic confidence intervals. Full details of theory, proofs and algorithms are given in Supplement S5.

| Algorithm 1: Parametric OHS estimation overview |
|------------------------------------------------|
| 1. $n, k_2, \sigma^2 \leftarrow$ some initial values $n$ with $(k_2)_i \approx k_2(n_i)$, $(\sigma^2)_i = \text{var}(k_2(n_i))$; |
| 2. while $|n| < \text{total iterations}$ do |
| 3. Find best new value $\tilde{n}$ to add to $n$; |
| 4. Estimate $\hat{k}_2(\tilde{n}) \approx k_2(\tilde{n})$; |
| 5. $n \leftarrow (n \cup \tilde{n})$, $k_2 \leftarrow \{k_2 \cup \hat{k}_2(\tilde{n})\}$, $\sigma^2 \leftarrow \sigma^2 \cup \text{var}\{\hat{k}_2(\tilde{n})\}$; |
| 6. end |
| 7. return Re-estimate OHS $n_s^{\text{final}}$ from $n, k_2, \sigma$; |

Consistency of algorithm 3 depends on whether $n$ eventually contains enough elements of sufficient multiplicity to estimate $\Theta_0$ consistently. Sampling some positive proportion of values of $n$ randomly from $\{1, \ldots, N\}$ guarantees that the multiplicity of all $n \in n$ almost surely eventually exceeds any finite value, readily ensuring consistency. Finite-sample bias of $n_s^{\text{final}}$ depends on $\nabla_\Theta n_s$ and the variance of $\Theta$. See Supplementary Figure 6 for typical forms of $\nabla_\Theta n_s$. 
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5.3 Semi-parametric (emulation) estimation of OHS

Parametrisation of $k_2(n)$ may be inappropriate if the learning curve of the risk score or the relation between the learning curve and $k_2(n)$ (from section 5.1) are complex (Viering and Loog, 2021). We propose a second algorithm which is less reliant on assuming a parametric form for $k_2(n)$, using Bayesian optimisation (Brochu et al., 2010). We quantify the uncertainty of the form for $k_2(n)$ through the construction of a Gaussian process emulator of $\ell$. The prior mean function for this emulator takes a particular parametric form, but crucially can deviate from this prior function with the addition of data.

We take the minimum of its posterior mean over $n$ to be our OHS estimate, efficiently choosing values of $n$ at which to estimate $\ell(n)$ using an ‘expected improvement’ function $EI(\cdot)$, which also provides a natural stopping criterion; if $EI(n) > \tau$ we roughly expect the minimum cost to decrease by at least $\tau$ from adding another estimate of $\ell(n)$ to our data. Our approximate procedure is given in algorithm 2. Detailed algorithm and proofs of consistency are in Supplement S6.

Algorithm 2: Emulation OHS estimation; minimum cost improvement $\tau$

1. $n, d, \sigma^2 \leftarrow$ some initial values $n$ with $(d)_i = d(n_i) \approx \ell(n), (\sigma^2)_i = \text{var}\{d(n_i)\}$;
2. Estimate mean and variance of Gaussian process $\ell(n)$ and function $EI(n)$;
3. while $\max_{n \in \{1, \ldots, N\}} \{EI(n)\} > \tau$ do
   4. $\tilde{n} \leftarrow \arg \max_{n \in \{1, \ldots, N\}} EI(n)$;
   5. Estimate $d(\tilde{n}) \approx k_2(\tilde{n})$;
   6. $n \leftarrow (n \cup \tilde{n}); d \leftarrow (d \cup d(\tilde{n})); \sigma^2 \leftarrow [\sigma^2 \cup \text{var}\{d(\tilde{n})\}]$;
   7. Re-estimate mean and variance of Gaussian process $\ell(n)$ and function $EI(n)$;
4. end
5. return $n_{final}^* = \arg \min_{n \in \{1, \ldots, N\}} \{\text{Mean of } \ell(n)\}$

6 Simulations

6.1 Simulation showing dominance of holdout set approach

We briefly demonstrate the theory described in section 4.1 using simulated data similar to our motivating example (details in Supplement S2.1). Figure 2 shows total cost of no-update (‘none’), naive-update (‘naive’) and holdout-update (‘H.S’) at two holdout sizes over time. As drift occurs in $f_t$, the total costs of the holdout-set approaches are lowest. Choice of holdout set size aims to balance increased costs due to non-intervention in the holdout set (the ‘spikes’) against inaccuracy in fitted scores after drift. We demonstrate the natural emergence of an OHS in a simulated context in Supplement S7.
Figure 2: Loss over time of no-update, naive-update and holdout-update strategies.

6.2 Comparison of parametric and emulation algorithms

In this section, we give circumstances in which one of algorithms 1, 2 may be preferable to the other. We consider two versions of the function $k_2(n)$:

$$k_{2p}(n) = an^{-b} + c, \quad k_{2np}(n) = an^{-b} + c + \frac{10^4}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{n - 4 \times 10^4}{8 \times 10^3} \right)^2 \right)$$

where: ‘p’/‘np’: ‘parametric assumptions satisfied/not satisfied’, and $\theta = (a, b, c) = (10000, 1.2, 0.2)$. We assume $N$ and $k_1$ are known to be $1 \times 10^5$ and 0.4 respectively. For emulation, we use a kernel width $\zeta = 5000$ and variance $\sigma_u^2$ of $1 \times 10^7$.

The function $k_{2np}(n)$ exhibits ‘double-descent’ behaviour (Supplementary Figures 9a, 9b), which is possible for learning curves (Viering and Loog, 2021). This violates assumptions 2, 4.

We firstly show the distribution of estimates of OHS using our two algorithms when $k_2$ takes either form above. To fit $k_2$, we use $n$ as 200 values of $n$ randomly chosen from $\{1, \ldots, N\}$, with values $k_2$ independently sampled as $(k_2)_i \sim N(k_2(n_i), \sigma_i^2)$, where $\sigma \sim U(0.001, 0.02)$. Supplementary Figure 9c shows the distributions and medians of OHS estimates using the parametric and emulation algorithm in settings with parametric assumptions either satisfied or unsatisfied.

The parametric OHS estimate is empirically unbiased and has less variance than the emulation estimate when parametric assumptions are satisfied, but is biased when they are not. Variance of OHS estimates using the emulation method is lower when parametric assumptions are not satisfied because the true cost function has a sharper minimum in
that case (see Supplementary Figure 9b). Because the cost function is ‘flat’ around the minimum in the setting where parametric assumptions are satisfied (Supplementary Figure 9b), the consequences of the high variance of the semi-parametric (emulation) estimator are minimal, as the cost is similar across a range of values near the OHS.

![Figure 3: Convergence rates with parametric (top) and emulation (bottom) algorithms, using either a random (black) or greedy (gray) method to select the next value of \( n \) to add to \( n \), with parametric assumptions satisfied (left) or unsatisfied (right). Simulations run for 200 datasets from underlying model. In larger panels, horizontal lines show true optimal holdout set (OHS) size; vertical lines indicate when \( \geq 2.5\% \) of runs return that OHS within a grid of size 1000. Smaller panels show root mean-square error between total costs from simulations and minimal total cost. Note variable axis scaling on left and right.](image)

We next examine the consequences of sampling the ‘next’ value of \( n \) greedily, using equation 31 as in algorithm 3 or \( EI \) as in algorithm 4, rather than randomly with \( \tilde{n} \) chosen uniformly in \( \{1, \ldots, N\} \), by comparing the rates of convergence of OHS estimates. Figure 3
show medians and a rough discrete kernel estimate of OHS estimates at various sizes of |n|, where n is generated by adding points \( \tilde{n} \) either randomly or systematically, after choosing the initial five values in n randomly.

Convergence is faster when ‘next points’ are picked systematically rather than randomly and when using parametric estimates (though these are biased and inconsistent for \( k_{2}^{\text{np}} \)). This is highlighted by the smaller panels which show the root mean-square error between the total cost at the estimated optimal sizes and the total cost at the true OHS. In particular, that the non-parametric method shows bifurcation detecting both local minima whilst the parametric method converges to a mid-point which is far from optimal in terms of total costs.

### 6.3 Illustration in realistic setting

We now return to our motivating example. Supposing ASPRE is to be refitted every five years, the intervention set should include all individuals in the subsequent years before the model is refitted, and all individuals not used in the next refitting procedure. Suppose we are refitting ASPRE to use in a population of 5 million individuals, from which we have approximately 80,000 new pregnancies per year. Thus \( N \approx 400,000 \) (SE: 1500). See Supplement S8 for further details.

We presume a simple clinical action in which a fixed proportion \( \pi = 10\% \) of individuals at the highest assessed PRE risk are treated with aspirin. We assume that if untreated with aspirin, a proportion \( \pi_0 \) of individuals designated to be ‘low-risk’ (lowest 90%) will develop PRE, as will a proportion \( \pi_1 \) of individuals designated high-risk. Under current pre-ASPRE best-practice guidelines we have \( \pi_0 \approx 0.02 \) (SE 0.0009) and \( \pi_1 \approx 0.08 \) (SE 0.008) (see Supplement S8). Aspirin reduces PRE risk by approximately \( 1 - \alpha = 63\% \) (SE 0.09) (Rohnik et al., 2017b). We denote ‘cost’ as simply the number of cases of PRE in a population, so total expected cost per individual under ‘baseline’ treatment (clinical actions without the aid of a risk model) is

\[
k_1 = \pi_0(1 - \pi) + \pi_1\pi \alpha \approx 0.022
\]

with standard error approximately 0.001. Note that this is not equal to the untreated PRE risk in the population, since some proportion of individuals are treated pre-emptively.

The data used to fit the initial ASPRE model can be used to estimate \( k_2(n) \) for potential model updates. We do not have access to this dataset, but demonstrate estimation of a learning curve on synthetic data designed to resemble it. Although \( k_2(n) \) is easy and fast to estimate here, in order to mimic a real example where such estimation is time consuming or costly we restrict ourselves to use only \( |n| = 120 \) values of n, determined using either algorithm 3 or 4. For both algorithms, we assumed a power-law form \( k_2\{n; \theta = (a,b,c)\} = an^{-b} + c \).

Using the parametric algorithm, we found an OHS of 10271 (90% CI 8103-12438), with minimum cost (expected cases over five years) of 8172. Using the emulation algorithm, we
found an OHS of 13313 with an expected cost of 8164, with holdout sizes of 9210-17619 having a probability > 0.1 of cost < 8164. Figure 4 shows estimated cost functions, OHSs, and error using the two algorithms.

Figure 4: Estimation of cost functions (black lines), OHS (red dots) and error using parametric (middle) and emulation (left; blue lines $\mu(n) + 3\sqrt[3]{\Psi(n)}$) algorithms, and change in estimated OHS and error with number of sample points $|n|$ (right; red lines: parametric, blue/dashed lines: emulation). Note that the ‘best’ points (black dots) to optimize parametric estimation are spread-out to estimate $\theta$ well, but for emulation they are clustered for accurate locally approximation. Error measures for OHS in parametric and emulation algorithms (red/blue shaded respectively) have different meanings and are not comparable.

7 Concluding remarks

In this work we propose the use of a holdout set to safely update predictive models, and describe considerations in determining the optimal size of such a set. We establish theoretical properties of this optimal size under reasonable assumptions, and develop two algorithms for estimating it, evaluating their use in both a toy simulation and a real-life motivated simulation. The holdout set approach comprises a practical and simple approach to an important problem in practical machine learning, which will become particularly important as risk scores come to be used to prompt intervention in real-world applications.

Other solutions to the model updating problem have been proposed, such as developing models that introduce missing causal connections (Alaa and van der Schaar, 2018; Sperrin et al., 2019) and using several predictive scores together (Liley, 2021). Such solutions tend to be difficult to implement: more comprehensive modelling generally requires some observation of the intervention, requiring more data over time, and parallel use of several risk scores is highly complex. With this in mind, holdout sets could prove valuable in updating strategies since, in principle, they can be applied in any setting. Availability of direct risk-score-naive data through the holdout set can also facilitates post-deployment maintenance and surveillance (Sperrin et al., 2019).

We strongly suggest planning an updating strategy for a risk model before it is deployed. This work illustrates one strategy in this direction and we hope stimulates both use of and
extensions of such methods for safe predictive score updating. For the interested reader, see further discussion in Supplement S9.
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S1 General notation

Throughout this document we will take $X$ to generically mean ‘covariates’ and $Y$ to mean ‘outcomes’. The subscript $t$ will be taken to mean ‘time’ in a continuous sense, and the subscript $e$ to mean ‘epoch’, referring to consecutive episodes of time. The superscript $h$ will correspond to the holdout set, and $i$ to the intervention set. The number $N$ will refer to the total number of samples on which a risk score may be trained or used during an epoch, and $n$ to denote a holdout set size, usually taken to be variable. We denote the standard normal PDF and CDF by $\phi(\cdot)$, $\Phi(\cdot)$ respectively.
S2 Formal statement of dominance of holdout-set based updating

As in section 4, we presume a random process \( X_t, t \in \mathbb{R}^+ \), where \( \{ X_t^h \} \cup \{ X_t \} \) is a set of instances of \( X_t \) for values of \( t \) in \([e,e+1)\). We presume \( X_t \) has distribution \( \mu_t \) where \( \mu_t \) has constant support \( \mathcal{X} \). We will assume \( \mu_t \) varies continuously, in a manner to be specified.

We consider two functions \( f_t : \mathcal{X} \to [0,1] \) and \( g_t(\cdot; \rho) : \mathcal{X} \to [0,1] \), which correspond to risk given a value of \( X_t \) without and with an existing risk score \( \rho \) in place respectively, as described in section 4. For our purposes in this section, \( \rho \) will always be \( \rho_0 \) (fitted at time \( t = 0 \)) so we will omit the dependence of \( g_t \) on \( \rho \). To avoid causal considerations, we will define two further Bernoulli random variables: \( Y_{f_t} \), with \( P(Y_{f_t} = 1 | X_{f_t} = x) = f_t(x) \) and \( Y_g \), with \( P(Y_g = 1 | X_{f_t} = x) = g_t(x) \).

We aim to estimate risk scores \( \rho \cdot : \mathcal{X} \to [0,1] \) which estimate \( f_t \) for \( t \) on some interval \([e,e+1)\). We will, for the moment, aim to estimate \( f_t \) for \( t \in [1,2) \). We presume that we already have:

1. A risk score \( \rho_0 \) which approximates \( f_0 \) to arbitrary accuracy
2. Arbitrarily many samples of \( X_t, Y^f_t \) with \( t \in [1 - \epsilon_1,1) \)
3. A total of \( m \) samples of \( X_t, Y^f_t \) with \( t \in [1 - \epsilon_1,1) \) (holdout set)

As in the main manuscript, considering the use of a risk score in time period \( t \in [1,2) \), we will call the use of \( \rho_0 \) a ‘no-update’ strategy, the use of a risk score \( \rho_{(n)} \) fitted to samples 2 a ‘naive-update’ strategy and the use of a risk score \( \rho_{(h)} \) fitted to samples 3 a ‘holdout-update’ strategy.

We denote the mean absolute error and mean square error of a risk score \( \rho \) at time \( t \) as

\[
\ell_t(\rho) = \int |\rho(x) - f_t(x)| d\mu_t
\]
\[
\ell^2_t(\rho) = \int (\rho(x) - f_t(x))^2 d\mu_t
\]

The following theorem establishes that under certain conditions both measures of error are lower for \( \rho_{(h)} \) than for \( \rho_0 \) or \( \rho_{(n)} \) when \( t \in [1,1+\delta) \) for some \( \delta > 0 \).

**Theorem S4.** Suppose that:

1. \( |f_0(x) - f_1(x)| \geq \gamma_1 \) for all \( x \in \mathcal{X}_1 \subseteq \mathcal{X} \) with \( P_{\mu_1}(\mathcal{X}_1) = \kappa_1 > 0 \) (non-negligible drift)
2. \( |g_1(\cdot) - f_1(x)| \geq \gamma_2 \) for all \( x \in \mathcal{X}_2 \subseteq \mathcal{X} \) and \( 0 \leq \epsilon < \epsilon_1 \) with \( P_{\mu_1}(\mathcal{X}_2) = \kappa_2 > 0 \) (non-negligible intervention)
3. \( f_t(x) \) is uniformly \( \alpha \)-Lipschitz continuous in \( t \) (continuous drift in \( Y^f_t|X \) )
4. \( \mu_t \) is \( \alpha_2 \)-Lipschitz continuous in \( t \) with respect to total variational distance distance (continuous drift in \( X \))

5. If a risk score \( \rho(x) \) is fitted to data \( D(n) \) consisting of \( n \) identically distributed samples from \( X_t, Y_t^f \) or \( X_t, Y_t^g \) then for any \( \epsilon > 0 \) we have \( \lim_{n \to \infty} P_{D(n)}(\sup_{x \in X} |f_t(x) - \rho(x)| < \epsilon) = 1 \) (risk score consistency)

Suppose \( \rho_1, \rho_2, \rho_3 \) are fitted as above. Then given any \( \epsilon_1, \epsilon_2 > 0 \) and some fixed \( \delta \) satisfying

\[
\delta < \min\left(\frac{\gamma_1 \kappa_1}{2\alpha + \gamma_1 \alpha_2}, \frac{\gamma_2 \kappa_2}{2\alpha + \gamma_2 \alpha_2}\right)
\]

we can find an \( m_1 \) such that for \( m \geq m_1 \) we have

\[
P_{D(m)}(\ell_t(\rho(h)) < \min(\ell_t(\rho_0), \ell_t(\rho(n)))) > 1 - \epsilon_2
\]

for \( 1 \leq t \leq 1 + \delta \). If \( \delta \) satisfies:

\[
\delta < \min\left(\sqrt{\frac{(2\alpha^2 + \alpha_2 \gamma_1^2)^2 + 4\alpha_2 \gamma_1^2 \kappa_1 - (2\alpha^2 + \alpha_2 \gamma_1^2)}{2\alpha^2}}, \sqrt{\frac{(2\alpha^2 + \alpha_2 \gamma_2^2)^2 + 4\alpha_2 \gamma_2^2 \kappa_2 - (2\alpha^2 + \alpha_2 \gamma_2^2)}{2\alpha^2}}\right)
\]

then we may find an \( m_2 \) such that for \( m \geq m_2 \)

\[
P_{D(m)}(\ell_t^2(\rho(h)) < \min(\ell_t^2(\rho_0), \ell_t^2(\rho(n)))) > 1 - \epsilon_2
\]

for \( 1 \leq t \leq 1 + \delta \).

Proof. From \( \alpha \)-uniform Lipschitz continuity of \( f_t \) (assumption 3) we have, for all \( x, \delta \):

\[
f_t(x) - \alpha \delta \leq f_{t+\delta}(x) \leq f_t(x) + \alpha \delta
\]

and from assumption 4 we have

\[
\left| \int_{\mathcal{X}_0} (d\mu_t - d\mu_{t+\delta}) \right| \leq \alpha_2 \delta
\]

From assumption 5 we have

\[
P\left( \sup_{x \in \mathcal{X}} |\rho(h)(x) - f_1(x)| < \epsilon \right) > 1 - q(\epsilon, m)
\]

where \( q(\epsilon, m) \) is a function which converges to 0 as \( m \to \infty \) for any \( \epsilon > 0 \).
Now for $\delta < \frac{\gamma_1 \kappa_1}{2\alpha + \gamma_1 \alpha_2}$ we have

$$
\ell_{1+\delta}(\rho_0) = \int |f_0(x) - f_{1+\delta}(x)| d\mu_{1+\delta}
\geq \int |f_0(x) - f_1(x)| d\mu_{1+\delta} - \int |f_{1+\delta}(x) - f_1(x)| d\mu_{1+\delta}
\geq \int \inf_{x \in X_1} |f_0(x) - f_1(x)| d\mu_{1+\delta} - \int \sup_{x \in X} |f_{1+\delta}(x) - f_1(x)| d\mu_{1+\delta}
\geq \int \gamma_1 d\mu_{1+\delta} - \alpha \delta
\geq \gamma_1 \left( \int d\mu_t - \alpha_2 \delta \right) - \alpha \delta
\geq \gamma_1 (\kappa_1 - \alpha_2 \delta) - \alpha \delta
> \alpha \delta\tag{12}
$$

For $\delta$ satisfying inequality 7 we have

$$
\ell_{2+\delta}(\rho_0) = \int (f_0(x) - f_{1+\delta}(x))^2 d\mu_{1+\delta}
= \int (f_0(x) - f_1(x))^2 d\mu_{1+\delta} + \int (f_{1+\delta}(x) - f_1(x))^2 d\mu_{1+\delta}
- \int (f_{1+\delta}(x) - f_1(x))(f_0(x) - f_1(x)) d\mu_{1+\delta}
\geq \int \inf_{x \in X_0} |f_0(x) - f_1(x)|^2 d\mu_{1+\delta} + \int \inf_{x \in X} |f_{1+\delta}(x) - f_1(x)|^2 d\mu_{1+\delta}
- 2 \left( \int (f_{1+\delta}(x) - f_1(x))^2 d\mu_{1+\delta} \int (f_0(x) - f_1(x))^2 d\mu_{1+\delta} \right)^{1/2}
\geq \gamma_1^2 \int d\mu_{1+\delta} + 0
- 2 \left( \int \sup_{x \in X} |f_{1+\delta}(x) - f_1(x)|^2 d\mu_{1+\delta} \int \sup_{x \in X} |f_0(x) - f_1(x)|^2 d\mu_{1+\delta} \right)^{1/2}
\geq \gamma_1^2 \left( \int d\mu_t - \alpha_2 \delta \right) - 2\sqrt{\alpha^2 \delta^2 - \alpha^2}
= \gamma_1^2 (\kappa_1 - \alpha_2 \delta) - 2\alpha^2 \delta
> \alpha^2 \delta^2\tag{13}
$$

Similarly for $\delta < \frac{\gamma_2 \kappa_2}{2\alpha + \gamma_1 \alpha_2}$ and $0 < \epsilon_1 \leq \epsilon$ we have

$$
\ell_{2+\delta}(\rho_2) \geq \gamma_2 (\kappa_2 - \alpha_2 \delta) - \alpha \delta > \alpha \delta\tag{14}
$$
and for $\delta$ satisfying inequality 7 we have
\[
\ell_{1+\delta}^2(\rho_2) \geq \gamma_2^2(\kappa_2 - \alpha_2\delta) - 2\alpha^2\delta > \alpha^2\delta^2
\] (15)

Looking at $\rho(h)$ we have
\[
\ell_{1+\delta}^1(\rho(h)) = \int |\rho(h)(x) - f_{1+\delta}(x)|d\mu_{t+\delta}
\]
\[
\leq \int |\rho(h)(x) - f_1(x)|d\mu_{t+\delta} + \int |f_{1+\delta}(x) - f_1(x)|d\mu_{t+\delta}
\]
\[
\leq \int \sup_{x \in \mathcal{X}} |\rho(h)(x) - f_1(x)|d\mu_{t+\delta} + \int \sup_{x \in \mathcal{X}} |f_{1+\delta}(x) - f_1(x)|d\mu_{t+\delta}
\]
\[
= \sup_{x \in \mathcal{X}} |\rho(h)(x) - f_1(x)| + \alpha\delta
\] (16)

and
\[
\ell_{1+\delta}^2(\rho(h)) = \int (\rho(h)(x) - f_{1+\delta}(x))^2d\mu_{t+\delta}
\]
\[
\leq \int \sup_{x \in \mathcal{X}} |\rho(h)(x) - f_{1+\delta}(x)|^2d\mu_{t+\delta}
\]
\[
\leq \int \left( \sup_{x \in \mathcal{X}} |\rho(h)(x) - f_1(x)| + \sup_{x \in \mathcal{X}} |f_{1+\delta}(x) - f_1(x)| \right)^2d\mu_{t+\delta}
\]
\[
\leq \left( \sup_{x \in \mathcal{X}} |\rho(h)(x) - f_1(x)| + \alpha\delta \right)^2
\] (17)

Given the a choice of $\delta$ satisfying inequality 5, we have
\[
\epsilon_3 \overset{\text{def}}{=} \min (\gamma_1 (\kappa_1 - \alpha_2\delta), \gamma_2 (\kappa_2 - \alpha_2\delta)) - 2\alpha\delta > 0
\] (18)

so we may select $m_1$ such that for $m \geq m_1$ we have
\[
P \left( \sup_{x \in \mathcal{X}} |\rho(h)(x) - f_1(x)| < \epsilon_3\delta \right) > 1 - \epsilon_2
\]
in which case, given inequalities 12, 14, and 16, expression 6 holds.

Likewise, given a choice of $\delta$ satisfying inequality 7, we have
\[
\epsilon_4 \overset{\text{def}}{=} \sqrt{\min (\gamma_1^2(\kappa_1 - \alpha_2\delta) - 2\alpha^2\delta, \gamma_2^2(\kappa_2 - \alpha_2\delta) - 2\alpha^2\delta)} - \alpha\delta > 0
\] (19)

so we may select $m_2$ such that for $m \geq m_2$ we have
\[
P \left( \sup_{x \in \mathcal{X}} |\rho(h)(x) - f_1(x)| < \epsilon_4 \right) > 1 - \epsilon_2
\]
in which case, given inequalities 13, 15, and 17, expression 8 holds

\[\square\]
Remark 1 (Robustness of assumptions). The assumptions of theorem S4 all fundamentally underlie usability of risk scores in general, with the exception of assumption 1, which is a well-established effect for many risk scores Tsymbal (2004); Zliobaite (2010).

Assumptions 3,4 state that ‘drift’ must be continuous with time. This is essentially because continuous drift implies that a risk score that is consistent at time t will still be useful at a time t+ε. Without such an assumption, risk scores are essentially unusable. We note that the conditional distribution of intervened outcomes Y^g|X need not be continuous. Obvious extensions to the theorem will give similar results for almost-continuous drift.

Assumption 2 essentially states that use of the risk score leads to some change in the risk of an outcome given covariates. Except in special circumstances, this is typically the very reason for a risk score to be fitted and used, so this assumption is generally justified.

Assumption 1 essentially states that a non-negligible change occurs over time in the distribution of the non-intervened outcome conditional on covariates; that is, should no risk score be in place, the risk to an individual sample with fixed covariates will vary non-negligibly over time for a positive proportion of samples. This assumption underlies the need to update risk scores; if essentially no drift occurs, a risk score need not be updated at all.

Assumption 2 may be weakened to |g_1(x) - f_1(x)| > γ_2 if uniform Lipschitz continuity of g_t in t can be assumed.

The processes µ_t and f_t, which govern drift processes, are not considered to be random, but the theorem trivially holds if either has random perturbations for which all elements of their respective domain remain constrained by the theorem assumptions.

S2.1 Simulation

We simulated a population of 2 × 10^5 samples at 50 timepoints, with ten timepoints per epoch (time between updates). We considered a risk score on 22 ‘visible’ covariates similar to those of the ASPRE score Rolnik et al. (2017a) with true risk also depending on a ‘latent’ covariate not included in the risk score. We designated the true risk function f_t as a logistic model with coefficients varying continuously as a Gaussian process of t. At each time point, we computed risk scores using each method, and made interventions on the 10% of samples with highest predicted risk by reducing values of visible and latent covariates. We defined total cost as the sum of post-intervention risk across all samples. Hold-out sets were used in the final time-point of each epoch.
S3 Proof of Theorems 1, 2, and 3

Theorem 1. Suppose assumptions 1-4 in the main manuscript hold. Then there exists a $N_s \in (0, N)$ with $N \in \mathbb{N}$, which we call the optimal holdout set size, such that:

\[
\ell(i) \geq \ell(j) \text{ for } 0 < i < j < N_s \\
\ell(i) \leq \ell(j) \text{ for } N_s < i < j < N
\]

Proof. As discussed in the main manuscript, we may impose that

\[
\frac{\partial}{\partial n} k_2(n) < 0 \quad (20)
\]

Since both $k_2(n)$ and $(N - n)$ are positive and monotonically decreasing in $n$, so is $k_2(n)(N - n)$. Now

\[
\ell'(n) = \frac{\partial}{\partial n} \left( k_1 n + k_2(n)(N - n) \right) = k_1 + k_2'(n)(N - n) - k_2(n) \quad (21)
\]

\[
= (k_1 - k_2(n)) + k_2'(n)(N - n) \quad (22)
\]

By assumption 3 in the main manuscript, $k_1 < k_2(0)$, and, from equation 20, $k_2'(0) < 0$, so both terms in equation 23 are negative when $n = 0$ and $\ell'(0) < 0$. When $n = N$, the second term vanishes while the first one is positive, as $k_1 > k_2(N)$ by assumption 3 in the main manuscript. We thus have $\ell'(N) > 0$. By assumption, $\ell$ is smooth, so by Bolzano’s Theorem, there must exist at least one point $n_s$ for which $\ell'(n_s) = 0$, which is an extremum of $\ell$.

We now prove that this extremum is unique and a minimum. First, by assumption 4 in the main manuscript, we may impose that

\[
\frac{\partial^2}{\partial n^2} k_2(n) > 0 \quad (24)
\]

Taking the second derivative of $\ell$

\[
\frac{\partial^2}{\partial n^2} \ell(n) = \frac{\partial^2}{\partial n^2} \left( k_1 n + k_2(n)(N - n) \right) = k_2''(n)(N - n) - 2k_2'(n) \quad (25)
\]

and using equations 20 and 24, we see that $\ell''(n)$ is strictly positive, and, as a consequence, $\ell'(n)$ is monotonically increasing. Therefore, the extremum of $\ell(n)$ at $n_s$ we found earlier is unique and, as $\ell''(n) > 0$, it is a minimum.

If $n_s \in 1..(N - 1)$, let $N_s = n_s$. If $n_s \notin \mathbb{N}$, let $N_s$ be the closest natural number to either side of $n_s$. From assumption 3 in the main manuscript, $N_s$ cannot be 0 or $N$. In both scenarios, this completes the proof. \qed
For the proofs of theorems 2 and 3, we will use the following lemma:

**Lemma S1.** Suppose assumption 1 holds and there exists $0 < M < N$ such that $k_2(M) < k_1$. Then $\ell(M) < \ell(N)$.

**Proof.**

\[
k_2(M) < k_1 \implies (N - M)k_2(M) < (N - M)k_1 \\
\implies (N - M)k_2(M) + M k_1 < N k_1 \\
\implies \ell(M) < \ell(N)
\]

We now have

**Theorem 2.** Suppose assumptions 1 and 5 hold, and $k_2(0) \leq k_1$. Then there exists an $N^* \in \{1, \ldots, N-1\}$ such that: $\ell(i) \geq \ell(N^*)$ for $i \in \{1, \ldots, N-1\}$ and $\ell(i) > \ell(N^*)$ for $i \in \{0, N\}$

**Proof.** All that is needed to show that there exists a holdout set size $M$ where $\ell(M) < \ell(0)$ and $\ell(M) < \ell(N)$. This will be the $M$ in assumption 5.

It immediately follows from assumption 5 that $k_2(M) < k_1$, so by Lemma S1 $\ell(M) < \ell(N)$. If $k_1 = k_2(0)$ then we are done as $\ell(N) = \ell(0)$. If $k_1 > k_2(0)$ then from assumption 5 we have

\[
k_1 - k_2(0) < \frac{N - M}{N}(k_1 - k_2(M)) \implies N(k_1 - k_2(0)) < (N - M)(k_1 - k_2(M)) \\
\implies N k_1 - N k_2(0) < N k_1 - (N - M)k_2(M) - M k_1 \\
\implies \ell(N) - \ell(0) < \ell(N) - \ell(M) \\
\implies \ell(M) < \ell(0)
\]

as needed.

**Theorem 3.** Suppose assumption 1 holds, $k_1 < k_2(0)$ and there exists $0 < M < N$ such that $k_2(M) < k_1$. Then there exists an $N^* \in \{1, \ldots, N-1\}$ such that: $\ell(i) \geq \ell(N^*)$ for $i \in \{1, \ldots, N-1\}$ and $\ell(i) > \ell(N^*)$ for $i \in \{0, N\}$.

**Proof.** Note

\[
k_1 < k_2(0) \implies N k_1 < N k_2(0) \implies \ell(N) < \ell(0)
\]

so all that is needed is $\ell(M) < \ell(N)$, which is given by Lemma S1.
S4 Estimation of $k_2(n)$

We argue in this section that $k_2(n)$ can generally be modelled as a linear function of expected mean squared error of the risk score. Suppose that we are interested in making predictions at a time $t$. We consider a risk score $\rho(X)$ which is an inexact approximation of $f_t(X)$ (recalling the definition of $f_t$ from section S2 as the probability of $Y = 1$ given $X$ at time $t$ when no risk score is used). We will write $c_2(x, \rho) = E_{C_2}\{C_2(x; d_n)\}$, where $E_{C_2}$ indicates expectation over randomness in actual cost for a given sample with a given risk score, and $\rho$ a risk score fitted to samples $d_n$.

If it is reasonable to assume that $c_2(x, \rho)$ has a straightforward form in terms of $\rho$, $f_t$, then a corresponding form for $k_2$ may be immediate. For instance, if one of

\[
c_2(x, \rho) = c^0 + c^1|\rho - f_t(x)| \\
c_2(x, \rho) = c^0 + c^1(\rho - f_t(x))^2 \\
c_2(x, \rho) = c^0 + c^1 f_t(x)(\rho - f_t(x))^2
\]

holds, for some constants $c^0$, $c^1$, then $k_2$ will be linear in

\[
E_{D_n}\{E_X[|\rho(X) - f_t(X)|]\} \\
E_{D_n}\{E_X[(\rho(X) - f_t(X))^2]\} \\
E_{D_n}\{E_X[f_t(X)(\rho(X) - f_t(X))^2]\}
\]

respectively. As discussed in the main manuscript, this reduces the estimation of $k_2(n)$ to estimating the ‘learning curve’ of a risk score, and expectations of risk score accuracy measures such as those above over $X$ and $D_n$ can be readily estimated for small $n$ given training samples $X,Y$.

In more general cases where simple forms of $c_2(x, \rho)$ cannot be assumed, we claim that if $c_2(x, \rho)$ is smooth in $\rho$, we should generally expect $k_2(n)$ to be approximately linear in the expected mean-square error of the risk score.

We work from the following heuristic:

For any given sample and a range of possible risk scores for that sample, the intervention taken will minimise the expected cost for the risk score which is unbiased.

This is equivalent to

\[
\arg\min_\rho c_2(x, \rho) = f_t(x)
\]

for all $x$ in the domain of $X$. We suppose firstly that $c_2(x, \rho)$ is smooth in $\rho$, and write

\[
c_2(x, \rho) = c_2(x, f_t(x)) + \frac{1}{2} \frac{\partial^2 c_2}{\partial \rho^2} (x, f_t(x)) (\rho - f_t(x))^2 + O((\rho - f_t(x))^3)
\]
noting that \( \frac{\partial^2 c_2}{\partial \rho^2} (x, f_t(x)) = 0 \) by assumption.

The value \( \frac{\partial^2 c_2}{\partial \rho^2} (x, f_t(x)) \) represents the curvature with respect to \( \rho \) of the function \( c_2(x, \rho) \) about \( \rho = f_t(x) \). Practically, this corresponds to the tolerance or robustness of the intervention: the amount of cost incurred due to a given deviation of the risk score from \( f_t(x) \). We claim that this quantity will thus have relatively low variation across values of \( x \), as the degree of robustness should be roughly constant.

Given this, we have

\[
E_X [c_2(X; \rho)] = E_X \left[ c_2(x, f_t(x)) + \frac{\partial^2 c_2}{\partial \rho^2} (x, f_t(x)) (\rho(X) - f_t(X))^2 + O \left( \sup_x (\rho(x) - f_t(x))^3 \right) \right] \\
\approx E_X [c_2(x, f_t(x))] + E_X \left[ \frac{\partial^2 c_2}{\partial \rho^2} (x, f_t(x)) \right] E_X [(\rho(X) - f_t(X))^2] + O \left( \sup_x (\rho(x) - f_t(x))^3 \right)
\]

def \( c_0 + c_2 \text{MSE}(\rho) + O \left( \sup_x (\rho(x) - f_t(x))^3 \right) \)

where \( c_0, c_2 \) are independent of \( \rho \) and \( D_n \), and \( \text{MSE}(\rho) \) is the standard mean-square error of \( \rho \). Hence

\[
k_2(n) = E_{D_n} \{ E_X [c_2(X; \rho)] \}
\approx c_0 + c_2 E_{D_n} \{ \text{MSE}(\rho) \}
\]

so \( k_2(n) \) is approximately linear in \( E_{D_n} \{ \text{MSE}(\rho) \} \).

Suppose that we have a simple setting where we have a single intervention which we may use, which has a proportional effect on the risk of \( Y = 1 \) (that is, \( g_t(x) = (1 - \alpha)f_t(x) \), with \( \alpha < 1 \)). We intervene on a sample if their risk score exceeds a particular threshold \( \rho_0 \). The cost function \( c_2(x, \rho) \) is now discontinuous, but we may simply derive the form of \( k_2 \) in terms of risk score performance.

We assume that the intervention has a fixed cost \( \gamma_i \), and that an event \( Y = 1 \) has a fixed cost \( \gamma_y \). Then

\[
c_2(x, \rho) = E_{C_2} \{ (\text{Cost of an event}) + (\text{Cost of intervening}) \}
\]

\[
= \begin{cases} 
\gamma_y f_t(x) + 0 & \text{if } \rho < \rho_0 \\
\gamma_y \alpha f_t(x) + \gamma_i & \text{if } \rho \geq \rho_0
\end{cases}
\]

(29)
disregarding potential baseline costs common to all samples. We may now apply the heuristic above more directly, by presuming that the threshold $\rho_0$ is chosen so as to minimise the expectation of $c_2(X, \rho)$ over $X$ under the assumption that $\rho(X) = f_t(X)$. In other words, we choose the threshold that gives us the best outcome assuming the risk score is correct.

This implies that for $f_t(x) < \rho_0$, we have $\gamma_y f_t(x) < \gamma_y \alpha f_t(x) + \gamma_i$ (if true risk is below the threshold, it is cheaper not to intervene) and for $f_t(x) \geq \rho_0$, we have $\gamma_y f_t(x) \geq \gamma_y \alpha f_t(x) + \gamma_i$ (if true risk is above the threshold, it is cheaper to intervene).

We now have:

$$c_2(x, \rho) - c_2(x, f_t(x)) = \begin{cases} 
\gamma_y f_t(x) & \text{if } \rho < \rho_0, f_t(x) < \rho_0 \\
\gamma_y \alpha f_t(x) + \gamma_i - \gamma_y f_t(x) & \text{if } \rho \geq \rho_0, f_t(x) < \rho_0 \\
\gamma_y f_t(x) - (\gamma_y \alpha f_t(x) + \gamma_i) & \text{if } \rho < \rho_0, f_t(x) \geq \rho_0 \\
\gamma_y \alpha f_t(x) + \gamma_i & \text{if } \rho \geq \rho_0, f_t(x) \geq \rho_0
\end{cases}$$

$$= 1_{(\rho < \rho_0) \ XOR (f_t(x) < \rho_0)} |\gamma_y (\alpha - 1) f_t(x) + \gamma_i|$$

and, denoting $\delta_{\rho}(x) = (\rho(x) < \rho_0) \ XOR (f_t(x) < \rho_0)$, we have

$$k_2(n) = k_2(n) - \lim_{n \to \infty} k_2(n) + \lim_{n \to \infty} k_2(n)$$
$$= \lim_{n \to \infty} k_2(n) + \mathbb{E}_{D_n} \{ \mathbb{E}_X [c_2(X, \rho) - c_2(X, f_t)] \}$$
$$= c^0 + \mathbb{E}_{D_n} \{ \mathbb{E}_X [1_{\delta_{\rho}(X)} c^1 f_t(x) + c^2] \}$$

(30)

where $c^0$, $c^1$, $c^2$ are constant, and readily estimated from several observations of $k_2$. This form is unsurprising: if a risk score $\rho(X)$ is such that the sign of $\rho(X) - \rho_0$ agrees with the sign of $f_t(X) - \rho_0$, it will have identical cost to a risk score $\rho(X)$ which agrees with $f_t(X)$ everywhere.
S5  Parametric OHS estimation

In this section, we describe estimation of optimal holdout set sizes by explicit parametrisation of the function \( k_2(n) \). As in section 5.2 in the main paper, we take \( k_2(n) = k_2(n; \theta) \). We will take \( k'_2, k''_2, \ell' \) to mean partial derivatives with respect to \( n \), and the shorthand \( \Theta = (N, k_1, \theta) \) and \( \Theta_0 = \mathbb{E}(\Theta) \). We will also write \( n_* = n_*(\theta) \), \( \ell(n_*) = \ell\{n_*(\theta); \Theta\} \), \( n_0 = n_*(\Theta_0) \) and \( \ell(n_0) = \ell\{n_*(\Theta_0), \Theta_0\} \) for brevity. We presume that \( \Theta \) is an unbiased estimate of \( \Theta_0 \), so \( \Theta_0 \) corresponds to ‘true’ parameter values.

We firstly develop asymptotic confidence intervals for parametric OHS estimates to link error in parameter estimates to error in optimal size. The sample-size \( m \) used in the following denotes a proxy for effort expended in estimating \( \Theta_0 \).

**Theorem S5.** Assume that \( k'_2(n; \theta), k''_2(n; \theta) \) and \( \nabla_\theta k_2(n; \theta) \) are continuous in \( n \) and \( \theta \) in some neighbourhood of \((n_0, \Theta_0)\), and that \( \Theta_0 \) parametrizes a setting satisfying assumptions 1-4. Suppose that \( \Theta \) behaves as a mean of \( m \) appropriately-distributed samples in satisfying \( \sqrt{m}(\Theta - \Theta_0) \rightarrow N(0, \Sigma) \) in distribution where \( \Theta_0 \) does not depend on \( m \), that an estimate \( \hat{\Sigma} \) of \( \Sigma \) is available which is independent of \( \Theta \) and satisfies \( ||\hat{\Sigma} - \Sigma||_2 \rightarrow 0 \) in distribution, and that \( n_0 \) is finite and unique as above. Then denoting

\[
\beta_\Theta = \frac{\partial^2 \ell}{\partial n \partial \Theta_i} / \frac{\partial^2 \ell}{\partial n^2}, \quad \gamma_\Theta = \frac{\partial \ell}{\partial \Theta_l}
\]

we may uniquely define \( n_0 = \{n : \ell'(n; \Theta_0) = 0\} \) and we have

\[
\sqrt{m}(n_* - n_0) \rightarrow N\left(0, \beta_{\Theta_0}^l \Sigma \beta_{\Theta_0}\right), \quad \sqrt{m} \{\ell(n_*) - \ell(n_0)\} \rightarrow N\left(0, \gamma_{\Theta_0}^l \Sigma \gamma_{\Theta_0}\right)
\]

in distribution, and denoting \( z_\alpha = \Phi^{-1}(1 - \alpha/2) \), the confidence intervals

\[
I_\alpha(\Theta, \hat{\Sigma}) = \left[n_*(\Theta) \pm z_\alpha \sqrt{\frac{\beta_{\Theta}^l \hat{\Sigma} \beta_{\Theta}}{m}}\right], \quad J_\alpha(\Theta, \hat{\Sigma}) = \left[\ell(n_*) \pm z_\alpha \sqrt{\frac{\gamma_{\Theta}^l \hat{\Sigma} \gamma_{\Theta}}{m}}\right]
\]

satisfy \( P\left\{n_0 \in I_\alpha(\Theta, \hat{\Sigma})\right\} \rightarrow 1 - \alpha \) and \( P\left\{\ell(n_0) \in J_\alpha(\Theta, \hat{\Sigma})\right\} \rightarrow 1 - \alpha \) as \( m \rightarrow \infty \).

The proof is given in Supplement S5.2 below. A consequence is that for sufficiently accurately estimated costs, the OHS will be a non-trivial size:

**Corollary S2.** Under assumptions of Theorems 1, S5, \( P\{1 < n_*(\Theta) < N\} \rightarrow 1 \) as \( m \rightarrow \infty \).

In light of the proportionality assumption in Section 5.1, and the tendency of the accuracy of a risk score with number of training samples (‘learning curve’) to follow a power-law form (Viering and Loog, 2021), we recommend considering such a parametric form for \( k_2 \) (i.e. \( k_2(n; \theta) = an^{-b} + c \) with \( \theta = (a, b, c) \)), and provide explicit asymptotic
confidence intervals for this setting in Supplement S5.1. Examples of variation in $n_*$ and $\ell(n_*)$ with a power-law form for $k_2$, are shown in Supplementary Figures 6, 7.

Note that confidence intervals must be interpreted with care: if the sampling distributions for $k_1$ and $\theta$ admit the possibility that assumptions of Theorem 1 are violated such that $P \left[ k_1 < \liminf_{n \to \infty} \{k_2(n, \theta)\} \right] > 0$ then the standard error of $n_*$ does not exist, as $n_*$ can be undefined. Finite-sample confidence intervals may be constructed by bootstrapping (see function `ci_ohs()` in our R package `OptHoldoutSize`).

Our parametric algorithm assumes $\Theta$ is estimated from a multiset $n$ of values in $\{1, \ldots, N\}$ and estimates $\text{d}$ of $k_2(n)$ for each $n \in n$ with known finite sampling variances $\sigma^2$. For certain multisets $n$, estimates of $\Theta$ will not converge; for instance, if $n$ contains only a single value repeated. The value $m$ in Theorem S5 should be interpreted as an 'effective' population size, such that $\sqrt{m} \{\Theta(n) - \Theta_0\} \to N(0, \Sigma)$ in distribution.

Given that our eventual aim to estimate the OHS with minimal error, we suggest the following way to iteratively select a new value $\tilde{n}$ at which an estimate $\hat{k}_2(\tilde{n})$ of $k_2(\tilde{n})$ should be made, given a set $n$ of points at which estimates $k_2$ of $k_2(n)$ have been made already. We denote by $\Theta(n, k_2, \sigma)$, $\Sigma(n, k_2, \sigma)$ and $I_\alpha(n, k_2, \sigma)$ respectively the estimates of $\Theta_0$, $\lim_{m \to \infty} \text{var} \{\sqrt{m} \{\Theta(n, k_2, \sigma) - \Theta_0\}\}$ and the width of the confidence interval $I_\alpha \{\Theta(n, k_2, \sigma), \Sigma(n, k_2, \sigma)\}$. Suppose we have the option of estimating $d(n)$ for one value of $n \in \{1, \ldots, N\}$ with known variance $\text{var} \{d(n)\} = \sigma^2$. We select $\tilde{n}$ as:

$$\tilde{n} = \arg\min_n \mathbb{E}[d(n) \sim N(k_2(n), \sigma)] \left[ I_\alpha \left\{ n \cup n, k_2 \cup \hat{k}_2(n), \sigma \cup \sigma \right\} \right]$$

(31)

that is, `select the $\tilde{n}$ which will minimize the expected OHS confidence interval width if added to our set $n$, with expectation computed with respect to our current parameter estimates’ If no minimum exists, $\tilde{n}$ is selected uniformly from $1, \ldots, N$. Algorithm 3, an expanded version of algorithm 1 in the main manuscript, shows our full parametric estimation procedure.

**Algorithm 3:** Parametric OHS estimation; with $n_{\text{add}}$ estimates of $k_2(\cdot)$

1. $n, k_2, \sigma^2 \leftarrow$ some initial values $n$ with $(k_2)_i = \hat{k}_2(n_i) \approx k_2(n_i), (\sigma^2)_i = \text{var}(\hat{k}_2(n_i))$;
2. while $|n| < n_{\text{add}}$ do
   3. Find best new value $\tilde{n}$ to add to $n$ as per formula 31;
   4. Estimate $\hat{k}_2(\tilde{n}) \approx k_2(\tilde{n})$;
   5. $n \leftarrow (n \cup \tilde{n}), k_2 \leftarrow \{k_2 \cup \hat{k}_2(\tilde{n})\}, \sigma^2 \leftarrow \sigma^2 \cup \text{var} \{\hat{k}_2(\tilde{n})\}$;
5. end
6. Re-estimate OHS $n_{*\text{final}} = n_{*\text{final}} \{\Theta(n, k_2, \sigma)\}$;
7. return $n_{*\text{final}}$
S5.1 Explicit partial derivatives for $n^*$, $\ell$ with power-law parametrisation

If we assume a power-law form of $k_2$, parametrised by $\theta = (a, b, c, k_1, N)$;

$$k_2(n; \theta) = an^{-b} + c$$  \hspace{1cm} (32)

then we have

$$\frac{\partial n^*}{\partial a} = \frac{1}{a} \left( bNn^* - (b - 1)n^*_n \right)$$

$$\frac{\partial n^*}{\partial b} = \frac{Nn^*(b \log(n^*_n) - 1) - n^*_n^2 ((b - 1) \log(n^*_n) - 1)}{b(b + 1)N - b(b - 1)n^*_n}$$

$$\frac{\partial n^*}{\partial c} = \frac{1}{a} \left( \frac{n^*_n^{b+2}}{b(b + 1)N - b(b - 1)n^*_n} \right)$$

$$\frac{\partial n^*}{\partial k_1} = \frac{bn^*_n}{b(b + 1)N - b(b - 1)n^*_n}$$

and, more simply

$$\frac{\partial}{\partial a} \ell(n^*_n; \theta) = (N - n^*_n)n^*_n^{-b}$$

$$\frac{\partial}{\partial b} \ell(n^*_n; \theta) = - \log(n^*_n)(N - n^*_n)an^*_n^{-b}$$

$$\frac{\partial}{\partial c} \ell(n^*_n; \theta) = N - n^*_n$$

$$\frac{\partial}{\partial k_1} \ell(n^*_n; \theta) = n^*_n$$

$$\frac{\partial}{\partial N} \ell(n^*_n; \theta) = an^*_n^{-b} + c$$

S5.2 Proof of Theorem S5

**Theorem S5.** Assume that $k_2'(n; \theta)$, $k_2''(n; \theta)$ and $\nabla_\theta k_2(n; \theta)$ are continuous in $n$ and $\theta$ in some neighbourhood of $(n_0, \Theta_0)$, and that $\Theta_0$ parametrizes a setting satisfying assumptions 1-4. Suppose that $\Theta$ behaves as a mean of of $m$ appropriately-distributed samples in satisfying $\sqrt{m}(\Theta - \Theta_0) \to N(0, \Sigma)$ in distribution where $\Theta_0$ does not depend on $m$, that an estimate $\hat{\Sigma}$ of $\Sigma$ is available which is independent of $\Theta$ and satisfies $||\hat{\Sigma} - \Sigma||_2 \to 0$ in distribution, and that $n_0$ is finite and unique as above. Then denoting

$$\beta_\Theta = \frac{\partial^2 \ell}{\partial n \partial \Theta_i} / \frac{\partial^2 \ell}{\partial n^2}, \quad \gamma_\Theta = \frac{\partial \ell}{\partial \Theta_i}$$
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we may uniquely define \( n_0 = \{ n : \ell'(n; \Theta_0) = 0 \} \) and we have
\[
\sqrt{m}(n_\ast - n_0) \rightarrow N(0, \beta_\Theta^2 \Sigma \beta_\Theta) , \quad \sqrt{m} \{ \ell(n_\ast) - \ell(n_0) \} \rightarrow N(0, \gamma_\Theta^2 \Sigma \gamma_\Theta) \tag{33}
\]
in distribution, and denoting \( z_\alpha = \Phi^{-1}(1 - \alpha/2) \), the confidence intervals
\[
I_{\alpha}(\Theta, \hat{\Sigma}) = \left[ n_\ast(\Theta) \pm z_\alpha \sqrt{\frac{\beta_\Theta^2 \Sigma \beta_\Theta}{m}} \right] , \quad J_{\alpha}(\Theta, \hat{\Sigma}) = \left[ \ell(n_\ast) \pm z_\alpha \sqrt{\frac{\gamma_\Theta^2 \Sigma \gamma_\Theta}{m}} \right]
\]
satisfy \( P \{ n_0 \in I_{\alpha}(\Theta, \hat{\Sigma}) \} \rightarrow 1 - \alpha \) and \( P \{ \ell(n_0) \in J_{\alpha}(\Theta, \hat{\Sigma}) \} \rightarrow 1 - \alpha \) as \( m \rightarrow \infty \).

As above, we consider \( n_\ast \) as a function of parameters \( \Theta = (N, k_1, \theta) \) (where \( k_2(\cdot) = k_2(\cdot; \theta) \)), write \( n_\ast = n_\ast(\Theta) \), set \( \Theta_0 = E(\Theta) \), \( n_0 = n_\ast(\Theta_0) \) and \( \ell(n_0) = \ell(n_0; \Theta_0) \) and \( \ell(n_\ast) = \ell(n_\ast(\Theta), \Theta) \). As discussed above, \( n_\ast \) and \( \ell(n_\ast) \) do not generally have means or standard errors.

**Proof.** From \( \ell(n) = k_1 n + k_2(n; \theta)(N - n) \) and \( n_\ast = \{ n : \ell'(n; \Theta) = 0 \} \), where such \( n_\ast \) is unique, we have (as per section 5.2)
\[
(\nabla n_\ast)_i \frac{\partial n_\ast}{\partial \Theta_i} = \frac{\partial^2 \ell}{\partial n^2}(\beta_\Theta) , \quad (\nabla \ell(n_\ast))_i \frac{\partial \ell}{\partial \Theta_i} = (\gamma_\Theta)
\]
for all components \( \Theta_i \) of \( \Theta \). Thus partial derivatives of \( n_\ast \) exist as long as
\[
\frac{\partial^2 \ell}{\partial n^2} > 0 \tag{34}
\]
By assumption, \( \ell(\cdot; \Theta_0) \) has a minimum at \( n_0 \). Since
\[
\frac{\partial^2 \ell}{\partial n^2} = \frac{\partial^2}{\partial n^2} k_2(n; \theta) - 2 \frac{\partial}{\partial n} k_2(n; \theta) \tag{35}
\]
where both terms are continuous in a neighbourhood of \( n_0, \Theta_0 \) by assumption, the value of \( \frac{\partial^2 \ell}{\partial n^2} \) must be positive in some (possibly smaller) neighbourhood \( R_\delta \) of \( (n_0, \Theta_0) \) of width \( 2\delta \), and hence all partial derivatives of \( n_\ast \) and \( \ell(n_\ast) \) are defined (and indeed continuous) in \( R_\delta \). Within \( R_\delta \) we have
\[
n_\ast(\Theta) = n_\ast(\Theta_0) + (\nabla n_\ast|_{\Theta=\Theta_0}) \cdot (\Theta - \Theta_0) + O(||\Theta - \Theta_0||_2) \\
\ell(n_\ast) = \ell(n_\ast(\Theta_0), \Theta_0) + (\nabla \ell(n_\ast)|_{\Theta=\Theta_0}) \cdot (\Theta - \Theta_0) + O(||\Theta - \Theta_0||_2) \tag{36}
\]
\[ \ell(n_0) + \gamma^l_{\Theta_0} \cdot (\Theta - \Theta_0) + O(||\Theta - \Theta_0||_2) \] (37)

from which, given the assumption of asymptotic normality of \( \Theta \), assertions 33 follow. We note that despite this convergence in distribution, \( n_* \) and \( \ell(n_*) \) do not generally have first or second moments for finite \( m \).

We now have

\[
P \left( n_0 \geq n_*(\Theta) + z_\alpha \frac{\sqrt{\beta^t \hat{\Sigma} \beta_0}}{m} \right) = P \left( \frac{\sqrt{m}}{z_\alpha} (n_0 - n_*(\Theta)) \geq \sqrt{\beta^t \hat{\Sigma} \beta_0} \right)
\]

\[ = P \left( \frac{\sqrt{m}}{z_\alpha} (n_0 - n_*(\Theta)) \geq \left( \beta^{t}_{\Theta_0} \Sigma \beta_0 + \beta^{t}_{\Theta} (\hat{\Sigma} - \Sigma) \beta_0 + (\beta_\Theta - \beta_\Theta_0)^t (\Sigma (\beta_\Theta + \beta_\Theta_0))^{\frac{1}{2}} \right) \right)
\]

\[ \rightarrow P \left( \frac{\sqrt{m}}{z_\alpha} (n_0 - n_*(\Theta)) \geq \sqrt{\beta^t \Sigma_0 \beta_0} \right)
\]

\[ = \frac{\alpha}{2} \] (38)

since, by the assumption of convergence of \( \hat{\Sigma} \)

\[ \left| \beta^t_{\Theta} \left( \Sigma - \hat{\Sigma} \right) \beta_\Theta \right| \leq ||\beta_\Theta||_2 ||\Sigma - \hat{\Sigma}||_2 \]

\[ \rightarrow_p 0 \] (39)

and, since \( P(\Theta \in R_\delta) \rightarrow 1 \) by the asymptotic normality of \( \Theta \), we have from 36

\[ \left| (\beta_\Theta - \beta_\Theta_0)^t \Sigma (\beta_\Theta + \beta_\Theta_0) \right| = O(||\beta_\Theta - \beta_\Theta_0||_2) \]

\[ \rightarrow_p 0 \] (40)

Thus, combining with the corresponding limit for the lower end of \( I_\alpha(\Theta, \hat{\Sigma}) \):

\[ P(n_0 \in I_\alpha(\Theta, \hat{\Sigma})) \rightarrow 1 - \alpha \] (41)

as required. An identical argument holds for \( J_\alpha(\Theta, \hat{\Sigma}) \).
Our second algorithm for estimation of optimal holdout sizes uses Bayesian emula-
tion (Brochu et al., 2010). In many cases, it may be difficult or unrealistic to provide
a precise parametric form for the function \( k_2(n) \). The function depends both on the ‘learn-
ing curve’ of the risk score, which may be complex (Viering and Loog, 2021), and the
relationship of the risk score accuracy to the accrued cost, which may be nonlinear. Here,
we propose a second algorithm which is less reliant on assuming a particular parametric
form for \( k_2(n) \).

As in the main manuscript, we approximate the cost function \( \ell \) as an ‘emulator’ mod-
elled as a Gaussian process, and take the minimum of its posterior mean over \( n \) as our
OHS estimate. It is worth noting that whilst gaining an accurate approximation of the
cost function is important, the main goal is to ascertain the minimum of this function, not
provide a universally effective approximation at all points. Therefore, we aim to choose the
location of design points \( n \) in order to efficiently obtain the minimum of the cost function,
and hence the OHS.

First we must construct an emulator which approximates the cost function. We begin
with an initial set of design points \( n \) and their corresponding observed cost estimates \( d \) with
sampling variances \( \sigma^2 \), noting that \( \sigma \) has a slightly different meaning to that in section 5.2.
The prior for our emulator is, following Vernon et al. (2018),

\[
\ell(n) = m(n, \Theta) + u(n)
\]

with mean function \( m(n, \Theta) = k_1 n + k_2(n; \theta)(N - n) \), given some initial estimate of \( \Theta =
(N, k_1, \theta) \), and \( u(n) \) a zero-mean Gaussian process

\[
\begin{align*}
  u(n) &\sim GP \{0, k(n, n')\} \\
  k(n, n') &= \sigma_u^2 \exp \left\{-\left(\frac{n - n'}{\zeta}\right)^2\right\}
\end{align*}
\]

where \( k \) is chosen to enforce smoothness in \( \ell(n) \), though other covariance functions hav-
ing varying degrees of smoothness could be used. The hyperparameters \( \theta, \sigma_u \) and \( \zeta \) are
problem-specific and must be specified; however, we will show that for sufficiently large |\( n \)|
mis-specification of \( \theta, \sigma_u \) and \( \theta \) is overcome.

We denote \( d_i \sim N \{\ell(n_i), \sigma_i^2\} \) where \( d_i = (d)_i \) is the ith element of \( d \), etc. Since
\( n \) may be a multiset, we take \( n^1 \) as the set of unique values in \( n \), with \( d^1, \sigma^1 \) defined
correspondingly with \( d^1_i \) as an inverse-variance weighted mean of \( \{d_j : n_j = n^1_i\} \) with
sample variance \( (\sigma^1_i)^2 \):

\[
d^1_i = \frac{\sum_{j:n_j = n^1_i} d_j \sigma_j^{-2}}{\sum_{j:n_j = n^1_i} \sigma_j^{-2}} \quad (\sigma^1_i)^2 = \frac{1}{\sum_{j:n_j = n^1_i} \sigma_j^{-2}}
\]

noting that \( \sigma^1_i \) may change with \( i \). Alternatively, we may account for the variation in \( d \)
through ‘inactive’ variables and opt to use a ‘nugget’ term; this approach is described in
detail in Supplement S6.1.
Now with input \( n \), with an unevaluated loss value, our emulator specifies that the joint distribution of \( \ell(n) \) and our observed output values \( d^1 \) is:

\[
\begin{bmatrix} \ell(n) \\ d^1 \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} m(n, \Theta) \\ m(n^1, \Theta) \end{bmatrix}, \begin{bmatrix} k(n, n) & k(n, n^1) \\ k(n^1, n) & k(n^1, n^1) + \text{diag}\{(\sigma^1)^2\} \end{bmatrix} \right)
\]

where \( m(n^1, \Theta) = m(n^1_i, \Theta), k(n, n^1)_i = k(n^1_i, n) = k(n^1_i, n^1) = k(n^1_i, n^1)_i = k(n^1_i, n^1) \), \( \text{diag}\{(\sigma^1)^2\} = \sigma^1_{1i} \). By obtaining the conditional posterior distribution \( \pi_n = \pi\{\ell(n) \mid n, n^1, d^1, \sigma^1\} \) and taking the expectation and variance we gain the Bayes linear update equations (Vernon et al., 2018):

\[
\begin{align*}
\mu(n) &= \mathbb{E}_{\pi_n}\{\ell(n)\} = m(n, \Theta) + k(n, n^1) \left[ k(n^1, n^1) + \text{diag}\{(\sigma^1)^2\} \right]^{-1} \{d^1 - m(n^1, \Theta)\} \\
\Psi(n) &= \text{var}_{\pi_n}\{\ell(n)\} = k(n, n) - k(n, n^1) [k(n^1, n^1) + \text{diag}\{(\sigma^1)^2\}]^{-1} k(n^1, n)
\end{align*}
\]

In algorithm 3, selection of new design points should generally favour well-spaced points across \( \{1, \ldots, N\} \) for both exploration and exploitation. Here, since we wish both to estimate the OHS accurately but also locally approximate \( \ell \) well, we choose the next \( n \) in a way which predominantly but not completely favours exploitation. We use the ‘expected improvement’, which measures discrepancy between the emulator at a certain design point and the known minimum \( EI(\cdot) \) (Brochu et al., 2010):

\[
EI(n) = \{d^- - \mu(n)\} \Phi \left( \frac{d^- - \mu(n)}{\sqrt{\Psi(n)}} \right) + \sqrt{\Psi(n)} \phi \left( \frac{d^- - \mu(n)}{\sqrt{\Psi(n)}} \right)
\]

where \( d^- = \min_i\{d^1_i\} \), and

\[
\hat{n} = \arg \max_{n \in \{1, \ldots, N\}} EI(n) = \arg \max \left( \mathbb{E}_{\pi_n} \left[ \max\{0, d^- - \ell(n)\} \right] \right)
\]

We see that by formulating the problem in terms of \( EI(\cdot) \), there is a natural stopping criterion on the size of \( n \): setting a threshold \( EI(\hat{n}) > \tau \) allows us to specify that for each iteration that we expect total cost to improve by at least \( \tau \) over our current known minimum \( d^- \). Examples of \( \mu(\cdot), \Psi(\cdot), EI(\cdot) \) are shown in Supplementary Figure 8. This leads to algorithm 4 for OHS estimation by Bayesian Emulation (a more precise version of algorithm 2 in the main manuscript).

Various results on the consistency of the expected improvement algorithm have been proved, albeit in differing settings; either with noiseless observations \( d \) (Locatelli, 1997; Vazquez and Bect, 2010; Bull, 2011) or with noisy observations with known variance (Ryzhov, 2016). We prove the following consistency results specifically for the setting of this work in Supplement S6.2.

**Theorem S6.** If \( \ell(n), \sigma \), and \( m(n, \Theta) \) are almost surely bounded and \( d_i \sim N\{l(n_i), \sigma^2_i\} \) then for every \( n \in \{1, \ldots, N\} \), as the multiplicity of \( n \) in \( n \) tends to \( \infty \) we have \( \mu(n) \rightarrow \ell(n) \) and \( \Psi(n) \rightarrow 0 \) almost surely with respect to variation in \( d \).
Algorithm 4: Emulation OHS estimation; minimum cost improvement $\tau$

1. $n, d, \sigma^2 \leftarrow$ some initial values $n$ with $(d)_i = d(n_i) \approx \ell(n)$, $(\sigma^2)_i = \text{var}(d(n_i))$;
2. Coalesce $n, d, \sigma$ into $n^1, d^1, \sigma^1$ as above;
3. Estimate functions $\mu(n)$, $\Psi(n)$, $EI(n)$, with $\Theta = \Theta(n^1, d^1, \sigma^1)$;
4. while $\max_{n \in \{1, \ldots, N\}} \{EI(n)\} > \tau$ do
5. $\tilde{n} \leftarrow \arg \max_{n \in \{1, \ldots, N\}} EI(n)$;
6. Estimate $d(\tilde{n}) \approx k_2(\tilde{n})$;
7. $n \leftarrow (n \cup \tilde{n})$; $d \leftarrow (d \cup d\{\tilde{n}\})$; $\sigma^2 \leftarrow [\sigma^2 \cup \text{var}(d(\tilde{n}))]$;
8. Coalesce $n, d, \sigma$ into $n^1, d^1, \sigma^1$;
9. Re-estimate functions $\mu(n)$, $\Psi(n)$, $EI(n)$, with $\Theta = \Theta(n^1, d^1, \sigma^1)$;
10. end
11. return $n^\text{final} = \arg \min_{n \in \{1, \ldots, N\}} \{\mu(n)\}$

also noting the following simple result, proved in Supplement S6.3:

Theorem S7. Given the conditions of Theorem S6, for every $n \in \{1, \ldots, N\}$, as the multiplicity of $n$ in $n$ tends to $\infty$,
$$EI(n) \rightarrow 0$$
almost surely with respect to randomness in $d$

These results assert that $\mu(n)$ can eventually approximate any loss function sufficiently well given enough estimates of $\ell$ at all values of $n$. It is not obvious that this is guaranteed by algorithm 4, although we show that this generally does occur in the following, the proof of which is given in Supplement S6.4:

Theorem S8. If $\ell(n)$, $\sigma$, and $m(n, \Theta)$ are almost surely bounded and $d_i \sim N\{l(n_i), \sigma^2_i\}$ then under algorithm 4 with $\tau = 0$, the value $\mu(\tilde{n})$ converges almost surely to $\ell(\tilde{n})$ for every $\tilde{n} \in \{1, \ldots, N\}$.

We characterize the error in $n_*$ using ‘the number of values of $n$ for which the probability of the true cost at holdout set size $n$ is less than the estimated minimum cost exceeds $1 - \alpha$', or formally: \{$n : \text{pr}_{n_*} \{\ell(n) < \mu(n_*)\} \geq 1 - \alpha\}$, although this should not be interpreted as a credible set for $n_*$. This is implemented in our R package OptHoldoutSize, available on CRAN.

S6.1 Emulation of cost function with nugget term

Rather than explaining the variation of values in $d$ corresponding to a design point in $n^1$ as approximation error of a deterministic loss function, we can explain this variation as the result of not including active variables, being the data $(X, Y)$. Note that as a consequence we are now not emulating a deterministic function $\ell(n)$ as we are not generalising the
loss through expectations, we are generalising the loss through omission of the data which generated $\mathbf{d}$. To clarify this distinction we replace the loss function $\ell(n)$ with the stochastic function $\mathcal{E}(n)$.

Now we may specify variation in $\mathbf{d}$ using a ‘nugget’ term $w(n)$, following Bower et al. (2010):

$$\mathcal{E}(n) = m(n) + u(n) + w(n)$$

(43)

where $m(n)$ and $u(n)$ are as before but now $w(n)$ represents our nugget term, which we again specify as a Gaussian process:

$$w(n) \sim \mathcal{GP}(0, \kappa(n, n'))$$

(44)

with

$$\kappa(n, n') = \begin{cases} \kappa(n) & \text{if } n = n' \\ 0 & \text{otherwise} \end{cases}$$

(45)

Since there is less variance in risk scores fitted to larger datasets, we expect less variance in $\mathcal{E}(n)$ for larger $n$, so we specify $\kappa(n)$ as a monotonically decreasing function in $n$.

The joint distribution between $\mathcal{E}(n)$ and $\mathbf{d}^1$ is now:

$$\begin{bmatrix} \mathcal{E}(n) \\ \mathbf{d}^1 \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} m(n) \\ m(n^1) \end{bmatrix}, \begin{bmatrix} k(n, n) + \kappa(n) & k(n, n^1) \\ k(n^1, n) & k(n^1, n^1) + \text{diag}(\kappa(n^1)) \end{bmatrix} \right)$$

(46)

This then gives our Bayes linear update equations in terms of $\pi_n = \pi(\mathcal{E}(n)|n, \mathbf{n}^1, \mathbf{d}^1)$ as

$$\mu(n) = \mathbb{E}_{\pi_{n^1}}(\mathcal{E}(n)) = m(n) + k(n, \mathbf{n}^1)[k(\mathbf{n}^1, \mathbf{n}^1) + \text{diag}(\kappa(\mathbf{n}^1))]^{-1}(\mathbf{d}^1 - m(\mathbf{n}^1))$$

$$\Psi(n) = \text{var}_{\pi_{n^1}}(\mathcal{E}(n)) = k(n, n) + \kappa(n) - k(n, \mathbf{n})[k(\mathbf{n}^1, \mathbf{n}^1) + \text{diag}(\kappa(\mathbf{n}^1))]^{-1}k(\mathbf{n}^1, n)$$

(47)

(48)

Note that this differs only slightly from the emulator constructed in section 5.3, with the main difference being we now attribute uncertainty in the loss values as an inherent behaviour of our emulator and not in the procedure to obtain these loss values. As a result $\kappa(n)$ does not decrease as the multiplicity of elements of $\mathbf{n}$ increases, which represents a major disadvantage to the uncertainty representation in section 5.3.

One may then be sceptical of the benefit of duplicating design points for this method, and whilst it is possible to use this method without duplication (i.e $\mathbf{n} = \mathbf{n}^1$), the consequence of this would be that we are heavily reliant on a singular sample to locate the minimum which could be misleading. Averaging various samples at the same design point mitigates this potential problem, as does replacing $d^-$ with $\mu^- = \min_i \{\mu(\mathbf{n}^1_i)\}$ as detailed in Brochu et al. (2010). Taking the median of samples instead of a weighted mean is more appropriate here as we are not seeking to accurately approximate an expectation, instead we only wish to avoid extreme samples misleading our search for the minimum.
S6.2 Proof of Theorem S6

Theorem S6. If \( \ell(n), \sigma, \) and \( m(n, \Theta) \) are almost surely bounded and \( d_i \sim N \{ \ell(n_i), \sigma_i^2 \} \) then for every \( n \in \{1, \ldots, N\} \), as the multiplicity of \( n \) in \( \mathbf{n} \) tends to \( \infty \) we have \( \mu(n) \to \ell(n) \) and \( \Psi(n) \to 0 \) almost surely with respect to variation in \( \mathbf{d} \).

Proof. Assume W.L.O.G that \( (n^1)_1 = n \). Since \( \sigma \) is bounded, we have (from equation 42) \( \text{var}\left((d^1)_1\right) = |\sigma_1^2| \to 0 \), so \( (d^1)_1 \to \ell(n) \) almost surely. We now prove that \( k(n, n^1)[k(n^1, n^1) + \text{diag}((\sigma^1)^2)]^{-1} = (1, 0, \ldots, 0) \) when \( (\sigma^1)_1 = 0 \). Now:

\[
k(n, n^1)[k(n^1, n^1) + \text{diag}((\sigma^1)^2)]^{-1} = (1, 0, \ldots, 0)
\]

\[
\iff k(n, n^1) = (1, 0, \ldots, 0) * k(n^1, n^1 + \text{diag}((\sigma^1)^2))
\]

and \( k(n, n^1) = (1, 0, \ldots, 0) * k(n^1, n^1 + \text{diag}((\sigma^1)^2)) \) is true by definition as the first row of \( k(n^1, n^1) + \text{diag}((\sigma^1)^2) \) is \( k(n^1, n^1) \). Therefore,

\[
\mu(n) = m(n, \Theta) + (1, 0, \ldots, 0)(d^1 - m(n^1, \Theta)) = m(n, \Theta) + d(n) - m(n, \Theta) = d(n) = \ell(n)
\]

almost surely, and

\[
\Psi(n) = k(n, n) - (1, 0, \ldots, 0)k(n^1, n) = k(n, n) - k(n, n) = 0
\]

in the limit.

\[\square\]

S6.3 Proof of Theorem S7

Theorem S7. Given the conditions of Theorem S6, for every \( n \in \{1, \ldots, N\} \), as the multiplicity of \( n \) in \( \mathbf{n} \) tends to \( \infty \),

\[
EI(n) \to 0
\]

almost surely with respect to randomness in \( \mathbf{d} \).

Proof. From Theorem S6 we have that \( \mu(n) \to \ell(n) < \infty \) and \( d^1_i \to \ell(n^1) \), so therefore in the limit we can state \( \Pr\{ \infty < d^- - \mu(n) \leq 0 \} = 1 \). Indeed, let \( j \) be the index such that \( n^1_j = n \). If in the limit \( d^- > \mu(n) = d(n) \) then this implies that \( d^1_j < \min_i\{d^1_i\} \) which is a contradiction. Also note from Theorem S6 that \( \Psi(n) \to 0 \) and that \( \Phi(\cdot) \in (0, 1) \), \( \phi(\cdot) \in (0, (2\pi)^{-1/2}) \). As a result the following two scenarios have joint probability 1:

- \( d^- - \mu(n) = 0 \) in the limit: As \( \Phi(\cdot), \phi(\cdot) \) are bounded and \( \Psi(n) = 0 \) in the limit, we also have \( EI(n) = 0 \) in the limit.

- \( \infty < d^- - \mu(n) < 0 \) in the limit: As \( \Psi(n) = 0 \) in the limit, \( \Phi\left(\frac{d^- - \mu(n)}{\sqrt{\Psi(n)}}\right) = 0 \) in the limit. As \( \phi(\cdot) \) is bounded we have that \( EI(n) = 0 \) in the limit.

which proves the corollary.

\[\square\]
S6.4 Proof of Theorem S8

Theorem S8. If $\ell(n)$, $\sigma$, and $m(n, \Theta)$ are almost surely bounded and $d_i \sim N\{l(n_i), \sigma_i^2\}$ then under algorithm 4 with $\tau = 0$, the value $\mu(\tilde{n})$ converges almost surely to $\ell(\tilde{n})$ for every $\tilde{n} \in \{1, \ldots, N\}$.

Proof. Our overall argument is to show that algorithm 4 leads to the multiplicity of $\tilde{n}$ in $n$ tending to infinity, from which the result follows from Theorem S6.

To do this, we begin with the following two lemmas, the second of which describes the limiting behaviour of $EI(n)$ according to how often $n$ occurs in $n$: namely that if the multiplicity of $n$ in $n$ diverges, the value of $EI(n)$ converges to 0; otherwise, it remains positive. We introduce the index $EI_{n}(n)$ to indicate the dependence of $EI(n)$ on $n$ and assume that the function $\ell(n)$ is fixed. For a multiset $n_i$, we denote mult$_{n_i}(n)$ as the multiplicity of $n$ in $n_i$.

Lemma S2. Suppose $m \times m$ matrix $A$ is symmetric. Denote by $I^1$ the $m \times m$ matrix with $I^1_{i,j} = 1$ if $i = j = 1$. Let $x$ be a vector of length $m$ and denote by $A_x$ the matrix $A$ with its top row replaced by $x$. Then for $p$ in any interval containing 0 on which $A + pI^1$ is invertible we have

$$\frac{\partial}{\partial p} \left( x^T (A + pI^1)^{-1} x \right) = -\frac{|A_x|^2}{|A + pI^1|^2}$$

(52)

Proof. If $M(p)$ is invertible in a neighbourhood of $p$ we have $\frac{\partial M^{-1}}{\partial p} = -M^{-1} \frac{\partial M}{\partial p} M^{-1}$, and if $M$ is symmetric with dimensions $m \times m$ and first row $M_1$, then $MI^1M = M_1M^T_1$. Since $(A + pI)$ and $A$ differ only in the top row, we have $\text{adj}(A + pI)_1 = \text{adj}(A)_1$, where adj(·) indicates the adjugate matrix and ·$_1$ the top row. We now have

$$\frac{\partial}{\partial p} \left( x^T (A + pI^1)^{-1} x \right) = -x^T (A + pI^1)^{-1} \frac{\partial (A + pI^1)}{\partial p} (A + pI^1)^{-1} x$$

$$= -x^T (A + pI^1)^{-1} I^1 (A + pI^1)^{-1} x$$

$$= x^T \text{adj}(A + pI^1) I^1 \text{adj}(A + pI^1)x$$

$$= \frac{x^T \text{adj}(A + pI^1)I^1 \text{adj}(A + pI^1)x}{|A + pI^1|^2}$$

$$= -\frac{x^T \text{adj}(A + pI^1)I^1 \text{adj}(A + pI^1)x}{|A + pI^1|^2}$$

$$= -\frac{x^T \text{adj}(A)I^1 \text{adj}(A)^T x}{|A + pI^1|^2}$$

$$= -\frac{|A_x|^2}{|A + pI^1|^2}$$

as required.  \[\Box\]
Lemma S3. Let $S_1$ and $S_2$ be disjoint subsets of $[N] = \{1, \ldots, N\}$ with $S_1 \cup S_2 = [N]$. For a multiset $n$ denote

$$q_1(n) = \max_{n \in S_1} \text{mult}_n(n)$$
$$q_2(n) = \min_{n \in S_2} \text{mult}_n(n)$$

(53)

Suppose we have infinite sequences $n, d, \sigma$, where $d \sim N(l(n), \sigma^2)$ and $\sigma^2$ is upper-bounded, and let $n_i, d_i, \sigma_i$ denote the (multiset) first $i$ elements of each sequence. Suppose that $q_1(n_i) \leq m_1$ for all $i$ and $q_2(n_i) \to \infty$, and the set $\{k_2(n, \Theta_i) = k_2(n, \Theta(n_i, d_i, \sigma_i)) : n \in \{1, \ldots, N\}, i \in \mathbb{N}\}$ is almost surely asymptotically bounded. Then for sufficiently large $\sigma_u$:

$$\limsup_{i \to \infty} EI_{n_i}(n) = \begin{cases} e_n > 0 & \text{if } n \in S_1 \\ 0 & \text{if } n \in S_2 \end{cases}$$

(54)

almost surely.

Proof. We will in fact show that even $\liminf_{i \to \infty} EI_{n_i}(n) > 0$ for $n \in S_1$, but $\limsup$ will suffice for our purposes. We note that

$$EI_{n_i}(n) > 0 \iff \sqrt{\Psi_{n_i}(n)} \phi \left( \frac{d_{n_i} - \mu_{n_i}(n)}{\sqrt{\Psi_{n_i}(n)}} \right) > (\mu_{n_i}(n) - d_{n_i}^-) \Phi \left( \frac{d_{n_i}^- - \mu_{n_i}(n)}{\sqrt{\Psi_{n_i}(n)}} \right)$$

(55)

We will show that for all $n$, we have

$$P \left( -\infty < \liminf_{i \to \infty} (d_{n_i}^- - \mu_{n_i}(n)) \right) = 1$$

(56)

By the argument in theorem S6 and corollary S7 we have for $n \in S_2$ that $\lim_{i \to \infty} \Psi_{n_i}(n) = 0$, from which both sides of 55 converge to 0. For $n \in S_1$ we will show $\lim_{i \to \infty} \Psi_{n_i}(n) > 0$, in which case we may define

$$z_{n_i}(n) = \frac{\mu_{n_i}(n) - d_{n_i}^-}{\sqrt{\Psi_{n_i}(n)}}$$

(57)

from which inequality 55 reduces to

$$\phi(z_{n_i}(n)) > z_{n_i}(n) \Phi(-z_{n_i}(n))$$

(58)

which holds for all $0 \leq z_{n_i}(n) < -\infty$. Since $z_{n_i}(n)$ is asymptotically bounded between positive values, the result follows.

Beginning with $d_{n_i}$, we note that $d_{n_i}^-$ is the minimum of
1. Values of \( d_1^1 \) corresponding to values of \( n_1^1 \) in \( S_1 \); and

2. Values of \( d_1^1 \) corresponding to values of \( n_1^1 \) in \( S_2 \)

For sufficiently large \( s \), the sequence \( \{n_j = (n)_j : j > s\} \) never contains any \( n \in S_1 \) again; hence, the minimum of item 1 is determined after finitely many \( i \) again; hence, the minimum of item 1 is determined after finitely many \( i \) and its limit is finite. Since \( \sigma \) is upper-bounded, all values of \( d_1^1 \) in item 2 converge to finite values in \( \{\ell(n) : n \in S_2\} \) almost surely. Hence \( d_{n_i}^1 \) converges almost surely to a finite value.

Since \( \lim sup_{i \to \infty} \) and \( \lim inf_{i \to \infty} \) of \( m(n; \Theta (n_i, d_i, \sigma_i)) \) are almost surely finite, all terms in \( \mu(n) \) are asymptotically finite, from which equation (56) follows.

It remains to consider \( \Psi_{n_i}(n) \) for \( n \in S_1 \). Firstly take \( n \in n^1 \) and suppose W.L.O.G that \( n_{i_1}^1 = n \). Since \( n \in S_1 \) we have \( \lim_{i \to \infty} \text{mult}_{n_i}(n) > 0 \) so \( \lim_{i \to \infty}(\sigma_i^1)_{1_1} \) exists and is positive. Denoting \( \sigma' \) as \( \sigma_i^1 \) with 0 substituted for the first element, we have

\[
\frac{\partial}{\partial(\sigma_1^1)} \Psi_{n_i}(n) = \frac{\partial}{\partial(\sigma_1^1)}(k(n,n) - k(n,n_1^1)[k(n_1^1,n_1^1) + \text{diag}((\sigma_1^1)^2)]^{-1}k(n_1^1,n))
\]

\[
= \frac{|k(n_1^1,n_1^1) + \text{diag}((\sigma')^2)|^2}{|k(n_1^1,n_1^1) + \text{diag}((\sigma_1^1)^2)|^2} > 0
\]

by lemma S2; hence \( \Psi_{n_i}(n) \), considered as a function of \( (\sigma_1^1)^2 \), is increasing. Given that \( \lim_{i \to \infty}(\sigma_i^1)^2_{1_1} = 0 \) for \( n_{i_1}^1 \) \( \in S_2 \) and is positive for \( n_{i_1}^1 \) \( \in S_1 \), we conclude that \( \lim_{i \to \infty} \Psi_{n_i}(n) \) is positive when \( n \in S_1 \) and \( n \in n^1 \).

If \( n \neq n_1^1 \), \( n \) never occurs in any \( n_i \), then we firstly note that since \( k(n,n) < k(n,m) \) for any \( m \neq n \), we have:

\[
k(n,n) - k(n,n_1^1)[k(n_1^1,n_1^1)]^{-1}k(n_1^1,n) > 0 \quad (59)
\]

This omits the term \( \text{diag}((\sigma_1^1)^2) \) from the expression for \( \Psi_{n_i}(n) \). However, if we denote \( k_j' \), the matrix \( k(n_1^1,n_1^1) + \text{diag}((\sigma_1^1)^2) \) with the \( j \)th row replaced by \( k(n,n_1^1) \), we have from lemma S2:

\[
\frac{\partial}{\partial(\sigma_1^1)^2_{1_1}} \Psi_{n_i}(n) = \frac{|k_j'|^2}{|k(n_1^1,n_1^1) + \text{diag}((\sigma_1^1)^2)|^2} > 0
\]

for any element \( (\sigma_1^1)^2_{1_1} \) of \( (\sigma_1^1)^2 \); hence \( \Psi_{n_i}(n) \) is increasing in any such element and its positivity follows. This completes the proof of the lemma.

\[\Box\]

Now suppose that some \( n \in \{1, \ldots, N\} \) occurs only finitely often in \( n^1 \). Then there must be some largest set \( S_1 \) of such \( n \), with complement \( S_2 = \{1, \ldots, N\} \setminus S_1 \). Since every element of \( S_1 \) occurs in \( n^1 \) with finite multiplicity there must be some \( j \) such that no \( n \in S_1 \) occurs amongst the values \( \{(n^1)_{j+1},(n^1)_{j+2}, \ldots\} \). But from lemma S3, there will almost surely eventually be some \( J > j \) for which some value in \( \{E(n^1)_{n_j} : n \in S_1\} \) exceeds all
values in \( \{E_{I_{nj}}(n) : n \in S_1\} \), and hence \((n^1)_{j+1} \in S_1\) (as long as \(\tau\) is sufficiently small), contradicting the choice of \(j\). So the event that an \(n \in \{1, \ldots, N\}\) occurs in \(n^1\) with finite multiplicity has probability 0. This completes the proof.
In this section, we analyse the dynamics of a roughly realistic, binary outcome system, subject to predictions from different families of risk models. Our main aim is to demonstrate the natural emergence of an optimal holdout set size from a reasonable setting.

We generated datasets with a population size $N = 5000$ with seven standard normally distributed covariates and outcomes $Y$ under a ground-truth logistic model, either with interaction terms (i.e., non-linear) or without (linear). We considered risk scores $\rho$ derived from either logistic regression models (not including interaction terms) or random forests. We designated cost functions $C_1, C_2$ to have value 0 for true-negatives, 0.5 for false- or true-positives, and 1 for false-negatives.

Figure 5 shows simulation results using either linear or logistic prediction models and linear or non-linear underlying models for $Y \mid X$. We can observe that an optimal holdout set size can arise naturally from standard predictive models, since empirical $k^2$ curves for both a random forest and logistic regression satisfy assumptions 2 and 4 in the main manuscript. The optimal holdout set size occurs at a value $n$ smaller than that at which $k^2(n)$ is nearly ‘flat’, indicating that unnecessarily large training sets are suboptimal. However, since $\ell(n)$ rises only linearly as $n$ increases, it is generally less costly to slightly overestimate rather than underestimate the optimal holdout set size. Finally, the rightmost panels illustrate that the optimal holdout set size is not necessarily smaller for a more accurate model: the random forest model (non-lin $\rho$) in the non-linear underlying case (right panels) leads to uniformly lower expected costs $k^2(n)$ at all potential holdout set sizes, although the optimal holdout set size is larger.
Figure 5: Examples of cost functions as per Theorem 1 arising naturally from a basic risk score, with varying underlying model (und.), risk score type ($\rho$) and one point-wise standard deviation (shaded regions). The contributions of terms $k_1n$ to $\ell(n)$ depend only on the underlying model and are the same in each column. OHS: optimal holdout set size.
S8 Estimation of parameters for optimal holdout size in ASPRE

S8.1 Estimation of $N$

As per our assumptions, we presume we are refitting ASPRE to use in a population of 5 million individuals, from which we have approximately 80,000 new pregnancies per year. The incidence of pregnancy per year is now

$$\frac{8 \times 10^4}{5 \times 10^6} = \frac{1}{125}$$

so we have

$$N \approx 5 \times 8 \times 10^4$$

$$= 400000$$

with standard error

$$SE(N) \approx 5\sqrt{5 \times 10^6 \times \frac{1}{125} \left(1 - \frac{1}{125}\right)}$$

$$\approx 1500$$

S8.2 Estimation of $k_1$ and $k_2$

We assume $\pi = 10\% = \frac{2707}{25797}$, the proportion of individuals assigned to the treatment group in Rolnik et al. (2017a) due to having an estimated risk of PRE > 1%.

To estimate $k_1$, we considered the study reported in O’Gorman et al. (2017) assessing sensitivity and specificity of NICE and ACOG guidelines in assessing PRE risk. In this study, 8775 individuals were assessed, amongst which 239 developed PRE, for an overall incidence of $\frac{239}{8875} \approx 0.027$. We estimated the performance of a ‘baseline’ estimator of PRE risk (that is, in the absence of any ASPRE score) by linearly interpolating the points corresponding to ‘ACOG aspirin’, ‘NICE’ and ‘ACOG’ on ROC curves in Figure 1. On this basis, a baseline estimator identifying the 10% of individuals at highest PRE risk (approximately 800) would correspond to the point $(x, y)$ on the interpolated ROC curve with

$$239x + (8775 - 239)y = 0.1 \times 8875$$

which occurs at roughly a 20% detection (true positive) rate and a 10% false positive rate, close to that of the NICE guidelines.

Since few women in the study were treated with aspirin, we assume that PRE rates in the highest-10% and lowest-10% risk groups assessed by baseline risk (NICE) are untreated risk (that is, if not treated with aspirin). At the inferred true and false positive rates,
we would expect that amongst the 10% of women designated highest-risk by the NICE guidelines, we have a PRE rate of

\[
\pi_1 \approx \frac{TPR \times (\text{Num. PRE})}{\text{Num. positive}} = \frac{0.2 \times 239}{0.1 \times 8875} \approx 0.054
\]

(64)

and amongst the 90% designated lower risk, a PRE rate of

\[
\pi_0 \approx \frac{(1 - TPR) \times (\text{Num. PRE})}{\text{Num. negative}} = \frac{0.8 \times 239}{0.9 \times 8875} \approx 0.024
\]

(65)

Given that true positive rates of the NICE guidelines are computed as a fraction with denominator 239, we presume standard errors of \(\pi_1\) and \(\pi_0\) of

\[
\text{SE}(\pi_1) \approx \sqrt{\pi_1(1 - \pi_1)} \times 0.1 \approx 0.0076
\]

\[
\text{SE}(\pi_0) \approx \sqrt{\pi_0(1 - \pi_0)} \times 0.9 \approx 0.0017
\]

(66)

Now, treating errors in \(\pi_0\), \(\pi_1\) and \(\alpha\) as pairwise independent

\[
k_1 = \pi_0(1 - \pi) + \pi_1 \pi \alpha \approx 0.0235
\]

\[
\text{SE}(k_1) = \text{SE}(\pi_0(1 - \pi) + \pi_1 \pi \alpha) \approx 0.0016
\]

(67)

We estimate the population prevalence \(\pi_{PRE}\) of untreated PE as the frequency observed in the original ASPRE data:

\[
\pi_{PRE} = \frac{1426}{57974} \approx 2.4\%
\]

(68)

Note that, although this is approximately equal to \(\pi_0\), they are different quantities: \(\pi_0\) is the population frequency of PRE amongst individuals at the lowest 90% risk by NICE guidelines.
Denoting \( \pi_1(n) \) as the untreated risk of PRE in the top 10% of individuals according to an ASPRE score trained on \( n \) individuals (and \( \pi_0(n) \) correspondingly), we note that it is equal to the sensitivity (or TPR) of the risk score at the level where proportion \( \pi \) of individuals are designated high-risk. Thus for any training set size \( n \)

\[
\pi_0(n) = \frac{\pi_{PRE} - \pi_1(n)}{1 - \pi}
\]

so the average cost to an individual in the intervention set may be expressed in terms of \( \pi_1(n) \):

\[
k_2(n) = \pi_0(n)(1 - \pi) + \pi_1(n)\pi\alpha
= \pi_{PRE} - \pi_1(n)(1 - \alpha)
\]

### S8.3 Implementation

We implemented the complete ASPRE model as described in Rolnik et al. (2017b). We simulated a population of individuals with a similar distribution of ASPRE model covariates. We computed the ASPRE scores for our simulated individuals, and found a linear transformation of these scores such that, should the scores exactly specify the probability of PRE, the expected population prevalence and sensitivity of the score would match those reported in Rolnik et al. (2017a): prevalence \( \pi_{PRE} \), and sensitivity amongst 10% highest scores: 12.3%. We then simulated PRE incidence according to these transformed scores.

We found that a generalised linear model with logistic link performed almost as well as the ASPRE score on our simulated data, so we used this model type to estimate the learning curve in the interests of simplicity.

To choose values \( n \) and \( k_2/d \), we initially chose a set \( n \) of 20 random values from [500, 30000]. For each size \( n \) in \( n \), we took a random sample of our data of size \( n \), fitted a logistic model to that sample, and estimated corresponding expected costs per individual \( k_2 \) as above. We fitted values \( \theta = \theta(n, k_2) = (a, b, c) \) parametrising \( k_2 \) as the maximum-likelihood estimator of \( \theta \) under the model

\[
(k_2)_i \sim N(k_2((n)_i, \theta), \sigma^2) \sim N(a(n)_i^{-b} + c, \sigma^2)
\]

for a fixed values \( \sigma \), noting that the estimate of \( \theta \) is independent of \( \sigma \). For the parametric algorithm, we then set all values of \( \sigma \) to the same value, chosen empirically as the sample variance of \( k_2 - k_2(n, \theta(n, k_2)) \)

\[
(k_2)_i \sim N(k_2((n)_i, \theta), \sigma^2) \sim N(a(n)_i^{-b} + c, \sigma^2)
\]

For the emulation algorithm, we set values \( d \) as

\[
d_i = k_1(n)_i + (k_2)_i(N - (n)_i)
\]

transforming values \( \sigma \) correspondingly for use in the emulation algorithm. We then sequentially chose 100 additional values \( n \) using both algorithm 3 and 4, setting \( \sigma \) as the
same value found in S8.3. After choosing the 120 values of $n$ using algorithm 3, we re-estimated $k_2/d$ for each of these values before estimating the OHS and confidence interval to avoid any potential regression-to-the mean effects from choosing next-values-of-$n$ so as to minimise estimated confidence interval width.

Our complete pipeline is available at https://github.com/jamesliley/OptHoldoutSize_pipelines, and a comprehensive vignette is included in our R package OptHoldoutSize on CRAN and at https://github.com/jamesliley/OptHoldoutSize.
S9 Supplementary discussion

In this section we discuss the use and consequences of several of our methods and results in greater depth.

Theorem 1 establishes that straightforward conditions on the system to be modelled lead to an optimal holdout set size which is straightforward to find, and indeed that the cost function is convex (in a discrete sense). An obvious limitation is the requirement for convexity of $k_2$; risk score learning curves, on which $k_2$ depends, are not necessarily convex for complex models (Viering and Loog, 2021). In practice, the cost function $\ell(n)$ is still generally well-behaved even if convexity of $k_2$ is violated, and may be approximated using our emulation algorithm (as demonstrated in Supplementary Figure 9b and Figure 3 in the main manuscript).

The use of a Gaussian process emulator to approximate the true loss function enables an automatic selection of the optimal holdout set size under fewer assumptions, although the efficiency of this method heavily depends on the quality of our emulator. Various extensions of the emulator may improve our surrogate of the loss function, for example specifying priors on the parameters $\theta, \sigma_u^2, \zeta$ and using the likelihood provided by the Gaussian process to marginalize out these parameters. An explicit approach is given in Andrianakis and Challenor (2011), but under linearity assumptions which do not hold in our case, so analytic tractability would be lost. If we were able to cheaply estimate the derivative of the cost function at design points, this could be incorporated into our emulator (Killeya, 2004), enabling greater posterior accuracy around these points. Direct estimation of gradients from only estimates of $\ell(n)$ usually requires double the number of evaluations as estimation of $\ell(n)$ values, and so has the potential to become a more costly procedure than the method presented in section 5.3.

Our simulations and theoretical findings illuminate several non-obvious properties of the optimal holdout set size. Firstly, from section 6, we note that the optimal holdout set size is often fairly small, and training a risk score until improvement in $k_2$ is negligible is counterproductive. More accurate risk scores do not necessarily lead to lower optimal holdout set size, but generally lead to lower loss. Given corollary 1, it is generally better to err on a higher side of the optimal holdout set size, since cost increases at most linearly.
Figure 6: Dependence of optimal holdout set size on parameters of estimated learning curve \((a, b, c, with k_2(n; a, b, c) = an^{-b} + c)\), cost in intervention set \(k_1\), and total number of samples \(N\). Figures show change in optimal holdout set size \(n^*\) while varying one parameter and holding others constant at \((a, b, c) = (\frac{3}{2}, \frac{3}{2}, \frac{1}{4}), k_1 = \frac{4}{5}, N = 10^4\).
Figure 7: Dependence of minimum total cost on parameters of estimated learning curve \((a, b, c, \text{ with } k_2(n; a, b, c) = a n^{-b} + c), \text{ cost in intervention set } k_1, \text{ and total number of samples } N. \) Figures show change in minimal cost \(\ell(n^*)\) while varying one parameter and holding others constant at \((a, b, c) = (\frac{3}{2}, \frac{3}{2}, 1), k_1 = \frac{4}{5}, N = 10^4.\)
Figure 8: Left panel shows emulator constructed using three $k_2()$ values (see pipelines). Function $m(n, \Theta)$ is constructed using $\theta$ derived from these three $k_2()$ estimates. Note reduced pointwise posterior variance at sample points. Rightmost panel shows expected improvement plot for the emulator constructed in panel 8a. Note local minima at existing sample points.
Figure 9: Parametric and emulation algorithms with parametric assumptions satisfied or unsatisfied. OHS: optimal holdout set size
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