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Abstract—Federated learning (FL) is an emerging privacy-preserving paradigm that enables multiple participants collaboratively to train a global model without uploading raw data. Considering heterogeneous computing and communication capabilities of different participants, asynchronous FL can avoid the stragglers effect in synchronous FL and adapts to scenarios with vast participants. Both staleness and non-IID data in asynchronous FL would reduce the model utility. However, there exists an inherent contradiction between the solutions to the two problems. That is, mitigating the staleness requires to select less but consistent gradients while coping with non-IID data demands more comprehensive gradients. To address the dilemma, this paper proposes a two-stage weighted K asynchronous FL with adaptive learning rate (WKAF). By selecting consistent gradients and adjusting learning rate adaptively, WKAF utilizes stale gradients and mitigates the impact of non-IID data, which can achieve multifaceted enhancement in training speed, prediction accuracy and training stability. We also present the convergence analysis for WKAF under the assumption of unbounded staleness to understand the impact of staleness and non-IID data. Experiments implemented on both benchmark and synthetic FL datasets show that WKAF has better overall performance compared to existing algorithms.
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1 INTRODUCTION

The availability of massive data has been the bottleneck of many machine learning (ML) algorithms, especially in many deep learning (DL) scenarios, such as video surveillance [1], and speech recognition [2]. In the 5G era, more and more data are being generated and scattered at massive users’ devices (i.e., clients) locally. The aggregation of these distributed data promises a significant boost in the quality of ML models, prospering various artificial intelligence services. However, with the increasing awareness of data privacy, people are unwilling to share their own data, which would impede the DL development [3] (e.g., especially for data sensitive fields like autonomous driving [4] and disease detection [5]). To address this issue, a novel distributed learning paradigm, federated learning (FL) [6], [7], [8], [9] has been proposed to achieve data utilization from massive clients while not seeing their local data.

Generally, FL [10], [11] enables multiple clients with decentralized data to collaboratively train a shared model under the concerted control of a central server (e.g. service provider), which complies with privacy regulations such as GDPR [12]. By providing an effective framework to exploit the naturally generated data while respecting privacy, FL has not only attracted extensive interests from the academia [9], but also been deployed in various practical applications, such as e-health diagnosis [13], [14], fraud detection [15], and recommendation systems [16], [17].

Many algorithms have been proposed for FL [18], [19], [20], among which, FedAvg is one of the most classical FL algorithms and runs in a synchronous manner [6]. At each iteration, the clients complete several local training processes and upload the model parameter. The server randomly samples a portion of clients and aggregates their locally updated models. In such a case, the runtime of each FL iteration is determined by the stragglers [21], [22] who are the sampled slowest clients. To alleviate the stragglers effect, the server can update the global model once receiving the fastest K gradients out of total clients, namely, K-sync FL [23] or K-batch-sync FL [24]. However, these approaches can not eradicate stragglers due to the unpredictable statuses of sampled clients and network communication.

Besides the above synchronous methods, the K asynchronous FL (K-async FL) has also been extensively studied [25], [26], [27], [28], in which the server updates the global model once receiving the gradients from the first K clients and those clients who fail to participate in current iteration can continue their training for reducing the runtime in the next iteration. K-async FL can not only alleviate stragglers, but also save the total training time when the iteration time of clients follows a new-longer-than-used distribution [23].

Apart from that, Hannah et al. [29] has further pointed out that asynchronous FL (AFL) allows more iterations within the same time compared to synchronous FL. Therefore, compared to K-sync FL, K-async FL has demonstrated great benefits of achieving more efficient learning in highly heterogeneous systems. In this paper, we focus on achieving both efficient and high-utility K-async FL.

Though K-async FL can mitigate the stragglers effect and save total training time [23], there are still two obstacles to be overcome in practice. On the one hand, non-IID
datasets generated at different FL clients can impact the model utility [30], [31]. On the other hand, stale gradients may harm the model utility, or even diverge the training process [32], [33]. The solutions to these two problems have been studied separately. For non-IID data, the essence of the existing solutions, e.g., momentum [31], [34] and variance reduction [35], is to fully utilize all available information for estimating the global data distribution. Hence, gradients from as many clients as possible need to be aggregated to make the aggregated gradients represent the overall data comprehensively. For staleness, most studies pointed out that the server should aggregate the received gradients [36], [25] or adjust the learning rate [33], [37] negatively correlated with the staleness. Therefore, only a few low-stale gradients are maintained and most of the high-stale gradients will be filtered out. Apparently, there will pose an essential contradiction when simply combining the existing methods to mitigate the impact of non-IID data and stale gradients. To better help comprehend the contradiction, we explore the interplay of mitigation strategies for non-IIDness and staleness on EMNIST MNIST [38] in Section 4.4. The experimental results show that the mitigation effect for non-IIDness is negatively correlated with the mitigation effect for staleness, which indicates their inherent contradiction. Therefore, it is of significance to design a novel asynchronous FL approach that can effectively deal with both stale gradients and non-IID data.

Though stale gradients may cause the model to diverge, Mitliagkas et al. [39] found that stale gradients can help converge faster and they leveraged staleness to accelerate the training process. However, not all gradients can speedup convergence. In fact, low-stale gradients are more likely to have a consistent descent direction and accelerate the training process. On the contrary, high-stale gradients may have different directions and the biased gradients will prevent model convergence. This motivates us to pick the consistent gradients, instead of only utilizing the low-stale gradients. Therefore, based on the potential advantage of consistent gradients and treatments of non-IID data, we propose a two-stage weighted $K$-async FL algorithm (WKAFL) with adjusting the learning rate to improve the prediction accuracy, training speed and stability. Our main contributions are as follows:

1) We propose WKAFL, a novel $K$-async FL algorithm with two stages, which improves the model utility of asynchronous algorithm and shows good robustness in non-IID settings. In stage one, stale gradients with consistent descent direction will be picked to accelerate the training process. In stage two, stale gradients with large norm will be clipped to stabilize the model. In both stages, the server adjusts the learning rate according to the least staleness of $K$ gradients and accumulates selected consistent gradients to further mitigate the non-IIDness.

2) We present the convergence analysis for the non-convex optimization problem in AFL to analyze the impact of staleness and non-IID data, under both the assumptions of bounded and unbounded staleness. The analytical results (Theorem 5.1 and Theorem 5.3) validate that both staleness and non-IID data can decrease model utility.

3) We conducted extensive experiments on four federated learning datasets, including CelebA, ByClass, EMNIST MNIST and CIFAR10 to validate the performance of WKAFL in terms of training speed, prediction accuracy and training stability. Ablation experiments indicate that each component is indispensable for WKAFL and a contradiction exists between mitigation strategies for staleness and non-IIDness. Comparison experiments show that WKAFL has the best overall performance, especially when the number of clients is large. In particular, WKAFL achieves up to 19.41% accuracy gain on CIFAR10 and 92.8% training stability improvement on EMNIST MNIST compared with existing staleness-aware algorithms. Besides, compared with existing non-IID mitigation algorithm on CIFAR10, WKAFL achieves 5.83-10.59% accuracy gain while maintaining a similar training stability.

The rest of the paper is organized as follows. Section 2 describes the related work on both staleness and non-IID data in AFL. Section 3 presents the system model and problem definition. Section 4 describes the details of our proposed algorithm WKAFL. The corresponding theoretical analysis is presented in Section 5. Section 6 shows the experiment results for validating the performance of WKAFL. Finally, we conclude the paper in Section 7.

2 RELATED WORK

In this section, we introduce the related work of FL in terms of non-IID data and staleness.

2.1 Non-IID Data

Non-IID data is an essential characteristic of FL. However, since most of the well-established statistical theories are based on the IID data assumption, there are only a few analytical results about convergence under the non-IID setting. Some empirical results have shown the negative influence of non-IID data on the model utility. For example, Zhao et al. [30] empirically showed that the accuracy of FedAvg decreases significantly with the increase of data heterogeneity. Besides, Li et al. [40] proved that non-IID data can decrease the model utility. They assumed that there is a bounded difference between the gradients uploaded by clients and global unbiased gradients to guarantee the convergence, similar to [19], [41], [42]. In this paper, we follow this assumption and provide a convergence analysis under the non-IID setting. To mitigating the impact of non-IID data, a number of methods have been proposed to utilize all available information to estimate the global knowledge of the decentralized non-IID datasets. For example, in [30], the server broadcasts some non-private data to all the clients to make the gradients to carry more common information. Apart from data sharing, each received gradient can also accumulate historical information by applying momentum [31], [34] or variance reduction [35] to ensure the aggregated gradient to be more representative of the global information. Li et al. [31] proposed GSGM which divides the whole training process into multiple rounds. In each round, the
server eliminates the diversity of aggregated gradients by using a global momentum, which is accumulated by part of the gradients based on the scheduling strategy. Since momentum can also help converge faster, WKAFL in this paper also takes advantages of the momentum to alleviate the impact of non-IID data as GSGM. However, WKAFL is essentially different from GSGM. Since GSGM needs all the clients to upload gradients, GSGM has a low scalability due to computational overhead in each round, while WKAFL adapts K-async FL and behaves robustly.

2.2 Staleness
Staleness is one of the conspicuous challenges in AFL. Dai et al. [32] found that stale gradients will slow down the training process and decrease prediction accuracy. To guarantee model utility, most of existing methods make full use of low-stale gradients and prevent stale gradients to bring down the model utility. One effective path is to adjust the learning rate [33], [43]. In [33], Zhang et al. tuned the learning rate on a per-gradient basis inversely proportional to the staleness. However, when there are massive heterogeneous clients, the staleness may be very high, which leads to very small learning rate and extremely slow training. In [43], McMahan et al. extended the adaptive gradient methods [44], [45] to the asynchronous parallel setting and revised the learning rate based on previous gradient steps. Another feasible method is to aggregate the gradients with different weights based on the scheduling strategy. WKAFL is essentially different from GSGM. Since GSGM server eliminates the diversity of aggregated gradients by using a global momentum, which is accumulated by part of the gradients based on the scheduling strategy. When the staleness follows a geometric distribution. In [30], the two-stage strategy is used to control discrepancies between the global model and stale models, which is different from the aim of utilization of stale gradients in WKAFL.

3 PRELIMINARY
3.1 Stochastic Optimization
Generally, the aim of a machine learning problem is to minimize the empirical risk function $F(w)$:

$$
\min_w F(w) = \frac{1}{N} \sum_{\xi \in D} f(w, \xi),
$$

where $D = \{\xi_1, \xi_2, \cdots, \xi_N\} \subseteq \mathbb{R}^n$ is the training dataset and $f(w, \xi)$ defines the composite loss function at the $i$-th data point. In mini-batch stochastic gradient descent (SGD), we can minimize the objective function $F(w)$ through iteratively updating the model parameter vector $w$ using:

$$
w_{j+1} = w_j - \frac{\eta_j}{|D_j|} \sum_{\xi \in D_j} \nabla f(w_j, \xi),
$$

where $D_j \subseteq D$ and $\eta_j$ define the mini-batch data and the learning rate at the $j$-th iteration respectively.

3.2 Problem Framework
We consider the $K$-async FL framework with a central server and $P$ clients. At the beginning, the server initializes the model parameter vector as $w_0$. Then, all the $P$ clients fetch current parameter vector $w_0$ and compute their respective gradients on a single mini-batch data independently. Clients who finish computing gradients upload their gradients without waiting for other clients. The server waits for the first $K$ out of $P$ clients and the rest of clients continue computing gradients. As a result, at each iteration, the gradients received by the server might be computed based on stale parameters. Then, for the $K$-async FL, the updating formula is expressed by

$$
w_{j+1} = w_j - \frac{\eta_j}{K} \sum_{i=1}^{K} g(w_{j,i}, \xi_{j,i}),
$$

where $g(w_{j,i}, \xi_{j,i})$ is the stale gradient received by the server at the $j$-th iteration, $\xi_{j,i} = \{\xi_{j,1}, \cdots, \xi_{j,m}\}$ denotes the used $m$ samples of client $i$ at the $j$-th iteration and $w_{j,i}$ defines the model parameter vector used to compute the stale gradient $g(w_{j,i}, \xi_{j,i})$ with staleness $\tau_{j,i}$. Fig.4 illustrates the two-async FL when the total number of clients is four. At each iteration, four clients independently upload gradients to the server after finishing computing gradients. The server will update the global model once receiving any two gradients (green and shadow arrows), and clients who fail to upload gradients in limited time continue computing gradients based on...
3.3 Definitions and Assumptions

To determine \( p_{j,i} \), we firstly define what kind of stale gradients \( g(w_{j,i}, \xi_{j,i}), i = 1, \ldots, K \) are “consistent” or “inconsistent”, based on the cosine similarity comparison between \( g(w_{j,i}, \xi_{j,i}) \) and the globally unbiased gradient \( \nabla F(w_j) \).

**Definition 3.1 (Inconsistent gradient).** If the cosine similarity of a gradient and the globally unbiased gradient is smaller than a given constant \( \text{sim}_{\text{min}} \in [0,1] \), then the gradient is an inconsistent gradient.

**Definition 3.2 (Consistent gradient).** If the cosine similarity of a gradient and the globally unbiased gradient is larger than a given constant \( \text{sim}_{\text{min}} \in [0,1] \), then the gradient is a consistent gradient.

Besides, some basic assumptions for convergence analysis are listed as follows.

**Assumption 3.1 (Lipschitz Continuity).** Objective function \( F(w) \) satisfies \( L \)-Lipschitz continuity: \( \forall w_1, w_2, \exists \text{ constant } L, \)

\[
F(w_1) - F(w_2) \leq \nabla F(w_1)^T (w_2 - w_1) + \frac{L}{2} ||w_2 - w_1||^2.
\]

**Assumption 3.2 (Client-Level Unbiased Gradient).** The gradient \( g(w_j, \xi_{j,i}) \) of client \( i \) is a client-level unbiased gradient which means that the expectation of gradient \( g(w_j, \xi_{j,i}) \) is equal to \( \nabla F_i(w_j) \):

\[
E[g(w_j, \xi_{j,i})] = \nabla F_i(w_j).
\]

**Assumption 3.3 (Gradients with Bounded Variance).** The gradient \( g(w_j, \xi_{j,i}) \) of client \( i \) has client-level bounded variance: \( \exists \text{ constants } \sigma_c, M_c, \)

\[
E[||g(w_j, \xi_{j,i}) - \nabla F_i(w_j)||^2] \leq \frac{\sigma_c^2}{m} + \frac{M_c}{m} ||\nabla F_i(w_j)||^2.
\]

where \( \nabla F_i(w_j) \) is the unbiased gradient of client \( i \). To guarantee the convergence of the model, we also need to assume \( \nabla F_i(w_j) \) satisfies global-level bounded variance: \( \exists \text{ constant } G, \)

\[
||\nabla F_j(w_j) - \nabla F_i(w_j)||^2 \leq G^2,
\]

which means that the difference between the unbiased gradient of each client and the unbiased gradient of global data is limited.

**Notations.** In Table 1 we list some notations involved in the paper.

### Table 1: Notations

| Variables | Meaning |
|-----------|---------|
| \( \eta_j \) | Learning rate at the \( j \)-th iteration |
| \( P \) | Number of total clients |
| \( K \) | Number of gradients needed at each iteration |
| \( m \) | Mini-batch size |
| \( L \) | Lipschitz constant |
| \( J \) | Total number of iteration |
| \( w^* \) | Global optimal solution |
| \( w_j \) | Global model at the \( j \)-th iteration |
| \( \tau_{\text{max}} \) | The maximal staleness of all the gradients in stage one |
| \( \tau_{j,i} \) | The staleness of the \( i \)-th gradients at \( j \)-th iteration |
| \( p_{j,i} \) | Weight of the \( i \)-th gradient at \( j \)-th iteration |

4. **Weighted \( K \)-async FL with Learning Rate Adaptation**

In this section, we introduce WKAFL to alleviate the contradiction between the existing strategies for staleness and non-IIDness, thus improving the model utility. We first motivate our work by showing the experimental results about this contradiction in Section 4.1. In Section 4.2, we briefly introduce the basic idea. Section 4.3 then presents the algorithm details of WKAFL.

4.1 Motivation

To demonstrate the aforementioned contradiction, we implemented the \( K \)-async FL algorithm that simply integrates the mitigating strategies for staleness and non-IIDness, and trained it on EMNIST MNIST [38]. Specifically, the mitigation strategy for non-IIDness here is to accumulate historical gradients [31], while that for staleness is to assign exponential weights to the gradients in aggregation [36]. We use the average staleness and average number of aggregated gradients to represent the impact of staleness and non-IIDness, respectively. The detailed descriptions are as follows.

- Average staleness: the mean value of weighted staleness at each iteration and is defined as,

\[
\tau_{\text{ave}} = \frac{1}{J} \sum_{j=1}^{J} \sum_{i=1}^{K} p_{j,i} \tau_{j,i},
\]
where $p_{j,i}$ and $\tau_{j,i}$ denote the weight and staleness of the gradient. Large $\tau_{\text{ave}}$ reflects the poor mitigation effect for staleness.

- Average number of aggregated gradients: the number of gradients whose weights are larger than a threshold and is defined as,

$$N_{\text{ave}} = \frac{1}{J} \sum_{j=1}^{J} \left| \{p_{j,i}, i \in [K] | p_{j,i} \geq p_{j,\text{max}} / \mu \} \right|,$$

where $p_{j,\text{max}} = \max\{p_{j,i}, i \in [K]\}$ and $\mu \in \mathbb{R}^+$. Similarly, large $N_{\text{ave}}$ reflects the poor mitigation effect for non-IIDness.

Fig. 2(a) depicts the histogram over the number of predominated gradients in all aggregations during training. The predominated gradients refer to the gradients whose weights are larger than a threshold $w_g \in \mathbb{R}^+$. The more predominated gradients means the aggregated gradients are more representative, which enhances the mitigation for non-IIDness. However, in almost all iterations, there are at most five gradients with weights larger than 0.1. This reflects that only a small number of gradients dominate the aggregation, incurring an adverse effect on non-IIDness mitigation. Fig. 2(b) shows that the average staleness grows approximately linearly with the number of aggregated gradients, indicating a negative correlation between the two. In conclusion, there exists a contradiction between the mitigation strategies for non-IIDness and staleness.

### 4.2 Basic Idea of WKAFL

To break the above contradiction, we propose WKAFL to pick consistent gradients to alleviate the impact of non-IIDness while accelerating the training process. Generally, gradients with low-stale are relatively reliable and high-stale gradients are more likely to be biased. However, some high-stale gradients may also have consistent descent direction. Then, we can estimate the unbiased gradients based on low-stale gradients and then pick the consistent high-stale gradients. If these gradients are selected, more gradients are aggregated to improve the mitigation effect of non-IID data while guaranteeing the stale gradients not to diverge the model. In such a case, the contradictory of mitigating the effect of non-IID data and staleness will be mitigated. Apart from this advantage, the selected gradients can also help converge faster. Since a stale model is possibly farther from optimal solution and its derivative has a larger norm, stale gradients generally have larger norm for convex loss function. Therefore, the selected consistent stale gradients can help converge faster [39], [28].

### 4.3 Detailed Descriptions

Based on above basic idea, we proposed WKAFL to accelerate the training process and improve the training stability. Pseudo-code of WKAFL consists of two parts, Algorithm 1 for clients and Algorithm 2 for the server. The workflow of the whole process for WKAFL is shown in Fig. 3, which includes gradients computation (1), estimation of globally unbiased gradient (2), selection and aggregation of consistent gradients (3), and learning rate adaptation (4). Detailed description of the four parts can refer to Section 4.3.1 - Section 4.3.4 respectively.

For clients (1), as shown in Algorithm 1, they first download the current model parameters and the iteration index from the server (Line 1). Then they compute gradients and upload the results to the server (Lines 2-4).

For the server (2 - 5), as shown in Algorithm 2 after initializing the model (Lines 1-3), the server broadcasts it to all clients for local computation (Line 4). The learning rate adaptation strategy and weighted strategy are presented in Lines 6-16. Particularly, the weighted strategy includes three components (Lines 8, 10-15), alleviating the impact of non-IID data (Line 8), estimating globally unbiased gradient (Lines 13-14), selecting and aggregating consistent gradients (Lines 15) while the learning rate adaptation strategy consists of one component, adjustment of learning rate (Line 16). We will describe the four components of Algorithm 2 and explain corresponding rationality in Sections 4.3.1 to 4.3.4.

#### 4.3.1 Improvement of Stability on Non-IID Data

It is efficient to decrease the effect of non-IID data by accumulating all the historical gradients. Then, the estimated gradient at $(j - 1)$-th iteration can be added to each of $K$
gradients at \( j \)-th iteration to decrease the impact of non-IID data:

\[
\tilde{g}(w_{j,i}, \xi_{j,i}) = g(w_{j,i}, \xi_{j,i}) + \alpha \tilde{g}(w_{j-1})
\]

where \( \alpha > 0 \) is a constant and \( \tilde{g}(w_{j-1}) \) is the estimated gradient at \((j-1)\)-th iteration.

Now, we explain the rationality from theoretical perspective. Every gradient received by the server is biased because of staleness and non-IID data. Then, we can decompose the gradient \( g(w_{j,i}, \xi_{j,i}) \) into three parts.

\[
E[g(w_{j,i}, \xi_{j,i})] = \nabla F(w_j) + E[g_a(w_{j,i}, \xi_{j,i})] + E[g_n(w_{j,i}, \xi_{j,i})]
\]

where \( \nabla F(w_j) \) is the unbiased gradient based on global data at \( j \)-th iteration, \( E[g_a(w_{j,i}, \xi_{j,i})] \) is the error resulted from staleness, and \( E[g_n(w_{j,i}, \xi_{j,i})] \) is the error resulted from non-IID data.

Similarly, the estimated gradient can also be decomposed into three parts,

\[
E[\tilde{g}(w_{j,i})] = \nabla F(w_j) + E[\tilde{g}_a(w_{j,i}, \xi_{j,i})] + E[\tilde{g}_n(w_{j,i}, \xi_{j,i})]
\]

Then, the expectation of \( \tilde{g}(w_{j,i}, \xi_{j,i}) \) is:

\[
E[\tilde{g}(w_{j,i}, \xi_{j,i})] = \nabla F(w_j) + \alpha \nabla F(w_{j-1}) + E[g_a(w_{j,i}, \xi_{j,i})] + \alpha E[g_a(w_{j-1,i}, \xi_{j-1,i})] + E[g_n(w_{j,i}, \xi_{j,i})] + \alpha E[g_n(w_{j-1,i}, \xi_{j-1,i})]
\]

where \( E_N \) is resulted from non-IID data. \( E[g_n(w_{j,i}, \xi_{j,i})] \) only contains the information of client \( i \). While \( E_N \) contains the information of more clients and the information can accumulate as the iterative number increases. Therefore, Equation 4 can decrease the effect of non-IID data and stabilize the model.

4.3.2 Estimation of Globally Unbiased Gradient

It is assumed that gradients with lower staleness have high probability to be consistent and gradients with higher staleness have high probability to be inconsistent because gradients based on stale model generally deviate from consistent direction. Therefore, we can aggregate gradients by weighting them according to their staleness to estimate globally unbiased gradient. The rule of aggregation is

\[
\tilde{g}(w_{j,i}) = \sum_{i=1}^{K} \frac{a_{j,i}}{\alpha} \tilde{g}(w_{j,i}, \xi_{j,i}),
\]

where \( \tilde{g}(w_{j,i}, \xi_{j,i}) \) is a clipped gradient of \( \tilde{g}(w_{j,i}, \xi_{j,i}) \), \( a = \sum_{i=1}^{K} a_{j,i} \) and \( a_{j,i} \) is a function of staleness. Cong et al. \cite{Cong2017} empirically figured out that a better utility was achieved when \( a_{j,i} \) was chosen as an exponential function. Chen et al. \cite{Chen2019} found that \( a_{j,i} \) was more properly set as \( (\frac{1}{\xi})^{-\tau_{j,i}} \) than \( \xi^{-\tau_{j,i}} \), where \( \tau_{j,i} \) is the staleness of gradient \( g(w_{j,i}, \xi_{j,i}) \) and \( e \) is natural logarithm. Based on their work, we set \( a_{j,i} \) to \( (\frac{1}{\xi})^{-\tau_{j,i}} \) in our experiments.

Before estimating the globally unbiased gradient, it is necessary to clip the gradients for two reasons. On the one hand, it is known that clipping can prevent gradient explosion. On the other hand, under the assumption that gradients with lower (higher) staleness have high probability to be consistent (inconsistent), the aggregated gradient after clipping will be closer to the globally unbiased gradient. A straightforward illustration is shown in Fig 4.

When aggregating the gradients before clipping, the norm of stale gradients may be so large that the aggregated gradient deviates from the globally unbiased gradient. When aggregating the gradients after clipping, the aggregated gradient is closer to the globally unbiased gradient due to the alleviation of impact of gradients with higher staleness.
Algorithm 3 Select and aggregate consistent gradients.

Input: $B, \beta, \epsilon, \bar{g}(w_j, i, \xi, j), \bar{g}(w_j)$, stage.
Output: $g(w_j)$.

1: function SAGRAD($B, \beta, \epsilon, \bar{g}(w_j, i, \xi, j), \bar{g}(w_j)$, stage)
2:     for $i = 1, \ldots, K$ do
3:         $sim_{j,i} = \cos(\bar{g}(w_j, i, \xi, j), \bar{g}(w_j))$;
4:         if $sim_{j,i} \geq sim_{\min}$ then
5:             $p_{j,i} = \exp(\beta \cdot sim_{j,i})$;
6:         else
7:             $p_{j,i} = 0$;
8:         end if
9:     end for
10:     if stage = 2 then
11:         if $B||g(w_j)||_2 \leq ||\bar{g}(w_j, i, \xi, j)||_2$ then
12:             $\bar{g}(w_j, i, \xi, j) = \frac{1}{B||\bar{g}(w_j)||_2} \bar{g}(w_j, i, \xi, j)$;
13:         end if
14:     end if
15:     $p_{j,i} = \frac{p_{j,i}}{\sum_{i=1}^{K} p_{j,i}}$;
16:     $g(w_j) = \sum_{i=1}^{K} p_{j,i} \bar{g}(w_j, i, \xi, j)$;
17:     return $g(w_j)$
18: end function

4.3.3 Selection and Aggregation of Consistent Gradients

Some stale gradients may have consistent update direction. Then, we can pick these gradients to accelerate the training process. When the staleness is low, the estimated gradient is generally consistent with globally unbiased gradient. Therefore, when judge whether a gradient is consistent or inconsistent, we treat the estimated gradient as globally unbiased gradient for convenience. To determine which gradients are consistent and the corresponding degrees, the server will first compute the cosine similarity $sim_{j,i}$ of the estimated globally unbiased gradient $\bar{g}(w_j)$ and corresponding gradient $g(w_j, i, \xi, j)$. Then the server assigns each gradient with weight according to the cosine similarity. The rule for assigning weight is given by:

$$sim_{j,i} = \cos(\bar{g}(w_j, i, \xi, j), \bar{g}(w_j))$$

$$p_{j,i} = \begin{cases} 
              \exp(\beta sim_{j,i}), & \text{if } sim_{j,i} \geq sim_{\min}; \\
              0, & \text{if } sim_{j,i} < sim_{\min}.
            \end{cases}$$

$$p_{j,i} = \frac{p_{j,i}}{\sum_{i=1}^{K} p_{j,i}}$$

where $\beta$ is a constant, $p_{j,i}$ defines the weight of gradient $g(w_j, i, \xi, j)$, and $sim_{\min}$ is a threshold used to judge whether a gradient is consistent or not. Gradients whose cosine similarity is lower than the threshold will be judged as inconsistent gradients and abandoned. On the contrary, consistent gradients will be aggregated according to their weights. The aggregation rule is as follow:

$$g(w_j) = \sum_{i=1}^{K} p_{j,i} \bar{g}(w_j, i, \xi, j).$$

However, when the model is going to converge, the norm of stale gradients may be too large to make the model fluctuate around the optimal solution. To deal with this problem, we divide the whole training process into two stages. In stage one, the training process can be accelerated by taking advantage of stale gradients. When the average loss of $K$ participant clients is smaller than a constant threshold $\epsilon$, the training process enters into stage two. Though the norm of gradient also reflects the state of global model, it is improper to be selected as the stage division criterion because the global model may enter the local optimization area where the norm of gradient is approximate to zero but loss value is not the minimum. In stage two, to guarantee the training stability, consistent stale gradients will be clipped before aggregating based on the norm of estimated gradients. The clipping rule is given by:

$$\bar{g}(w_j, i, \xi, j) = \begin{cases} 
                      \frac{B||\bar{g}(w_j)||^2}{||\bar{g}(w_j, i, \xi, j)||^2} \bar{g}(w_j, i, \xi, j), & \text{if } B||\bar{g}(w_j)||^2 \leq ||\bar{g}(w_j, i, \xi, j)||^2; \\
                      \bar{g}(w_j, i, \xi, j), & \text{if } B||\bar{g}(w_j)||^2 > ||\bar{g}(w_j, i, \xi, j)||^2.
                    \end{cases}$$

where the gradients adjustment parameter $B \in (0, \infty)$ is a constant.

The workflow can refer to Algorithm 3. The server first computes the cosine similarity between estimated gradient and every gradient received by the server (Line 3). Then the server assigns gradient $g(w_j, i, \xi, j)$ with a weight $p_{j,i}$ according to cosine similarity (Lines 4-8) and aggregates the gradients (Lines 15-16) eventually. If the model enters stage two, stale gradients will be clipped (Lines 10-14).

4.3.4 Learning Rate Adaptation

In WKAFL, the estimated gradient may deviate seriously from the globally unbiased gradient when most of the $K$ gradients have high staleness, leading to a seriously biased estimated gradient and a poor improvement of model utility. To alleviate it, a staleness-based adaptive learning rate is more reasonable than using a constant learning rate. Intuitively, a small learning rate is required for alleviating the impact of high staleness. In [33], Zhang et al. divided the initial learning rate by the staleness to adjust the learning rate. However, it can not be extended to large scale AFL due to the possibly high staleness. In such a case, the adjusted learning rate will be so small that the training process will be prolonged due to the very slight improvement at each iteration. To address it, we adjust the learning rate according to the minimal staleness of the $K$ gradients because the estimated gradient is mainly determined by gradients with low staleness, which is expressed as follows.

$$\eta_j = \eta_0 \frac{1}{\tau_{\min,j} + \gamma + 1},$$

where $\eta_0$ is the initial learning rate, $\tau_{\min,j}$ is the minimal staleness of $K$ gradients at $j$-th iteration, and $\gamma \in (0, 1)$ is a constant. Note that $\eta_j \leq \eta_0$ and the equality holds only if $\tau_{\min,j} = 0$ (i.e., no staleness).

5 Analysis

In Section 4, we have explained the rationality of weighting and adjustment for learning rate to improve the prediction accuracy and stabilize the training process. In this section, we further analyze the convergence rate of the proposed WKAFL in which the loss function is non-convex, considering both non-IID data and unbounded staleness. Theorems
[5.1] and [5.3] show the convergence analysis results with respect to two stages in WKAFL respectively. In stage one, the staleness is bounded while in stage two, the staleness is unbounded. Most convergence analysis of AFL algorithm is based on the theory of stochastic optimization and one challenge is how to bridge the stale gradient and globally unbiased gradient. In stage one, the aggregated gradient at $j$-th iteration is $g(w_j) = \sum_{i=1}^{J} \alpha^{j-i} \sum_{i=1}^{K} p_{i,t} g(w_{i,t}, \xi_{i,t})$. Consequently, the difference between global unbiased gradient $\nabla F(w_j)$ and the aggregated gradient is the sum of the difference between each component gradient $g(w_{i,t}, \xi_{i,t})$ and the unbiased gradient. We connect the local gradient $g(w_{i,t}, \xi_{i,t})$ with the theoretical unbiased gradient $\nabla F(w_j)$ by two steps.

Step 1: We connect the local gradient $g(w_{i,t}, \xi_{i,t})$ with globally unbiased gradient $\nabla F(w_{i,t})$ by taking expectation of $g(w_{i,t}, \xi_{i,t})$ and bounding the locally unbiased gradient $\nabla F_i(w_{i,t})$ with $\nabla F(w_{i,t})$ based on Assumption 3.3.

Step 2: We connect the unbiased gradient $\nabla F(w_{i,t})$ with the unbiased gradient $\nabla F(w_j)$. The difference can be bounded by accumulating all aggregated gradients from $\max(l - \tau_{\max}, 1)$ to $j - 1$ iterations.

However, in stage two, the staleness can be infinite in theory due to the possibly infinite number of total iterations. Therefore, the method for dealing with finite staleness will not hold in stage two. To deal with it, we use three steps to connect the local gradient $g(w_{i,t}, \xi_{i,t})$ of $l$-th iteration contained in the momentum term with $\nabla F(w_j)$.

- Firstly, we connect the local gradient $g(w_{i,t}, \xi_{i,t})$ with estimated gradient $\bar{g}(w_{1:i})$ by clipping $g(w_{i,t}, \xi_{i,t})$ and selecting consistent gradients. Based on Equation (9), we have $\|\bar{g}(w_{1:i}, \xi_{1:i})\|_2 \leq B \|\bar{g}(w_{1:j})\|_2$. Apart from that, since the accumulated gradients are consistent with the estimated gradients $\bar{g}(w_{1:i})$ and inconsistent gradients will be endowed with weight 0, then the weighted differences between clipped gradients at $l$-th iteration and the estimated gradients can be bounded by $\|\bar{g}(w_{1:i})\|_2$, i.e., $\exists \sigma_i^2, M_i$,

$$\sum_{i=1}^{K} p_{i,t} |\bar{g}(w_{1:i}) - \bar{g}(w_{1:i}, \xi_{1:i})|^2 \leq \sigma_i^2 + M_i \|\bar{g}(w_{1:i})\|_2. \quad (11)$$

- Secondly, after alleviating the effect of non-IID data and staleness, for the reason that the estimated gradient $\bar{g}(w_{1:i})$ is closed to the unbiased gradients, we can assume

$$\|\bar{g}(w_{1:i}) - \nabla F(w_{1:i})\|_2 \leq \sigma_i^2, \quad \exists \sigma_i^2, \quad (12)$$

which bridges the connection between $\bar{g}(w_{1:i})$ and $\nabla F(w_{1:i})$.

- Thirdly, the differences between $\nabla F_i(w_{1:i})$ and $\nabla F_i(w_j)$ can be bounded by the aggregated gradients from $l$ to $j$ iterations.

After providing the proof sketch for the two stages, we will present the analysis results of WKAFL. The convergence result of stage one is as follows.

**Theorem 5.1** (Stage One). Assume Assumption 3.1, 3.2, 3.3 hold. To guarantee the convergence, learning rate $\eta_j$ satisfies that $\eta_j \leq \frac{1}{2L(1 + \frac{\eta_j \bar{g}}{\tau_{\max}})}$ and $L^2 \sum_{t=l}^{j} (J - \tau_t) \alpha^{-t} \sum_{k=1}^{K} \eta_k \sigma_k \alpha^k (1 + \frac{M_k}{\tau_{\max}}) < \frac{1}{\tau_{\max}} l \in [J]$. Then, we have the following convergence result:

$$\frac{1}{J} \sum_{j=1}^{J} \eta_j s_j \frac{1}{2} \|\nabla F(w_j)\|_2^2 \leq \frac{1}{J} \sum_{j=1}^{J} (A_j \eta_j^2 + \eta_j s_j G^2 + \eta_j \sum_{l=1}^{j} \alpha_j (J - \tau_j) \sum_{l=1}^{j} \eta_l B_j) + \frac{F(w_1) - F(w^*)}{J}, \quad (13)$$

where $s_j = \sum_{l=1}^{j} \alpha_j (J - \tau_j) \sum_{l=1}^{j} \eta_l B_j$ and $B_j = \frac{L^2 s_j}{2m} \sum_{l=1}^{j} \alpha_j (J - \tau_j) \sum_{l=1}^{j} \eta_l B_j$.

**Proof:** See Appendix B. $\square$

Based on Theorem 5.1, we can qualitatively analyze the impact of staleness and different levels of non-IID data. With respect to staleness, it is observed that the maximal staleness $\tau_{\max}$ has a negative impact on convergence rate. In AFL, the staleness is increasing with the increase of $P/K$, the ratio of number of total clients to the participants. Therefore, for large scale AFL system, it is critical to decrease $P/K$ to ensure a high model utility. Alternatively, we demonstrate how to further improve the model utility under the given $P/K$ by exploiting the stale gradients. With respect to non-IID data measured by the parameter $G^2$, it is observed that the convergence rate is decreasing with $G^2$. That is, the non-IID data has a negative impact on the model utility. However, the convergence result is too complex to acquire the convergence rate. Therefore, we consider the constant learning rate to simplify Equation (13).

**Remark 5.2.** If we set the weight of each received gradients to $1/K$ and set the learning rate to a constant $\eta$ in Theorem 5.1, the right part of the Equation (13) is $O(\sigma^2 / \eta + \eta G^2 + \frac{\eta}{\tau_{\max}} + \frac{1}{\eta^2})$.

If we further set the learning rate to $\eta = \frac{1}{\sqrt{K \tau_{\max}}}$, then for any large enough $J$ that satisfies $J \geq 4KL^2 (1 + \frac{\eta \bar{g}}{\tau_{\max}})$ and $L^2 \sum_{l=1}^{J} (J - \tau_l) \alpha^{-l} \sum_{l=1}^{J} \eta_l \sigma_k \alpha^k (1 + \frac{M_l}{\tau_{\max}}) < \frac{1}{\tau_{\max}} l \in [J]$, the convergence rate is $O(\frac{1}{\sqrt{K \tau_{\max}}} + \frac{1}{\eta^2} + G^2)$ where $G$ measures the level of non-IID data. We can notice that the the non-IID data will cause the model to fluctuate near the optimal solution. In IID settings, we have $G = 0$ and the convergence rate is $O(\frac{1}{\sqrt{K \tau_{\max}}} + \frac{1}{\eta^2})$ which indicates that WKAFL achieves a linear speedup.

Next, we will present the convergence result for stage two. Since the staleness can be unbounded and the gradients are clipped which is different from stage one, two additional assumptions are required and the rationality has been explained in the proof sketch.

**Theorem 5.3** (Stage Two). Assume Assumption 3.1, 3.2, 3.3 hold. To guarantee the convergence, we also assume Equation (11) and (12) holds. Learning rate satisfies that $\eta_j \leq \frac{1}{\tau_{\max}}$ and subjects to $V_j \geq 0$, where $V_j$ is

$$V_j = \frac{\eta_j s_j}{2} - \sum_{l=j}^{J} 3M_c \eta_j \alpha^{-j} - \sum_{l=j}^{J} \eta_l \sum_{k=1}^{l-1} \alpha^{-j} I_{l,k,t}$$
Then, we can obtain the following convergence result:

\[
\frac{1}{J} \sum_{j=1}^{J} V_j \|\nabla F(w_j)\|^2 \leq \frac{1}{J} \sum_{j=1}^{J} \left( \frac{3\eta_j s_j}{2} C + \eta_j \right) \sigma^2 \sum_{l=1}^{J} \sum_{t=1}^{T} \eta_l^2 s_l I_{j,l,t} + \frac{F(w_0) - F(w^*)}{J},
\]

where \( C = \sigma^2 + 2M \sigma^2 + \sigma^2 \) and \( I_{l,k,t} = 3L^2 B^2 \sum_{l} \alpha^2 (1 - k) \).

Proof: See Appendix C.

Parameters \( \sigma^2 \) represents the difference between the estimated gradient and the globally unbiased gradient. When \( \sigma^2 \) is small, the estimated gradient is closer to the globally unbiased gradient. The right part of Equation (14) becomes small and the model will converge faster. Similarly, as \( B \) decreasing, the left part of Equation (14) becomes large while the right part becomes small. Then, the model will also converge faster. In summary, both \( \sigma^2 \) and \( B \) have negative impacts on the convergence rate. The same as stage one, we will also analyze the settings with a constant learning rate. If we further set the learning rate to \( \eta \), then for Equation (14), we have \( O(\sqrt{\frac{1}{J}}) \).

Remark 5.4. If we set the learning rate to a constant \( \eta \) in Theorem 5.3, the right part of Equation (14) is \( O(\eta C + \eta^2 + \frac{1}{J}) \).

If we further set the learning rate to \( \eta = \frac{1}{J} \), then for any \( J \geq \frac{\sigma^2}{(\eta - \beta)^2} \geq L^2 S_J^2 \) and large enough \( J \) to make \( \frac{1}{J} \sum_{j=1}^{J} \sum_{t=1}^{T} \eta_l^2 s_l I_{j,l,t} \), we have \( O(\sqrt{\frac{1}{J}} + C) \). Since the term \( \sum_{j=1}^{J} \sum_{t=1}^{T} \eta_l^2 s_l I_{j,l,t} \) contains \( \alpha < 1 \), then the term is \( O(\alpha^i J^y), y \in \mathbb{R} \). Therefore, there exists large enough \( J \) to meet the conditions. The parameter \( C \) reflects the level of non-IID data and the convergence rate demonstrates that non-IID data will decrease the prediction accuracy. In IID settings, we have \( C = 0 \) and the convergence rate will be \( O(\sqrt{\frac{1}{J}}) \).

6 EXPERIMENT

In this section, we conducted extensive experiments under the PySyft framework [51] to validate the performance of proposed algorithm WKAFL in terms of the training speed, prediction accuracy and training stability. The proposed WKAFL was compared with three existing algorithms, which will be described in Section 6.4. Meanwhile, several benchmark datasets were adopted with varying levels of non-IIDness. In Section 6.6.3, ablation experiments demonstrate the impacts of each component of WKAFL. In Section 6.3, detailed comparison results are illustrated to validate the advantage of WKAFL.

6.1 Experiment Setup

6.1.1 Datasets and Models

In our experiments, we used four datasets: CelebA [52], EMNIST ByClass [53], EMNIST MNIST [53] and CIFAR10 [53]. The first two benchmark FL datasets were directly used. EMNIST MNIST and CIFAR10 were manually split to have different levels of non-IIDness.

- CelebA partitions the Large-scale CelebFaces Attributes Dataset by the celebrity in the image.
- EMNIST ByClass contains 81,425 character images of 62 unbalanced classes. It is partitioned over around 3,500 clients according to the writers in FL.
- EMNIST MNIST has 70,000 characters in ten balanced labels. We partitioned it into 10 subsets by the label. Then, the digit images were divided over clients, which sampled local data according to Algorithm 2. Every client has \( L_{num} \) classes of labels and the total number of data ranges from \( D_{min} \) to \( D_{max} \).
- CIFAR10 is a labeled dataset of 60,000 tiny color images in 10 classes, and consists of 50,000 training images and 10,000 test images. We partitioned CIFAR10 into FL according to Algorithm 4 similarly.

Algorithm 4 Generator of non-iid datasets.

Input: \( D_{min}, D_{max}, L_{num}, P \).
Output: Datas = \( (D_1, D_2, \cdots, D_P) \).
1: for \( i \in \{1, 2, \cdots, P\} \) do
2: Classes ← Sample \( L_{num} \) labels from \{0, 1, 2, \cdots, 9\};
3: \( D_{num} ← \text{RandInt}(D_{min}, D_{max}); \)
4: weights ← Sample \( L_{num} \) number in interval (0,1);
5: \( D_{num} ← D_{num} \times \text{weights}/\text{sum(\text{weights})}; \)
6: \( D_i ← \text{Sample data according to } D_{num} \text{ and Classes}. \)
7: end for

For the above four datasets, we deployed different CNN models. For CelebA, the model contains one convolutional layer with ReLU activation function followed by a maxpooling layer. The final pooled vector is passed to a dense layer with 1600 units. The loss was measured by the logarithmic softmax function. For EMNIST ByClass, it contains two convolutional layers with ReLU activation function followed by maxpooling layers. The final pooled vector is passed to a dense layer with 512 units. The loss was measured by the logarithmic softmax function. For EMNIST MNIST, the same CNN model for EMNIST ByClass’s is deployed. For CIFAR10, we adopted LeNet [54], a simple and classical CNN model.

6.1.2 Comparison Algorithms

We compared three asynchronous algorithms in our experiments, including temporally weighted asynchronous federated learning (TWAFL [36]), staleness-aware async-SGD (SASGD, [33]), and gradient scheduling with global momentum (GSGM, [31]). TWAFL and SASGD, were proposed to alleviate the effect of staleness to improve the prediction accuracy, and GSGM was proposed to alleviate the effect of non-IID data to improve training stability.

TWAFL. Unlike aggregating stale gradients in WKAFL, the server in TWAFL directly aggregates the \( K \) stale model parameters by assigning the stale model parameters with staleness-based weights to improve the prediction accuracy. For the sake of fair comparison, we modify TWAFL in which the server aggregates \( K \) stale gradients instead of model parameters. In particular, the model update formula is expressed as follow.

\[
w_{j+1} = w_j - \eta_j \sum_{i=1}^{K} \frac{m_i}{M} \left( \frac{c}{2} \right)^{-\tau_{j,i}} * g(w_{j,i}, \xi_{j,i}),
\]
where \( m_j, \tau_{j,i}, g(w_{j,i}, \xi_{j,i}) \) are the mini-batch size, staleness, and gradients uploaded by client \( i \) at the \( j \)-th iteration with \( m = \sum_{i=1}^{K} m_i \).

SASGD. In SASGD, the server first aggregates the \( K \) received stale gradients \( g(w_{j,i}, \xi_{j,i}) \) which are assigned with staleness-based weights \( \eta_{j,i} \). Then, the server applies the aggregated gradient to update the model parameters. The specific updating formula is presented as follows.

\[
\eta_{j,i} = \eta_0 / \tau_{j,i};
\]

\[
w_{j+1} = w_j - \frac{1}{K} \sum_{i=1}^{K} \eta_{j,i} g(w_{j,i}, \xi_{j,i}),
\]

where \( \eta_0 \) is the initial learning rate and \( \tau_{j,i} \) is the staleness for \( i \)-th client at \( j \)-th iteration.

GSGM. In GSGM with \( P \) clients totally, the server only uses one gradient at each iteration (fully AFL) and the whole training process is divided into several rounds. In each round, the server averages part gradients used in gradient scheduling strategy to modify the current inconsistent direction. According to this strategy, once the gradients submitted by a fast client are used for updating in one round, the client is blocked until next round begins. For the sake of fair comparison, we modify GSGM in which \( K \) gradients are selected to update the model at each iteration with other protocols unchanged and GSGM is also modified in the way that each client uploads only one gradient in one round to improve the accuracy of GSGM.

### 6.1.3 Metrics

In our experiments, we compared WKAFL with above algorithms in terms of training speed, model accuracy and training stability. The training speed is directly measured by the number of iterations before convergence. The model accuracy is measured by the prediction accuracy on test set. We describe the metric of training stability as follows.

Most studies focus more on the convergence rate and less on whether the training is stable. Particularly, a stable training indicates the training can be terminated with a relative stable model accuracy, instead of a fluctuated accuracy curve. In this paper, we use training stability to refer to the stability of last few model prediction accuracy on the test set before the final convergence. Particularly, it is measured by the standard deviation of the last \( A_{num} \) (which was set as 10) model accuracy values under logarithmic coordinates.

### 6.2 Ablation Experiment Result and Analysis

This part provides some ablation studies to demonstrate the impacts of each component of WKAFL. Specifically, WKAFL consists of three main components: gradients selection, and the strategies for staleness and non-IIDness. Therefore, in our ablation experiments, we removed them one by one, and the corresponding algorithms are named as WKAFL(No Grad-Sel), WKAFL(No Staleness) and WKAFL(No Non-IIDness) respectively.

Fig 6 shows the test accuracy of four algorithms on both benchmark FL datasets CelebA and EMNIST ByClass. As shown, WKAFL can always converge fastest to the highest prediction accuracy, which indicates that every component in WKAFL is indispensable. WKAFL converges faster and more stable than WKAFL(No Grad-Sel), validating the existence of contradiction and the effectiveness of gradients selection. WKAFL(No Staleness) always has the poorest performance, which illustrates that staleness has more impacts on the model utility.

### 6.3 Comparison Experiment Result and Analysis

In this part, our purpose is to validate that the proposed WKAFL performs better not only on benchmark FL datasets, but also on modified FL datasets in terms of prediction accuracy and training stability. Firstly, we implemented WKAFL and the comparison algorithms on two benchmark FL datasets, CelebA and EMNIST ByClass. Secondly, to comprehensively evaluate the performance of WKAFL, we implemented it on EMNIST MNIST and CIFAR10 which were modified to satisfy three levels of staleness and non-IID data respectively.

Fig 7 shows the test accuracy of four algorithms on CelebA and EMNIST ByClass. The training speed of WKAFL is faster than the other three algorithms in the beginning process and WKAFL can always achieve a higher accuracy which validates that the proposed WKAFL behaves well. The more comprehensive comparisons in terms of staleness and non-IID data are illustrated in Sections 6.3.1 and 6.3.2 respectively.

#### 6.3.1 Different Degrees of Staleness

Based on that the minimum average of staleness approximately equals \( P/(2K) \) (refer to Appendix D.1), we achieve different levels of staleness by setting different values of \( P \) (number of total clients) and \( K \) (number of participants at each iteration) and the level of staleness can be measured as \( P/K \) for convenience. For both EMNIST MNIST and CIFAR10, we set three levels of staleness, 1000/10 =
100, 3000/20 = 150, 3000/10 = 300 on EMNIST MNIST and 1000/20 = 50, 3000/20 = 150, 3000/10 = 300 on CIFAR10. The experimental results of test accuracy under the three levels on EMNIST MNIST and CIFAR10 is shown in Fig.7 and Fig.8 respectively and the final prediction accuracy is summarized in Table 2.

TABLE 2
Prediction Accuracy with Different Levels of Staleness.

| Datasets       | Staleness | Prediction Accuracy |
|----------------|-----------|---------------------|
|                |           | WKAFL   | TWAFI   | SASGD   |
| EMNIST MNIST   | 100       | 0.9734  | 0.962   | 0.9319  |
|                | 150       | 0.9756  | 0.9649  | 0.8753  |
|                | 300       | 0.9728  | 0.9572  | 0.8553  |
| CIFAR10        | 100       | 0.4433  | 0.4246  | 0.3308  |
|                | 150       | 0.4368  | 0.4241  | 0.2560  |
|                | 300       | 0.3970  | 0.3468  | 0.2029  |

Comparisons on EMNIST MNIST. Three conclusions are obtained from Fig.7 and Table 2 (rows 3-5). Firstly, WKAFL has the fastest training speed compared to algorithms TWAFI and SASGD under the three levels of staleness as shown in Fig.7, especially for high staleness in Fig.7c. This validates the idea of exploiting the stale gradients to accelerate the training process (as discussed in Section 4.3.3).

Secondly, Fig.7 shows that WKAFL has higher prediction accuracy than the compared algorithms, especially for high staleness which benefits from the strategies of clipping bound the stale gradients (as discussed in Section 4.3.2), selecting consistent gradients (as discussed in Section 4.3.3) and adaptively adjusting the learning rate (as discussed in Section 4.3.4), especially when the model is going to converge (Stage two). Thirdly, WKAFL is more robust to staleness. Based on the decreasing prediction accuracy in each column (rows 3-5) in Table 2, the staleness has a negative impact on the prediction accuracy for all algorithms which is consistent with the analysis of the negative effect of staleness (Theorems 5.1 and 5.3). We note that the accuracy reduction of WKAFL is the lowest while the accuracy reduction of SASGD is the highest. Apart from it, the curves of TWAFI and SASGD have more obvious changes than the curve of WKAFL when the level of staleness increases as shown in Fig.7.

Comparisons on CIFAR10. Similar results are obtained from Fig.8 and Table 2 (rows 6-8). When it comes to dealing with stale gradients and using the adaptive learning rate, the proposed WKAFL outperforms the compared algorithms in terms of training speed and prediction accuracy. Besides, Table 2 shows that the robustness advantage of WKAFL is more significant than that on EMNIST MNIST. Particularly, when staleness increases from 100 to 300, the accuracy of WKAFL decreases from 0.4433 to 0.3970 while the accuracy significantly decreases from 0.4246 to 0.3468 (from 0.3308 to 0.2029) for TWAFI (SASGD) algorithms which validates that WKAFL is extensible for FL with large scale distributed clients in which the staleness is usually high.
TABLE 3
Prediction Accuracy and Training Stability with Three Levels of Non-IID Degree Measured by $L_{num}$.

| Dataset      | $L_{num}$ | Final Accuracy | Model Stability |
|--------------|-----------|----------------|-----------------|
|              |           | WKAFL | TWAFL | GSGM | SASGD | WKAFL | TWAFL | GSGM | SASGD |
| EMNIST MNIST | 1         | 0.9728 | 0.9572 | 0.9057 | 0.8553 | 0.0060 | 0.0107 | 0.0032 | 0.0834 |
|              | 5         | 0.9754 | 0.9649 | 0.9081 | 0.8753 | 0.0068 | 0.0095 | 0.0027 | 0.0237 |
|              | 10        | 0.9658 | 0.9623 | 0.9075 | 0.8619 | 0.0036 | 0.0060 | 0.0018 | 0.0206 |
| CIFAR10      | 1         | 0.4368 | 0.4141 | 0.3568 | 0.2560 | 0.0284 | 0.0464 | 0.0135 | 0.0226 |
|              | 5         | 0.4443 | 0.4454 | 0.3568 | 0.2855 | 0.0133 | 0.0300 | 0.0083 | 0.0141 |
|              | 10        | 0.4489 | 0.4525 | 0.3430 | 0.2874 | 0.0180 | 0.0260 | 0.0144 | 0.0189 |

Additionally, we explain the reason of low prediction accuracy (about 44.5 percent) on CIFAR10 achieved here which is significantly lower than the existing high value (around 95 percent)\(^2\). The main reason is the memory restrictions of using the complicated CNN architecture proposed in [55], [56]. To validate the proposed WKAFL for scenarios with large scale distributed devices, the number of total clients $P$ was set as 3000. In AFL, 3000 duplicates of CNN are needed to be stored and computed because of the asynchronous manner. However, this requires a computer with large memory size. Therefore, we adopted a light model LeNet whose prediction accuracy under centralized machine learning is only around 67 percent\(^3\). Based on it, the achieved decentralized accuracy affected by both non-IID data and high staleness is acceptable and our main purpose is to validate the performance of WKAFL for any given model and dataset.

6.3.2 Different Degrees of Non-IID Data
Non-IID data is a basic characteristic of FL, however, there is no exact metrics of it. As adopted in [9], we also use the number of label classes $L_{num}$ to measure non-IID level. For example, for CIFAR10 which has labels $0, \ldots, 9$, $L_{num} = 1$ means that each client only owns data with one label, such as 5. Obviously, a small value $L_{num}$ means high level of non-IID data. We set three levels of data heterogeneity on both EMNIST MNIST and CIFAR10, $L_{num} = 1, 5, 10$. The experimental results of test accuracy on EMNIST MNIST and CIFAR10 are shown in Fig.9 and Fig.10 respectively. Table 3 shows the final prediction accuracy and training stability.

Comparisons on EMNIST MNIST. Four conclusions are drawn from Fig.9 and Table 3.

\(^2\) https://github.com/junyuseu/pytorch-cifar-models
\(^3\) https://github.com/icpm/pytorch-cifar10
Firstly, Fig[7] shows that the proposed WKAFL converges faster than other three algorithms for all three levels of data heterogeneity, especially for the highest level (Fig[23] with $L_{num} = 1$). This advantage benefits from full use of historical gradients (as discussed in Section 4.3.1). As the level of non-IID data increases, the direction of uploaded gradients will seriously deviate from the globally unbiased gradient and accumulated gradients can narrow the gap between uploaded gradients and consistent gradients. Therefore, the advantage of WKAFL is more significant for the high level of non-IID data.

Secondly, the proposed WKAFL achieves the highest prediction accuracy for all three levels of data heterogeneity as shown in columns 3-6 of Table 3 (rows 3-5) which illustrates that exploiting the historical gradients can alleviate the impact of non-IID data (as explained in Section 4.3.1), leading to a higher accuracy.

Thirdly, the training stability decreases as the level of non-IID data increases, i.e., $L_{num}$ from 10, 5 to 1, as shown in columns 7-10 of Table 3 (rows 3-5). This is because the gradient’s direction of non-IID data is likely to be deviated from the globally unbiased gradient. At different iterations, the direction of aggregated gradients based on $K$ participants will differently deviate from the globally unbiased gradient. Therefore, higher heterogeneity means more uncertainty. Experiment results validate our analysis (Section 5).

Fourthly, WKAFL has a better training stability as shown in columns 7-10 of Table 3 (row 3-5). A small value of training stability means a stable model. Although WKAFL does not have the best training stability, the comprehensive advantage of WKAFL is still significant, which can be described from two aspects. On the one hand, compared to GSGM with the best training stability, its prediction accuracy (row 3-5 in Table 3) and convergence rate (Fig. 9) is significantly lower than WKAFL. For example, when $L_{num} = 1$, the prediction accuracy for GSGM is only 85.53 percent, significantly lower than 97.28 percent for WKAFL. However, the training stability of WKAFL, i.e., the fluctuation degree in Fig[23] and Fig[26], is almost the same as GSGM. On the other hand, compared to TWAFL who has a slight prediction accuracy reduction, its training stability is significantly weaker than WKAFL. For example, when $L_{num} = 1$, the training stability for TWAFL is 0.0107, almost with 44 percent increment than 0.006 for WKAFL. Besides, Fig[26] shows that the fluctuation of TWAFL is more obvious than WKAFL.

Comparisons on CIFAR10. Similar conclusions are drawn from Fig[10] and Table 3 based on the same analysis on EMNIST MNIST. The only difference is that TWAFL achieves a slight improvement of prediction accuracy than the proposed WKAFL when $L_{num} = 5, 10$ (columns 2-3) because of the randomness in the experiments. In fact, TWAFL and WKAFL have almost the same training process in low level of data heterogeneity as shown in Fig[10b] and Fig[10c].

7 Conclusion
In this paper, we propose a two-stage weighted $K$-async FL (WKAFL) algorithm to improve the model utility of AFL. These improvements are achieved from three aspects.

Firstly, WKAFL estimates the globally unbiased gradient by accumulating historical gradients to alleviate the impact of non-IID data and aggregating $K$ gradients based on the staleness. Secondly, WKAFL picks gradients consistent with the estimated gradient and assigns them with a high weight and vice versa to improve the effect for mitigating non-IID data while preventing the stale gradients to bring down model utility. Thirdly, by further clipping the stale gradient in the second stage and adjusting the learning rate based on staleness, WKAFL improves the final prediction accuracy. The experiment results on four FL datasets validate that WKAFL can accelerate the training process and improve final prediction accuracy while guaranteeing a stable model, especially in settings with high staleness or high level of non-IID data.
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**APPENDIX A**

**COMPARISON EXPERIMENT OF WKAFL AND ZENO++**

In this section, we conducted experiments to compare the performance of WKAFL to that of ZENO++. Note that, ZENO++ is proposed to prevent byzantine workers for distributed ML from diverging the model, instead of a federated learning approach for privacy-preserving distributed ML. It works as follows. Before training, the server collects some non-private data and derives the benchmark gradients by pre-training. Then, the server scores every received candidate gradient by comparing with the benchmark gradients, and picks those with high scores to update the global model. To alleviate the computational burden on the server, ZENO++ adopts a lazy update mode, in which, the server estimates the benchmark gradients every $k (k \in \mathbb{N}^+)$ iterations.

### A.1 Experiment Setup

We also used EMNIST MNIST dataset in the comparison experiment. We varied the number of classes of collected data $L_{num} \in \{1, 10\}$ and the frequency of lazy update $k \in \{2, 5\}$ on the server for ZENO++. Table 4 shows the detailed parameter settings. Particularly, since ZENO++ is a fully asynchronous distributed ML algorithm, and the number of participant clients $K$ in each iteration is set to one. However, WKAFL adopts $K$-async FL and gradients selection and $K$ must be set to larger than one. Therefore, the number of total clients and participant clients for ZENO++ and WKAFL are set different in Table 4. To guarantee the approximately equivalent staleness, the ratio $P/K$ is set to the same value for WKAFL and ZENO++.

### A.2 Experiment Results and Analysis

Fig. 11 shows the relationship between the test accuracy and the number of iterations, for ZENO++ and WKAFL on EMNIST MNIST dataset. On the one hand, ZENO++ and WKAFL have similar performance only when the collected data can represent the global data distribution and the server updates the benchmark gradients frequently. For $L_{num} = 10$ and $k = 2$, ZENO++ converges faster than WKAFL when the iteration number is less than 300. However, WKAFL converges to a higher final accuracy. Both ZENO++ and WKAFL can converge stably. On the other hand, WKAFL behaves much better than ZENO++.
better than ZENO++ when the collected data of ZENO++ can not represent the overall data or the server has infrequent lazy update. When $k = 5$, the model utility decreases due to the fact that the benchmark gradients have larger staleness and become inaccuracy. When $L_{num} = 1$, the model will greatly decrease and fluctuate heavily around a low accuracy.

Fig. 11. Comparison between WKAF and ZENO++.

It should note that, the server has to collect some high-quality data before the collaborative training for ZENO++. However, this is infeasible in federated learning scenarios, because clients are prohibited to upload raw data due to privacy in design. Therefore, ZENO++ cannot be directly applied in federated learning scenarios.

**APPENDIX B**

**PROOF OF THEOREM 5.1**

In this section, we provide a proof of Theorem 5.1. To convey the proof clearly, it would be necessary to prove one certain useful lemma.

**Lemma B.1.** Assume Assumption 3.3 holds. Then, we have:

$$
\mathbb{E}[\sum_{i=1}^{K} p_{j,i} g(w_{j,i}, \xi_{j,i})] \leq \sigma^2 \sum_{i=1}^{K} \mathbb{E}[p_{j,i}^2] + \frac{1}{m} \sum_{i=1}^{K} \mathbb{E}[\sum_{j=1}^{K} p_{j,i} \nabla F_i(w_{j,i})].
$$

**Proof of Lemma B.1**

Observe that,

$$
\mathbb{E}[\sum_{i=1}^{K} p_{j,i} \nabla F_i(w_{j,i})] = \mathbb{E} \left[ \sum_{0 \leq i, k \leq K} p_{j,i} p_{j,k} \nabla F_i(w_{j,i}) \nabla F_k(w_{j,k}) \right]
= \frac{1}{2} \mathbb{E} \left[ \sum_{0 \leq i, k \leq K} p_{j,i} p_{j,k} (\| \nabla F_i(w_{j,i}) \|^2 + \| \nabla F_k(w_{j,k}) \|^2) \right]
= \mathbb{E} \left[ \sum_{0 \leq i, k \leq K} p_{j,i} p_{j,k} \| \nabla F_i(w_{j,i}) \|^2 \right]
\leq \mathbb{E} \left[ \sum_{i=1}^{K} p_{j,i} \| \nabla F_i(w_{j,i}) \|^2 \right]
\leq \mathbb{E} \left[ \sum_{i=1}^{K} p_{j,i} g(w_{j,i}, \xi_{j,i}) \right]
\leq \sigma^2 \sum_{i=1}^{K} \mathbb{E}[p_{j,i}^2] + \frac{1}{m} \sum_{i=1}^{K} \mathbb{E}[\sum_{j=1}^{K} p_{j,i} \nabla F_i(w_{j,i})].
$$

Based on $\sum_{i=1}^{K} p_{j,i} = 1$, we have

$$
\mathbb{E}[\sum_{i=1}^{K} p_{j,i} g(w_{j,i}, \xi_{j,i})] = \mathbb{E}[\sum_{i=1}^{K} p_{j,i} g(w_{j,i}, \xi_{j,i}) - \nabla F_i(w_{j,i}) + \nabla F_i(w_{j,i})]
= \mathbb{E}[\sum_{i=1}^{K} p_{j,i} g(w_{j,i}, \xi_{j,i}) - \nabla F_i(w_{j,i})] + \mathbb{E}[\sum_{i=1}^{K} p_{j,i} \nabla F_i(w_{j,i})]
\leq \sigma^2 \sum_{i=1}^{K} \mathbb{E}[p_{j,i}^2] + \frac{1}{m} \sum_{i=1}^{K} \mathbb{E}[\sum_{j=1}^{K} p_{j,i} \nabla F_i(w_{j,i})].
$$

**Equation (17)** holds since the cross term is 0 as derived below.

$$
\mathbb{E} \left[ \sum_{i=1}^{K} p_{j,i} g(w_{j,i}, \xi_{j,i}) - \nabla F_i(w_{j,i}) \right] = \sum_{i=1}^{K} \sum_{k=1}^{K} p_{j,i} p_{j,k} \mathbb{E} \left[ (g(w_{j,i}, \xi_{j,i}) - \nabla F_i(w_{j,i})) \nabla F_k(w_{j,k}) \right]
= \sum_{i=1}^{K} \sum_{k=1}^{K} p_{j,i} p_{j,k} \mathbb{E} \left[ (p_{j,i} - \nabla F_i(w_{j,i})) \nabla F_k(w_{j,k}) \right]
= \sum_{i=1}^{K} \sum_{k=1}^{K} p_{j,i} p_{j,k} \left( \mathbb{E} \left[ \nabla F_i(w_{j,i}) \nabla F_k(w_{j,k}) \right] \right]
= 0.
$$

**Equation (18)** is derived from Equation (16) and **Equation (19)** is derived based on Assumption 3.3. Based on Lemma B.1, we provide a proof of Theorem 5.1.

**Proof of Theorem 5.1**

Based on Assumption 3.3 and update rule $w_{j+1} = w_j - \eta \sum_{i=1}^{K} \alpha^{j-i} \sum_{i=1}^{K} p_{i,i} g(w_{i,i}, \xi_{i,i})$ we have

$$
F(w_{j+1}) - F(w_j) \leq \nabla F(w_j)(w_{j+1} - w_j) + \frac{L}{2} \| w_{j+1} - w_j \|_2^2
= -\nabla F(w_j) \eta \sum_{i=1}^{K} \alpha^{j-i} \sum_{i=1}^{K} p_{i,i} g(w_{i,i}, \xi_{i,i})
+ \frac{L}{2} \sum_{i=1}^{K} \sum_{i=1}^{K} \alpha^{j-i} \sum_{i=1}^{K} p_{i,i} g(w_{i,i}, \xi_{i,i})
= -\eta \sum_{i=1}^{K} \alpha^{j-i} \sum_{i=1}^{K} p_{i,i} g(w_{i,i}, \xi_{i,i})
+ \frac{L}{2} \eta^2 \sum_{i=1}^{K} \sum_{i=1}^{K} \alpha^{j-i} \sum_{i=1}^{K} p_{i,i} g(w_{i,i}, \xi_{i,i})
\leq 0.
$$

Define $s_j = \sum_{i=1}^{K} \alpha^{j-i} = \frac{1 - \alpha^j}{1 - \alpha}$ and take expectation on both sides of Equation (20):

$$
\mathbb{E}[F(w_{j+1})] - F(w_j) = -\eta \sum_{i=1}^{K} \alpha^{j-i} \mathbb{E} \left[ \sum_{i=1}^{K} p_{i,i} \nabla F(w_i) \right]
\leq 0.
$$
\[ \nabla F_i(w_{\tau(t)}) + \frac{L}{2} \eta^2_j \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} g(w_{l,i}, \xi_{l,i}) \| (\sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} g(w_{l,i}, \xi_{l,i})) \|_2^2 \]
\[ \leq \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\| \nabla F_{i}(w_{j}) \|_2^2 + \| \nabla F_i(w_{\tau(t)}) \|_2^2 - \| \nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)}) \|_2^2) \]
\[ + \frac{L}{2} \eta^2_j \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\| \nabla F_{i}(w_{j}) \|_2^2 + \| \nabla F_i(w_{\tau(t)}) \|_2^2 - \| \nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)}) \|_2^2) \]
\[ + \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\sum_{m} K p_{l,i} (\frac{M_c}{m} p_{l,i} + 1) \| \nabla F_i(w_{\tau(t)}) \|_2^2) \]. \quad (21)

Equation (21) follows from 2a^Tb = ||a||^2_2 + ||b||^2_2 - ||a-b||^2_2 and Jensen’s inequality. Equation (22) is derived by Lemma B.1.

Notice that \( \sum_{l=1}^{K} p_{l,i} = 1 \), then we have
\[ \mathbb{E}[\nabla F_i(w_{j+1})] - \nabla F_i(w_j) \leq \frac{L \eta_j^2}{2m} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} \mathbb{E}[p_{l,i}^2] \]
\[ - \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\| \nabla F_{i}(w_{j}) \|_2^2 + \| \nabla F_i(w_{\tau(t)}) \|_2^2 - \| \nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)}) \|_2^2) \]
\[ + \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\| \nabla F_{i}(w_{j}) \|_2^2 + \| \nabla F_i(w_{\tau(t)}) \|_2^2 - \| \nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)}) \|_2^2) \]
\[ + \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\sum_{m} K p_{l,i} (\frac{M_c}{m} p_{l,i} + 1) \| \nabla F_i(w_{\tau(t)}) \|_2^2). \quad (23) \]

Equation (23) is derived because learning rate \( \eta_j \) satisfies \( \eta_j \leq \frac{2L \eta_j^2 (1 + \frac{M_c}{m} p_{l,i})}{2 \eta_j (1 + \frac{M_c}{m} p_{l,i})} \). Now, we aim to bound the term \( A \).

With respect to term \( A \),
\[ A = \mathbb{E}[\sum_{l=1}^{K} p_{l,i} |\nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)})|_2^2] \]
\[ + \mathbb{E}[\sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} |\nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)})|_2^2] \]
\[ + \frac{\eta_j}{4} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\| \nabla F_{i}(w_{j}) \|_2^2 + \| \nabla F_i(w_{\tau(t)}) \|_2^2 - \| \nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)}) \|_2^2) \]. \quad (24)

Equation (24) is derived based on Assumptions 3.1 and 3.3.

Define \( \tau_i = \max(1, l - \tau_{max}) \). With respect to term \( B \),
\[ B \leq \mathbb{E}[\sum_{l=1}^{K} p_{l,i} |\nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)})|_2^2] \]
\[ = \mathbb{E}[\sum_{l=1}^{K} p_{l,i} |\sum_{t=l+1}^{l+\tau_i} (w_{t+1} - w_{t})|_2^2] \]
\[ \leq \mathbb{E}[\sum_{l=1}^{K} p_{l,i} (\tau - \tau_i) \sum_{k=1}^{K} \sum_{l=1}^{K} \eta_k^2 \sum_{t=1}^{t} \alpha^{t-k} \sum_{k=1}^{K} p_{k,i} \sum_{m} K p_{k,i} (\frac{M_c}{m} p_{k,i} + 1) \| \nabla F_i(w_{\tau(t)}) \|_2^2) \]. \quad (25)

Equation (25) is derived from Lemma B.1.

By replacing Equations (24), (25) into Equation (23), we have
\[ \mathbb{E}[\nabla F_i(w_{j+1})] - \nabla F_i(w_j) \leq \frac{L \eta_j^2}{2m} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} \mathbb{E}[p_{l,i}^2] - \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\| \nabla F_{i}(w_{j}) \|_2^2 + \| \nabla F_i(w_{\tau(t)}) \|_2^2 - \| \nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)}) \|_2^2) \]
\[ + \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\| \nabla F_{i}(w_{j}) \|_2^2 + \| \nabla F_i(w_{\tau(t)}) \|_2^2 - \| \nabla F_{i}(w_{j}) - \nabla F_i(w_{\tau(t)}) \|_2^2) \]
\[ + \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\sum_{m} K p_{l,i} (\frac{M_c}{m} p_{l,i} + 1) \| \nabla F_i(w_{\tau(t)}) \|_2^2) \]
\[ + \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\sum_{m} K p_{l,i} (\frac{M_c}{m} p_{l,i} + 1) \| \nabla F_i(w_{\tau(t)}) \|_2^2) \]
\[ + \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} \sum_{k=1}^{K} p_{l,i} (\sum_{m} K p_{l,i} (\frac{M_c}{m} p_{l,i} + 1) \| \nabla F_i(w_{\tau(t)}) \|_2^2). \]

\[ \leq 2L^2 \mathbb{E}[\sum_{l=1}^{K} p_{l,i} |w_j - w_{l-\tau_i}|_2^2) ] \quad (26) \]
\[
\leq \frac{\lambda^2}{2m} \eta^2 s_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \mathbb{E}[p_{i,l}] - \frac{\eta_j s_j}{2} \sum_{i=1}^{K} \|\nabla F(w_j)\|^2_2 \\
+ \eta_j s_j G^2 + \eta_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l}L^2 \sum_{i=1}^{j} (j - \tau_i) \eta^2 s_l \sum_{i=1}^{K} \sum_{k=1}^{l} \alpha^{j-k} \\
\sum_{i=1}^{j} \eta^2 s_k \kappa^{k-\alpha} \sum_{i=1}^{K} \sum_{k=1}^{i} \eta^2 s_k \kappa^{k-\alpha} (1 + \frac{M}{m} \rho_{i,i}) \|\nabla F_t(w_{(1)})\|^2_2 \\
\sum_{i=1}^{j} \eta^2 s_l \sum_{i=1}^{j} \eta^2 s_l \kappa^{l-\alpha} (1 + \frac{M}{m} \rho_{i,i}) > 0.
\]

Then, we have

\[
\mathbb{E}[F(w_{j+1})] - F(w_j) \leq \frac{\lambda^2}{2m} \eta^2 s_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \mathbb{E}[p_{i,l}] \\
- \frac{\eta_j s_j}{2} \sum_{i=1}^{K} \|\nabla F(w_j)\|^2_2 + \eta_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l}L^2 (j - \tau_i) \\
\sum_{i=1}^{j} \eta^2 s_l \sum_{i=1}^{j} \eta^2 s_l \kappa^{l-\alpha} \sum_{i=1}^{K} \sum_{k=1}^{i} \eta^2 s_k \kappa^{k-\alpha} (1 + \frac{M}{m} \rho_{i,i}).
\]

Taking summation with respect to \( j \in \{1, 2, \cdots, J\} \) on both sides, we obtain the following result:

\[
\frac{1}{J} \sum_{j=1}^{J} \left( \frac{\eta_j s_j}{2} \sum_{i=1}^{K} \|\nabla F(w_j)\|^2_2 \right) \leq \frac{1}{J} \sum_{j=1}^{J} \left( \frac{\lambda^2}{2m} \eta^2 s_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \mathbb{E}[p_{i,l}] \\
- \frac{\eta_j s_j}{2} \sum_{i=1}^{K} \|\nabla F(w_j)\|^2_2 + \eta_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l}L^2 (j - \tau_i) \sum_{i=1}^{j} \eta^2 s_l \sum_{i=1}^{j} \eta^2 s_l \kappa^{l-\alpha} \sum_{i=1}^{K} \sum_{k=1}^{i} \eta^2 s_k \kappa^{k-\alpha} (1 + \frac{M}{m} \rho_{i,i}).
\]

\[
\sum_{i=1}^{K} \sum_{k=1}^{i} \eta^2 s_k \kappa^{k-\alpha} (1 + \frac{M}{m} \rho_{i,i}) \frac{\sigma^2}{m} \sum_{i=1}^{K} \sum_{k=1}^{i} \eta^2 s_k \kappa^{k-\alpha} (1 + \frac{M}{m} \rho_{i,i}) F(w_j) - F(w^*). \\
\]

\[\square\]

\section*{APPENDIX C

\textbf{PROOF OF THEOREM 5.3}}

\textbf{Proof of Theorem 5.3} Based on Assumption 3.1 and update rule \( w_{j+1} = w_j - \eta_j \sum_{i=1}^{K} \alpha^{j-l} \sum_{i=1}^{K} \rho_{i,i} \bar{g}(w_{(1)}, \xi_{(1)}) \), we have

\[
F(w_{j+1}) - F(w_j) \leq \nabla F(w_j)(w_{j+1} - w_j) + \frac{L}{2} \|w_{j+1} - w_j\|^2_2 \\
= -\nabla F(w_j) \eta_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \rho_{i,i} \bar{g}(w_{(1)}, \xi_{(1)}) \\
+ \frac{L}{2} \|\eta_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \rho_{i,i} \bar{g}(w_{(1)}, \xi_{(1)})\|^2_2 \\
= -\eta_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \rho_{i,i} \bar{g}(w_{(1)}, \xi_{(1)}) \\
+ \frac{L}{2} \eta_j^2 \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \rho_{i,i} \bar{g}(w_{(1)}, \xi_{(1)})\|^2_2 \\
+ \frac{\lambda^2}{2m} \eta^2 s_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \mathbb{E}[p_{i,l}] - \frac{\eta_j s_j}{2} \sum_{i=1}^{K} \|\nabla F(w_j)\|^2_2 \\
+ \eta_j s_j G^2 + \eta_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l}L^2 \sum_{i=1}^{j} (j - \tau_i) \eta^2 s_l \sum_{i=1}^{K} \sum_{k=1}^{l} \alpha^{j-k} \\
\sum_{i=1}^{j} \eta^2 s_k \kappa^{k-\alpha} \sum_{i=1}^{K} \sum_{k=1}^{i} \eta^2 s_k \kappa^{k-\alpha} (1 + \frac{M}{m} \rho_{i,i}) \|\nabla F_t(w_{(1)})\|^2_2 \\
\sum_{i=1}^{j} \eta^2 s_l \sum_{i=1}^{j} \eta^2 s_l \kappa^{l-\alpha} (1 + \frac{M}{m} \rho_{i,i}) > 0.
\]

Define \( s_j = \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} = \frac{1 - \alpha^j}{1 - \alpha} \) and take expectation on both sides of Equation (26):

\[
\mathbb{E}[F(w_{j+1})] - F(w_j) = -\eta_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \mathbb{E}[p_{i,l}] |\nabla F(w_j)|^2_2 \\
+ \eta_j s_j G^2 + \eta_j \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l}L^2 \sum_{i=1}^{j} (j - \tau_i) \eta^2 s_l \sum_{i=1}^{K} \sum_{k=1}^{l} \alpha^{j-k} \\
\sum_{i=1}^{j} \eta^2 s_k \kappa^{k-\alpha} \sum_{i=1}^{K} \sum_{k=1}^{i} \eta^2 s_k \kappa^{k-\alpha} (1 + \frac{M}{m} \rho_{i,i}) \|\nabla F_t(w_{(1)})\|^2_2 \\
\sum_{i=1}^{j} \eta^2 s_l \sum_{i=1}^{j} \eta^2 s_l \kappa^{l-\alpha} (1 + \frac{M}{m} \rho_{i,i}) \frac{\sigma^2}{m} \sum_{i=1}^{K} \sum_{k=1}^{i} \eta^2 s_k \kappa^{k-\alpha} (1 + \frac{M}{m} \rho_{i,i}) \mathbb{E}[p_{i,l}] > 0.
\]

Equations (27) and (28) are derived based on Jensen’s inequality. Equation (29) is derived because the learning rate satisfies that \( \eta_j \leq \frac{1}{\tau s_j} \).

With respect to term \( C \),

\[
C = \mathbb{E} \left[ \sum_{i=1}^{K} \sum_{l=1}^{j} \alpha^{j-l} \sum_{i=1}^{K} \mathbb{E}[p_{i,l}] |\nabla F(w_j) - \nabla F(w_l) + \nabla F(w_l) - \bar{g}(w_{(1)})|^2_2 \\
+ \bar{g}(w_{(1)}) - \bar{g}(w_{(1)}, \xi_{(1)}) |\nabla F(w_j) - \bar{g}(w_{(1)}, \xi_{(1)})|^2_2 \\
\right] \\
\leq 3|\nabla F(w_j) - \nabla F(w_l)|^2_2 + 3|\nabla F(w_l) - \bar{g}(w_{(1)}, \xi_{(1)})|^2_2 \\
+ 3|\bar{g}(w_{(1)}) - \bar{g}(w_{(1)}, \xi_{(1)})|^2_2 \\
\leq 3L^2 \|\nabla F(w_j) - \nabla F(w_l) + \nabla F(w_l) - \bar{g}(w_{(1)}, \xi_{(1)})|^2_2 \\
+ 3|\bar{g}(w_{(1)}) - \bar{g}(w_{(1)}, \xi_{(1)})|^2_2 \\
+ 3M \|\bar{g}(w_{(1)}) - \bar{g}(w_{(1)}, \xi_{(1)})|^2_2.
\]
\[
\begin{align*}
&\leq 3L^2 \sum_{t=1}^{j-1} \sum_{l=1}^{j-l} (j-l) \eta_l^2 s_t \sum_{k=1}^{t} \alpha^{t-k} \sum_{i=1}^{K} p_{k,i} \|\tilde{g}(w_{k,i}, \xi_k)\|_2^2 \\
&+ 3\sigma_c^2 + 3M_c ||\tilde{g}(w_t) - \nabla F(w_t)\|_2^2 + 3\sigma_c^2 \\
&\leq 3L^2 \sum_{t=1}^{j-1} \sum_{l=1}^{j-l} (j-l) \eta_l^2 s_t \sum_{k=1}^{t} \alpha^{t-k} \sum_{i=1}^{K} p_{k,i} B^2 \|\tilde{g}(w_{k,i})\|_2^2 \\
&+ 3\sigma_c^2 + 6M_c \sigma_c^2 + 6M_c ||\nabla F(w_t)\|_2^2 + 3\sigma_c^2 \\
&\leq 3L^2 \sum_{t=1}^{j-1} \sum_{l=1}^{j-l} (j-l) \eta_l^2 s_t \sum_{k=1}^{t} \alpha^{t-k} \sum_{i=1}^{K} p_{k,i} B^2 \|\tilde{g}(w_{k,i})\|_2^2 \\
&+ 3\sigma_c^2 + 6M_c \sigma_c^2 + 6M_c ||\nabla F(w_t)\|_2^2 + 3\sigma_c^2 \\
&\quad + 6M_c \|\nabla F(w_t)\|_2^2 + 6L^2 \sigma_c^2 B^2 \sum_{t=1}^{j-1} (j-l) \eta_l^2 s_t^2 + 3\sigma_c^2 \\
&+ 6M_c \sigma_c^2 + 3\sigma_c^2. 
\end{align*}
\]

By replacing Equation (31) into Equation (29), we have

\[
\begin{align*}
E[F(w_{j+1})] - F(w_j) &\leq -\frac{\eta_j s_j}{2} ||\nabla F(w_j)\|_2^2 + \\
&\quad + \frac{\eta_j}{2} \sum_{l=1}^{j} \alpha^{j-l} (3\sigma_c^2 + 6M_c \sigma_c^2 + 6M_c ||\nabla F(w_l)\|_2^2 + 3\sigma_c^2) \\
&\quad + 3\eta_j L^2 B^2 \sum_{l=1}^{j} \alpha^{j-l} \sum_{t=1}^{l} (j-l) \eta_l^2 s_t \sum_{k=1}^{t} \alpha^{t-k} ||\nabla F(w_k)\|_2^2 \\
&\quad + 3\eta_j L^2 \sigma_c^2 B^2 \sum_{l=1}^{j} \alpha^{j-l} \sum_{t=1}^{l} (j-l) \eta_l^2 s_t^2 \\
&\quad - \frac{\eta_j s_j}{2} ||\nabla F(w_j)\|_2^2 + \frac{3\eta_j s_j}{2} (\sigma_c^2 + 2M_c \sigma_c^2 + \sigma_c^2) \\
&\quad + 3\eta_j M_c \sum_{l=1}^{j} \alpha^{j-l} ||\nabla F(w_l)\|_2^2 \\
&\quad + 3\eta_j L^2 B^2 \sum_{l=1}^{j} \sum_{t=1}^{l} \alpha^{j-k} (j-k) \eta_l^2 s_t \alpha^{t-l} ||\nabla F(w_l)\|_2^2 \\
&\quad + 3\eta_j L^2 \sigma_c^2 B^2 \sum_{l=1}^{j} \alpha^{j-l} \sum_{t=1}^{l} (j-l) \eta_l^2 s_t^2. 
\end{align*}
\]

Taking summation with respect to \(j\) on both sides, we obtain

\[
\begin{align*}
F(w^*) - F(w_1) \leq \sum_{j=1}^{J} \frac{3\eta_j s_j}{2} (\sigma_c^2 + 2M_c \sigma_c^2 + \sigma_c^2) \\
+ 3\eta_j L^2 \sigma_c^2 B^2 \sum_{l=1}^{j} \alpha^{j-l} \sum_{t=1}^{l} (j-l) \eta_l^2 s_t^2 \\
- \sum_{j=1}^{J} \frac{\eta_j s_j}{2} ||\nabla F(w_j)\|_2^2 + \sum_{j=1}^{J} 3\eta_j \sum_{l=1}^{j} \alpha^{j-l} (M_c + \\
L^2 B^2 \sum_{l=1}^{j} \sum_{t=1}^{l} \alpha^{t-k} (j-k) \eta_l^2 s_t) ||\nabla F(w_l)\|_2^2 \\
= \sum_{j=1}^{J} \left( \frac{3\eta_j s_j}{2} (\sigma_c^2 + 2M_c \sigma_c^2 + \sigma_c^2) + 3\eta_j L^2 \sigma_c^2 B^2 \sum_{l=1}^{j} \alpha^{j-l} \sum_{t=1}^{l} (j-l) \eta_l^2 s_t^2 \right) \\
+ \sum_{l=1}^{j} \frac{\eta_l s_l}{2} ||\nabla F(w_l)\|_2^2 - \sum_{j=1}^{J} \frac{\eta_j s_j}{2} ||\nabla F(w_j)\|_2^2 \\
+ \sum_{j=1}^{J} 3\eta_j \sum_{l=1}^{j} \alpha^{j-l} ||\nabla F(w_l)\|_2^2 + \sum_{j=1}^{J} 3\eta_j L^2 \sum_{t=1}^{j-1} \eta_t s_t \\
+ \sum_{l=1}^{j} \frac{\eta_l s_l}{2} \sum_{k=1}^{l} (l-k) \alpha^{l-t-j-k} ||\nabla F(w_j)\|_2^2. 
\end{align*}
\]

Equation (32) amounts to:

\[
\begin{align*}
\frac{1}{J} \sum_{j=1}^{J} \frac{\eta_j s_j}{2} - \frac{3\eta_j L^2 B^2}{2} \sum_{l=1}^{J-1} \sum_{t=1}^{l} (l-k) \alpha^{l-t-j-k} ||\nabla F(w_j)\|_2^2 \\
&\leq \frac{1}{J} \sum_{j=1}^{J} \frac{3\eta_j s_j}{2} (\sigma_c^2 + 2M_c \sigma_c^2 + \sigma_c^2) + 3\eta_j L^2 \sigma_c^2 B^2 \\
&\quad + \sum_{l=1}^{J-1} \sum_{t=1}^{l} (j-l) \eta_l^2 s_t^2 + \frac{F(w_1) - F(w^*)}{J}.
\end{align*}
\]

\[\square\]

**APPENDIX D**

**MINIMAL ESTIMATION OF AVERAGED STALINESS**

**Theorem D.1.** In K-sync FL, assume that there are totally \(P\) clients participating in the training process and \(K\) clients uploading their gradients at one iteration. Then, after \(P/K\) iterations, the averaged staleness of gradients is more than \(K/P\) \(1 + [P/K]\) * \(P/K\).

**Proof of Theorem D.1.** At \(j\)-th iteration, define a series of numbers from small to large \(\tau_{j,1}, \tau_{j,2}, \ldots, \tau_{j,P}\) as the staleness of \(P\) clients' gradients. After \(P/K\) iterations, the first \(K\) numbers \(\tau_{j,K}, \tau_{j,K+1}, \ldots, \tau_{j,2K}\) cannot be smaller than 2 because the gradients have been calculated for at least two iterations. Then, we have:

\[
\begin{align*}
\tau_{j,1} + \tau_{j,2} + \ldots + \tau_{j,P} &\geq K + 2 + 2 + \ldots + 2 + \tau_{j,2K+1} + \ldots + \tau_{j,P} \\
&\geq K + 2K + \ldots + [P/K] * K \\
&\geq K + 2K + \ldots + [P/K] * K \\
&\geq K (1 + [P/K]) * \frac{P}{2K}.
\end{align*}
\]

Therefore, the least averaged staleness is:

\[
(\tau_{j,1} + \tau_{j,2} + \ldots + \tau_{j,P})/P \geq K (1 + [P/K]) * \frac{P}{2K}.
\]

\[\square\]

**Remark D.2.** When \(P\) is much higher than \(K\), the lower bound of averaged staleness is around \(P^2\).