A Machine Learning Approach to Forecast Economic Recessions—An Italian Case Study

Giovanni Cicceri 1,*, Giuseppe Inserra 2 and Michele Limosani 2

1 Department of Engineering, University of Messina, Messina 98166, Italy
2 Department of Economics, University of Messina, Messina 98122, Italy; giuseppe.inserra@studenti.unime.it (G.I.); limosani@unime.it (M.L.)

* Correspondence: gcicceri@unime.it

Received: 20 December 2019; Accepted: 6 February 2020; Published: 13 February 2020

Abstract: In economic activity, recessions represent a period of failure in Gross Domestic Product (GDP) and usually are presented as episodic and non-linear. For this reason, they are difficult to predict and appear as one of the main problems in macroeconomics forecasts. A classic example turns out to be the great recession that occurred between 2008 and 2009 that was not predicted. In this paper, the goal is to give a different, although complementary, approach concerning the classical econometric techniques, and to show how Machine Learning (ML) techniques may improve short-term forecasting accuracy. As a case study, we use Italian data on GDP and a few related variables. In particular, we evaluate the goodness of fit of the forecasting proposed model in a case study of the Italian GDP. The algorithm is trained on Italian macroeconomic variables over the period 1995:Q1-2019:Q2. We also compare the results using the same dataset through Classic Linear Regression Model. As a result, both statistical and ML approaches are able to predict economic downturns but higher accuracy is obtained using Nonlinear Autoregressive with exogenous variables (NARX) model.
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1. Introduction

In the years since the Great Recession of 2008, economists have studied which policy responses worked and which ones did not, and two findings stood out. First, fiscal policy is an important tool to fight a recession and second, it is crucial to have a quick and effective response to a recession in order to limit its longest-lasting and most-severe effects. In light of recent crises in the economy worldwide, the issue of forecasting Gross Domestic Product (GDP) is highly debated.

During the last ten years Italy suffered two great crises, in 2008 and 2011, and it is actually living a stagnation. Italian Real GDP started to decline significantly in 2008:Q2 with a short drop in 2007:Q4, and its growth did not recover until 2009:Q4. For this, the cumulative fall from the 2008:Q1 peak until 2009:Q4 was 23.49%. In addition, Italy suffered a national debt crisis in 2011. Real GDP started again to fall in 2011:Q4 and growth was not resumed until 2013:Q4. The aggregate fall for this period was 19.34% based on the last peak in 2011:Q3. Overall, Italy from the two crises, in just ten years, lost 30.6% of the real GDP.

Policy decision-makers sometimes have to make speed choices and often found to be wrong due to the lack of knowledge on the current economy in their country. If the drop in output could be detected by policy makers, financial policies could be adjusted together with fiscal policies to avoid the recession or to limit the effects of the same on the real economy. The major statistical indicators that are publicly released offer many doubts and uncertainties for their economic forecasts as they are released with very late and are frequently subject to major revisions. The development of new predictive models
is a current topic for many institutions and central banks and is an important instrument for them to help address these gaps. In fact, current methodologies often lack the ability to predict the outcome of a recession in a prompt and efficient manner. This is the case of the National Bureau of Economic Research’s methodology, as it needs two consecutive quarters with a negative growth to announce the beginning of a recession. This determines an important lag before making aware policy makers of the incoming storm. A prompt insight in this field could make the difference, allowing policy makers to issue all the necessary reforms act to overcome the situation reducing the negative effect of the recession on all economic aspects.

In such a context, the explosion of new technologies like Artificial Intelligence (AI) and different Machine Learning (ML) techniques play an important role and can be used to manage complex economic systems equipped with huge data. The use of ML models is now guaranteed to be able to manage large amounts of data and provide great guarantees in terms of accuracy of the final model even when faced with a greater number of potential regressors compared to the presence of small volumes of observations. On the other hand, ML represents a key approach to build models capable of correlating all data from different economic sources and dynamically responding to different problems, without the help of human beings.

The purpose of our analysis is to adopt and test a forecasting model for GDP movements, using several advanced ML techniques. We examine whether ML algorithms can improve forecasting accuracy and try to define which variables drive the economy recovery and forecast recession. We started by an overview of various theoretical macro-economic models. There is a relevant debate about which variables can give insight on the state of economic health. In literature, there are many indicators built for this purpose as it will be shown in the upcoming pages. With the advent of new technologies, there has been a considerable increase in accuracy regarding forecasts on financial market trends. This automation has allowed the introduction of ad-hoc algorithms able to analyse, in a short time, a considerable amount of data with the aim of performing accurate forecasts by improving the robustness of these systems. For this reason, the authors propose a technique based on non-linear autoregressive Levenberg-Marquardt (LM) algorithm [1] that, starting from the analysis of historical data, is able to perform an accurate prediction of future values of the GDP. We test our model on short-term forecasts of real GDP growth in Italy, by comparing the forecasts obtained from these models with the real value of the GDP by evaluating the ML performance compared to the classical statistical approaches. We used data analytics with only the default input parameters to the LM algorithm, by making the robustness check in applying different settings by using Matlab software packages.

The present paper is structured as follows: in Section 2 we describe briefly the literature on GDP movements in Italy. Section 3 illustrates the dataset that we have chosen to carry out the study and the motivation that led us to the use of these variables. Section 4 describes the chosen methodologies. Section 5 discusses performance evaluation results for the proposed model. Finally, Section 6 summarizes the conclusions and discusses future research directions.

2. Related Literature

There are many theories about how economy works, and which variables must be analysed so to keep prompt insight on economic trends. In literature it is debated how to conduct forecasting research in macroeconomics field and scholars fundamentally divide in two main clusters, based on the adopted research methodology. In the study conduct by Nyman and Ormerod [2], which we take as the main example on the methodology adopted in our case study, they focus on short-term forecast of real GDP growt for United States and United Kingdom both with a statistical approach by using Ordinary Least Squares (OLS) regression and Random Forest (RF) ML technique by demonstrating how the latter guarantee more accuracy, especially in the great recession of 2008/09. A main group adopts a statistical approach, assuming that data can be explained by stochastic models and others have a more mechanical approach, based on the exploitation of algorithms and treating data as instruments to understand unknown mechanisms [3]. Other works in the recent literature witnesses the widespread
of approaches less common, such as the Kinetic Theory for Active Particles (KTAP) approach to the modelling of economic systems [4,5]. The authors of Reference [6] propose a model of credit risk infection on the performance of financial networks through the inclusion of infected elements, distinguishing systemic risk from idiosyncratic risk and testing it in different topological networks with different levels of connectivity. Economics journals are reluctant about accepting research without the adoption of methods with formal properties—including large sample properties of estimators and test (regarding consistency, normality and efficiency. However, the increasing in knowledge in supervised and unsupervised ML techniques are undeniable, just seeing the application of this technology in pattern, voice or photos recognition, but also relevant in recent literature in the field of economics, econometrics and statistics [7]. The authors of Reference [8], for instance, use ML in econometric field and the idea is that ML is able to discover complex structure in the data and the intuitions is that this new frontier in econometrics can provide tools to overcome the limits in forecasting prediction, in particular in GDP growth. They support their insight with several ML techniques applied on prediction of house values by using RF and Ensemble algorithms by showing a double accuracy capacity than traditional econometric techniques such as OLS regression. In this contribution [9] you develop a predictive methodology of a Lyapunov-based economic model predictive control (LEMPC) in the field of economic optimization by demonstrating its economic optimality and closed-loop stability through an ensemble of Recurrent Neural Networks (RNN) and an k-fold cross-validation applied in nonlinear systems.

Other manuscripts [10,11] use the same Lyapunov-based approach, respectively, to solve the problem of predictive control model (MPC) design of the data-based economic on a non-linear chemical process system and to address the problem of control system design for chemical processes to guarantee economic optimization and process operational security in stochastic nonlinear systems.

Another work [12] demonstrated, through the use of the Bayesian Additive Regression Tree (BART) model, that predictions using a high number of predictors offer more accuracy in short macroeconomic time series. The authors of Reference [13] present a Nonlinear autoregressive (NAR) approach of neural network for the prediction of time series based on the LM method, used for management of network parameters, and introducing a heuristic law that regulates the learning process and modifies the topology of the network. The simulation phase of the prediction has been applied through the Monte Carlo method also with the insertion of a Gaussian noise. Another study [14] compared the short-term forecasting capabilities of different statistical approaches using a dataset with multiple monthly indicators embedded with little but very valuable information, showing that this forecasting strategy is better than those based on a single indicator. This study includes Europe and the five largest countries in the 1996-2011 period.

The authors of Reference [15], using an ARIMA (Auto-Regressive-Integrated-Moving-Average) model to predict future time series through the Box - Jenkins technique, accentuate the importance of GDP as one of the most important indicators for an economic growth of a country and consider that the correct prediction of this indicator is fundamental in central bank decision-making for all countries.

Even thought there is not a clear evidence about how ML can increase forecasting accuracy in the predictions obtained, in literature there are many examples on how forecasting accuracy could be augmented by this technology. However, there is an evidence that simple univariate linear models are often more robust than multivariate [16].

The main contribution that we present in this paper is that ML algorithms, such as the LM algorithm, offer better performance in forecasting the economic recession than the classic statistical approaches commonly used. Another important contribution is that using only the raw explanatory variables without modifications, we obtain good results by demonstrating how, from LM approach, it is possible to correctly evaluate the state of health of the country Italy, taking all the necessary precautions from a political point of view.
3. Dataset

In this section, we provide details about the Italian economic dataset by introducing the main indicators of credit and real economic activity. We conduct the research using Italian economics data, available from several sources. Based on a research conducted by Fildes and Stekler [17], that asserts there is no real method that demonstrates that the accuracy of one model is better than another or that it is better during the time, we decided to take data spanning from the period 1995:Q1 to 2019:Q2 (data are available in ISTAT database), and we consider as dependent variable the adjusted quarterly Italian GDP. This represents the amount of the production made in Italy in each quarter without adjustment for seasonality and inflation. We decided to choose this variable in order to maintain in our model all the information and all the effects due to other economic variables. From the adjusted GDP growth rate, policy maker is able to evaluate the effectiveness of their policy and to introduce new measures. It should be highlighted that the dataset taken into consideration has been constructed based on our theoretical knowledge and without any pre-assessment of how the variables were chosen are correlated with GDP growth. For the design of the dataset, we used variables from several official sources by specifying for each figure the source in the caption section.

Once we defined the problem and built the dataset, we did not do any statistical survey or feature engineering work to try to extract important characteristics from the raw data and thus improve the performance of ML algorithms on macroeconomic time-series predictions. We considered the following Italian economics variables as explanatory variables (at the same period previously indicated): Inflation rate, Unemployment rate, Industrial production, Gross debt, FTSE Mib, Average interest rate at issuing for BOT 3-6-12 month, Interest rate at issuing for BTP 10 years, Balance of payments, Final consumption aggregates, State budget and Government deficit/surplus.

3.1. Unemployment Rate

Unemployment rate is an important indicator used to determine the health of the economy condition of a country. Indeed, it expresses the well-being of the labour market. It is simply calculated by dividing the number of unemployed people by the number of the civilian labour force. In order to be counted in the unemployment rate, the person must be without a job but active to look for a new one. For this reason, there is an important gap between the statistics about the unemployment rate, and the real unemployment rate, which is higher because it includes those who are discouraged and ceased looking for a job.

If we look at Figure 1, unemployment rate is almost stable in the long run and it is, on average, below 10%. If we consider the pure values of the indicator, unemployment rate is a lagging indicator to forecast GDP. This means that it measures the effect of economic events, such as a recession: this because it does not rise significantly until after a recession has already started and it will continue to rise even after the economy has started to recover. This happens for several reasons, one is that employers are reluctant both to lay people off when the economy turns bad and to hire new workers until they are sure the economy is well into the expansion phase of the business cycle. The decreasing of the unemployment rate is usually taken as an important positive indicator of the state of things. It means that employers’ demand works to increase the supply of their products and services in a growing market and at the same time workers can have new means to sustain their own demand.

The decreasing of the unemployment rate is a positive indicator that could change its value until it reaches the condition of full employment. It is not the case of the Italian economy but of the United States. As said above, US are living the longest growth turn of a business cycle from the Great Recession in 1929 and after 10 years from the Great Recession in 2008, it records an unemployment rate of 3.5%. A condition of full employment should be considered as a premonitory of a future recession because it denotes the achievement of the state of the economy maturity. In recent work, it was demonstrated that when an economy reaches an unemployment rate below what considered as the nature rate of unemployment, it implies that the only way forward is an increase in unemployment and this is linked with crises [18]. We do not consider Italian economy as a full employed economy. The reason we
consider unemployment rate is variation in the short period. We agree with Reference [19], which created a Recession Indicator that confronts the real unemployment rate with its lowest point in the last year, taking a quarterly average a rapid increase, although relatively modest, in the unemployment rate was a clear indication that a recession is underway. If the current level is higher than 0.3 based points there is a concrete risk of crises that become reality if it exceeds 0.5 based points.

![Unemployment rate (%) - ITA](image)

**Figure 1.** Italian Inflation rate from the period of 1995:Q1 to 2019:Q2 (data source: Eurostat, 2019, ‘own elaboration’).

3.2. Inflation

We decided to include inflation as an explanatory variable of the economic contest. In macroeconomics, inflation represents an indicator for which the average price of goods and services increases over a given period. Relationship between inflation and economic growth is relevant for central banks and governments because it generates effects in the purchasing power of a nation’s currency. The first works about the importance of inflation in the economy field were established thanks to the works of monetarists. According to Reference [20], it is inferred that central bank policy should perform a primary role in monetary policy to the benefit of economic growth. Orphanides and Solow [21] analyzed the effect of money supply on the most important macroeconomic indicators showing that there is a strong correlation between inflation and GDP performance, and in 2017 an empirical confirmation was established that money and price growth has a significant impact on economic growth [22]. High and volatile inflation undermines the confidence of foreign investors about the future course of monetary policy. Inflation also affects the accumulation of other determinants of growth such as human capital or investment in R&D: this channel of influence constitutes what is known as the accumulation or investment effect of inflation on growth [23]. Furthermore, other studies conducted by the authors of Reference [24] have shown that high inflation is caused by increased public spending and is the same that prevents investment and reduces productivity also in the future [25,26]. Other studies [27] have shown that inappropriate and exaggerated government spending can lead to increased consumer demand and halt production investment.

Most economists today agree that there is a correlation between inflation and the macroeconomic phenomena of economic growth in a non-linear way. It is diffusely accepted the need to keep stable the inflation in order to allow investors and all the stakeholder to plan their chosen. It is a key action for the central banks to stabilise inflation rate and for several reasons, this is often targeted on 2%.
Even though the action of the central bank, we see in the Italian economy important movements during all the periods under research.

As shown in Figure 2, inflation suddenly increases over the inflation rate target and immediately after dropping closes 0%.

![Figure 2. Italian Inflation rate from the period of 1995:Q1 to 2019:Q2 (data source: Eurostat, 2019, ‘own elaboration’).](image)

3.3. Stock Market

To conduct our research, we considered the impact of the Stock Market on the GDP. Theoretically, stock price dynamics should match real GDP movements. According to several researchers, the profitability of firms is subject to the trend of the economy. Indeed, economic growth has positive effects on Earnings per Share, dividends and stock prices [18,28,29]. Furthermore, financial system may bear business cycle expansion phase [30], contributing to the achievement of macroeconomic stability through the action of interest rates [31]. Moreover, economic growth may increase the demand for financial services, contributing to the development of the financial system [32]. However, these considerations are valid only in theory if only considering closed economies. In the first instance, financial markets influence the performance of the GDP by influencing economic conditions—on the one hand—and consumers’ sentiments. A widespread lack of optimism among consumer institutions and financial operators is observable when stock exchanges are in the bull phase. Indeed, in such conditions highly capitalized companies have the possibility of obtaining financing—in capital account or in debt—at low prices, allowing to expand their turnover, increase investments and hire additional workers. Investments, hires and new operations support economic growth. The widespread optimism determines a positive spiral that expresses in increased spending and earnings for corporations. On the contrary, when the stock market is in bear mode, it creates a pessimistic climate that impacts on companies, which are forced to cut costs and workers. Consumers are less likely to increase the demand of goods and services, preferring holding liquidity rather than making investments or purchasing choices. These aspects have a negative effect on GDP. The stock market should be considered a lagging indicator. Indeed, there is a significant spill over interplay between economic growth and the stock market. It has been empirically observed that after a financial shock it is normally the prelude to a period of recession [33]. This was the case, for example, with the internet bubble crisis in the early 2000s and the south-prime mortgage crisis in 2008.

To conduct our analysis on Italian GDP movement we take under consideration the FTSE MIB (as shown in Figure 3), which is the main Italian equity index representing approximately 80% of the Italian capitalization. It is calculated considering the 40 most capitalized Italian companies trying to give a reliable picture of the health of the various production sectors. It is calculated by measuring
the performance of 40 Italian equities and it seeks to replicate the broad sector weights of the Italian stock market.

![FTSE MIB chart](image)

**Figure 3.** Closed prices of the Italian main stock index (FTSE MIB), quoted at Borsa italiana SpA (London Stock Exchange Group) from the period of 1995:Q1 to 2019:Q2 (data source: Bloomberg, 2019, ‘own elaboration’).

### 3.4. Yield Curve

The Yield Curve is the monthly average spread between the interest rate on short-term (usually considered 2 years or 3 months maturity bill) and the long-term (normally ten-year constant maturity rate) government bonds. It is an important economic indicator that measures investor confidence. Normally, investors ask for a return proportional related to the duration. In the bearish period, they are inclined to accept much lower returns for securities deemed to be safer. When this happens—the long-term interest rate falls under short-term interest rate—the yield curve is said to be inverted (negative slope). In literature, many researchers discovered important correlations between this event and the beginning of a crisis, and many are confident this is a good predictor of future economic activity [34]. The Yield Curve tends to flatten when there is a rise in the short rate or a real growth slowdown in the near term. Furthermore, the Yield curve calculates the difference between long-term interest rate—normally and in this case study the ten years treasury bond—and short-term interest rate—normally and in this case study the three months treasury bond. They are quoted on the basis of investors’ presumptions in terms of expected inflation and expected return, which are two powerful indicators of future economic activity forecasts [35,36].

The Italian monthly average spread between the ten-year constant maturity rate and the three-month bond rate has turned negative before the great recession of 2008, has estimated by Estrella for the US economy. Yield Curve “inversion” is not a sufficient predictor of a future recession in light of the actual economy condition and the effects on bond market of the Quantitative Easing program that put under control the National debt crises in 2011.

Figure 4 shows the plotting of the Italian treasury bill at issuing for the period from 1995:Q1 to 2019:Q2. In particular, the dotted line represents the average interest rate at issuing request by investors for short term treasury bill maturity and the full line represents the interest rate request by investors at issuing for treasury bill at 10 years maturity.
Figure 4. Italian treasury bill at issuing for the period from 1995:Q1 to 2019:Q2. (data source: Bank of Italy, 2019, ‘own elaboration’).

Figure 5 shows the Yield Curve obtained by the difference between long-term and short-term treasury bill maturity for the period of 1995:Q1 to 2019:Q2.

Figure 5. Yield Curve obtained by the difference between long-term and short-term treasury bill maturity for the period of 1995:Q1 to 2019:Q2. (data source: Bank of Italy, 2019, ‘own elaboration’).

3.5. Gross Debt

In the preliminary stage of building our forecasting model, we decided to consider the Gross Debt. Gross Debt is the total liabilities owned by a country. We considered three aspects of government debt: total stock (in amount and in relation with debt-to-GDP ratio), debt growth rate and interest paid on the stock of debt. Debt dynamics and its sustainability are essential elements for the stability and future growth of an economic system. They are due to several factors and the European Central Bank (EBC) considers as a key indicator of sustainability the difference between the average interest rate paid by the government to honour the debt and the average nominal GDP growth. If the average interest paid
for the debt is higher than the growth rate, it would be appropriate to intervene on general taxes in order to reduce the debt-to-GDP ratio so as to reduce the risks of future insolvency. These actions must be proportionate to the size of the debt - in absolute value - and in relation to the debt-to-GDP ratio. On the opposite, it may have no fiscal cost.

In literature, there is an ongoing debate on the effect of Debt on GDP and whether there is a hedge level of debt above which it is considered unsustainable. In literature, per se debt is not a key-driven factor of recession or reducing GDP growth in short-term, but it may reduce long-run economic growth [37]. Other researchers argue that public debt could have a major negative effect on economic growth if it determined a reduction in productivity of public expenditures [38], increases uncertainty or creates expectations of future financial repression [39], and increases sovereign risk [40], leading to higher real interest rates and lower private investment [41,42].

The effect of debt may depend on how it has been accumulated (for instance for investment or social expenditure), on its type and structure. Moreover, the holding of a considerable portion of public debt (in percentage) by foreign investors, in the long run, would result in an outflow of resources from the country, leading to a reduction of resources useful for supporting investments and growth. According to kinds of research, there is empirical evidence of high levels of public debt may reduce future potential growth [37]. This can also happen for those solvent governments that decide to put in place restrictive fiscal policies aimed at containing possible sudden changes in investors’ sentiments that could cause a negative impact on future economic growth. This policy is able to strongly reduce GDP growth especially if they are put in place during a recession [43,44]. Precisely in these conditions, the debt, which has supported economic growth, becomes a ballast for future generations. In Italy, the situation creates concerns at several levels. In the era after the great recession, all countries are living the experience of negative interest and negative interest rate-growth differential (i-g), Italy is the only exception in all euro area (also forecast for 2020) [45].

In the Figures 6 and 7, we show how it is clear that after the great recession in 2008, the Italian government began to produce constantly a primary fiscal deficit at a higher rate than GDP growth rate.

![Total Italian GDP and Debt](image)

**Figure 6.** Italian Gross Debt and the total gross domestic product (GDP) for the period from 1995:Q1 to 2019:Q2. (data source: Bank of Italy, 2019, 'own elaboration').
3.6. Balance of Payment

The balance of payments (BoPs) is the measure of trade in goods, services, investment incomes and net transfers with foreign economies. A negative value means that the foreign countries demand of goods produced by a country is lower than the demand of foreign good by that country. Large current account deficit is considered a potential macroeconomic problem because a flow of wealth comes out from a country. During the expansionary phases of the economic cycle, there is a significant increase in consumer spending. This increase in demand for goods and services, if not supported by a development of the economic system, determines an impressive outflow of resources towards other national economies which in the long run can undermine investments in physical and intellectual capital (in the short term) and the growth of the country system (in the long run). This phenomenon depends on the growth drivers that support economic growth. If the key factors of economic growth are given by investments in physical and intellectual capital and by foreign demand, then economic growth can be consistent with a current account surplus. If in the expansionary phase of the economic cycle, the savings rate of households and the growth rate of investments is stable, the trend of the trade balance will be stable with consequent growth and accumulation of resources for the economy in question. However, if growth is sustained by consumption satisfied by foreign goods and services at the expense of internal savings and investments, it translates into a downturn of the balance of payment, which if prolonged over time can undermine the possibility of future growth irremediably. That’s what happened in Italy since 1999. Italian economy grew for all the period until the great recession in 2008. The total expenditure (both private and public) rose and the investment and industrial production remained on average constant. This behaviour brought the Italian economy in a weaker situation. Since 2013 the BoPs curve inverted in a positive region. That’s not happening by virtue of foreign demand and industrial production but as a consequence of change the behaviour of public and private after the two crises that Italy met. In Figure 8 we show the plotting of the Italian BoPs for the period from 1995:Q1 to 2019:Q2.
4. Methods of Analysis

In this section, we examine the analysis methodology used and provide an overview of the models taken into account for both the statistical and ML approaches. We use an ML supervised approach, with a labelled dataset. Training data are mapped to the new values by the input data (macroeconomic values) and produce the output (GDP values). This method is fast and usually produces accurate results. We use a multivariate regression analysis method to identify the relationship between the variables. ML architectures play an important role in the economic data and can be used in order to fit very complex non-linear systems with a large amount of data by improving short-term forecasting accuracy and predicting periods of recessions. At the first stage, we have conducted descriptive and correlation analysis to understand the nature and the behaviour of the variable chosen on a theoretical basis. Then, we perform the robustness check as a structural validation test, thus verifying how estimates of the initial regression coefficient perform when the regression term is modified with inserting or expelling regressors. Then, we compared the results by using seven regression estimation techniques:

- Autoregressive (AR) model;
- Ordinary Least Squares regression (OLS);
- Nonlinear Autoregression models (NAR);
- Nonlinear Autoregressive with exogenous variables model (NARX);
- Support Vector Regression (SVR);
- K-Nearest Neighbors (KNN);
- Boosted Trees (BT).

AR model (1) is usually used in the economic field to describe stochastic processes that vary over time. This model implies that the output variable depends linearly on its previous values and a stochastic term, thus using the observations of the previous time steps as input values to predict the value at the next step. We used the AR model as a benchmark for quarterly GDP growth.

\[ y_t = c + \sum_{i=1}^{p} \varphi_i y_{t-i} + \epsilon_t, \quad (1) \]

where \( c \) is a constant, \( \varphi_i \) are parameters, \( y_{t-1} \) are the past time-series values, and \( \epsilon_t \) is random noise.
OLS is one of the most used methods for estimating the parameter of a linear regression model. This methodology chooses the parameter of the linear function in order to minimize the sum of squares of errors, that is the difference between prediction and reality. For the regression goal we used all the features to predict the output. However, to understand if this is a non-linear problem, just run the fit function on the sampled data and you will get a high error.

NARX model is a nonlinear autoregressive model (NAR) with exogenous inputs values, so, it takes into account the current value of a time series with both the past values of the same series and the current and past values of the exogenous variable. NAR and NARX with exogenous variables models were estimated using the LM algorithm [1]. LM (2) was originated to solve nonlinear least-squares problems and uses the gradient descent method and the Gauss-Newton method to minimize the errors. For little sized problems, the Gauss-Newton method is better and converges much faster than gradient-descent methods. However, LM method is very similar to the gradient-descent method when the parameters are far from their optimal value. Practically, LM adaptively modifies parameter updates between gradient descent and Gauss-Newton update [1].

\[
[J^T W^I + \lambda I]h_m = J^T W(y_i - \bar{y}_i),
\]

where \( J^T W(y_i - \bar{y}_i) \) is a normal equation for the Gauss-Newton update, and \( \lambda \) represents the damping parameter that is usually initialized to a large value to allow you to move in small steps in the direction of the steepest gradient descent. The advantages of implementing LM techniques is that there are two possible options for the algorithm’s direction at each iteration and also is more robust than the Gauss-Newton techniques [46].

KNN (3) is another approach taken for the comparison of regression models. It represents a non-parametric method based on the closest neighbours and is used in cases where the data output is a continuous rather than discrete value.

\[
\hat{Y} = \frac{1}{k} \sum_{x_i \in N_k(x)} y_i
\]

where \( N_k(x) \) is the neighbour of \( x \) with the \( k \) closest points \( x_i \).

The output is calculated based on the average of the values of its neighbours in the training set and a distance function ('Euclidean' in our case) is used to quantify the similarity between the training and testing set. So, the prediction is based on the average of the most similar \( k \) instances and the training phase is made up of the \( k \) closest neighbours of each query point.

We used Adaptive Boosting (AdaBoost) that is an ensemble ML technique that is used in conjunction with other algorithms to improve the performance of the final model for classification rather than regression problems. The basic concept is to build a predictive model from the residuals of weak predictive models (in our case decision trees), so the final improved output will correspond to the weighted sum of the outputs of other learning algorithms called ‘weak learners’. The AdaBoost technique splits the space of the predictors into a set of potential values of \( (X_1, X_2, X_3, ..., X_n) \), where \( X_n \) corresponds to the set of characteristics of training instances \( n \). It is an iterative algorithm that starts with the forecast of the original dataset and gives equal importance to each observation \( n \). If the accuracy of prediction is not good using the first weak learner model, then it gives more weight to the observation that was predicted incorrectly. This procedure continues until reaching a certain setted threshold in terms of accuracy or number of weak learners.

We also used non-linear SVR that are a popular nonparametric ML methods for regression analysis that is based on kernel functions. SVR uses the same methods like Support Vector Machines (SVM) for the classification problems with a few differences. In fact, considering that the output is a real number, it is very difficult to predict the information, which has infinity possibility values. For regression problem, we set a margin of tolerance (named “epsilon”) in approximation to the SVM which would have already requested from the problem.
The nonlinear SVR function (4) is used to predict new values:

\[ y = \sum_{i=1}^{N} (\alpha_n - \alpha_n^*) \cdot G(x_n, x) + b, \quad (4) \]

where \((\alpha_n - \alpha_n^*)\) represent the difference between two Lagrange multipliers of support vectors, \(G\) named Gram matrix is an \(n\)-by-\(n\) matrix that contains elements \(G(x_n, x)\) and \(b\) is the bias. To minimize errors, it determines the hyperplane which maximizes the margin, so the functions, of kernel type, transform the data into a space to high dimension, allowing learning better of nonlinear models [47].

For the performance evaluation of the models, we use the adjusted \(R^2\) as index of accuracy of the model used. It measures the fraction of the variance of the dependent variable expressed by the predictors. We used the Mean Square Error (MSE) as estimator that measures the average of the squares of the errors, that is, the average squared difference between the estimated values and the actual values. We train each model on a time window from 1995:Q1 to 2019:Q2 by choosing the default parameter settings for each algorithm. Next, we measure the accuracy of the predictions of each model by computing \(R^2\) and MSE, comparing the predictions graphically.

However, we considered that the \(R^2\), alone, does not represent an always valid comparison tool since it is not possible to conclude that a model with the highest determination index is the best and we used a statistical test as further proof of the predictive superiority of the ML models. In particular, we used the Diebold-Mariano (DM) [48] statistic test as a tool for the analysis and comparison of various forecasting models. DM test fits into the economic context by trying to establish which, between two alternative models, has the best forecasting performance of a historical time series. DM test measures the statistical significance by comparing the averages of the two loss functions (in our case, we considered MSE) by verifying the existence of the null hypothesis, thus demonstrating that the two models provide the same accuracy in the forecasts.

Although the performance of modern ML methods depends heavily on their hyperparametric configurations, we have chosen to use a default configuration for each model as these default values are usually chosen ad hoc to work well enough on a wide variety of data sets. We demonstrate the effectiveness and efficiency of this principle approach that has improved model performance without adding additional algorithmic complexity and calculation costs to the training procedure.

In Table 1 we present the experimental environment settings in which we operate and the tools we use. We train the ML on a MacBook Pro with i7 Processor under the MacOS operating system (Mojave release), as development environment we used MATLAB software.

| Experimental Environment                  |
|------------------------------------------|
| Processor                                | Intel Core i7 2.9 GHz                      |
| Operating System                         | OS X Mojave                                 |
| Developing Environment                   | MATLAB R2018a                               |
| Package                                  | Statistics and Machine Learning Toolbox 11.3 |
| Framework                                | Scikit-Learn                                |

5. Results

In this section, we show the results obtained in terms of best fit obtained with the methodology and analysis of the regression models evaluated in Section 4. The results indicate with a great majority that ML models are able to give better predictions in the recession periods than statistical models, obtaining a higher degree of \(R^2\) and a lower MSE than the AR statistical approach.
Over the period under research, all models implemented were able to forecast the two main crises. But all of them miss a momentous negative turning (just one quarter). The most powerful model that we implemented appears to be the NARX one.

The ML algorithm that generates the autoregressive model using the exogenous variables gives surprising results. Indeed, it was able not just to obtain the lowest error (see Figures 9 and 10), but also, as shown in Figure 11 and in Figure 12 it was able to correctly forecast the recession period at the beginning of the millennium and the two crises. In particular, regarding the two crises, the model forecast the upcoming recession two (for the 2008 ones) and one (for the 2011 ones) quarters before that they take place.

![Figure 9](image)

**Figure 9.** Italian GDP growth rate for the period from 1995:Q1 to 2019:Q2 forecast with NARX techniques (top box) and the estimation errors (Data source for GDP growth rate: OECD.Stat, 2019, ‘own elaboration’).

![Figure 10](image)

**Figure 10.** Italian GDP growth rate for the period from 1995:Q1 to 2019:Q2 forecast with NAR techniques (top box) and the estimation errors (below box) - (Data source for GDP growth rate: OECD.Stat, 2019, ‘own elaboration’).
Figure 11. Italian GDP growth rate and the values forecasted by NARX, BT, SVR and NAR models for the period from 1995:Q1 to 2019:Q2 (Data source for GDP growth rate: OECD.Stat, 2019, ‘own elaboration’).

Figure 12. Italian GDP growth rate and the values forecasted by NARX, OLS, KNN and AR models for the period from 1995:Q1 to 2019:Q2 (Data source for GDP growth rate: OECD.Stat, 2019, ‘own elaboration’).

In the Table 2, we report the values of the real GDP growth rate published by OECD and the relative values predicted by our models for the relative period of the two crises by combining the forecasts of all ML models with the current GDP value. The results indicate that the NARX model is
able to predict GDP trends one or two quarters ahead of the start of the event. In addition, it is able to avoid false positives, that is, temporary phases of recession (only one quarter). On the other hand, the AR model is not a good predictor of the future trend of GDP both for predicting GDP variations (in intensity) and for being always behind the evolution of the economic cycle.

| Period | GDP Actual | NARX | SVR | AR | OLS | NARX | BT | KNN |
|--------|------------|------|-----|----|-----|------|----|-----|
| Q1 2007 | −0.0032 | 1.0440 | 0.1738 | 0.6563 | 0.1806 | 0.7274 | 0.2663 | 0.0877 |
| Q2 2007 | 0.1182 | −0.3696 | 0.1738 | 0.1120 | 0.3673 | 0.3605 | 0.2166 | 0.2670 |
| Q3 2007 | 0.1787 | −0.5084 | 0.1738 | 0.0617 | 0.4598 | 0.1992 | 0.5012 | 0.0877 |
| Q4 2007 | −0.3189 | −1.0199 | −0.1188 | 0.1052 | −0.2529 | 0.0957 | −0.1019 | 0.4274 |
| Q1 2008 | 1.0430 | 0.10326 | 0.8431 | −0.1500 | −0.0291 | 0.0735 | 0.5943 | 0.0729 |
| Q2 2008 | −0.8989 | −1.5632 | −0.6989 | 0.5164 | −0.4947 | 0.4094 | −0.6040 | 0.0729 |
| Q3 2008 | −1.1890 | −2.5469 | −0.8261 | −0.3707 | −1.1272 | −0.4477 | −0.8450 | −1.0440 |
| Q4 2008 | −2.4706 | −3.3880 | −0.8261 | −0.7111 | −1.6167 | −1.6285 | −2.4706 | −1.8298 |
| Q1 2009 | −2.7946 | −3.4345 | −0.8261 | −1.4118 | −1.3734 | −7.8360 | −2.7946 | −1.5549 |
| Q2 2009 | −0.3151 | −1.3052 | −0.1150 | −1.7061 | −0.3723 | −0.4542 | 0.5872 | −1.5549 |
| Q3 2011 | 0.1196 | −0.1183 | 0.1738 | 0.2365 | 0.0681 | 0.3424 | 0.4754 | −0.1752 |
| Q3 2011 | −0.4702 | −0.6277 | −0.2702 | 0.0958 | −0.3134 | 0.0298 | −0.5106 | −0.0646 |
| Q4 2011 | −0.8834 | −1.2958 | −0.6833 | −0.2352 | −0.6517 | −0.1657 | −0.7653 | −0.3818 |
| Q1 2012 | −1.1271 | −1.6012 | −0.8261 | −0.5092 | −1.4602 | −0.8794 | −0.9369 | −0.9503 |
| Q2 2012 | −0.7735 | −1.3252 | −0.5735 | −0.6771 | −0.3338 | −1.1764 | −0.6470 | −0.6607 |
| Q3 2012 | −0.5478 | −1.2221 | −0.3477 | −0.5152 | −0.4066 | −0.1001 | −0.5478 | −0.6607 |
| Q4 2012 | −0.8001 | −1.2303 | −0.6001 | −0.3624 | −0.7642 | −0.2484 | −0.6306 | −0.7868 |
| Q1 2013 | −0.8465 | −1.1528 | −0.6465 | −0.4730 | −0.7096 | −0.7226 | −0.6306 | −0.3315 |
| Q2 2013 | 0.0057 | −0.1054 | 0.1738 | −0.5218 | −0.0709 | −0.1874 | 0.1676 | 0.0945 |

As we can see in the summary Table 3, our proposed NARX model provided significant performance for our dataset when compared with other popular regression models. The two main ML models that came close to NARX performance were BT and SVR, that achieved an overall accuracy of close to 80 per cent and reduced average forecasting errors by about 0.003 per cent while KNN was unable to predict recessionary periods, although they improved accuracy by 31 per cent compared to the AR benchmark. The fourth and fifth columns show us the DM test statistics and the p-value of the DM test statistics to test the significance of forecast accuracy for each model compared to the OLS model taken as benchmark. As we can see there is no significant difference between the ML and statistical forecasts. This means that the null hypothesis is rejected and, by considering MSE, ML models have better performances in terms of accuracy.
Table 3. Performance metrics comparison with other regression models and DM test related to the comparison with benchmark OLS model.

| Performance Metrics | Statistical Tests |
|---------------------|-------------------|
| Regression Model    | Accuracy(%) | MSE(%) | DM Test (Rel. to OLS) | p-Value (Rel. to OLS) |
| AR                  | 0.18      | 0.366  | −2.372               | 0.019                |
| KNN                 | 0.59      | 0.096  | −0.237               | 0.812                |
| OLS                 | 0.63      | 0.450  | −−−−−−              | −−−−−−              |
| NAR                 | 0.69      | 0.086  | 1.233                | 0.220                |
| SVR                 | 0.79      | 0.047  | −1.708               | 0.090                |
| BT                  | 0.80      | 0.046  | −0.593               | 0.554                |
| NARX                | 0.87      | 0.079  | 1.397                | 0.165                |

The performance obtained by the several models previously demonstrates how the traditional econometric tools - the linear regression model - is not sufficient to obtain remarkable performances compared to the more modern ML techniques. Indeed, NAR, SVR and NARX get better results and as previously reported, the simple auto-regression model is theoretically more robust. The results, however, must be treated with caution given our small sample size of 98 observations. So, we believe that it is necessary to consider other explanatory variables to obtain a higher level of accuracy.

6. Conclusions and Research Perspectives

The model proposed tried to replicate the actual forecasting situation for the Italian economy for the period span from the period of 1995:Q1 to 2019:Q2. We use several economic variables in order to make a prediction. The results that we obtained by our research did not make use of any data optimization by using simply the raw input parameters for all our ML models and linear regression model. Thanks to the dataset chosen as previously explained, it allowed us to obtain a good fitting. Even if persists an unexplained component that the linear regression model was not able to explain per sé, it was able to predict the two main crises in the period under research, the 2008 subprime mortgage crisis and the 2011 sovereign debt crisis. Implementing the ML techniques, we were able to increase the accuracy of our results. In particular, the non-linear regression model with exogenous variables was able to forecast not just the event but also the strength of these events. The results of the DM test confirm the superior performance of the ML models over the OLS taken as a benchmark statistical model. We are now working in comparing the ML analysis with a more classical approach using time-varying factors in the modelization. The main limit to improve this technique is the lack of officially published data. Indeed, ISTAT and other organization, such as OECD, published these data just since 1995. However, we are confident that these techniques providing better and prompt information to policy makers in making reliable predictions of recession periods and to allow them to issue all the necessary measures act to overcome the situation reducing the negative effect of the recession on all economic aspect. We believe that the bunch of ML techniques will ensure and support further research in this field. In particular, Deep Learning and Ensemble ML could support macroeconomists to have a prompt and highest quality insight into the future movement of GDP. The authors planned to investigate in this direction in the next future.

Author Contributions: Conceptualization, G.C. and M.L.; methodology, G.C. and M.L.; formal analysis, G.I.; resources, G.I.; data curation, G.I.; writing—original draft preparation, G.C.; writing—review and editing, M.L. and G.C.; visualization, G.C. and G.I.; supervision, M.L. and G.I.; funding acquisition, M.L. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: The authors are grateful to the Guest Editor of the special issue, Prof. D. Carfì and 5 anonymous referees for their interesting and constructive suggestions that improved the quality of the papers.
as well as suggesting research perspectives. The authors would like to thank Prof. Paul Ormerod for his valuable suggestions in applying Machine Learning approaches to the analysis of GDP growth and Prof. Marina Dolfin for her help in collecting economic data samples and suggesting the design of simulation experiments on MATLAB software.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Gavin, H. The Levenberg-Marquardt Method for Nonlinear Least Squares Curve-Fitting Problems. Ph.D. Thesis, Department of Civil and Environmental Engineering, Duke University, Durham, NC, USA, 2011; pp. 1–15.
2. Nyman, R.; Ormerod, P. Predicting Economic Recessions Using Machine Learning Algorithms. arXiv 2017, arXiv:q-fin.GN/1701.01428.
3. Breiman, L. Statistical modeling: The two cultures (with comments and a rejoinder by the author). Stat. Sci. 2001, 16, 199–231.
4. Dolfim, M.; Leonilda, L.; Outada, N. Modeling human behavior in economics and social science. Phys. Life Rev. 2017, 22, 1–21, doi:10.1016/j.plrev.2017.06.026.
5. Dolfim, M.; Leonilda, L.; Muzzupappa, E. Forecasting Efficient Risk/Return Frontier for Equity Risk with a KTAP Approach—A Case Study in Milan Stock Exchange. Symmetry 2019, 11, doi:10.3390/sym11081055.
6. Dolfim, M.; Knopoff, D.; Limosani, M.; Xibilia, M.G. Credit Risk Contagion and Systemic Risk on Networks. Mathematics 2019, 7, doi:10.3390/math7080713.
7. Athey, S.; Imbens, G.W. Machine Learning Methods That Economists Should Know About. Annu. Rev. Econ. 2019, 11, 685–725, doi:10.1146/annurev-economics-080217-053433.
8. Mullainathan, S.; Spiess, J. Machine learning: An applied econometric approach. J. Econ. Perspect. 2017, 31, 87–106.
9. Wu, Z.; Christofides, P.D. Economic Machine-Learning-Based Predictive Control of Nonlinear Systems. Mathematics 2019, 7, 494, doi:10.3390/math7060494.
10. Kheradmandi, M.; Mhaskar, P. Data Driven Economic Model Predictive Control. Mathematics 2018, 6, 51, doi:10.3390/math6040051.
11. Wu, Z.; Durand, H.; Christofides, P.D. Safeness Index-Based Economic Model Predictive Control of Stochastic Nonlinear Systems. Mathematics 2018, 6, 69, doi:10.3390/math6050069.
12. Prüser, J. Forecasting with many predictors using Bayesian additive regression trees. J. Forecast. 2019, 38, 621–631.
13. Pucheta, J.; Rivero, C.; Herrera, M.; Salas, C.; Patiño, H.; Kuchen, B. A Feed-Forward Neural Networks-Based Nonlinear Autoregressive Model for Forecasting Time Series. Comput. Y Sist. 2011, 14, 423–435.
14. Jansen, W.J.; Jin, X.; de Winter, J.M. Forecasting and nowcasting real GDP: Comparing statistical models and subjective forecasts. Int. J. Forecast. 2016, 32, 411–436, doi:10.1016/j.ijforecast.2015.05.008.
15. Dritsaki, C. Forecasting Real GDP Rate through Econometric Models: An Empirical Study from Greece. J. Int. Bus. Econ. 2015, 3, 13–19, doi:10.15640/jibe.v3n1a2.
16. Banerjee, A.; Marcellino, M. Are there any reliable leading indicators for US inflation and GDP growth? Int. J. Forecast. 2006, 22, 137–151.
17. Fildes, R.; Stekler, H. The state of macroeconomic forecasting. J. Macrocon. 2002, 24, 435–468.
18. Fama, E.F. Stock returns, expected returns, and real activity. J. Financ. 1990, 45, 1089–1108.
19. Sahm, C. Direct Stimulus Payments to Individuals. In Recession Ready: Fiscal Policies to Stabilize the American Economy; edited by Heather Boushey, Ryan Nunn, and Jay Shambaugh. Washington, DC: The Hamilton Project and the Washington Center for Equitable Growth, 2019.
20. Friedman, M.; Schwartz, A.J. Monetary Statistics of the United States: Estimates, Sources, Methods; National Bureau of Economic Research: New York, USA, 1902.
21. Orphanides, A.; Solow, R.M. Money, inflation and growth. Handlb. Monet. Econ. 1990, 1, 223–261.
22. Blinov, S. Inflation and Economic Growth. J. Econ. Lib. 2017, 4, 345-358, doi:http://dx.doi.org/10.1453/jel.v4i3.1381.
23. Andres, J.; Hernando, I. Inflation and Economic Growth: Some Evidence for the OECD Countries; In *Monetary Policy and the Inflation Process*, Bank for International Settlements: Basilea, Switzerland, 1997; pp. 364–383.
24. Ezirim, C.; Muoghalu, M.; Elike, U. Inflation versus public expenditure growth in the US: An empirical investigation. *North Am. J. Financ. Bank. Res.* **2008**, *2*, 2.
25. Lioui, A.; Poncet, P. Monetary non-neutrality in the Sidrauski model under uncertainty. *Econ. Lett.* **2008**, *100*, 22–26.
26. Gillman, M.; Kejak, M. Inflation, investment and growth: A money and banking approach. *Economica* **2011**, *78*, 260–282.
27. Han, S.; Mulligan, C.B. Inflation and the Size of Government. *Rev.-Fed. Reserve Bank St. Louis* **2008**, *90*, 245.
28. Liu, X.; Sinclair, P. Does the linkage between stock market performance and economic growth vary across Greater China? *Appl. Econ. Lett.* **2008**, *15*, 505–508.
29. Oskooe, S.A. Emerging stock market performance and economic growth. *Am. J. Appl. Sci.* **2010**, *7*, 265.
30. da Silva, G.F. The impact of financial system development on business cycles volatility: Cross-country evidence. *J. Macroecon.* **2002**, *24*, 233–253.
31. Scharler, J. Do bank-based financial systems reduce macroeconomic volatility by smoothing interest rates? *J. Macroecon.* **2008**, *30*, 1207–1221.
32. Rousseau, P.L.; Vuthipadadorn, D. Finance, investment, and growth: Time series evidence from 10 Asian economies. *J. Macroecon.* **2005**, *27*, 87–106.
33. Karunanyake, I.; Valadkhani, A.; O’Brien, M. Stock Market and GDP Growth Volatility Spillovers; Victoria University: Melbourne, Australia, 2012.
34. Estrella, A.; Trubin, M. The yield curve as a leading indicator: Some practical issues. *Curr. Issues Econ. Financ.* **2006**, *12*, 5.
35. Mishkin, F.S. *The Information in the Longer Maturity Term Structure about Future Inflation*, Q. J. Econ. 1990, 105; pp. 815–828, https://doi.org/10.2307/2937901.
36. Mishkin, F.S. What does the term structure tell us about future inflation? *J. Monet. Econ.* **1990**, *25*, 77–95.
37. Panizza, U.; Presbitero, A.F. Public debt and economic growth: Is there a causal effect? *J. Macroecon.* **2014**, *41*, 21–41.
38. Teles, V.K.; Mussolini, C.C. Public debt and the limits of fiscal policy to increase economic growth. *Eur. Econ. Rev.* **2014**, *55*, 2–30.
39. Codogno, L.; Favero, C.; Missale, A. Yield spreads on EMU government bonds. *Econ. Policy* **2003**, *18*, 503–532.
40. Tanzi, V; Chalk, N. Impact of large public debt on growth in the EU: A discussion of potential channels. *Eur. Econ. Rev.* **2000**, *2*, 23–43.
41. Laubach, T. New evidence on the interest rate effects of budget deficits and debt. *J. Eur. Econ. Assoc.* **2009**, *7*, 858–885.
42. Perotti, R. The “Austerity Myth”: Gain without Pain?. In *Fiscal Policy after the Financial Crisis*; National Bureau of Economic Research: Cambridge, Massachusetts, USA, 2012; pp. 307-354.
43. Jaramillo, L.; Cottarelli, M.C. *Walking Hand in Hand: Fiscal Policy and Growth in Advanced Economies*; International Monetary Fund: Washington, D.C., USA, 2012, doi:10.5202/rei.v4i2.113.
44. Checherita-Westphal, C. Interest rate-growth differential and government debt dynamics. *Econ. Bull. Boxes* **2019**, *2*.
45. Nelless, O. *Nonlinear System Identification: From Classical Approaches to Neural Networks and Fuzzy Models*, Springer: New York, USA, 2001, doi:http://dx.doi.org/10.1007/978-3-662-04323-3.
47. Kavitha, S.; Varuna, S.; Ramya, R. A comparative analysis on linear regression and support vector regression. In Proceedings of the 2016 Online International Conference on Green Engineering and Technologies (IC-GET), Coimbatore, India, 19 November 2016; pp. 1–5, doi:10.1109/GET.2016.7916627.

48. Diebold, F.X.; Mariano, R.S. Comparing Predictive Accuracy. J. Bus. Econ. Stat. 1995, 13, 253–263, doi:10.1080/07350015.1995.10524599.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).