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3D face reconstruction plays a very important role in many real-world multimedia applications, including digital entertainment, social media, affection analysis, and person identification. The de-facto pipeline for estimating the parametric face model from an image requires to firstly detect the facial regions with landmarks, and then crop each face to feed the deep learning-based regressor. Comparing to the conventional methods performing forward inference for each detected instance independently, we suggest an effective end-to-end framework for multi-face 3D reconstruction, which is able to predict the model parameters of multiple instances simultaneously using single network inference. Our proposed approach not only greatly reduces the computational redundancy in feature extraction but also makes the deployment procedure much easier using the single network model. More importantly, we employ the same global camera model for the reconstructed faces in each image, which makes it possible to recover the relative head positions and orientations in the 3D scene. We have conducted extensive experiments to evaluate our proposed approach on the sparse and dense face alignment tasks. The experimental results indicate that our proposed approach is very promising on face alignment tasks without fully-supervision and pre-processing like detection and crop. Our implementation is publicly available at https://github.com/kalyo-zj/WM3DR.
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I. INTRODUCTION

3D face modeling plays a very important role in many real-world multimedia applications, including digital entertainment [31], social media [39], affection analysis and person identification [43]. With the prevalence of deep learning, 3D face reconstruction from a single image becomes promising, in which the deep models are learned without 3D labels in the unsupervised or weakly-supervised fashion [13], [29], [33], [9], [34]. Nevertheless, these methods assume that the face has already been rectified into the predefined frame. The de-facto pipeline is made of two consecutive steps. Firstly, it locates the facial regions and landmarks using the off-the-shelf object detector [35]. Then, each face is cropped to feed the deep learning-based regressor [41], independently. The whole process requires one neural network forward for the detection task and n inference passes to predict the 3D face model parameters, where n is the total number of faces found within an image. Obviously, there are redundant computations on extracting deep learning features to estimate the model coefficients.

In contrast to considerable research efforts on single face reconstruction [1], [10], [13], [29], [33], there is few work that jointly recovers multiple faces from an image. Bindita et al. [7] predict the bounding boxes and decouple the pose, identity, and expression parameters for multiple faces. Besides the detection and sparse landmark regression modules, Deng et al. [8] directly regress the dense 3D face points on the image plane with an extra branch. Although having achieved promising results, they only recover the face shape while ignoring the texture and lighting information. More importantly, these approaches are trained in the supervised manner that requires the ground-truth geometry as the regression targets. As the training samples are either synthesized by rendering or be obtained from the conventional optimization-based method [3], they are usually less robust to large variations on pose and lighting.

Generally, multiple faces within an image should share the same intrinsic camera parameters, as shown in Fig. 1. This means that the focal length and camera center coordinates in their recovered 3D parametric models are kept the same. However, most of the conventional detection and reconstruction pipeline [7], [8] estimates the camera model for each face in the image, independently. Therefore, they ignore the global head positions and orientations for each individual in the 3D scene, which are the high-level semantic information for image understanding.

To address the above limitations, in this paper, we propose a single-shot multi-face reconstruction framework in a fully weakly-supervised fashion. Comparing to the conventional methods performing forward inference for each detected instance separately, we suggest an effective end-to-end framework for multi-face 3D reconstruction, which is...
able to predict the model parameters for multiple instances using single network inference. Therefore, our proposed approach not only greatly reduces the computation redundancy in the conventional pipeline but also makes the deployment procedure much easier. More importantly, we employ the same global camera model for the reconstructed faces in each image, which makes it possible to recover the relative head positions and orientations in the 3D scene, as shown in Fig. 1.

To this end, a hybrid loss upon each facial feature point is employed to learn the decoupled 3D face model parameters in the weakly-supervised manner, which is constrained by the sparse 2D facial landmarks and original image with a differentiable image formation procedure [24]. Finally, we have conducted the extensive experiments to evaluate our proposed approach on both sparse and dense face alignment tasks. The experimental results indicate that our proposed approach is very promising on face alignment without full-supervision and pre-processing like detection and crop.

From above all, the main contributions of this paper can be summarized as follows: 1) an efficient weakly-supervised single-shot multi-face reconstruction framework that can estimate the model coefficients of multiple instances using single forward pass; 2) a unified camera model that is able to recover the relative head positions and orientations in 3D scene; 3) a stage-wise training scheme to optimize the overall framework which trains a robust face model in the end-to-end fashion. Extensive experiments including sparse and dense face alignment as well as the qualitative results demonstrate the efficacy of our proposed framework.

The rest of this paper is organized as follows. Section II reviews the related work. Section III presents our proposed weakly-supervised single shot multi-face reconstruction framework. Section IV gives our experimental evaluation in detail and finally Section V concludes this work.

II. RELATED WORK

During the past decade, extensive research efforts have been devoted to 3D face reconstruction, which aims at recovering the 3D facial geometry from image collection or even with single image. In general, these approaches can be roughly categorized into two groups. One is the model-free methods that are based on multiview geometry or stereo rigs [12], [34]. The other relies on the 3D deformable model [8], [23], which formulates 3D face reconstruction as the problem of parameter estimation.

In this paper, we focus our attention on the model-based approaches, which have already achieved encouraging progress. Blanz and Vetter [3] build the first 3D Morphable Models (3DMM) from the laser scans, which is the most widely used face model. It employs the linear subspace to represent the shape and texture through principal component analysis (PCA). To deal with expression variations, Zhou et al. [5] extend the PCA space with the manually created blending shapes. Based on the deformable models, they directly estimate the 3DMM coefficients and image formation parameters through nonlinear least squared optimization [3].

In contrast to the conventional model-fitting approaches, deep learning-based methods [11], [10], [13], [25], [32], [30] have recently received quite a bit of attention. The supervised methods directly regress PCA coefficients [1], [32], [25] using the ground-truth of paired 2D-3D data that is usually synthesized by rendering [25]. Therefore, they may not perform well in dealing with illumination variations and occlusions in the wild. Building the ground-truth data through the iterative optimization [32] still leads to the domain gap, where the learned face model is delicate in the unconstrained scenarios.

To circumvent the above issue, the weakly-supervised and unsupervised approaches have been proposed [13], [29], [33], [9], which greatly alleviate the problem of lacking 3D supervision for single face reconstruction. The discrepancy between the input image and the rendered counterpart is considered as supervision, which relies on a differentiable image formation procedure [14], [16]. Tewari et al. [30] and Sengupta et al. [27] treat pixel-wise photometric difference as measurement. Additional face image discrepancy on the perception-level is adopted in training loss [14], [9], which is measured by the Euclidean distance between deep features extracted from the face recognition network. To improve the robustness during the training procedure, the sparse landmark loss is usually adopted as an auxiliary constraint. Although having achieved encouraging progress, all these methods assume that the facial region has already been detected and cropped.

To recover the multiple face models in image, the conventional pipeline [11], [10], [13], [25], [32], [30] requires to detect the faces firstly, and then reconstruct each face model, separately. Such scheme employs an extra pre-processing step, where the computational time increases linearly with the total number of located faces. The separated steps not only make the whole pipeline redundant but also involve with several different components for deployment. To this end, some approaches are proposed to reconstruct multiple faces simultaneously, which enjoys the merit of sharing feature representation. Moreover, it reduces the computational cost and improves performance for each task. Bindita et al. [7] propose to jointly predict the bounding box and recover 3D shape for each face, which employ 3DMM with the attributes like identity and expression. Deng et al. [8] directly regress the dense 3D facial points on the image plane for each individual. However, the pose information cannot be predicted by the network inference, the further least-squares optimization should be applied for each face to estimate the pose. Although having achieved the promising results, these methods focus on recovering the 3D facial geometry while ignoring the texture that is essential to a large amount of real-world applications. Additionally, they are dependent on 3D supervision during training, which makes them inconvenient to handle the facial images in-the-wild.

III. WEAKLY-SUPERVISED MULTI-FACE 3D RECONSTRUCTION

In this section, we first briefly overview our proposed weakly-supervised multi-face 3D reconstruction framework. Then, we present the objective function of the proposed neural network. Finally, we give the detailed implementation on training and inference.
Fig. 2: Comparing our proposed framework against the conventional pipeline. The top row shows that the conventional pipeline needs firstly to detect and align the faces, and then reconstruct each item, separately. The bottom row illustrates our proposed weakly-supervised single-shot multiple-face reconstruction framework, which takes advantage of an end-to-end auto-encoder network structure.

A. Overview

Generally, the model-based 3D face reconstruction framework shares an encoder-decoder structure. ResNet-50 [15] is employed as the encoder, which is one of the most popular neural network backbones. Moreover, 3D Morphable Model (3DMM) is treated as the decoder to reconstruct the facial shape and texture.

As illustrated in Fig. 2, the conventional pipeline sequentially performs detection and single face reconstruction, whose inference time $T_c$ is composed of two separate parts as follows:

$$T_c = T_{\text{Encoder}} + n \cdot (T_{\text{Rectify}} + T_{\text{Encoder'}} + T_{\text{Decoder}}) \quad (1)$$

where $n$ represents the total number individuals located in image. “Encoder” is essentially a face detector. $T_{\text{Encoder}}$ denotes the computational time on detection, which is made of single network forward of auto-encoder along with non-maximal suppression. $T_{\text{Rectify}}$ is made of the computation cost spent on cropping and resizing each face region to feed the deep regressor.

As for our proposed weakly-supervised single-shot multi-face reconstruction framework, we aim at jointly recovering multiple faces using a single forward pass. By taking advantage of an end-to-end auto-encoder network structure, it recovers the parameters of multiple instances through the shared network “Encoder”. It predicates both the face locations and their corresponding 3DMM coefficients simultaneously. Thus, the inference time of our proposed approach can be derived as below:

$$T = T_{\text{Encoder}} + n \cdot T_{\text{Decoder}} \quad (2)$$

Assume that the face detector employs the same backbone as “Encoder’”, the conventional pipeline requires $n + 1$ inference of ResNet-50 while our proposed framework only has single forward pass. Therefore, our presented method is quite efficient in the case of multiple individuals in image.

1) Encoder

As ResNet-50 is adopted as the backbone neural network, the final feature map $\Phi$ of shared network “Encoder’” has a stride of 8 through feature aggregation.

As shown in Fig. 3 each point in feature map $\Phi$ is a vector containing all the necessary information to determine the details about one face, which is further decoded in order to render the 3D reconstruction results. In addition to the conventional 3DMM coefficients, we estimate a vector $\delta_m \in \mathbb{R}^1$ to determine the location of each face. In summary, we denote all the parameters to be encoded as $\delta = (\delta_m, \delta_{\text{id}}, \delta_{\text{exp}}, \delta_{\text{alb}}, \delta_{\text{pose}}, \delta_{\text{illum}}) \in \mathbb{R}^{258}$, which are described in the following.

2) 3D Morphable Model as Decoder

3D Morphable Model (3DMM) provides a parametric method to synthesize faces that are represented by their shape.

Fig. 3: The details of network Encoder and Decoder.
and albedo:
\[
S = \tilde{S} + \delta_{id} * S_{id} + \delta_{exp} * S_{exp} \\
A = \tilde{A} + \delta_{alb} * A_{alb}
\] (3)

where \( S \in \mathbb{R}^{3 \times N} \) is the 3D face shape with \( N \) vertices. \( S \) is the neutral shape, \( \delta_{id} \) and \( \delta_{exp} \) are the parametric coefficients corresponding to the identity basis \( S_{id} \) and expression basis \( S_{exp} \), respectively. Similarly, the facial albedo \( A \in \mathbb{R}^{3 \times N} \) contains the colors of \( N \) vertices for shape \( S \). \( \tilde{A} \) is the mean albedo, and \( \delta_{alb} \) is the texture coefficients with respect to the albedo basis \( A_{alb} \). We adopt a subset of these basis from [3] and [5], where \( \delta_{id} \in \mathbb{R}^{80} \), \( \delta_{exp} \in \mathbb{R}^{64} \), and \( \delta_{alb} \in \mathbb{R}^{80} \). To deal with the lighting changes, a vector \( \delta_{illum} \in \mathbb{R}^{27} \) is estimated to approximate the scene illumination with Spherical Harmonics (SH).

3) Camera Model

The 3DMM coefficients are employed to reconstruct the 3D face model in the canonical shape with albedo. Moreover, the additional information like the camera and head pose is required to render the photo-realistic facial images using the recovered 3D model parameters.

Instead of dealing with the view parameters of each face separately like the conventional pipeline, a global camera model of perspective projection is employed to project the 3D face model onto the 2D image plane. Assume that each face has a similar size in 3D space, and the scale variations in the image plane are mainly due to the foreshortening effects of perspective projection. The intrinsic matrix \( K \) is denoted as follows:
\[
K = \begin{bmatrix}
f_g & 0 & w/2 \\
0 & f_g & h/2 \\
0 & 0 & 1
\end{bmatrix}
\] (4)

where \( w, h \) are the width and height of the image. \( f_g \) is the focal length, which is kept constant for all images. The camera position is determined by the rotation matrix \( R \in \mathbb{R}^{3 \times 3} \) and the translation vector \( t \in \mathbb{R}^3 \), in which \( R \) is reconstructed from the predicted rotation vector \( \delta_{rot} \in \text{SO}(3) \), and \( t = [t_x, t_y, t_z]^T \) is explicitly decoded by the predicted translation vector \( \delta_{trans} = [d_x, d_y, d_z]^T \) as follows:
\[
\begin{align*}
t_x &= \frac{d_x(dx + cx - w/2)/f_g}{d_z(d_y + cy - h/2)/f_g} \\
t_y &= \frac{d_x(dx + cx - w/2)/f_g}{d_z(d_y + cy - h/2)/f_g} \\
t_z &= d_z
\end{align*}
\] (5)

where \((cx, cy)\) is the center of each face in the image plane.

The scale and displacement of each face are implicitly encoded in \( t \). Then, the projection between the 3D face point \( X = (x, y, z)^T \in S \) and its corresponding 2D point \( p = (u, v, 1)^T \) in image space is as below:
\[
p \propto K(RX + t)
\] (6)

The pose parameters form a vector \( \delta_{pose} = (\delta_{rot}, \delta_{trans}) \), which is predicted by the network inference.

Note that the global perspective projection model enjoys the following advantages. Firstly, the image should have a single unified camera model, e.g. the intrinsic matrix \( K \), rather than each face region has a local projection model. Secondly, it is easy to incorporate the constant intrinsic matrix into our proposed framework. Finally, the relative positions of reconstructed faces can be retained in the camera space.

B. Objective Function

In the following, we introduce the objective function to be optimized in our proposed framework.

Estimating \( \delta_m \) essentially is a binary classification task. Specifically, a point at the center of the face region should be categorized into the class “face”, and the remaining points should be labeled as “background”. Thus, the center loss function is formulated as pixel-wise logistic regression with focal loss via the supervision of center location:

\[
L_c = -\frac{1}{n} \sum_{i=1}^{W/r} \sum_{j=1}^{H/r} (1 - \hat{\delta}_{ij}^m)^\gamma \log(\hat{\delta}_{ij}^m),
\] (7)

where \( n \) is the total number of faces in image. Let \( \delta_{ij}^m \in [0, 1] \) denote the predicted probability indicating whether the location \((i, j)\) is a positive instance or not. \( \hat{\delta}_{ij}^m \) is defined as follows:
\[
\hat{\delta}_{ij}^m = \begin{cases} 
\delta_{ij}^m & \text{if } y_{ij} = 1 \\
1 - \delta_{ij}^m & \text{otherwise},
\end{cases}
\] (8)

where \( y_{ij} = 1 \) is the ground-truth label representing the positive location, and 0 for the negative one. The hyper-parameters \( \gamma \) is set to 2.

Besides face location \( \delta_m \), the ground-truth of remaining parameters is not available for images in the wild. To this end, we employ a hybrid loss to train the proposed neural network in a weakly-supervised manner, which includes the pixel-wise loss, perception-level loss, sparse landmark reprojection loss, and regularization loss.

The pixel-wise loss aims at minimizing the discrepancy between the original image and its rendered counterpart. For in-the-wild images, there exist some challenges, such as glasses, make-up, etc, which may lead to the deteriorated performance. To tackle this critical issue, we only take consideration of the skin area during training, which is predicted by the face parsing network\(^1\). Specifically, the pixel-wise loss adopts a robust \( l_{2,1} \) loss as follows:

\[
L_{pix} = \frac{\sum_{i=1}^{W/r} \sum_{j=1}^{H/r} M(i, j) \| I(i, j) - I^*(i, j) \|_2}{\sum_{i=1}^{W/r} \sum_{j=1}^{H/r} M(i, j)}
\] (9)

\[
M = M_{skin} \odot M_{mask}
\] (10)

where \( I \) and \( I^* \) are the rendered and original images, respectively. \( \odot \) denotes Hadamard product. \( M_{skin} \) and \( M_{mask} \) are the union set of skin and mask area of \( n \) faces in the image. The distance in color space is based on \( l_2 \)-norm and the summation over all pixels enforces the sparsity constraints based on \( l_1 \)-norm.

\(^1\)https://github.com/zllrunning/face-parsing.PyTorch.git The code to generate the face parsing result
In contrast to the pixel-wise loss that is enforced in the RGB color level, we employ the perception-level loss to minimize the Euclidean distance between high-level deep features extracted from a face recognition network. Specifically, the perception-level loss is defined as below:

\[ L_{\text{per}} = \frac{1}{n} \sum_{k=1}^{n} \| \phi(I_k) - \phi(I_k^*) \|_2^2, \]  

(11)

where \( I_k, I_k^* \) are the \( k \)-th face region of the image \( I, I^* \). \( \phi(\cdot) \) is a deep feature extractor [20].

To enable the model with better generalization capability on head pose and face shape, we employ the sparse landmark reprojection error measured by Euclidean distance as follows:

\[ L_{\text{lan}} = \frac{1}{n} \sum_{k=1}^{n} \sum_{j=1}^{m} \omega_j \| q_{k,j} - \delta_{k,j} \|_2^2, \]  

(12)

where \( m = 68 \) is the total number of landmarks for each face. \( q_{k,j} \) is the \( j \)-th projected landmark of the \( k \)-th face. \( \delta_{k,j} \) is the corresponding ground truth. \( \omega_j \) is the weight for the \( j \)-th landmark, which is 20 for mouth and nose points and 1 for others.

In addition to the aforementioned losses that are weakly-supervised to reconstruct 3D faces from image, it is necessary to enforce a few regularization terms to prevent the model degeneration:

\[ L_{\text{norm}} = \frac{1}{n} \sum_{k=1}^{n} (\lambda_{id} \| \delta_{id,k} \|_2^2 + \lambda_{exp} \| \delta_{exp,k} \|_2^2 + \lambda_{alb} \| \delta_{alb,k} \|_2^2), \]  

(13)

where \( L_{\text{norm}} \) enforces a mean face prior distribution. \( \lambda_{id}, \lambda_{exp}, \lambda_{alb} \) are set to 1.0, 0.8, 0.0017, as in [9].

To favor a constant skin albedo, we enforce a flattening constraint to penalize the texture map variance similar to [9]. Let \( \text{Var} \) denote the variance function. The texture variance loss can be derived as below:

\[ L_{\text{var}} = \frac{1}{n} \sum_{k=1}^{n} \sum_{c \in \{r,g,b\}} \text{Var}(A_{k,c,R}) \]  

(14)

where \( R \) is the pre-defined subset of albedo \( A \) covering skin region including cheek, nose, and forehead.

Then, the regularization term is a weighted sum of \( L_{\text{norm}} \) and \( L_{\text{var}} \), which is denoted as below:

\[ L_{\text{reg}} = \lambda_{\text{norm}} L_{\text{norm}} + \lambda_{\text{var}} L_{\text{var}}, \]  

(15)

where \( \lambda_{\text{norm}} \) is 0.0001, and \( \lambda_{\text{var}} \) is set to 0.001.

In summary, the overall objective function can be denoted as follows:

\[ L = \lambda_c L_c + \lambda_{\text{pix}} L_{\text{pix}} + \lambda_{\text{per}} L_{\text{per}} + \lambda_{\text{lan}} L_{\text{lan}} + L_{\text{reg}}, \]  

(16)

where \( \lambda_c, \lambda_{\text{pix}}, \lambda_{\text{per}}, \lambda_{\text{lan}} \) are set to 1, 100, 0.01, 0.1, respectively.

### C. Implementation

In the following, we describe the detailed implementation for training and inference.

**Training.** It is not trivial to directly optimize the whole framework with \( L \) due to involving with the optimization in different feature spaces, in which directly optimizing \( L \) leads to poor convergence in the training process.

To tackle this problem, we propose a stage-wise optimization scheme to better build a robust multi-face reconstruction model. At the first stage, we focus on the face reconstruction. Specifically, \( \lambda_c \) is set to 0 in \( L \), and the input is set to \( 224 \times 224 \) with single face aligned at the center of the image. After achieving the convergence at the first stage, we empower the network with the capability of localization and reconstruction for various scales. At the second stage, we enable the center loss \( L_c \) by setting \( \lambda_c \) is set to 1. The training input is the augmented multi-face image with input size \( 512 \times 512 \), accordingly. Then, the network is optimized with full loss \( L \) to exploit the capability of joint reconstruction for multiple faces.

**Inference.** The trained model takes an input image with the size of a multiply of 32. Through the single forward pass, it is able to reconstruct all faces in the image. Our model does not explicitly estimate the bounding box for each face. As in [40], we simply extract the local peaks of \( \delta_m \) in the corresponding map without any post-process step like NMS, which makes the whole framework very concise.

### IV. Experiments

In this section, we firstly describe the details of the experimental setup. Then, we conduct experiments on single face reconstruction, where both sparse and dense face alignment are examined. Finally, we evaluate our proposed framework on multi-face images and demonstrate the qualitative results of reconstructed 3D faces.

#### A. Experimental Setup

**Dataset.** We collect a corps of face images from multiple sources, including CelebA [22], 300W LP [41], and 300VW [28]. For those datasets without ground truth annotations, we employ the off-the-shelf facial landmark detector [4] to locate the sparse landmarks. Most of these datasets contain only a single face. Although some dataset like WIDERFACE [32] has multiple faces in an image, which is mainly built for face detection rather than 3D reconstruction. Since it contains a large number of tiny blurring faces, which is hard to use in practice. To tackle the issue of lacking the training data with multiple faces, we randomly augment the single face images to synthesize a larger sample, which may have 1 – 10 faces with various scales randomly placed in the image frame without highly overlapping among each other.

We take ResNet-50 as the backbone, which is pre-trained from ImageNet. The whole neural network is optimized using Adam [18]. The first stage is trained with the batch size of 128 paralleled on 4 RTX2080Ti for 200K iterations with the initial learning rate 0.0001, decayed by 10 at 150K-th iteration. The second stage is finetuned from stage one with the batch size...
of 32 paralleled on 4 RTX2080Ti for 100K iterations with the initial learning rate 0.0001, decayed by 10 at the 50K-th iteration.

B. Results on Single Face Reconstruction
To demonstrate the effectiveness of single face reconstruction, we evaluate our proposed approach on the AFLW2000-3D dataset\cite{41}, which is built to examine 3D face alignment performance. It contains the ground truth 3D faces and their corresponding 68 landmarks. We evaluate the Normalized Mean Errors(NME) on both sparse and dense points.

Table I: Comparison of NME (%) of 68 landmarks on AFLW2000-3D with respect to three groups based on yaw angles.

| Method       | AFLW2000-3D (68 pts) |
|--------------|----------------------|
|              | [0, 30] | [30, 60] | [60, 90] | Mean   |
| ESR\cite{6}  | 4.60         | 6.70         | 12.67 | 7.99 |
| SDM\cite{36} | 3.67         | 4.94         | 9.67  | 6.12 |
| 3DDFA\cite{41} | 3.78         | 4.54         | 7.93  | 5.42 |
| Yu et al.\cite{38} | 3.62         | 6.06         | 9.56  | 6.41 |
| DeFA\cite{21} | -          | -            | -    | 4.50 |
| 3DSTN\cite{2}  | 3.15         | 4.33         | 5.98  | 4.49 |
| MFN\cite{7}   | 2.91         | 3.83         | 4.94  | 3.89 |
| 3DDFA-TPAMI\cite{42} | 2.84         | 3.57         | 4.96  | 3.79 |
| PRNet\cite{11} | 2.75         | 3.51         | 4.61  | 3.62 |
| RetinaFace\cite{8} | 2.57         | 3.32         | 4.56  | 3.48 |
| Ours          | 2.60         | 3.48         | 4.78  | 3.62 |

Fig. 4: Cumulative Errors Distribution (CED) curves on AFLW2000-3D. Evaluation is performed on 68 landmarks with 2D coordinates.

Sparse Face Alignment. Table I shows the experimental results on small, medium, and large yaw angles. It can be seen that our proposed approach obtains a comparable result on facial landmark localization comparing to the state-of-the-art methods. Although it is not specifically designed for such task, our proposed method still outperforms the most similar approach\cite{7} jointly detecting and reconstructing 3D face shape. Fig. 4 plots the Cumulative Errors Distribution (CED) curves of 68 landmarks on AFLW2000-3D. To facilitate fair comparisons, we use the officially released models\cite{4,11,42} on AFLW2000-3D dataset. It can be observed that our proposed approach performs better than the previous methods\cite{4,11,42}.

Dense Face Alignment. Fig. 5 shows the CED curves of all 2D points on AFLW2000-3D, in which the total of 35,709 vertices are evaluated. It can be clearly seen that our proposed achieves better results than those methods\cite{11,42} taking advantage of dense 3D ground-truth data.

Fig. 5: Cumulative Errors Distribution (CED) curves on AFLW2000-3D. Evaluation is performed on all 2D coordinates.

Qualitative Results. Fig. 6 illustrates the qualitative results of the reconstructed faces compared against VRN\cite{17}, 3DDFA\cite{41}, 3DMM-CNN\cite{32}, 3DSR\cite{19} and Liu et al.\cite{20}. Moreover, we investigate the visual fidelity with MoFA\cite{30}, Tran\cite{32} and Genova et al\cite{13} in Fig. 8. Additional visual example results are shown in Fig. 9 which indicate that our proposed framework is able to handle face reconstruction across large pose variations.

C. Results on Multi-Face Reconstruction
Multi-Face Reconstruction. As shown in Fig. 7, we compare our proposed framework with the previous methods on multi-face images, which employ 3D information for supervision. Deng et al.\cite{8} directly regress the dense face points on the image plane, which leads to better alignment result. Since the pose can not be estimated by the network, the least-squares estimation is applied for each face. Bindita et al.\cite{7} predict the focal length for each face. Thus, the reconstructed 3D faces are independent of each other, which loses the relative positions in camera space. Both of them focus on the shape reconstruction or vertex regression while our framework takes the albedo and lighting into modeling further. As a consequence, we
can reconstruct all faces with texture as shown in the second column of Fig. 11 with high similarity and fidelity.

**Feature Map.** It is also interesting to analyze the regressed face feature maps. As shown in Fig. 10, the feature points near the center have similar reconstructed faces. It makes our proposed framework more robust comparing to the conventional pipeline whose reconstructed quality is sensitive to their pre-processing step.

**Global Camera Model.** Fig. 12 demonstrates some examples of the reconstructed faces from different views. As we employ a global perspective projection model for all faces, the reconstructed faces in the image are under the same camera view. It can be seen that their relative positions are retained.

**Facial Attributes.** With the recovered 3D face models, our proposed approach is able to predict the bounding boxes, facial landmarks, head poses, and face component segmentation, as shown in Fig. 11.

**D. Comparison on Efficiency**

Finally, we discuss the efficiency of our proposed framework. The computational time is measured on a PC with 2080Ti GPU, E5 – 2678 CPU @ 2.50GHz. Our method is implemented in PyTorch.

In our experiments, it only costs 12ms for our proposed approach to predict the face locations and their parameters with the input size of $512 \times 512$. For the conventional pipeline [9] using the same ResNet-50 backbone, it takes 8ms to encode a single face. When the number of faces in an image increases to 5 and 10, the computational time for parameter estimation is around 40ms and 80ms, respectively. Note that the pre-processing time on cropping and resizing becomes non-negligible for the conventional pipeline to deal with multiple faces. It can be clearly observed that our proposed single shot multi-face reconstruction framework enjoys the merit of constant computational time on predicting the 3D model parameters with the increased number of faces in image. This is because our proposed approach significantly simplifies the whole 3D face recovery pipeline comparing to the conventional methods by sharing the computation on deep learning feature extraction in localization and model estimation. More importantly, our method only has single neural network model, which makes it much easier to deploy in real-world applications.

**V. Conclusions**

In this paper, we have proposed the effective single-shot end-to-end framework for multi-face reconstruction, which is able to predict the model parameters for multiple instances using single network inference. Compared to the conventional reconstruction pipeline, our proposed approach not only greatly reduces the computational redundancy on feature extraction but also simplifies the deployment procedure. By employing a global camera model, the relative 3D positions and orientations of reconstructed faces can be recovered. The experimental results indicate that our proposed approach is very promising on face alignment tasks without fully-supervision and pre-processing like detection and crop. For the future work, we will extend our proposed framework for the generic object reconstruction by exploring the effective deformation models.
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