Experimental realization of optimal time-reversal on an atom chip for quantum undo operations
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We report on the use of the dCRAB optimal control algorithm to realize time-reversal procedures for the implementation of quantum undo operations, to be applied in quantum technology contexts ranging from quantum computing to quantum communications. By means of the undo command, indeed, the last performed operation can be time-reversed so as to perfectly restore a condition in which an arbitrary new operation, chosen by the external user, can be applied. Moreover, by further generalizing this concept, the undo command can also allow for the reversing of a quantum operation in a generic instant of the past. Here, thanks to optimal time-reversal routines, all these functionalities are experimentally implemented on the five-fold $F$ = 2 Hilbert space of a Bose-Einstein condensate (BEC) of non-interacting $^{87}$Rb atoms in the ground state, realized with an atom chip. Specifically, each time-reversal transformation is attained by designing an optimal modulated radio frequency field, achieving on average an accuracy of around 92% in any performed test. The experimental results are accompanied by a thermodynamic interpretation based on the Loschmidt echo. Our findings are expected to promote the implementation of time-reversal operations in a real scenario of gate-based quantum computing with a more complex structure than the five-level system here considered.

I. INTRODUCTION

The undo command allows to reverse an operation that has been performed in a past step of a complex computational routine. Specifically, the undo command is a basic tool to be addressed in all those computational processes, in which the external user may need to proceed step by step, thus visualizing the result of each operation. This already holds in classical computer or computing systems managed by a high-level interface (as e.g. an operating system) where such a command is a requirement that is practically taken for granted [1,2].

In quantum platforms for quantum computing, the undo command is expected to need more onerous procedures with respect to the classical case. So far, procedures carrying out time-reversaltransformations [3] have been implemented in superconducting circuits realizing quantum circuits [4], and classical [5] and quantum optics platform [6]. As a main feature, it is desirable to employ universal features that are valid in a general quantum technologies context. In this regard, two main challenges have to be still addressed: one from the procedural/numerical side, ensuring high performance and high speed, and the other from a technological/experimental point of view. In our view, these challenges concerns the establishment of an optimal procedure for the realization of quantum undo operations by reducing as much as possible the execution error and requiring a moderate computation load depending on the experimental devices at disposal.

In real experiments, indeed, one can often implement only a small set of operations, due to practical limitations, experimental imperfections and restrictions on resources. Moreover, such an optimal procedure has to be designed to be possibly implemented in a generic experimental platform. The optimal solution to these issues, which we are going to propose, is the use of quantum Optimal Control (OC) methods that have been introduced for the control of quantum systems dynamics. Quantum OC theory is one of the optimal ways to successfully prepare quantum states and perform desired tasks that are crucial in implementing quantum-based technologies, ranging from atomic, molecular and optical systems to solid-state systems [7–24]. Specifically, in this paper we adopt the dressed Chopped Random Basis (dCRAB) optimal control algorithm [25–29] that has been already successfully tested in several experiments even involving many-body atomic systems [30–34] thanks to its efficiency and versatility.

In this paper, we theoretically and experimentally exploit the dCRAB OC techniques to successfully perform time-reversal transformations, thus inverting the dynamical evolution of a quantum system realized with ultra-cold atoms from an atom-chip device, as summarized in Fig. 1. To make an illustrative comparison, we also show the large
FIG. 1: Pictorial representation of the realized time-reversal experiments. We prepare a $^{87}$Rb BEC in $|F = 2, m_F = +2\rangle$ as the initial state for all the performed experiments denoted with a), b) and c). In the first experiment, the atoms evolve from a$_1$) towards the state a$_2$) where their population is equally distributed among the states $|F = 2, m_F = +2\rangle$ and $|F = 2, m_F = −2\rangle$, and then brought back to the initial state $|F = 2, m_F = +2\rangle$ corresponding to the configuration a$_3$). In the second experiment, the atoms evolve from b$_1$) towards a state b$_2$) by using the optimal pulse employed in the first experiment but with a shorter length that belongs to $[10, 100)\, \mu s$.

Then, the atoms evolve back to the initial state – configuration b$_3$) – as in the first experiment. Finally, in the third experiment, the forward evolution of the atoms from c$_1$) to c$_2$) is the same of that in the first experiment, while in the backward process the system reaches the quantum state c$_3$) that has been already explored in the second experiment (thus, in its past). It is worth noting that also the latter transformation realizes a quantum undo operation, but on a shorter time-scale with respect to the other cases illustrated in the figure. Although for illustrative purposes we have chosen to report in this plot only the populations of the quantum states, in Sec. III C we will show that the state c$_3$) has the same (within experimental error) quantum coherence terms of b$_2$).

differences between the results from our experiments and the ones given by inverting, through the addition of a phase term (i.e., a pre-factor $e^{i\alpha}$), the time-dependence of the external driving field $f(t)$ used to address the atoms. In fact, in the absence of decoherence as in our case (at least until around 100 $\mu s$ of the system dynamics), the evolution of a driven quantum system is governed by the Schrödinger equation $[35]$ in which the Hamiltonian operator is generally composed by two distinct contributions. One describes the inner structure of the system (the atomic Hamiltonian $H_0$), while a control term $H_{RF}$, as detailed in Sec. II, models the action of an external time-dependent coherent field $f(t)$ that steers its dynamics. Hence, leading the system back to its initial state is not simply yielded by the inversion of the time of the driving field, i.e., $f(−t)$, because of the unavoidable presence of the Hamiltonian $H_0$ that always evolves forward in time. It has been already proven that, in some specific cases, it is possible to exploit the periodicity of the quantum dynamics to retrace part of the evolution or to create an echo of the initial state $[36–38]$. Some peculiar time inversion tasks have been demonstrated, such as the reversal of atom-field interaction in a cavity quantum electrodynamics experiment $[39]$ or feedback-control-based deterministic reversal of projective measurements on a trapped ion experiment through a quantum error-correction protocol $[40]$. However, these strategies may be viable if no constraints on the duration of the time-reversal transformations are taken into account. For example, in our case using ultra-cold atoms within an atom chip device – but similarly even in many other atomic, molecular, condensed matter and optical systems – any dynamical transformation is constrained by the decoherence time $T_2$ $[41]$, which defines the period after which, on average, the system loses quantum coherence due to the presence of an external
field and/or the coupling to the environment. In our experiments, for instance, the quantum system dynamics cannot be longer than around 100 µs. Up to this duration, indeed, the effects of decoherence can be almost neglected.

The paper is organized as follows. In Sec. II we introduce both the experimental setup and the quantum system Hamiltonian, and then explain how the driving field is optimally designed by means of the dCRAB algorithm. In Sec. III, instead, we present all the experiments we realized to test time-reversal transformations with ultra-cold atoms, as a proof-of-principle of *undo* operations in quantum regimes. Finally, Secs. IV and V conclude the paper, by discussing the relevance of our experimental results and also providing a thermodynamic interpretation whereby the employed optimal control strategy corresponds to an entropy rectification procedure.

II. PHYSICAL SYSTEM AND OPTIMIZATION PROTOCOL

The experiment is performed on a BEC of $^{87}$Rb realized with an atom chip evolving on the five-fold Hilbert space given by the $F = 2$ rubidium hyperfine ground state (see Appendix for technical details). Hence, we assume that the internal state of the atomic system is described at each time $t$ by the $5 \times 5$ density matrix $\rho(t)$ in the $|F,m_F\rangle$ basis. After the creation of the BEC, at the beginning of the system evolution, the atoms are optically pumped in the $|F = 2, m_F = +2\rangle$ quantum state, and subsequently the five neighboring $|F,m_F\rangle$ states are coupled by a quasi-resonant radio frequency radiation (depicted by the red arrows). By modulating the latter in time through an optimally designed strategy, the energies of the five sub-levels are effectively “shaken” in order to drive the system back and forth in time. The inset shows an example of optimally prepared pulse, whose frequency $\omega(t)$ typically belongs to the range $1 \div 10$ MHz.

![87Rb atomic energy levels](image)

**FIG. 2:** $^{87}$Rb atomic energy levels. The quantum dynamics in our time-reversal experiments take place in the $F = 2$ hyperfine ground state of a $^{87}$Rb BEC. The manifold is given by the five possible orientations of a spin-2, energetically separated by means of a homogeneous magnetic field. The atomic cloud is initially prepared in the $|F = 2, m_F = +2\rangle$ quantum state, and subsequently the five neighboring $|F,m_F\rangle$ states are coupled by a quasi-resonant radio frequency radiation (depicted by the red arrows). By modulating the latter in time through an optimally designed strategy, the energies of the five sub-levels are effectively “shaken” in order to drive the system back and forth in time. The inset shows an example of optimally prepared pulse, whose frequency $\omega(t)$ typically belongs to the range $1 \div 10$ MHz.
**FIG. 3: Illustration of atomic population dynamics.** Time evolution of the five \( m_F \) sub-levels, as an effect of the application of the optimal control pulse \( f(t) \). The latter drives the atoms within the BEC from an initial state, where the population is equally distributed among the states \(|F = 2; m_F = +2\rangle \) and \(|F = 2; m_F = -2\rangle \), to a final state where all the population occupies the \(|F = 2; m_F = -2\rangle \) sub-level. Continuous lines represent the results from the theoretical simulations obtained by determining the optimal quantum evolution of the system. Dots are the experimental values measured by averaging over 10 experimental repetitions. Error bars, computed via standard deviation, are smaller than the diameter of the points and thus not shown.
in the \(|F,m_F\) basis and valid in the rotating wave approximation (RWA) regime:

\[
H_{RF}(t) = \hbar \begin{pmatrix}
-2f(t) & \Omega & 0 & 0 & 0 \\
\Omega & -f(t) & \sqrt{3/2} \Omega & 0 & 0 \\
0 & \sqrt{3/2} \Omega & 0 & \sqrt{3/2} \Omega & 0 \\
0 & 0 & \sqrt{3/2} \Omega & f(t) & \Omega \\
0 & 0 & 0 & 0 & 2f(t)
\end{pmatrix},
\]

(1)

where \(f(t) = \partial_t [\omega(t)]\) and \(\omega(t)\) denotes the time-dependent frequency of the driving field. The coupling Rabi frequency \(\Omega\) is proportional to the RF field amplitude and in the following will be set to \(\Omega = 2\pi \times 60.0\) kHz.

Overall, the total Hamiltonian describing the system is \(H(t) = H_0 + H_{RF}(t)\). Moreover, we may also include in the model a dephasing term by means of super-operators expressed in the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) form to describe the presence of experimental low-frequency noise on the magnetic bias field and on the RF signal \[\text{[43]}.\) In order to drive the system evolution back and forth in time, the optimal time dependence of \(f(t)\) needs to be determined. This goal is achieved by minimizing the difference between the final and target quantum states of the atomic evolution, both expressed in terms of the density matrix \(\rho\). This difference is provided by the error function \(\epsilon = \frac{1}{2} \sum_{n=1}^{5} |\rho_{n,n}(T) - \bar{\rho}_{n,n}|\), where \(T\) is the duration of the control pulse, \(\rho_{n,n}(T)\) denotes the final atomic population of the \(n\)-th sub-level at \(t = T\), while \(\bar{\rho}_{n,n}\) is the corresponding target population.

To minimize the error function \(\epsilon\), the time dependence of the (slowly oscillating) frequency RF control pulse \(f(t)\) is optimally modulated by following the prescriptions of the dCRAB method \[\text{[25-29]}].\) For this purpose, the time-dependent frequency \(\omega(t)\) of the driving field is expanded in the standard Fourier basis such that:

\[
f(t) = 1 + \sum_{k=-7}^{7} A_k (1 + i\nu_k t) e^{i\nu_k t},
\]

(2)

and the optimal values of the expansion coefficients \(A_k\) (amplitude of the control function modulation) are determined by ensuring that the error function \(\epsilon\) is minimized. In Eq. (2) \(\nu_k = 2\pi k/T\), where \(k\) is the index that spans the set of harmonics pertaining to the driving field, with \(k = 1,\ldots,7\), and \(T\) denotes the length of the control pulse as above. Moreover, the optimization procedure in determining the optimal values of \(A_k\) is performed via the subplex variant of the Nelder-Mead algorithm \[\text{[45]}].\)

The time-reversal protocol introduced in this work operates only on the diagonal elements of the final density matrix \(\bar{\rho}(T)\) (reached at the end of the evolution), corresponding to the quantum system populations that we directly measure. In fact, the optimization procedures, which we perform to design the optimal pulses that drive the quantum system from an initial state, in which the population is equally distributed among the states \(|F = 2, m_F = +2\rangle\) and \(|F = 2, m_F = -2\rangle\) in a coherent superposition, to a final state where all the population occupies the \(|F = 2, m_F = -2\rangle\) sub-level. The experimental results, reported in Fig. 3 for illustrative purposes, are in satisfactory agreement with the theoretical predictions obtained by solving the Liouville-von Neumann differential equation \(\dot{\rho}(t) = -i(\hbar)[H(t), \rho(t)]\).

### III. EXPERIMENTS

In this work we exploit the dCRAB control techniques to realize three different set of experiments (see Fig. 4) to faithfully time-invert the evolution of a quantum system realized with ultra-cold atoms. Starting from the initial state where the atomic population occupies the \(|F = 2, m_F = 2\rangle \equiv | +2\rangle\) level (as depicted in Fig. 2), the proposed strategies are successfully applied along several paths in the Hilbert space of the system. Here, we perform the time-inversion of quantum operations by using gradually higher levels of control in terms of the complexity of the addressed control problems. Moreover, we are also going to illustrate how such techniques allow for the extension of the implemented time-reversal transformations to much more complicated situations, in which performing the backward evolution in the shortest time-scale and/or with accuracy values as high as possible may be crucial. Finally, in order to make a comparison and demonstrate the need to employ quantum OC methods, we show how different the outcomes of such experiments are if one inverts the time-dependence of the external driving field instead of using an optimal driving
respectively, is evaluated through the Uhlmann fidelity $[46]$

$$\mathcal{F}(\hat{\rho}, \rho(t)) \equiv \left( \text{Tr} \sqrt{\sqrt{\rho(t)} \hat{\rho} \sqrt{\rho(t)}} \right)^2. \quad (3)$$

In all the other cases, the accuracy in performing a given operation is assessed by means of the error function, according to the formula $1 - \epsilon$.

### A. First set of experiments

In the first set of experiments (Fig. 4a), our aim is to drive the evolution of the quantum system forward and backward: from an initial state $\rho(0)$ to a given target one $\hat{\rho}$ and then back again to $\rho(0)$. This experiment is performed twice: firstly by time-inverting the driving field $f(-t)$, and secondly by controlling the time-reversed evolution via the optimally-designed driving pulse $f_{OC}(t)$, where again the subscript OC stands for ‘optimal control’. The results obtained in both cases are then compared.

The experiment is repeated four times to test the realization of an accurate time-reversal transformation over four different paths in the Hilbert space of the BEC. Specifically, our quantum system is driven – according to the optimal strategy of Ref. [32] – from the initial state $\rho(0)$, such that $\rho_{k,j}(0) = 1$ and $\rho_{k,j}(0) = 0$ for $k, j = 1, ..., 5$ apart $k = j = 1$, to the following four different target states: i) $\hat{\rho}_A$: $\rho_{1,1} = \rho_{5,5} = 0.5$; ii) $\hat{\rho}_B$: $\rho_{2,2} = \rho_{4,4} = 0.5$; iii) $\hat{\rho}_C$: $\rho_{1,1} = \rho_{2,2} = 0.5$; iv) $\hat{\rho}_D$: $\rho_{n,n} = 1/5$ for $n = 1, ..., 5$, where for each target all the other elements of $\rho$ are equal to zero. Subsequently, the optimal control pulse $f_{OC}(T)$ (designed as in Sec. [II]) or $f(-T)$ are applied to the BEC to bring the system back to the initial state $\rho(0)$. In all the analyzed cases, the time duration $T$ of the forward and backward processes is set to 100 $\mu$s, thus entailing a total system evolution of 200 $\mu$s.

It is worth noting that our results are validated by using just the atomic populations of the system, under the assumption of unitary dynamics. However, it is well known that measuring the population elements of a quantum system represents only a partial knowledge of its full density matrix. For this reason, despite the good agreement between theoretical continuous lines and experimental dots in Fig. 4a that seems to confirm our assumption of unitary dynamics, we perform a full density matrix reconstruction for the case i). As reported in Fig. 5, we have measured the density matrix of the experimental state $\rho_{A,OC}(T)$ that is reached in the forward evolution by following the optimized OC path from the initial state $\rho(0) = \ket{+2}\bra{+2}$ to the intermediate target state $\hat{\rho}_A$. Then, the two possible final density matrices $\rho_{A,OC}(T)$ and $\rho_{A,T}$, corresponding respectively to the ending stage of the optimally controlled and time-inverted backward trajectories, are reconstructed. The results illustrated in Fig. 5 show that inverting only the time-dependence of the driving field brings the BEC atomic population closer (in the sense given by the Uhlmann fidelity) to the orthogonal state $\ket{-2}$ instead of $\ket{+2}$, while the optimally reversed evolution successfully reaches the initial state. Finally, we have implemented the forward and backward evolution for all the remaining paths ii), iii) and iv). The resulting values of the error functions $\epsilon$ are illustrated in Fig. 5, where similar behaviors can be observed for all the tested target states i), ii), iii) and iv).
In this regard, we recall that in the GKSL equation, which models the time evolution of the system’s density matrix $\rho$, the sub-levels in the interval $2\pi n$ are included in the model by means of the following Lindbladian super-operator term $L$ acting on the density matrix $\rho(t)$:

$$L(\rho(t)) = \sum_{n=1}^{5} \gamma_n [\{\{n\}\{n\}, \rho(t)\} + 2|n\rangle\langle n| \rho(t) |n\rangle\langle n|],$$

where $\{\cdot, \cdot\}$ denotes the anti-commutator and $\gamma_n$ are the dephasing rates. The action of $L$ is to randomize the phase of each sub-level $n$ of the BEC with rate $\gamma_n$. Hence, the light-blue shaded area is obtained as follows. The difference between the experimental and theoretical points at $100 \mu s$ is attributed exclusively to the dephasing noise that determines the range of $\gamma$. In these experiments, we design an optimal forward pulse that brings the quantum state $\rho(0)$ to the state $\rho_f$ reached at $T = 100 \mu s$. Then, we interrupt this pulse at each $T_j$ in order to obtain the other sub-pulses that realize gradually shorter evolutions. In all these experiments, the different pulses that realize the forward and backward processes have the same duration. The backward process from each $\rho_Q_j$ to the quantum state $\rho(0)$ is realized, once by inverting the time-dependence of the forward pulse and another time using OC to design the backward pulse, similarly to what done in the first set of experiments. The experimental results reported in Fig. 7 show a smaller error $\epsilon$ in realizing reversed quantum dynamics via OC techniques compared to the ones obtained by changing the time-dependence of the driving field, thus confirming the results found in Subsec. III A and over quantum dynamics with a shorter time-scale.

Furthermore, by accounting in the theoretical model for experimental dephasing noise that entails quantum coherence degradation, the experimental results are in good agreement with the corresponding theoretical predictions for driving pulses with not so long duration, while for experiments longer than $80 \mu s$ the mismatch slightly increases.

These effects on the error function are depicted by the light-blue shaded area in Fig. 7. In more detail, dephasing noise for driving pulses with not so long duration, while for experiments longer than $80 \mu s$, the lower and upper bound of the shaded area at each pulse length $T_j$ is attributed exclusively to the dephasing noise that determines the range of $\gamma$. Then, starting from such dephasing range, the lower and upper bound of the shaded area at each pulse length $T$ are obtained by numerically solving the GKSL equation: $\dot{\rho}(t) = -i [H(t), \rho(t)] + L(\rho(t))$, by choosing the dephasing rate $\gamma_n \equiv \gamma$ constant for all the sub-levels in the interval $2\pi [20, 200]$ Hz and considering magnetic field fluctuations within the range $\Delta B = 1 \text{ mG}$. In this regard, we recall that in the GKSL equation, which models the time evolution of the system’s density matrix affected by dephasing noise, $H(t) \equiv H_0 + H_{RF}(t)$ with $H_{RF}(t)$ defined as in Sec. II and $f(t)$ is constrained in the

**B. Second set of experiments**

To evaluate the time limits/constraints of the optimally-controlled time-reversal transformations implemented in the first set of experiments, we perform a second set of experiments (Fig. 4b) to drive the quantum system evolution back and forth from the state $\rho(0)$ to quantum target states $\rho_f$, along the same trajectory, by using pulses of gradually shorter lengths $T_j$, which belong to the set $\{10, 20, 40, 60, 70, 80, 100\}$ $\mu s$. In more detail, first we design an optimal forward pulse that brings the quantum system from the initial state $\rho(0)$ to the state $\rho_f$ reached at $T = 100 \mu s$. Then, we interrupt this pulse at each $T_j$ in order to obtain the other sub-pulses that realize gradually shorter evolutions. In all these experiments, the different pulses that realize the forward and backward processes have the same duration. The backward process from each $\rho_Q_j$ to the quantum state $\rho(0)$ is realized, once by inverting the time-dependence of the forward pulse and another time using OC to design the backward pulse, similarly to what done in the first set of experiments. The experimental results reported in Fig. 7 show a smaller error $\epsilon$ in realizing reversed quantum dynamics via OC techniques compared to the ones obtained by changing the time-dependence of the driving field, thus confirming the results found in Subsec. III A but over quantum dynamics with a shorter time-scale.

Furthermore, by accounting in the theoretical model for experimental dephasing noise that entails quantum coherence degradation, the experimental results are in good agreement with the corresponding theoretical predictions for driving pulses with not so long duration, while for experiments longer than $80 \mu s$ the mismatch slightly increases. These effects on the error function are depicted by the light-blue shaded area in Fig. 7. In more detail, dephasing noise is included in the model by means of the following Lindbladian super-operator term $L$ acting on the density matrix $\rho(t)$:

$$L(\rho(t)) = \sum_{n=1}^{5} \gamma_n [\{\{n\}\{n\}, \rho(t)\} + 2|n\rangle\langle n| \rho(t) |n\rangle\langle n|],$$

where $\{\cdot, \cdot\}$ denotes the anti-commutator and $\gamma_n$ are the dephasing rates. The action of $L$ is to randomize the phase of each sub-level $n$ of the BEC with rate $\gamma_n$. Hence, the light-blue shaded area is obtained as follows. The difference between the experimental and theoretical points at $100 \mu s$ is attributed exclusively to the dephasing noise that determines the range of $\gamma$. Then, starting from such dephasing range, the lower and upper bound of the shaded area at each pulse length $T$ are obtained by numerically solving the GKSL equation: $\dot{\rho}(t) = -i [H(t), \rho(t)] + L(\rho(t))$, by choosing the dephasing rate $\gamma_n \equiv \gamma$ constant for all the sub-levels in the interval $2\pi [20, 200]$ Hz and considering magnetic field fluctuations within the range $\Delta B = 1 \text{ mG}$. In this regard, we recall that in the GKSL equation, which models the time evolution of the system’s density matrix affected by dephasing noise, $H(t) \equiv H_0 + H_{RF}(t)$ with $H_{RF}(t)$ defined as in Sec. II and $f(t)$ is constrained in the

**FIG. 5: Tomographic reconstruction.** Density matrix representation in Hinton plots (i.e., diagrams for visualizing the numerical values of the elements composing a matrix) of the initial state $\rho(0)$, the intermediate state $\rho_{OC}(T)$ (reached via OC and as much close as possible to the target state $\rho_f$), and the final states $\rho_{OC}(T)$ and $\rho(-T)$ obtained by inverting, respectively, the whole system quantum dynamics via OC techniques or the pulse time-dependence of the driving field. The positive and negative numerical values of the matrices elements are here represented by red and blue squares respectively, while their magnitude is directly proportional to the size of the depicted squares.
FIG. 6: **Control error functions.** Theoretical and experimental error function computed for the implemented time-reversed quantum dynamics in reaching the initial state $\rho(0)$. Here, we start from the target states $\hat{\rho}_A, \hat{\rho}_B, \hat{\rho}_C, \hat{\rho}_D$ within the achievable experimental accuracy. The black bars represent the numerically simulated error function $\epsilon$ (defined in Sec. II) obtained through the optimized inversion of the driving field $f_{OC}(T)$. The light blue bars are the corresponding experimental error function (with its standard deviation), while the red bars denote the experimental error (with its standard deviation) obtained by changing the time-dependence of the driving field and thus applying the pulse $f(-T)$. The error bars are computed by repeating 10 times each set of experiments. It is worth noting that the error function is never equal to zero even in our numerical simulations. This is due firstly to the presence of decoherence, as we will show in Sec. III B, and secondly to the limited number of resources at disposal (in terms of operations) to carry out the OC protocol.

---

range $f(t) \in 2\pi[4150, 4600]$ kHz, so as to maintain always the same coupling of the RF antenna to the driving circuit.

---

### C. Third set of experiments

To better illustrate the wide applicability of our implemented time-reversal procedures, in a third set of experiments (see Fig. 4c) we aim to show that our OC strategy is able to invert the evolution of the quantum system by driving it back from $\hat{\rho}_A$ (target state at $T = 100$ $\mu$s) to a quantum state $\rho_P(\tau)$ that is reached in $\tau \leq 100$ $\mu$s along the same trajectory linking $\rho(0)$ with $\hat{\rho}_A$. In this way, we are going to show that it is also possible to drive the system back to a generic quantum state that has been already explored in the past. This effectively qualifies our experiments as a proof-of-principle of quantum *undo* operations, whereby the external user has to be able to reverse at will the last operation they performed.

In particular, also in this case, the set of experiments is performed twice. First, starting from the initial state $\rho(0)$, the system evolution, enabled by the driving pulse that drives the quantum system from $\rho(0)$ to $\hat{\rho}_A$ in 100 $\mu$s (it is the same optimal pulse used in the first set of experiments), is interrupted after $\tau_1 = 33$ $\mu$s. In that instant $\tau_1$, the system has reached the intermediate state $\rho_P^{OC}(\tau_1)$, which is then reconstructed via tomography. Therefore, this first stage of the experiment allows us to identify the state $\rho_P(\tau_1)$. Secondly, the system is made to evolve from the initial state $\rho(0)$ to the target state $\hat{\rho}_A$ in 100 $\mu$s without interrupting the pulse. Exploiting the dCRAB optimization procedure, then, a path from $\hat{\rho}_A$ to the state $\rho_P(\tau_1)$ is traced back by using an optimal pulse lasting $\tau_2 = 67$ $\mu$s (note that, by construction, $\tau_1 + \tau_2 = 100$ $\mu$s), and the resulting state $\rho_P^{OC}(\tau_2)$ is measured again via a tomographic process. The experimental results are reported in Fig. 8.

The accuracy $1 - \epsilon$ between the measured density matrix $\rho_P^{OC}(\tau_1 = 33$ $\mu$s), representing a state in the past of...
the system evolution, and the measured state $\rho^{OC}(\tau_2 = 67 \, \mu s)$ reached via the optimally time inverted dynamics, is around 97.3%. These results illustrate that the implemented OC strategy allows to perform a quantum undo operation not only of the last quantum state $\rho_A$ but also of any past state $\rho_P(\tau)$ in the occurred quantum dynamics. In other terms, one is able to bring back the system from the target state $\hat{\rho}_A$ to the initial one $\rho(0)$, but even from $\hat{\rho}_A$ to a generic state along the pathway $\rho(0) \leftrightarrow \hat{\rho}_A$.

### IV. DISCUSSION

The introduction of a procedure to achieve time-reversal transformations is implicitly linked with the understanding of a clever way to nullify (or even rectify) the thermodynamic entropy originated by the system [48–55]. The principles of thermodynamics, and in particular the second law, tell us that if a dynamical process (classical or quantum) is reversible, then it operates to come back to the starting point in a recurrent way without further consumption of resources. For such dynamics, thus, it might not be required to carry out time-reversal procedures by means of an external drive. Clearly, this is not the case in our experiments. In fact, the decoherence time (intrinsic to the Bose-Einstein condensate) imposes as upper bound a time window of around 100 $\mu$s to the experimental implementation of the dynamics, as discussed in Sec. III B. This temporal constraint makes the quantum process that we can physically implement as it was irreversible, since the possibility that the quantum system autonomously (i.e., without the driving) comes back to the initial state is generally prevented. As a consequence, one needs to pump energy from the outside (in our case making use of OC strategies) to successfully carry out time-reversal transformations.
FIG. 8: Tomography reconstruction of quantum states $\rho_{P}^{OC}(\tau_{1})$ and $\rho_{P}^{OC}(\tau_{2})$. The state $\rho_{P}^{OC}(\tau_{1})$, reported on the left-hand side of the figure, is reached in $\tau_{1} = 33$ µs in the first stage of the experiment and represents a state in the past of the quantum system evolution. Instead, the state $\rho_{P}^{OC}(\tau_{2})$ on the right-hand side of the figure is reached in $\tau_{2} = 67$ µs via the optimal time-reversal procedure we have realized. The accuracy 1-$\epsilon$ between these two measured density matrices is about 97.3%.

In our experiments, we have quantified this aspect by computing the Loschmidt echo \[50,58\]:

$$ M(\tau) \equiv \left| \langle \psi_{0} | e^{iH_{2}(\tau)\tau} e^{-iH_{1}(\tau)T} | \psi_{0} \rangle \right|^{2}, $$

where $h$ is here set to 1, $|\psi_{0}\rangle$ denotes the initial wave-function such that $\rho(0) = |\psi_{0}\rangle\langle\psi_{0}|$, and $\tau$ is the duration of both the forward and backward processes. Since in our case we can identify $H_{1}(t) = H(t)$ as the BEC Hamiltonian of the forward process in the implemented dynamics and $H_{2}(t) = H_{OC}(t)$, the Loschmidt echo $M(\tau)$ can be equivalently written as:

$$ M(\tau) = \text{Tr} \left[ e^{iH_{OC}(\tau)\tau} \tilde{\rho}(\tau) e^{-iH_{OC}(\tau)\tau} \rho(0) \right] = \text{Tr} \left[ \rho_{OC}(\tau) \rho(0) \right] $$

where $\tilde{\rho}(\tau)$ is the target quantum state achieved by the forward process at $t = \tau$. The Loschmidt echo $M(\tau) = \text{Tr}[\rho_{OC}(\tau)\rho(0)]$, computed experimentally for each set of tomographic data, provides the same values of the corresponding Uhlmann fidelity values $F(\rho_{OC}(\tau), \rho(0))$. This evidence, beyond providing a thermodynamic interpretation of our experimental findings, also allows us to confirm, in a quantitative way, that the time-arrow inversion $t \rightarrow -t$ of the time-dependent terms in the interaction Hamiltonian is not sufficient in general to reverse a quantum evolution and thus to implement quantum undo operations.

V. CONCLUSIONS

In this paper, we have experimentally tested the effectiveness of OC methods, enabled in our case by a dCRAB technique, to carry out time-reversal transformations with an accuracy on average around 92% in a BEC on an atom chip. Specifically, we have realized three sets of experiments. In the first set, the laser-cooled $^{87}$Rb atoms of the
condensate are driven forward and backward in time from an initial state $\rho(0)$ to a target one and then back to $\rho(0)$. In the second set of experiments, we have shown that the adopted OC technique works with almost equal accuracy in bringing back to the initial condition any quantum target state along the same trajectory, independently on the time instant in which the target state was achieved in the forward evolution of the system. In a third set of experiments, we also demonstrate the possibility to drive the quantum system back to a generic quantum state already explored in its past dynamics.

The realization of *undo* operations of the last-performed computation executed by a quantum circuit is the primary application of our experiments. In fact, while we cannot experience time-reversal phenomena occurring spontaneously due to the unidirectionality in time of physical processes, in a digital context as a (quantum) computing device, reversing a given operation may be a feasible task. The most significant example is the *undo* command that allows to reverse a calculation that has been performed in a past step of a computational routine. By resorting to OC theory, here we have experimentally proved that the time-reversal of operations is possible also in the quantum realm. We thus expect that in the next future one can realize in commercial quantum computers quantum *undo* commands that represents the main technological application of our work.
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**METHODS: DETAILS ON THE EXPERIMENTAL PROCEDURE**

All the experiments reported in the main text are realized on a collection of laser-cooled rubidium ($^{87}$Rb) atoms prepared in a macroscopically occupied single quantum state, i.e., a BEC, evolving on the five-level Hilbert space given by the $F = 2$ rubidium hyperfine ground state (Fig. 2). The atoms are first loaded at room temperature in a ultra-high-vacuum glass cell by means of a pulsed dispenser. Then, an atom chip equipped with a reflective golden layer is mounted in the science cell to create, together with a pair of external Helmholtz coils, a mirror magneto-optical trap (MOT) that laser cool and trap the atoms. The latter are optically pumped in the $|F = 2, m_F = +2\rangle$ level (Fig. 2) and transferred to a magnetic micro-trap, generated by micro-structured conductors hosted on the chip, with longitudinal and radial trap frequencies of 46 Hz and 950 Hz respectively. Quantum degeneracy is reached by forced evaporative cooling, ramping down the frequency of a radio frequency field supplied by a waveform generator connected to a U-wire hosted by the chip. The BEC produced so far has typically $10^5$ atoms, a critical temperature of 0.5 µK and forms at a distance of 300 µm from the chip surface. All the subsequent manipulations described in the paper are performed 0.7 ms after releasing the atoms from the magnetic trap; in this way, the cloud expansion guarantees bias field homogeneity and the effect of atomic collisions can be neglected. Hence, in the limit of independent atoms, recording the population distribution in each sub-level directly yields the probability for a single atom to occupy the latter. Moreover, an homogeneous and constant magnetic field, set to 6.179 G, is applied to the atoms to energetically separate the five sub-levels and define the quantization axis of the system. The value of the magnetic field is chosen such that it is much larger than magnetic noise fluctuations and, at the same time, the current (used to produce it) is not high enough to cause significant heating of the coils. The RF-field that drives the evolution of the BEC in the $F = 2$ manifold described in the paper, is realized by another waveform generator connected to a second U-wire integrated on the chip. Note that the characteristic frequency for the free Hamiltonian evolution is of the order of 4 MHz, thus much faster than the controlled dynamics. Finally, the atoms distribution across the $F = 2$ manifold is detected following a Stern-Gerlach method. After 1 ms of expansion, an inhomogeneous magnetic field is applied along the quantization axis for 10 ms. The atoms move in the field gradient and their different $m_F$ states spatially separate. After a time of 23 ms of expansion, a standard absorption imaging sequence is executed. Since the imaging method is destructive, a new condensate has to be created each time and the measurement procedure repeated after
different preparation states.
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