Dynamics of $F = 1$ $^{87}$Rb condensates at finite temperatures
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We investigate the dynamics of a $F = 1$ spinor Bose-Einstein condensate of $^{87}$Rb atoms confined in a quasi-one-dimensional trap both at zero and at finite temperature. At zero temperature, we observe coherent oscillations between populations of the various spin components and formation of multiple domains in the condensate. We study also finite temperature effects in the spin dynamics taking into account the phase fluctuations in the Bogoliubov-de Gennes framework. At finite $T$, despite complex multi-domain formation in the condensate, population equipartition occurs. The length scale of these spin domains seems to be determined intrinsically by non-linear interactions.

PACS numbers: 03.75.Mn, 03.75.Kk

INTRODUCTION

The seminal theory papers of T.-L. Ho$^1$ and T. Ohmi and K. Machida$^2$, as well as the experiments performed by the MIT group on optically trapped sodium Bose-Einstein condensates (BEC)$^2$ have stimulated the development of a new interesting area of research in the field of multi-component quantum gases: BEC with spin degrees of freedom, i.e. the so called spinor condensates. The bosonic quantum field operator in such systems is no longer a scalar, but a vector, and depending on various parameters the system can be found in a coherent superposition or in an incoherent mixture of condensates with different spin components, that can exchange population depending on the intrinsic nonlinear coupling. The couplings between the different spin components, similarly as in the standard scalar BEC can be described by zero range potentials that however, acquire a matrix form and describe couplings that assure total spin conservation in elastic binary collisions$^4$.

It is worth mentioning that spinor condensates are closely related to the effective spin-1/2 systems realized by radio-frequency coupling of the two hyperfine states in $^{87}$Rb$^5$: in such systems spin-waves above the critical temperature$^6$ and decoherence effects were observed$^7$. From the theoretical point of view, collective modes in two-component BEC’s have been studied in$^8$, while an analysis on the formation of spin domains can be found e.g. in$^9$.

Spinor condensates are suitable systems to study various quantum phenomena, that do not occur in single component BEC’s. Equilibrium states of spinor condensates in an optical trap can exhibit magnetic ordering of various kinds. For instance, for sodium ($F = 1$), the freedom of spin orientation leads to the formation of spin domains in an external magnetic field, which can be either miscible or immiscible with one another$^{10}$. Excitations in such systems may manifest the different spin character; stability of topological excitations and textures, such as ordinary vortices, coreless vortices (Skyrmions)$^{11}$, and t’Hooft-Polyakov monopoles$^{11}$, depends in a complex manner on the parameters of the system. The complexity of these systems becomes even more transparent in the limit of strongly correlated systems: ultracold Bose spin gases in optical lattices exhibit fascinating properties, including new types of quantum phases, such as a polar condensate phase, a condensate of singlet pairs, a crystal spin nematic phase, and a spin singlet crystal phase$^{12}$.

The ground state, its magnetic properties and the low temperature thermodynamics of spinor condensates have been studied in several experiments: in $^{23}$Na$^{13}$ ($F = 1$) which has an anti-ferromagnetic ground state, in $^{87}$Rb in the $F = 1$ spin state$^{14}$, which is ferromagnetic, as well as in the $F = 2$ spin state, which presents a rich ground state behavior$^{16}$. Recent experiments involving non-destructive imaging of magnetization of a spin $F = 1$ Bose gas of $^{87}$Rb atoms$^{15}$ open a new route to study magnetism of spinor condensates. Also, the recent experiment with chromium$^{14}$ condensates opens the possibility to study even higher spin states ($F = 3$) with long range (dipolar) interactions and, presumably a much more complex phase diagram.

In the last two years the focus of investigation has shifted towards two other very important aspects of the spinor BEC physics: the equilibrium properties at finite $T$, and dynamics of spinor BEC’s. The thermodynamic properties of an ultra-cold spin Bose gas have been experimentally investigated in Ref.$^{20}$. Recently, finite tem-
perature effects to describe the properties of the equilibrium density distribution have been considered within the Hartree-Fock-Popov theory [21]. Spin dynamics has been experimentally studied in $^{87}$Rb condensates for $F = 1$ in [15], and more exhaustively for $F = 2$ in [14, 15, 17]. Coherent collisional spin dynamics in $^{87}$Rb for $F = 2$ has been recently observed also in optical lattices [22]—these experiments pave way towards the efficient creation of entangled atom pairs in optical lattices.

Here we focus on the dynamics of $F = 1$ elongated spinor condensates at zero and finite temperatures. One of our major motivation to study the thermal effects on spin dynamics is to learn something about decoherence in multi-component systems. In the case $F = 1$ the internal coupling of the spin components depends only on 2 coefficients, while for $F = 2$ it depends on 3. Due to this simplicity, the case $F = 1$ allows for a better understanding of the interplay between nonlinear interactions, spin couplings and temperature effects. We consider here the full coupled dynamical equations of the spin components, obtained within a mean-field framework, without any further approximation such as the Single Mode Approximation (SMA) [23, 24], or variational ansatz [25], that would mask some aspects of the complex dynamical evolution. We restrict our analysis to the quasi-1D case, when the condensates are kinematically frozen in the transverse directions. We investigate then the influence of thermal effects on the spin dynamics. To this aim we use the Bogoliubov-de Gennes description of phonon modes and treat them as classical random fields, similarly as in Ref. [24]. For quasi-1D condensates at finite $T$ the main contribution to phonon fluctuations comes from the fluctuations of the condensate phase [27], and this contribution is fully accounted in our simulations.

The paper is organized as follows. First, in section II we introduce the model for $T = 0$. We describe some of the details of the numerical method in section III. In section IV we describe our results for $T = 0$. Section V we present a discussion of finite temperature effects. We conclude in section VI.

**DESCRIPTION OF THE SYSTEM**

The many-body Hamiltonian describing a $F=1$ spinor condensate in absence of an external magnetic field is given by [1]

$$H = \int d^3r \left\{ \Psi_m^{\dagger} \left( -\frac{\hbar^2}{2M} \nabla^2 + V_{ext} \right) \Psi_m + \frac{c_0}{2} \Psi_m^{\dagger} \Psi_j^{\dagger} \Psi_j \Psi_m + \frac{c_2}{2} \Psi_m^{\dagger} \Psi_j^{\dagger} F_{mk} \cdot F_{jl} \Psi_j \Psi_k \right\}$$

(1)

where $\Psi_m(r)$ ($\Psi_m^\dagger$) is the field operator that annihilates (creates) an atom in the $m$-th hyperfine state $|F=1, m\rangle$ at point $r$ ($m = 1, 0, -1$). The trapping potential $V_{ext}(r)$ is assumed harmonic and spin independent. The terms with coefficients $c_0$ and $c_2$ describe binary elastic collisions of spin-1 atoms in the combined symmetric channel of total spin 0 and 2, and are expressed in terms of the s-wave scattering lengths $a_0$ and $a_2$: $c_0 = 4\pi\hbar^2(a_0 + 2a_2)/3M$ and $c_2 = 4\pi\hbar^2(a_2 - a_0)/3M$, where $M$ is the atomic mass. $F$ are the spin-1 matrices [1, 21]. The system is ferromagnetic if $c_2 < 0$ ($^{87}$Rb), and anti-ferromagnetic if $c_2 > 0$ ($^{23}$Na).

The total number of atoms $N = \int dr (|\Psi_1|^2 + |\Psi_0|^2 + |\Psi_{-1}|^2)$ and the total magnetization $M = \int dr (|\Psi_1|^2 - |\Psi_{-1}|^2)$ commute with the Hamiltonian, and are thus constants of motion.

In the mean field approach, a condensate order parameter is introduced for each magnetic sublevel $\psi_m(r) = \langle \Psi_m(r) \rangle$, and by neglecting quantum fluctuations it yields the following energy functional

$$E = \int d^3r \left\{ \psi_m^{\dagger} \left( -\frac{\hbar^2}{2M} \nabla^2 + V_{ext} \right) \psi_m + \frac{c_0}{2} \psi_m^{\dagger} \psi_j^{\dagger} \psi_j \psi_m + \frac{c_2}{2} \psi_m^{\dagger} \psi_j^{\dagger} F_{mk} \cdot F_{jl} \psi_j \psi_k \right\}.$$  (2)

According to $i\hbar \partial \psi_m / \partial t = \delta E / \delta \psi_m^{\dagger}$, the coupled dynamical equations for the spin components are obtained [23, 24, 25]

$$i\hbar \partial \psi_m / \partial t = \left[ -\frac{\hbar^2}{2M} \nabla^2 + V_{eff} \right] \psi_m + c_2 T_m ,$$  (3)

$$n_m(r) = |\psi_m|^2$$

(4)

where $n_m(r) = |\psi_m|^2$ is the density of the $m$-th component and $n = |\psi_1|^2 + |\psi_0|^2 + |\psi_{-1}|^2$ is the total density normalized to the total number of atoms $N$. The population of the hyperfine state $|1, m\rangle$ is $N_m = \int dr |\psi_m|^2$ such that $N = N_1 + N_0 + N_{-1}$. We have defined $T^s_{\pm 1} = \psi^s_0 \psi^{s}_{\pm 1}$, $T^s_0 = 2\psi_1 \psi^0_{-1} \psi_{-1}$, and the effective potentials that will determine the spatial dynamics of each component

$$V^s_{\pm 1} = V_{ext} + c_0 n + c_2 (n_1 + n_0 \mp n_{-1})$$

$$V^s_0 = V_{ext} + c_0 n + c_2 (n_1 + n_{-1}) .$$

Analogously to a spin-polarized condensate, the multi-component Gross-Pitaevskii equations [31] can be rewritten in the form of continuity equations [23]:

$$\frac{\partial}{\partial t} n_m + \nabla \cdot \mathbf{j}_m = \delta n_m(r, t),$$  (5)

where $\mathbf{j}_m = \hbar (\psi^s_0 \nabla \psi_m - \psi_m \nabla \psi^s_0) / 2iM$ is the current, and $\delta n_m(r, t) = -(2c_2/\hbar) \text{Im}(T_m \psi_m)$ is the rate of transfer of populations between spin components. Since the total number of atoms and magnetization are conserved, and the dynamical equations for $m = \pm 1$ are symmetric, it is verified that $\delta n_0 = -2\delta n_{\pm 1} = (2c_2/\hbar) (\psi^s_0 \psi^s_{-1} - \psi^s_0 \psi^s_{-1})$. In our calculation, we assume an axially-symmetric harmonic confinement $V_{ext} = M(\omega^2_\perp r^2_\perp + \omega^2_2 z^2)/2$. In the limit of highly elongated traps ($\omega_\perp \gg \omega_2$) the tight confinement ensures that no excited states are available.
in the transverse direction and thus the dynamics takes place along the axial direction. Factorizing \( \psi_m(r) \) into a longitudinal and a transverse function, and approximating the transverse part as the two-dimensional ground state of the transverse oscillator \( \psi_{m_{\perp}}(r) \), the equations of motion become one-dimensional for the longitudinal wave functions \( \psi_m(z) \), and the coupling constants \( c_0 \) and \( c_2 \) are accordingly rescaled by a factor \( 1/(2\pi a_0^2) \), with \( a_\perp = \sqrt{\hbar/m\omega_\perp} \) the transverse oscillator length \( a_\perp \).

**NUMERICAL METHOD**

The dynamics of the spin components is obtained by numerically integrating the coupled nonlinear differential equations \( \psi(z,t) \). For the time evolution our numerical procedure combines the split operator method with the Fast Fourier Transform to treat the kinetic terms and a fourth-order Runge-Kutta method for the remaining terms of the dynamical equations. We have compared our combined numerical method with an evolution using a pure fourth-order Runge-Kutta as the one used in Ref. \[23\], and we have found that our method allows larger time steps making the computation notably faster.

In this paper, we consider \( N = 20000 \) atoms of spin-1 \(^{87}\text{Rb} \) trapped in a quasi-1D harmonic trap with \( \omega_\perp = 2\pi \times 891\text{Hz} \) and \( \omega_z = 2\pi \times 21 \text{Hz} \). The coupling constants are \( a_0 = 101.8a_B \), and \( a_2 = 100.4a_B \) \( \text{[31]} \), with \( a_B \) the Bohr radius. Since \( c_2 < 0 \) the atomic interactions for \(^{87}\text{Rb} \) atoms are ferromagnetic. The initial wave functions \( \psi_m(z,t = 0) \) have the same spatial profile as the ground state of the scalar condensate with coupling constant \( a_0/(2\pi a_0^2) \). Each initial wave function component is however normalized to the corresponding initial population in spin-\( m \), \( N_m \). Since \( \psi_m(z,0) \) are complex functions, \( \psi_m(z,0) = \exp(\imath \theta_m) \), the initial phases have also to be fixed. However, for initial symmetric configurations \( (N_1 = N_{-1}) \) the dynamical evolution depends only on one initial relative phase \( \theta = 2\theta_0 - \theta_1 - \theta_{-1} \) \( \text{[23]} \), and thus only one initial phase has to be fixed. Experimentally the initial phases are not well determined and the results are averaged over several repeated measurements \( \text{[13]} \). Therefore we will average the dynamics over different initial relative phases randomly distributed over \((0,2\pi)\) in order to obtain results easy to compare with experiments.

**SPINOR DYNAMICS AT \( T = 0 \)**

We consider that initially a quasi-pure condensate in the \( m = 0 \) spin component is populated. Spin component mixing requires, at least, a small seed of atoms populating the other components but keeping the total magnetization equal to zero. In Figure 1 we plot the population of each spin component as a function of time at zero temperature, for the initial populations \( (N_1/N, N_0/N, N_{-1}/N) = (0.5\%, 99\%, 0.5\%) \). In absence of an external magnetic field gradient the dynamical evolutions of the spin \( m = \pm 1 \) components are symmetric. Dashed lines correspond to the dynamical evolution with a given initial relative phase \( \theta = 0 \), and solid lines are the average over 20 random initial relative phases. The oscillations of the populations with a given initial phase, are smeared out by the average over different runs. It is interesting to point out the damping of the oscillations obtained in our numerical calculations which is a finite size effect related to collapse phenomena characteristic of discrete anharmonic spectra \( \text{[32]} \), and to dephasing of Josephson oscillations \( \text{[33]} \). During the time evolution the magnetization is conserved, as it has been experimentally observed \( \text{[15]} \). The populations oscillate around the ground state configuration of the system with \( M = 0 \) that in absence of applied external magnetic field is \( (25\%, 50\%, 25\%) \) \( \text{[28]} \). Our numerical results are in qualitative agreement with the experimental measurements of Ref. \( \text{[13]} \) obtained in a strongly anisotropic disk-shaped spin-1 condensate, where the relaxation to the steady state is also not monotonic but damped.

In Fig. 2 we plot the density profiles of the spin components for the configuration \( \theta = 0 \) (see Fig. 1). At the initial stages of the evolution, the population of the spin-0 component decreases due to the spin exchange interaction, and thus the \( \pm 1 \) spin components start to be populated by the same amount, keeping the symmetry of the initial state. The total magnetization is conserved along the time evolution. Initially \( (t < 100 \text{ ms}) \), the conversion of atoms from 0 to \( \pm 1 \) states mainly occurs at the central part of the condensate, where the density is higher and thus the coupling between different spin components is more effective, see Eq. \( \text{[4]} \).

Then, the \( \pm 1 \) spin components swing back to the 0 component, and vice versa. The oscillations between the populations of the \( m = 0 \) and \( m = \pm 1 \) states are not regular and present a dynamical instability around \( t \sim 100 \text{ ms} \), when the large amplitude oscillations become small amplitude oscillations \( \text{[34]} \). At this moment the condensate starts the multi-domain formation process into small dynamical spin domains. A simple estimation of the time scale for the appearance of the instability \( t_{\text{dom}} \sim 2\pi \hbar/c_{2n} \) has been provided studying the normal excitation modes of the system \( \text{[32]} \). In our case, taking \( n \sim 2 \times 10^{14} \text{ cm}^{-3} \) at the center of the trap, \( t_{\text{dom}} \sim 140 \text{ ms} \), which is in agreement with our results. Notice that, in the present study, the analysis is performed directly from the spatial and temporal evolution of the population of the spin components.

The transfer of population remains coherent along all the time evolution, and it does not become chaotic even for large times. The number of small spin domains does not grow indefinitely, but it is limited by a characteristic size of the spin domains \( (t_{\text{dom}}) \) that depends on the in-
ternal coupling between different spin components, and more weakly on temperature. The formation of multiple spin domains, also found recently in Ref. [25, 36], is a result of the ferromagnetic character of the spin-1 °Rb condensate: $c_2 < 0$ favors the spatial separation of ±1 atoms from 0-atoms, as obtained in our numerical results. Since in our simulations the initial condition for $m = ±1$ are identical, the density profiles of $m = ±1$ components are equal along the time evolution. Apparently, the value of $\lambda_{0m} \sim 5 \mu m$, being much smaller than the harmonic oscillator length, does not depend on the external trapping potential, but it is an intrinsic characteristic of the spin coupling strength $32$. The dynamical evolution between spin components can be easily interpreted in terms of the effective potential $V_m^{cij}(z,t)$ felt by each spin component $\psi_m(z,t)$, and from the continuity equations. For the same initial configuration as in Fig. 2, we plot in Fig. 4 the effective potentials $V_0^{cij}$ and $V_{-1}^{cij}$ (top panels), and the local transfer of population $\delta \hat{n}_0(z,t)$ and $\delta \hat{n}_{±1}(z,t)$ (bottom panels) for $t = 0, 40$ and $80$ ms. For a fixed time $t$, $\delta \hat{n}_m(z,t)$ represents the local exchange of atoms between spin components. If $\delta \hat{n}_m(z,t) < 0$ at that position the population of the spin-$m$ component is decreasing and thus the atoms convert to the other spin components. For example at the first stages of the time evolution ($t \leq 60$ ms) $\delta \hat{n}_1(z,t) = \delta \hat{n}_{±1}(z,t) > 0$, and consequently $\delta \hat{n}_0(z,t) < 0$: the spin-exchange interaction is favoring the conversion from 0 to ±1 states as it is shown in Fig. 1. At $t = 0$ this is also true, but it cannot be appreciated from the scale of the figure. Moreover, since the minimum and maximum of $\delta \hat{n}_0(z,t)$ and $\delta \hat{n}_{±1}(z,t)$, respectively are at the center of the condensate, the spin-exchange mainly occurs at the central region, as we have already commented in Fig. 2. At $t = 80$ ms $\delta \hat{n}_{±1}$ is positive at the boundaries of the condensate, and negative at the central region, whereas $\delta \hat{n}_0$ has the opposite behavior. Therefore, the population with $m = ±1$ is decreasing at the center and increases at the boundaries, and the ±1 atoms convert to 0 state mainly at the center, where the $m = 0$-condensate develops a new central peak.

We have also performed simulations starting from other initial conditions. In particular, we observe that multi-domain formation is inhibited if the starting configuration coincides with the ground state composition (25%, 50%, 25%). Moreover, we find a good agreement with the very recent experimental results of Chang et al. [37], starting from $(0, 3/4, 1/4)$ and converging to $(1/5, 2/5, 2/5)$.

**SPINOR DYNAMICS AT FINITE T**

The spinor dynamics of these multicomponent quantum gases is rather complex due to the internal coupling between different spin components. We consider now thermal effects in the spinor dynamics. At low temperature, thermal excitations can be described within the Bogoliubov-de Gennes theory. Recently, finite temperature effects in the equilibrium density distribution of the condensed and non-condensed components of spin-1 trapped atoms has been investigated within Hartree-Fock-Popov theory [21]. We will investigate thermal effects in the spinor dynamics using a Bogoliubov-de Gennes description of the thermal cloud. For a highly elongated trap, the condensate is quasi-1D, and total density fluctuations are strongly suppressed at small temperatures, whereas phase fluctuations are relevant and in the Thomas-Fermi regime can be described analytically in terms of Legendre polynomials $P_j(z)$ [29] [38]. Analogously, we assume that spin fluctuations can be disregarded in a first approximation.

In Refs. [7, 20] it has been shown that at finite temperature each spin component has its own thermal cloud. Thus, we assume that initially the condensate corresponding to each spin-$m$ component can be described by an order parameter $\psi_m(z) = \sqrt{\mu_m(z)} \exp(i\phi_m)$, which has a random fluctuating phase $\phi_m(z)$. The dynamical evolution of the spin $m$ component is given by the Schrödinger equation, where $\mu_m(z)$ is the equilibrium total density profile of the $m$-th spin component, and $\phi_m(z)$ is the spectrum of low lying axial excitations [40], and $a_m^m$ ($a_m^{m*}$) are complex amplitudes that replace the quasi-particle annihilation (creation) operators in the mean-field approach. In the numerical calculation in order to reproduce the quantum statistical properties of the phase $\phi_m(z)$, $a_m^m$ and $a_m^{m*}$ are sampled as random variables with a zero mean value and $\langle |a_m^m|^2 \rangle = N_j^m$, where $N_j^m = [\exp(\epsilon_j/k_B T) - 1]^{-1}$ is the occupation number for the quasi-particle mode $j$ [40].

In Fig. 4 we plot the dynamical evolution of the spin populations at $T = 0.2 T_c$ for the same initial populations as in Fig. 1. The critical temperature of Bose-Einstein condensation, $T_c = \hbar \omega_c N/\ln(2N)$, corresponds here to a single component Bose gas in a harmonic trap of frequency $\omega_z$. Solid lines correspond to the numerical results averaged over 20 random initial relative phases, and dashed lines to a single run with initial phase $\phi = 0$. The interaction of the condensate atoms with the thermal clouds smears out the oscillations present at $T = 0$ (Fig. 1) and leads to an asymptotic configuration with all $m$ components equally populated (equipartition).

Thermal effects in the density profiles of the spin components are shown in Fig. 5. The occurrence of phase fluctuations due to thermal excitations at $t = 0$ transforms to modulations of the density during the time evo-
lution as in a spin-polarized single component elongated condensate\textsuperscript{20}. In a spinor condensate this leads to multi-domain formation at much earlier times than at $T = 0$ (see Fig\textsuperscript{2}), and the density profiles are no longer symmetric at finite $T$. Moreover, the existence of different thermal clouds for each spin component\textsuperscript{20} breaks also the symmetry of the $m = \pm 1$ spin components of the initial state of system. Therefore the $m = \pm 1$ density profiles are different during the time evolution, and the three components separate in different spin domains. The local magnetization is not longer conserved as at $T = 0$ but, as expected, the total magnetization is still a conserved quantity along all the time evolution. Similar results are obtained at lower temperatures $T/T_c = 0.01$ and 0.001.

**CONCLUSIONS**

In this paper, we have studied the spinor dynamics of a spin-1 $^{87}$Rb condensate in a highly elongated trap. We have solved the full three coupled dynamical equations for the spin components within Gross-Pitaevskii framework without any further approximations. This is in fact necessary, since approximated approaches frequently mask some of the aspects of the dynamics. We have also considered here finite temperature effects, using the approach of Ref.\textsuperscript{41}. We have found that the spinor dynamics towards the steady state is not monotonic but rather slowly damped, involving a coherent transfer of population between different spin components. At finite temperature the coherent oscillations of populations are rather slowly damped, involving a coherent transfer of dynamics towards the steady state is not monotonic but

This research was partially supported by DGICYT (Spain) Project No. BFN2002-01868, MEC (Spain) Project FIS2005-04627, Generalitat de Catalunya Project No. 2001SGR00064, Deutsche Forschungsgemeinschaft (SFB 407, SPP 1116), and the European Science Foundation programme QUDEDIS. J. Mur-Petit acknowledges also support from the Generalitat de Catalunya. M. G. thanks the “Ramón y Cajal” Program (Spain) for financial support. We are grateful to Prof. T. Pfau, Prof. H. T. C. Stoof and Dr. I. Carusotto for discussions.

[1] T.-L. Ho, Phys. Rev. Lett. \textbf{81}, 742 (1998).
[2] T. Ohmi and K. Machida, J. Phys. Soc. Jpn. \textbf{67}, 1822 (1998); T. Isoshima, K. Machida, and T. Ohmi, Phys. Rev. A \textbf{60}, 4857 (1999).
[3] J. Stenger, S. Inouye, D.M. Stamper-Kurn, H.J. Miesner, A.P. Chikkatur, and W. Ketterle, Nature \textbf{396}, 345 (1998).
[4] D.M. Stamper-Kurn and W. Ketterle, Proceedings of Les Houches 1999 Summer School, Session LXXII.
[5] C.J. Myatt, E.A. Burt, R.W. Ghrist, E.A. Cornell, and C.E. Wieman, Phys. Rev. Lett. \textbf{78}, 586 (1997); D.S. Hall, M.R. Matthews, J.R. Ensher, C.E. Wieman, and E.A. Cornell, Phys. Rev. Lett. \textbf{81}, 1539 (1998); M.R. Matthews, D.S. Hall, D.S. Jin, J.R. Ensher, C.E. Wieman, E.A. Cornell, F. Dalfovo, C. Minniti, and S. Stringari, Phys. Rev. Lett. \textbf{81}, 243 (1998).
[6] J.M. McGuirk, H.J. Lewandowski, D.M. Harber, T. Nikuni, J.E. Williams, and E.A. Cornell, Phys. Rev. Lett. \textbf{89}, 090402 (2002).
[7] H.J. Lewandowski, J.M. McGuirk, D.M. Harber, and E.A. Cornell, Phys. Rev. Lett. \textbf{91}, 240404 (2003).
[8] A. A. Svidzinsky and S. T. Chui, Phys. Rev. A \textbf{68}, 013612 (2003), H. Pu and N. P. Bigelow, Phys. Rev. Lett. \textbf{80}, 1130 (1998), K. Kasamatsu, M. Tsubota and M. Ueda, Phys. Rev. Lett. \textbf{91}, 150406 (2003).
[9] K. Kasamatsu and M. Tsubota, Phys. Rev. Lett. \textbf{93}, 100402 (2004).
[10] U. Al Khawaja and H.T.C. Stoof, Nature \textbf{411}, 918 (2001).
[11] H.T.C. Stoof, E. Vliegen, and U. Al Khawaja, Phys. Rev. Lett. \textbf{87}, 120407 (2001).
[12] E. Demler and F. Zhou, Phys. Rev. Lett. \textbf{88}, 163001 (2002); A. Imamogolov, M. Lukin, and E. Demler, Phys. Rev. A \textbf{63}, 063602 (2003).
[13] H.J. Miesner, D.M. Stamper-Kurn, J. Stenger, S. Inouye, A.P. Chikkatur, and W. Ketterle, Phys. Rev. Lett. \textbf{82}, 2228 (1999); D.M. Stamper-Kurn, H.J. Miesner, A.P. Chikkatur, S. Inouye, J. Stenger, and W. Ketterle, Phys. Rev. Lett. \textbf{83}, 661 (1999); A.E. Leanhardt, Y. Shin, D. Kielpinski, D.E. Pritchard, and W. Ketterle, Phys. Rev. Lett. \textbf{90}, 140403 (2003).
[14] H. Schmaljohann, M. Erhard, J. Kronjäger, M. Kottke, S. van Staa, L. Cacciapuoti, J.J. Arlt, K. Bongs, and K. Sengstock, Phys. Rev. Lett. 92, 040402 (2004).

[15] M.S. Chang, C.D. Hamley, M.D. Barrett, J.A. Sauer, K.M. Fortier, W. Zhang, L. You, and M.S. Chapman, Phys. Rev. Lett. 92, 140403 (2004).

[16] M.D. Barrett, J.A. Sauer, and M.S. Chapman, Phys. Rev. Lett. 87, 010404 (2001).

[17] T. Kuwamoto, K. Araki, T. Eno, and T. Hirano, Phys. Rev. A 69, 063604 (2004).

[18] J.M. Higbie, L.E. Sadler, S.Inouye, A.P. Chikkatur, S.R. Leslie, K.L. Moore, V. Savalli, and D.M. Stamper-Kurn, Phys. Rev. Lett. 95, 050401 (2005).

[19] M.S. Chapman, K. Sengstock, and K. Bongs, Phys. Rev. A 70, 031602(R) (2004).

[20] M.D. Barrett, J.A. Sauer, and M.S. Chapman, Phys. Rev. Lett. 92, 140403 (2004).

[21] W. Zhang, S. Yi, and L. You, Phys. Rev. A 70, 043611 (2004).

[22] A. Griesmaier, J. Werner, S. Hensler, J. Stuhler, and T. Pfau, Phys. Rev. Lett. 94, 160401 (2005).

[23] H. Schmaljohann, M. Erhard, J. Kronjäger, K. Sengstock, and K. Bongs, Appl. Phys. B 79, 1001 (2004); M. Erhard, H. Schmaljohann, J. Kronjäger, K. Bongs, and K. Sengstock, Phys. Rev. A 70, 031602(R) (2004).

[24] W. Zhang, S. Yi, and L. You, Phys. Rev. A 70, 043611 (2004).

[25] A. Widera, F. Gerbier, S. Fölling, T. Gericke, O. Mandel, and I. Bloch, cond-mat/0505492.

[26] H. Pu, C.K. Law, S. Raghavan, J. H. Eberly, and N.P. Bigelow, Phys. Rev. A 60, 1463 (1999).

[27] S. Yi, O. E. Müstecaplıoğlu, C.P. Sun, and L. You, Phys. Rev. A 66, 011601(R) (2002).

[28] W. Zhang and L. You, Phys. Rev. A 71, 025603 (2005).

[29] S. Stringari, Phys. Rev. A 58, 2385 (1998).

[30] D. Hellweg, S. Dettmer, P. Ryytty, J.J. Arlt, W. Ertmer, K. Sengstock, D.S. Petrov, G.V. Shlyapnikov, H. Kreutzmann, L. Santos, and M. Lewenstein, Appl. Phys. B 73, 781 (2001).

[31] H. Kreutzmann, A. Sanpera, L. Santos, M. Lewenstein, D. Hellweg, L. Cacciapuoti, M. Kottke, T. Schulte, K. Sengstock, J.J. Arlt, and W. Ertmer, Appl. Phys. B 76, 165 (2003).

[32] In general, Bogoliubov-de Gennes equations describing the thermal quasiparticle excitations are derived as linearizations of the coupled Gross-Pitaevski equations, and as such they mix various spin components. If, however, the linearization is performed around a practically fully polarized state (such as the ones considered in this paper), the fluctuations of the large spin component decouple from the other components. The latter decouple as well, since they are initially very weakly populated, and their dynamics is dominated by the mean field spin independent effects caused by the large spin component. This is particularly true for $|c_2| \ll |c_0|$.

[33] Strictly speaking, in quasi-1D condensates, the phase fluctuations at $T = 0$ are described by Jacobi polynomials (for details see [24, 40]), in contrast to exactly 1D condensates. Already at $T \approx 0.2T_c$, however, quantitative difference between thermal effects in quasi-1D and strictly 1D cases becomes irrelevant (compare [41, 42]).

[34] In general, Bogoliubov-de Gennes equations describing the thermal quasiparticle excitations are derived as linearizations of the coupled Gross-Pitaevski equations, and as such they mix various spin components. If, however, the linearization is performed around a practically fully polarized state (such as the ones considered in this paper), the fluctuations of the large spin component decouple from the other components. The latter decouple as well, since they are initially very weakly populated, and their dynamics is dominated by the mean field spin independent effects caused by the large spin component. This is particularly true for $|c_2| \ll |c_0|$.
FIG. 1: (Color online) Population of the spin components as a function of time for the initial configuration $(N_1/N, N_0/N, N_{-1}/N) = (0.5\%, 99\%, 0.5\%)$ at $T = 0$. Solid lines: numerical results averaged over 20 random initial relative phases $\theta$. Dashed lines: initial phase $\theta = 0$.

FIG. 2: (Color online) Density profiles of the spin components at different times (in ms) at $T = 0$, $n_1(z, t)$ (black) and $n_0(z, t)$ (green). The initial configuration corresponds to $(0.5\%, 99\%, 0.5\%)$, and $\theta = 0$ (dashed line in Fig. 1).
FIG. 3: (Color online) For the initial configuration (0.5%, 99%, 0.5%), with $\theta = 0$ and $T = 0$. Top panels: Effective potentials of the spin components for $t = 0, 40$ and 80 ms. Bottom panels: Transfer of populations $\delta n_m(z, t)$ for the same times.

FIG. 4: (Color online) Population of the spin components as a function of time for the initial configuration (0.5%, 99%, 0.5%) at $T = 0.2T_c$. Solid lines: numerical results averaged over 20 random initial relative phases $\theta$. Dashed lines: initial phase $\theta = 0$.

FIG. 5: (Color online) Density profiles of the spin component $s$ at different times (in ms) at $T = 0.2T_c$ for the same initial configuration as in Fig. 2.