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Abstract

A simple hard-thresholding operation is shown to be able to uniformly recover \( x_1, \ldots, x_L \in \mathbb{R}^n \) that share a common support of size \( s \) from \( m = O(s) \) one-bit measurements per signal if \( L \geq \ln(en/s) \). This result improves the single signal recovery bounds with \( m = O(s \ln(en/s)) \) measurements in the sense that asymptotically fewer measurements per non-zero entry are needed. Numerical evidence supports the theoretical considerations.

1 Introduction

The field of compressed sensing emerged from the following basic question: Given some unknown and high-dimensional signal \( x \in \mathbb{R}^n \), what is the smallest number \( m \) of linear measurements

\[ y = Ax \]  

needed to uniquely determine \( x \), where \( A \in \mathbb{R}^{m \times n} \). From basic linear algebra we require \( m \geq n \) in general.

Now suppose that \( x \) is \( s \)-sparse, i.e., \( x \) has at most \( s \leq n \) entries that are not equal to zero, and let \( \text{supp}(x) = \{ i \in [n] : x_i \neq 0 \} \subset [n] := \{1, \ldots, n\} \) be the support of \( x \). Knowing \( \text{supp}(x) \) now \( m \geq s \) measurements suffice to uniquely identify \( x \) from \( y \) (assuming that every choice of \( s \) different columns of \( A \) is linearly independent). If \( s \ll n \), this yields a considerable improvement in the number of measurements. In practice, however, the support of \( x \) is unknown. The seminal works \cite{6}, \cite{5}, \cite{8} lay foundations of compressed sensing by guaranteeing even then unique identification of all \( s \)-sparse \( x \) from \( m < n \) measurements defined in (1) if \( A \) is suitably chosen. Moreover, efficient recovery is possible by means of convex optimization. A sufficient condition for \( A \) to allow this is the so-called restricted isometry property (RIP). A linear operator \( A \) satisfies the RIP of order \( s \) with RIP-constant \( \delta \in (0, 1) \) if

\[ (1 - \delta)\|x\|_2 \leq \|Ax\|_2 \leq (1 + \delta)\|x\|_2 \]  

for all \( s \)-sparse \( x \), i.e., \( A \) embeds the set of \( s \)-sparse \( n \)-dimensional vectors almost isometrically into \( \mathbb{R}^m \) (see \cite{6}, \cite{7}). Though no deterministic construction of RIP matrices has been discovered so far for less than \( m = O(s^2) \) measurements (cf. \cite{14} Ch 6), several classes of randomly generated matrices satisfy the RIP with exceedingly high probability if

\[ m \geq Cs \ln \left( \frac{en}{s} \right) \]  
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where $C > 0$ is a constant independent of $s, m,$ and $n$ (see [7], [26]). Hence, up to the log-factor, $O(s)$ measurements suffice to capture all information in the $n$-dimensional signal $x$. Moreover, the bound (3) is robust to noise on the measurements.

However, there are more difficulties to overcome than just noise. In particular, real-valued measurements $y_i \in \mathbb{R}$ cannot be stored with infinite precision. The idealistic measurement model presented in (1) should be extended by a quantizer $Q$ that maps the real-valued measurement vector $Ax$ to a finite alphabet. The extreme case is to choose $Q$ as the sign function acting componentwise on $Ax$ leading to the one-bit compressed sensing model first studied in [3]

$$y = \text{sign}(Ax)$$

i.e., $y_i$ is 1 if $\langle a_i, x \rangle \geq 0$ and $-1$ if $\langle a_i, x \rangle < 0$, where $a_i$ is the $i$-th row of $A$. From a geometric point of view, this single bit expresses on which side of the hyperplane $H_{a_i}$ (defined by the normal vector $a_i$) the signal $x$ lies. Note that the model (1) is blind to scaling and we can only hope to approximate the direction of $x$ (this issue can be tackled by, e.g., adding a random dither to the measurements before quantization and thus shifting the hyperplanes away from the origin, see [20], [1]).

It turns out that for one-bit quantization, the bound in (3) still provides a sufficient number of measurements to approximate all $s$-sparse $x$ of unit norm by convex optimization, see [22], or greedy approaches like a single hard-thresholding step, see [18]. Here, approximating means the following: One cannot recover $x$ from $y$ exactly but one can bound the worst case error (in, e.g., $\ell_2$ norm) of certain reconstruction algorithms. The difference between the required measurements for (1) and (4) lies in approximation quality: the expected worst-case error is much better (possibly zero) in unquantized compressed sensing. Nevertheless, one-bit sensing is of great interest for applications because single bit measurement devices are cheap to produce.

Another method to reduce the number of measurements is distributed compressed sensing or joint recovery (see [2], [9]). The idea is that the log-factor in (3) is caused by not knowing the exact support of $x$. If one has to recover several signals $x_1, \ldots, x_L$, $L \in \mathbb{N}$, sharing a common support, it might be possible to reduce the number of measurements per signal from $O(s \ln(en/s))$ to $O(s)$ by profiting from the joint structure. In theory the improvement seems small, but in practice it can make a notable difference (cf. [28]). Moreover, the joint support assumption might appear naturally. For example, a signal that is sparse in the Fourier basis may be measured at different locations, which leads to different attenuations and phase shifts at every node. This can be exploited in imaging applications such as MRI [31]. Another prominent application is MIMO communications [25].

There are two popular settings for joint recovery from compressed measurements. The first model is called Multiple Measurement Vectors (MMV). All signals are measured by the same measurement matrix $A \in \mathbb{R}^{m \times n}$ (resp. the same sensor) and the model in (1) becomes

$$Y = AX$$

where $X \in \mathbb{R}^{n \times L}$ and $Y \in \mathbb{R}^{m \times L}$ are matrices containing the signals and their corresponding measurement vectors as columns. As shown in [12], for this model one can improve only the average performance as compared to single vector compressed sensing. The worst-case analysis shows no improvement.

The second model considers distinct measurement matrices $A^{(l)}$, ..., $A^{(L)} \in \mathbb{R}^{m \times n}$ (resp. distinct sensors) for each signal $x_l \in \mathbb{R}^n$, $l \in [L]$. Hence, there is a separate measurement process of type (3) for each $l \in [L]$ yielding $L$ different $y_l \in \mathbb{R}^m$. We have

$$\text{vec}(Y) = A \cdot \text{vec}(X)$$

where $A \in \mathbb{R}^{mL \times nL}$ is block diagonal and built from the blocks $A^{(l)}$, and $\text{vec}(\cdot)$ denotes the vectorization of a matrix. The authors of [11] guarantee recovery of jointly sparse signal ensembles $X$ from measurements of type (6) via $\ell_{2,1}$-minimization provided $A$ satisfies a certain block RIP. A direct connection between the number of measurements to guarantee block RIPs for random matrices and properties of the signal ensembles $X$ is presented in [10]. In particular, the authors show that one can profit from joint structure if the information in $X$ is spread among multiple signals $x_l$. For instance, if all $x_l$ but one are zero one will need $m = O(s \ln(en/s))$ measurements per signal rendering joint recovery useless. Hence, to obtain meaningful
recovery guarantees for distributed compressed sensing one needs assumptions beyond a joint support set (see also Remark 5 below).

Both extensions of the classical compressed sensing model (1), namely, one-bit compressed sensing and distributed compressed sensing, are useful in practice. One might thus try to combine both approaches to reduce the number of measurements in one-bit sensing. The papers [30], [19], [16] show promising numerical results, but they do not provide theoretical justification for the improvements.

1.1 Contribution

We provide uniform approximation guarantees for distributed compressed sensing from one-bit measurements quantifying the influence of the size $L$ of signal ensembles $\mathbf{X}$ on the required number of measurements per signal $m$. Our analysis considers the second model above, i.e., distinct measurement matrices $A^{(1)},...,A^{(L)}$ corresponding to distinct sensors. In particular, we show that if the entries of all $A^{(l)}$ are drawn as independent and identically distributed (iid) Gaussian random variables, then the matrix $A$ will satisfy an $\ell_1/\ell_2,1$-RIP on a suitable set of jointly sparse signal ensembles with high probability. We adapt the ideas of [13] to deduce a uniform error bound for recovering appropriate signal ensembles $\mathbf{X}$ from their one-bit measurements $\mathbf{Y}$ by applying one simple hard-thresholding step to $A^{l} \text{vec}(\mathbf{Y})$. We find that $mL \geq C s \ln((en/s) + L)$ measurements suffice to well-approximate $\mathbf{X}$ with high probability which means, for $L \simeq \ln(en/s)$, $O(s)$ measurements per single signal. This improves the classical compressed sensing results for Gaussian measurements of $O(s \ln(en/s))$ (cf. [14]). Moreover, we provide numerical evidence matching anterior experimental results in [30], [19], [16].

We remark that we recently became aware of the related work [15]. The authors examine recovery of structured data from superimposed non-linear measurements by group-LASSO, i.e., $\ell_{2,1}$-minimization. Interpreting their results from our viewpoint, the techniques might provide similar (in number of necessary measurements) non-uniform approximation guarantees for $\ell_{2,1}$ minimization in our setting. This is, however, not obvious since their setting focuses on recovering one single signal from superimposed distributed measurements while we consider different signals and full knowledge of all distributed measurements. The different analysis methods of both works are complementary, and both serve to better understand distributed compressed sensing with one-bit measurements. Our approach has the advantage of brief and elementary proofs, while the approach of [15] might give improved error bounds using more sophisticated tools.

1.2 Outline

The paper is organized as follows. Section 2 introduces our problem in detail, Section 3 presents our main results, and Section 4 gives proofs. Section 5 supports the validity of the theory by numerical experiments, and Section 6 concludes with a brief summary and outlook on future work.

1.3 Notation

We abbreviate $[n] := \{1,...,n\}$. We use bold font for vectors and matrices and regular font for scalars. Matrices are denoted by capital letters to distinguish them from vectors. $\mathbf{I}_n$ represents the $n$-dimensional identity matrix. The vector $\mathbf{z} \in \mathbb{R}^n$ has entries $z_i \in \mathbb{R}$ and the matrix $\mathbf{Z} \in \mathbb{R}^{n_1 \times n_2}$ has entries $Z_{i,j}, i \in [n_1], j \in [n_2]$. We write the $p$-norms of vectors as $\| \cdot \|_p$. Note that the Frobenius norm of matrices $\| \cdot \|_F$ corresponds to the $\ell_2$-norm of the vectorization. We use the matrix norm $\|Z\|_{2,1}$ which is the sum of the $\ell_2$-norms of the columns of $Z$ and, by abuse of notation, write $\|\mathbf{z}\|_{2,1} = \|\mathbf{Z}\|_{2,1}$ if $\mathbf{z} = \text{vec}(\mathbf{Z})$ is the vectorized representation of a matrix $\mathbf{Z}$. We denote the Euclidean ball of radius 1 centered at $0$ by $\mathcal{B}(0, 1)$. The scalar sign-function is defined as $\text{sign}(z) = -1$ if $z < 0$ and $\text{sign}(z) = 1$ if $z \geq 0$, and acts componentwise if applied to vectors. We will use $\lesssim$ and $\gtrsim$ to denote $\leq$ resp. $\geq$ up to an absolute multiplicative constant. The Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$ is denoted by $\mathcal{N}(\mu, \Sigma)$. Probabilities are denoted by $\mathbb{P}[:]$ and expectations by $\mathbb{E}[:]$. Random and deterministic quantities will be denoted using the same font as it should be clear from the context which quantities are random.
2 Problem Setup

Suppose we are given one-bit measurements $\mathbf{Y} \in \mathbb{R}^{m \times L}$ obtained from $L$ signals $\mathbf{x}_l \in \mathbb{R}^n$, $l \in [L]$, that form the columns of a matrix $\mathbf{X} \in \mathbb{R}^{n \times L}$. For simplicity we write $\mathbf{x} = \text{vec}(\mathbf{X}) = (\mathbf{x}_1^T, \ldots, \mathbf{x}_L^T)^T$ and $\mathbf{y} = \text{vec}(\mathbf{Y}) = (y_1^T, \ldots, y_L^T)^T$. The linear measurement process can then be described by

$$\mathbf{y} = \text{sign}(\theta \mathbf{A} \mathbf{x})$$

where $\theta > 0$ is an appropriate scaling to be determined later (in fact, by scaling blindness of sign the explicit choice of $\theta$ has no influence on the measurements) and $\mathbf{A} \in \mathbb{R}^{Lm \times Ln}$ is a measurement matrix of the following form: $\mathbf{A}$ is block diagonal and built from the submatrices $\mathbf{A}^{(l)} \in \mathbb{R}^{m \times n}, l \in [L]$, which have iid Gaussian entries $\mathcal{N}(0, 1)$, i.e., we have

$$\theta \mathbf{A} = \theta \begin{pmatrix} \mathbf{A}^{(1)} \\ \vdots \\ \mathbf{A}^{(L)} \end{pmatrix}.$$  

We denote the $i$-th column of $(\mathbf{A}^{(l)})^T$ by $\mathbf{a}_i^{(l)}$, i.e., $\mathbf{a}_i^{(l)}$ is the transposed $i$-th row of $\mathbf{A}^{(l)}$. We aim to approximate $\mathbf{x}$ by a single hard-thresholding step (cf. [13])

$$\hat{\mathbf{x}} = \mathbb{H}_s ((\theta \mathbf{A})^T \mathbf{y})$$

where the hard-thresholding operator $\mathbb{H}_s(\mathbf{z}) = \mathbb{H}_s(\text{vec}(\mathbf{z})) = \text{vec}(\mathbb{H}_s(\mathbf{z}))$ keeps only the $s$ rows of largest $\ell_2$-norm, for all $\mathbf{z} = \text{vec}(\mathbf{Z}) \in \mathbb{R}^{Ln}$ with $\mathbf{Z} \in \mathbb{R}^{n \times L}$. We will see that this simple procedure leads to near-optimal approximation guarantees for signal ensembles $\mathbf{X}$ whose signals $\mathbf{x}_l$ share a common support and the same magnitude in $\ell_2$-norm. We denote the support of a signal ensemble $\mathbf{Z} \in \mathbb{R}^{n \times L}$, i.e., the set of non-zero rows of $\mathbf{Z}$, by $\text{supp}(\mathbf{Z}) \subset [n]$. We define the set $\mathcal{S}_{s, L}$ of admissible signal ensembles

$$\mathcal{S}_{s, L} = \left\{ \mathbf{z} = \text{vec}(\mathbf{Z}) : \mathbf{Z} = \begin{pmatrix} \mathbf{z}_1 \\ \vdots \\ \mathbf{z}_L \end{pmatrix} \in \mathbb{R}^{n \times L}, |\text{supp}(\mathbf{Z})| \leq s, \|\mathbf{z}_l\|_2 = \|\mathbf{z}\|_2 / \sqrt{L} \right\}. $$

(10)

As the simple sign-bit measurements (7) are invariant under scaling of the signals and, hence, dismiss any information on signal magnitudes, all we can hope for is approximating the directions of the individual signals. Hence, we can restrict the $\mathbf{x}_l$ to have constant norm without loss of generality. Consequently, whenever we use the terms ”approximation of signals” or ”recovery of signals” we implicitly mean ”approximation/recovery of each signal up to the scaling” and restrict the results to signals of fixed norm.

3 Main Results

We show that Gaussian measurements of the form [8] fulfill under suitable scaling with high probability an $\ell_1/\ell_{2,1}$-restricted isometry property ($\ell_1/\ell_{2,1}$-RIP) on

$$\mathcal{K}_{s, L} = \left\{ \mathbf{z} = \text{vec}(\mathbf{Z}) : \mathbf{Z} \in \mathbb{R}^{n \times L}, |\text{supp}(\mathbf{Z})| \leq s \right\}. $$

(11)

(a relaxation of $\mathcal{S}_{s, L}$) if $mL \gtrsim s(\ln(en/s) + L)$ and that a fixed signal ensemble $\mathbf{X} \in \mathcal{S}_{s, L}$ can be well approximated from $mL \gtrsim s(\ln(en/s) + L)$ one-bit measurements following the aforementioned model (7). Proofs can be found in Section [4]. Let us first define what we mean by $\ell_1/\ell_{2,1}$-RIP.

**Definition 1 ($\ell_1/\ell_{2,1}$-RIP).** A matrix $\mathbf{B} \in \mathbb{R}^{Ln \times Ln}$ satisfies the $\ell_1/\ell_{2,1}$-RIP on $\mathcal{K}_{s, L}$ with RIP-constant $\delta \in (0, 1)$ if

$$\frac{\|\mathbf{z}\|_2}{\sqrt{L}} - \delta \|\mathbf{z}\|_2 \leq \|\mathbf{Bz}\|_1 \leq \frac{\|\mathbf{z}\|_2}{\sqrt{L}} + \delta \|\mathbf{z}\|_2$$

(12)

for all $\mathbf{z} \in \mathcal{K}_{s, L}$. 
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The following lemma provides a sufficient number of measurements for $\theta A$ in [8] to fulfill the above introduced $\ell_1/\ell_2$-RIP. Its proof is inspired by [24] Cor. 2.3.

**Lemma 2 ($\ell_1/\ell_2$-RIP).** For $\theta = \sqrt{\pi/(2Ln^2)}$ and $mL \geq \delta^{-2} s (\ln(en/s) + L)$ the operator $\theta A$ as defined in [8] has the $\ell_1/\ell_2$-RIP on $K_{s,L}$ with RIP-constant $\delta$ with probability at least $1 - 2\exp(-\delta^2 mL/(4\pi))$.

**Remark 3.** For $L = 1$ this result agrees with known bounds on the sufficient number of measurements to have $\ell_1/\ell_2$-RIPs for random Gaussian matrices with high probability, namely, $m \geq \delta^{-2} s \ln(en/s)$. If $L \geq \ln(en/s)$, we have $(\ln(en/s) + L)/L \leq 2$ and, hence, Lemma 2 requires $m \geq \delta^{-2} s$ for an RIP on signal ensembles in $K_{s,L}$, i.e., only $O(s)$ measurements per signal.

In [10] the authors examined how many measurements suffice for random Gaussian block matrices $A$ to satisfy classical $\ell_2$-RIPs depending on how the information of sparse signals is distributed on the different blocks of $A$. Lemma 2 extends their result to $\ell_1/\ell_2$-RIPs in the special case that all signals have the same support.

As $\|z\|_{2,1} \leq \sqrt{L} \|z\|_2$, the upper bound in (12) can be replaced by $(1 + \delta) \|z\|_2$. Moreover, if restricted to $S_{s,L}$ the $\ell_1/\ell_2$-RIP in (12) becomes a full $\ell_1/\ell_2$-RIP, i.e.,

$$(1 - \delta) \|x\|_2 \leq \|Bx\|_1 \leq (1 + \delta) \|x\|_2$$

as in this case $\|x\|_{2,1} = \sqrt{L} \|x\|_2$. This observation suggests that the signal ensemble model $S_{s,L}$ is well-chosen as the ensembles in $S_{s,L}$ when multiplied by block-diagonal Gaussian measurement matrices (induced by the distributed setting) behave like single vectors multiplied to dense Gaussian measurement matrices.

The next theorem is the main result of this paper. It guarantees uniform recovery of all signal ensembles $x \in S_{s,L}$ by a simple hard-thresholding step. This result generalizes [13] Thm. 8] to joint recovery of signals sharing a common support.

**Theorem 4.** Let $n, m, s > 0$, and let $A$ be a random $Lm \times Ln$ matrix as defined in [5]. Set

$$mL \geq \delta^{-2} s (\ln(en/s) + L)$$

Then with probability at least $1 - 2\exp(-\delta^2 mL/(4\pi))$ (over the entries of $A$), we have for all $x \in S_{s,L}$ with $\|x\|_2 = 1$ that

$$\|x - \hat{x}\|_2 \lesssim \sqrt{\delta}$$

(14)

where $\hat{x}$ is defined in [9].

**Remark 5.** We would like to stress some points:

(i) As already mentioned in Remark 3 the required number of measurements per signal does not depend on $s \ln(n/s)$ if $L \geq \ln(n/s)$ but only on $s$, i.e., when recovering several signals that share a common support from sign-measurements collected independently for each single signal, one can significantly reduce the necessary number of measurements by using the support structure.

(ii) For unit norm signals $\|x_i\| = 1$ the error bound in (14) becomes

$$\|x - \hat{x}\|_2 \lesssim \sqrt{L\delta}$$

i.e., the error per single signal $x_i$ is only less than $\sqrt{\delta}$ on average. In the worst case this error concentrates on one signal. However, if the signals all are dense on shared support set $T \subset [n]$, the support will be recovered even in this case as a worse error on one signal implies less error on the remaining signals. It is not surprising that a dense support of all signals is necessary to profit from joint recovery. If only one signal has dense support while the rest contains mostly zeros on $T$, then most of the signals do not carry helpful support information, i.e., joint recovery cannot be expected to improve performance.

(iii) At first sight, the proof of Theorem 4 hardly differs from the one of [15] Thm. 8]. One first proves an $\ell_1/\ell_2$-RIP for $A$ and then concludes by a simple computation. However, the model selection $S_{s,L}$ is crucial and one has to treat the matrix $A$ as a whole to reach the sample complexity in [13]. Consider the following
naive approach: If we have \( m \geq \delta^{-2} \ln(en/s) \) for some \( \delta > 0 \), we get for each \( l \in [L] \) and Gaussian \( A^{(l)} \in \mathbb{R}^m \times n \) that with probability exceeding \( 1 - C \exp(-c\delta^2 m) \)

\[
(1 - \delta) \|z\|_2 \leq \frac{\sqrt{2}}{m\sqrt{\pi}} \|A^{(l)}z\|_1 \leq (1 + \delta) \|z\|_2
\]

for all \( s \)-sparse \( z \in \mathbb{R}^n \) (see [27]). By a union bound and summation over (15) for \( l \in [L] \) one obtains with probability at least \( 1 - C \exp(-c\delta^2 m + \ln(L)) \) that

\[
(1 - \delta) \|x\|_2 \leq \|z\|_2 \leq (1 + \delta) \|x\|_2
\]

for all \( x \in S_{s,L} \) and \( \theta = \sqrt{2}/(m\sqrt{\pi L}) \). Choosing \( \delta' = \sqrt{L}\delta \) (to obtain comparable probabilities of success) shows that this leads to a worse sample complexity than (13).

(iv) The proof of Theorem 4 relies on the assumption that \( x \in S_{s,L} \). As mentioned in Remark 5 this assumption corresponds to the equivalence of \( \ell_1/\ell_2,1\) RIP and \( \ell_1/\ell_2\) RIP on \( S_{s,L} \). It is possible to relax the restriction a little. To this end, define for \( \varepsilon \in (0,1) \) the set

\[
S_{\varepsilon} = \left\{ z = \text{vec}(Z) : Z \in \mathbb{R}^{N \times L}, \text{supp}(Z) \leq s, \|z_i\|_2 \in \left[ \frac{1 - \varepsilon}{\sqrt{L}}, \frac{1 + \varepsilon}{\sqrt{L}} \right] \right\}.
\]

of signal ensembles which differ in norm by a bounded perturbation. Assume that a matrix \( B \) satisfies the \( \ell_1/\ell_2,1\)-RIP on \( K_{s,L} \) with RIP-constant \( \delta > 0 \). By noting that \( \|x\|_{2,1} \in [1 - \varepsilon, 1 + \varepsilon]\sqrt{L}\|x\|_2 \) if \( x \in S_{\varepsilon} \), this implies

\[
(1 - \delta)(1 - \varepsilon) \|x\|_2 \leq \|Bx\|_1 \leq (1 + \delta)(1 + \varepsilon) \|x\|_2.
\]

To rewrite (17) as an \( \ell_1/\ell_2\) RIP on \( S_{\varepsilon} \) for some \( \delta' \in (0,1) \), i.e.,

\[
(1 - \delta') \|x\|_2 \leq \|Bx\|_1 \leq (1 + \delta') \|x\|_2
\]

for all \( x \in S_{\varepsilon} \), it would suffice that

\[
(1 - \delta') \leq (1 - \delta)(1 - \varepsilon)
\]

which is equivalent to

\[
\varepsilon \leq \frac{\delta' - \delta}{1 - \delta}.
\]

As the right-hand side is only positive for \( \delta < \delta' \) and a decreasing function in \( \delta \) for \( 0 \leq \delta < \delta' \) we can upper bound it by \( \delta' \). Hence, the more general \( \ell_1/\ell_2,1\)-RIP only becomes an \( \ell_1/\ell_2\) RIP on \( \tilde{S}_{\varepsilon} \) for \( \varepsilon \leq \delta' \) meaning that only small perturbations \( \varepsilon \) are possible if the approximation error in (14) shall be small. However, the assumption of all signals \( x \) sharing the same norm is a mild condition in our setting as (4) is blind to scaling and norm variations in signal ensembles.

4 Proofs

We provide here the proofs of Lemma 2 and Theorem 4. As both proofs rely on an improved understanding of \( K_{s,L} \) defined in (11), we start by analyzing this set in Section 4.1. The proof of Lemma 2 can be found in Section 4.2 and the proof of Theorem 4 is presented in Section 4.3.

4.1 Properties of \( K_{s,L} \)

An important measure of complexity for subsets of \( \mathbb{R}^d \) is the so-called Gaussian width. This quantity generalizes the notion of linear dimension to arbitrary sets and is a useful tool for estimating the sampling requirements of signal sets in compressed sensing.
Definition 6 (Gaussian width [24, Eq. (1.2)]). The Gaussian width of $\mathcal{K} \subset \mathbb{R}^d$ is defined as

$$w(\mathcal{K}) = \mathbb{E} \left[ \sup_{z \in \mathcal{K}} |\langle g, z \rangle| \right]$$

where $g \sim \mathcal{N}(0, \text{Id}_d)$ is a random vector with iid Gaussian entries.

Remark 7. Examples illustrating the relation between Gaussian width and set complexity are as follows [23]:

(i) For $\mathcal{K} = B(0,1) \subset \mathbb{R}^d$ one has $w(\mathcal{K}) \leq \sqrt{d}$.

(ii) If the linear dimension of a set $\mathcal{K} \subset B(0,1) \subset \mathbb{R}^d$ is $\dim(\mathcal{K}) = k$, then $w(\mathcal{K}) \leq \sqrt{k}$.

(iii) Let $\Sigma_s \subset \mathbb{R}^d$ denote the set of $s$-sparse vectors. Then $w(\Sigma_s \cap B(0,1)) \lesssim s \ln(ed/s)$.

Examples (i) and (ii) show that $w(\mathcal{K})$ provides a consistent extension of the linear dimension to arbitrary sets in $\mathbb{R}^d$. A helpful rule of thumb is $w(\mathcal{K})^2 \sim \dim(\mathcal{K})$, i.e., the complexity of a set corresponds to the squared Gaussian width. However, note that contrary to (iii) the Gaussian width scales with $\sup_{z \in \mathcal{K}} \|z\|_2$.

The Gaussian width of a set $\mathcal{K}$ is closely related to the covering number $N(\mathcal{K}, \varepsilon)$ via Dudley’s and Sudakov’s inequalities (cf. [29]). The covering number $N(\mathcal{K}, \varepsilon)$ of a set is defined as the minimal number of $\varepsilon$-balls in $\ell_2$-norm (centered in $\mathcal{K}$) one needs to cover $\mathcal{K}$ completely. The cardinality of any $\varepsilon$-net of a set $\mathcal{K}$ provides an upper bound of $N(\mathcal{K}, \varepsilon)$. A subset $\tilde{\mathcal{K}} \subset \mathcal{K}$ is called an $\varepsilon$-net of $\mathcal{K}$ if for any $z \in \mathcal{K}$ there exists $\tilde{z} \in \tilde{\mathcal{K}}$ with $\|z - \tilde{z}\|_2 \leq \varepsilon$. We obtain a bound on $w(\mathcal{K}_s \cap B(0,1))$ by first bounding $N(\mathcal{K}_s \cap B(0,1), \varepsilon)$ in Lemma 8 and then applying Dudley’s inequality in Lemma 9.

Lemma 8 (Covering Number of $\mathcal{K}_s \cap B(0,1)$). For $\varepsilon \in (0,1)$ we have

$$\ln(N(\mathcal{K}_s \cap B(0,1), \varepsilon)) \leq s \ln \left( \frac{\varepsilon n}{s} \right) + sL \ln \left( \frac{3}{\varepsilon} \right).$$

Proof: As $\mathcal{K}_s \cap B(0,1)$ is the union of $\binom{n}{s}$ unit $\ell_2$-balls in $\mathbb{R}^{en}$ embedded into $\mathbb{R}^{nL}$ and each unit ball can be covered by an $\varepsilon$-net of cardinality at most $(3/\varepsilon)^s$ [see [3] Section 3]), we know that

$$N(\mathcal{K}_s \cap B(0,1), \varepsilon) \leq \left( \binom{n}{s} \right) \left( \frac{3}{\varepsilon} \right)^{sL} \leq \left( \frac{en}{s} \right)^s \left( \frac{3}{\varepsilon} \right)^{sL}.$$  

Lemma 8 leads to a direct bound for $w(\mathcal{K}_s \cap B(0,1))$.

Lemma 9 (Gaussian width of $\mathcal{K}_s \cap B(0,1)$). We have

$$w(\mathcal{K}_s \cap B(0,1)) \lesssim \sqrt{s \left( \ln \left( \frac{en}{s} \right) + L \right)}.$$  

Proof: By [23] Prop. 2.1 one has $w(\mathcal{K}) = \mathbb{E} [\sup_{z \in \mathcal{K}} |\langle g, z \rangle|]$ for an origin symmetric set $\mathcal{K}$. Hence, we obtain

$$w(\mathcal{K}_s \cap B(0,1)) \leq \mathbb{E} \left[ \sup_{z \in \mathcal{K} \cap B(0,1)} |\langle g, z \rangle| \right] \leq 24 \int_0^1 \sqrt{\ln(N(\mathcal{K}_s \cap B(0,1), \varepsilon))} \, d\varepsilon \leq 24 \int_0^1 \sqrt{\varepsilon^2} \, d\varepsilon \cdot \int_0^1 \sqrt{\ln(N(\mathcal{K}_s \cap B(0,1), \varepsilon))} \, d\varepsilon \leq 24 \sqrt{s \left( \ln \left( \frac{en}{s} \right) + L(1 + \ln3) \right)}$$

where (i) follows from Dudley’s inequality [21, Thm. 11.7], (ii) from Hölder’s inequality and (iii) from Lemma 8.
4.2 Proof of Lemma 2

To prove the $\ell_1/\ell_2$-RIP for $\theta A$ on the signal set $K_{s,L}$ we will restrict ourselves to $K_{s,L} \cap S^{nL-1}$ where $S^{nL-1}$ denotes the unit sphere in $\mathbb{R}^{nL}$. It suffices to show \cite{2} for all $z \in K_{s,L} \cap S^{nL-1}$ as \cite{2} is invariant under scaling of the $\ell_2$-norm. The proof hence reduces to a direct application of the following concentration lemma which is a slightly adapted version of \cite{21} Lemma 2.1. For sake of completeness we report its full proof.

Lemma 10. Consider a bounded subset $K \subset \mathbb{R}^{nL}$ and let $a_i^{(l)} \sim \mathcal{N}(0,I_n)$, $i \in [m]$, $l \in [L]$ be independent Gaussian vectors in $\mathbb{R}^n$. Define

$$Z := \sup_{x \in K} \left| \sum_{i=1}^m \sum_{l=1}^L \sqrt{\frac{\pi}{2Lm^2}} \left| \langle a_i^{(l)}, x_l \rangle \right| - \frac{1}{\sqrt{L}} \|x\|_{2,1} \right|. \quad (19)$$

Then we have

$$E[Z] \leq \sqrt{8\pi} \frac{w(K)}{\sqrt{mL}} \quad (20)$$

and

$$P \left[ Z > \frac{\sqrt{8\pi} w(K)}{\sqrt{mL}} + u \right] \leq 2 \exp \left( -\frac{mLu^2}{\pi d(K)^2} \right) \quad (21)$$

where $d(K) := \max_{x \in K} \|x\|_2$.

Proof: Let $g \sim \mathcal{N}(0,1)$ and note that $E[|g|] = \sqrt{2/\pi}$. Then, we have

$$E \left[ \sum_{i=1}^m \sum_{l=1}^L \sqrt{\frac{\pi}{2Lm^2}} \left| \langle a_i^{(l)}, x_l \rangle \right| \right] = \sum_{i=1}^m \sum_{l=1}^L E \left[ \sqrt{\frac{\pi}{2Lm^2}} |g| \right] E[\|x_l\|_2] = \frac{\|x\|_{2,1}}{\sqrt{L}}. \quad (22)$$

Define now for $i \in [m], l \in [L]$ the random variables $\theta_i^{(l)} = \sqrt{\pi/(2Lm^2)} \left| \langle a_i^{(l)}, x_l \rangle \right|$, identically distributed independent copies $\tilde{\theta}_i^{(l)}$, and independent Rademacher variables $\epsilon_{i,l}$, i.e., $P[\epsilon_{i,l} = 1] = P[\epsilon_{i,l} = -1] = 1/2$. We obtain

$$E[Z] = E \left[ \sup_{x \in K} \left| \sum_{i=1}^m \sum_{l=1}^L (\theta_i^{(l)} - E[\theta_i^{(l)}]) \right| \right] \quad (23)$$

$$= E \left[ \sup_{x \in K} \left| \sum_{i=1}^m \sum_{l=1}^L (\theta_i^{(l)} - E[\theta_i^{(l)}]) - E\left[ \theta_i^{(l)} - E[\tilde{\theta}_i^{(l)}] \right] \right| \right] \quad (24)$$

$$\leq E \left[ \sup_{x \in K} \left| \sum_{i=1}^m \sum_{l=1}^L E[\theta_i^{(l)} - \tilde{\theta}_i^{(l)}] \right| \right] \quad (25)$$

$$\leq E \left[ \sup_{x \in K} \left| \sum_{i=1}^m \sum_{l=1}^L \epsilon_{i,l} (\theta_i^{(l)} - \tilde{\theta}_i^{(l)}) \right| \right] \quad (26)$$

$$\leq 2 E \left[ \sup_{x \in K} \left| \sum_{i=1}^m \sum_{l=1}^L \epsilon_{i,l} \theta_i^{(l)} \right| \right] \quad (27)$$

$$= 2 \sqrt{\frac{\pi}{2Lm^2}} E \left[ \sup_{x \in K} \left| \sum_{i=1}^m \sum_{l=1}^L \epsilon_{i,l} \left| \langle a_i^{(l)}, x_l \rangle \right| \right| \right] \quad (28)$$
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Thus, using (32), we have
\[
Z \leq 4 \sqrt{\frac{\pi}{2Lm^2}} \mathbb{E} \left[ \sup_{x \in K} \sum_{i=1}^{m} \sum_{t=1}^{L} \varepsilon_{i,t} \langle a_{i}^{(t)}, x_{t} \rangle \right] = 4 \sqrt{\frac{\pi}{2Lm^2}} \mathbb{E} \left[ \sup_{x \in K} \left\| \left( \sum_{i=1}^{m} \varepsilon_{i,1}(a_{i}^{(1)})^T, \ldots, \varepsilon_{i,L}(a_{i}^{(L)})^T \right)^T, x \right\| \right]
\]
\[
= 4 \sqrt{\frac{\pi}{2Lm^2}} \mathbb{E} \left[ \sup_{x \in K} \langle \sqrt{m}g, x \rangle \right] = \sqrt{8\pi \frac{w(K)}{\sqrt{mL}}}
\]
where (i) follows from Jensen’s inequality and (ii) from the triangle inequality, (iii) is a consequence of [21] Thm. 4.12 and in (iv) we let \( g \sim N(0, \text{Id}_{mnL}) \). To prove the deviation inequality [21] we will first show that \( Z \), as defined in (19), is Lipschitz continuous in \( A \). Consider two block diagonal matrices \( A, B \) as in (18) and define the operator
\[
Z(A) := \sup_{x \in S} \left\{ \sum_{i=1}^{m} \sum_{t=1}^{L} \sqrt{\frac{\pi}{2Lm^2}} \left| \langle a_{i}^{(t)}, x_{t} \rangle \right| - \frac{\|x\|_2}{\sqrt{L}} \right\}
\]
Then, we have
\[
|Z(A) - Z(B)|
\]
\[
\leq \sup_{x \in K} \left\{ \sum_{i=1}^{m} \sum_{t=1}^{L} \sqrt{\frac{\pi}{2Lm^2}} \left| \langle a_{i}^{(t)} - b_{i}^{(t)}, x_{t} \rangle \right| \right\}
\]
\[
\leq \sup_{x \in K} \sqrt{\frac{\pi}{2Lm^2}} \|A - B\|_F \left( \sum_{i=1}^{m} \|x_{i}\|_2^2 \right)^{\frac{1}{2}}
\]
\[
\leq \sqrt{\frac{\pi}{2Lm^2}} \sqrt{m} \|A - B\|_F d(K)
\]
\[
= \frac{d(K)}{\sqrt{mL}} \sqrt{\frac{\pi}{2}} \|A - B\|_F
\]
Hence, \( Z(\cdot) \) is Lipschitz continuous with constant \( \frac{d(K)}{\sqrt{mL}} \sqrt{\frac{\pi}{2}} \). Using [21] Eq. (1.6), we see that
\[
P(|Z - \mathbb{E}[Z]| > u) \leq 2 \exp \left( \frac{-2u^2mL}{2\pi d(K)^2} \right).
\]
Thus, using (32), we have
\[
P \left[ Z - \sqrt{8\pi \frac{w(K)}{\sqrt{mL}}} > u \right] \leq P \left[ Z - \mathbb{E}[Z] > u \right] \leq P \left[ |Z - \mathbb{E}[Z]| > u \right] \leq 2 \exp \left( \frac{-mLu^2}{\pi d(K)^2} \right),
\]
which yields the claim.
Lemma 11. If the operator \( \phi \) share a common \( \ell_1 \) norm, then all signals \( x_i \) that satisfy the RIP condition \( K_{2,L} \) on \( K_{s,L} \) with \( \|x\|_2 = 1 \) satisfy

\[
\|((\phi A)^T \text{sign}(\phi A) x) - \phi A x\|_2^2 \leq 5 \delta.
\]

Proof: Define \( \phi b = \phi A^T \text{sign}(\phi A x) \in \mathbb{R}^n \) to be the backprojected quantized measurements. We then have

\[
\|((\phi A)^T \text{sign}(\phi A) x) - \phi A x\|_2^2 = \|((\phi b)\phi A^{-1} - \phi A x\|_2^2 + \|\phi A x\|_2^2
\]

and

\[
\|((\phi b)\phi A^{-1})\|_2 = \phi A^T \text{sign}(\phi A x), \phi b \phi A^{-1} \|_1 \leq \|\phi A\|_1 \|\phi b\|_1 \leq 1 + \delta \|\phi b\|_1.
\]

Hence, we have \( \|((\phi b)\phi A^{-1})\|_2 \leq 1 + \delta \) and

\[
\langle (\phi b)\phi A^{-1}, x \rangle = \langle \phi A^T \text{sign}(\phi A x), x \rangle \geq \|\phi A^T \text{sign}(\phi A x)\|_1 \|x\|_2^2 - \|x\|_2^2 = (1 - \delta)
\]

where we used that \( \|x\|_2^2 = \sqrt{L} \|x\|_2 = \sqrt{L} \) by assumption. We can conclude that

\[
\|((\phi A)^T \text{sign}(\phi A) x) - \phi A x\|_2^2 \leq (1 + \delta)^2 - 2(1 - \delta) + 1 = 5 \delta.
\]

Proof of Theorem 4: Choose \( mL \geq \delta^{-1}2s(\ln(en/(2s)) + L) \) such that by Lemma 2, \( \phi A \) satisfies the \( \ell_1/\ell_2 \) RIP on \( K_{2,L} \) with high probability. Let \( T = \text{supp}(x) \) and \( \hat{T} = \text{supp}(\hat{x}) \) with \( \|\hat{x} - x\|_2 = 1 \). Note that \( \hat{x} \) is also the best s-approximation of \( \phi A^T y \) on \( \phi A T \). Hence,

\[
\|x - \hat{x}\|_2 \leq \|((\phi A)^T y)_{T \cup \hat{T}} - \hat{x}\|_2 + \|((\phi A)^T y)_{\hat{T} \cup T} - x\|_2 \leq 2 \|((\phi A)^T y)_{T \cup \hat{T}} - \hat{x}\|_2 \leq 2 \sqrt{5} \delta.
\]

where we applied Lemma 11 for \( K_{2,L} \) in the last inequality (note that \( |T \cup \hat{T}| \leq 2s \)).
Algorithm 1: sHT(y, A, s)

Require: \( Y \in \{-1, 1\}^{m \times L}, A \in \mathbb{R}^{mL \times nL} \)

1: \( \hat{x} \leftarrow \mathbb{H}_s(A^T \text{vec}(Y)) \) \( \triangleright \mathbb{H}_s \) is defined in (9)
2: \( \hat{X} \leftarrow \text{reshape}(x, n, L) \) \( \triangleright \text{reshape}(\cdot) \) reverses \( \text{vec}(\cdot) \)
3: return \( \hat{X} \)

5 Numerical Experiments

In this section we illustrate numerically the theoretical results of Section 3. Recall that we propose to recover an unknown signal ensemble \( X \in \mathbb{R}^{n \times L} \) from its one-bit measurements \( Y \in \mathbb{R}^{m \times L} \) by a single hard-thresholding step which needs the measurements \( Y \), the block diagonal measurement matrix \( A \) and the sparsity level \( s = |\text{supp}(X)| \). The simple approximation procedure is presented in Algorithm 1. We present two experiments which document the asymptotically linear dependence of \( m = \mathcal{O}(s) \) measurements per signal. In both experiments the block diagonal measurement matrix \( A \) has iid Gaussian entries and is scaled by \( \theta = \sqrt{\frac{\pi}{2Lm^2}} \) as required in Lemma 2. Signal ensembles \( X \in \mathbb{R}^{n \times L} \) with \( |\text{supp}(X)| = s \) are created by first drawing some support set \( T \subset [n] \) uniformly at random, then drawing the single entries as iid Gaussians of mean 0 and variance 1, and finally re-scaling all single signals \( x_l, l \in [L] \), to have unit norm.

![Figure 1](simulated_error.png)

**Figure 1**: Simulated error \( \|X - \hat{X}\|_F \) averaged over 500 experiments for \( s = 5 \) and \( n = 100 \).

In the first experiment we approximate 500 randomly drawn signal ensembles \( X \in \mathbb{R}^{n \times L} \) of signal dimension \( n = 100 \), ensemble size \( L = 1, 2, 5, 20 \), and support size \( s = 5 \) from their one-bit measurements \( Y \in \mathbb{R}^{m \times L} \). Figure 1 depicts the in average obtained approximation error \( \|X - \hat{X}\|_F \) in Frobenius norm over the measurement rate \( r = m/n \). One clearly observes an improvement for larger ensembles. In particular, there is a sharper transition from no recovery to practical approximation.

The second experiment (see Figure 2) illustrates the dependence of \( m \) and \( s \). We again approximate 500 randomly drawn signal ensembles \( X \in \mathbb{R}^{n \times L} \) of signal dimension \( n = 100 \) and ensemble size \( L = 1, 2, 5, 20 \) from their one-bit measurements \( Y \in \mathbb{R}^{m \times L} \). This time the support size of \( X \) varies from \( s = 1 \) to \( s = 50 \) while the measurement rate \( r = m/n \) ranges from \( r = 0.01 \) up to \( r = 3 \). The average approximation error
The sparsity rate \( s/n \) is plotted in color while a selected error level is highlighted. When comparing the different choices of \( L \), the linear dependence of \( m \) on \( s \) for \( L = 20 \) and fixed error levels is clearly visible and different from the \( s \ln(en/s) \) behavior for \( L = 1 \).

The reader might notice that the measurement rate does not behave linearly in the plots \( L = 2 \) and \( L = 5 \) for \( s/n \geq e^{1-L} \), which corresponds to the case \( L \geq \ln(en/s) \) for which we claimed \( \mathcal{O}(s) \) behavior in Remark 3. This, however, is no contradiction as for the \( \mathcal{O}(s) \) argument it suffices to bound \((\ln(en/s) + L)/L \leq 2 \). In the numerical experiments with fixed \( L \) we observe the transition from \((\ln(en/s) + L)/L \approx 2 \) for small values of \( s/n \) (corresponding to large values of \( \ln(en/s) \)) to \((\ln(en/s) + L)/L \approx 1 \) for large values of \( s/n \) (corresponding to small values of \( \ln(en/s) \)) causing a non-linear shape as long as \( L \) is not clearly dominating (cf. \( L = 20 \)).

### 6 Conclusion

In the presented work we examined how the two concepts of heavily quantized measurements and distributed compressed sensing can be combined. We showed that a single hard thresholding step enables uniform joint approximation of several signals sharing a common support for \( m = \mathcal{O}(s) \) measurements per signal. We see two possible directions of future research. First, sophisticated alternatives to a single hard-thresholding step have been proposed (see [19]) which numerically give a smaller approximation error. It would be nice to extend the theory also to these methods. Second, relaxing the quantization level to multi-bit quantizers is desirable as it should decrease the approximation error (cf. [18] [17]) and thus bridges the wide performance gap between unquantized measurements and one-bit measurements.
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