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Abstract: Cavitation flow is an important issue in many areas of mechanical engineering. In this study, the natural and ventilated cavitation analyses were performed using the developed code for the cavitation flow analysis. The governing equation is the Navier-Stokes equation based on a homogeneous mixture model. This model assumes that all fluids are in an equilibrium state of momentum. The momentum equations are solved using the homogeneous mixture phase, although the continuity equations are solved in the liquid, vapor, and gas phases, separately. Computational analysis was performed for the different injection conditions and inflow velocity conditions under the same conditions as the experiments. The comparison between the cavitation shape and the drag showed good agreement with the experiments. Based on this, this study predicted the change of cavitation shape according to the change of cavitator angle of attack.
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1. Introduction

Cavitation refers to one of the vaporization phenomena due to local pressure drop, and in the general mechanical engineering category, there is a negative perception of problems such as corrosion and noise of the machine resulting from the process of creating and destroying cavities. Recently, researches have been conducted to apply these cavitations in various ways. One of them, the field of underwater vehicles, is actively researching super cavitation high-speed underwater vehicles using cavitation.

In the supercavitation underwater vehicle using the cavitation, the entire body is covered by the cavitation except for the part of the head, which causes the overall drag to decrease drastically due to the difference in water density and the density inside of cavitation. This drag reduction leads to an increase in speed, which achieves ultrafast conditions. Some countries have already conducted a considerable amount of research and actual size experiments [1], and some groundbreaking results have been published. However, most of them are not publicly related to the military sector. In the results published overseas, partial and super cavitation studies using preconditioning and dual time-stepping methods were performed using the homogeneous mixture model [2]. However, Kunz’s model did not consider the compressibility effect, and recently a computational analysis using the fully compressible model considering both compressibility and temperature change was performed [3–9]. Fundamental research has been actively conducted in the last few years. A partial cavitation flow analysis around an underwater vehicle was performed using a three-dimensional Navier-Stokes equation-based computational analysis program [10]. A multiphase flow computational analysis of
the injection cavitation considering the compressibility effect was also performed [11]. Recently, several cavitation tunneling experiments have been carried out [12,13]. However, there are not many examples of the development of a computational analysis program that can be directly compared with the super cavitation experiment. In addition, there are still not enough direct comparisons with the supercavitation computational analysis based on the three-dimensional Navier-Stokes equation that takes into account the viscous effects.

In this paper, we compared and verified the results of a multi-phase flow analysis program based on the three-dimensional Navier-Stokes equation developed in-house for the cavitation experiment. Experimental results and verification were performed through analysis of the injection cavitation under various injection volume conditions. Based on this, computational analysis of cavitation type changes according to various attack angles was performed.

2. Governing Equation and Numerical Method

2.1. Governing Equations

In this study, we identified the dimensionless variables that are needed for the related studies of the cavitation shape around the underwater vehicle. To confirm the characteristics of the cavitation according to the change of the dimensionless variable such as cavitation number \( \sigma \) and ventilated gas flux coefficient \( C_q \), the computational analysis using the multiphase flow analysis program was performed. The program solves a multiphase flow field problem based on a three-dimensional Navier-Stokes equation. In the case of continuity equations, each phase is solved individually. In the case of the momentum equations, a homogeneous mixture model using a mixture equation is used.

Continuous equations, momentum equations, and energy equations can be expressed in vector form and represented again as a governing equation for a generalized coordinate system in the analysis space [3,11,13,14,15]:

\[
\frac{\partial \hat{Q}}{\partial t} + \frac{\partial (\hat{E} - \hat{F}_v)}{\partial \xi} + \frac{\partial (\hat{F}_v - \hat{G}_v)}{\partial \eta} + \frac{\partial (\hat{G}_v - \hat{G}_v)}{\partial \zeta} = \hat{S},
\]

where, \( \hat{Q} \) is the vectors of the conserved variables; \( \hat{E}, \hat{F}_v \) and \( \hat{G}_v \) are the viscous flux terms; \( \hat{E}_v, \hat{F}_v \) and \( \hat{G}_v \) are the viscous terms; \( \hat{S} \) is the source term. These vectors are given by

\[
\hat{Q} = \frac{1}{J} \begin{bmatrix} Y_1 \rho_m \\ \rho_m u \\ \rho_m v \\ \rho_m w \\ \rho_m h_0 \\ Y_m \rho_m \\ Y_m \rho_m \end{bmatrix}; \quad \hat{E} = \frac{1}{J} \begin{bmatrix} Y_1 \rho_m U \\ \rho_m U u + \xi \rho_m p \\ \rho_m U v + \xi \rho_m p \\ \rho_m U w + \xi \rho_m p \\ \rho_m h_0 U \\ Y_v \rho U \\ Y_v \rho U \end{bmatrix}; \quad \hat{F}_v = \frac{1}{J} \begin{bmatrix} Y_v \rho_m V \\ \rho_m V u + \eta \rho_m p \\ \rho_m V v + \eta \rho_m p \\ \rho_m V w + \eta \rho_m p \\ \rho_m h_0 V \\ Y_v \rho V \\ Y_v \rho V \end{bmatrix};
\]

\[
\hat{G} = \frac{1}{J} \begin{bmatrix} Y_1 \rho_m W \\ \rho_m W u + \zeta \rho_m p \\ \rho_m W v + \zeta \rho_m p \\ \rho_m W w + \zeta \rho_m p \\ \rho_m h_0 W \\ Y_v \rho W \\ Y_v \rho W \end{bmatrix}
\]
\[ \hat{E}' = \frac{1}{J} \begin{bmatrix} 0 & 
abla_x \tau_{xx} + \nabla_y \tau_{xy} + \nabla_z \tau_{xz} \\
abla_x \tau_{yx} + \nabla_y \tau_{yy} + \nabla_z \tau_{yz} \\
abla_x \tau_{zx} + \nabla_y \tau_{zy} + \nabla_z \tau_{zz} \\
abla_x b_x + \nabla_y b_y + \nabla_z b_z \\
0 & 0 & 0 \end{bmatrix} \]

\[ \hat{G}' = \frac{1}{J} \begin{bmatrix} 0 & 
abla_x \tau_{xx} + \nabla_y \tau_{xy} + \nabla_z \tau_{xz} \\
abla_x \tau_{yx} + \nabla_y \tau_{yy} + \nabla_z \tau_{yz} \\
abla_x \tau_{zx} + \nabla_y \tau_{zy} + \nabla_z \tau_{zz} \\
abla_x b_x + \nabla_y b_y + \nabla_z b_z \\
0 & 0 & 0 \end{bmatrix} \] (3)

\[ \hat{S} = \frac{1}{J} \begin{bmatrix} \dot{m}^{+} + \dot{m}^{-} \\
p_\text{m} g_x \\
p_\text{v} g_y \\
p_\text{m} g_z \\
-\dot{m}^{+} - \dot{m}^{-} \\
0 \end{bmatrix} \] (4)

where,

\[ b_j = u_j \tau_{s,j} - q_j, \quad h_j = \left[ h + \frac{1}{2} (u^2 + v^2 + w^2) \right], \] (5)

\[ \dot{Y} = \alpha \dot{Y}_s + \alpha \dot{Y}_v + \alpha \dot{Y}_n, \]

\[ \alpha = \alpha_1 + \alpha_2 + \alpha_3 = 1. \] (7)

The viscosity and density of vapor, liquid, and non-condensable gas are assumed to be constant. The viscosity and density for the mixture flows are given by

\[ \mu_m = \alpha_1 \mu_1 + \alpha_2 \mu_2 + \alpha_3 \mu_3, \] (8)
\[ \rho_m = \alpha_t \rho_t + \alpha_p \rho_p + \alpha_{ng} \rho_{ng}. \] (9)

In the case of the cavitation model based on the homogeneous mixture, the mathematical modeling of the mass transfer between the gas and liquid phase is carried out using \( \dot{m}^- \) and \( \dot{m}^+ \) representing the ratio of evaporation and condensation. In this study, we used a model in which the dependent variable problem was corrected by Ha et al. [16]

\[ \dot{m}^- = -k_i \frac{\rho \alpha}{t_\infty} \min \left[ 1, \max \left( \frac{(p_v - p)}{k_p P_v}, 0 \right) \right], \] (10)

\[ \dot{m}^+ = -k_i \frac{\rho \alpha}{t_\infty} \min \left[ 1, \max \left( \frac{(p - p_v)}{k_p P_v}, 0 \right) \right], \] (11)

where \( k_i, k_v, \) and \( k_t \) are the scaling constants and \( t^- \) is characteristic time (\( t^- = D/U \)). In this study, \( k_i \) is 0.02, \( k_v \) is 15.0 and \( k_t \) is 10.

2.2. Numerical Method for Homogeneous Mixture Model

In the case of the homogeneous mixture model, since the volume fraction of the gas phase and the liquid phase are mixed, this makes the mach number 1.0 or higher even at low speed conditions due to different sound velocity conditions between the gas phase and the liquid phase. Numerical stiffness problems arise due to differences in sound velocity in each phase. This problem degrades convergence and causes a problem of diverging the solution, so an appropriate numerical analysis technique is required. In this study, the preconditioning technique was applied as shown in Equation (14). In Equation (14), the superscript ‘t’ is a preconditioning parameter [2,4,5,17]. However, when the preconditioning method is applied, the accuracy of time is reduced. This change in time accuracy negatively affects the reliability of the analysis for unsteady-state flow. Therefore, the time accuracy was secured by applying the dual time stepping technique as shown in Equation (12). Applying this to Equation (1) is as follows [3,18]:

\[ \Gamma_e \begin{pmatrix} \frac{\partial \hat{Q}}{\partial t} \\ \frac{\partial \hat{\mathbf{E}}}{\partial \tau} \end{pmatrix} + \Gamma \begin{pmatrix} \frac{\partial \hat{\mathbf{E}}}{\partial \xi} \\ \frac{\partial \hat{\mathbf{E}}}{\partial \eta} \end{pmatrix} = \hat{S}. \] (12)

\( \Gamma_e \) is a Jacobian matrix and \( \Gamma \) is a pre-conditioning matrix. The term \( t \) is physical time and \( \tau \) is pseudo time. The Jacobian matrix and pre-conditioning matrix are given by:

\[
\Gamma_e = \begin{bmatrix}
y_t \frac{\partial \rho_t}{\partial p} & 0 & 0 & 0 & -\rho_t + Y_t \frac{\partial \rho_t}{\partial Y_t} & -\rho_t + Y_t \frac{\partial \rho_t}{\partial Y_{eg}} \\
u \frac{\partial \rho_u}{\partial p} & \rho_u & 0 & 0 & \frac{u \partial \rho_u}{\partial T} & \frac{u \partial \rho_u}{\partial Y_u} \\
v \frac{\partial \rho_v}{\partial p} & 0 & \rho_v & 0 & \frac{v \partial \rho_v}{\partial T} & \frac{v \partial \rho_v}{\partial Y_v} \\
w \frac{\partial \rho_w}{\partial p} & 0 & 0 & \rho_w & \frac{w \partial \rho_w}{\partial T} & \frac{w \partial \rho_w}{\partial Y_w} \\
h \frac{\partial \rho_h}{\partial p} + \rho_h \frac{\partial h}{\partial p} & 1 & \rho_u \rho_v \rho_w & 0 & \frac{h \partial \rho_h}{\partial T} + \frac{\partial h}{\partial T} & \frac{h \partial \rho_h}{\partial Y_h} + \rho_h \frac{\partial h}{\partial Y_h} \\
y_t \frac{\partial \rho_t}{\partial p} & 0 & 0 & 0 & \rho_t + Y_t \frac{\partial \rho_t}{\partial Y_t} \\
y_w \frac{\partial \rho_w}{\partial p} & 0 & 0 & 0 & \rho_w + Y_{eg} \frac{\partial \rho_w}{\partial Y_{eg}} \\
\end{bmatrix}
\] (13)
\[
\begin{align*}
\Gamma = & \begin{bmatrix}
Y_i \frac{\partial p^i_{m}}{\partial p} & 0 & 0 & Y_i \frac{\partial p^i_{w}}{\partial p} & -\rho_n + Y_i \frac{\partial p^i_{w}}{\partial Y_e} & -\rho_n + Y_i \frac{\partial p^i_{w}}{\partial Y_{eg}} \\
\frac{u}{\partial p} \frac{\partial p^i_{u}}{\partial p} & \rho_n & 0 & 0 & u \frac{\partial p^i_{u}}{\partial p} & u \frac{\partial p^i_{u}}{\partial Y_e} & u \frac{\partial p^i_{u}}{\partial Y_{eg}} \\
\frac{v}{\partial p} \frac{\partial p^i_{v}}{\partial p} & 0 & \rho_n & 0 & v \frac{\partial p^i_{v}}{\partial p} & v \frac{\partial p^i_{v}}{\partial Y_e} & v \frac{\partial p^i_{v}}{\partial Y_{eg}} \\
\frac{w}{\partial p} \frac{\partial p^i_{w}}{\partial p} & 0 & 0 & \rho_n & w \frac{\partial p^i_{w}}{\partial p} & w \frac{\partial p^i_{w}}{\partial Y_e} & w \frac{\partial p^i_{w}}{\partial Y_{eg}} \\
h_i \frac{\partial p^i_{m}}{\partial p} + \rho_n \frac{\partial h}{\partial p} - 1 & \rho_n u & \rho_n v & \rho_n w & h_i \frac{\partial p^i_{u}}{\partial p} + \frac{\partial h}{\partial p} & h_i \frac{\partial p^i_{v}}{\partial p} + \frac{\partial h}{\partial p} & h_i \frac{\partial p^i_{w}}{\partial p} + \frac{\partial h}{\partial p} \\
Y_w \frac{\partial p^i_{w}}{\partial p} & 0 & 0 & 0 & Y_w \frac{\partial p^i_{w}}{\partial p} & Y_w \frac{\partial p^i_{w}}{\partial Y_e} & Y_w \frac{\partial p^i_{w}}{\partial Y_{eg}} \\
Y_{eg} \frac{\partial p^i_{eg}}{\partial p} & 0 & 0 & 0 & Y_{eg} \frac{\partial p^i_{eg}}{\partial p} & Y_{eg} \frac{\partial p^i_{eg}}{\partial Y_e} & Y_{eg} \frac{\partial p^i_{eg}}{\partial Y_{eg}}
\end{bmatrix}
\end{align*}
\]

where

\[
\frac{\partial p^i_{m}}{\partial p} = \frac{\partial p^i_{m}}{\partial p} + \left( \frac{1}{c^2} - \frac{1}{c^\prime} \right)
\]

here \( c \) is the speed of sound in the mixture and \( c^\prime \) is the pseudo-speed of sound. The speed of sound is given by

\[
c^2 = \frac{1}{\frac{\partial p^i_{m}}{\partial p} + \frac{1}{\rho_n} \frac{\partial h}{\partial p} \frac{\partial p^i_{m}}{\partial T} - \frac{1}{\rho_n} \frac{\partial h}{\partial p} \frac{\partial p^i_{m}}{\partial T}}.
\]

The definition of the pseudo-sound speed is

\[
(c^\prime)^2 = \min \left[ c^2, \max \left( \left| \nabla \right|^2, \beta \right) \right].
\]

Here \( \beta \) is a parameter used as a performance benchmark of algorithm convergence to prevent the divergence of the calculation due to a too low convective propagation velocity. \( \beta = 1 \) is used in this study.

The constant CFL is used to restrict the time step for convergence. In the 3D multi-phase flow analysis based on the homogeneous mixture model, CFL was used as a reference to Ha [11], and 0.2 was used.

2.3. Turbulence Model

For the cavitation flow analysis, a filter-based \( k-\varepsilon \) model was used as the turbulence model. In the \( k-\varepsilon \) model, \( k \) represents the kinetic energy due to turbulence, and \( \varepsilon \) represents the dissipation rate due to turbulence.

\[
\rho_m \frac{d k}{dt} = \frac{\partial}{\partial x_j} \left[ \left( \mu_m + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + P_k - \rho_m \varepsilon,
\]

\[
\rho_m \frac{d \varepsilon}{dt} = \frac{\partial}{\partial x_j} \left[ \left( \mu_m + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right] + c_{\varepsilon 1} P_k \frac{\varepsilon}{k} - c_{\varepsilon 2} P_k \frac{\varepsilon^2}{k},
\]
where \( P_t \) is the production of turbulence defined as \( P_t = r_y (\partial u_i / \partial u_j) \), and \( \alpha_r, \alpha_i, \sigma, \sigma_e, \) and \( c_r \) are the empirical constants. In this paper, the constants are used as \( \alpha_r = 1.0, \alpha_i = 1.3, \sigma = 1.44, \sigma_e = 1.92, \) and \( c_r = 0.09 \). This \( k-\varepsilon \) model is not suitable for an unsteady state due to excessive turbulent viscosity. To compensate for this, an improved turbulence model using a filtering method by Johansen was used. The grid size for filtering and the turbulent viscosity using it is expressed as follows [19]:

\[
\delta = (\Delta x \Delta y \Delta z),
\]

\[
\mu_t = \rho c \mu M \text{Min} \left[ 1, \frac{\Delta \cdot \varepsilon}{k^2} \right] \frac{k^2}{\varepsilon}.
\]

### 3. Ventilated Supercavitation Achievement

Cavitation is produced by a local pressure drop. When the speed of an object is high in the water, cavitation occurs to cover the body. The dimensionless number representing this physical phenomenon is the cavitation number. The cavitation number (\( \sigma \)) for the inflow is as follows.

\[
\sigma_\infty = \frac{P_\infty - P_v}{\frac{1}{2} \rho V_\infty^2},
\]

where \( P_\infty \) is the pressure around the object or inflow, \( P_v \) is the vapor pressure of water (fluid), \( \rho \) is the density of water (fluid), and \( V_\infty \) is the velocity in the direction of travel around the object or inflow. In general, the lower the cavitation number, the larger the size of the cavities. As \( V_\infty \) increases, \( \sigma_\infty \) decreases to achieve supercavitation. Achieving supercavitation by this method is called a natural supercavitation method.

Another way to reduce the cavitation number is to reduce the difference between inflow pressure and another. If gas is artificially injected, it can give a pressure change for cavitation production. The case of achieving supercavity by this method is called ventilated supercavitation, and the cavitation number can be defined as follows.

\[
\sigma_e = \frac{P_\infty - P_c}{\frac{1}{2} \rho V_\infty^2},
\]

where \( P_c \) is the pressure value in the cavitation formed by the artificially injected air, and when \( P_c \) the pressure in the cavitation formed through the artificial injection, increases, \( \Delta P \) decreases and, as a result, \( \sigma_e \) decreases. This enables supercavitation to be achieved even at low inflow velocity conditions. Normally, when the cavitation number is the same, the shape characteristic of the cavitation by natural cavitation and ventilated cavitation is known to be the same [5].

Therefore, in order to achieve supercavitation conditions by ventilation, gas injection is required. As the injection amount of gas increases, the ventilated cavitation number decreases and the cavitation shape fits the supercavitation. At this time, the injection condition is related to the ventilated gas flux coefficient (Cq), and can be written as follows. In the case of the natural supercavitation, \( \sigma_e \) was reduced by increasing the thrust of the underwater vehicle.

\[
Cq = \frac{\dot{Q}}{V_s d_c \gamma},
\]

where \( \dot{Q} \) is the supply flow rate and \( d_c \) is the cavitation diameter.

In this paper, we investigated the relationship between the ventilated cavitation resulting from the ventilated gas flux coefficient, the angle of attack of the cavitator and body velocity.
4. Numerical Results

4.1. Natural Cavitation

Studies on natural cavitation have experimental data cited by many researchers [1], which have been verified in various ways [10,11]. In this paper, computational analysis of natural cavitation around a hemispherical head cylinder shape was performed using code developed in-house.

In this study, a grid sensitivity analysis was performed. It consists of a total of 5 steps of the grid and is as follows. Grid-1 (48 × 20 nodes), Grid-2 (98 × 40 nodes), Grid-3 (148 × 80 nodes), Grid-4 (222 × 120 nodes), and Grid-5 (296 × 200 nodes). Here, Grid-1 and Grid-2 are considered as the coarse grid, Grid-3 as the medium grid, and Grid-4 and Grid-5 as the fine grid. These grids use corresponding minimum grid sizes of 0.023, 0.009, 0.004, 0.0025 and 0.0015 in the normal direction near the wall. Figure 1 presents the time-averaged surface pressure coefficient distribution compared to that of the experiment. As can be seen from the results, grid resolution contributes to the prediction of cavitation dynamics. Current analysis results do not give good results on a coarse grid. The length of cavitation is predicted to be too short. The results of the medium grid show the quasi-stable state, and the results obtained with the fine grid show the unsteady behavior. As mentioned in Kinzel [20], improvements in the grid tend to improve cavitation dynamics and pressure solutions. In this paper, computational analysis was performed by applying a grid system that can define a fine grid based on the size near the wall.

![Figure 1. Sensitivity of grid resolution to surface pressure prediction.](image)

Figure 2 compares the surface pressure coefficients at various cavitation numbers in experimental results [1] and analysis. The number s/d is dimensioned by the length and diameter of the hemispherical cylinder. The surface pressure coefficient (Cr) is a dimensionless difference between the pressure on the surface and the ambient flow, and is generally multiplied by −1 to the result of Equation (18). When the cavitation number determined by Equation (16) is 0.2, Cr cannot be lower than −0.2, and when the value is −0.2, it can be determined that a complete cavity is formed. When the number of cavities is 0.2 and 0.3, it is shown that the process of generating and developing cavities is in good agreement when comparing the experimental results with the analysis. There are
some differences at the end of the cavitation because of the increased instability caused by the re-entrant jet occurring at the end of the cavitation. This is a physical phenomenon common to experiments and computational analysis. Figure 3 shows the results of the computational analysis of natural cavitation over time. Over time, the cavitation repeats the process of creation, destruction, and regeneration. The size of the cavitation shape is larger as the cavitation number is smaller. Also, since the natural cavitation is a phase change process caused by local pressure drop, it can be confirmed that the cavitation disappears as the pressure is restored. This is a very important physical phenomenon that is distinguished from ventilated cavitation through artificial injection.

![Figure 2](image)

**Figure 2.** Surface pressure coefficient on the hemispherical head cylinder at various cavitation numbers.

![Cavitation images](image)

(a) $\sigma=0.2$

(b) $\sigma=0.3$
Figure 3. Analysis of changes in natural cavitation shape over time in two cavitation numbers.

4.2. Ventilated Cavitation

For the supercavitation flow analysis, an alignment grid with three blocks is constructed. Figure 4 shows the entire grid system. The total number of cells is about 600,000. Many cells were placed around the cavitator and body to improve the stability and accuracy of the analysis. Figures 4 and 5 show length information and boundary conditions for the entire grid. In the case of the front grid of the cavitator, if sufficient length is ensured, the flow can develop well and stably. However, in this study, only 10 times the diameter of the cavitator was secured because the size of the cavitation tunnel to be compared was modeled. The rear grid also considered the size of the cavitation tunnel. The value of \( D/dc = 9.49 \) was chosen to be identical to the environment in which the blockage effect affecting the cavitation size was verified. The boundary conditions include velocity inlet conditions and pressure outlet conditions. As an experiment for ventilated cavitation, conditions that do not generate natural cavitation are required. Therefore, in the experiment and analysis, the low speed (6 m/s) and total pressure (40 kPa) conditions are maintained. In the analysis, a ventilated area with the same area as the experiment was modeled. The four ventilated areas are evenly distributed along the body diameter. The ventilated area is the velocity inlet condition equal to the inflow condition. At this time, the ventilated velocity was determined by the ventilated gas flux coefficient.

Figure 4. Computational grid for underwater vehicle.

Figure 5. Schematic view of the computational model and boundary conditions.

Figure 6 shows the change of cavitation shape according to the change of \( Cq \). In the experiment and analysis, the cavitation shape was confirmed after enough time had passed while \( Fn \) and \( Cq \) were kept constant. After enough time, the cavitation shape remains almost constant for a ventilated cavitation case [13]. \( Fn(=V_{∞}/\sqrt{g d_C}) \) is the flow field characteristic (gravity effect) according to the inflow velocity. The results of the computational analysis indicate that \( Fn \) is 10.8, which means low-speed conditions \((V_{∞} = 6 \text{m/s})\). At this time, the shape characteristic of ventilated cavitation is asymmetric due to the buoyancy effect due to low \( Fn \). When \( Fn \) is 10.8, it can be seen that the area of the cavitation covering the body increases as the ventilated gas flux coefficient increases, and the experimental and computational results are in good agreement. Figure 7 shows that when \( Fn \) is maintained and \( Cq \) is increased, the cavitation width and length become large. Since the increase in cavitation width is limited by the blockage effect, it can be confirmed that the length increase is
relatively large. Figure 8 shows the result of comparing experiments and analysis for cavitation formation when \( \text{Fn} = 10.8 \) and \( \text{Cq} = 0.2 \). Experiment and analysis agree well except for the closing part of the cavity. This difference is the strut with and without. In the case of the experiment, there was a strut, but the analysis did not include the strut in the modeling. In the experiment, the strut inhibits the development of cavitation. In contrast, in analysis, there is no strut, so cavitation develops backward. This causes differences in the closing part of the cavitation.

![Figure 6](image1.png)  
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![Figure 6](image2.png)  
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![Figure 6](image3.png)  
(c)

**Figure 6.** Cavitation formation at various ventilated rate coefficients: (a) \( \text{Fn} = 10.8, \text{Cq} = 0.10 \), (b) \( \text{Fn} = 10.8, \text{Cq} = 0.15 \), and (c) \( \text{Fn} = 10.8, \text{Cq} = 0.20 \). (Abbreviations: gas flux coefficient (Cq), flow field characteristic (Fn))

![Figure 7](image4.png)

**Figure 7.** Cavitation formation at various ventilated rate coefficients.

![Figure 8](image5.png)

**Figure 8.** Cavitation formation at various ventilated rate coefficients (\( \text{Fn} = 10.8, \text{Cq} = 0.20 \)).

In this study, computational analysis was performed not only of the cavity shape, but also of the drag force in the injection cavity. The following Figure 9 models for drag analysis. The shapes of the cavitator, body, and ventilated areas are modeled with reference to the shape of the test [13]. Figure 10 is the result of computational analysis of the drag coefficient value according to the change in the injection cavitation number. The drag coefficient is given by
\[ C_D = \frac{\text{Drag}}{\frac{1}{2} \rho_{\text{water}} V_\infty^2 A}, \]  

(25)

where \( A \) is the area of the cavitator facing the flow. Drag is the sum of both form drag by pressure and skin friction due to viscosity.

**Figure 9.** Schematic view of the computational model and cavitation shape for \( \sigma_c = 0.19 \).

**Figure 10.** Comparison of drag coefficient according to the various ventilated supercavitations.

It can be seen that the results of the cavitation tunnel test and computational analysis are in good agreement. As the injection amount increases, the cavitation number decreases and approaches the supercavitation. According to the cavitation shape change from the experimental and analysis results, it can be confirmed that the supercavitation occurs when the cavitation number is below 0.23. It can be confirmed by tests and computational analysis that the \( C_D \) value is maintained at a certain level when it is supercavitation. In the case of the drag, there is no change after the supercavity is achieved, but the cavitation shape changes. In Figure 10, when the cavitation number is 0.19 and 0.21, the drag coefficient values are the same, but the cavitation length is different. In the case of the partial cavitation, instability by the re-entrant jet and the influence of the strut in Figure 8 exist, so the test and the analysis are not completely consistent. When the \( C_q \) is small and cavitation number high, the instability is expected to be greater. This difference can be seen in Figure 10 when the cavitation number is the largest. In order to minimize this instability in the computational analysis, the average value when the cavitation change reached the quasi-equilibrium state was employed. Figure 11
shows the results of computational analysis of the drag change and cavitation shape over time in a state where the cavitation number reaches 0.193. In the case of computational analysis, the flow field remains stationary until the analysis begins. At the same time as the analysis begins, the inflow is given a constant velocity value without acceleration. Therefore, the initial perturbation can be regarded as meaningless data that can occur numerically. To reduce uncertainty, the average value for data after 0.2 s was used as the result value for the condition. In the case of natural cavitation, the creation and destruction of cavitation are repeated, and the re-entrant jet occurs (see Figure 3). However, when the ventilated cavitation is continuously supplied with air, the cavitation shape is almost constant after the quasi-equilibrium state. In the cavitation shape analysis result on the right of Figure 11, the dotted line connects the cavitation end change over time. After 0.2 s, which is the quasi-equilibrium state, it can be confirmed that there was little change in the length of cavitation. These results indicate that in the case of ventilated cavitation when the gas is constantly supplied, the cavitation shape is independent of the time variable. In this case, the CPU time is approximately 44 h from the start of analysis to the semi-equilibrium state (0.2 s). The total CPU time up to 0.3 s is about 65 h (Xeon E5-2640, 2.40 GHz).

![Figure 11. Result of computational analysis of drag change and cavitation shape over time (Cq = 0.152).](image)

4.3. Cavitation Shape with Cavitator Angle of Attack

Factors that determine the maximum diameter and length of the cavitation are Fn at ambient speed and Cq and αc at the injection rate. In addition, there are angles of attack of the cavitator that can have a very large impact in real environments. In this study, we studied how the shape of cavitation changes when the cavitator has an angle of attack. Figure 12 shows the cavitation shape change according to the angle of attack of the cavitator in the injection cavitation computational analysis with the injection characteristic of Cq = 0.15.

When the angle of attack (AoA) is 0°, the cavitation asymmetry due to the rise of the cavitation tail due to the gravity and buoyancy effect occurs as shown in Figure 6. If the angle of attack is 10 degrees, the cavitation generated from the cavitator is generated below the body, thereby canceling the asymmetry of the cavitation trailing edge caused by buoyancy. When the angle of attack is 15°, the cavitation shape becomes more prominent, and it can be seen that the cavitation covers more area under the body. Figure 13 shows the height (h) from the body surface to the maximum cavitation diameter with the cavitator angle. The maximum cavitation diameter means the largest point formed on the upper and lower, respectively. As the cavitator angle increases, the asymmetry of the cavity is formed with a larger distance from the lower surface to the cavitation maximum diameter. In the case of the upper surface, when the angle is 15 degrees, the distance to the maximum diameter of the cavitation is greatly reduced. Figure 14 shows the length of the shape of the cavity according to the angle of attack. The solid line indicates the distance to the point where the maximum cavitation occurs. As the cavitator angle increases, it can be seen that it increases slightly without significant difference.
The dotted line represents the cavitation dethatching length. When there was no angle of attack, the upper length was longer. However, as the angle of attack increased, the upper length and lower length became the same and eventually reversed. Being able to predict the length of the cavitation according to the angle of attack is important information in maintaining the super cavitation. Asymmetric formation of cavitation with changes in cavitator angle is related to body shape characteristics. In the case of the analyses of Figures 12–14, the diameter of the cavitator is similar to that of the body, so the cavitation generated from the cavitator propagates well backward. As shown in Figure 15, in real scale the diameter of the body is larger than the diameter of the cavitator. In this geometry, the change in cavitation size caused by the angle of attack of the cavitator can have a significant effect on the body’s motility. Figure 15 shows the result of changing the angle of attack to $-10^\circ$, $+10^\circ$, and $+20^\circ$ for the case of the super cavitation formed around the high-speed underwater vehicle. At $0^\circ$, there is no wetted surface where water and body come in contact with anything other than the front of the cavitator. In addition, it can be confirmed that the cavitation asymmetry does not occur due to the buoyancy effect as shown in Figure 12 even though the angle of cavitation is $0^\circ$ due to the high-speed condition. In this case, when the angle of attack has a value of $10^\circ$ in the upward direction, the generation of the cavitation to the lower surface is limited. Therefore, the receiving surface, where the cavitation is destroyed and the water and the body come into contact, occurs at 14d.r. from the front. The destroyed cavitation will recover and cover the body again, but one can see that the receiving surface occurs once again at 48 d. This phenomenon is similar to the above result when the angle of attack has a value of $10^\circ$ in the downward direction, because the buoyant effect is insufficient at high-speed conditions and the cavities and the body are symmetrical in shape. If the angle of attack increased further to $20^\circ$, the fractured cavitation in the upper surface exited the body without recovering again, resulting in a large wetted surface. This increase in wetted surface means that the body suddenly receives resistance due to the very large density difference between liquid and vapor. This is a very serious problem in terms of coordination of the body’s motion, so it is important to maintain the cavitation well. Therefore, the cavitation shape prediction according to the angle of attack becomes an important factor in the reorientation of the supercavitation moving body.

![Cavitation formation at various cavitator angles of attack](image)

Figure 12. Cavitation formation at various cavitator angles of attack ($C_q = 0.15$, angle of attack = 0, 10, 15$^\circ$).
4.4. Cavitation and Drag Change According to Speed Variation

In this section, the computational analysis of the change of the cavitation shape according to the speed change was studied. For the underwater body to achieve a super cavitation only with a natural cavitation without the injection cavitation, it needs a speed higher than a certain speed. When supercavitation is achieved by these high speed conditions, the object can receive a large drag reduction effect.

Figure 16 shows the natural cavitation shape as the velocity increases. $V$ is the velocity of inflow, $d_S$ is the maximum diameter of the cavitation, $d_C$ is the diameter of the cavitator, and $l_S$ is the...
maximum length of the cavitation. In the case of a natural cavitation, it can be confirmed that the body speed is completely covered by the cavitation between 70 and 80 m/s. As the speed increased, the maximum diameter of the cavitation increased, and after 70 m/s, the cavitation generated from the front met the cavitation created in the tail, and the maximum length of the cavitation increased significantly. Figure 17 shows the total force of drag divided by the forces for pressure and viscous. The total drag is given by,

\[
\text{Drag} = \int p \cos \theta dA + \int \tau \sin \theta dA,
\]

where \(\theta\) is the angle to the flow direction and \(A\) is the microsurface area.

Figures 18–20 show the results of time analysis of pressure and viscosity forces when the speed conditions are 50, 70, and 90 m/s, respectively. It can be assumed to be in a semi-equilibrium state from 0.05 s onward, starting from a stationary state, and then the average value is applied to Figure 16. The pressure force is a function of the magnitude of the pressure and the direction the surface acts on. In this case, since the cavitation is perpendicular to the flow, most of the pressure force occurs at the cavitation and the slope. The pressure force decreases in spite of increasing speed in the range of 40 to 60 m/s. The reason is that the cavitation develops completely covering the slope after the cavitation.

Figure 18 shows the results of the partial cavitation computational analysis with a speed of 50 m/s. The reason for the oscillation of the graph results is that the wetted surface continuously changes due to the partial cavitation, which is the result of the unsteady state analysis. The oscillation is more severe due to the cavitation shape falling off of the tail. Figure 19 is the result of the computational analysis of 70 m/s. This is the result of the computational analysis of the transition point from the partial cavitation to the supercavitation. Although not yet complete supercavitation, it can be seen that the viscous force is reduced compared to Figure 18 because it is close to the supercavitation state. Figure 20 shows the force in a complete super cavitation as a result of the computational analysis of 90 m/s. As the speed increases, the pressure force is increased by the exposed head, but it can be seen that the viscous force is completely removed due to the complete supercavitation. By the relationship between the supercavitation and the viscous force, the supercavitation contributes to lowering the level of the total force.

**Figure 15.** Real scale underwater body cavitation formation at various cavitation angles of attack (angle of attack = −10°, 0°, 10°, 20°): (a) cavity shape and point of collapse (−10°, 0°, 10°, 20°), and (b) cavitation angle of attack (−10°, 0°, 10°, 20°).
| $V$ [m/s] | $dS/dC$ | $ls/dC$ | Volume Fraction |
|-----------|---------|---------|-----------------|
| 50        | 3.01    | 6       |                 |
| 60        | 3.21    | 13      |                 |
| 70        | 3.66    | 23      |                 |
| 80        | 3.95    | 41      |                 |
| 90        | 4.35    | 53      |                 |

Figure 16. Prediction of supercavitation shape according to velocity change.

Figure 17. Prediction of drag change according to velocity change.

Figure 18. Analysis of drag unsteady state pressure force and viscous force at 50 m/s.
4.5. Ventilated Cavitation with High Speed Underwater Vehicle

In the case of a natural cavitation, a velocity condition higher than a certain value is required to achieve a super cavitation. However, if the injection cavitation is used as in Section 4.2, a super cavitation can be achieved even at low-speed conditions. The velocity condition in Figure 21 is 30 m/s. It can be seen from the results of Figure 16 that the supercavitation cannot be reached when the velocity condition is 30 m/s. However, the artificially injected cavitation in front of the body makes this possible. It can be seen that the gas injected from the front of the body forms a cavitation and covers the entire body in a very short time. The injected gas is a non-condensing gas, which is transmitted to the rear, and it can be seen that the rear end cavitation rises upward due to the buoyancy effect in the low-speed condition. This is a physically valid result even when compared with the results in Figures 5–7. However, because the body itself is low in speed, even if the super cavitation is achieved, the problem is that the maximum diameter of the cavitation is small and the tail cavitation is short compared to the super cavitation shape of 80 m/s or more in Figure 16. However, since the injection cavitation can achieve super cavitation even at low-speed conditions, it is expected that it can be used to assist and maintain the formation of the initial super cavitation in the design of the super-high-speed underwater vehicle.

Figure 19. Analysis of drag unsteady state pressure force and viscous force at 70 m/s.

Figure 20. Analysis of drag unsteady state pressure force and viscous force at 90 m/s.
5. Conclusions

This study is the result of the multi-phase flow field analysis including supercavitation phenomena, using a 3D Navier-Stokes equation based homogeneous mixture model. For the verification of the analysis program, natural and ventilation cavities were tested respectively. In the case of the natural cavitation, the results of previous researchers’ results were compared with the results of computational analysis, and it was confirmed that the cavitation shape was in good agreement. The ventilation cavitation was compared with the experimental results. It was confirmed that the experimental and analysis results, according to the change of the ventilation coefficient, were in good agreement. As a result, it was confirmed that the analysis program had sufficient suitability to analyze both natural and ventilation cavitations. In addition, a computational analysis of the drag force in the quasi-equilibrium state was performed and compared with the experiment. The results show good agreement.

Using the verified code, the shape of the cavitation according to the angle of attack was studied for the experimental scale and the actual scale, respectively. In the experimental scale, there was a limitation of the speed condition, so it was possible to confirm the cavitation asymmetry phenomenon caused by the buoyancy effect. The paper also analyzed how these cavitation asymmetries change with the angle of attack. It was confirmed that the asymmetric phenomenon caused by buoyancy did not occur in the high-speed condition of the actual scale shape.

Computational analysis was performed to increase the speed on an actual scale. As the velocity increased, the width and length of the cavity were expressed as a dimensionless number by the cavitator diameter. At this time, the total resistance was expressed by dividing it into pressure resistance and viscous resistance. This shows why the drag reduction effect caused by supercavitation occurs. Finally, it was confirmed that supercavitation was achieved by performing computational analysis of ventilated cavitation on the actual shape.

It is thought that these research results and verified programs could contribute to engineering in the case of using super-cavitation phenomena such as super-high-speed water bodies in the future.
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