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Abstract—Domain adaptation (DA) aims to enable a learning model trained from a source domain to generalize well on a target domain, despite the mismatch of data distributions between the two domains. State-of-the-art DA methods have so far focused on the search of a latent shared feature space where source and target domain data can be aligned either statistically and/or geometrically. In this paper, we propose a novel unsupervised DA method, namely Discriminative Noise Robust Sparse Orthogonal Label Regression-based Domain Adaptation (DOLL-DA). The proposed DOLL-DA derives from a novel integrated model which searches a shared feature subspace where source and target data are, through optimization of some repulse force terms, discriminatively aligned statistically, while at same time regresses orthogonally data labels thereof using a label embedding trick. Furthermore, in minimizing a novel Noise Robust Sparse Orthogonal Label Regression (NRS-OLR) term, the proposed model explicitly accounts for data outliers to avoid negative transfer and introduces the property of sparsity when regressing data labels. We carry out comprehensive experiments in comparison with 32 state of the art DA methods using 8 standard DA benchmarks and 49 cross-domain image classification tasks. The instance-based approach generally assumes that 1) the conditional distributions of source and target domain are identical[64], and 2) certain portion of the data in the source domain can be reused[43] for learning in the target domain through re-weighting. Feature-based adaptation[54], [21], [14], [37], [39] relaxes such a strict assumption and only requires that there exists a mapping from the input data space to a latent shared feature representation space. This latent shared feature space captures the information necessary for training classifiers for source and target tasks. In this paper, we propose a novel hybrid DA method using both feature adaptation and classifier optimization.

I. INTRODUCTION

Traditional machine learning tasks assume that both training and testing data are drawn from the same data distribution [43], [45]. However, in many real-life applications, due to different factors as diverse as sensor difference, lighting changes, viewpoint variations, etc., data from a target domain may have a different data distribution with respect to the labeled data in a source domain where a predictor can not be reliably learned. On the other hand, manually labeling enough target domain data for the purpose of training an effective predictor can be very expensive, tedious and thus prohibitive.

Domain adaptation (DA) [43], [45], [37] aims to leverage possibly abundant labeled data from a source domain to learn an effective predictor for data in an unseen domain, namely target domain, despite the data distribution discrepancy between the source and target. While DA can be semi-supervised by assuming that a certain amount of labeled data is available in the target domain, in this paper we are interested in unsupervised DA where we assume that no labels are available for target domain data.

While there exists an increasing number of deep learning-based unsupervised DA methods, we focus in this paper on shallow DA methods as they are easier to train and can provide insights into the design decisions of deep DA methods. The relationships between shallow and deep DA methods will be discussed in depth in Sect.II on related works. State of the art shallow DA methods can be categorized into instance-based [43], [10], feature-based [44], [33], [63], or classifier-based. Classifier-based DA is widely applied in semi-supervised DA as it aims to fit a classifier trained on source domain data to target domain data through adaptation of its parameters, and thereby require some labels in the target domain[56].

The instance-based approach generally assumes that 1) the conditional distributions of source and target domain are identical[64], and 2) certain portion of the data in the source domain can be reused[43] for learning in the target domain through re-weighting. Feature-based adaptation[54], [21], [14], [37], [39] relaxes such a strict assumption and only requires that there exists a mapping from the input data space to a latent shared feature representation space. This latent shared feature space captures the information necessary for training classifiers for source and target tasks. In this paper, we propose a novel hybrid DA method using both feature adaptation and classifier optimization.

A common method to approach feature adaptation is to seek a shared latent subspace between the source and target domain [45], [44] via optimization. State-of-the-art features three main lines of approaches, namely, data geometric structure alignment-based (DGSA), data distribution centered (DDC) or their hybridization. DGSA based approaches [54], [51], [63] seek a subspace where source and target data can be well aligned and interlaced in preserving inherent hidden geometric data structure via low rank constraint and/or sparse representation. DDC methods [38], [35], [30], [36] aim to search a latent subspace where the discrepancy between the source and target data distributions is minimized, via various distances, e.g., Bregman divergence[53], Geodesic distance[16], Wasserstein
Our previously proposed DA method, namely DGA-DA[39], is a hybridization of DDC and DGSA approaches. DGA-DA leverages the advantages of both DDC and DGSA methods and demonstrates a state of the art performance on a number of DA benchmarks. DGA-DA relies upon the analysis of a cornerstone theoretical result in DA [2], [1], [26], which estimates an error bound of a learned hypothesis \( h \) on a target domain as follows:

\[
e_{T}(h) \leq e_{S}(h) + d_{H}(D_{S}, D_{T}) + \min \{ \mathcal{E}_{D_{S}}[\|f_{S}(x) - f_{T}(x)\|], \mathcal{E}_{D_{T}}[\|f_{S}(x) - f_{T}(x)\|] \}
\]

(1)

Our previously proposed DGA-DA provides a unified framework which jointly optimizes term 2 in Eq.(1) as DDC-DA methods when aligning data distributions, and term 3 in Eq.(1) as DGSA-DA approaches when performing label inference through the underlying data geometric structure. It further introduces a repulsive force (RF) term using both source and target domain data when seeking the latent feature space and makes the proposed DA method discriminative. In this paper, we go one step further and propose a novel DA method, namely Discriminative Noise Robust Sparse Orthogonal Label Regression-based Domain Adaptation (DOLL-DA), which optimizes at the same time the three terms of the right-hand of Eq.(1), including in particular the first term on classification error in Eq.(1), when seeking a discriminative latent feature space.

Specifically, the proposed DOLL-DA derives from an integrated DA model which: 1) searches a shared feature subspace where the source and target data distributions are discriminatively aligned using an improved repulsive force (RF) term added to the MMD constraints, thereby optimizing the second term in Eq.(1) and indirectly improving its first term; 2) makes use an embedding trick to immerge data labels into the shared feature space and projects each data sample within the vicinity of its label vector orthogonal to other ones, thereby further regularizing the improved MMD constraints and avoiding potential contradictions among sub-domains when repulsive force is applied in the search of the shared feature subspace; 3) linearly regresses data labels in the shared feature subspace, thereby further explicitly optimizes the first term of the right-hand in Eq.(1). Moreover, data outliers are accounted for and the property of sparsity in label regression is introduced to circumvent negative transfer and over-fitting, leading to a novel Noise Robust Sparse Orthogonal Label Regression (NRS_OLR) term in our DA model; 4) leverages the true labels available in the source domain and ensures a label consistency between the source and target domain through an iterative integrated linear label regression, thereby minimizing the third term of Eq.(1); Fig.1 depicts the general framework of the proposed DOLL-DA method.

To sum up, the contributions of this paper are as follows:

- Orthogonal label subspace is proposed through a label embedding trick to further regularize the improved RF-based MMD constraints using a novel Orthogonal Label Regression (ORL) constraint, thereby circumventing potential conflicts which could arise when optimizing the improved RF-based MMD constraints and further enhancing the discriminative power of the proposed DA method.
- The hypothesis for classifying the target domain data is learned simultaneously through a single feature projection matrix \( A \) when aligning discriminatively the source and target domain data in the shared feature subspace. Furthermore, a property of sparsity is introduced through a \( l_{2,1} \)-norm constraint on \( A \) when regressing data labels and data outliers are also accounted for within the model, leading to a Noise Robust Sparse Orthogonal Label Regression (NRS_OLR) term to ensure the proposed DA model to avoid negative transfer as well as overfitting.
- A novel generalized power iteration method is introduced to solve the optimization problem of the full integrated DA model, resulting in the proposed DOLL-DA. Furthermore, we perform time complexity analysis and also derive three additional DA methods based on three partial models from the full integrated DA in order to highlight the individual contribution of RF and NRS_OLR term, respectively, as well as their added value when they are jointly optimized.
- We perform extensive experiments on 49 image classification DA tasks using 8 popular DA benchmarks and demonstrate the effectiveness of the proposed DOLL-DA which consistently outperforms thirty state-of-the-art DA algorithms with a margin which can reach 17 points. Moreover, we also carry out in-depth analysis of the proposed DA method, in particular w.r.t. their hyperparameters, convergence speed, the choice of the base classifier, random label initialization and impact of the quantity of target domain data for performance stability.

The article is organized as follows. Sect.II discusses the related work. Sect.III presents the method. Sect.IV benchmarks the proposed DA method and provides in-depth analysis. Sect.V draws the conclusion.

II. RELATED WORK

Last years have seen DA techniques applied to multiple computer vision applications. State-of-the-art has so far featured two main research streams: 1) Shallow DA; 2) Deep DA. They are overviewed in Sect.II-A and sect.II-B, respectively, and discussed in comparison with the proposed DOLL-DA in sect.II-C.

A. Shallow Domain Adaptation

1) Feature-based DA: The rationale of the feature-based domain adaptation is to assume a shared latent feature space between the source and target domain which is searched in narrowing the existing distribution discrepancies across the domains. A popular strategy for searching such a shared latent feature space is to embrace the dimensionality reduction and
propose to explicitly minimize some predefined distance measure to reduce the mismatch between source and target in terms of marginal distribution [52] [42], or conditional distribution [33]. These methods can be further distinguished based on whether they incorporate some form of data discriminativeness or not in the search of such a shared latent feature space.

**Nondiscriminative distribution alignment (NDA):** NDA strategies propose to align the marginal and conditional distributions across the source and target domains in reducing different data distribution distance measurements, e.g., Bregman Divergence [52], Wasserstein distance [6], [7], Maximum Mean Discrepancy (MMD) to explicitly shrink the cross-domain divergence of marginal data distributions [42], and both the marginal and conditional data distributions [33]. The obvious drawback of NDA is that it ignores the discriminative knowledge among different labeled source sub-domains, thereby increasing the burden of the required classifier.

**Discriminative distribution alignment (DDA):** DDA methods improve NDA ones by explicitly leveraging the discriminative information in source data labeled into different sub-domains. ILS[20] learns a discriminative latent space using Mahalanobis metric and makes use of Riemannian optimization strategy to match statistical properties across different domains. [36] adapts linear discriminant analysis (LDA) and leverages the discriminative information from the target domain to estimate the common feature space. OBTL,[25] proposes bayesian transfer learning based domain adaptation, which explicitly discusses the relatedness across different sub-domains. SCA[15] achieves discriminativeness in optimizing the interplay of the between and within-class scatters. Our proposed DGA-DA[39] also introduces a specific repulsive force term to capture the data discriminativeness. However, our DGA-DA further cares about the underlying data manifold structure when performing label inference. However, despite improvement over NDA methods, DDA methods rely upon temporary and unreliable pseudo labels of target domain data to capture the repulsive force in the target domain, and thereby can mislead the search of an optimized shared discriminative latent space.

2) **Subspace alignment-based DA:** In line with [12], an increasing number of DA methods, e.g., [40], [51], [63], [54], [9], emphasize the importance of aligning the underlying data subspace and manifold structures between the source and the target domain for effective DA. In these methods, low-rank and sparse constraints are introduced into DA to extract a low-dimension feature subspace where target samples can be sparsely reconstructed from source samples [51], or interleaved by source samples [63], thereby aligning the geometric structures of the underlying data manifolds. A few recent DA methods, e.g., RSA-CDDA[40], JGSA[64], further propose unified frameworks to reduce the shift between domains both statistically and geometrically. HCA[31] improves JGSA using a homologous constraint on the two transformations for the source and target domains, respectively, to make the transformed domains related and hence alleviate negative domain adaptation.

However, in light of the upper error bound as defined in Eq.(1), we can see that subspace alignment based DA methods account for the underlying data geometric structure and expect but without theoretical guarantee the alignment of discriminative data distributions. Our proposed DOLL-DA improves subspace alignment-based DA by jointly aligning the
data distributions discriminatively and enhancing the hidden manifold structure through label regression to regress different sub-domains w.r.t its orthogonal label subspace.

B. Deep Domain Adaptation

Recently, DA has been intensively investigated under the paradigm of deep learning (DL), and has featured the following two main approaches.

1) Statistic matching-based DA: These methods aim to reduce the divergence across domains using statistic measurements incorporated into DL frameworks. DAN[32] reduces the marginal distribution divergence in incorporating the multi-kernel MMD loss on the fully connected layers of AlexNet. JAN[35] improves DAN by jointly decreasing the divergence of both the marginal and conditional distributions. D-CORAL[55] further introduces the second-order statistics into the AlexNet[27] framework for more effective DA strategy.

2) Adversarial loss-based DA: These methods make use of GAN[17] and propose to align data distributions across domains in making sample features indistinguishable w.r.t the domain labels through an adversarial loss on a domain classifier [14], [57], [46]. DANN[14] and ADDA[57] learn a domain-invariant feature subspace in reducing the marginal distribution divergence. MADA [46] additionally make use of multiple domain discriminators, thereby aligning conditional data distributions. Different from the previous approaches, DSN[4] achieves domain-invariant representations in explicitly separating the similarities and dissimilarities in the source and target domains. MADAN[65] explores knowledge from different multi-source domains to fulfill DA tasks. CyCADA[22] addresses the distribution divergence using a bi-directional GAN based training framework.

The main advantage of these DL based DA methods is that they jointly shrink the divergence of data distributions across domains and achieve a discriminative feature representation of data through a single unified end-to-end learning framework. However, they also present the drawback that the discriminative force is merely extracted from the labelled source domain while it could rely upon simultaneously the source and target domains in leveraging the underlying data geometric structures. Furthermore, these DL based DA approaches mostly work as a black-box and suffer from interpretability, thereby falling short to provide deep insights for further improving DA methods.

C. Discussion

Fig.2 compares our proposed DOLL-DA with our previously proposed DA method, DGA-DA[39] as well as MEDA[62], and highlights their similarities and differences according to the following 6 properties:

- **Dis=(Discriminativeness):** both DGA-DA and DOLL-DA introduce a (RF) term to achieve discriminativeness across domains, while MEDA ignores this merit. DGA-DA takes into account RF term across domain, while the proposed DOLL-DA improves it in extending it with a RF term within the source domain.

- **Reg=(Regularization):** Different from DGA-DA and MEDA, DOLL-DA proposes orthogonal label regression which further regularizes the effectiveness of the improved RF-based MMD constraints, thereby circumventing potential contradictions when reinforcing these MMD constraints.

- **Cons=(Constraint):** Both DGA-DA and DOLL-DA are optimized using the constraint $A^T X H X^T A = I$, which removes an arbitrary scaling factor in the embedding and prevents the optimization from collapsing into a subspace of dimension less than the required dimensions. MEDA does not have such a constraint to obtain an analytical solution.

- **Joint=(Joint optimization):** Both MEDA and DOLL-DA achieve data distribution alignment and classifier optimization through a unified joint optimization model, whereas the optimization in DGA-DA for data distribution alignment and classifier optimization is carried out separately.

- **Error:** DOLL-DA designs an error tolerated subspace to care about the noise in data, therefore decreasing the risk of potential negative transfer.

- **Manifold:** both MEDA and DGA-DA capture the underlying data manifold structures for label inference. While effective, they also suffer from the computational burden due to the singular value decomposition. DOLL-DA also cares about data manifold structures, but through computation effective iterative integrated linear label regression.

### III. The Proposed Method

Sect.III-A defines the notations and states the DA problem. Sect.III-B formulates our DA model while Sect.III-C presents the generalized power iteration method to solve the proposed DA model and derives the algorithm of DOLL-DA. Sect.III-D extends DOLL-DA to non-linear problem through kernel mapping. Sect.III-E performs time complexity analysis of the proposed DOLL-DA.

#### A. Notations and Problem Statement

Matrices are written as boldface uppercase letters. Vectors are written as boldface lowercase letters. For matrix $M = (m_{ij})$, its $i$-th row is denoted as $m^i$, and its $j$-th column is denoted by $m_j$. We define the Frobenius norm $\|\cdot\|_F$ and $l_{2,1}$ norm as: $\|M\|_F = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{l} m_{ij}^2}$ and $\|M\|_{2,1} = \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{l} m_{ij}^2}$. A domain $D$ is defined as an l-dimensional feature space $\chi$ and a marginal probability distribution $P(x)$, i.e., $D = \{\chi, P(x)\}$ with $x \in \chi$. Given a
specific domain $D$, a task $T$ is composed of a $C$-cardinality label set $\mathcal{Y}$ and a classifier $f(x)$, i.e., $T = (\mathcal{Y}, f(x))$, where $f(x) = Q(y | x)$ can be interpreted as the class conditional probability distribution for each input sample $x$.

In unsupervised domain adaptation, we are given a source domain $D_S = \{x_1, y_1, i = 1, \ldots, n_i\}$ with $n_i$ labeled samples $X_S = \{x_1, \ldots, y_n\}_c \in \mathbb{R}$, which are associated with their class labels $Y_S = \{y_1, \ldots, y_n\}_c \in \mathbb{R}$, and an unlabeled target domain $D_T = \{x_1, y_1, i = 1, \ldots, n_i\}_c$ whose labels $Y_T = \{y_{n_i+1}, \ldots, y_{n+n_i}\}_c \in \mathbb{R}$ are unknown. Here, $y_i \in \mathbb{R}^c (0 \leq i \leq n_i)$ is a one-vs-all label hot vector in which $y_i^c = 1$ if $i \in T$ belongs to the $c$-th class, and 0 otherwise. We define the data matrix $X = [X_S, X_T] \in \mathbb{R}^{l \times n}$ ($l = \text{feature dimension}; n = n_s + n_t$) in packing both the source and target data. The source domain $D_S$ and target domain $D_T$ are assumed to be different, i.e., $\chi_S = \chi_T$, $\chi_S = \chi_T$, $\mathcal{P}(\chi_S) \neq \mathcal{P}(\chi_T)$, $Q(\chi_S | \chi_S) \neq Q(\chi_T | \chi_T)$. We also define the notion of sub-domain, i.e., class, denoted as $D_S^c$, representing the set of samples in $D_S$ with the class label $c$. It is worth noting that, the definition of sub-domains in the target domain, namely $D_T^c$, requires a base classifier, e.g., Nearest Neighbor (NN), to attribute pseudo labels for samples in $D_T$.

The maximum mean discrepancy (MMD) is an effective non-parametric distance-measure that compares the distributions of two sets of data by mapping the data into Reproducing Kernel Hilbert Space (RKHS). Given two distributions $P$ and $Q$, the MMD between $P$ and $Q$ is defined as:

$$\text{Dist}(P, Q) = \left\| \frac{1}{n_1} \sum_{i=1}^{n_1} \phi(p_i) - \frac{1}{n_2} \sum_{i=1}^{n_2} \phi(q_i) \right\|_H$$

where $P = \{p_1, \ldots, p_{n_1}\}$ and $Q = \{q_1, \ldots, q_{n_2}\}$ are two random variable sets from distributions $P$ and $Q$, respectively, and $H$ is a universal RKHS with the reproducing kernel mapping $\phi: f(x) = (\phi(x), f)$, $\phi: \mathcal{X} \rightarrow H$.

The aim of the proposed DOLL-DA is to search jointly a transformation matrix $A \in \mathbb{R}^{l \times k}$ projecting discriminatively both the source and target domain data of dimension $l$ into a latent shared orthogonal feature subspace of dimension $k$ as well as a label regressor while minimizing simultaneously the three terms of the upper bound error in Eq.(1).

**B. Formulation**

Our final model DOLL-DA (sect.III-B5) starts from JDA (sect.III-B1), which is improved in Sect.III-B2 and Sect.III-B3 for discriminative data distribution alignment (DDA) by leveraging the discriminative knowledge from the source and target domains. Fig. 3 summarizes these steps which aim to minimize $d_\mathcal{H}(D_S, D_T)$ (term 2 of Eq.(1)). Sect.III-B4 further introduces an orthogonal label regressor using an embedding trick and accounts for noisy data as well as sparsity in label regression to derive Noise Robust Sparse Orthogonal Label Regression (NRS-OLR). Sect.III-B5 integrates DDA and NRS-OLR to achieve our final model and thereby optimizes at the same time the three terms of the right-hand of Eq.(1).

1) Matching Marginal and Conditional Distributions: As shown in Fig.3.a and Fig.3.b, our model starts from JDA, which makes use of MMD in RKHS to measure the distances between the expectations of the source domain/sub-domain and target domain/sub-domain. Specifically, 1) The empirical distances of the source and target domains is defined as $\text{Dist}^s$; 2) The conditional distance $\text{Dist}^c$ is defined as the sum of the empirical distances between sub-domains in $D_S$ and $D_T$ with a same label; 3) $\text{Dist}_{ClO}$ is defined as the sum of $\text{Dist}^s$ and $\text{Dist}^c$.

$$\text{Dist}_{ClO} = \text{Dist}^s(D_S, D_T) + \text{Dist}^c(D_S^c, D_T^c)$$

2) Across domain Repulsive force term: As shown in Fig.3.(a,b), sect.III-B1 merely cares about shrinking the $\text{MMD}$ and $\text{Dist}^c$ across source domain/sub-domain and target domain/sub-domain. Specifically, 1) the maximum mean discrepancy (MMD) is an effective non-parametric distance-measure that compares the distributions of two sets of data by mapping the data into Reproducing Kernel Hilbert Space (RKHS) (RKHS). Given two distributions $P$ and $Q$, the MMD between $P$ and $Q$ is defined as:

$$\text{Dist}(P, Q) = \left\| \frac{1}{n_1} \sum_{i=1}^{n_1} \phi(p_i) - \frac{1}{n_2} \sum_{i=1}^{n_2} \phi(q_i) \right\|_H$$

where $P = \{p_1, \ldots, p_{n_1}\}$ and $Q = \{q_1, \ldots, q_{n_2}\}$ are two random variable sets from distributions $P$ and $Q$, respectively, and $H$ is a universal RKHS with the reproducing kernel mapping $\phi: f(x) = (\phi(x), f)$, $\phi: \mathcal{X} \rightarrow H$.

The aim of the proposed DOLL-DA is to search jointly a transformation matrix $A \in \mathbb{R}^{l \times k}$ projecting discriminatively both the source and target domain data of dimension $l$ into a latent shared orthogonal feature subspace of dimension $k$ as well as a label regressor while minimizing simultaneously the three terms of the upper bound error in Eq.(1).

**B. Formulation**

Our final model DOLL-DA (sect.III-B5) starts from JDA (sect.III-B1), which is improved in Sect.III-B2 and Sect.III-B3 for discriminative data distribution alignment (DDA) by leveraging the discriminative knowledge from the source and target domains. Fig. 3 summarizes these steps which aim to minimize $d_\mathcal{H}(D_S, D_T)$ (term 2 of Eq.(1)). Sect.III-B4 further introduces an orthogonal label regressor using an embedding trick and accounts for noisy data as well as sparsity in label regression to derive Noise Robust Sparse Orthogonal Label Regression (NRS-OLR). Sect.III-B5 integrates DDA and NRS-OLR to achieve our final model and thereby optimizes at the same time the three terms of the right-hand of Eq.(1).
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Fig. 3: (a) MMD constraints; (b) Complex relationships; (c) 2-classes DA with MMD; (d) N-classes DA with MMD.

Fig. 4: Illustration of MMD constraints and orthogonal projection based label consistent regression.

4) Noise Robust Sparse Orthogonal Label Regression: The improved repulsive force term formulated in Sect.III-B2 and Sect.III-B3 aims to increase the between-class distances, across domain through Eq.(4) and within the source domain through Eq.(5).
Eq.(5), and enable discriminative alignment of marginal and conditional data distributions (eq.(3)) in sect.III-B1), but does not seek to decrease the intra-class distances. As a result, situations as shown in Fig.4.(a,b,c), where the instances of a class are pushed away from other class instances but don’t get closer each other within the class, could happen. More importantly, while eq.(4) and eq.(5) make it possible to decrease the classification errors of a hypothesis on the source domain, the first term of the error bound in eq.(1) is not explicitly optimized. Here, we propose to solve the previous two issues through orthogonal label regression as shown in Fig.4.(d, e, f) where the instances of each class (sub-domain) across domain get close to their one-vs-all hot label vector which is orthogonal to those of other classes.

To this end, we introduce a novel orthogonal label regression (OLR) constraint $\Phi(A, Y_S, X_S)$, where $A$ is the transformation matrix projecting both the source and target data onto a latent shared feature subspace of dimension $k$. Specifically, we first introduce an embedding trick which consists of immersing a $C$-dimensional one-vs-all hot label vector into the $k$-dimensional latent shared feature subspace simply by adding $(k - C + 1)$ times $0, e.g., a 3$-dimensional one-vs-all label vector $(0, 1, 0)^T$ is represented by its corresponding one-vs-all hot vector $(0, 1, 0, 0, 0)^T$ in the $5$-dimensional feature subspace using the embedding trick. We can then perform least square regression (LSR): \( \min \| X^T A - Y \|_F^2 \) st. \( Y \geq 0 \), \( Y 1 = 1 \), with $Y$ the class label matrix as defined in sect.III-A and extended into a $n \times k$ matrix by embedding each one-vs-all hot label vector into a $k$-dimensional one using the embedding trick. Minimization of LSR thus simply requires that each labeled sample be projected within the vicinity of its corresponding label hot vector in the $k$-dimensional feature space.

It is worth noting that the proposed OLR enjoys the following three properties:

- **Orthogonality**, i.e., \( (Y_{i=1..C} \cdot Y_{i=\neq C}) = 0 \) with $\cdot$ denoting the dot product. This constraint simply expresses that one-vs-all hot label vectors in the shared latent feature subspace are orthogonal each other. As a result, projecting each data sample into the vicinity of its corresponding label vector keeps the samples of each sub-domain far away from those of other sub-domains and thereby improving data discriminativeness and optimizing term.1 of Eq.(1);

- **Label Embedding Constraint**, i.e., $Q(Y_{i=1..C} | X_{S \cup X_T}) = 0$. This property simply denotes the fact that we have made use of the embedding trick for immersing each $C$ dimensional one-vs-all hot label vector into the $k$ dimensional shared feature space and there are no label vectors for classes ranging from $C + 1$ to $k$;

- **Sharing of the feature projection and label regression matrix** through $A$. Thanks to the label embedding constraint, the projection matrix $A$ through eq.(3), eq.(4) and eq.(5) for the search of a shared latent feature space aligning discriminatively marginal and conditional data distributions between the source and target domain can be shared with the one used for the orthogonal label regression (OLR) constraint, thereby jointly optimizing term.1 and term.2 of Eq.(1) within a single unified feature and label subspace. Furthermore, as shown in Fig.4.(d), (e)), data of each sub-domain, i.e. data with a same label, from the source and target domain, are projected within the vicinity of their corresponding one-vs-all hot label vector, thereby also decreasing Term.3 of Eq.(1), i.e., the errors of their respective labelling functions on the source and target domain.

However, data from the source and target domain can be noisy. We account for data noise through an error matrix $E$ and the OLR constraint can therefore be reformulated as: \( \min \| X^T A - Y + E \|_F^2 \) st. \( Y \geq 0 \), \( Y 1 = 1 \). The error matrix $E$ makes possible a certain tolerance of errors when projecting data into the vicinity of its corresponding label vector in the latent shared feature subspace, thereby enabling to account for outliers and alleviating the influence of negative transfer. Additionally, given the fact that, in real-life applications, e.g. visual object recognition, data of a given class generally lie within a manifold of much lower dimension in comparison with the original data space, e.g., pixel number of images, we further introduce a $l_2,1$-norm constraint so as to fulfill the property that the class label of a data sample should be regressed from a sparse combination of features in the latent shared feature subspace. This constraint introduces a regularization term on $A$ for discriminative subspace projection, which also optimizes Term.3 of Eq.(1). Putting all these together, the initial Orthogonal Label Regression (OLR) constraint becomes Noise Robust Sparse Orthogonal Label Regression (NRS-OLR) and is finally formulated as:

\[
\min \| X^T A - Y + 1e^T \|_F^2 + \beta \| A \|_F^2 \text{ st. } Y \geq 0, Y 1 = 1, (Y_{i=1..C} \cdot Y_{i=\neq C}) = 0
\]

5) The final model: By integrating all the properties introduced in sect.III-B1 through sect.III-B4, we obtain our final DA model, formulated as Eq.(19)

\[
A.s.t. Y_{i=0..C} Y_{i=1} = 0 \\
(\text{tr}(A^T X M^+ X^T A) + \alpha \| A \|_F^2 + \beta \| A \|_F^2) + \| X^T A - Y + 1e^T \|_F^2 + \| X^T A - Y + 1e^T \|_F^2
\]

\[
\text{st. } M^+ = M_0 + \sum_{c=1}^C (M_c - M_{REF}), Y \geq 0, Y 1 = 1, A^T X H X^T A = I, (Y_{i=1..C} \cdot Y_{i=\neq C}) = 0
\]

where $M_{REF} = M_{S \rightarrow T} + M_{T \rightarrow S} + M_{S \rightarrow S}$ is the improved overall repulsive force constraint matrix, $H = I - \frac{1}{n}$ is the centering matrix, the constraint $Y \geq 0$ and $Y 1 = 1$ simply expresses the fact that each data sample has a label vector whose class probability sums to 1, whereas the constraint $A^T X H X^T A = I$ derives from Principal Component Analysis (PCA) to preserve the intrinsic data covariance of both domains and avoid the trivial solution for $A$.

Through iterative optimization of Eq.(19), our DA method searches jointly a well regularized discriminative latent feature subspace shared between the source and target domain and a noise robust sparse label regression model, thereby optimizing at the same time the three terms of the right-hand of Eq.(1).

C. Solving the model

Eq.(19) is not convex, therefore we propose an effective method which optimizes the key variables, e.g., $A, M, Y$, in
a coordinate descent manner. Main steps for solving Eq.(19)
are as follows. All the key steps have closed form solution:

**Step.1** (Initialization of \( M^* \)) \( M^* \) can be initialized by calculating \( M_0 \) since there is no labels or pseudo labels on the target domain initially. We obtain \( M^* = M_0 \) where \( M_0 \) is the MMD matrix as defined in Eq.(3).

**Step.2** (Initialization of \( A \)) Similar to JDA, \( A \) can be initialized to reduce the marginal and conditional distributions between \( P(X_S) \) and \( P(X_T) \) through an adaptive feature subspace via the Rayleigh quotient algorithm, solving Eq.(8):

\[
(X(M_0 + \sum_{c=1}^C M_c)X^T + \alpha I) A = XHX^T A \Phi
\]

where \( X = X_S \cup X_T \) and \( \Phi = diag(\phi_1, ..., \phi_k) \in R^{k \times k} \) are Lagrange multipliers, \( \sum_{c=1}^C M_c \) is obtained through labeled source domain data \( A'X_S \) and pseudo labels inferred on the target domain data \( A'X_T \). \( A \) is then initialized as the k smallest eigenvectors of Eq.(8), with \( k \) defining the dimension of the latent shared feature subspace between the source and target domain.

**Step.3** (Update of \( e \)) \( e \) is updated in solving Eq.(19) with other variables held fixed. To update \( e \), one should solve Eq.(9)

\[
e' = \arg \min_e ||X^T A + e_1 e - Y||^2_F
\]

In setting to 0 the partial derivative of Eq.(9) with respect to \( e \), we achieve the optimal solution of \( e \) as

\[
e = \frac{1}{n}(Y^T 1 - A^T X 1)
\]

**Step.4** (Update of \( A \)) \( A \) is updated by solving the optimization problem in Eq.(19) with other variables held fixed. To ensure that Eq.(19) is differentiable, we regularize \( ||A||^2_{2,1} \) as

\[(\sum_{j=1}^k \sqrt{||a_j||^2_2 + \varepsilon})\] to avoid \( ||A||^2_{2,1} = 0 \). As a result, Eq.(19) becomes Eq.(11)

\[
A' = \min_{A, A^T X X^T A = I} \{ \alpha ||A||^2_F + \beta (\sum_{j=1}^k \sqrt{||a_j||^2_2 + \varepsilon}) \}
\]

\( \varepsilon \) is infinitely close to zero, making Eq.(11) closely equivalent to Eq.(19). Solving directly Eq.(11) is non-trivial, we introduce a new variable \( G \in R^{k \times k} \) which is a diagonal matrix with

\[
g_{jj} = (\sum_{j=1}^k \sqrt{||a_j||^2_2 + \varepsilon}) / \sqrt{||a_j||^2_2 + \varepsilon}.
\]

\( G \) and \( A \) can be optimized iteratively. With \( G \) held fixed and \( e \) computed as in Eq.(10), we can reformulate Eq.(11) as Eq.(12)

\[
A' = \min_{A, A^T X X^T A = I} \{ \alpha ||A||^2_F + \beta (\sum_{j=1}^k \sqrt{||a_j||^2_2 + \varepsilon}) \}
\]

Eq.(12) is a least squares problem on the Stiefel manifold, which is a non-convex optimization problem. Therefore, it cannot be directly solved via the Lagrangian method or an analytical solution. Inspired by previous research on solving quadratic problem on the Stiefel manifold[13], [41], [19], we propose a novel generalized power iteration (GPI) method to optimize the projection matrix \( A \) that rotates the factor matrix to best fit the hypothesis subspace.

**Step.i** We propose Cholesky factorization of \( H \), which aims to obtain a lower triangular matrix \( h \), so that \( hh^T = H \).

**Step.ii** Eq.(12) is reformulated as:

\[
\arg \min_{A, A^T X X^T A = I} \{ \alpha ||A||^2_F + (X(M^*)X^T)A) - 2 \beta (A^T X H^T Y) \}
\]

We set:

\[
W^T = A^T X h
\]

\( C = h_h^T H Y \)

\( B = (X^T) + \beta (X^T X) \)

Using Eq.(14), Eq.(13) can be written for short as:

\[
\arg \min_{W, W^T} \{ tr(W^T B W - 2 W^T C) \}
\]

where \( B \) is a symmetric matrix.

**Step.iii** Initialize \( W^T = A^T X h \) to satisfy \( W^T W = I \), and set \( B = \mu I - B \), which ensures \( B \) is a positive definite matrix.

**Step.iv** Set \( Z = 2 B^T W + 2 C \). Then, optimize \( USV^T = Z \) via singular value decomposition method on \( Z \).

**Step.v** Update \( W^T = U V^T \) and \( A^T = W^T (X h)^{-1} \).

Eventually, the final optimization of Eq.(11) is \( A' = (W^T (X h)^{-1})^T \). Algorithm 1 details the whole process to update \( A' \).

**Algorithm 1:** Power iteration method for solving Eq.(11)

**Input:** Data \( X \). Source domain label \( Y_S \), MMD matrix \( M^* \), fixed matrix \( G, H \), regularization parameters \( \beta \) and \( \alpha \)

1: Initialize \( W \) and \( B' \) as introduced in **Step.iii**;
2: Update \( Z, A^T, W^T \);
3: if Non convergence then
4: (i) Do **Step.iv**;
5: (ii) Do **Step.v**;
6: else
7: break;
8: Update \( A' \) via solving \( A' = (W (X h)^{-1})^T \)

**Output:** \( A \leftarrow A' \)

**Step.5** (Update of \( Y \)) The label matrix \( Y \) contains two parts: true labels \( Y_S = \{y_1, ..., y_m\}^T \in R^{n \times C} \), and pseudo labels \( Y_T = \{y_{n+1}, ..., y_{n+n}\}^T \in R^{n \times C} \). Our aim is to iteratively refine the latter ones. Given fixed \( A \) and \( M^* \), each \( y_i \in Y_T \) can be updated by solving the following problem:

\[
y'_i = \min_{y_i \in R^C} ||X^T A - y_i + e||^2_F
\]

Using Lagrangian multipliers method, the final optimal solution of \( y_i \) is

\[
y'_i = (A^T X_i + e + \theta)
\]

where \( \theta \) is coefficient of Lagrangian constraint \( y_i^T 1 - 1 = 0 \), which can be obtained by solving \( y'_i 1 = 1 \).

**Step.6** (Update of \( M^* \)) With the labeled source domain data \( A'X_S \) and the labels inferred on the target domain data \( A'X_T \) as in **Step.5**, we can update \( M^* \) as

\[
M^* = M_0 + \sum_{c=1}^C (M_c - M_{REP})
\]

where \( M_c \) and \( M_{REP} \) are defined in Eq.(19).

The complete learning algorithm is summarized in Algorithm 2 - DOLL-DA.
**Algorithm 2**: Discriminative Label Consistent Domain Adaptation (DOLL-DA)

**Input**: Data $X$, Source domain label $Y_s$, subspace dimension $k$, iterations $T$, regularization parameters $\beta$ and $\alpha$

1. Initialize $M^* = M_0$ as defined in Eq.(3);
2. Initialize $A$ by solving Eq.(8); ($t := 0$)
3. while $\sim \text{isempty}(X,Y_s)$ and $t < T$ do
   3.1: Update $M^*$ by solving Eq.(18)
   3.2: Update $e$ by solving Eq.(10)
   3.3: Update $A$; ($t_1 := 0$.)
   3.4: if $t_1 < T$ then
      3.4.1: Update $G$ as an identity matrix;
      3.4.2: Update $A$ by solving Algorithm1;
      3.4.3: Update $G$ by calculating
      \[ g_{jj} = \left( \sum_{i=1}^{k} \| \alpha_i^T \|_2^2 + \varepsilon \right) \div \left( \sqrt{\| \alpha_i^T \|_2^2 + \varepsilon} \right); \]
      3.4.4: ($t_1 = t_1 + 1$);
   3.5: else
      \[ \text{break}; \]
   3.6: Update $Y$ by solving Eq.(17)
   3.7: Update pseudo target labels
      \[ Y^T_{(t)} = Y \left[; (n_s + 1) : (n_s + n_t) \right]; \]
   3.8: $t = (t + 1)$;
4. Output: $A$, $Z = A^T X$, $Y$

**D. Kernelization**

The proposed DOLL-DA method is extended to nonlinear problems in a Reproducing Kernel Hilbert Space via the kernel mapping $\phi : x \rightarrow \phi(x)$, or $\phi(X) : [\phi(x_1), ..., \phi(x_n)]$, and the kernel matrix $K = \phi(X)^T \phi(X) \in R^{n \times n}$. We utilize the representer theorem to formulate the Kernel DOLL-DA as:

\[
\min_{A,0 \leq Y^T \geq 0,Y^T = 1} (tr(A^T K M^* K^T A) + \alpha \| A \|_F^2 + \beta \| A \|_2^2) + \| K^T A + 1 \varepsilon^T - Y \|_F^2
\]

\[
st.M^* = M_0 + \sum_{t=1}^{T} (M_o) - M_{REP}, \ Y \geq 0, \ Y1 = 1,
A^T K H K^T A = 1, (Y_{inc} \bullet Y_{inc}) = 0 \tag{19}
\]

**E. Time Complexity Analysis**

Given $n$ the number of data samples including both the source and target domain and $l$ the feature dimension, we denote by $t$, $t_1$ the number of iterations with $t, t_1 \sim \min(l,n)$. The major computational burden of the proposed Algorithm.2 lies in Step 2, 3 and 5 as sketched in Sect.III-C. In Step 2, the singular value decomposition(SVD) is computed on a $n \times n$ matrix, its computational complexity is $O(n^3)$. Step 3. constructs the $M_{case}$ matrix, whose computational complexity is $O(4CN^2)$ with $C$ the number of classes, i.e., the class cardinality. Step 4.(ii) makes use of SVD to solve optimization on a $n \times k$ size matrix as introduced in step.(iv) of Algorithm.1, its computational complexity is thus $O(n^2k + nk^2 + k^3)$. In Step 5 and Step.6, $O(nk)$ operations are required for all other lines. Therefore, the overall computational complexity of the proposed Algorithm - DOLL-DA is $O(n^3 + 4tCn^2 + tnk + tt_1(n^2k + nk^2 + k^3))$.

**IV. Experiments**

**A. Benchmarks and Features**

As illustrated in Fig.5, USPS[23]+MINIST[28], COIL20[33], PIE[33], office+Caltech[33], Office-Home[60] and SVHN-MNIST[4] are standard benchmarks for the purpose of evaluation and comparison with state-of-the-art in DA. In this paper, we follow the data preparation as most previous works[15], [8], [40], [4], [30] do. We construct 49 datasets for different image classification tasks.

**Office+Caltech** consists of 2533 images of 10 categories (8 to 151 images per category per domain)[15]. These images come from four domains: (A) AMAZON, (D) DSLR, (W) WEBCAM, and (C) CALTECH. AMAZON images were acquired in a controlled environment with studio lighting. DSLR consists of high resolution images captured by a digital SLR camera in a home environment under natural lighting. WEBCAM images were acquired in a similar environment to DSLR, but with a low-resolution webcam. CALTECH images were collected from Google Images.

We use two types of image features extracted from these datasets, i.e., SURF and DeCAF6, that are publicly available. The SURF[16] features are shallow features extracted and quantized into an 800-bin histogram using a codebook computed with K-means on a subset of images from Amazon. The resultant histograms are further standardized by z-score. The Deep Convolutional Activation Features (DeCAF6)[11] are deep features computed as in AELM[59] which makes use of VLSMatConvNet library with different pretrained CNN models, including in particular the Caffe implementation of AlexNet[27] trained on the ImageNet dataset. The outputs from the 6th layer are used as deep features, leading to 4096 dimensional DeCAF6 features. In this experiment, we denote the dataset Amazon, Webcam, DSLR, and Caltech-256 as A, W, D, and C, respectively. The arrow $\rightarrow$ is proposed to denote the direction from “source” to “target”. For example, “W $\rightarrow$ D” means the Webcam image dataset is consdered as the labeled source domain whereas the DSLR image dataset the unlabeled target domain.

**USPS+MNIST** shares 10 common digit categories from two subsets, namely USPS and MNIST, but with very different data distributions (see Fig.5). We construct a first DA task USPS $vs$ MNIST by randomly sampling first 1,800 images in USPS to form the source data, and then 2,000 images in MNIST to form the target data. Then, we switch the source/target pair to get another DA task, i.e., MNIST $vs$ USPS. We uniformly rescale all images to size $16 \times 16$, and represent each one by a feature vector encoding the gray-scale pixel values. We also extract deep feature from softmax layer[47] of LeNet[28] architecture, leading to a 10 dimensional feature. Thus the source and target domain data share the same feature space. As a result, we have defined two cross-domain DA tasks, namely USPS $\rightarrow$ MNIST and MNIST $\rightarrow$ USPS.

**COIL20** contains 20 objects with 1440 images (Fig.5). The images of each object were taken in varying its pose about 5 degrees, resulting in 72 poses per object. Each image has a resolution of $32 \times 32$ pixels and 256 gray levels per pixel. In this experiment, we partition the dataset into two subsets,
namely COIL 1 and COIL 2[63], COIL 1 contains all images taken within the directions in $[0^\circ, 85^\circ] \cup [180^\circ, 265^\circ]$ (quadrants 1 and 3), resulting in 720 images. COIL 2 contains all images taken in the directions within $[90^\circ, 175^\circ] \cup [270^\circ, 355^\circ]$ (quadrants 2 and 4) and thus the number of images is also 720. In this way, we construct two subsets with relatively different distributions. In this experiment, the COIL20 dataset with 20 classes is split into two DA tasks, i.e., COIL1 $\rightarrow$ COIL2 and COIL2 $\rightarrow$ COIL1.

PIE face database consists of 68 subjects with each under 21 various illumination conditions[8], [33]. We adopt five pose subsets: C05, C07, C09, C27, C29, which provide a rich basis for domain adaptation, that is, we can choose one pose as the source and any remaining one as the target. Therefore, we obtain $5 \times 4 = 20$ different source/target combinations. Finally, we combine all five poses together to form a single dataset for large-scale transfer learning experiment. We crop all images to $32 \times 32$ and only adopt the pixel values as the input. Finally, with different face poses, of which five subsets are selected, denoted as PIE1, PIE2, etc., resulting in $5 \times 4 = 20$ DA tasks, i.e., PIE1 vs PIE 2 . . . PIE5 vs PIE 4, respectively.

Office-Home dataset as shown in Fig.5 is a novel DA dataset recently introduced in [60]. This dataset contains 4 domains. Each domain contains 65 categories. This dataset is used in a similar manner as the Office+Caltech dataset. From the 4 domains, i.e., the Art (Ar), Clipart (Cl), Product (Pr) and Real-World (Rw), we generate 12 DA tasks, namely namely $Ar \rightarrow Cl, . . . Pr \rightarrow Rw$, respectively. DeCAF6 features are extracted to evaluate the performance of the proposed DA algorithms on this dataset.

SVHN-MNIST contains the MNIST dataset as introduced in USPS-MNIST but also the Street View House Numbers (SVHN) which is a collection of house numbers collected from Google street view images (see Fig.5). SVHN is quite distinct from the dataset of handwriting digits, i.e., digits in MNIST. Moreover, all the 2 domains are quite large, each having at least 60k samples over 10 classes. We propose to make use of the LeNet architecture [28] and domain classifier as introduced in [47] to extract features for our DA tasks.

B. Baseline Methods

The proposed DOLL-DA method is compared with thirty-two methods of the literature, including deep learning-based approaches for unsupervised domain adaption. They are:

- Shallow methods: (1) 1-Nearest Neighbor Classifier(NN); (2) Principal Component Analysis (PCA); (3) GFK [16]; (4) TCA [42]; (5) TSL [52]; (6) JDA [33]; (7) ELM [59]; (8) AELM [59]; (9) SA [12]; (10) mSDA [5]; (11) TJM [34]; (12) RTML [8]; (13) SCA [15]; (14) CDML [61]; (15) LTSL [51]; (16) LRSR [63]; (17) KPCA [49]; (18) JGSA [64]; (19) CORAL [54]; (20) RVDLR [24]; (21) LPJT [29]; (22) DGA-DA[39].

- Deep methods: (23) AlexNet [27]; (24) DAH [60]; (25) DANN [14]; (26) ADDA [57]; (27) LTRU [50]; (28) ATU [48]; (29) BSWD [47]; (30) DSN [4]; (31) DDC [58]; (32) DAN [32].

Direct comparison of the proposed DOLL-DA using shallow features against these DL-based DA approaches could be unfair. However, in order to give an idea on the performance gap between shallow and deep DA methods, we still compare their results with those of our shallow DOLL-DA. For the purpose of fair comparison, we follow the experiment settings of DGA-DA, JGSA and BSWD, and apply DeCAF6 as the input features for some methods to be evaluated. Whenever possible, the reported performance scores of the thirty-two methods of the literature are directly collected from their original papers or previous research [57], [59], [29], [15], [47], [64], [39]. They are assumed to be their best performance.

C. Experimental Setup

For the problem of domain adaptation, it is not possible to tune a set of optimal hyper-parameters, given the fact that the target domain has no labeled data. Following the setting of previous research[39], [33], [63], we also evaluate the proposed DOLL-DA by empirically searching in the parameter space for the optimal settings. Specifically, the proposed DOLL-DA method has three hyper-parameters, i.e., the subspace dimension $k$, regularization parameters $\beta$ and $\alpha$. In our experiments, we set $k=300$ and $1) \beta=0.1$, and $\alpha=1$ for USPS, MNIST · COIL20 and PIE, 2) $\beta=1$, $\alpha=1$ for Office+Caltech, SVHN-MNIST and Office-Home.

In our experiment, accuracy on the test dataset as defined by Eq.(20) is the performance measurement. It is widely used in literature, e.g.,[32], [40], [33], [63], etc.

\[
\text{Accuracy} = \frac{|\{x:x\in D_T \land \hat{y}(x) = y(x)\}|}{|\{x:x\in D_T\}|} 
\]

where $D_T$ is the target domain treated as test data, $\hat{y}(x)$ is the predicted label and $y(x)$ is the ground truth label for the test data $x$.

The core model of the proposed DOLL-DA method is built on JDA, but adds up two optimization terms, namely discriminative data distribution alignment (DDA) term as defined in Eq.(4, 5), and Noise Robust Sparse Orthogonal
Label Regression (NRS\textsubscript{OLR}) term as defined in Eq.\,(6). For further insight into the proposed DOLL-DA and the rational w.r.t.\ the DDA and NRS\textsubscript{OLR} term, respectively, we derive from Eq.\,(19) three additional partial models, namely OLR, CDDA\textsuperscript{+} and JOLR-DA:

- OLR: In this setting, the partial model only makes use of the NRS\textsubscript{OLR} term, i.e., noise robust sparse orthogonal label regression term as in Eq.\,(6) and ignores the rest of our final model, i.e., data distribution alignment term as defined in Eq.\,(3) as well discriminative MMD constraint terms as defined in Eq.\,(4, 5). This partial model amounts to make use of a particular classifier, i.e., noise robust sparse orthogonal label regression, and enables to quantify the importance of data distribution alignment in DA when contrasted with the baseline JDA;

- CDDA\textsuperscript{+}: In this setting, the regularization term of NRS\textsubscript{OLR} (Eq.\,(6)) is simply replaced by the Nearest Neighbor (NN) predictor. This correspond to our final DA model as defined in Eq.\,(8) and Eq.\,(18) which only make use of the Discriminative MMD constraint terms but without the NRS\textsubscript{OLR} term as defined by Eq.\,(6). In comparison with CDDA, i.e., Close yet Discriminative DA, the partial model already studied in our former DGA-DA method [39] which demonstrated the effectiveness of discriminative force (RF) term in DA. CDDA\textsuperscript{+} includes the improved RF term which adds the RF within the source domain as defined by Eq.\,(5) to the across domain RF defined in Eq.\,(4) as in CDDA. This partial model makes it possible to emphasize the interest of the joint optimization of the improved RF and NRS\textsubscript{OLR} terms in contrasting DOLL-DA with CDDA\textsuperscript{+};

- JOLR-DA: In this setting, the partial model of the proposed method only cares about data distribution alignment as in JDA as well as the newly introduced NRS\textsubscript{OLR} term but ignores the discriminative force as defined in Sect.\,III-B2 and Sect.\,III-B3. In studying JOLR-DA, we aim to highlight: 1) the contribution of NRS\textsubscript{OLR} in regularizing the MMD constraints in contrasting DOLL-DA with JOLR-DA; 2) the effectiveness of NRS\textsubscript{OLR} and the proposed joint optimization strategy, in confronting JOLR-DA with JDA.

- DOLL-DA: This setting correspond to our full final model as defined in Eq.\,(19). It thus contains both CDDA\textsuperscript{+} as defined in Eq.\,(3, 4, 5) and the NRS\textsubscript{OLR} term as defined by Eq.\,(6) in sect.\,\,III-B4.

D. Experimental Results and Discussion

1) Experiments on the CMU PIE Data Set: The CMU PIE dataset is a large face dataset featuring both illumination and pose variations. Fig.\,6 synthesizes the experimental results for DA using this dataset, where top results are highlighted in red color. As expected, without data distribution alignment OLR, with 55.88\% average accuracy, performs worse than the base line JDA with 60.24\% average accuracy. In accounting for the discriminative force in data distribution alignment, CDDA\textsuperscript{+} improves over JDA by 3 points and achieves 63.22\% average accuracy. In adding noise robust sparse orthogonal label regression to JDA, JOLR-DA achieves 69.96\% average accuracy and improves over JDA by 9 points, thereby demonstrating the effectiveness of the NRS\textsubscript{OLR} term. Now our final model, DOLL-DA, with 82.50\% average accuracy, achieves the state of the art performance on this dataset and improves over the baseline JDA by 22 points and the former state of the art DA method, i.e., DGA-DA, by a large margin of 17 points, thereby demonstrates with force the interest of joint optimization of discriminative data distribution terms and the NRS\textsubscript{OLR} term.

2) Experiments on the COIL 20 Dataset: The COIL dataset (see fig.\,5) features the challenge of pose variations between the source and target domain. Fig.\,7 reports the experimental results on the COIL dataset and displays similar patterns as those on the PIE dataset. OLR performs worse than JDA which is improved by CDDA\textsuperscript{+} and JOLR-DA. Finally, DOLL-DA achieves 96.84\% and further improves CDDA\textsuperscript{+} and JOLR-DA by 4 and 3 points, respectively. It is interesting to note that DGA-DA achieves 100\% average accuracy on this dataset and thereby outperforms DOLL-DA by 3.16 points. However, DGA-DA’s outstanding performance is mainly related to the two particularities of the COIL 20 dataset. Indeed, the COIL dataset synthesizes 20 objects as foreground in varying their pose while the background is pure black, therefore each sub-domain contains a single object and is naturally distributed within a specific manifold. Furthermore, the COIL 20 dataset merely contains 20 classes in contrast with 68 classes in the PIE dataset, thereby its classes are much more separated than those in PIE. As a matter of fact, the most simple baseline NN, i.e., Nearest Neighbor, already achieves a high average accuracy of 83.20\% on COIL 20 while it only displays 34.76\% average accuracy on PIE. As a result, in explicitly modeling the hidden data manifold structure through a Laplace graph, DGA-DA performs better label inference than DOLL-DA.

3) Experiments on the Office-Home Dataset: As introduced in DAH[60], Office-Home is a novel challenging benchmark for the DA task. It contains 4 very different domains with 65 object categories, thereby generating 12 different DA tasks. Fig.\,8 synthesizes the performance of the proposed DA methods with DeCAF6 features in comparison with the state of the art methods. Both DAH and DAN are deep DA methods and make use of multi-kernel MMD in aligning the source and target domain distributions. With 43.46\% and 45.54\% average accuracy, respectively, they surpass JDA with a margin up to 8 points. In extending JDA with repulsive force terms, CDDA\textsuperscript{+} slightly improves JDA by 0.19 point. However, thanks to the NRS\textsubscript{OLR} term, JOLR-DA displays 44.48\% average accuracy and improves JDA by 7 points whereas the proposed full model, DOLL-DA, achieves the novel state of the art performance with 48.23\% average accuracy and improves CDDA\textsuperscript{+} by 11.07 points, JOLR-DA by roughly 4 points, and the former state of the art performance achieved by DAH with a margin of 2.69 points.

4) Experiments on the USPS+MNIST Data Set: The USPS+MNIST dataset displays different writing styles between source and target. In Fig.\,9, the left columns of the red vertical bar report the experimental results using shallow...
features, whereas the right columns of the red bar display the results of the methods using deep features. Once more, the proposed DOLL-DA along with its partial models display the same patterns on this large scale benchmark as in the previous experiments. In ignoring the domain shifts, OLR achieves a poor performance. Both CDDA+ and JOLR-DA improve JDA with a large margin. In accounting jointly for the discriminative force and NRS_OLR, DOLL-DA boosts the baseline JDA by 22 points and surpasses DGA-DA, the former state of the art DA method on this dataset, by 4.5 points.

6) Experiments on the Office+Caltech-256 Data Sets: Fig.11 and Fig.12 synthesize the experimental results in comparison with the state of the art when deep features (i.e., DeCAF6 features) and classic shallow features (i.e., SURF features) are used, respectively.

As can be seen in Fig.12, using shallow features, CDDA+ and JOLR-DA improve the baseline JDA by 2 and 1 points, respectively, thanks to the discriminative force term and NRS_OLR term introduced into the baseline model. Taking them together, our final model DOLL-DA further improves JDA by 4 points and achieves 51.18 average accuracy which is in par with the previous state the art method, namely JGSA, with its 50.58% average accuracy. It is worth noting that, JGSA also suggests aligning data both statistically, discriminatively and geometrically, and corroborates data geometry aware DA approach, and achieves very good performance on this dataset.

Fig.11 compares the proposed DA method using deep features w.r.t. the state of the art, in particular end-to-end deep learning-based DA methods. As can be seen in Fig.11, the use of deep features has enabled impressive accuracy improvement over shallow features. Simple baseline methods, e.g., NN, PCA, see their accuracy

Fig. 6: Accuracy% on the PIE Images Dataset.

Fig. 7: Accuracy% on the COIL Images Dataset.

Fig. 8: Accuracy% on the Office-Home Images Dataset.
soared by roughly 40 points, demonstrating the power of deep learning paradigm. Our proposed DA method also takes advantage of this jump and sees its accuracy soar from 48.26 to 89.59 for CDDA+, from 47.57 to 88.20 for JOLL-DA, and from 50.78 to 91.65 for DOLL-DA. As for shallow features, CDDA+ and JOLL-DA improve JDA by roughly 3 and 2 points, respectively, while the final model, DOLL-DA, displays the best average accuracy of 92.94% in par with 92.80% displayed by MEDA.

Fig. 9: Accuracy of the USPS+MNIST Images Dataset.

Fig. 10: Accuracy on the SVHN-MNIST Images Dataset.

JOLL-DA. Despite the proposed DOLL-DA displays state of the art performance over 49 DA tasks through 8 datasets except for the COIL dataset where it achieves the second best performance, an important question is how fast the proposed for the repulsive force parameters (sect.IV-E) as well as its sensitivity w.r.t. its hyper-parameters (sect.IV-E1). Additionally, we are curious about how well DOLL-DA performs in changing the base classifier to optimize the classification accuracy of the proposed repulsive force parameters, as well as the DOLL-DA leveraging random initialization (sect.IV-E3) instead of using the base classifier for optimization. Furthermore, in analyzing the generalization capability (sect.IV-E5) of DOLL-DA, we use an unseen target dataset for detail exploration.

5) Sensitivity of the proposed DOLL-DA w.r.t. hyper-parameters: Three hyper-parameters, namely $k$, $\beta$, and $\alpha$, are introduced in the proposed methods.

Dimensionality analysis: $k$ is the dimension of the searched shared latent feature subspace between the source and target domain. In Fig.13, we plot the classification accuracies of the proposed DA method w.r.t different values of $k$ and target domain. As shown in Fig.13, the subspace dimensionality $k$ varies with $k \in \{20, 40, 60, 80, 100, 150, 200, 300, 400\}$, yet the proposed 3 DA variants, namely JOLL-DA and DOLL-DA, remain stable w.r.t. a wide range of $k \in \{40 \leq k \leq 400\}$. It can be seen that both JOLL-DA and DOLL-DA display better robustness than CDDA+ w.r.t. the variation of $k$, thereby suggesting the effectiveness of the NRS-OLR term in the loss function of the proposed DOLL-DA model. Obviously, the larger $k$ the better the shared subspace can afford complex data distributions, but the cost of increased computation complexity is highlighted in sect.III-E on time complexity analysis. In our experiments, we set $k = 300$ to balance the efficiency and accuracy.

Sensitivity of $\alpha$ and $\beta$: $\alpha$ and $\beta$ as defined in Eq.(19) are the major hyper-parameters of the proposed DOLL-DA. While $\alpha$ aims to regularize the projection matrix $A$ to avoid over-fitting the chosen shared feature subspace w.r.t. both source and target domain data, $\beta$ as expressed in Eq.(6) controls the dimensionality of class dependent data manifold in the searched shared feature subspace, or in other words the sparsity level of the linear combination of the projected
features to regress the class label. We study the sensitivity of the proposed DOLL-DA method with a wide range of parameter values, i.e., $\alpha = (0.001, 0.01, 0.1, 1, 10, 20, 50)$ and $\beta = (0.05, 0.1, 1, 5, 10, 100, 200)$. We plot in Fig.14 the results on $D \rightarrow W$, $C \rightarrow D$ and PIE-27 $\rightarrow$ PIE-5 datasets on the proposed DOLL-DA with $k$ held fixed at 300. As can be seen from Fig.14, the proposed DOLL-DA displays its stability as the resultant classification accuracies remain roughly the same despite a wide range of $\alpha$ and $\beta$ values.

Fig. 13: Sensitivity analysis of the proposed methods: (a) accuracy w.r.t. subspace dimension $k$ of CDDA+: (b) accuracy w.r.t. subspace dimension $k$ of JOLR-DA; (c) accuracy w.r.t. subspace dimension $k$ of DOLL-DA. Three datasets are used, i.e., COIL1, COIL2 and PIE.

2) Convergence analysis: In Fig.15, we further perform convergence analysis of the proposed DOLL-DA along with its partial models, i.e., CDDA+ and JOLR, using the DeCAF6 features on the Office+Caltech datasets and pixel value features on the PIE dataset. We aim to disclose how fast the proposed methods achieve their best performance w.r.t. the number of iterations $T$. Fig.15 reports 6 cross DA experiments ($C \rightarrow A$, $D \rightarrow W$ ... PIE-27 $\rightarrow$ PIE-5) with the number of iterations $T = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10)$. As shown in Fig.15, CDDA+, JOLR-DA and DOLL-DA converge within 3~5 iterations during optimization, but JOLR-DA and DOLL-DA seem to converge even faster with a better accuracy, thanks to the NRS_OLR term introduced in our DA model.

Fig. 15: Convergence analysis using 6 cross-domain image classification tasks on Office+Caltech256 and PIE datasets. (accuracy w.r.t. #iterations)

3) Impact of the base classifier: The repulsive force term across domain as formulated in sect.III-B2 requires using pseudo labels for the target domain data. Therefore, the quality of these pseudo labels could have much impact on the effectiveness of data discriminativeness. In sect.III-C, our model is initialized using pseudo labels in solving Eq.(8), which boils down to JDA. The inference of the pseudo labels on the target domain data requires a base classifier trained using the labeled source domain data. We test the sensitivity of the proposed DOLL-DA w.r.t. the base classifier using two popular classifiers, i.e., NN and SVM. Fig.16 shows that DOLL-DA-NN(92.94%) and DOLL-DA-SVM(91.51%) achieve almost the same performance. This result suggests that our repulsive force term in the proposed DOLL-DA displays a certain level of robustness w.r.t. the choice of the base classifier.

4) Random Label Initialization: Going one step further w.r.t. to the experiment in sect.IV-E3, an interesting question is how DOLL-DA behaves with randomly initialized pseudo labels at its first iteration as well as its convergence efficiency in this specific experiment setting.

In this setting, DOLL-DA makes use of randomly initialized labels for the target domain data instead of solving Eq.(8) at its first iteration. As shown in Fig.16, DOLL-DA still achieves 90.01% accuracy on the Office-Caltech256 dataset, thus only slightly below DOLL-DA-NN, and converges on average at 3.08 average iterations. This result further supports the robustness of the designed repulsive force term regularized by the NRS_OLR term in the search of the optimized shared features subspace.

| $C \rightarrow A$ | $C \rightarrow W$ | $C \rightarrow D$ | $A \rightarrow C$ | $A \rightarrow W$ | $A \rightarrow D$ | $W \rightarrow C$ | $W \rightarrow A$ | $W \rightarrow D$ | $D \rightarrow C$ | $D \rightarrow A$ | $D \rightarrow W$ | Avg. acc. |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|-------------|
| DOLL-DA-NN       | 93.66            | 93.98            | 91.71            | 89.87            | 91.86            | 91.72            | 86.46            | 93.11            | 100.00          | 86.78            | 93.59          | 91.00          | 92.94       |
| DOLL-DA-SVM      | 93.91            | 93.32            | 92.76            | 85.50            | 91.86            | 91.27            | 86.46            | 93.11            | 99.41            | 86.22            | 91.54          | 91.51          | 91.51       |
| Rand Init        | 93.22            | 93.47            | 95.98            | 96.59            | 91.38            | 90.21            | 86.46            | 93.11            | 99.41            | 96.22            | 91.54          | 91.51          | 91.51       |
| #Iter (ts)       | 2.00             | 2.00             | 2.00             | 2.00             | 2.00             | 2.00             | 2.00             | 3.00             | 2.00             | 4.00             | 3.00             | 3.00          | 3.00        |

Fig. 16: Convergence analysis using 12 cross-domain image classification tasks on Office+Caltech256 datasets with DeCAF6 Features. (accuracy w.r.t. #iterations)

5) Stability w.r.t. target domain data: We benchmark the stability of the proposed DOLL-DA w.r.t. the quantity of target domain data used for training. Specifically, we carry out two additional experiments for 2 DA tasks using the Office-Caltech256 dataset, i.e., $W \rightarrow A$, $D \rightarrow W$ keeping 5% (10%, 30%, 50%, 70%, resp.) of target domain data from being used as auxiliary data in training. Results are reported in Fig.17. As can be seen there, when all target domain data are used in training the proposed DOLL-DA, i.e., column 0.00%, DOLL-DA displays 93.11% and 100% accuracy for $W \rightarrow A$ and $D \rightarrow W$ DA tasks, respectively. Now when more and more target domain data are kept from being used in training, passing from 5% through 70%, DOLL-DA proves quite stable on the $D \rightarrow W$ task but decreases constantly to reach 79.96% on the $W \rightarrow A$ task. However, this result still proves the usefulness of the proposed DA method when only 30% target domain data are used as auxiliary data in training, given the fact that the baseline NN only displays 73.07% accuracy as shown in Fig.11. The performance difference between these
two DA tasks can be explained by their inherent difficulties. The DA task $D \rightarrow W$ is to generalize a classifier trained from the source domain, i.e., labeled images in the DSLR domain, thus with much background, to the target domain, i.e., images in the Webcam domain, much simpler because devoid of the background, and the simple baseline NN already achieves 97.97% accuracy as shown in Fig.11. On the other side, the DA task $W \rightarrow A$ does exactly the contrary and needs to generalize a classifier trained from the source domain, i.e., labeled images in the Webcam domain, thus without background, to a much more complicated target domain, i.e., images in the Amazone domain with arbitrary background, and the simple baseline NN only achieves 73.07% accuracy as shown in Fig.11.

| $D \rightarrow W$ | Accuracy |
|------------------|----------|
| Unseen 0.00%     | 93.11    |
| 5.00%            | 92.59    |
| 10.00%           | 86.07    |
| 30.00%           | 85.85    |
| 50.00%           | 84.32    |
| 70.00%           | 79.96    |

| $W \rightarrow A$ | Accuracy |
|-------------------|----------|
| Unseen 0.00%      | 100      |
| 5.00%             | 98.75    |
| 10.00%            | 98.75    |
| 30.00%            | 98.75    |
| 50.00%            | 98.75    |
| 70.00%            | 98.75    |

Fig. 17: Unseen data sensitivity using 2 cross-domain image classification tasks on Office+Caltech256 datasets with DeCAF6 Features.

V. CONCLUSION

We have proposed in this paper a novel unsupervised DA method, namely Discriminative Noise Robust Sparse Orthogonal Label Regression-based Domain Adaptation (DOLL-DA), which simultaneously optimizes the three terms of the upper error bound of a learned classifier on the target domain in aligning discriminatively data distributions through a repulse force term while orthogonally regressing data labels within the shared feature subspace. Furthermore, the proposed model explicitly accounts for data outliers to avoid negative transfer and introduces the property of sparsity when regressing data labels. Comprehensive experiments using the standard benchmark in DA show the effectiveness of the proposed method which consistently outperform state of the art DA methods. Future work includes embedding of the proposed DOLL-DA into the paradigm of deep learning and considers the setting of online learning where target domain data only arrives sequentially one after another.
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