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ABSTRACT

LTE/4G is the next generation of cellular network which specifically aims to improve the network performance for data traffic and is currently being rolled out by many network operators. We present results from an extensive LTE measurement campaign in Dublin, Ireland using a custom performance measurement tool. Performance data was measured at a variety of locations within the city (including cell edge locations, indoors, outdoors etc) as well as for mobile users on public transport within the city. Using this data we derive a model of the characteristics of link layer RTT and bandwidth vs link signal strength. This model is suited to use for performance evaluation of applications and services, and since it is based on real measurements it allows realistic evaluation of performance.
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1. INTRODUCTION

LTE/4G has undergone rapid rollout and now plays a major role in cellular communications, particularly within urban areas. The LTE link layer is, however, complex and contains numerous design parameters the choice of which is left proprietary. The complexity of the LTE MAC makes simulation computationally demanding, while the many unspecified design parameters make selection of realistic configurations problematic. Further, although there have been a number of measurement studies of transport and application layer performance over LTE, measurement studies of actual LTE link layer behaviour in the field are much more limited.

Motivated by these observations, in this paper we present results from a large-scale LTE measurement campaign carried out in Dublin, Ireland. These measurements provide an accurate snapshot of the service actually offered to the users and the measurement tools developed therefore potentially provide a valuable source of information for operators and users.

Using this measurement data we derive an empirical model of the characteristics of link layer RTT and bandwidth, taking account of the changes in the distribution of RTT and bandwidth with link quality and choice of network operator. We find that the RTT over an LTE hop is distributed quite differently from other link layers (such as WiFi) and can be modelled as a mixture of Gaussians. This model captures the scheduling granularity for HARQ etc within the LTE link layer in a new and useful way. The model is predictive: for a given link quality a model RTT distribution can be calculated and used to generate realistic link layer RTT time series. We find that the bandwidth over an LTE hop increases in variability as the link quality, and so transmit rate, improves. It seems likely that this is associated with the time granularity of LTE link layer scheduling. We present a measurement-based model of the dependence of bandwidth on link quality that, again, is predictive in nature and allows generation of realistic bandwidth time series.

Our hope is that this model will assist the research community in realistic, yet reproducible, performance evaluation of new tools and applications. Since this empirical model is much simpler than detailed LTE simulation models, it should be more convenient for evaluation of application layer performance and for evaluation over longer time scales (where simulation would take too long). Since the model is based on measurements from actual LTE network deployments, it reflects realistic configurations.

2. RELATED WORK

Since LTE is a relatively new technology, the existing literature on performance of cellular networks mostly deals with earlier or alternative cellular technologies [23, 15, 8] and on particular measurements of specific physical-level characteristics or events [14, 17, 16, 11].

A number of other studies measure throughput and/or latency information, but tend to focus on their impact on TCP or its derivatives [12, 17, 20, 24, 15, 8, 19]. Additionally, there are studies that present measurements but do not use these to develop a model suited to per-
formance evaluation [22].

There has been work on simulation [18, 1, 3, 2] and modelling [9, 10, 13, 21]. However, such tools may be of limited utility because they do not provide the emulation needed to evaluate real-time aspects of actual applications, the models may be overly specific, or they may be at too low layer within the network stack.

Our study is different from the aforementioned work in a number of ways, including because it focuses on LTE, it studies performance independently from TCP, and because our explicit aim is to build realistic yet simple models useful for evaluating a wide range of protocol and application performance. Since information is presented in terms of commonly used performance indicators (bandwidth and delay), channels with the appropriate characteristics can be readily emulated for testing of real applications now available on the market.

3. EXPERIMENTAL SETUP

Hardware. We use two Asus EeePC 4G (Intel Celeron M 353 - 900MHz, 512 MB RAM) laptops as cellular UEs for carrying out measurements, each equipped with a 4G USB modem (Alcatel One Touch L100V). These run Lubuntu 14.04 and use ModemManager v1.0.0 to connect to the cellular network. This tool uses libqmi (1.4.0) to operate the modem and it was also used to set the operating mode of the modem to 4G. The qmi_wwan driver in the Linux kernel 3.16.0_30 manages the modem. The modem internal state is gathered by using the Hayes command set. GPS is used to measure the UE location.

Measurement Tool. To measure link characteristics we use a custom tool. This connects with a remote server located in Trinity College Dublin (which is located in the city centre) and this server tests the downlink connection to the UE every second as follows: 1) in the first 500ms the server sends a burst of 50 UDP packets of 1470 Bytes each back-to-back to the UE, which records the packet arrival times and uses these to estimate the downlink bandwidth, and 2) in the second 500ms the server sends a UDP packet every 50ms (10 packets) and the UE’s responses are used to estimate the round-trip time (RTT). Packet losses in this second half are used as source of packet loss information. All traffic (timestamps, packet size, packet ids) is logged for offline analysis, with the UE and remote server clocks synchronized using NTP. This tool is intended to be light and simple so as to avoid the active measurements themselves significantly affecting the path characteristics. Using traceroute we confirmed that the cellular network connects directly with the Irish academic network, with the college having a 10Gbps connection and the server 1Gbps so it is fairly safe to assume that the wireless hop acts as the path bottleneck. The RTT over the academic part of the path is reported by traceroute to be less than 1ms, so measured RTTs are dominated by delay on the cellular network (which includes the wireless hop plus transit of the operators wired network). As part of validating the tool we measured path characteristics in a lab testbed using dummynet to modify the link properties in a controlled manner. The accuracy of the measurement tool is summarised in Table 1.

Measurement Campaign. Performance data was measured at a variety of locations within the city (including cell edge locations, indoors, outdoors etc) as well as for mobile users on public transport within the city, see Figure 1. These locations covered a large part of the Dublin city centre area, as well as being quite diverse in nature (including parks, public areas and railway stations). The tests were performed over several weeks, during the months of March and April of 2015, and over a range of times. Measurements were taken for two major mobile operators, which we refer to as T and M here. We observed low packet loss rates in our tests of less than 0.35%, see Figure 2 and so do not report further on these here.

4. DELAY

In this section we show that the RTT over the LTE wireless hop can be modelled as i.i.d and following a mixture of Gaussians whose parameters depend on the

| BW | µ (Mbps) | σ (Mbps) |
|----|---------|---------|
| 100 | 96.22   | 7.11    |
| 75  | 74.13   | 4.12    |
| 50  | 48.76   | 1.61    |
| 25  | 24.17   | 0.37    |
| 10  | 9.92    | ∼ 0     |
| 5   | 0.98    | ∼ 0     |
| 0.5 | 0.49    | ∼ 0     |

| RTT (ms) | µ (ms) | σ (ms) |
|----------|-------|-------|
| 1000     | 1000.64 | 0.05 |
| 750      | 750.54  | 0.04 |
| 500      | 500.62  | 0.03 |
| 250      | 250.66  | 0.03 |
| 100      | 100.68  | 0.09 |
| 75       | 75.62   | 0.09 |
| 50       | 50.68   | 0.06 |
| 25       | 25.62   | 0.05 |
| 10       | 10.68   | 0.05 |
| 5        | 5.68    | 0.04 |

(a) Bandwidth (Mbps)  
(b) RTT (ms)

Table 1: Accuracy of measurement tool, lab measurements (µ denotes mean value, σ standard deviation).
link quality. Key to this is the observation that UE traffic is queued separately at the LTE basestation and so link layer RTT can be inferred despite fluctuations in cell traffic load.

4.1 Per-UE Queueing at Basestation

We placed two UEs side by side. On one UE we then started a large file download while simultaneously measuring the bandwidth and RTT on both UEs. Figure 3 plots the RTTs measured by the two UEs. It can be seen that on the UE carrying out the download the measured RTT increases from around 40ms to greater than 1000ms after the download starts. In contrast, for the second UE the RTT is unchanged. The data shown is representative of that measured at a number of locations. We infer that traffic for different UEs is queued separately at the cellular basestation, with the increased delay measured by the downloading UE being due to queuing delay at the basestation downlink for that UE. This also indicates that RTT measurements made by an unloaded UE (i.e. one which is not generating enough traffic to cause queuing) can be expected to be insensitive to network load and so potentially provide insight into the characteristics (scheduler latency, ARQ etc) of the wireless link layer.

4.2 RTT vs Link Quality: Operator T

The UE modem reports a CSQ value which indicates the link quality. To this is the observation that UE traffic is queued separately at the LTE basestation and so link layer RTT can be inferred despite fluctuations in cell traffic load.

values in the range 10-31. Figure 4 plots the mean and standard deviation of RTT vs CSQ for a stationary UE. This data was collected from six different locations in order to obtain a range of link qualities. It can be seen that the mean delay increases slowly as the CSQ (and so RSSI) falls, and similarly for the standard deviation of delay. The mean and standard deviation variation with CSQ can be modeled by, respectively, \( \mu = 177.69 - 9.11 \times CSQ + 0.158 \times CSQ^2 \) and \( \sigma = 97.21 - 3.17 \times CSQ \) (these fits are indicated on Figure 4).

In more detail, Figure 5 shows two typical distribution of RTTs measured by a stationary UE. It can be seen that the RTT distribution is multi-modal, and on further inspection the intervals between the first peak and the second is 9.6ms, the first and the third is 19.4ms, the first and the fourth is 28.5ms. That is, the intervals between the peaks are 9.6ms, 9.8ms, 9.1ms. These spacings are consistent across measurements at different times and locations and so seem to be a genuine feature of the LTE MAC. Since the HARQ retransmit time in LTE is at least 8ms, one hypothesis is that the peaks correspond to packets transmitted with no retry, with two retries, with three retries etc. It can be seen that on the link with lower signal quality (Figure 5 (a)) there are additional peaks at around 73ms and 82ms and it is these which lead to the increase in the mean and variance of the RTT seen in Figure 4.

Each peak in the RTT distribution can be well fitted by a mixture of Gaussian distributions \( \sum_{i=1}^{k} w_i N(\mu_i, \sigma_i) \), where \( N(\mu, \sigma) \) denotes a Gaussian distribution with mean \( \mu \) and standard deviation \( \sigma \), as indicated on Figure 5.
The mean and standard deviation parameters of the Gaussians in the mixture are quite consistent across runs in our data and are detailed in Figure 6. The RTT $\mu_1$ at which the first peak occurs does vary across data sets, ranging from 32.5ms to 37.5ms, but this variation does not seem to be correlated with link quality, see Figure 6(b). The main changes with CSQ are in the weights $w_i$, $i = 1, \cdots, 4$ of the components of the mixture and linear fits for these are detailed in Figure 6(a). This corresponds to a one-way latency of around 15ms, which seems to consistent with the LTE literature and is likely associated with a mix of wireless MAC delays and delay on the cellular wired backhaul.

Figure 7(a) plots the RTT autocorrelation. It can be seen that the RTT values show evidence of correlation over intervals of about 10 samples. However, the correlation decays quite quickly and so it is probably reasonable to model the RTTs as being i.i.d, at least to a first approximation.

### 4.3 RTT vs Link Quality: Operator M

We found that the measured RTT characteristics varied somewhat with the operator. The foregoing data is for operator T. When using operator M, Figure 8(a) plots a typical measured RTT distribution. It can be seen that, similarly to operator T, this distribution displays a number of peaks and can be approximated by a mixture of Gaussians (also indicated in the figure). The intervals between the peaks are also similar to operator T, being 9.6ms, 11.4ms, 9.5ms. However, the distribution is much more strongly concentrated around the first peak, and this is a consistent feature of measurements with operator M.

Figure 8(b) plots the autocorrelation of the data shown in Figure 8(a). It can be seen that the RTT measurements are essentially periodic, with period 10 samples. This is in contrast to operator T where the RTT measurements show much less correlation. We are unsure as to the source of this periodicity, but it is consistent across all measurements with operator M and so presumably reflects the scheduling strategy used.

### 4.4 Impact of Mobility

We also collected data for both operators on mobile UEs travelling on two tram lines within the city (data for both operators was collected simultaneously using two UEs). For both operators this data showed very similar RTT mean and standard deviation vs link quality behaviour to the above data for a stationary UE. RTT data for both operator exhibits low autocorrelation, see Figure 7(b) for the autocorrelation with operator T. Note that for operator M this is unlike the situation for a stationary UE, where the RTTs are observed to be essentially periodic.

In addition to removing the periodicity from operator M RTTs, mobility also changes the RTT distribution. Figure 8(a) plots the measured RTT distribution for a moving UE with operator T and links CSQs of 19 and 31. Also shown is the fit to the RTT distribution for a stationary UE with operator T and link CSQs of 19 and 31, taken from Figure 6. For a CSQ of 31 (a high quality link), the RTT distribution is much the same as in the stationary measurements. However, for a CSQ of 19, the RTT distribution is somewhat “smeared out” for the moving UE. For the moving UE the plot here is generated by taking all RTT measurements for which the CSQ is 19. While RTT measurements are taken at 50ms intervals, the CSQ is only updated once per second, and since the CSQ is changing as the tram moves some of the RTT data plotted may in fact belong to a nearby CSQ value. As CSQs increase above 19 the RTT distribution changes the weights on the different peaks, see Figure 6 and so this mixing of data may explain
5. BANDWIDTH

5.1 Bandwidth vs Link Quality: Operator T

Figure 10 plots the mean and standard deviation of the bandwidth measured by a stationary UE at locations with a range of link qualities. It can be seen that the mean bandwidth increases with link quality, rising from around 10Mbps for links with a CSQ of 15 to around 20Mbps for links with a CSQ > 30.

In more detail, Figure 11(a) plots the distribution of bandwidth measured on a link with CSQ=31, and also a Gaussian distribution fitted to this data. It can be seen that a Gaussian distribution, truncated to be non-negative, provides a reasonable fit to the bandwidth measurements. It can be seen from Figure 11 that the mean and standard deviation variation with CSQ can be approximately modelled as $\mu = 0.55 \times CSQ + 0.13$ for the mean and $\sigma = 0.31 \times CSQ - 1.17$ for the standard deviation. Figure 11(b) plots the autocorrelation of the measured bandwidth. It can be seen that although the bandwidth values show more correlation than the RTT data, the correlation is still quite weak and so the bandwidth probably reasonably modelled as i.i.d.

Observe from Figure 11(b) that the standard deviation of the bandwidth increases as the link quality increases, which is quite surprising (we might have expected variability to decrease with increasing link quality if it is associated with link layer retransmissions to recover from loss). This effect is also evident in Figure 12 which shows two example time histories of measured bandwidth, one at a location where the link quality is good (CSQ is 30) and one where the link quality is poorer (CSQ 18). We note that, although it is hard to confirm the level of cell load, we believe that these measurements are for lightly loaded cells and so the variability is not due to changing cell traffic load. The source of this variability is not clear at present, but we suspect that it is associated with the time granularity of scheduling updates by the cellular basestation since we note that the ratio of the standard deviation to the mean bandwidth is approximately constant with CSQ (assuming changes in bandwidth are mainly due to changes in the modulation and coding scheme used, then timing granularity would result in bandwidth fluctuations that scale with bandwidth, as observed).

5.2 Bandwidth vs Link Quality: Operator M

Figure 13 plots the mean and standard deviation of the measured bandwidth vs CSQ for operator M. Also shown on the plots are the linear fits from operator T (i.e. the lines are the same as on Figure 10). It can be seen that the behaviour is similar to that of operator T. With operator M, the distribution of bandwidth values is also well approximated by a Gaussian distribution, see Figure 14(a). However, perhaps unsurprisingly in light of the periodicity observed in the RTT data for this operator, the bandwidth measured shows significant periodicity, see Figure 14(b).

5.3 Impact of Mobility

Similarly to the case with RTT, for both operators
Since the above empirical model is much simpler than making selection of realistic configurations problematic, while the many unspecified design parameters mandate, while the many unspecified design parameters the choice of which is left proprietary.

The complexity makes simulation computationally demanding, while the many unspecified design parameters make selection of realistic configurations problematic. Since the above empirical model is much simpler than detailed LTE simulation models, it should be more convenient for evaluation of application layer performance and for evaluation over longer time scales (where simulation would take too long). Since the model is based on measurements from actual LTE network deployments, it evidently reflects realistic configurations.

6. EMPIRICAL LTE MODEL

It can be seen from this measured data that a relatively simple empirical model of LTE RTT and bandwidth can be obtained, as follows.

1. For uplink and downlink there is per UE queuing, so queuing delay is decoupled between UEs sharing the same cell.

2. RTT is modelled as an i.i.d mixture of Gaussians $\sum_{i=1}^{\text{all CSQs}} w_i N(\mu_i, \sigma_i)$, where for a given CSQ the parameters $w_i$, $\mu_i$, $\sigma_i$ are given by Figure 6.

3. Bandwidth is modelled as i.i.d Gaussian distributed, with distribution parameters $\mu = 0.55 \times \text{CSQ} + 0.13$ and $\sigma = 0.31 \times \text{CSQ} - 1.17$. That is, to generate a realistic sequence of bandwidth values for a link with a given CSQ value, draw a sequence of i.i.d Gaussian values distributed with pdf $e^{-(x-\mu)^2/(2\sigma^2)}/(\sigma \sqrt{2\pi})$ where $\mu = 0.55 \times \text{CSQ} + 0.13$ and $\sigma = 0.31 \times \text{CSQ} - 1.17$.

The LTE link layer is complex and contains numerous design parameters the choice of which is left proprietary. The complexity makes simulation computationally demanding, while the many unspecified design parameters make selection of realistic configurations problematic. Since the above empirical model is much simpler than

**Figure 13:** Mean and standard deviation of measured bandwidth vs CSQ, plus linear fits. Operator M.

**Figure 14:** Measured bandwidth. Data shown in both plots is for the same link with CSQ 31. Operator M.

**Figure 15:** Measured RTT and CSQ before and after handover. UE travelling on tram, operator M.
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