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ABSTRACT

This work evaluates six state-of-the-art deep neural network (DNN) architectures applied to the problem of enhancing camera-captured document images. The results from each network were evaluated both qualitatively and quantitatively using Image Quality Assessment (IQA) metrics, and also compared with an existing approach based on traditional computer vision techniques. The best performing architectures generally produced good enhancement compared to the existing algorithm, showing that it is possible to use DNNs for document image enhancement. Furthermore, the best performing architectures could work as a baseline for future investigations on document enhancement using deep learning techniques. The main contributions of this paper are: a baseline of deep learning techniques that can be further improved to provide better results, and a evaluation methodology using IQA metrics for quantitatively comparing the produced images from the neural networks to a ground truth.
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1 Introduction

Recent advances in deep learning architectures have given rise to novel image editing applications, such as image-to-image translation. Essentially, an image-to-image translation network can be trained to perform an arbitrary transformation on an input image, which is mainly determined by the training data [Pang et al., 2021]. This has led to the use of deep learning in many computer vision and image processing applications, such as image re-targeting, enhancement, restoration and image generation [Tian et al., 2020, Pang et al., 2021]. The main advantage of using these techniques is their ability to learn complex patterns from the training data, and generalize for previously unseen data.

In this paper, we focus on the specific task of document image enhancement, i. e., performing automatic corrections and enhancing the digital version of a document image that has been captured with a camera, focusing on improve their perceived visual quality. This can be achieved by eliminating noise, sharpening the image, enhancing contrast, among other techniques [Cheng and Shi, 2004]. There are many factors that affect image quality when digitizing a document, such as lighting conditions in the environment during capture, and resolution. These factors play a crucial role when producing a physical copy of a digital document, because it directly affects the quality of the output medium, and thus needs to be optimized for a particular case (e. g., ink on paper). Therefore, specialized hardware such as flatbed scanners are commonly used to account for the variability of these factors and minimize their impact on the final image.

Herein, we study existing deep learning models adapted to work in the context of camera-captured documents image enhancement, focusing on the following basic aesthetic corrections: background lighting removal, content color preserving, tone mapping and contrast enhancement. We assume that dedicated scanning hardware is not readily available, and a consumer/smartphone camera has been used for image acquisition. This is usually the case for mobile
scanning applications, where users may digitize a document by taking a picture of a document using a mobile or smartphone camera.

The goal of this work is thus to investigate deep learning techniques that can be adapted to work on the document enhancement task. More into it, we adapted and trained the following state-of-the-art neural networks: U-Net [Ronneberger et al., 2015], EDSR [Lim et al., 2017], WDSR [Yu et al., 2018], SRGAN [Ledig et al., 2017], IRCNN [Zhang et al., 2017] and the CycleGAN [Zhu et al., 2017], and compared their outputs with the approach proposed by Fan [2007] to enhance scanned documents using traditional computer vision techniques, using the following metrics: PSNR, MS-SSIM [Wang et al., 2003], PIE [Prashnani et al., 2018] and WaDIQaM [Bosse et al., 2017]. Our main contributions to the field are: a baseline of DL techniques that can be further improved to provide better results, and an evaluation methodology using Image Quality Assessment (IQA) metrics [Mohammadi et al., 2014, Niu et al., 2018] for quantitatively comparing the produced images from the neural networks to a ground truth.

The rest of this paper is organized as follows: Section 2 briefly discusses related work on the topics of image enhancement and image quality assessment. Section 3 describes the design of the ground truth and experiments in detail, including details on how each different model was trained and fine-tuned. Finally, Sections 4 and 5 present the results obtained for each model and quality metric tested and our final considerations regarding these results.

2 Related work

2.1 Image enhancement

Recent convolutional neural networks (CNN) based methods have been demonstrated to be conductive for image enhancement [Priyadarshini et al., 2021, Tao et al., 2018, Vu et al., 2018], showing that a variety of different techniques can be used for such task. For instance, enhancement may be encoded as identifying a noise pattern that should be removed from the input image, which in turn can be solved with existing image denoising techniques [Tian et al., 2020].

Another family of techniques to improve image quality are super resolution-based approaches, where the goal is to improve the quality of an up-scaled version of the input image [Wang et al., 2020]. While classic techniques (such as Bi-linear filtering or Nearest-neighbor interpolation) use local interpolation methods to fill the gaps created when increasing the image size, super-resolution solutions aim to fill these gaps with more suitable values by learning the patterns of the image globally and, thus preserving aspects such as the image gradient. This is usually achieved by using robust feature extractor modules for a particular neural network architecture [Lim et al., 2017, Yu et al., 2018, Ledig et al., 2017].

For the document enhancement task in particular, Fan [2007] and Baek [2016] have addressed this problem by employing a traditional computer vision workflow to enhance the document content and correct overall lighting differences present in the document image. Conversely, He and Schomaker [2019] and Hidalgo et al. [2005] used neural networks with specialized architectures to address the problem.

2.2 Image Quality Assessment (IQA)

Existing approaches for measuring image quality can be split into two basic categories: reference, and reference-less or blind [Mohammadi et al., 2014, Niu et al., 2018]. Reference methods use a ground-truth (i. e., a clean image) and its distorted version (i. e., with undesirable artifacts added to the image) to compute a score, while reference-less ones use only the distorted image. For the purpose of evaluating techniques for document enhancement, only reference methods are considered herein. In this manner, it is possible to compare enhanced document images to their native format (i. e., a digital version in the PDF format).

Reference-based IQA methods range from statistical measures commonly applied for comparing pairs of images, such as the Mean Absolute Error and the Mean Squared Error, which are pixel-wise metrics (i. e., the final value is derived by comparing each pair of corresponding pixels between the images), to methods based on structural analysis, such as the Multi-Scale Structural Similarity (MS-SSIM) [Wang et al., 2003], and even approaches based on modern deep learning techniques, such as WaDIQaM [Bosse et al., 2017] and Perceptual Image Error (PIE) [Prashnani et al., 2018]. All of these techniques attempt to return a score based on human perception of image quality [Gao et al., 2010]. However, human perception can vary drastically from person to person, depending on the application and intention of the image usage. For this reason, each IQA metric tends to work best for different sets of images and distortions.

For document image quality assessment (DIQA), Li et al. [2019] and Shen et al. [2019] use Optical Character Recognition (OCR) engines for verifying aspects such as text alignment, text color and size, that are not relevant for the context of this work. Hussain et al. [2018], on the other hand, proposed a metric that considers aesthetic aspects of the document image, however, we have not considered it since it is a reference-less metric. Alaei et al. [2018]
proposed a metric based on measuring human perception over quality and document readability, but we could not find an implementation available in order to reproduce the results of that paper.

3 Experimental setup

3.1 Datasets

For proper training and validation of each network, we used two distinct sets of images. We first built a small dataset by collecting 198 samples of digital documents in the PDF format. Each document was then printed and subsequently captured using smartphone cameras, pairing each captured image with its native PDF version.

At the time, we did not have any equipment readily available to automate the image capture process, and thus we opted to use a private dataset of scanned documents. This dataset is composed of several types of documents such as plain text, magazines, articles, advertising documents, flyers; in black and white or including colors; and also with variations of shadows. In order to acquire the enhanced version of these images (e.g., the ground truth), we used an existing improved implementation of the algorithm proposed by Fan [2007]. We then manually inspected each output in order to discard poorly enhanced images. A total of 3000 image pairs were produced using this method.

Finally, we used the first set of 198 images (comprising pairs of photographed and PDF images) as the test set, and the larger set of 3000 images (comprising pairs of raw images and their enhanced versions with the Fan [2007] algorithm) as the training set.

Since our training dataset has few samples for training neural networks algorithms (that usually require a huge amount of data), we employed two augmentation techniques. The first one synthetically added illumination surfaces to each of the enhanced documents. The surface images were obtained by leveraging the intermediate step of lighting correction of the Fan [2007] algorithm and saving the illumination (or lighting) surface as separate images. To apply these surfaces to a clean image, we simply multiply the values of the two images pixel-wisely, following a Retinex model of color constancy [Fan, 2007]. If $E \in \mathbb{R}^3$ is an enhanced image with lighting-corrected content, then we have:

$$E(x, y, c) = \bar{E} \left( \frac{R(x, y, c)}{L(x, y, c)} \right),$$

where $R \in \mathbb{R}^3$ is the raw (scanned) image, $L \in \mathbb{R}^3$ is the illumination surface of the raw image, and $\bar{E} : \mathbb{R}^3 \rightarrow \mathbb{R}^3$ is an enhancement function. Assuming that $\bar{E}$ is a linear mapping function, we can obtain an image with added illumination by:

$$R(x, y, c) = E(x, y, c) \cdot L(x, y, c).$$

Figure 1 shows an example of this process. Using this augmentation strategy, it is easy to see that, for each image in our training set, we are able to produce $3000^3 \approx 10^{10432}$ variations of it.

The second employed augmentation technique produced randomly cropped pair versions of the raw and enhanced images. However, as is the case for several documents, most crops do not contain any text/graphical content (only background). This is a problem, as it may produce a biased network. To remove these crops, we used image gradients computed with a Laplacian kernel $\nabla$ and removed the crops with an absolute sum of the gradients lower than $1 \cdot 10^6$. We used crop sizes of $256 \times 256$ pixels, which showed better results for all trained networks. Finally, both augmentation strategies were combined in such a manner that different illumination surfaces were added to each extracted crop.

3.2 Deep Learning models

We evaluated and trained six known neural network architectures in order to understand their capabilities for enhancing document images. All networks were trained using two Nvidia RTX 2080 GPUs with 12 GiB of VRAM and implemented using the Keras Framework [Chollet, 2015] with Tensorflow 1 [et al., 2015] as the backend. We will now describe each of these architectures and provide training details and parameters used.

U-Net. The U-Net architecture was initially proposed to compute semantic segmentation masks for biological images [Ronneberger et al., 2015]. However, because of its success in this task and generalization capabilities, many researchers started to employ it in other domains [Ma et al., 2018, Hu et al., 2019, Huang et al., 2018, He and Schomaker, 2019]. The design of the U-Net architecture is based essentially on that of an auto-encoder [Bank et al., 2020].

---

1. We used the following OpenCV implementation of the Laplacian filter: https://docs.opencv.org/3.4.4/d4/d86/group__imgproc__filter.html#gad78703e4c8fe703d479c1860d76429e6
For the document enhancement task, our initial hypothesis was that this architecture could work by learning the most important visual features of the image (thus eliminating redundant information such as background illumination) in its contracting path \((i. e., \text{the encoder})\), and then reconstructing the image using the compressed features in its expansive path \((i. e., \text{the decoder})\).

We trained the default U-Net architecture with a reduced number of neurons for each layer: 15, 30, 60 and 120 respectively for both the encoder and decoder segments, due to hardware limitations. The network was trained with the Adam optimizer \cite{Kingma2014}, a learning rate of \(5 \cdot 10^{-2}\), mean squared error (MSE) as the loss function, and batch size of 5 images.

**EDSR** The Enhanced Deep Residual Networks for Single Image Super-Resolution (EDSR) is a model proposed for super resolution tasks \cite{Lim2017}. Its architecture is based on (as the authors named it) improved ResNet blocks \cite{He2016} and skip connections. ResNet blocks are effective known as convolutional blocks, while skip connections usually lead to better and faster convergence of the network. We considered this network for investigation as the feature extraction of ResNet blocks and the propagation of these features via skip connections were shown to be promising for preserving document content during initial tests.

We trained the default architecture\(^2\) with 8 improved ResNet blocks containing 64 neurons in each convolutional layer. However, we removed the up-sample blocks, since we aimed to maintain the input shape and leverage only their feature extraction module. The network was trained with the Adam optimizer \cite{Kingma2014}, a learning rate of \(1 \cdot 10^{-6}\), MSE as the loss function, and a batch size of 22 images.

**WDSR** The Wide Activation for Efficient and Accurate Image Super-Resolution (WDSR) is another model initially proposed for super resolution tasks \cite{Yu2018}. Like EDSR, this architecture is also based on ResNet blocks \cite{He2016} and skip connections. However, the authors proposed a pre-expansion of the features before the activation blocks and replacement of the batch normalization layers by an optimizer that uses weight normalization instead \cite{Salimans2016}.

\(^2\)We used the following EDSR base model implementation: https://github.com/krasserm/super-resolution/blob/master/model/edsr.py
In the original paper, the authors introduced two architectures, namely WDSR-A and WDSR-B. The major difference between these is the size of the expansion block. While WDSR-A augments from 2 to 4 times, WDSR-B augments from 6 to 9 times the convolutional neurons before the activation layers. This is used to achieve different image augmentations on the original super resolution task, but it is not relevant for this work.

We trained the default architecture\footnote{We used the following IRCNN base model implementation: \url{https://github.com/lipengFu/IRCNN}} with 8 ResNet blocks containing 32 neurons in the convolutional layers, 4-time expansion in the WDSR-A architecture and a 6-time expansion in the WDSR-B. However, we removed the up-sample blocks for the same reason as in the EDSR architecture. The networks were trained using a Weight Normalization Adam optimizer\footnote{We used the following Weight Normalization implementation: \url{https://github.com/openai/weightnorm/blob/master/keras/weightnorm.py}} implementation \cite{Salimans:2016}, a learning rate of $1 \cdot 10^{-6}$, MSE as the loss function, and a batch size of 15 images.

**SRGAN** The SRGAN architecture relies on a Generative Adversarial Network (GAN) trained with feature loss \cite{Ledig:2017}. The feature loss uses the last convolutional layer (the backbone output) from a VGG \cite{Qassim:2018} network trained on the ImageNet dataset \cite{Deng:2009}. The goal of this architecture is to generate reliable super-resolution images from its low resolution form, without using a loss function based on pixel-wise comparisons between the network output and a ground truth. This is achieved by using two concurrent neural networks during training: the generator, which transforms an input image into another image of the same size; and the discriminator, which is essentially a classifier to determine whether the output image from the generator is a real (ground truth) image or a generated \cite{i.e.} (i.e., synthetic) image. This is the basic principle of training Generative Adversarial Neural Networks \cite{Goodfellow:2014}.

In order to train this network for document enhancement, we replaced the default VGG16 \cite{Qassim:2018} feature extractor model by an internal pre-trained model that classifies different types of documents using the MobileNet V1 \cite{Howard:2017} as the backbone. The expected result of this modification was to improve the feature loss propagation, since this internal model already was trained to extract features from document images (instead of natural images as pre-trained VGG on Imagenet). The up-sample blocks were also removed, for the same reasons as discussed for EDSR and WDSR.

For our use case, the generator network receives a raw document image as input and the discriminator classifies whether the generator’s output was an enhanced document or not, based on examples of actual enhanced documents from our training set. Initially, the generator was pre-trained using a pixel-wise loss function with ground truth images (similarly to the other models) for 3 epochs with 1000 iterations per epoch. In this pre-training step, the Adam optimizer \cite{Kingma:2014} was used with a fixed learning rate of $1 \cdot 10^{-6}$ and MSE as the loss function. Then, we continue by training the entire GAN network. To evaluate the evolution of GAN training, the generator was evaluated after each 1000 iterations with the WaDIQaM metric \cite{Bosse:2017}, saving the results every time the network improved.

**IRCNN** The IRCNN \cite{Zhang:2017} is a denoiser model \cite{Tian:2020}, which receives a noisy image as input and estimates a residual image in its output. This residual image can then be subtracted from the noisy input to return the clean (i.e., enhanced) image. For document enhancement, the goal is to produce a residual image that is a close estimate of the illumination surface of the document image, along with other undesired artifacts.

We used the default hyper-parameters for the architecture\footnote{We used the following IRCNN base model implementation: \url{https://github.com/lipengFu/IRCNN}} and added a subtraction layer at the end of the model, which receives the input image and the estimated residual image, resulting in the enhanced document image. For training, we used the Adam optimizer \cite{Kingma:2014}, a learning rate of $1 \cdot 10^{-4}$, MSE as the loss function, and a batch size of 20 images.

**CycleGAN** The CycleGAN network \cite{Zhu:2017} is an unpaired image-to-image translator \cite{Pang:2021}. This is achieved by training two generators and discriminators using the same basic process used for train generative adversarial networks \cite{Goodfellow:2014}.

For document enhancement, the idea is to train this network for converting a raw image into an enhanced one, and vice-versa. A useful side-effect of this process is that the reverse conversion (from enhanced document back to captured) may potentially be re-used for data augmentation later.
We trained the model using default architecture and training hyper-parameters from an existing implementation.\(^7\) The raw-to-enhanced generator was evaluated after each 1000 iterations with the WaDIQaM [Bosse et al., 2017] metric, saving the results every time the network improved. However, we observed that this model is overly sensitive to the weights update, and often gets stuck in local minima. To address this, after the evaluation, if the model did not improve, the weights from the last best evaluation were re-applied on the model.

### 3.3 Evaluation

To evaluate the models, we used a two-step approach: visual inspection and a numeric comparison using IQA metrics. First, we enhanced all the document images from our test set using the trained models. Then, we manually inspected the enhanced images in order to validate whether the enhanced images were computed correctly when compared to the ground truth. During inspection, we focused on the following aspects of the returned enhanced image: correctness of illumination surface removal, content preservation, amount of contrast between content and background, and color accuracy. This step was necessary, as none of the models or IQA metrics tested were specifically designed to provide robust values for assessing document quality in particular. Therefore, we avoided further comparisons for cases where the metrics could fail to accurately reflect the perceived document quality.

Next, to compare results of models that provided a visual good enhancement, we used the peak signal-to-noise ratio (PSNR), the multi-scale structural similarity (MS-SSIM) [Wang et al., 2003], the Perceptual Image Error (PIE) [Prashnani et al., 2018] and the Weighted Average Deep Image Quality Measure (WaDIQaM) [Bosse et al., 2017]. For more information regarding the methodology used to choose these metrics, please refer to the Appendix A.

The PSNR is defined as:

\[
\text{PSNR} = 20 \cdot \log_{10} \left( \max_{p \in I} p \right) - 10 \cdot \log_{10} (\text{MSE}),
\]

where \( \max_{p \in I} p \) is the maximum possible pixel value of the image (e.g., 255 for 8-bit images) and MSE is the mean squared error. The PSNR measures the ratio between the maximum possible power of a signal and the power of the corrupting noise.

MS-SSIM [Wang et al., 2003] is an IQA metric that evaluates the perceived change in the structural information between two images. It uses the SSIM index, which is calculated using the mean, variance and covariance values of various windows of the compared images.\(^8\)

The PIE [Prashnani et al., 2018] and WaDIQaM [Bosse et al., 2017]\(^9\) are deep learning based metrics that were trained to return scores that attempts to match those as perceived by humans. Both methods use a similar strategy for scoring and weighting patches of the pairwise input images to return the final score; however, they differ in the methodology used to define their labels during training (which, in practice, result in different evaluation scores, measuring different aspects of compared images).

### 4 Results and discussion

In this section, we present and discuss the results from the evaluation methodology proposed in Section 3. We will first show the results from the networks that generally performed poorly for most images (i.e., failed networks) and briefly discuss these results. Then, results from the remaining networks (i.e., networks considered to pass the qualitative evaluation) will be presented next.

The following networks generally failed to achieve visually satisfactory results:

- **WDSR-B** generally failed to perform lighting correction, sharpening the textual content with relation to the background and preserving color accuracy;
- **IRCNN** failed to perform lighting correction in general and sharpening the textual content; and
- **CycleGAN** erased blurry or low contrast content in general. Figure 2 compares the output of an image from each network with its ground truth.

---

\(^7\)We used the same CycleGAN hyper-parameters as presented in the following repository: \url{https://github.com/eriklindernoren/Keras-GAN#cyclegan}

\(^8\)We used the following MS-SSIM implementation, available on the scikit-image Python library: \url{https://scikit-image.org/docs/dev/api/skimage.metrics.html?highlight=ssim#skimage.metrics.structural_similarity}

\(^9\)We used the following official PIE implementation: \url{https://github.com/prashnani/PerceptualImageError}

\(^10\)We used the following non-official WaDIQaM implementation: \url{https://github.com/lidq92/WaDIQaM}
The remaining networks that were tested (U-Net [Ronneberger et al., 2015], EDSR [Lim et al., 2017], WDSR-A [Yu et al., 2018] and SR-GAN [Ledig et al., 2017]) produced better results in general. Figures 3, 4, 5, and 6 show a visual comparison of some of their results with the outputs from the algorithm from Fan [Fan, 2007] as well. The IQA values for those networks and Fan’s [Fan, 2007] (used as a baseline for comparison) in our test set are presented in Table 1. The networks achieved similar results to those of Fan [2007]. In some cases, the results surpassed the original algorithm in the PSNR and PIE [Prashnani et al., 2018] metrics, even though this is the same algorithm used to produce the ground truth images for training the models. These results appear to indicate that the networks successfully generalized the sophisticated operations used in the handcrafted enhancement solution from Fan [2007].

| Engine/Model | PSNR ↑ | MS-SSIM ↑ | WaDIQaM ↑ | PIE ↓ |
|--------------|--------|-----------|-----------|------|
| Fan [2007]   | 62.11  | 0.80      | 0.61      | 0.95 |
| U-Net        | 63.03  | 0.80      | 0.59      | 0.89 |
| EDSR         | 62.56  | 0.80      | 0.57      | 0.95 |
| WDSR A       | 62.56  | 0.80      | 0.58      | 1.1  |
| SRGAN        | 62.56  | 0.80      | 0.55      | 1.2  |

### 5 Conclusions

We investigated deep learning-based solutions for enhancing document images using six different neural network architectures. The trained models were evaluated both qualitatively (i.e., with visual inspection) and quantitatively (i.e., using both traditional and modern IQA metrics). Moreover, we also compared the results with a traditional computer vision-based approach specifically designed for document image enhancement Fan [2007].

Based on the results presented in Section 4, it is noticeable that deep learning techniques are capable of producing similar results compared to image processing and computer vision based solutions. We believe these are promising results, because they show that deep neural networks are capable of learning powerful representations of document images, which typically have unusual patterns compared to the more common use case of natural images. Furthermore, results from super resolution-based techniques have provided important insights for designing more robust feature extractors for document enhancement. In summary, our results hint that deep learning-based approaches can be a promising alternative for document enhancement (as already showed by He and Schomaker [2019], Hidalgo et al. [2005]), and can be trained using non-ideal data (as is the case in this paper, where we used pairs of raw and enhanced images provided by Fan [2007] for training). Moreover, the best performing architectures can also be modified to create more robust versions of it for the specific document enhancement task.

A next natural step for future investigation is to fine-tune the hyper-parameters of the neural networks, and look for better ways to leverage their strengths in order to build a robust end-to-end model for document enhancement. To further improve the quality of the models, we also intend to increase the size of the PDF dataset described in Section 3 by automating part of the mechanical process of printing and re-scanning digital documents.
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A IQA Investigation

In order to evaluate which full-reference IQA metrics would be better suited for evaluating document image quality, we first used the algorithm from Fan [2007] to enhance the captured images from our test set and manually selected the images that performed best using the same methodology presented in Section 3.3. We then compared each raw, enhanced and white images (used as a control image, as the dataset comprises only documents with white background) with their corresponding ground truth (the digital PDF version), storing the values returned by each of the metrics. For this work, we assume that a proper quality metric should return better scores (i.e. return higher or lower value, depending on the metric) on enhanced images than on their captured (raw) or fully white counterparts. Similarly, the captured image should have better scores than the fully white image (as the white image can be seen as the original with all of its content erased). Therefore, for each metric, we defined two error measures:

raw errors as how many times the captured image produced a better score than the enhanced image;
white errors as how many times the fully white image produced a better score than the captured image.

The results are presented in Table 2. The metrics with the lowest total error (sum of raw and white errors) were, respectively: PIE [Prashnani et al., 2018], WaDIQaM [Bosse et al., 2017] and the MS-SSIM [Wang et al., 2003]. For this reason, we used these metrics as a baseline to compare our results. We also used the PSNR error, because it is a traditional IQA metric, and is based on the MSE error that was used to train most of the neural networks studied in this work.

---

11In the PDF version of this paper, you can click on each metric to navigate to the implementation used herein.
Figure 4: Results for a colored mixed-content document image

Figure 5: Results for a mixed-content document image containing ambiguous content (i.e., shadows)
Figure 6: Results for a black-and-white document image captured under poor lighting conditions

Table 2: Relative values from IQA results. Lower values indicate better performance. The best results are highlighted in bold. The Total column is the sum of the Raw error and the White error for each row.

| Metric      | Raw error | White error | Total  |
|-------------|-----------|-------------|--------|
| BSNR        | 4.0       | 16.2        | 20.2   |
| PSNR        | 0         | 28.8        | 28.8   |
| MAE         | 0         | 38.4        | 38.4   |
| MSE         | 0         | 28.8        | 28.8   |
| SNR         | 0         | 28.8        | 28.8   |
| PAMSE       | 0         | 10.6        | 10.6   |
| MS-SSIM     | 2.5       | 1.0         | 3.5    |
| ERGAS       | 6.1       | 22.2        | 28.3   |
| RMSE        | 0         | 33.3        | 33.3   |
| RMSE-SW     | 0.5       | 36.9        | 41.9   |
| SAM         | 35.9      | 37.4        | 73.3   |
| SCC         | 22.7      | 0           | 22.7   |
| UQI         | 0.5       | 37.4        | 42.4   |
| VIFP        | 7.1       | 0           | 7.1    |
| MAD         | 49.0      | 0.5         | 49.5   |
| F-SSIM      | 15.2      | 0           | 15.2   |
| PSNR HMA    | 6.6       | 0           | 6.6    |
| SR SIM      | 37.4      | 0           | 37.4   |
| GMSD        | 30.8      | 100         | 130.8  |
| MDSI        | 6.1       | 0           | 6.1    |
| HaarPSI     | 35.4      | 0           | 35.4   |
| PIE         | 0.5       | 0           | 0.5    |
| WaDIQaM     | 0         | 3.0         | 3.0    |