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Abstract

The geometric measure of entanglement is a widely used entanglement measure for quantum pure states. The key problem of computation of the geometric measure is to calculate the entanglement eigenvalue, which is equivalent to computing the largest unitary eigenvalue of a corresponding complex tensor. In this paper, we propose a Jacobian semidefinite programming relaxation method to calculate the largest unitary eigenvalue of a complex tensor. For this, we first introduce the Jacobian semidefinite programming relaxation method for a polynomial optimization with equality constraint, and then convert the problem of computing the largest unitary eigenvalue to a real equality constrained polynomial optimization problem, which can be solved by the Jacobian semidefinite programming relaxation method. Numerical examples are presented to show the availability of this approach.
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1 Introduction

Quantum entanglement, first introduced by Einstein and Schrödinger\(^1\)\(^2\), has drawn much attention in the last decades. There are different measures of entanglement\(^3\)\(^4\)\(^5\) to quantify the minimum distance between a general state and the set of separable states, and the geometric measure is one of the most widely used measures for pure states, which was first proposed by Shimony\(^6\) and generalized to multipartite system by Wei and Goldbart\(^7\).

A key problem to computing the geometric measure of entanglement is to find the entanglement eigenvalue\(^8\)\(^9\), which can be mathematically formulated as best rank-one approximation problem to a higher order tensor or a tensor eigenvalue computation problem\(^10\)\(^11\). The Z-eigenvalue of a real tensor was first introduced by Qi\(^12\). If the corresponding tensor of a quantum pure state is a real symmetric and non-negative tensor, it was shown that the entanglement eigenvalue is equal to

\(^*\)The first and the third authors’ work is partially supported by the Research Programme of National University of Defense Technology (No. ZK16-03-45), and the second author’s work is partially supported by the National Science Foundation of China (No. 11471242).

\(^\dagger\)Corresponding author.

E-mail address: guyan-ni@163.com (Guyan Ni); msh. zhang@163.com (Mengshi Zhang); xzzhang@tju.edu.cn (Xinzhen Zhang).
the largest Z-eigenvalue \[11\]. However, Ni et al. \[8\] found that not all largest Z-eigenvalues of real tensors are the entanglement eigenvalue of pure states. To study geometric measure of entanglement by complex tensor analysis, Ni et al. \[8\] introduced the concept of unitary eigenvalue (U-eigenvalue) of complex tensors and showed that, for a pure state, its entanglement eigenvalue is equal to the largest U-eigenvalue and the nearest separable state is the corresponding unitary eigenvector (U-eigenvector).

It is shown that the problem of computing eigenvalues or the best rank-one approximation of a high order tensor is NP-hard \[13\]. The existing methods mainly focus on real symmetric tensors \[14, 15, 16, 17\] or complex symmetric tensors \[18\]. Che et al. \[19\] proposed a neural networks method for computing the best rank-one approximation of tensors. The Jacobian semidefinite relaxation method can also be used to compute the eigenpairs or the best rank-one problem of tensors. The method by Lasserre \[20\] was used to get the largest or smallest eigenvalue. Recently, Nie \[21\] proposed a method for computing the hierarchy of local minimaums in polynomial optimization, which uses the Jacobian semidefinite programming (SDP) relaxation method from \[22\]. Following the method in \[22\], Cui et al. \[23\] computed all real eigenvalues sequentially. Nie and Wang \[24\] used this method to solve the semidefinite programming (SDP) relaxation method from \[22\]. Following the method in \[22\], Cui et al. \[23\] computed all real eigenvalues sequentially. Nie and Wang \[24\] used this method to solve the best rank-one tensor approximation problem. Hua et al. \[25\] also used the approach to compute the geometric measure of entanglement for symmetric pure states. Most of these methods are concentrated on the computation of the eigenpairs of symmetric tensors. However, there are few studies devoted to the non-symmetric case.

Motivated by above research and the relationship between quantum states and complex tensors, we discuss the computing of the entanglement eigenvalues of non-symmetric pure states by the Jacobian SDP relaxation method. The remainder of this paper is organized as follows. In next section, we show some preliminaries about complex tensors, geometric measure of quantum entanglement, and their relationships. In Section 3, we first introduce the Jacobian SDP relaxation technique for equality constraint; Then, we use the method to compute the largest U-eigenvalues of non-symmetric complex tensors and their corresponding eigenvectors. In Section 4, numerical examples are carried out for different kinds of pure states.

2 Preliminaries

2.1 Complex Tensors and U-Eigenvalues

An \(n\)th-order complex tensor denoted by \(A = (A_{i_1\ldots i_m}) \in H = \mathbb{C}^{n_1 \times \cdots \times n_m}\) is a multiway array consisting of numbers \(A_{i_1\ldots i_m} \in \mathbb{C}\) for all \(i_k = 1, 2, \ldots, n_k\), and \(k = 1, 2, \ldots, m\). A tensor \(S = (S_{i_1\ldots i_m}) \in \mathbb{C}^{n_1 \times \cdots \times n_m}\) is called symmetric, if its entries \(S_{i_1\ldots i_m}\) are invariant under any permutation of \([i_1, \ldots, i_m]\). For \(A, B \in H\), the inner product and norm are defined as

\[
\langle A, B \rangle := \sum_{i_1, \ldots, i_m = 1}^{n_1, \ldots, n_m} A_{i_1\ldots i_m}^* B_{i_1\ldots i_m}, \quad ||A||_F := \sqrt{\langle A, A \rangle},
\]

where \(A_{i_1\ldots i_m}^*\) denotes the complex conjugate of \(A_{i_1\ldots i_m}\).

Given \(m\) vectors \(z^{(i)} \in \mathbb{C}^{n_i}, \ i = 1, \ldots, m\), a rank-one complex tensor \(\otimes_{i=1}^{m} z^{(i)}\) is defined as

\[
\left(\otimes_{i=1}^{m} z^{(i)}\right)_{i_1\ldots i_m} := z^{(1)}_{i_1} \cdots z^{(m)}_{i_m}.
\]

Define the inner product of a tensor and a rank-one tensor as follows:

\[
\langle A, \otimes_{i=1}^{m} z^{(i)} \rangle := \sum_{i_1, \ldots, i_m = 1}^{n_1, \ldots, n_m} A_{i_1\ldots i_m}^* z^{(1)}_{i_1} \cdots z^{(m)}_{i_m}.
\]

By the tensor product, \(\langle A, \otimes_{i=1}^{m} z^{(i)} \rangle\) denotes a vector in \(\mathbb{C}^{n_k}\), with \(i_k\)-th component being

\[
\langle A, \otimes_{i=1}^{m} z^{(i)} \rangle_{i_k} := \sum_{i_1, \ldots, i_{k-1}, i_{k+1}, \ldots, i_m = 1}^{n_1, \ldots, n_m} A_{i_1\ldots i_k\ldots i_{k+1}\ldots i_m}^* z^{(1)}_{i_1} \cdots z^{(k-1)}_{i_{k-1}} z^{(k+1)}_{i_{k+1}} \cdots z^{(m)}_{i_m}.
\]
A rank-one complex tensor \( \otimes_{i=1}^{m} z^{(i)} \) is called the best complex rank-one approximation to \( A \), if it is a solution of the following optimization problem \([3]\):
\[
\min_{z^{(i)} \in \mathbb{C}^{n_i}, ||z^{(i)}|| = 1} ||A - \otimes_{i=1}^{m} z^{(i)}||_F^2. \tag{2.1}
\]

Assume that \( n_1 = n_2 = \cdots = n_m = n \). Let \( z = (z_1, \cdots, z_n)^T \in \mathbb{C}^n \). The rank-one tensor \( \otimes_{i=1}^{m} z \) is called a symmetric rank-one complex tensor, abbreviated as \( z^m \).

A symmetric rank-one complex tensor \( \otimes_{i=1}^{m} z \) is called the best symmetric complex rank-one approximation to a symmetric tensor \( S \), if it is a solution of the following optimization problem \([3]\):
\[
\min_{z \in \mathbb{C}^n, ||z|| = 1} ||S - \otimes_{i=1}^{m} z||_F^2. \tag{2.2}
\]

If \( A \) is symmetric, then optimization problem \((2.1)\) is equivalent to \((2.2)\) \([2, 22]\). It means that the best symmetric complex rank-one approximation is also the best complex rank-one approximation for a symmetric complex tensor. In order to solve these optimization problems, Ni, Qi and Bai \([3]\) defined U-eigenvalue and US-eigenvalue.

A real number \( \lambda \in \mathbb{R} \) is called a unitary eigenvalue (U-eigenvalue) of \( A \), if \( \lambda \) and a rank-one tensor \( \otimes_{i=1}^{m} x^{(i)} \) is a solution pair of the following equation system:
\[
\begin{aligned}
\langle A, \otimes_{i=1}^{m} x^{(i)} \rangle &= \lambda x^{(k)^*}, \\
\lambda &\in \mathbb{R}, \ x^{(i)} \in \mathbb{C}^{n_i}, \ ||x^{(i)}|| = 1, \ i = 1, 2, \cdots, m, \\
&\quad k = 1, 2, \cdots, m.
\end{aligned} \tag{2.3}
\]

For a symmetric tensor \( S \), a real number \( \lambda \in \mathbb{R} \) is called a unitary symmetric eigenvalue (US-eigenvalue) of \( S \), if and vector \( x \) solve the following equation system:
\[
\langle S, \otimes_{i=1}^{m-1} x \rangle = \lambda x^*, \ \lambda \in \mathbb{R}, \ x \in \mathbb{C}^n, \ ||x|| = 1. \tag{2.4}
\]

Furthermore, if \( S \) is real symmetric tensor, \( \lambda \) is a real number and \( x \) is a real vector, \( \{\lambda, x\} \) solve the following equation system:
\[
\langle S, \otimes_{i=1}^{m-1} x \rangle = \lambda x, \ \lambda \in \mathbb{R}, \ x \in \mathbb{R}^n, \ x^\top x = 1, \tag{2.5}
\]
then \( \lambda \) is called a Z-eigenvalue of \( S \).

Note that
\[
||A - \otimes_{i=1}^{m} z^{(i)}||_F^2 = ||A||_F^2 + ||\otimes_{i=1}^{m} z^{(i)}||_F^2 - \langle A, \otimes_{i=1}^{m} z^{(i)} \rangle - \langle \otimes_{i=1}^{m} z^{(i)}, A \rangle. \tag{2.6}
\]
Hence, the minimization problem \((2.1)\) is equivalent to the maximization problem:
\[
\max \ \langle A, \otimes_{i=1}^{m} z^{(i)} \rangle + \langle \otimes_{i=1}^{m} z^{(i)}, A \rangle, \ s.t. \ ||z^{(i)}|| = 1, \ z^{(i)} \in \mathbb{C}^{n_i}. \tag{2.7}
\]
The critical point of the equivalent optimization problem \((2.7)\) is given by
\[
\begin{aligned}
\langle A, \otimes_{i=1}^{m} z^{(i)} \rangle &= \lambda z^{(k)^*}, \\
\langle \otimes_{i=1}^{m} z^{(i)}, A \rangle &= \lambda z^{(k)}, \\
\lambda &\in \mathbb{C}, \ ||z^{(i)}|| = 1, \ i = 1, 2, \cdots, m.
\end{aligned} \tag{2.8}
\]
Since \( \langle A, \otimes_{i=1}^{m} z^{(i)} \rangle = \langle \otimes_{i=1}^{m} z^{(i)}, A \rangle^* \), \((2.3)\) and \((2.8)\) are the same. Following the fact that the largest absolute value of U-eigenvalue of the tensor \( A \) is the solution of the problem \((2.7)\), the corresponding rank-one tensor \( \otimes_{i=1}^{m} z^{(i)} \) is the best rank-one approximation of \( A \).
2.2 Multipartite Pure States and their Geometric Measure of Entanglement

An $m$-partite pure state $|\psi\rangle$ of a composite quantum system can be regarded as a normalized element in a Hilbert space $H = \otimes_{k=1}^m H_k$, where $H_k = \mathbb{C}^{n_k}$, $k = 1, 2, \cdots, m$. Assume that $\{|e_{i_k}^{(k)}\rangle : i_k = 1, 2, \cdots, n_k\}$ is an orthonormal basis of $H_k$. Then, $\{|e_{i_1}^{(1)}e_{i_2}^{(2)}\cdots e_{i_m}^{(m)}\rangle : i_k = 1, 2, \cdots, n_k; \ k = 1, 2, \cdots, m\}$ is an orthonormal basis of $H$. $|\psi\rangle$ is defined by

$$|\psi\rangle := \sum_{i_1, \cdots, i_m=1}^{n_1, \cdots, n_m} x_{i_1\cdots i_m}|e_{i_1}^{(1)}e_{i_2}^{(2)}\cdots e_{i_m}^{(m)}\rangle,$$

where $x_{i_1\cdots i_m} \in \mathbb{C}$. $|\psi\rangle$ is called symmetric, if these amplitudes are invariant under permutations of the parties. A separable $m$-partite pure state is denoted as

$$|\phi\rangle := \otimes_{k=1}^m |\phi^{(k)}\rangle,$$

where the index $k = 1, \cdots, m$ labels the parts, and

$$|\phi^{(k)}\rangle := \sum_{i_k=1}^{n_k} x_{i_k}^{(k)}|e_{i_k}^{(k)}\rangle.$$

Denote by $\text{Separ}(H)$ the set of all separable pure states $|\phi\rangle$ in $H$, subject to the constraint $\langle \phi | \phi \rangle = 1$. The geometric measure of a given $m$-partite pure state $|\psi\rangle$ is defined as

$$E_G(|\psi\rangle) := \min_{|\phi\rangle \in \text{Separ}(H)} |||\psi\rangle - |\phi\rangle||_F. \quad (2.10)$$

Minimization problem (2.10) is equivalent to the following maximization problem:

$$G(|\psi\rangle) := \max_{|\phi\rangle \in \text{Separ}(H)} ||\langle \psi | \phi \rangle||. \quad (2.11)$$

The maximum of $G(|\psi\rangle)$ is called the entanglement eigenvalue.

2.3 The Relation of Multipartite Pure States and Complex Tensors

For an $m$-partite pure state $|\psi\rangle$ defined as in (2.9), the multiway array consisting of $x_{i_1\cdots i_m}$ can be denoted by a complex tensor $X$. We call the tensor $X$ as a corresponding tensor of $|\psi\rangle$ under an orthonormal basis of $H$. Hence, if an orthonormal basis of $H$ is given, then there is a 1-1 map between $m$-partite pure state and $m$-th order complex tensors.

**Theorem 2.1.** Assume that $A$ is an $m$th-order complex tensor. If $\lambda$ is a U-eigenvalue of $A$, then $-\lambda$ is also a U-eigenvalue.

**Proof.** Assume that $\eta = \sqrt{-1}$. If $\lambda$ is a U-eigenvalue of $A$ associated with rank-one tensor $\otimes_{i=1}^m z^{(i)}$, then

$$\langle A, \otimes_{i=1,i\neq k}^m (\eta z^{(i)}) \rangle = -\lambda (\eta z^{(k)})^*, \ k = 1, \cdots, m.$$  

It follows that $-\lambda$ is also a U-eigenvalue. This completes the proof. \qed \qed

**Theorem 2.2.** Assume that $X$ is the corresponding tensor of a multipartite pure state $|\psi\rangle$ under an orthonormal basis as in (2.9). Let $\lambda_{\text{max}}$ be the largest U-eigenvalue of $X$. Then,

(a) $G(|\psi\rangle) = \lambda_{\text{max}}$,  
(b) $E_G(|\psi\rangle) = \sqrt{2-2\lambda_{\text{max}}}$.
Nie constructed a set of new polynomials, \( \phi \). Lasserre \[20\] proved that, for all \( N \) are only in \( x \), \( f, h \) that are non-negative on its feasible set.

It is based on a sequence of sum of squares type representations of polynomials of computing the geometric measure of entanglement for symmetric pure states to a real polynomial absolute value of U-eigenvalues is also a U-eigenvalue of \( f \) function. Consider the following optimization.

\[
\min_{x \in \mathbb{R}^n} f(x) \quad \text{s.t.} \quad h_i(x) = 0, \quad i = 1, 2, \ldots, r_1, \\
g_j(x) \geq 0, \quad j = 1, 2, \ldots, r_2, 
\]

where \( f(x), h_i(x), g_j(x) \) are polynomial functions in \( x \in \mathbb{R}^n \). Let \( f_{\min} \) be its global minimum. The problem of finding \( f_{\min} \) is NP-hard \[21\]. A standard approach for solving \((3.12)\) is SDP relaxations proposed by Lasserre \[20\]. It is based on a sequence of sum of squares type representations of polynomials that are non-negative on its feasible set.

A new SDP type relaxation for solving \((3.12)\) was proposed by Nie \[22\], and the involved polynomials are only in \( x \). Suppose the feasible set is non-singular and \( f_{\min} \) is achievable, which is true generically. Nie constructed a set of new polynomials, \( \varphi_1(x), \cdots, \varphi_r(x) \), by using the minors of the Jacobian of \( f, h_i, g_j \), such that \((3.12)\) is equivalent to

\[
\min_{x \in \mathbb{R}^n} f(x) \quad \text{s.t.} \quad h_i(x) = \varphi_j(x) = 0, \quad i = 1, \cdots, r_1, \quad j = 1, \cdots, r, \\
\prod_{k=1}^r g_k(x)^{v_k} \geq 0, \quad v_k \in \{0, 1\}, \quad k = 1, \cdots, r_2. 
\]

Nie \[22\] proved that, for all \( N \) big enough, the standard \( N \)-th order Lasserre relaxation for the above returns a lower bound that is equal to the minimum \( f_{\min} \). That is, an exact SDP relaxation for \((3.12)\) is obtained by the Jacobian SDP relaxation method. Recently, Hua et al. \[25\] convert the problem of computing the geometric measure of entanglement for symmetric pure states to a real polynomial optimization problem and solve it through the Jacobian SDP relaxation method.

Here, we briefly review the equality constrained Jacobian SDP relaxation problem. Let \( u \in \mathbb{R}^{2n} \), \( f(u) \) be a real homogeneous polynomial function on \( u \) with degree \( m \), and \( g(u) \) be a real polynomial function. Consider the following optimization.

\[
\max f(u) \quad \text{s.t.} \quad g(u) = 0. 
\]

\[3.14\]

Proof. (a) Assume that \( \lambda_{\max} \) is the largest U-eigenvalue of \( \mathcal{X} \) with a corresponding rank-one tensor \( \otimes_{i=1}^m z^{(i)} \). Let \( |\phi\rangle = \otimes_{k=1}^m |\phi^{(k)}\rangle \) where \( |\phi^{(k)}\rangle = \sum_{i=1}^{n_k} z_i^{(k)} |v_i^{(k)}\rangle \) for all \( k = 1, 2, \cdots, m \). By Theorem \[2.1\] it is known that if \( \lambda \) is a U-eigenvalue of \( \mathcal{A} \), then \(-\lambda\) is also a U-eigenvalue. Hence, the maximal absolute value of U-eigenvalues is also a U-eigenvalue of \( \mathcal{A} \). Then we have

\[
\lambda_{\max} = \langle \psi | \phi \rangle = \max_{|\varphi\rangle \in \text{Separ}(H)} |\langle \psi | \varphi \rangle|. 
\]

It follows that \( G(|\psi\rangle) = \lambda_{\max} \).

(b) The second result follows directly from \((2.6)\) and \((2.10)\). \( \square \) \( \square \)

3 Jacobian SDP Relaxation Method for Calculating Geometric Measure of Entanglement for Pure States

In this section, we introduce a Jacobian SDP relaxation method and a polynomial optimization method to compute geometric measure of entanglement for a non-symmetric pure state. The key point of computing geometric measure of entanglement is to compute the largest U-eigenvalue of non-symmetric complex tensors. There are many literatures focus on computing eigenvalues or the largest eigenvalue of a symmetric real tensor. To proceed, we first introduce a Jacobian SDP relaxation method for equality constraint, and then introduce a polynomial optimization method to compute the largest U-eigenvalue of a non-symmetric complex tensor via Jacobian SDP relaxation method.

3.1 The Jacobian SDP Relaxation Method for Equality Constraint

Consider a real-valued polynomial optimization problem

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) \\
\text{s.t.} & \quad h_i(x) = 0, \quad i = 1, 2, \ldots, r_1, \\
& \quad g_j(x) \geq 0, \quad j = 1, 2, \ldots, r_2,
\end{align*}
\]

\[3.12\]

where \( f(x), h_i(x), g_j(x) \) are polynomial functions in \( x \in \mathbb{R}^n \). Let \( f_{\min} \) be its global minimum. The problem of finding \( f_{\min} \) is NP-hard \[21\]. A standard approach for solving \((3.12)\) is SDP relaxations proposed by Lasserre \[20\]. It is based on a sequence of sum of squares type representations of polynomials that are non-negative on its feasible set.

A new SDP type relaxation for solving \((3.12)\) was proposed by Nie \[22\], and the involved polynomials are only in \( x \). Suppose the feasible set is non-singular and \( f_{\min} \) is achievable, which is true generically. Nie constructed a set of new polynomials, \( \varphi_1(x), \cdots, \varphi_r(x) \), by using the minors of the Jacobian of \( f, h_i, g_j \), such that \((3.12)\) is equivalent to

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) \\
\text{s.t.} & \quad h_i(x) = \varphi_j(x) = 0, \quad i = 1, \cdots, r_1, \quad j = 1, \cdots, r, \\
& \quad \prod_{k=1}^r g_k(x)^{v_k} \geq 0, \quad v_k \in \{0, 1\}, \quad k = 1, \cdots, r_2.
\end{align*}
\]

\[3.13\]

Nie \[22\] proved that, for all \( N \) big enough, the standard \( N \)-th order Lasserre relaxation for the above returns a lower bound that is equal to the minimum \( f_{\min} \). That is, an exact SDP relaxation for \((3.12)\) is obtained by the Jacobian SDP relaxation method. Recently, Hua et al. \[25\] convert the problem of computing the geometric measure of entanglement for symmetric pure states to a real polynomial optimization problem and solve it through the Jacobian SDP relaxation method.

Here, we briefly review the equality constrained Jacobian SDP relaxation problem. Let \( u \in \mathbb{R}^{2n} \), \( f(u) \) be a real homogeneous polynomial function on \( u \) with degree \( m \), and \( g(u) \) be a real polynomial function. Consider the following optimization.

\[
\max f(u) \quad \text{s.t.} \quad g(u) = 0. 
\]

\[3.14\]
Lemma 3.1. The polynomial optimization problem (3.14) is equivalent to
\[
\max f(u) \quad \text{s.t.} \quad g(u) = 0, h_r(u) = 0, \ 1 \leq r \leq 4n - 3,
\]
where \( u \in \mathbb{R}^{2n} \) and \( h_r := \sum_{i+j=r+2} (f'_u g''_{u_j} - f''_{u_i} g'_u) = 0, \ 1 \leq r \leq 4n - 3, \)
\( f'_u, g'_u \) denote partial derivatives of \( f \) and \( g \) for \( u_i, \) respectively.

Let \( q(u) \) be a polynomial with \( \text{deg}(q) \leq 2N. \) Assume that \( y \) is a moment vector indexed by \( \alpha \in \mathbb{N}^{2n} \) with \( |\alpha| \leq 2N. \) The N-th order localizing matrix of \( q \) is defined as
\[
L_i^{(N)}(y) := \sum_{\alpha \in \mathbb{N}^{2n} : |\alpha| \leq 2N} A^{(N)}_{\alpha} y_{\alpha},
\]
where the symmetric matrices \( A^{(N)}_{\alpha} \) satisfy:
\[
q(u) |u|_d |u|_d^T = \sum_{\alpha \in \mathbb{N}^{2n} : |\alpha| \leq 2N} A^{(N)}_{\alpha} u^\alpha,
\]
\( d = N - [\text{deg}(q)/2] \) and \( [x]_d \) is the monomial vector:
\[
[u]_d := [1, u_1, u_2, \ldots, u_{2n}, u_1^2, u_1 u_2, \ldots, u_{2n}^2, \ldots, u_1^{d-1} u_2, \ldots, u_{2n}^d]^T.
\]

When \( q = 1, \) the \( L_1^{(N)}(y) \) is denoted by \( M_N(y). \) Lasserre’s SDP relaxations for solving (3.15) is
\[
\rho_N := \max_{\alpha \in \mathbb{N}^{2n}, |\alpha| = m} f_\alpha y_\alpha \quad \text{s.t.} \quad L_i^{(N)}(y) = 0, L_h^{(N)}(y) = 0, (r = 1, \ldots, 4n - 3) \quad y_\alpha = 1, M_N(y) \geq 0.
\]

Denote \( f_{\text{max}} \) as the maximum of (3.15), the sequences \( \{\rho_N\} \) is monotonically decreasing and is upper bounds for \( f_{\text{max}}. \)

Theorem 3.1. When Lasserre’s hierarchy of semidefinite relaxations is applied to solve (3.15), for all \( N \) big enough, the standard \( N \)-th order Lasserre’s relaxation for (3.15) returns the maximum \( f_{\text{max}}. \)

3.2 The Jacobian SDP Relaxation Method for the Largest U-Eigenvalue of a Non-Symmetric Tensor

Let \( A \) be a non-symmetric complex tensor. The maximum optimization problem (2.7) is equivalent to the following optimization problem:
\[
\hat{f} := \max \text{Re}(\langle A, \otimes_{i=1}^m z^{(i)} \rangle) \quad \text{s.t.} \quad \|z^{(i)}\| = 1, z^{(i)} \in \mathbb{C}^{n_i}, \ i = 1, \ldots, m
\]
Clearly, the largest U-eigenvalue \( \lambda = \hat{f} \) and the optimal solution is the corresponding U-eigenvector of \( A. \) Note that any complex number \( c \) can be expressed as two real numbers \( a, b \) with \( c = a + \sqrt{-1}b. \) So (3.18) can be rewritten as
\[
\hat{f} := \max \text{Re}(\langle A, \otimes_{i=1}^m (x^{(i)} + \sqrt{-1}y^{(i)}) \rangle) \quad \text{s.t.} \quad \|x^{(i)}\|^2 + \|y^{(i)}\|^2 = 1, x^{(i)}, y^{(i)} \in \mathbb{R}^{n_i}, \ i = 1, \ldots, m
\]
Note that the objective function of (3.19) is a real multilinear function of degree \( m \) and dimension \( 2(n_1 + \cdots + n_m). \) For convenience, let tensor \( B \in \mathbb{R}^{2n_1 \times \cdots \times 2n_m} \) satisfy
\[
\langle B, \otimes_{i=1}^m u^{(i)} \rangle = \text{Re}(\langle A, \otimes_{i=1}^m (x^{(i)} + \sqrt{-1}y^{(i)}) \rangle)
\]
(3.20)
with \( u^{(i)} = (x^{(i)}, y^{(i)}) \in \mathbb{R}^{2n_i} \) for \( i = 1, \ldots, m \). From the previous discussion, problem (3.19) is equivalent to the following optimization
\[
\hat{f} := \max \left\{ \langle B, \hat{u}^{(1)} \otimes \cdots \otimes \hat{u}^{(m-1)} \rangle \right\} 
\text{s.t.} \quad \| u^{(i)} \| = 1, u^{(i)} \in \mathbb{R}^{2n_i}, \quad i = 1, 2, \ldots, m. \tag{3.21}
\]

Since problem (3.21) is a spherical multilinear optimization, to lower the dimension, (3.21) can be rewritten as
\[
\hat{f} := \max \left\{ \| \langle B, u^{(1)} \otimes \cdots \otimes u^{(m-1)} \rangle \| \right\} 
\text{s.t.} \quad \| u^{(i)} \| = 1, u^{(i)} \in \mathbb{R}^{2n_i}, \quad i = 1, 2, \ldots, m-1. \tag{3.22}
\]

Let \( f(u) = \| \langle B, u^{(1)} \otimes \cdots \otimes u^{(m-1)} \rangle \|^2, g_k(u) = \| u^{(k)} \|^2 - 1 \). Similar to (3.15), the optimization problem (3.22) can be written as
\[
\hat{f}^2 := \max \left\{ f(u) \right\} 
\text{s.t.} \quad g_k(u) = 0, h_{k,r} = 0 \quad k = 1, 2, \ldots, m-1, \quad 1 \leq r \leq 4n_k - 3. \tag{3.23}
\]

where
\[
h_{k,r} := \sum_{i+j=r+2} ((g_k')_{i,j} - (g_k')_{j,i}), \quad 1 \leq r \leq 4n_k - 3. \tag{3.24}
\]

Lasserre’s SDP relaxations for solving (3.23) is
\[
\left\{ \begin{array}{l}
\rho_N := \max_{a \in \mathbb{R}^{2n_k}: |a| = 2m-2} \int_B y \cdot \rho_N \\\text{s.t.} \quad L^{(N)}_g(y) = 0, L^{(N)}_h(y) = 0 (k = 1, \ldots, m-1, r = 1, \ldots, 4n_k - 3) \end{array} \right. \tag{3.25}
\]

**Theorem 3.2.** Let \( x^{(i)}, y^{(i)} \in \mathbb{R}^{n_i}, \ u^{(i)} = (x^{(i)}, y^{(i)}) \in \mathbb{R}^{2n_i} \) for \( i = 1, \ldots, m \). Let \( A \) be an \( m \)th-order complex tensor in \( \mathbb{C}^{n_1 \times \cdots \times n_m} \) and \( B \) be an \( m \)th-order real tensor in \( \mathbb{R}^{2n_1 \times \cdots \times 2n_m} \) satisfying (3.20). Assume that \( \{ \hat{u}^{(i)} | i = 1, \ldots, m \} \) is a maximizer of the optimization problem (3.22) and \( \lambda \) is the maximal value. Let
\[
\hat{u}^{(m)} = \frac{\langle B, \hat{u}^{(1)} \otimes \cdots \otimes \hat{u}^{(m-1)} \rangle}{\lambda}, \quad \hat{z}^{(i)} = \hat{x}^{(i)} + \hat{y}^{(i)} \sqrt{-1}, \quad i = 1, \ldots, m. \tag{3.26}
\]

Then, \( \lambda \) is the largest U-eigenvalue of \( A \) and \( \{ \hat{z}^{(1)}, \ldots, \hat{z}^{(m)} \} \) is a tuple of corresponding U-eigenvector.

**Proof.** By the assumption, \( \{ \hat{u}^{(i)} | i = 1, \ldots, m-1 \} \) is a maximizer of the optimization problem (3.22) and \( \lambda \) is the maximal value. Since again \( \hat{u}^{(m)} \) is defined as in (3.26). Hence, \( \{ \hat{u}^{(i)} | i = 1, \ldots, m \} \) is a maximizer and \( \lambda \) is the maximal value of the optimization problem (3.21). It follows that \( \{ \hat{z}^{(i)} | i = 1, \ldots, m \} \) is a maximizer and \( \lambda \) is the maximal value of the optimization problem (3.18), which means that
\[
\lambda = \frac{\langle A, \otimes_{i=1}^m \hat{z}^{(i)} \rangle + \langle \otimes_{i=1}^m \hat{z}^{(i)} A \rangle}{2}. \tag{3.27}
\]

Since \( \lambda \) is the maximal value, (3.27) implies that
\[
\langle A, \otimes_{i=1, i \neq k}^m \hat{z}^{(i)} \rangle = \lambda \hat{z}^{(k)*}, \quad \text{for} \ k = 1, \ldots, m.
\]

It follows that \( \lambda \) is the largest U-eigenvalue of \( A \) and \( \{ \hat{z}^{(1)}, \ldots, \hat{z}^{(m)} \} \) is a tuple of corresponding U-eigenvector. This completes the proof. \( \qed \)

Next, we consider the case that tensor \( A \) is partially symmetric. Without loss of generality, we assume that the tensor is partially symmetric in the first two indices. That is, \( A_{i_1i_2\ldots i_m} = A_{i_2i_1\ldots i_m} \) for any fixed \( i_3, \ldots, i_m \). It is clear that \( B \) is also partially symmetric in the first two indices.

Similarly to the proof of Theorem 2.1 in (27), problem (3.19) is equivalent to the following optimization
\[
\hat{f} := \max \left\{ \langle B, (u^{(1)})^2 \otimes u^{(3)} \otimes \cdots \otimes u^{(m)} \rangle \right\} 
\text{s.t.} \quad \| u^{(i)} \| = 1, u^{(i)} \in \mathbb{R}^{2n_i}, \quad i = 1, 3, \ldots, m. \tag{3.28}
\]
Assume that a tuple of unit vectors \( \{x^{(1)}, \ldots, x^{(m)}\} \) is a solution of (3.29), then
\[
\langle B, x^{(1)} \otimes x^{(2)} \otimes \cdots \otimes x^{(m)} \rangle = \| \langle B, x^{(1)} \otimes x^{(2)} \otimes \cdots \otimes x^{(m-1)} \rangle \|
\]
and
\[
x^{(m)} = \frac{\langle B, x^{(1)} \otimes x^{(2)} \otimes \cdots \otimes x^{(m-1)} \rangle}{\langle B, x^{(1)} \otimes x^{(2)} \otimes \cdots \otimes x^{(m)} \rangle}.
\]
It follows that
\[
\max \langle B, u^{(1)} \otimes u^{(2)} \otimes \cdots \otimes u^{(m)} \rangle = \max \| \langle B, u^{(1)} \otimes u^{(2)} \otimes \cdots \otimes u^{(m-1)} \rangle \|.
\]
Without loss of generality, we assume that \( n_1 \leq \cdots \leq n_m \). Since problem (3.28) is a spherical multilinear optimization, to lower the dimension, (3.28) can be rewritten as
\[
\hat{f} := \max \| \langle B, (u^{(1)})^2 \otimes u^{(3)} \otimes \cdots \otimes u^{(m-1)} \rangle \|
s.t. \|u^{(i)}\| = 1, u^{(i)} \in \mathbb{R}^{2n_i}, \ i = 1, 3, \ldots, m - 1.
\]
Let \( f(u) = \| \langle B, (u^{(1)})^2 \otimes u^{(3)} \otimes \cdots \otimes u^{(m-1)} \rangle \|^2 \) and \( g_k(u) = \|u^{(k)}\|^2 - 1 \). Then, similar to (3.16), optimization problem (3.29) can be written as
\[
\hat{f}^2 := \max f(u)
s.t. \ g_k(u) = 0, k = 1, 3, 4, \ldots, m - 1, 1 \leq r \leq 4n_k - 3.
\]
where
\[
h_{k,r} := \sum_{i+j=r+2} \left((g_k)_u f_u' - (g_k)_u' f_u\right), 1 \leq r \leq 4n_k - 3,
\]
Lasserre’s SDP relaxations for solving (3.30) is
\[
\begin{align*}
\rho_N := \max_{\alpha \in \mathbb{N}^{n} : |\alpha| = 2m - 2} \hat{f}_\alpha y_\alpha \\
\text{s.t.} \quad L^N(y_k)(y) = 0, L^N(y_{k-1})(y) = 0(k = 1, 3, 4, \ldots, m - 1, r = 1, \ldots, 4n_k - 3) \\
y_0 = 1, M_N(y) \geq 0.
\end{align*}
\]

Then, by the discussion of totally non-symmetric tensor, we use Jacobian SDP relaxation method to solve (3.30) and get the largest U-eigenvalue \( \lambda = f \) and the \( m \) corresponding U-eigenvectors. Because in this case the tensor is partially symmetric, the dimension of (3.29) is much lower than that of (3.28), which can help us to increase the computational efficiency.

### 4 Numerical Examples

Theorem 2.2 illustrates that the entanglement eigenvalue of a quantum state \( |\phi\rangle \) can be obtained by computing the largest U-eigenvalue of the corresponding complex tensor. For non-symmetric case, a polynomial optimization method can be used to compute the largest U-eigenvalue of a non-symmetric tensor. In this section, we present numerical examples of using the polynomial optimization method to find the largest U-eigenvalue of non-symmetric tensors.

The computations are implemented in MATLAB 2014a on a Microsoft Win10 Laptop with 8GB memory and Intel(R) CPU 2.40GHZ. We use the toolbox Gloptipoly 3 and SDPNAL+ to solve the SDP relaxation problems.

**Example 4.1.** Consider a non-symmetric 3-partite state
\[
|\psi\rangle = \frac{1}{2} |000\rangle + \frac{\sqrt{3}}{6} \left((|110\rangle + |011\rangle + |101\rangle) + \left(\frac{1}{2} + \frac{1}{2}\sqrt{-1}\right)|001\rangle\right).
\]
which corresponds a 3-rd order \( 2 \times 2 \times 2 \) complex tensor \( \mathcal{A} \), and its non-zero entries are \( A_{111} = \frac{1}{2}, A_{221} = A_{212} = A_{122} = \frac{\sqrt{3}}{6}, A_{112} = \frac{1}{2} + \frac{1}{2}\sqrt{-1} \). It is clear that \( \mathcal{A} \) is a partially symmetric tensor 
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in the first two indices. By \( \mathbf{3229} \), the largest U-eigenvalue problem is equivalent to solve the following optimization

\[
\hat{f} := \max \| \langle B, (u^{(1)})^2 \rangle \| \quad \text{s.t. } u^{(1)} = 1, \quad u^{(1)} \in \mathbb{R}^4, \tag{4.33}
\]

where \( u^{(1)} = (u_1, u_2, u_3, u_4)^\top \), and

\[
\| \langle B, (u^{(1)})^2 \rangle \|^2 = \frac{u_1^2 u_2^2}{3} + \frac{3u_1^2 u_3^2}{2} + \frac{u_1^2 u_2^2}{3} + \frac{u_2^2 u_3^2}{3} + \cdots + \frac{2\sqrt{3}u_1 u_2 u_3 u_4}{3}.
\]

We first convert the optimization problem \((4.33)\) to \((3.31)\) and set \( u_3 = 0 \) to avoid the situation of infinite number of solutions, and then we solve the polynomial optimization \((3.31)\). We obtain two maximizers

\[
\hat{u}^{(1)} = (-0.9625, -0.2242, 0, 0.1530)^\top \text{ or } \hat{u}^{(1)} = (0.9625, 0.2242, 0, -0.1530)^\top.
\]

and the maximal value \( \hat{f} = 0.9317 \).

Hence, we get the largest U-eigenvalue \( \lambda = 0.9317 \) and two tuples of corresponding U-eigenvectors

\[
\hat{z}^{(1)} = \hat{z}^{(2)} = (-0.9625, -0.2242 + 0.1530\sqrt{-1})^\top, \\
\hat{z}^{(3)} = (0.5054 + 0.0213\sqrt{-1}, 0.6308 + 0.5883\sqrt{-1})^\top
\]

or

\[
\hat{z}^{(1)} = \hat{z}^{(2)} = (0.9625, 0.2242 - 0.1530\sqrt{-1})^\top, \\
\hat{z}^{(3)} = (0.5054 + 0.0213\sqrt{-1}, 0.6308 + 0.5883\sqrt{-1})^\top
\]

By Theorem 2.2 we obtain the entanglement eigenvalue \( G(|\psi\rangle) = \lambda = 0.9317 \).

**Example 4.2.** Consider a non-symmetric 3-partite state

\[
|\psi\rangle = \frac{1}{6}(000) + \frac{2}{3}\sqrt{-1}(111) + (\sqrt{\frac{1}{3}} + \frac{1}{3}\sqrt{-1})(101) + \frac{\sqrt{3}}{6}(100),
\]

which corresponds a 3rd-order 2-dimension non-symmetric square tensor \( A \) with \( A_{111} = \frac{1}{6}, \ A_{222} = \frac{3}{2}\sqrt{-1}, \ A_{212} = (\frac{1}{3} + \frac{1}{3}\sqrt{-1}), \ A_{211} = \frac{\sqrt{3}}{6} \). It is easy to see that \( A \) is a totally non-symmetric tensor.

According to the general case, the largest U-eigenvalue problem is equivalent to solve the following optimization

\[
\hat{f} := \max \| \langle B, u^{(1)} \otimes u^{(2)} \rangle \| \quad \text{s.t. } \| u^{(i)} \| = 1, u^{(i)} \in \mathbb{R}^4, i = 1, 2. \tag{4.34}
\]

Here \( u^{(1)} = (u_1^{(1)}, u_2^{(1)}, u_3^{(1)}, u_4^{(1)})^\top \), \( u^{(2)} = (u_1^{(2)}, u_2^{(2)}, u_3^{(2)}, u_4^{(2)})^\top \), and

\[
\| \langle B, u^{(1)} \otimes u^{(2)} \rangle \|^2 = \frac{u_1^{(1)} u_2^{(1)}}{36} + \frac{u_1^{(1)} u_2^{(2)}}{36} + \cdots + \frac{4u_4^{(1)} u_4^{(2)}}{9}.
\]

We convert the optimization problem \((4.34)\) to \((3.23)\) and set \( u_3^{(1)} = u_3^{(2)} = 0 \) to avoid the situation of infinite number of solutions. Then, we solve the polynomial optimization \((3.23)\). We get the largest U-eigenvalue \( \lambda = 0.9661 \) and a tuple of corresponding U-eigenvectors as

\[
\hat{z}^{(1)} = (-0.0287, -0.9996)^\top, \quad \hat{z}^{(2)} = (-0.7404, -0.3361 - 0.5821\sqrt{-1})^\top, \\
\hat{z}^{(3)} = (0.2248, 0.8439 + 0.4872\sqrt{-1})^\top.
\]

By Theorem 2.2 we obtain the entanglement eigenvalue \( G(|\psi\rangle) = \lambda = 0.9661 \).
Example 4.3. Consider a non-symmetric 3-partite state with parameter as the following

$$|\psi\rangle = \sum_{i_1, i_2, i_3=1}^{n} \cos(i_1 - i_2 + i_3) + \sqrt{-1} \sin(i_1 + i_2 - i_3) \langle(i_1 - 1)(i_2 - 1)(i_3 - 1)\rangle,$$

$|\psi\rangle$ corresponds to a 3rd-order non-symmetric tensor $A \in \mathbb{C}^{n \times n \times n}$ with

$$A_{i_1,i_2,i_3} = \frac{\cos(i_1 - i_2 + i_3) + \sqrt{-1} \sin(i_1 + i_2 - i_3)}{\sqrt{n^3}}.$$

For $n = 2$, the largest U-eigenvalue is equivalent to the following optimization problem

$$\max \|\langle B, u^{(1)} \otimes u^{(2)}\rangle\|, \ s.t. \ |u^{(i)}\| = 1, \ u^{(i)} \in \mathbb{R}^{4}, \ i = 1, 2. \quad (4.35)$$

Here $u^{(1)} = (u^{(1)}_1, u^{(1)}_2, u^{(1)}_3, u^{(1)}_4)^\top, \ u^{(2)} = (u^{(2)}_1, u^{(2)}_2, u^{(2)}_3, u^{(2)}_4)^\top$.

We convert the optimization problem to (3.23) and set $u^{(3)}_1 = u^{(2)}_2 = 0$ to avoid the situation of infinite number of solutions. Then, we solve the polynomial optimization (3.23). We get the largest U-eigenvalue $\lambda = 0.8895$ and a tuple of corresponding U-eigenvectors as

$$\hat{z}^{(1)} = -(0.6928, 0.6734 + 0.2580\sqrt{-1})^\top, \ \hat{z}^{(2)} = -(0.689, 0.450 - 0.5681\sqrt{-1})^\top,$$

$$\hat{z}^{(3)} = (0.1533 + 0.7083\sqrt{-1}, -0.4375 + 0.5324\sqrt{-1})^\top.$$

By Theorem 2.2, we obtain the entanglement eigenvalue $G(|\psi\rangle) = \lambda = 0.8895$.

Example 4.4. Consider a symmetric 3-partite state with parameter given as

$$|\psi\rangle = \sum_{i_1, i_2, i_3=1}^{n} \cos(i_1 + i_2 + i_3) + \sqrt{-1} \sin(i_1 + i_2 + i_3) \langle(i_1 - 1)(i_2 - 1)(i_3 - 1)\rangle,$$

$|\psi\rangle$ corresponds to a 3rd-order symmetric tensor $A \in \mathbb{C}^{n \times n \times n}$ with

$$A_{i_1,i_2,i_3} = \frac{\cos(i_1 + i_2 + i_3) + \sqrt{-1} \sin(i_1 + i_2 + i_3)}{\sqrt{n^3}}.$$

For $n = 2$, the largest U-eigenvalue problem is equivalent to solve the following optimization

$$\hat{f} := \max \ Re\langle A, z^3\rangle, \ s.t. \ |z\| = 1, \ z \in \mathbb{C}^{2}. \quad (4.36)$$

We solve the polynomial optimization by SDP relaxation method and obtain the largest U-eigenvalue $\lambda = 1$ and a tuple of corresponding U-eigenvector

$$\hat{z} = (0.382051 + 0.59501\sqrt{-1}, -0.29426 + 0.64297\sqrt{-1})^\top.$$

It is easy to verify that $A = \hat{z} \otimes \hat{z} \otimes \hat{z}$. Hence, this is a rank-one tensor, which means that the pure state $|\psi\rangle$ is a separable state. Let

$$|\phi\rangle = (0.382051 + 0.59501\sqrt{-1})|0\rangle + (-0.29426 + 0.64297\sqrt{-1})|1\rangle.$$

Then, $|\psi\rangle = |\phi\rangle \otimes |\phi\rangle \otimes |\phi\rangle$.

References

[1] Einstein, A., Podolsky, B., Rosen, N.: Can quantum-mechanical description of physical reality be considered completely? Phys. Rev. 47, 696-702 (1935)

[2] Schrödinger, E.: Die gegenwartige situation in der quantenmechanik. Naturwissenschaften 23, 844-849 (1935)
[3] Bennett, C. H., Brassard, G., Popescu, S., Schumacher, B., Smolin, J. A., Wootters, W. K.: Purification of noisy entanglement and faithful teleportation via noisy channels. Phys. Rev. Lett. 76, 722 (1996)

[4] Vedral, V., Plenio, M. B., Rippin, M. A., Knight, P. L.: Quantifying entanglement. Phys. Rev. Lett. 78, 2275 (1997)

[5] Harrow, A. W., Nielsen, M. A.: Robustness of quantum gates in the presence of noise. Phys. Rev. A. 68, 012308 (2003)

[6] Shimony, A.: Degree of entanglement. Ann. NY. Acad. Sci. 755, 675-679 (1995)

[7] Wei, T. C., Goldbart, P. M.: Geometric measure of entanglement and applications to bipartite and multipartite quantum states. Phys. Rev. A. 68, 042307 (2003)

[8] Ni, G., Qi, L., Bai, M.: Geometric measure of entanglement and U-eigenvalues of tensors. SIAM J.Matrix Anal. Appl. 35, 73-87 (2014)

[9] Hilling, J. J., Sudbery, A.: The geometric measure of multipartite entanglement and the singular values of a hypermatrix. J. Math. Phys. 51, 072102 (2010)

[10] Hayashi, M., Markham, D., Murao, M., Owari, M., Virmani, S.: The geometric measure of entanglement for a symmetric pure state with non-negative amplitudes. J. Math. Phys. 50, 122104 (2009)

[11] Hu, S., Qi, L., Zhang, G.: The geometric measure of entanglement of pure states with nonnegative amplitudes and the spectral theory of nonnegative tensors. Phys. Rev. A. 93, 012304 (2016)

[12] Qi, L.: Eigenvalues of a real supersymmetric tensor. J. Symb. Comput. 40, 1302-1324 (2005)

[13] HILLAR, C., Lim, L.-H.: Most tensor problems are NP-hard, J. ACM. 60(6), 45:1-45:39 (2013)

[14] Qi, L., Wang, F., Wang, Y.: Z-eigenvalue methods for a global polynomial optimization problem. Math. Program. 118, 301-316 (2009)

[15] Kolda, T. G., Mayo, J. R.: Shifted power method for computing tensor eigenpairs. SIAM J.Matrix Anal. Appl. 32, 1095-1124 (2011)

[16] Hao, C., Cui, C., Dai, Y.: A sequential subspace projection method for extreme Z-eigenvalues of supersymmetric tensors. Numer. Linear Algebra Appl. 22, 283-298 (2015)

[17] Yu, G., Yu, Z., Xu, Y., Song, Y. Zhou, Y.: An adaptive gradient method for computing generalized tensor eigenpairs. Comput. Optim. Appl. 65, 781-797 (2016)

[18] Ni, G., Bai, M.: Spherical optimization with complex variables for computing US-eigenpairs. Comput. Optim. Appl. 65, 799-820 (2016)

[19] Che, M., Cichocki, A., Wei, Y.: Neural networks for computing best rank-one approximations of tensors and its applications. Neurocomputing 317, 547-564, (2017)

[20] Lasserre, J. B.: Global optimization with polynomials and the problem of moments. SIAM J.Optim. 11, 796-817 (2001)

[21] Nie, J.: The hierarchy of local minimums in polynomial optimization. Math. Program. 151(2), 555-583, (2015)

[22] Nie, J.: An exact Jacobian SDP relaxation for polynomial optimization, Math. Program. 137, 225-255 (2013)

[23] Cui, C., Dai, Y., Nie, J.: All real eigenvalues of symmetric tensors. SIAM J.Matrix Anal. Appl. 35, 1582-1601 (2014)
[24] Nie J., Wang, L.: Semidefinite relaxations for best rank-1 tensor approximations. SIAM J. Matrix Anal. Appl. 35, 1155-1179 (2014)

[25] Hua, B., Ni, G., Zhang, M.: Computing geometric measure of entanglement for symmetric pure states via the Jacobian SDP relaxation technique. J. Oper. Res. Soc. China. 5, 111-121 (2017)

[26] Hubener, R., Kleinmann, M., Wei, T. C., Guillen, C. G., Guhne, O.: Geometric measure of entanglement for symmetric states. Phys. Rev. A. 80, 032324 (2009)

[27] Zhang, X., Ling, C., Qi, L.: The best rank-1 approximation of a symmetric tensor and related spherical optimization problems. SIAM J. Matrix Anal. Appl. 33, 806-821 (2012)