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Abstract—Advances in the use of cognitive and machine learning (ML) enabled systems fuel the quest for novel approaches and tools to support software developers in executing their tasks. First, as software development is a complex and dynamic activity, these tasks are highly dependent on the characteristics of the software project and its context, and developers need comprehensive support in terms of information and guidance based on the task context. Second, there is a lack of methods based on conversational-guided agents that consider cognitive aspects such as paying attention and remembering. Third, there is also a lack of techniques that make use of historical implicit or tacit data to infer new knowledge about the project tasks such as related tasks, task experts, relevant information needed for task completion and warnings, and navigation aspects of the process such as what tasks to perform next and optimal task sequencing. Based on these challenges, this paper introduces a novel paradigm for human-machine software support based on context, cognitive assistance, and machine learning, and briefly describes ongoing research activities to realize this paradigm. The research takes advantage of the synergy among emergent methods provided in context-aware software processes, cognitive computing such as chatbots, and machine learning such as recommendation systems. These novel paradigms have the potential to transform the way software development currently occurs by allowing developers to receive valuable information and guidance in real-time while they are participating in projects.

Index Terms—software engineering, context, software process, cognitive assistance, machine learning, recommendation.

I. INTRODUCTION

Software development (SD) is a complex, dynamic process. Many changes are expected to occur during a software development process despite what was planned and what is expected [1]–[4]. Often, the approach that each software developer takes when performing a task is highly dependent on the characteristics of the software project and its context [2], [5]. This context can include technologies (e.g., Eclipse, Jenkins, Java), methodologies (e.g., Scrum), processes (e.g., code, test, deploy), background documentation (e.g., Stack Overflow, API Tutorials), environment (e.g., test, production) and even personal preferences (e.g., Eclipse IDE or VSCode for coding). Given the huge number of possible variations in context, it is cumbersome for developers to remember everything they must do, and how context can influence the way they perform their tasks. For example, in project x, developed in Java with Scrum, two test rounds need to be successful before an automated process deploys project x into production. In project y, developed in Python, developers test the code locally and deploy the code manually by copying some files to a server. Questions developers have include: How long does a sprint take in Project x? Which team/person is responsible for testing each round of project x? Was the test in project x successful? What is the server address to be used for deployment in project y? To which folder should I copy the files? Which files should I copy? and Do I need to keep a version of the files on the server?

Besides the amount of contextual information that remains unmanaged, developers have a high cognitive load remembering the steps for various task workflows. Current efforts to solve these problems are presented through a variety of approaches. An extensive body of research addresses context in software development and includes discussions on many topics including: using context to improve developer productivity [6], providing information to developers [7], [8], impacting a developer’s work through context switching [9]. All approaches recognize the rich context inherent in software development and that this context is not always explicit. It has even been argued that context is fundamental to software engineering practices [2].

Another paper has focused on communicating the perceived context with a tool such as a conversational agent [9]. It is essential to study means to have developers focusing on the creative part of the development, other than investing time in tasks that could be automatically delivered to them through smart systems that understand and use the developer’s current context. There is also work that intends to support the cognitive load of knowledge workers [10], [11]. In all, these papers propose several approaches to support software developers in their daily work activities.

Thus, SD requires comprehensive support in terms of information and guidance based on context during task execution [1], [2], [9]. As a process dependent on knowledge workers [12], SD lacks supportive methods based on conversational-guided agents that account for the cognitive tasks such as paying attention, remembering, and maintaining mental maps of the software processes. Current practices of developing software also lack techniques that make use of historical implicit or tacit data to infer new knowledge about the project tasks and navigation aspects of the process. While similar tools and solutions provide comparable assistance [6], [13].
based on software information, our proposal considers software process information and has a machine learning component. Therefore, we argue that novel approaches should take advantage of the synergy among emerging methods in context-aware software processes, cognitive assistance such as chatbots and recommendation systems based on machine learning (ML).

Given these challenges, we provoke a discussion by asking: How can software development be advanced by introducing a new paradigm to realize human-machine software development cooperation based on context, cognitive assistance and machine learning?

SD has already been supported with automated tools [15], [16], and with automatically generated code, commits, and built chatbots [9], [17]. In the future, developer’s knowledge and ubiquitous context will be integrated into the development environment, complementing the current state-of-the-art with very effective, timely and supportive relevant recommendations for developers.

This proposed discussion intends to stimulate thinking about the creation of tools and procedures that can advance software development as it relates to software developers and, on a larger scope, companies. There is a direct connection to work being done by large software companies working at the forefront of research and practice involving novel (semi-)automated methods to support the development of software applications while improving software developers’ efficiency and productivity. Shaping software development is critical as software systems have become the backbone of much of today’s technology and society’s functions. Working remotely has become a new reality. Consequently, approaches and tools that help to facilitate software development have become even more essential. Working with software development and its intrinsic implicit context is essential; therefore, we argue there is still the need to improve the machine-developer interaction, instead of purely automating software processes. We discuss the future of this proposed paradigm more in Section III.

II. MOTIVATING EXAMPLE

It is known that deployment is a challenging task during software development [18], and so, we present an example of how changes in the steps that are executed during deployment vary in different contexts. Gabi is a software developer who has been programming in Java for nine years. She has been recently working on project X, a new project for the company. When there is a new project, Gabi needs to create a minimal viable product (MVP) to show her clients. She deploys the software locally, using a container tool such as Docker and manually uploads the project to a web server. She also reboots the server manually after each deployment, so changes are effective immediately. This way is faster, and she does not have to configure a job or a server to generate a deployment automatically, which would cause the clients to wait much longer for the MVP. In contrast, there is project Y, a mature and huge project in the company. When a version of the software in Project Y must go to production, all Gabi does is to commit the code from the local to the shared code repository. Then, the continuous integration pipeline in a Jenkins server will take care of the other steps, which are checking out the code, building the project, uploading the package on the server, and rebooting the server. In theory, the steps are the same, but because the projects and environments are different, Gabi’s work is different. This means that in the second case, the solution should be expecting project information or project phase information such as MVP or production phase, which defines how the form of the deployment. Gabi, who has been working on project Y for years may forget she needs to deploy Project X manually or that the server must be manually rebooted. Having an intelligent cognitive assistant that could support Gabi in many ways, for example, giving her the necessary information such as the server address, her login information, the folder to which the files can be copied, the link to the deployed system, and the steps to deploy project Y.

Imagine Gabi is interacting with a chatbot and does not remember exactly how to deploy a new project, since she is not always working on new projects. In Figure 1, we present a conversation between Gabi and the chatbot during deployment. To reach the desired level of support, the chatbot should know her context, which includes the server address and folder of the development environment, and, based on the history of tasks previously executed in that context, the chatbot should be able to learn and recommend the task sequence that Gabi needs to follow and provide the information required to execute the tasks.

![Fig. 1. Illustrative chatbot interaction.](image-url)
III. THE EXPECTED FUTURE

In this paper, we envision a new paradigm for chatbot use that knows the software development context and relies on machine learning techniques to support developers when executing their tasks. The purpose of this research is, therefore, to capture the tacit or implicit context and feed it back in a useful way such as making recommendations to developers. Processes based on machine learning and communicated through a chatbot should lower the cognitive load of developers, provide context-aware and real-time support for task execution, and guide developers through the development steps such as deployment. Figure 2 illustrates the envisioned architecture of the solution.

This novel paradigm can potentially transform the way software development is currently undertaken by allowing developers to receive valuable information and guidance in real-time while they are developing their projects. In contrast with the way developers interact with existing IDEs, the proposed paradigm pro-actively provides developers with information and guidance they need, where, when and how they need it. As a consequence, developers will be supported in their interactions, productivity, and decision making.

We anticipate this approach to be deployed in many different software development scenarios, with tools and procedures that explore the reuse of information on software development, providing support and automation to recurrent tasks. Hence, developers can focus on the creative aspects, use of programming languages, data structures, other product-related concerns, and user-focused solutions. The proposed paradigm is one step further towards bringing more knowledge to developers, both experienced and novice, during specific software development activities. This paradigm builds upon our previous work on reusing relevant information to support developers in executing their tasks [19] and the relevance of context in software development projects [20].

IV. MAKING THIS FUTURE POSSIBLE

To realize a human-machine software collaboration paradigm based on context, cognitive support, and machine learning, requires performing the following research activities.

Research on Software Development Context. We believe it is essential to understand and capture context for software tasks so that adaptive context relevant to software development could be leveraged. Being able to handle this context would allow developers to focus on creative tasks rather than on how to execute a specific procedural task or wonder what should be done next to uncover specific information. The volume of information to be handled, as well as the speed at which such information will arrive, is often massive and rapid. Moreover, the variability of context formats is also an aspect to be considered. Examples of relevant contextual information are the next artifact to be edited or read, an API tutorial, a code snippet, or knowledge from another developer. We strongly believe that the nature of capturing the different contexts and presenting the tasks related to that context is already a significant contribution to the field.

Relevant questions include: How can we deepen the use of context to guide developers in real-time? Which context should be leveraged to guide developers in their tasks? How can we better capture and reuse context information in software development? How can massive contextual information be stored so that it can be accessed and used to generate knowledge for software developers?

Environment-Developer Interaction. This approach is within the scope of providing means for developers to interact with a system that is supposed to support them during development. This support is through a conversation where a chatbot supported by a context model should be aware of the developer’s set of tasks. This means the chatbot should know both the workflow (process execution and project characteristics) and the contextual information of the project, as well as be prepared to capture information from developers and other resources providing answers. Bradley and colleagues [9] have considered a context-model for supporting conversational developer assistants that uses the context elements needed to support workflow involving a distributed version control system. In contrast, the focus of our approach is on guiding developers in the steps they must perform throughout the development project, considering different cognitive information and its consequences for the project. Automation of tasks could eventually happen as we understand the process and the influence of contextual and cognitive utterances and differences. The goal is to automate the communication so that developers do not have to rely on their memories, mental
maps or searching huge sets of documentation. The chatbot would act upon a context model and would have embedded machine learning and history information to provide results to the developers. This integration would transform the chatbot into an intelligent tool. The solution is also intended to be non-invasive, relying on the implementation of techniques such as aggregated data or anonymization. With respect to the feasibility of implementation, our ongoing work on process-aware conversational agents has demonstrated that it is possible to integrate a basic context model into a chatbot tool such as RASA. We have also implemented a preliminary integration of the chatbot with a workflow machine called Camunda, allowing the chatbot to receive process execution information.

**Knowledge-Intensive Process Guidance.** Knowledge workers such as software developers rely on their minds and creativity to implement software solutions. Providing smart solutions when building software is expected, so developers must worry about following patterns, processes and adjusting to project needs. This information is usually implicit or tacit and in developers’ memories. Automated task guidance or task navigation support should improve developers’ ability to work more efficiently. This system would count on intelligence from machine learning and project history to recognize the context in which developers are working and suggest the next steps, according to their context. Development tasks are knowledge guided, capturing the context is essential. Providing feedback to developers with recommendations should be part of the solution. Once the context is captured and understood, developers have a way to take advantage of this context through the chatbot. A method for process navigation recommendations based on machine-learning should be provided. The method may include training a machine-learning model by at least processing training data (context and process) with the machine-learning model. The training data may include records of the executed process with the current context at the time of execution. Correlations between context and the executed process shall be done so inferences of the next steps can be provided (recommended) to developers.

**Experimental studies.** Qualitative and quantitative studies to demonstrate the feasibility of the proposed approaches as well as the implementation in software companies. Application areas of interest for the studies include deployment, testing, version control and managing issues or tasks.

**Relevant questions include: How can we establish a communication channel between developers and their environment? How can a chatbot be effective in supporting developers? In which ways are developers willing to accept this new technology?**

**V. Conclusion**

In this paper, we present and discuss a novel paradigm to improve the work of software developers, by providing contextual information about the tasks they are performing through cognitive and intelligent support. It employs capturing the implicit or tacit context and feeding it back in a useful way through recommendations to developers in real-time as they are executing the software project. The novelty of the paradigm arises from the approaches and tools used to capture and recommend the developers’ context on-the-fly, considering different contexts. The findings will be of interest since their use should have several advantages including less time to develop software, less effort to share knowledge among team members, enhanced collaboration, application of collective wisdom, knowledge transfer from experts to novice and many other useful contributions. As broader implications of the results, we believe that the impact of the proposed research will contribute to facilitating the development of new avenues in software research as well as support improved ways to develop software, a critical area that is in high demand and has enormous future growth potential. This is the first research program where the combination of three different pillars (context, chatbots and machine learning for process navigation) has been exploited to predict appropriate recommendations during software development.
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