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Abstract

De novo molecular design attempts to search over the chemical space for molecules with the desired property. Recently, deep learning has gained considerable attention as a promising approach to solve the problem. In this paper, we propose genetic expert-guided learning (GEGL), a simple yet novel framework for training a deep neural network (DNN) to generate highly-rewarding molecules. Our main idea is to design a “genetic expert improvement” procedure, which generates high-quality targets for imitation learning of the DNN. Extensive experiments show that GEGL significantly improves over state-of-the-art methods. For example, GEGL manages to solve the penalized octanol-water partition coefficient optimization with a score of 31.82, while the best-known score in the literature is 26.1. Besides, for the GuacaMol benchmark with 20 tasks, our method achieves the highest score for 19 tasks, in comparison with state-of-the-art methods, and newly obtains the perfect score for three tasks.

1 Introduction

Discovering new molecules with the desired property is fundamental in chemistry, with critical applications such as drug discovery [1] and material design [2]. The task is challenging since the molecular space is vast; e.g., the number of synthesizable drug-like compounds is estimated to be around $10^{60}$ [3]. To tackle this problem, de novo molecular design [4, 5] aims to generate a new molecule from scratch with the desired property, rather than naively enumerate over the molecular space.

Over the past few years, molecule-generating deep neural networks (DNNs) have demonstrated successful results for solving the de novo molecular design problem [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. For example, Gómez-Bombarelli et al. [8] perform Bayesian optimization for maximizing the desired property, on the embedding space of molecule-generating variational auto-encoders. On the other hand, Guimaraes et al. [6] train a molecule-generating policy using reinforcement learning with the desired property formulated as a reward.

Intriguingly, several works [22, 23, 24] have recently evidenced that the traditional frameworks based on genetic algorithm (GA) can compete with or even outperform the recently proposed deep learning methods. They reveal that GA is effective, thanks to the powerful domain-specific genetic operators for exploring the chemical space. For example, Jensen [23] achieves outstanding performance by generating new molecules as a combination of subgraphs extracted from existing ones. Such observations also emphasize how domain knowledge can play a significant role in de novo molecular design. On the contrary, the current DNN-based methods do not exploit such domain knowledge explicitly; instead, they implicitly generalize the knowledge of high-rewarding molecules by training a DNN on them. Notably, the expressive power of DNN allows itself to parameterize a distribution over the whole molecular space flexibly.
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Contribution. In this work, we propose genetic expert-guided learning (GEGL), which is a novel framework for training a molecule-generating DNN guided with genetic exploration. Our main idea is to formulate an expert policy by applying the domain-specific genetic operators, i.e., mutation and crossover, to the DNN-generated molecules. Then the DNN becomes an apprentice policy that learns to imitate the highly-rewarding molecules discovered by the expert policy. Since the expert policy improves over the apprentice policy by design, the former policy consistently guides the latter policy to generate highly-rewarding molecules. We provide an overall illustration of our framework in Figure 1.

We note that our GEGL framework can be seen as a reinforcement learning algorithm with a novel mechanism for additional explorations. To be specific, the generation of a molecule can be regarded as an action and the desired property of the generated molecule as a reward. Similar to most reinforcement learning algorithms, reducing the sample complexity is crucial in our GEGL framework. To this end, we design our framework with max-reward priority queues \cite{13, 25, 26, 27, 28}. By storing the highly-rewarding molecules, the priority queues prevent the policies from “forgetting” the valuable knowledge.

We extensively evaluate our method on four experiments: (a) optimization of penalized octanol-water partition coefficient, (b) optimization of penalized octanol-water partition coefficient under similarity constraints, (c) the GuacaMol benchmark \cite{29} consisting of 20 de novo molecular design tasks, and (d) the GuacaMol benchmark evaluated under post-hoc filtering procedure \cite{30}. Remarkably, our GEGL framework outperforms all prior methods for de novo molecular design by a large margin. In particular, GEGL achieves the penalized octanol-water partition coefficient score of 31.82, while the best baseline \cite{16} and the second-best baseline \cite{24} achieves the score of 26.1 and 20.72, respectively.

For the GuacaMol benchmark, our algorithm achieves the highest score for 19 out of 20 tasks and newly achieves the perfect score for three tasks.

2 Related works

Automating the discovery of new molecules is likely to have significant impacts on essential applications such as drug discovery \cite{1} and material design \cite{2}. To achieve this, researchers have traditionally relied on virtual screening \cite{31}, which typically works in two steps: (a) enumerating all the possible combinations of predefined building-block molecules and (b) reporting the molecules with the desired property. However, the molecular space is large, and it is computationally prohibitive to enumerate and score the desired property for all the possible molecules.

De novo molecular design \cite{4} methods attempt to circumvent this issue by generating a molecule from scratch. Instead of enumerating a large set of molecules, these methods search over the molecular space to maximize the desired property. In the following, we discuss the existing methods for de novo molecular design categorized by their optimization schemes: deep reinforcement learning, deep embedding optimization, and genetic algorithm.

Deep reinforcement learning (DRL). Deep reinforcement learning is arguably the most straightforward approach for solving the de novo molecular design problem with deep neural networks (DNNs) \cite{6, 9, 13, 15, 17, 18, 21}. Such methods formulate the generation of the molecules as a Markov decision process. In such formulations, the desired properties of molecules correspond to high rewards, and the policy learns to generate highly-rewarding molecules. We also note several works using deep reinforcement learning to solve combinatorial problems similar to the task of de
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1See Figure 2 for illustrations of mutation and crossover.
novel molecular design, e.g., program synthesis [26], combinatorial mathematics [32], biological sequence design [33], and protein structure design [34].

Deep embedding optimization (DEO). Also, there exist approaches to optimize molecular “embeddings” extracted from DNNs [7, 8, 10, 11, 12, 16, 19]. Such methods are based on training a neural network to learn a mapping between a continuous embedding space and a discrete molecular space. Then they apply optimization over the continuous embedding to maximize the desired property of the corresponding molecule. Methods such as gradient descent [10], Bayesian optimization [7, 8, 11, 12], constrained Bayesian optimization [19], and particle swarm optimization [16] have been applied for continuous optimization of the embedding space.

Genetic algorithm (GA). Inspired from the concept of natural selection, genetic algorithms (GAs) [22, 23, 35, 36, 37, 38, 39] search over the molecular space with genetic operators, i.e., mutation and crossover. To this end, the mutation randomly modifies an existing molecule, and the crossover randomly combines a pair of molecules. Such approaches are appealing since they are simple and capable of incorporating the domain knowledge provided by human experts. While the deep learning methods are gaining attention for de novo molecular design, several works [22, 23, 40] have recently demonstrated that GA can compete with or even outperform the DNN-based methods.

3 Genetic expert-guided learning (GEGL)

3.1 Overview of GEGL

In this section, we introduce genetic expert-guided learning (GEGL), a novel yet simple framework for de novo molecular design. To discover highly-rewarding molecules, GEGL aims at training a molecule-generating deep neural network (DNN). Especially, we design the framework using an additional genetic expert policy, which generates targets for imitation learning of the neural apprentice policy, i.e., the DNN. Our main idea is about formulating the expert policy as a “genetic improvement operator” applied to the apprentice policy; this allows us to steer the apprentice policy towards generating highly-rewarding molecules by imitating the better expert policy.

To apply our framework, we view de novo molecular design as a combinatorial optimization of discovering a molecule \(x\), which maximizes the reward \(r(x)\), i.e., the desired property.\(^2\) To solve this problem, we collect highly-rewarding molecules from the neural apprentice policy \(\pi(x; \theta)\) and the genetic expert policy \(\pi_{\text{ex}}(x; X)\) throughout the learning process. Here, \(\theta\) indicates the DNN’s parameter representing the apprentice policy, and \(X\) indicates a set of “seed” molecules to apply the genetic operators for the expert policy. Finally, we introduce fixed-size max-reward priority queues \(Q\) and \(Q_{\text{ex}}\), which are buffers that only keep a fixed number of molecules with the highest rewards.

Our GEGL framework repeats the following three-step procedure:

**Step A.** The apprentice policy \(\pi(x; \theta)\) generates a set of molecules. Then the max-reward priority queue \(Q\) with the size of \(K\) stores the generated molecules.

**Step B.** The expert policy \(\pi_{\text{ex}}(x; Q)\) generates molecules using the updated priority queue \(Q\) as the seed molecules. Next, the priority queue \(Q_{\text{ex}}\) with a size of \(K\) stores the generated molecules.

**Step C.** The apprentice policy optimizes its parameter \(\theta\) by learning to imitate the molecules sampled from the union of the priority queues \(Q \cup Q_{\text{ex}}\). In other words, the parameter \(\theta\) is updated to maximize \(\sum_{x \in Q \cup Q_{\text{ex}}} \log \pi(x; \theta)\).

One may interpret GEGL as a deep reinforcement learning algorithm. From such a perspective, the corresponding Markov decision process has a fixed episode-length of one, and its action corresponds to the generation of a molecule. Furthermore, GEGL highly resembles the prior works on expert iteration [41, 42] and AlphaGo Zero [43], where the Monte Carlo tree search is used as an improvement operator that guides training through enhanced exploration. We provide an illustration and a detailed description of our algorithm in Figure 1 and Algorithm 1, respectively.

\(^2\)In this paper, we consider the properties of molecules which can be measured quantitatively.
We note that our choice of using the LSTM network to generate SMILES representations of molecules is well-established. The LSTM architecture for the apprentice policy is π. At a high-level, the genetic expert policy is a genetic algorithm with a modified fitness function. An adequate choice of genetic operators is crucial for the expert policy. While one can use any machine learning approach, we have chosen to use graph neural networks (GNNs) as they recently demonstrated outstanding performance for de novo molecular design.

We parameterize our neural apprentice policy using a long-short term memory (LSTM) network. Moreover, the molecules are represented by a sequence of characters, i.e., the simplified molecular-input line-entry system (SMILES) format. Under such a design, the probability \( \pi(x; \theta) \) of a molecule \( x \) being generated from the apprentice policy is factorized into \( \prod_{n=1}^{N} \pi(x_n | x_1, \ldots, x_{n-1}; \theta) \). Here, \( x_1, \ldots, x_N \) are the characters corresponding to canonical SMILES representation of the given molecule.

We note that our choice of using the LSTM network to generate SMILES representations of molecules might not seem evident. Especially, molecular graph representations alternatively express the molecule, and many works have proposed new molecule-generating graph neural networks (GNNs) [8, 12, 15, 18, 46, 47]. However, no particular GNN architecture clearly dominates over others, and recent molecular generation benchmarks [29, 48] report that the LSTM network matches (or improves over) the performance of GNNs. Therefore, while searching for the best molecule-generating DNN architecture is a significant research direction, we leave it for future work. Instead, we choose the well-established LSTM architecture for the apprentice policy.

The role of the max-reward priority queues is twofold. First, the priority queues provide highly-rewarding molecules for the expert and the apprentice policy. Furthermore, they prevent the policies from “forgetting” the highly-rewarding molecules observed in prior. Recent works [13, 25, 26, 27, 28] have also shown similar concepts to be successful for learning in deterministic environments.

### Algorithm 1: Genetic expert-guided learning (GEGL)

1: Set \( Q \leftarrow \emptyset \), \( Q_{\text{ex}} \leftarrow \emptyset \). \( \triangleright \) Initialize the max-reward priority queues \( Q \) and \( Q_{\text{ex}} \).
2: for \( t = 1, \ldots, T \) do
3:    for \( m = 1, \ldots, M \) do
4:       Update \( Q \leftarrow Q \cup \{x\} \), where \( x \sim \pi(x; \theta) \).
5:       If \( |Q| > K \), update \( Q \leftarrow Q \setminus \{x_{\text{min}}\} \), where \( x_{\text{min}} = \arg \min_{x \in Q} r(x) \).
6:    end for
7:    for \( m = 1, \ldots, M \) do
8:       Update \( Q_{\text{ex}} \leftarrow Q_{\text{ex}} \cup \{x\} \), where \( x \sim \pi_{\text{ex}}(x; \theta, Q) \).
9:       If \( |Q_{\text{ex}}| > K \), update \( Q_{\text{ex}} \leftarrow Q_{\text{ex}} \setminus \{x_{\text{min}}\} \), where \( x_{\text{min}} = \arg \min_{x \in Q_{\text{ex}}} r(x) \).
10: end for
11: Maximize \( \sum_{x \in Q \cup Q_{\text{ex}}} \log \pi(x; \theta) \) over \( \theta \). \( \triangleright \) Step C: train \( \pi \) with imitation learning.
12: end for
13: Report \( Q \cup Q_{\text{ex}} \) as the output. \( \triangleright \) Output the highly-rewarding molecules.

### 3.2 Detailed components of GEGL

In the rest of this section, we provide a detailed description of each component in GEGL. We start by explaining our design choices on the expert and the apprentice policies. Then we discuss how the max-reward priority queues play an essential role in our framework.

**Genetic expert policy.** Our genetic expert policy \( \pi_{\text{ex}}(x; \mathcal{X}) \) is a distribution induced by applying the genetic operators, i.e., mutation and crossover, to a set of molecules \( \mathcal{X} \). We use the genetic operators highly optimized (with domain knowledge) for searching over the molecular space; hence the expert policy efficiently improves over the apprentice policy in terms of exploration.

An adequate choice of genetic operators is crucial for the expert policy. While one can use any molecule-specific genetic operator, we choose the graph-based mutation and crossover proposed by Jensen [23], as they recently demonstrated outstanding performance for de novo molecular design. At a high-level, the genetic expert policy \( \pi_{\text{ex}}(x; \mathcal{X}) \) generates a molecule in two steps. First, the expert policy generates a child molecule by applying the crossover to a pair of parent molecules randomly drawn from \( \mathcal{X} \). To be specific, two subgraphs extracted from the parents attach to form a child molecule. Next, with a small probability, the expert policy mutates the child by atom-wise or bond-wise modification, e.g., adding an atom. We provide an illustration and a detailed description of the genetic operators in Figure 2 and Appendix A, respectively.

**Neural apprentice policy.** We parameterize our neural apprentice policy using a long-short term memory (LSTM) network [44]. Moreover, the molecules are represented by a sequence of characters, i.e., the simplified molecular-input line-entry system (SMILES) format [45]. Under such a design, the probability \( \pi(x; \theta) \) of a molecule \( x \) being generated from the apprentice policy is factorized into \( \prod_{n=1}^{N} \pi(x_n | x_1, \ldots, x_{n-1}; \theta) \). Here, \( x_1, \ldots, x_N \) are the characters corresponding to canonical SMILES representation of the given molecule.

We note that our choice of using the LSTM network to generate SMILES representations of molecules might not seem evident. Especially, molecular graph representations alternatively express the molecule, and many works have proposed new molecule-generating graph neural networks (GNNs) [8, 12, 15, 18, 46, 47]. However, no particular GNN architecture clearly dominates over others, and recent molecular generation benchmarks [29, 48] report that the LSTM network matches (or improves over) the performance of GNNs. Therefore, while searching for the best molecule-generating DNN architecture is a significant research direction, we leave it for future work. Instead, we choose the well-established LSTM architecture for the apprentice policy.

**Max-reward priority queues.** Role of the max-reward priority queues \( Q \) and \( Q_{\text{ex}} \) in our framework is twofold. First, the priority queues provide highly-rewarding molecules for the expert and the apprentice policy. Furthermore, they prevent the policies from “forgetting” the highly-rewarding molecules observed in prior. Recent works [13, 25, 26, 27, 28] have also shown similar concepts to be successful for learning in deterministic environments.
We further elaborate on our choice of training the apprentice policy on the union of the priority queues $Q \cup Q_{ex}$ instead of the priority queue $Q_{ex}$. This choice comes from how the expert policy does not always improve the apprentice policy in terms of reward, although it does in terms of exploration. Hence, it is beneficial for the apprentice policy to imitate the highly-rewarding molecules generated from both the apprentice and the expert policy. This promotes the apprentice to be trained on molecules with improved rewards.

4 Experiments

In this section, we report the experimental results of the proposed genetic expert-guided learning (GEGL) framework. To this end, we extensively compare GEGL with the existing works, for the optimization of the penalized octanol-water partition coefficient [49] and the GuacaMol benchmark [29]. We also provide additional experimental results in Appendix B; these results consist of relatively straightforward tasks such as targeted optimization of the octanol-water partition coefficient and optimization of the quantitative estimate of drug-likeness (QED) [50]. For comparison, we consider a variety of existing works on de novo molecular design based on deep reinforcement learning (DRL), deep embedding optimization (DEO), genetic algorithm (GA), and deep supervised learning (DSL). We report the numbers obtained by the existing works unless stated otherwise. We also provide descriptions of the GEGL implementation and the employed baselines in Appendix C and D, respectively.

4.1 Optimization of penalized octanol-water partition coefficient

Comparing to the literature standard, we aim at maximizing the penalized octanol-water partition coefficient (PenalizedLogP) score defined as follows:

$$\text{PenalizedLogP}(x) = \text{LogP}(x) - \text{SyntheticAccessibility}(x) - \text{RingPenalty}(x),$$

where LogP, SyntheticAccessibility, and RingPenalty correspond to the (unpenalized) octanol-water partition coefficient [53], the synthetic accessibility [54] penalty, and the penalty for atom rings of size larger than 6. We also note that Gómez-Bombarelli et al. [49] first performed this task motivated by how the octanol-water partition coefficient plays an important role in characterizing the drug-likeness of a molecule.

**Unconstrained optimization.** First, we attempt to find a molecule maximizing the PenalizedLogP score as the objective without specific constraints. We limit our framework to generate molecules with at most 81 SMILES characters (as done by Jensen [23], Nigam et al. [24], and Yang et al. [51]). In Table 1a, we observe that our algorithm indeed outperforms the existing baselines by a large margin. In particular, GEGL achieves a score of 31.82, which relatively outperforms the second-best (MSO) and the third-best (DA-GA) baselines by 22% and 53%, respectively. This result highlights the strong performance of GEGL.
We also note that our algorithm always succeeds in improving the PenalizedLogP Similarity where $x$ while being constrained to be similar to the reference molecule with similarity constraint of $\delta$. Types of the algorithms are indicated by deep reinforcement learning (DRL), deep embedding optimization (DEO), deep supervised learning (DSL), and genetic algorithm (GA). We report the average and standard deviation of the objectives collected over five independent runs and 800 molecules for (a) and (b), respectively. *For GraphAF, we re-evaluate the official implementation (See Appendix E).

### Table 1: Experimental results on the optimization of (a) PenalizedLogP and (b) PenalizedLogP with similarity constraint of $\delta$.

#### (a) PenalizedLogP

| Algorithm  | Type  | Objective |
|------------|-------|-----------|
| GVAE+BO    | DEO   | 2.87 ± 0.06 |
| SD-VAE     | DEO   | 3.50 ± 0.44 |
| ORGAN      | DRL   | 3.52 ± 0.08 |
| VAE+CBP    | DEO   | 4.01      |
| ChemGE     | GA    | 4.53 ± 0.26 |
| CVAE+BO    | DEO   | 4.85 ± 0.17 |
| JT-VAE     | [Jin et al. 2018] | 4.90 ± 0.33 |
| ChemTS     | DRL   | 5.6 ± 0.5  |
| GCPN       | DRL   | 7.86 ± 0.07 |
| MRNN       | DRL   | 8.63      |
| MolDQN     | DRL   | 11.84     |
| GraphAF    | [Shi et al. 2020] | DRL 12.23 |
| GB-GA      | [Jin et al. 2018] | GA 15.76 ± 5.76 |
| DA-GA      | [Nigam et al. 2020] | GA 20.72 ± 3.14 |
| MSO        | DEO   | 26.1      |
| PGFS       | DEO   | 27.22     |
| GEGL       | [Ours] | DRL 31.82 ± 0.81 |

#### (b) Similarity-constrained PenalizedLogP

| $\delta$ | Algorithm  | Type  | Objective |
|----------|------------|-------|-----------|
| 0.4      | DEFactor   | [Assouel et al. 2018] | DEO 3.41 ± 1.67 |
|          | VJTNN      | [Jin et al. 2019] | DRL 3.55 ± 1.67 |
|          | HietG2G    | [Shi et al. 2020] | DLS 3.98 ± 1.09 |
|          | DA-GA      | [Nigam et al. 2020] | GA 5.93 ± 1.41 |
|          | GEGL       | [Ours] | DRL 7.37 ± 1.22 |

Figure 4: Illustration of the highly-scoring molecule and (reference molecule, improved molecule) for the unconstrained and similarity-constrained PenalizedLogP optimization, respectively. Below each molecule, we denote the associated objective and (objective, similarity) for the unconstrained and similarity-constrained PenalizedLogP optimization, respectively.

**Constrained optimization.** In this experiment, we follow the experimental setup proposed by Jin et al. [12]. Namely, for each molecule $x_{\text{ref}}$ from 800 low-PenalizedLogP-scoring molecules from the ZINC data set [55], we search for a new molecule $x$ with the maximum PenalizedLogP score while being constrained to be similar to the reference molecule $x_{\text{ref}}$. To be specific, we express this optimization as follows:

$$\max_x \text{PenalizedLogP}(x) - \text{PenalizedLogP}(x_{\text{ref}}), \quad \text{s.t.} \quad \text{Similarity}(x, x_{\text{ref}}) \geq \delta,$$

where Similarity($\cdot, \cdot$) is the Tanimoto similarity score [56]. We report the above objective averaged over the 800 molecules. We also evaluate the “success ratio” of the algorithms, i.e., the ratio of molecules with a positive objective.

In Table 1b, we once again observe GEGL to achieve superior performance to the existing algorithms. We also note that our algorithm always succeeds in improving the PenalizedLogP score of the reference molecule, i.e., the success ratio is 1.00.

**Generated molecules.** We now report the molecules generated for unconstrained and constrained optimization of PenalizedLogP score in Figure 4. Notably, for unconstrained optimization, we observe that our model produces “unrealistic” molecules that contain a long chain of sulfurs. This symptom arise from our method exploiting the ambiguity of the PenalizedLogP score, i.e., the score spuriously assigning high values to the unrealistic molecules. Indeed, similar observations (on algorithms generating a long chain of sulfurs) have been made regardless of optimization methods for de novo molecular design. For example, Shi et al. [18], Winter et al. [16], and Nigam et al. [24] reported molecules with similar structure when using deep reinforcement learning, deep embedding optimization, and genetic algorithm, respectively. Such an observation emphasizes why one should carefully design the procedure of de novo molecular design.
As shown in Table 2b, GEGL still outperforms the baselines even when the undesirable molecules are filtered out. This validates the ability of our algorithm to generate chemically meaningful results. Hence, we conclude that our GEGL can be used flexibly with various choices of de novo molecular design process.

4.2 GuacaMol benchmark

Next, we provide the empirical results for the GuacaMol benchmark [29], designed specifically to measure the performance of de novo molecular design algorithms. It consists of 20 chemically meaningful molecular design tasks, that have been carefully designed and studied by domain-experts. To consider this aspect, we evaluate our algorithm under the post-hoc filtering approach [30]. Specifically, we use the expert-designed filter to reject the molecules with undesirable feature. In other words, we train the models as in Table 2, but only report the performance of generated molecules that pass the filter. Since the filtering procedure is post-hoc, the de novo molecular design algorithms will not be able to aggressively exploit possible ambiguities of the filtering process. We further describe the filtering procedure in Appendix F.

Benchmarks results. In Table 2, we observe that GEGL outperforms the existing baselines by a large margin. Namely, GEGL achieves the highest score for 19 out of 20 tasks. Furthermore, our algorithm perfectly solves thirteen tasks, where three of them were not known to be perfectly solved. Such a result demonstrates how our algorithm effectively produces a high-rewarding and diverse set of molecules.

Evaluation with post-hoc filtering. As observed in Section 4.1 and prior works, de novo molecular design algorithms may lead to problematic results. For example, the generated molecules may be chemically reactive, hard to synthesize, or perceived to be “unrealistic” to domain experts. To consider this aspect, we evaluate our algorithm under the post-hoc filtering approach [30]. Specifically, we use the expert-designed filter to reject the molecules with undesirable feature. In other words, we train the models as in Table 2, but only report the performance of generated molecules that pass the filter. Since the filtering procedure is post-hoc, the de novo molecular design algorithms will not be able to aggressively exploit possible ambiguities of the filtering process. We further describe the filtering procedure in Appendix F.

As shown in Table 2b, GEGL still outperforms the baselines even when the undesirable molecules are filtered out. This validates the ability of our algorithm to generate chemically meaningful results. Hence, we conclude that our GEGL can be used flexibly with various choices of de novo molecular design process.

4Every score is normalized to be in the range of [0, 1].
4.3 Ablation studies

Finally, we perform ablation studies on our algorithm to investigate the behavior of each component. To this end, we conduct experiments on the Sitagliptin MPO and Zaleplon MPO tasks from the GuacaMol benchmark. Note that Sitagliptin MPO and Zaleplon MPO tasks correspond to task-ids of 15 and 16 in Table 2, respectively.

Contribution from the DNN and the genetic operator. We start by inspecting the contribution of the DNN and the genetic operator in our algorithm. To this end, we compare GEGL with (a) GEGL without the expert policy $\pi_{ex}$ and (b) GEGL without the apprentice policy $\pi$. To be specific, (a) trains the apprentice policy to imitate the highly-rewarding molecules generated by itself. On the other hand, (b) freezes the max-reward priority queue $Q$ by the highly-rewarding samples from the ChEMBLE dataset [57], then only updates $Q_{ex}$ based on the expert policy.\footnote{Note that one can further modify (b) to obtain a proper genetic algorithm proposed by Jensen [23], but we omit this comparison since it was done in Table 2.}

In Figure 6a and 6b, we observe that (a) and (b) perform significantly worse than GEGL. This result confirms that the neural apprentice policy and the genetic expert policy bring mutual benefits to our framework.

Separate evaluation of the max-reward priority queues. Next, we describe behavior of the apprentice policy and the expert policy during training. To this end, we compare the GuacaMol scores for the priority queues $Q$ and $Q_{ex}$ that are normalized by the original GEGL score. For example, we consider $\frac{\text{GuacaMolScore}(Q)}{\text{GuacaMolScore}(Q_{ex})}$ for evaluating $Q$ where $\text{GuacaMolScore}(\cdot)$ is the GuacaMol score evaluated on a set of molecules.

In Figure 6c and 6d, we observe that the samples collected from the genetic expert policy, i.e., $Q_{ex}$, indeed improves over that of the apprentice policy, i.e., $Q$ during early stages of the training. However, as the training goes on, the apprentice policy learns to generate molecules with quality higher than that of the expert policy. Since Table 6a and 6b shows that apprentice policy cannot reach the same performance without the expert policy, one may conclude that the apprentice policy effectively learns to comprise the benefits of genetic operators through learning.

5 Conclusion

We propose a new framework based on deep neural networks (DNNs) to solve the de novo molecular design problem. Our main idea is to enhance the training of DNN with domain knowledge, using the powerful expert-designed genetic operators to guide the training of the DNN. Through extensive experiments, our algorithm demonstrates state-of-the-art performance across a variety of tasks. We believe extending our framework to combinatorial search problems where strong genetic operators exist, e.g., biological sequence design [62], program synthesis [63], and vehicle routing problems [64], would be both promising and interesting.
Broader Impact

**De novo molecular design.** Our framework is likely to advance the field of de novo molecular design. In this field, successful algorithms significantly impact real-world, since the discovery of a new molecule has been the key challenge of many applications. Domain of such applications includes, but are not limited to, drug molecules [65], organic light emitting diodes [66], organic solar cells [67], energetic materials [68], and electrochromic devices [69]. Improvements in these applications are beneficial to human kind in general, as they often improve the quality of human life and may broaden our knowledge of chemistry.

However, one should always take care in automating such molecular design processes despite its promise, especially when using a deep neural network (DNN) to synthesize molecules in a fully automated way. Currently, there is no ways of entirely explaining and regularizing the behavior of DNNs in general. Hence, DNN-based de novo molecular design might cause safety issues from unexpected behaviors and these aspect should be taken into consideration. While such an issue is resolvable by human experts inspecting the proposals of the DNN, we would also like to encourage the researchers to develop a “safe” framework for de novo molecular design.

**Combinatorial optimization with deep reinforcement learning.** In a broader sense, our framework offers a new paradigm to search over a intractably large space of combinatorial objects with DNN. In particular, our algorithm is expected to perform well for domains where genetic algorithms are powerful; this includes domains of biological sequence design [62], program synthesis [63], and vehicle routing problems [64]. Hence, at a high-level, our work also shares the domain of applications impacted from such works.

More specifically, we follow the frameworks that use DNN to solve such combinatorial optimization problems. While these methods are certainly promising, we note the potential pitfall of overlooking the traditional solvers, due to the recent enthusiasm focused around deep neural networks. Furthermore, as observed in by several recent works [23, 70], the domain-specific methods may outperform the DNN-based methods, due to containing an important knowledge about the target problem as a strong prior. Hence, we would like to recommend the researchers to carefully apply their DNN-based methods for solving such problems, considering the domain-specific knowledge in mind.
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A Implementation details of the genetic operators

In this paper, we use crossover and mutation proposed by Jensen [23] for exploring the chemical space.

**Crossover** The crossover randomly applies either non_ring_crossover or ring_crossover, with equal probability. This generates two (possibly invalid) child molecules. If both the child molecules are invalid, e.g., violating the valency rules, the crossover is re-applied with limited number of trials. If valid molecules exist, we choose one of them randomly. In the following, we provide further details on the non_ring_crossover and ring_crossover.

a. The non_ring_crossover cuts an arbitrary edge, which does not belong to ring, of two parent molecules, and then attach the subgraphs from different parent molecules.

b. The ring_crossover cuts two edges in an arbitrary ring, and attach the subgraphs from different parent molecules.

**Mutation** The mutation randomly applies one of the seven different ways for modifying a molecule: atom_deletion, atom_addition, atom_insertion, atom_type_change, ring_bond_deletion, ring_bond_addition, and bond_order_change. After mutation, if the modified molecule is not valid, we discard it and re-apply mutation. Details of seven different ways of modifying a molecule are as follows.

a. The atom_deletion removes a single atom and rearrange neighbor molecules with minimal deformation from the original molecule.

b. The atom_addition connects a new atom to a single atom.

c. The atom_insertion puts an atom between two atoms.

d. The atom_type_change newly changes a type of an atom.

e. The bond_order_change alters the type of a bond.

f. The ring_bond_deletion cuts a bond from ring.

g. The ring_bond_addition creates a “shortcut” between two connected atoms.
B Additional experiments

Table 3: Experiment results for quantitative estimate of drug-likeness (QED) task.

| Algorithm      | Type   | Objective |
|----------------|--------|-----------|
| MCTS [Jensen 2019] | MCTS   | 0.851     |
| ORGAN [Guimaraes et al. 2017] | DRL    | 0.896     |
| JT-VAE [Jin et al. 2018]   | DEO    | 0.925     |
| ChemGE [Yoshikawa et al. 2018] | GA     | 0.948     |
| GCPN [You et al. 2018]     | DRL    | 0.948     |
| MRNN [Popova et al. 2019]  | DRL    | 0.948     |
| MolDQN [Zhou et al. 2019]  | DRL    | 0.948     |
| GraphAF [Shi et al. 2020]  | DRL    | 0.948     |
| GB-GA [Jensen 2019]        | GA     | 0.948     |
| HC-MLE [Jensen 2019]       | DRL    | 0.948     |
| MSO [Winter et al. 2019]   | DEO    | 0.948     |
| GEGL † (Ours)              | DRL    | 0.948     |

Table 4: Experimental results on relatively straight-forward tasks from the Guacamol benchmark.

| Task            | ChEMBL [57] | MCTS [23] | ChemGE [22] | HC-MLE [13] | GB-GA [23] | GEGL (Ours) |
|-----------------|-------------|-----------|-------------|-------------|------------|-------------|
| logP (target: -1.0) | 1.000       | 1.000     | 1.000       | 1.000       | 1.000      | 1.000       |
| logP (target: 8.0)  | 1.000       | 1.000     | 1.000       | 1.000       | 1.000      | 1.000       |
| TPSA (target: 150.0) | 1.000       | 1.000     | 1.000       | 1.000       | 1.000      | 1.000       |
| CNS MPO          | 1.000       | 1.000     | 1.000       | 1.000       | 1.000      | 1.000       |
| C_7H_8N_2O_2     | 0.972       | 0.851     | 0.992       | 1.000       | 0.993      | 1.000       |
| Pioglitazone MPO | 0.982       | 0.941     | **1.000**   | 0.993       | 0.998      | 0.999       |

In this section, we provide additional experimental results for the tasks in the Guacamol benchmark Brown et al. [29] that were determined to be relatively more straight-forward than other tasks. To this end, we first report our result for unconstrained optimization of the quantitative estimate of drug-likeness (QED) [50] in Table 3. Next, we evaluate GEGL on other tasks from the Guacamol benchmark in Table 4. In the Table 3 and 4, we observe GEGL to achieve the highest scores for six out of seven tasks. See Appendix F for details on the tasks considered in this section.
C Training details

In this section, we provide the implementation details for our experiments.

**Hardware.** All of the experiments were processed using single GPU (NVIDIA RTX 2080Ti) and eight instances from a virtual CPU system (Intel Xeon E5-2630 v4).

**Common details for GEGL.** For all experiments, we use priority queue of fixed size $K = 1024$. At each step, we sample 8192 molecules from the apprentice and the expert policy to update the respective priority queues. Adam optimizer [71] with learning rate of 0.001 was used to optimize the neural network with a mini-batch of size 256. Gradients were “clipped” by a norm of 1.0.

The apprentice policy is constructed using three-layered LSTM associated with hidden state of 1024 dimensions and dropout probability of 0.2. At each step of GEGL, the apprentice policy generates 8192 molecules. Among the 8192 samples, *invalid* molecules, e.g., molecules violating the valency rules, are filtered out from output of the apprentice policy.

The expert policy generates a molecule by selecting 8192 pair of molecules to apply crossover. Then for each valid molecules generated, mutation is applied with probability of 0.01. Similar to the apprentice policy, invalid molecules are filtered out from output of the expert policy.

**Optimization-specific details for GEGL** For the unconstrained optimization of PenalizedLogP, i.e., Table 1a, we pretrain the apprentice policy on the ZINC dataset [55] for 10 epochs (over the whole dataset). Next, we run GEGL for 200 steps. For this experiment, we constrain the maximum length of SMILES to be 81 (following Jensen [23], Nigam et al. [24], and Yang et al. [51]).

For the similarity-constrained optimization of PenalizedLogP, i.e., Table 1b, we again pretrain the apprentice policy on the ZINC dataset [55] for 10 epochs (over the whole dataset). Using the pretrained network, we run GEGL for 50 steps, for each reference molecule $x_{ref}$ from the 800 low-scoring molecules. Furthermore, we initialize the apprentice’s priority queue $Q$ with the reference molecule $x_{ref}$, i.e., $Q \leftarrow \{x_{ref}\}$. For this experiment, we constrain the maximum length of SMILES to be 100.

For the GaucaMol benchmark, i.e., Table 2 and 4, we use the network provided by Brown et al. [29] that was pretrained on the ChEMBLE [57] dataset. For each tasks, we run GEGL for 200 steps. For this experiment, we constrain the maximum length of SMILES to be 100.

**Details for baselines.** All of the reported results are reported by the existing works, with the exception of GraphAF [18] in Table 1b and baselines in Table 2b. To be specific, we re-evaluate the molecules generated from GraphAF using “our” implementation of PenalizedLogP (See Appendix E). For Table 2b, we run the implementation provided by Brown et al. [29].

---

6https://github.com/BenevolentAI/guacamol_baselines

7This leads to a sub-optimal performance, since we use the GraphAF model trained under a different implementation of PenalizedLogP; we provide a fair comparison in Table 5b.


D Baselines for de novo molecular design

In this section, we briefly describe the algorithms we used as baselines for evaluating our algorithm.

1. GVAE+BO [7] trains a grammar variational autoencoder and applies Bayesian optimization on its embedding space.
2. SD-VAE [11] propose a syntax directed variational autoencoder and applies Bayesian optimization on its embedding space.
3. ORGAN [6] trains a generative adversarial network along with reinforcement learning for maximizing the object.
4. VAE+CBO [19] trains a molecule-generating variational autoencoder and applies constrained Bayesian optimization on its embedding space.
5. CVAE+BO [8] trains a constrained variational autoencoder and applies Bayesian optimization on its embedding space.
6. JT-VAE [12] trains a junction tree variational autoencoder and applies Bayesian optimization on its embedding space.
7. ChemTS [51] proposes a SMILES-based genetic algorithm.
8. GCPN [9] trains a policy parameterized with graph convolutional network with reinforcement learning to generate highly-rewarding molecules. The reward is defined as a linear combination of the desired property of the molecule and a discriminator term for generating “realistic” molecules.
9. Molecular recurrent neural network (MRNN) [15] trains a recurrent neural network using reinforcement learning.
10. MolDQN [17] trains a molecular fingerprint-based policy with reinforcement learning.
11. GraphAF [18] trains a auto-regressive flow model with reinforcement learning.
12. GB-GA [23] proposes a graph-based genetic algorithm.
13. MCTS [23] proposes a Monte Carlo tree search algorithm.
14. MSO [16] applies particle swarm optimization on the embedding space of a variational autoencoder.
15. DEFactor [14] trains a variational autoencoder where computational efficiency was enhanced with differentiable edge variables.
16. VJTNW [52] trains a graph-to-graph model with supervised learning on the highly-rewarding set of molecules.
17. HC-MLE [13] proposes a “hill-climbing” variant of reinforcement learning to train a recurrent network.
18. CReM [40] proposes a genetic algorithm based on “chemically reasonable” genetic operator to generate a set of chemically reasonable molecules.
19. HierG2G [20] trains a graph-to-graph, hierarchical generative model with supervised learning on the highly-rewarding set of molecules.
20. DA-GA [24] proposes a genetic algorithm based on its fitness function augmented with a discriminator which assigns higher scores to “novel” elements.
21. PGFS [21] proposes a reinforcement learning algorithm that generates molecules from deciding the synthesis route given the set of available reactants.
### E Two ways of computing the PenalizedLogP score

Table 5: Experimental results on the optimization of PenalizedLogP with similarity constraint of \( \delta \), based on evaluating RingPenalty using AtomRings (a) and cycle\_basis (b) functions from Python’s NetworkX and RDKit packages, respectively. We report the average and standard deviation of the objectives collected over 800 molecules.

| \( \delta \) | Algorithm | Objective | Succ. rate |
|-------------|-----------|-----------|------------|
| 0.4         | MolDQN [Zhou et al. 2019] | 3.37 ± 1.62 | 1.00 |
| 0.4         | DA-GA [Nigam et al. 2020] | 5.93 ± 1.41 | 1.00 |
| 0.4         | GEGL\(^{\dagger}\) (Ours) | 7.37 ± 1.22 | 1.00 |
| 0.6         | MolDQN [Zhou et al. 2019] | 1.85 ± 1.21 | 1.00 |
| 0.6         | DA-GA [Nigam et al. 2020] | 3.44 ± 1.09 | 1.00 |
| 0.6         | GEGL\(^{\dagger}\) (Ours) | 3.98 ± 1.22 | 1.00 |

| \( \delta \) | Algorithm | Objective | Succ. rate |
|-------------|-----------|-----------|------------|
| 0.4         | JT-VAE [Jin et al. 2018] | 0.84 ± 1.45 | 0.84 |
| 0.4         | GCPN [You et al. 2018] | 2.49 ± 1.30 | 1.00 |
| 0.4         | VJTN [Jin et al. 2019] | 3.55 ± 1.67 | - |
| 0.6         | JT-VAE [Jin et al. 2018] | 0.21 ± 0.71 | 0.47 |
| 0.6         | GCPN [You et al. 2018] | 0.79 ± 0.63 | 1.00 |
| 0.6         | VJTN [Jin et al. 2019] | 2.33 ± 1.17 | - |
| 0.6         | GEGL\(^{\dagger}\) (Ours) | 9.69 ± 6.00 | 0.99 |

In this section, we describe how the PenalizedLogP score is measured in two different ways in the literature. First, recall the following definition of PenalizedLogP score:

\[
\text{PenalizedLogP}(x) = \text{LogP}(x) - \text{SyntheticAccessibility}(x) - \text{RingPenalty}(x).
\]

Existing works differ on the way of obtaining the list of atom rings for computing RingPenalty, i.e., the penalty for atom rings of size larger than 6. When inspecting the official implementations, we find out that Jin et al. [12], You et al. [9], Jin et al. [52], and Shi et al. [18] obtain the list of rings from the cycle\_basis function in the Python’s NetworkX library. In contrast, Zhou et al. [17], Nigam et al. [24], and our work use the AtomRings function from the Python’s RDKit library to obtain the list of rings.

This results in a slightly different PenalizedLogP scoring for the same molecule. To be specific, the cycle\_basis function extracts an “arbitrary” set of simple cycles which forms a basis for cycle space of the molecular graph. In contrast, the AtomRings function aims at extracting a “small set of smallest rings” describing the whole molecule. We also provide an example in Figure 7 where two functions produce a different list for a same molecule. Here, we observe that PenalizedLogP defined with respect to the cycle\_basis function penalizes the molecule, while AtomRings function does not.

\(^{\dagger}\)https://github.com/wengong-jin/icml18-jtnn
\(^{8}\)https://github.com/bovenliu16/rl_graph_generation
\(^{10}\)https://github.com/wengong-jin/iclr19-graph2graph
\(^{11}\)https://openreview.net/forum?id=S1esMkHYP
\(^{12}\)https://networkx.github.io/
\(^{13}\)https://github.com/google-research/google-research/tree/master/mol_dqn
\(^{14}\)https://github.com/aspuur-guzik-group/GA
\(^{15}\)https://github.com/rdkit/rdkit
\(^{16}\)https://www.rdkit.org/docs/RDKit_Book.html
We consider the \texttt{AtomRings} function to be more aligned with the definition of “atom rings” than the \texttt{cycle\_basis} function. Our choice mainly comes from the fact that the \texttt{AtomRings} is defined more consistently and defined specifically for capturing the atom rings in the molecule. Hence, we evaluate \texttt{PenalizedLogP} using the \texttt{AtomRings} function in Section 4.1. Note that we only re-evaluate GraphAF [18] in Table 1, since GraphAF was the best-performing baseline with different criteria for computing the \texttt{PenalizedLogP} score (See Appendix C for how we re-evaluate GraphAF).

For completeness, in Table 5, we re-evaluate GEGL for Table 1b using both the \texttt{AtomRings} and the \texttt{cycle\_basis} functions with the corresponding baselines.\footnote{Note that the 800 lowest-scoring molecules are determined accordingly for each criteria of \texttt{PenalizedLogP}.} Here, we observe that GEGL outperform the baselines regardless of the choice for \texttt{PenalizedLogP} score. Especially, GEGL achieves a higher score even when computing \texttt{PenalizedLogP} with the \texttt{cycle\_basis} function. This is because the scores for the reference molecules are much lower when computing for this case; the \texttt{cycle\_basis} function tends to capture larger cycles in the molecules and get larger penalty. Finally, we remark that that we do not re-evaluate Table 1a since the generated molecules (for unconstrained optimization of \texttt{PenalizedLogP}) do not contain cycles and the evaluated results do not change even when switching to \texttt{cycle\_basis} function.
Details on the GuacaMol benchmark

Given a set of molecules $\mathcal{X} = \{x_s\}_{s=1}^{|\mathcal{X}|}$ and a set of positive integers $\mathcal{S}$, tasks in the GuacaMol benchmark evaluate their score as follows:

$$\text{GuacaMolScore}(\mathcal{X}) := \sum_{S \in \mathcal{S}} \sum_{s=1}^{|S|-1} \frac{r(x_{\Pi(s)})}{|S|}, \quad \text{where} \quad r(x_{\Pi(s)}) \geq r(x_{\Pi(s+1)}) \quad \text{for} \quad s = 1, \ldots, |\mathcal{X}|-1,$$

where $r$ is the task-specific molecule-wise score and $\Pi$ denotes a permutation that sorts the set of molecules $\mathcal{X}$ in descending order of their metrics.

Next, we further provide details on the tasks considered in the GuacaMol benchmark.

- **Rediscovery.** The \{celecoxib, troglitazone, thiothixene\} rediscovery tasks desire the molecules to be as similar as possible to the target molecules. The algorithms achieve the maximum score when they produce a molecule identical to the target molecule. These benchmarks have been studied by Zaliani et al. [58] and Segler et al. [46].

- **Similarity.** The \{aripiprazole, albuterol, mestranol\} similarity tasks also aim at finding a molecule similar to the target molecule. It is different from the rediscovery task since the metric is evaluated over multiple molecules. This similarity metric has been studied by Willett et al. [59].

- **Isometry.** The tasks of $C_{11}H_{24}$, $C_9H_{10}N_2O_2PF_2Cl$, $C_7H_8N_2O_2$ attempt to find molecules with the target formula. The algorithms achieve an optimal score when they find all of the possible isometric molecules for the tasks.

- **Median molecules.** The median molecule tasks searches for molecules that are simultaneously similar to a pair of molecules. This previously has been studied by Brown et al. [39].

- **Multi property optimization.** The \{osimertinib, fexofenadine, ranolazine, perindopril, amlodipine, CNS, Pioglitazone\} multi property optimization (MPO) tasks attempt to fine-tune the structural and physicochemical properties of known drug molecules. For example, for the sitagliptin MPO benchmark, the models must generate molecules that are as dissimilar to sitagliptin as possible, while keeping some of its properties.

- **Other tasks.** The valsartan SMARTS benchmark targets molecules containing a SMARTS pattern related to valsartan while being characterized by physicochemical properties corresponding to the sitagliptin molecule. Next, the scaffold Hop and decorator Hop benchmarks aim to maximize the similarity to a SMILES strings, while keeping or excluding specific SMARTS patterns, mimicking the tasks of changing the scaffold of a compound while keeping specific substituents, and keeping a scaffold fixed while changing the substitution pattern. The LogP tasks aim at generating molecules with the targeted value of octanol-water partition coefficient. The TPSA task attempts to find a molecule with the targeted value of topological polar surface area. The QED task aims at maximizing the quantitative estimate of drug-likeness score.
G Discussion on GuacaMol molecules

| Molecule | Albuterol similarity | Ranolazine MPO | Sitagliptin MPO | Zaleplon MPO |
|----------|----------------------|----------------|----------------|--------------|
|          | passed | rejected  | passed | rejected | passed | rejected | passed | rejected |
| ![Molecule](image1) | 1.000 | 1.000 | ![Molecule](image2) | 0.921 | 0.946 | ![Molecule](image3) | 0.902 | 0.922 | ![Molecule](image4) | 0.756 | 0.756 |

Figure 8: Illustration of the molecules generated for the GuacaMol benchmark, that have passed and rejected from the filtering procedure. Below each molecule, we also denote the associated objectives.

Figure 9: (a) The main fragments in the passed molecule of Ranolazine MPO are marked. Two main fragments exist in reality: (b) N-(2-fluoro-6-methylphenyl) formamide, (c) 2-(2-methoxyphenoxy) ethanol.

In this section, we further provide descriptions on the molecules generated from GEGL for the tasks of GuacaMol benchmark, illustrated in Figure 8.

**Molecules passed from the post-foc filtering.** We first report some of the discovered molecules that pass the post-hoc filtering procedure and have realistic yet novel structures. For example, one may argue that the passed molecule for the Ranolazine MPO (in Figure 8) is chemically realistic; its main fragments of N-(2-fluoro-6-methylphenyl) formamide, (Figure 9b) and 2-(2-methoxyphenoxy) ethanol (Figure 9c) actually exist in reality. We have also verified the molecule to be novel from the chemical databases such as Scifinder [72] and Drugbank [73]. We provide the detailed illustration for the discovered molecule in Figure 9.

**Molecules rejected from the post-foc filtering.** In Figure 8, we illustrate an example of rejected molecules for the Albuterol similarity, Ranolazine MPO, Sitagliptin MPO, and Zaleplon MPO, respectively. They are filtered out as they are chemically reactive with high probability. Specifically, the molecule from the Albuterol similarity was rejected due to containing a SMILES of SH, i.e., \( \text{I5 Thiols} \). The molecule from the Ranolazine MPO was due to \( \text{C=CC=C}^{18} \), and that from the Sitagliptin MPO was due to \( \text{NNC=O} \), i.e., \( \text{acylhydrazide} \). Functional groups like SH, C=CC=C, and NNC=O are known to be reactive with high probability, hence they are rejected from the filtering procedure.

---

\(^{18}\)Note that C=CC=C in a ring is stable, but C=CC=C not in a ring is reactive, i.e., the left side of the molecule.