Generating Component Designs for an Improved NVH Performance by Using an Artificial Neural Network as an Optimization Metamodel
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Abstract: In modern vehicle development, suspension components have to meet many boundary conditions. In noise, vibration, and harshness (NVH) development these are for example eigenfrequencies and frequency response function (FRF) amplitudes. Component geometry parameters, for example kinematic hard points, often affect multiple of these targets in a non intuitive way. In this article, we present a practical approach to find optimized parameters for a component design, which fulfills an FRF target curve. By morphing an initial component finite element model we create training data for an artificial neural network (ANN) which predicts FRFs from geometry parameter input. Then the ANN serves as a metamodel for an evolutionary algorithm optimizer which identifies fitting geometry parameter sets, meeting an FRF target curve. The methodology enables a component design which considers an FRF as a component target. In multiple simulation examples we demonstrate the capability of identifying component designs modifying specific eigenfrequency or amplitude features of the FRFs.
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1. Introduction

Road noise is currently becoming an even more relevant topic for modern vehicles because electrification and quieter engine noise in general make road noise more dominant for the passengers. As road noise is annoying for the passengers, its reduction is an important task in the vehicle development process [1–5].

Road noise, transmitted from the tire contact patch through the suspension into the passenger cabin, makes the suspension transfer path one of the main assembly groups focused in the noise, vibration, and harshness (NVH) development. Though, the design of suspension components is subject to many different, often conflicting boundary conditions and optimization targets from different development domains [6,7]. For example, in the domain of NVH, a component could face a target for two different eigenfrequencies, since they must not match the eigenfrequency of a neighboring component in the same transfer path [3]. If one of the eigenfrequencies already fulfills the target criterion, the other one has to be modified without changing the first one.

The transfer path through the suspension system is characterized by a frequency response function (FRF) which correlates the input and the output of the transfer path. Noise transfer in general can be reduced either by reducing the excitation at the source or by reducing the transmission through the transfer path [6,8]. Reduction in the noise transfer in the transfer path can be achieved either by changing the component design or...
by implementing active systems [5]. As passive transfer paths still dominate suspension technology [9–11], we focus on a reduction in the passive transfer path by changing the position of kinematic hard points. These are the connection points between the individual suspension components and determine the kinematic characteristic of the suspension. Earlier publications suggested kinematics modifications as an opportunity to improve interior road noise in the early development phase [12–14]. The presented methodology is a practical approach to identify kinematics modifications suitable for such noise reduction.

As considering different development requirements becomes more difficult in later development phases, car manufacturers focus on a noise reduction in the early development phase [3], when few geometry parameters define the shape and properties of a component. In this digital design phase, no hardware is available and suspension concepts often change [15,16]. In the volatile development environment, simulation methods help finding and prioritizing possible design variants. Finding a global optimum for only one requirement is not the major target, whereas generating designs that fulfill multiple requirements is desirable [17–19].

In the early digital development phase, noise transfer development usually relies on finite element (FE) simulation [20]. In opposition to a topology optimization, in this article we focus on a geometry parameter optimization. Here, few parameters describe the geometric design of the component. Often, the geometry optimization works directly on the FE model, which requires high computation times. In a holistic and fast development process the optimization should be based on fast calculating metamodels that represent the behavior of the FE model [13,18,21–26]. In a previous publication, we showed polynomial metamodels to be capable of a targeted reduction in specific frequency bands of a component FRF [27]. Polynomial metamodels perform well for simple, continuous, and differentiable phenomena (p. 48, ref. [25]). If there are many parameters and complex systems like full vehicles, these constraints cannot be satisfied (p. 106, ref. [13]). In the automotive industry, artificial neural networks (ANN) currently establish themselves as a solution to overcome these obstacles [13,21,24,26,28,29]. In a previous publication we used an ANN to predict the FRF of an abstract component based on one geometry parameter [30]. We showed the network’s capability of predicting the FRF of unseen geometry configurations. In this article, we use the ANN as a metamodel in an optimization process which creates geometry parameter sets for a real suspension component, which fulfills an FRF target curve.

We use a data set of 500 different component designs and their respective FRFs to train ANNs which predict these FRFs from the geometry parameter sets. A component of a vehicle suspension is used to demonstrate the capabilities. We specify different FRF target curves and use the optimizer to create fitting geometry parameter sets.

2. Approach

In the following sections we present the approach used in this article, including the use case scenario and the methodology.

2.1. Use Case Scenario

The component under investigation is the knuckle of a vehicle suspension. The same knuckle was also used as an example in a previous publication [27].

Figure 1 is a simplified representation of the knuckle. The flat reddish flange surface represents the wheel hub attachment surface. We simplified the flange surface by a massless rigid element into a single wheel center point. This point is marked by a sphere in the center of the flange surface. The gray surfaces are attachment surfaces to suspension links. A massless rigid element combines each of the attachment surfaces into one center point for force examination, too. These points are represented by gray spheres in the center of each attachment surface. We call these points kinematic hard points. In Figure 1, all five hard points including their attachment surfaces and the flange surface including the wheel center point are visualized. In the previous publication [27], we only used the coordinate
of the hard point for the track rod (labeled \(P\) in Figure 1) as a variable geometry parameter. In this article, we use all 5 hard point coordinates. Each hard point coordinate \(x_i\)

\[
x_i = [x_{i,1}, x_{i,2}, x_{i,3}]^T
\]

(1)

consists of three direction components in the coordinate system presented in Figure 1. For the 5 hard points this results in 15 variable geometry parameters—the 15 design variables. In the scenario for this article the geometry parameters represent a suspension kinematics modification. This is a common demand in the early digital vehicle development phase.

![Figure 1. Knuckle of a vehicle suspension. The flat reddish surface in the center represents the wheel hub attachment surface. Gray spheres inside gray surfaces represent variable kinematic hard points. FRFs describe the noise transfer between each blue arrow and each red arrow. Each arrow represents one of the three directions \(x_1, x_2\) or \(x_3\).](image)

For the investigation of the noise transfer we calculate FRFs for the component. We use forces at the input and the output of the transfer path. This results in a non-dimensional FRF. Because the component is fixed to ground via stiff springs, the used FRF is directly proportional to the admittance, which correlates response displacements to excitation forces [31]. We examine the FRFs between the 5 hard points \((p = 5)\) and the wheel center, marked by five gray and one reddish spheres in Figure 1. Each arrow represents one of the three directions \(x_1, x_2\) or \(x_3\). There are FRFs from each excitation direction \((q = 3)\) to each receiver direction \((r = 3)\) resulting in

\[
n = p \cdot q \cdot r
= 5 \cdot 3 \cdot 3 = 45
\]

(3)

FRFs for the component. Each FRF covers the frequency range 0 Hz to 2000 Hz. Since we use discrete FE simulation, each FRF consists of discrete steps, called frequency bins, instead of a continuous function. The used frequency step width is 2 Hz resulting in 1000 frequency bins per FRF.

2.2. Workflow

The tool chain used for the optimization is presented in Figure 2.
Using a space filling latin hypercube (SFLH) algorithm as a design of experiments (DoE) method, we create a data set for the 15 variable geometry parameters. The 15 parameters are allowed to move up to $\pm 10$ mm independently from each other. This represents a reasonable order of magnitude for kinematics modifications in the suspension development process. We use Ansys optiSLang [32] to create the DoE parameter sets containing 500 designs. In the actual development process there are multiple additional scenarios besides the scenario presented in this article. As we need these different scenarios to be based on the same DoE and require fast component revision times, 500 samples offer an acceptable trade-off between required simulation time and metamodel accuracy.

For each of the 500 parameter sets we automatically create an FE model of the knuckle. This is performed by morphing an initial component FE model using the free form morphing algorithm presented in earlier publications [14,27]. In one of them, we present an example of the FE mesh [27]. The initial component FE model represents the metal part of the component and consists of approximately 100,000 FE nodes and 50,000 FE elements.

In order to guarantee adequate mesh quality after the morphing process, we perform a mesh quality analysis. We assume a worst case scenario in which all 15 geometry parameters are morphed with the maximum displacement of 10 mm. Then we compare the mesh quality of the morphed component FE model to the initial component FE model. As the initial component FE model is a well validated simulation model used in the vehicle development process, the mesh quality after morphing should not be decreased. We compare the element aspect ratio and the element skewness. We identify the worst element for both criteria in the initial component FE model. For the worst case scenario, no
element transforms to a worse aspect ratio. Only 2 of the 50,000 FE elements exceed the original skewness. This indicates a similar mesh quality to the initial component FE model.

The FE models are solved using *NX Nastran* with SOL 111 and provide the 45 FRFs for each of them. This data set of 45 FRFs for 500 parameter sets of 15 variable parameters is the basis for all further investigations.

The data set provides training data for 45 ANNs. Each FRF is represented by a unique ANN. The ANN setup is described in Section 2.3. The input for each of the ANNs are the 15 geometry parameters and the output are the frequency bins of one of the 45 FRFs.

The ANNs serve as metamodels for the optimizer. Here, we use an evolutionary algorithm (EA). The EA cycles through the creation of parameter sets for new designs and uses the ANNs to predict the FRFs for them. The design space for the EA is restricted to the DoE space at most, as extrapolating from metamodels is usually prohibited (p. 24, ref. [25]).

The ANNs could also have been trained to output the optimum parameter set regarding the target curves by using the internal optimizer of the ANN while training. We chose to output the FRFs, because we want to be able to change optimization criteria without retraining the net and perform multi-objective optimizations with multiple FRFs. Furthermore, we want to receive multiple parameter set suggestions in order to direct the design process, rather than finding the one optimum design.

To evaluate stopping criteria, the EA compares the respective FRF to the given target curve. The target curve is a desired curve for one of the 45 component FRFs. This could be a matching-curve, which is a target FRF to be matched as precisely as possible, or a maximum-curve, which must not be exceeded at any frequency bin. Section 2.4 describes the creation method for the target curve.

If the optimizer identifies one or multiple optimum parameter sets, it hands them over to the validation. For each parameter set, we create a validation FE model by morphing the initial component FE model. The simulated FRF is then compared to the predicted one, in order to approve the identified designs.

### 2.3. Artificial Neural Network

For the optimization metamodels, we use ANNs. Given non-linear activations, ANNs are universal approximators [33]. Without explicitly choosing an approach function they are able to extract relations from a presented parameter set. In our case, we use one densely connected ANN according to Table 1 for each of the 45 FRFs.

**Table 1. Architecture for each trained ANN.**

| Layer     | Size | Activation |
|-----------|------|------------|
| In Layer $d_{IN}$ | 15   | –          |
| Layer 1 $d_{HL1}$ | $2^{10}$ | ReLU       |
| Layer 2 $d_{HL2}$ | $2^{10}$ | ReLU       |
| Layer 3 $d_{HL3}$ | $2^{10}$ | ReLU       |
| Out Layer $d_{OUT}$ | 1000 | Identity   |

The input layer dimension $d_{IN}$ is given by the 15 geometry parameters explained in Equation (1). The hidden layers (HL) have the size $d_{HL1}$ through $d_{HL3}$. These were obtained empirically by testing varying layer sizes and observing the corresponding validation loss. The layer sizes $d_{HL1}$ through $d_{HL3}$ represent the configuration which minimizes the validation loss. Thus, the presented ANNs reflect the appropriate complexity.

Each hidden layer is applied with rectified linear unit (ReLU) activations to enable non-linear mapping. The output layer size $d_{OUT}$ reflects the 1000 frequency bins for each FRF. It contains identity activations since we use the metamodel to perform a multivariate regression.

The hyperparameters in Table 2 are chosen to reflect standard values within the state of the art [34–37]. A batch size of 10 and a total number of 200 epochs was combined with an Adam optimizer reducing a mean squared error (MSE) loss during training. For future
applications, the results could be further improved by a Bayesian optimization of the ANN hyperparameters.

**Table 2. Hyperparameters for each trained ANN.**

| Parameter     | Value |
|---------------|-------|
| Batch size    | 10    |
| Epochs        | 200   |
| Optimizer     | Adam  |
| Loss          | MSE   |
| Dropout $d_{HL1}, d_{HL2}$ | 20% |
| Dropout $d_{HL3}$ | 40% |

To prevent overfitting, a dropout of 20% is applied to the first two hidden layers and a dropout of 40% is applied to the third hidden layer. At the end of the number of epochs used for training, the validation loss lies under the training loss which validates regularization of the ANN [38]. The 45 ANNs were implemented in Tensorflow. Comparing the time consumption of both the ANN training and the training data generation (FE simulation), the data generation dominates by magnitudes. This confirms the necessity of an automated training data generation, achieved by the automated morphing algorithm.

2.4. **Creation of the Target FRF**

Usually, the target in NVH optimization is an amplitude reduction or a frequency shift. Simple mathematical functions representing maximum amplitudes for an FRF cannot demand frequency shifts, though. In our research, we wanted to provide design engineers with a fast and easy to use formulation of the optimization targets. In an intuitive process we define the target function by manipulating or drawing over the given initial FRF. This way, design engineers can define specific regions with amplitude changes, frequency shifts or clearance for deterioration. The drawing process is illustrated in Figure 3. The black line represents the initial FRF, the gray skyline in the background represents the same FRF for all 500 DoE parameter sets. The pictogram illustrates, which of the 45 FRFs is under investigation.

![Figure 3](image-url)

**Figure 3.** User input for the creation of a target curve. A graphical application presents the original FRF (black) and the skyline of all FRFs of the DoE data set (gray). The design engineer draws (pen symbol) a desired target curve into the plot (blue).
The target curve for the optimization can either act as a maximum-curve or a matching-curve. For the maximum-curve, the aim is to find a frequency response function that lies below the matching-curve. In contrast to that, with the specification of a matching-curve, the desired FRF has to show as little deviation as possible from the matching-curve.

2.5. Obtaining the New Parameter Set

For optimization, the EA implementation NSGAII provided in Platypus [39] is used under the GNU General Public License 3 [40]. For each of the 45 FRFs, the optimizer uses one ANN from Section 2.3 to identify best fitting parameter sets to fulfill the target curve. The 15 modified geometry parameters of the part and the 1000 frequency bins of one FRF are used as input and output of each net, respectively.

The optimization criteria differ for a matching-curve and a maximum-curve. For the matching-curve, we use the sum of squared deviations

\[ E_{\text{matching}} = \sum_{j=1}^{1000} (A_{\text{ANN},j} - A_{\text{matching},j})^2 \]

between the FRF amplitude estimation of the ANN \( A_{\text{ANN},j} \) and the matching-curve \( A_{\text{matching},j} \) for each frequency bin \( f_j \) as minimization criterion \( E \). This favors matching frequencies over matching amplitudes: The optimization criterion calculates the squared deviation for each frequency step. Thus, the deviation is larger for an inaccurate frequency compared to an inaccurate amplitude. For this reason the received designs tend to favour accurate frequency changes over accurate amplitude changes. This complies with common NVH demands for eigenfrequency shifting, which is used to avoid matching eigenfrequencies of multiple components in a transfer path [3,13,41].

For the maximum-curve, we calculate weighted differences between estimated and desired curve. The difference

\[ E_{\text{maximum}} = \sum_{j=1}^{1000} w_j (A_{\text{ANN},j} - A_{\text{maximum},j}) \]

is calculated by subtracting the amplitude values for each frequency bin. Estimated frequency bins above the maximum-curve are punished with a factor of \( w_j = 10,000 \). This is the same order of magnitude as the summed amplitudes of the whole spectrum. If the frequency bin amplitude lies below the maximum-curve, \( w_j \) equals one. This punishment factor showed to be effective to prevent the optimizer from identifying a parameter set with an FRF which lies above the maximum-curve in any frequency bin. The sum of these weighted differences acts as the minimization criterion.

Both Equations (4) and (5) combine the deviation between target and design FRF for the whole frequency range into a scalar single-objective optimization criterion. In this way a drawn curve combining multiple amplitude and frequency changes is condensed into a single-objective optimization resulting in a single optimum design.

2.6. Process Verification

In order to verify the implementation of the ANNs and the optimization algorithm, we perform a test case, before going into the application examples section. For this test case, we pick one of the 45 FRFs. It is the FRF from Figure 3.

Since the dropout introduces randomness into the ANN training, the training outcome differs between multiple trainings, despite using the same parameters and input data. To verify a consistent successful training process, we monitor the MSE loss function for 100 individual trainings. The mean value of the MSE for the 100 trainings is 0.0744 N^2 N^{-2} with a standard deviation of 0.0065 N^2 N^{-2}. This confirms a consistent successful ANN training.

For the selected FRF we use the FRF of the initial component design as a matching-curve. The initial design is not included in the 500 designs DoE data set, so the algorithm
has never seen the design of the target FRF. As we use a target curve for one of the 45 FRFs only, it would be coincidence, if the optimizer identifies the original component design, though. For each FRF there are only few significant design parameters. Therefore, we expect some design parameters to be determined with a small variance. Others—the non significant parameters for the selected FRF—with larger variance. Additionally, our experience shows that often there are multiple design parameter combinations to achieve a specific FRF. This complies with the aim of our approach to generate different component design suggestions for the design engineers, considering NVH demands.

In order to verify the optimization and the variance of the results, we perform 100 individual optimization runs with identical optimization parameters and target curve. As the NSGAII optimizer introduces a stochastic element, we expect the results to differ. Figure 4 presents the convergence plot for one of the optimization runs. For this run, the optimization criterion \( E_{\text{matching}} \) (Equation (4)) is ultimately reduced to 20.11 N^2 N^2. This confirms a consistent successful optimization process. As expected, the resulting optimum designs differ. The standard deviation of the 15 design variables differs between 1 mm and 5 mm. A small standard deviation around 1 mm indicates a significant design variable for the selected FRF. A large standard deviation indicates a design variable without any influence on the selected FRF. The optimizer chooses these design variables arbitrarily, as they do not influence the FRF.

The design variable with the lowest variance—and, thus, the one with the largest influence on the FRF—has a standard deviation of 1.21 mm. This design variable is the \( x_1 \)-coordinate of the blue hard point in Figure 3. This design variable determines dominantly the lever arm between the wheel center point and the kinematic hard point. This shows the optimizer’s capability to identify relevant design parameters. The presented result concurs to the hypothesis from an earlier publication [14]. Small changes to the location of few kinematic hard points can influence the noise transfer while others can be used for different development domains.

![Figure 4. Optimization criterion \( E_{\text{matching}} \) over optimization iterations.](image-url)
3. Application Examples

In this section we present and discuss practical results and the capabilities of the approach using the scenario, described in Section 2.1. We present different applications—typical for NVH development—using a target curve for one of the 45 FRFs for each application. The applications include amplitude reductions (Sections 3.1 and 3.2), changes of eigenfrequencies (Section 3.3), and combined optimizations (Section 3.4). For the application examples, we use different FRFs in order to showcase the general applicability of aimed FRF modifications for multiple different use cases.

As the approach is aimed at the early digital design phase, we want to generate designs with aimed changes in the FRFs. An exact match between prediction and validation is desired, but not mandatory for the design process.

In the following graphs, the FRF of the initial component is highlighted by a black line. The gray skyline in the background visualizes the minimum and maximum variation of the corresponding FRF values for all of the 500 DoE parameter sets. The blue curve marks the optimization target curve, either matching-curve or maximum-curve. The predicted FRF resulting from the ANN is highlighted in red. The simulated validation FRF is highlighted in green. For an ideal ANN, the predicted and simulated curves match. The FRF amplitudes are plotted logarithmically so that small differences are easier to recognize.

3.1. Target FRF with Amplitude Reduction

In a first investigation we showcase an amplitude modification. We use the original FRF as a target curve, differing only at the 1700 Hz peak. For this peak, we demand an amplitude reduction. The received FRF should lie on this matching-curve.

In Figure 5, the blue matching-curve flattens the peak. The predicted and simulated FRFs clearly show a reduction in the amplitude in the demanded frequency range.

At 1900 Hz we clearly see the difference between estimated and simulated FRF. This indicates a minor ANN estimation quality for the frequency bins above 1800 Hz, compared to lower frequency ranges.

The skyline implies a much larger potential for improvement around 1700 Hz. This improvement would be accompanied by large deviations in other frequency ranges, though.
This is prohibited by the matching-curve. The example shows the possibility to perform aimed improvement without deterioration in other areas.

3.2. Maximum-Curve with Multiple Amplitude Optimization Targets

In the next example we showcase the possibility to draw maximum-curves describing a multi-objective optimization. The blue maximum-curve in Figure 6 is the one, drawn in Figure 3. The aim is the amplitude reduction at all three peaks. In contrast to the previous example, the optimizer receives clearance around the peaks to shift them, as long as the amplitude is reduced.

![Figure 6. Optimization using a drawn maximum-curve describing a multi-objective optimization. Desired amplitude reduction at multiple frequency ranges while allowing small eigenfrequency shifts.](image)

The multiple amplitude reduction targets at the three FRF peaks are combined into a single objective optimization using Equation (5). Therefore, the optimization result is a single design.

It is clearly visible that the optimizer is able to identify a parameter set that fulfills the multi-objective optimization demanded by the drawn maximum-curve. The clearance at 1400 Hz enables an eigenfrequency shift to achieve the desired amplitude reduction. Again, the example shows that the prediction of the amplitudes at eigenfrequencies with the ANN could receive further improvement. In general, the ANN does not predict eigenfrequencies, but amplitude changes for each frequency bin. The behavior shows a higher prediction quality for frequency bins with minor changes and lower quality for frequency bins with larger changes, i.e., frequency ranges containing eigenfrequencies. These prediction quality differences combined with the selected minimization criterion, which favors matching frequencies over matching amplitudes, makes the approach especially suitable for desired frequency shifts.

3.3. Change of Eigenfrequency

As the previous example hinted a suitability for eigenfrequency shifts, we demand an aimed eigenfrequency change without the demand of an amplitude reduction, next. This resembles a common demand in NVH development. In Figure 7 we use the same FRF as used in Figure 5. We define a matching-curve demanding an eigenfrequency raise at 1700 Hz, without modifying the remaining FRF.
The new parameter set raises the eigenfrequency by approximately 50 Hz, which is half the desired raise of 100 Hz. Again, frequency prediction is more accurate, compared to amplitude prediction.

![Graph showing frequency response function (FRF) with multiple curves, including Skyline DoE, Original FRF, Target curve, Prediction FRF, and Validation FRF. The graph covers a frequency range from 0 to 2000 Hz and has a logarithmic scale for FRF from 0.1 to 10 N/N.](image-url)

**Figure 7.** Optimization using a matching-curve to achieve an eigenfrequency raise at 1700 Hz.

We demanded an eigenfrequency reduction for another FRF, to showcase both directions of change. In Figure 8 we reduce the eigenfrequency at 1900 Hz without an amplitude reduction target. In this case, the target frequency is matched accurately.

Both examples show the possibility to move specific component eigenfrequencies. The target curves not only consider the eigenfrequency itself, but also the rising and falling area left and right of the actual eigenfrequency. This width would not be considered by a scalar eigenfrequency optimization.

![Graph showing frequency response function (FRF) with multiple curves, including Skyline DoE, Original FRF, Target curve, Prediction FRF, and Validation FRF. The graph covers a frequency range from 0 to 2000 Hz and has a logarithmic scale for FRF from 0.1 to 10 N/N.](image-url)

**Figure 8.** Optimization using a matching-curve to achieve an eigenfrequency reduction at 1900 Hz.
3.4. Combined Amplitude and Frequency Changes

The following three examples try to combine both frequency and amplitude changes. For Figures 9 and 10 we used a matching-curve and tried to alter one eigenfrequency, without any changes to the remaining FRF. Both examples show a suitable frequency shift without any amplitude improvements.

**Figure 9.** Optimization using a matching-curve to achieve an eigenfrequency raise and an amplitude reduction at 1350 Hz.

For Figure 11 we used a maximum-curve and granted more freedom in changing the FRF. This additional freedom enabled the optimizer to find a parameter set that both
fulfilled the frequency reduction and the amplitude reduction. The less strict boundary condition even enabled improvement in additional frequency ranges.

Figure 11. Optimization using a maximum-curve to achieve an eigenfrequency and amplitude reduction at multiple frequency ranges.

3.5. Comparison to Earlier Investigations

In an earlier publication, we used polynomial metamodels for a similar optimization problem [27]. There, polynomial metamodels performed well for the prediction of a single frequency bin with only three design variables. This approach had to be expanded for the use with more design variables and more complex systems.

The presented application examples provide us with insights into the suitability of ANNs as metamodels for the NVH suspension development. For us, the most important finding is that the required ANN training time is magnitudes smaller compared to the necessary NVH FE simulation for the DoE designs. For this reason, longer training time for the metamodel is not an argument against using ANNs. This enables us to use all the advantages of ANNs for the representation of more complex systems. This will be especially important for the desired expansion to sub-assembly or even full vehicle simulations. First investigations into these expansions hint complex dependencies that cannot be represented by polynomial metamodels with acceptable numbers of DoE samples.

4. Conclusions and Outlook

In this article we presented an approach to use ANNs as metamodels for an NVH FE simulation in an optimization workflow. For a vehicle suspension component, we determined geometry parameter sets, with which the component FRF meets a target curve. On the one hand, we presented the possibility to modify an FRF in a specific frequency range only, while preserving the rest of the FRF. On the other hand we freed the design space giving the optimizer more possibilities to alter the FRF. Both cases proved the possibility to either change the frequency of specific FRF features or their amplitude. In a last example we proved a combination of frequency and amplitude change possible, if the design space is open enough. Less strict target curves tend to provide better component designs.

The presented examples showed the possibility to create designs satisfying the given FRF restrictions. This can support the component design process in the early digital development phase. Giving rough restrictions to the FRFs can hint new design options.
Narrow restrictions can lead to an optimized component performance without changing sufficient areas.

The presented examples confirmed the possibility to use ANNs as metamodels in a conventional optimization process for aimed changes in FRFs. Comparing estimated FRFs to simulated FRFs hinted a higher prediction quality for eigenfrequency position compared to eigenfrequency amplitude. The prediction quality could be further improved by optimizing the ANN hyperparameters.

The investigation shows potential for aimed optimization of the NVH performance. In future work, the investigation of component FRFs could be expanded onto sub-assembly FRFs or even full vehicle simulations. Then, the optimization criteria could not only include NVH characteristics, but also characteristic values for other development domains.
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- **ReLU** Rectified Linear Unit
- **SFLH** Space Filling Latin Hypercube

**References**

1. Jung, F. 5th International ATZ Conference on Vehicle Acoustics. ATZ Worldw. 2019, 121, 76–77. [CrossRef]
2. Mantovani, M. Rolling noise does not evoke an emotional response. ATZ Worldw. 2018, 120, 18–21. [CrossRef]
3. Rambacher, C.; Ehrt, T.; Sell, H. Vibration optimisation of entire axles. ATZ Worldw. 2017, 119, 50–55. [CrossRef]
4. Uhlar, S. Hybrid Simulation of Structure-borne Road Noise. ATZ Worldw. 2021, 123, 50–55. [CrossRef]
5. Hua, X.; Thomas, A.; Shultis, K. Recent progress in battery electric vehicle noise, vibration, and harshness. Sci. Prog. 2021, 104, 368504211005224. [CrossRef] [PubMed]
6. Schlecht, A. Minimierung der Schwingungsanfälligkeit von Kraftfahrzeugvorderachsen. Ph.D. Thesis, Technische Universität München, München, Germany, 2012.
7. Schlott, S. Endless conflicts. ATZ Worldw. 2018, 120, 6–7. [CrossRef]
8. Ichikawa, K. Research on Mechanism of Change in Suspension Transfer Force in Relation to Low-Frequency Road Noise. SAE Int. J. Passeng. Cars Mech. Syst. 2015, 8, 22–30. [CrossRef]
9. Arana, C.; Evangelou, S.A.; Dini, D. Series Active Variable Geometry Suspension for Road Vehicles. *IEEE/ASME Trans. Mech. 2015*, 20, 361–372. [CrossRef]

10. Ersoy, M.; Gies, S. (Eds.) *Fahrwerkhandbuch: Grundlagen, Fahrdynamik, Komponenten, Systeme, Mechatronik, Perspektiven*, 5th ed.; ATZ/MTZ-Fachbuch, Springer Vieweg: Wiesbaden, Germany, 2017. [CrossRef]

11. Khan, S.; Horoub, M.M.; Shafiq, S.; Ali, S.; Bhatti, U.N. Optimization of Vehicle Suspension System Using Genetic Algorithm. In *Proceedings of the 2019 IEEE 10th International Conference on Mechanical and Aerospace Engineering (ICMAE)*, Brussels, Belgium, 22–26 July 2019; pp. 203–207. [CrossRef]

12. Kosaka, F.; Mizuno, H.; Inoue, T.; Takagi, K. Road noise sensitivity analysis with respect to suspension geometry. In *Proceedings of the INTER-NOISE and NOISE-CON Congress and Conference Proceedings*, Melbourne, Australia, 16–19 November 2014; Volume 249, pp. 2127–2136.

13. Harzheim, L. *Strukturoptimierung: Grundlagen und Anwendungen*, 3. überarbeitete und Erweiterte Auflage ed.; Deutsch, H., Ed.; Verlag Europa Lehrmittel—Nourney Vollmer GmbH & Co. KG: Haan-Gruiten, Germany, 2019.

14. von Wysocki, T.; Chahkar, J.; Gauterin, F. Small Changes in Vehicle Suspension Layouts Could Reduce Interior Road Noise. *Vehicles 2020*, 2, 18–34. [CrossRef]

15. Büttner, J.; Schwarz, S.; Schumacher, A.; Bäck, T. Global Sensitivity Matrix for Vehicle Development. *Braunschweig: Wiesbaden: Springer Fachmedien Wiesbaden: Wiesbaden, Germany, 2015.*

16. Marburg, S. Efficient optimization of a noise transfer function by modification of a shell structure geometry—Part I: Theory. *Struct. Multidiscip. Optim. 2002*, 24, 51–59. [CrossRef]

17. Helm, D.; Huf, A.; Zimmer, H.; Kondziella, R. Anforderungen in der frühen Phase der Gesamtfahrzeugauslegung. In *VDI-Berichte 2169*: VDI-Verlag: Düsseldorf, Germany, 2012; pp. 21–40.

18. Hemm, D.; Huf, A.; Zimmer, H.; Kondziella, R. Anforderungen in der frühen Phase der Gesamtfahrzeugauslegung. In *VDI-Berichte 2169*: VDI-Verlag: Düsseldorf, Germany, 2012; pp. 21–40.

19. Vemireddy, K.; Dittmar, T.; Eckstein, L.; Hesse, L.; Rettweiler, P. Development of a driving dynamics-oriented suspension design during the early concept phase. In *6th International Munich Chassis Symposium 2015*; Pfeffer, P., Ed.; Springer Fachmedien Wiesbaden: Wiesbaden, Germany, 2015; pp. 233–255. [CrossRef]

20. Genuit, K. (Ed.) *Sound-Engineering im Automobilbereich: Methoden zur Messung und Auswertung von Geräuschen und Schwingungen*; Springer: Berlin/Heidelberg, Germany, 2010. [CrossRef]

21. Arslan, M.A.; Hajela, P. Use of counterpropagation neural networks to enhance the concurrent subspace optimization strategy. *Eng. Optim. 2001*, 33, 327–349. [CrossRef]

22. Most, T.; Will, J. Sensitivity analysis using the Metamodel of Optimal Prognosis. In *Proceedings of the Weimar Optimization and Stochastic Days 8*, Weimar, Germany, 24–25 November 2011; pp. 24–40.

23. Niersmann, A. Modellbasierte Fahrwerkverklausellung und -Optimierung. Ph.D. Thesis, Technische Universität Braunschweig, Braunschweig, Germany, 2012.

24. Ranjarb, M.; Marburg, S. Fast Vibroacoustic Optimization of Mechanical Structures Using Artificial Neural Networks. *Int. J. Mech. Eng. Appl. 2013*, 1, 64. [CrossRef]

25. Siebertz, K.; van Bebber, D.; Hochkirchen, T. *Statistische Versuchsplanung*; Springer: Berlin/Heidelberg, Germany, 2017. [CrossRef]

26. Büttner, J.; Schwarz, S.; Schumacher, A.; Bäck, T. Global Sensitivity Matrix for Vehicle Development. *ATZ Worldw. 2021*, 123, 26–31. [CrossRef]

27. von Wysocki, T.; Leupolz, M.; Gauterin, F. Metamodels Resulting from Two Different Geometry Morphing Approaches Are Suitable to Direct the Modification of Structure-Born Noise Transfer in the Digital Design Phase. *Appl. Syst. Innov. 2020*, 3, 47. [CrossRef]

28. Nagaya, K.; Li, L. Control of sound noise radiated from a plate using dynamic absorbers under the optimization by neural network. *J. Sound Vib. 1997*, 208, 289–298. [CrossRef]

29. Shi, Q.; Hagihara, I.; Azetsu, S.; Ichikawa, T. Holographic neural network approximations for acoustics optimization. *JSAE Rev. 1998*, 19, 361–363. [CrossRef]

30. Tsokaktsidis, D.E.; von Wysocki, T.; Gauterin, F.; Marburg, S. Artificial Neural Network predicts noise transfer as a function of excitation and geometry. In *Proceedings of the 23rd International Congress on Acoustics, Aachen*, Germany, 9–13 September 2019; pp. 4378–4382. [CrossRef]

31. Irvine, T. An Introduction to Frequency Response Functions; College of Engineering and Computer Science, California State University: Northridge, CA, USA, 2000.

32. Ansys. *Ansys optiSLang*. 2021. Available online: https://www.ansys.com/products/platform/ansys-optislang (accessed on 2 June 2021).

33. Cybenko, G. Approximation by superpositions of a sigmoidal function. *Math. Control. Signals Syst. 1989*, 2, 303–314. [CrossRef]

34. de Myttenaere, A.; Golden, B.; Grand, B.L.; Rossi, F. Mean Absolute Percentage Error for regression models. *Neucomputing 2016*, 192, 38–48. [CrossRef]

35. LeCun, Y.; Bengio, Y.; Hinton, G. Deep learning. *Nature 2015*, 521, 436–444. [CrossRef] [PubMed]

36. Glorot, X.; Bengio, Y. Understanding the difficulty of training deep feedforward neural networks. In *Proceedings of the JMLR Workshop and Conference Proceedings*, Chia Laguna Resort, Sardinia, Italy, 13–15 May 2010; Volume 9, pp. 249–256.
37. Glorot, X.; Bordes, A.; Bengio, Y. Deep sparse rectifier neural networks. In Proceedings of the Fourteenth International Conference on Artificial Intelligence and Statistics, Fort Lauderdale, FL, USA, 11–13 April 2011; pp. 315–323.
38. Goodfellow, I.; Bengio, Y.; Courville, A. Deep Learning; MIT Press: Cambridge, MA, USA, 2016.
39. Hadka, D. Platypus. 2020. Available online: https://github.com/Project-Platypus/Platypus (accessed on 2 June 2021).
40. Free Software Foundation. GNU General Public License v3.0. Available online: https://www.gnu.org/licenses/gpl-3.0.html (accessed on 2 June 2021).
41. Civita, M.L.; Sestieri, A. Optimization of an Engine Mounting System for Vibro-Acoustic Comfort Improvement. In Proceedings of the SPIE The International Society for Optical Engineering, 1998; Volume 3727/PT2, pp. 1998–2004. Available online: http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.458.6086&rep=rep1&type=pdf (accessed on 2 June 2021).