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Abstract

Generative based strategy has shown great potential in the Generalized Zero-Shot Learning task. However, it suffers severe generalization problem due to lacking of feature diversity for unseen classes to train a good classifier. In this paper, we propose to enhance the generalizability of GZSL models via improving feature diversity of unseen classes. For this purpose, we present a novel Diverse Feature Synthesis (DFS) model. Different from prior works that solely utilize semantic knowledge in the generation process, DFS leverages visual knowledge with semantic one in a unified way, thus deriving class-specific diverse feature samples and leading to robust classifier for recognizing both seen and unseen classes in the testing phase. To simplify the learning, DFS represents visual and semantic knowledge in the aligned space, making it able to produce good feature samples with a low-complexity implementation. Accordingly, DFS is composed of two consecutive generators: an aligned feature generator, transferring semantic and visual representations into aligned features; a synthesized feature generator, producing diverse feature samples of unseen classes in the aligned space. We conduct comprehensive experiments to verify the efficacy of DFS. Results demonstrate its effectiveness to generate diverse features for unseen classes, leading to superior performance on multiple benchmarks. Code will be released upon acceptance.

1. Introduction

Generalized Zero-Shot Learning (GZSL) is an important yet challenging problem in computer vision, aiming to recognize object categories unseen in the training phase. It is widely utilized in various applications, e.g., image recognition [22, 17, 6, 42], object detection [29, 46, 21] and super-resolution [35], due to the powerfulness of facilitating a model to reason class information of new objects with only their semantic correlations to known ones.

Existing methods to tackle the GZSL task mainly follow two strategies: one is embedding based [19, 26, 34, 44, 7, 16], that learns an embedding model between visual and semantic spaces, following with nearest neighbor search for deriving class cues; the other is generation based [40, 10, 25, 14, 33, 23], that applies generative model to produce features for unseen classes, converting the problem to a traditional classification problem. Recently, generative based strategy has shown dominated performance over embedding based one, regarding to its capability of alleviating severe generalization problem. However, it suffers from lacking of feature diversity for unseen classes to train a good classifier. In this paper, we propose to enhance the generalizability of GZSL models via improving feature diversity of unseen classes. For this purpose, we present a novel Diverse Feature Synthesis (DFS) model. Different from prior works that solely utilize semantic knowledge in the generation process, DFS leverages visual knowledge with semantic one in a unified way, thus deriving class-specific diverse feature samples and leading to robust classifier for recognizing both seen and unseen classes in the testing phase. To simplify the learning, DFS represents visual and semantic knowledge in the aligned space, making it able to produce good feature samples with a low-complexity implementation. Accordingly, DFS is composed of two consecutive generators: an aligned feature generator, transferring semantic and visual representations into aligned features; a synthesized feature generator, producing diverse feature samples of unseen classes in the aligned space. We conduct comprehensive experiments to verify the efficacy of DFS. Results demonstrate its effectiveness to generate diverse features for unseen classes, leading to superior performance on multiple benchmarks. Code will be released upon acceptance.
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ating the seen-bias problem. Despite its successful, generative based strategy still faces two major problems, that heavily hurt its generalizability while are ignored by prior works. The first problem is lack of diversity for generated features of unseen classes, leading to inaccurate classification boundary. As shown in Figure 1(a), generated samples from prior works are platitudinous and cannot describe the true distribution of unseen classes, causing classifier trained with these samples performs poorly in the testing phase. The second problem is high-complexity of feature generator, due to employing GAN with complex settings, which results in unstable training procedure [40, 47, 13, 25]. Motivated by this, we propose to boost the generalizability of GZSL models via enhancing the feature diversity with low-complexity generators.

To achieve this goal, we present a novel Diverse Feature Synthesis (DFS) model for the GZSL task in this paper. Generally, semantic knowledge has specifiveness, e.g., one class label only maps to a particular semantic feature; Whereas, visual knowledge has diversity, e.g., one class label maps to multiple visual features. Prior works [14, 33, 23] generate feature samples for unseen class solely relied on their semantic knowledge. Differently, our DFS model proposes to incorporate visual and semantic knowledge, together, for inheriting both of their properties. Thus, DFS can generate diverse features for a specific unseen class. Besides, instead of visual space, DFS performs feature generation and category classification in the aligned space due to its simplicity and descriptiveness, therefore, alleviating the stress for capturing feature diversity and making a low-complexity model competent for the task.

In particular, DFS is implemented with two generators: an Aligned Feature Generator (AFG) and a Synthetic Feature Generator (SFG). DFS first utilizes AFG to transfer features from semantic and visual spaces into an aligned space, which is derived from the cross model learning [33]. Then, DFS learns SFG, designed as a Conditional Variational AutoEncoder (CVAE), with two steps: In the first step, SFG feeds aligned semantic and visual features of seen classes as input to the encoder, which produces latent features embedding with both semantic and visual knowledge; In the second step, SFG feeds the latent features into its decoder to reconstruct aligned visual features of seen classes, given the semantic knowledge as condition. After SFG learned, in the inference phase, DFS removes its encoder and only uses the decoder to generate feature samples for unseen classes. Here, latent features for unseen classes are synthesized via randomly sampling from standard Gaussian distribution. In this way, DFS introduces visual knowledge into the feature generation process, it significantly increases the diversity of generated samples, overcoming the drawbacks of prior works and leading to improved classifier with better generalizability, as shown in Figure 1(b). In addition, usage of aligned features simplifies the feature generation process, enabling a low-complexity VAE to satisfy the requirement. The overall framework of DFS is shown in Figure 2.

Comprehensive experiments verify the efficacy of DFS to generate diverse feature samples for unseen classes as well as to improve the generalizability of GZSL models. Our contributions are in two folds: (1) We propose a novel model for effectively and efficiently generating diverse features for unseen classes for the GZSL task; (2) With feature samples generated from our model, we set new state-of-the-arts on multiple benchmarks for the GZSL task.

2. Related Work

In literature, Zero-Shot Learning (ZSL) has been well studied. It can be categorized into Conventional ZSL (CZSL) and Generalized ZSL (GZSL) depending on the classes contained in the testing dataset. For CZSL, the testing dataset only contains unseen classes samples. However, for GZSL, both seen and unseen classes samples are included in the testing dataset. Compared with CZSL, GZSL is more practical, and most of current researches in ZSL area aim at solving this problem.

Early ZSL approaches are mainly based on embedded models and can be divided into three groups. The first group [19, 31] learns a projection function from visual feature space to a semantic space. The second group [43, 3] of approach map semantic features to visual space. The third group [7, 31, 45, 14] adopts latent space to establish mapping between semantic and visual domains. Although the above methods have achieved remarkable results in CZSL setting, these models will produce obvious bias to the visible classes in GZSL setting. This is demonstrated by the fact that the classification accuracy of seen classes is much higher than that of unseen classes.

Recently, the powerful generative methods, e.g., Generative Adversarial Network (GAN) [11] and Variational Autoencoder (VAE) [2], are utilized to synthesize massive features of unseen classes from prototype vector [37, 40, 18, 28, 15, 24, 10, 47]. These synthesized features of unseen classes will be used together with features of seen classes to train a fully supervised classifier. This way can promote generalization of the classifier, thus reducing the bias to seen classes, resulting in a higher harmonic mean. f-CLSWGAN [40] applies GAN to generate visual features conditioned on semantic features, but it suffers from mode collapse issues and unstable training phase [3]. VAE based algorithm [24, 15] can train stably, but it fails to capture the complex distribution [5], leading to unsatisfied results. In order to overcome the above shortcomings, [41, 10] combines two generative models, i.e., VAE/GAN, to generate samples for unseen classes. Despite of achieving performance improvement, their complex parameter setting and tedious training process can not be ignored. In contrast
Generalized Zero-Shot Learning (GZSL) problem. Let $S = \{(v_s, a_s, l_s)\} \forall v_s \in V_s, a_s \in A_s, l_s \in L_s \}$ denote the training set for seen classes, where $v_s$ is the visual feature of an image, $l_s$ is the corresponding class label, and $a_s$ is the semantic embedding for class $l_s$. Let $U = \{(v_u, a_u, l_u)\} \forall v_u \in V_u, a_u \in A_u, l_u \in L_u \}$ denote the testing set for unseen classes, where $v_u$, $a_u$, and $l_u$ are similarly defined as $v_s$, $a_s$, and $l_s$, but $L_s \cap L_u = \emptyset$, meaning that seen classes and unseen ones are disjoint. Given $S$, $A_u$, and $L_u$, GZSL targets at learning a function $f$ that can recognize both seen and unseen classes, where $v \in V_s \cup V_u$ and $l \in L_s \cup L_u$.

To solve the GZSL task, generative based strategy models $f$ as a classifier through converting the original problem to the traditional classification problem. Accordingly, its core is to generate visual features $V_u$ for unseen classes, thus forming the training set $T = \{(v, l)\} | v \in V_s \cup V_u, l \in L_s \cup L_u \}$ to learn the classifier $f$. For getting $V_u$, prior works mainly follow two ways: (1) performing feature generation in the original visual space with a Generative Adversarial Network based generator $g_1$, formulated as

$$g_1 : A_u, z \rightarrow \hat{V}_u$$

where $z$ is a noise sampled from standard Gaussian distribution; (2) performing feature generation in the aligned space with a sampler $g_2$:

$$g_2 : H(A_u) \rightarrow H(\hat{V}_u)$$

where $H(\cdot)$ is a function for transferring features from original space to aligned space. However, the first way is always built on a complex model to mitigate the large gap between semantic and visual knowledge, and the second way often suffers from samples lacking of diversity.

Differently, in this paper, we propose a Diverse Feature Synthesis (DFS) model, defined by $\hat{g}$, to generate diverse feature samples for unseen classes in the aligned space, as

$$\hat{g} : H(A_u), z \rightarrow H(\hat{V}_u)$$

In this way, DFS is able to effectively generate diverse feature samples for unseen class via low-complexity model. Thus, DFS overcomes drawbacks of previous and leads to a more accurate classifier $f$ for the GZSL task. In next subsection, we will illustrate the implementation details of the proposed DFS model.

3.2. Diverse Feature Synthesis Model

In this section, we will explain the implementation of our DFS model in details, including its network architecture as well as the training and inference phases.

3.2.1 Network Architecture

Our DFS model is composed of two modules: an Aligned Feature Generator and a Synthetic Feature Generator. Their details will be illustrated in the following, respectively.

Aligned Feature Generator

We implement the aligned feature generator based on the recently proposed model CADA-VAE [13], which achieves impressive results for generalized zero-shot learning by using a stable cross VAE model. Nevertheless, we are not limited to choosing CADA-VAE model as the basis and our DFS network can still be effective in improving performance when other aligned feature generators are selected as the baseline. More concretely, two encoders, $E^1$ and $E^2$, first encode semantic and visual vectors as aligned features, $z^1_u$ and $z^2_u$, respectively. After obtaining the aligned features, we take them passed through the decoders, $D^1$ and $D^2$, to generate reconstruction features which have the same dimensions with original input vectors. According to classical VAE model, we can formulate the loss as follows:

$$L_{VAE} = \sum_{k=1}^{M} E q_k(z^k_0|x^k_0)|log p_0(x^k_0|z^k_0)| \beta_1 D_{KL}(q_0(z^k_0|x^k_0)||p_0(z^k_0))$$

(1)

where $q_0(z^k|x^k)$ is modeled as $E^k$, $p_0(z^k)$ is assumed to be $N(0, 1)$, $D_{KL}(\cdot|\cdot)$ is equal to $D^k$ and $D_{KL}(\cdot)$ denotes KL-Divergence. $\beta_1$ is the hyper-parameter to weight the loss of KL-Divergence and reconstruction loss. $z$ is the feature in aligned space. For ZSL, the features are usually draw from visual and semantic domain, so we set $M = 2, x^1_s \in A_s$ and $x^2_s \in V_s$.

Here, in order to learn representations within an aligned space, two extra loss terms which named Distribution-Alignment loss ($L_{DA}$) and Cross-Reconstruction loss ($L_{CA}$) are introduced into model.
Figure 2: The overview of our proposed Diverse Feature Synthesis (DFS) model for the Generalized Zero-Shot Learning (GZSL) tasks. Top: the training phase. DFS first utilizes an aligned feature generator to transfer semantic and visual features of seen classes, \(a_s\) and \(v_s\) into aligned space, i.e., \(z^1_l\) and \(z^2_l\). Then, it employs a synthesised feature generator to produce synthesised features. Specifically, it feeds the aligned features into the decoder \(E^3\) to generate the latent feature \(z^3_l\) via sampling from \(\mu^3_l\) and \(\sigma^3_l\) and reconstructs the visual representation by the decoder \(D^3\) with \(\tilde{z}^2_l\). Bottom: the inference phase. For seen classes, the aligned feature \(z^2_l\) are directly produced by the aligned feature generator, given \(v_s\) as input. While for unseen classes, DFS removes the encoder of the synthesised feature generator. After deriving aligned feature \(z^1_u\) from \(a_u\), it synthesises the latent feature \(z^{noise}\) via random sampling from standard Gaussian distribution for input to \(D^3\) to generate the feature sample \(z^2_u\) of unseen class.

\[ L_{DA} = \sum_{k=1}^{M} \sum_{t=1 \ldots r_k} \left( ||\mu^k_t - \mu^1_t||^2_2 + ||(\sigma^k_t)^\frac{1}{2} - (\sigma^1_t)^\frac{1}{2}||^2_{Frobenius} \right)^\frac{1}{2} \]  

(2)

where \(\mu^k_t\) is mean and \(\sigma^k_t\) is variance parameters for multivariate Gaussian distributions from \(k^{th}\) modality.

Due to the aligned space contains the domain shared and transferable information, the modality-specific features should also be reconstructed with the aligned feature of the same sample but from distinct modalities. Thus, \(L_{CA}\) is defined as follows:

\[ L_{CA} = \sum_{k=1}^{M} \sum_{t=1 \ldots r_k} Dis(x^k_t, D^k_t) \]  

(3)

where \(x^k_t\) is the latent feature from \(k^{th}\) modality and \(z^k_t = E^k(x^k_t)\), \(Dis(\cdot, \cdot)\) is the Manhattan distance function. Thus at the end of this part, we encode the features of different modalities to an aligned space. However, the model lacks the ability to generate significantly diverse features for unseen classes.

**Synthetic Feature Generator**

For one class \(l \in L_s \cup L_u\), aligned embeddings from visual space usually sampled from multiple distributions, that is, \(z^2_l\) can be sampled from \(\{N(\mu^1_l, \sigma^1_l), N(\mu^2_l, \sigma^2_l), ..., N(\mu^r_l, \sigma^r_l)\}\), where \(r\) denotes the \(r^{th}\) sample in class \(l\). Nevertheless, aligned embeddings \(z^1_l\) from semantic space only can be sampled from unitary distributions \(N(\mu^1_l, \sigma^1_l)\). Since the variance of specific information in visual space is difficult to be captured directly by semantic features, these information is contained in \(\mu^2_l\) as the unique feature of each sample.

In order to make the instances generated from seman-
tic feature more diverse, in this part, a module named SFG is designed to explicitly capture the distribution of visual-specific information in aligned space. The framework of SFG is shown in Figure 2. By given the paired features specific information in aligned space. The framework of is designed to explicitly capture the distribution of visual-tic feature more diverse, in this part, a module named SFG to compute the latent parameters reparameterization trick. The decoder conditioned on the latent feature feature \( z \) with \( D \) where \( p \) \( N \) \( \beta \) two items. In contrast to [24], using \( z \) the semantic space. Second, ing two points. First, the learning process of the network difficulty of the network. In particular, we let \( s \) on the same manifold, which will further reduce the training process of the model. After training SFG, We can provide diverse samples in aligned space, an encoder \( E \) encoded in aligned space, an encoder \( E \) and decoder \( D \) where \( p \) \( N \) \( \beta \) is obtained by sampling from \( N(\mu_{l_u}, \sigma_{l_u}) \) with the same dimension as \( z^3 \) and connect them with \( z^3 \) respectively. These connected features are input to \( D^3 \), thus generating multiple diverse samples for \( l_u \) class. The specific process can be seen the inference phase in Figure 2.

### 4. Experiments

#### 4.1. Experiment setup

**Datasets** We evaluate our framework on five benchmarking datasets: AWA2 [39], CUB [38], SUN [27], FLO [30] and APY [8]. They contain 50, 200, 717, 102 and 32 categories, respectively. Other details on these five datasets are listed in Table 1 for reference.

**Visual Space and Dataset Split** The visual features with 2048 dimensions we use in all experiments are extracted by powerful deep Convolutional Neural Networks (CNN), ResNet [12], which is pre-trained with ImageNet [32]. In this work, we apply Proposed Splitting (FS) proposed by Xian et al. [39] to all datasets.

**Training Details** For aligned feature generator, we set the aligned space dimension of coarse-grained dataset (AWA2, APY) to 64 and fine-grained datasets (CUB, SUN, FLO) to 256, because fine-grained datasets often need more information to train an effective classifier. For coarse-grained datasets, all the network setting comes from [33]. Since a higher aligned space dimension is set for fine-grained datasets, we appropriately increase the dimensions of encoder and decoder. Specifically, 6240 hidden units are used for \( E^3 \) and 4980 hidden units for \( E^2 \) and \( D^2 \) for semantic domain have 3600 and 1330 hidden units, respectively. In addition, all the hyper-parameters in this part are also follow the settings in [33]. For synthetic feature generator, \( E^3 \) and \( D^3 \) network are set with one hidden layer and have 1990 and 1560 hidden units respectively. \( \beta \) is set to 0.6. The dimension of SFG can be fine tuned by the accuracy on the validation dataset, but it is worth noting that the training data of our final model come from the training dataset and validation dataset. Learning rate is set to 0.00015 and training epoch is 100 across all the

| Dataset  | Detail | Images | Visaul | Att |
|----------|--------|--------|--------|-----|
| AWA2     | coarse | 150/50 | 11788  | 312 |
| CUB      | fine   | 645/72 | 14340  | 102 |
| SUN      | fine   | 82/20  | 8189   | 1024|
| FLO      | fine   | 20/12  | 15339  | 64  |
In contrast, all of our modules are built on VAE. Hence, our loss, which often makes the model unable to learn stably. Our introduction of GAN and applying more complex training procedures results in state-of-the-art classification scores of 66.6%, 58.1%, 43.0% and 87.6% on AW A2, CUB, SUN, and FLO, respectively. The improved classification accuracies of 63.5%, 53.6%, 41.3% and 89.4% on VAE-GAN [41] which based on VAE-GAN reports classification accuracies of 63.5%, 53.6%, 41.3% and 64.6% on AW A2, CUB, SUN, and FLO, respectively. The improved model of f-VAEGAN-D2, TF-VAEGAN [25], obtains state-of-the-art classification scores of 66.6%, 58.1%, 43.0% and 71.7% on the same datasets. Our method is simple and can be trained stably without using any training skills.

In addition, DFS outperforms TF-VAEGAN 0.6%, 0.2%, 2.4% and 1.8% on four datasets and set new state-of-the-art. Similarly to our work, DE-VAE [23] is also an improved model based on CADA-VAE. However, except for AW A2, the performance of our model is far better than it. Since the motivation of DFS and DE-VAE do not conflict with each other, we speculate that integrating the two methods together will yield superior results. Nevertheless, this experiment cannot be performed in this paper because the code of DE-VAE is not available. In the conventional zero-shot learning, DFS also provides favourable performance, 69.1% on AW A2, 64.7% on CUB, 64.4% SUN, 68.9% on FLO and 43.6% on APY. Nevertheless, we focus on the more practical and challenging GZSL setting in this work.

4.2. Comparison with SOTAs for GZSL

We compare our model with recent state-of-the-art methods on generalized zero-shot learning, and the results are shown in Table 2. Since our whole model did not use any data from the testing dataset for training, only comparisons with inductive ZSL are made in all experiments. For a fair comparison, we also trained a classifier using the features obtained from aligned feature generator and calculated the accuracy of its seen and unseen classes and the results can be seen on the model named Baseline.

Compared with baseline, significant improvement can be observed on all benchmarks. The accuracy difference between our model and Baseline is as follows: 67.2% vs 63.9% on AW A2, 58.3% vs 53.3% on CUB, 45.4% vs 41.2% on SUN, 70.2% vs 63.7% on FLO and 46.0% vs 42.1% on APY. At the same time, both Accs and Accu are improved, we attribute this high performance gain to the using of diverse samples for training classifier. Compared with CVAE [24], we use the aligned space as classification space while using the aligned semantic information as the condition. These changes resulted in 16%, 23.8% and 18.7% improvement in our network over CVAE for AW A2, CUB and SUN, respectively. The model f-VAEGAN-D2 [11] which based on VAE-GAN reports classification accuracies of 63.5%, 53.6%, 41.3% and 64.6% on AW A2, CUB, SUN, and FLO, respectively. The improved model of f-VAEGAN-D2, TF-VAEGAN [25], obtains state-of-the-art classification scores of 66.6%, 58.1%, 43.0% and 71.7% on the same datasets. It is worth noting that it introduces GAN and applies more complex training process, which often makes the model unable to learn stably. In contrast, all of our modules are built on VAE. Hence, our method is simple and can be trained stably without using any training skills.

4.3. Ablation Study

Generalization Capabilities As mentioned in Section 3.2.1, our innovation point is not limited to a specific cross model, but can be directly introduced into most of the previously proposed cross models. To verify the generalizability of our idea, we perform an experiment by integrating the contributions proposed in this work in ReVISE [14]. The results in Figure 3 show that DFS-ReVISE outperforms ReVISE on all three datasets. These performance gains entirely come from the fact that we synthesise more diverse samples for unseen classes in latent space, which is helpful to learn an effective classifier. Since CADA-VAE is the powerful model to learn aligned space in GZSL, we implement AFG with CADA-VAE in the following experiments for discussion.

Dimension of Aligned Space Figure 4 presents the summary statistics of accuracy under different dimensionality of the aligned space on three datasets. It can be observed that with the increasing dimensionality, the accuracy of DFS increases initially until d = 256, d = 256 and d = 320 for CUB, SUN and FLO, respectively. Intuitively, higher dimensions tend to contain more complex information, such as information specific to visual space. It is our assertion that part of the visual-specific information is beneficial for the classification task because similar categories may not be classified by domain shared information. The visual space features usually come from the powerful model trained on large-scale datasets and thus will contain more information that can effectively distinguish between different categories. Although these information is not directly derived from the semantic features, we believe that some of it can be interpreted by semantic features. In our work, SFG aids to capture the distribution of visual-specific information that can be reasonably inferred by class embeddings. However, the distribution will become extremely complex while the num-
number of dimension is too large, which will result in SFG un-
able to learn the real distribution, so the performance begins
to decline. In order to make the model not lose generality, we set the $d = 256$ for all fine-grained datasets.

Table 2: Comparison between our DFS model with SOTAs using the generalized zero-shot learning settings. Here, $Acc_u$ is TOP-1 accuracy on seen data, $Acc_{su}$ is TOP-1 accuracy on unseen data, and $H$ is Harmonic Mean. Baseline reports the results of aligned feature generator. $\texttt{\dag}$ denotes methods based on embedded model, $\texttt{\ddagger}$ denotes the methods based on VAE, respectively. The best results are in red, and the second best results are in blue. (Best viewed in colour)

| Method           | AWA2  | CUB   | SUN   | FLO   | APY   |
|------------------|-------|-------|-------|-------|-------|
|                  | $Acc_u$ | $Acc_{su}$ | $Acc_u$ | $Acc_{su}$ | $Acc_u$ | $Acc_{su}$ | $Acc_u$ | $Acc_{su}$ | $Acc_u$ | $Acc_{su}$ | $Acc_u$ | $Acc_{su}$ | $Acc_u$ | $Acc_{su}$ | $Acc_u$ | $Acc_{su}$ |
| DAP [19]         | 84.7  | 0.0   | 0.0   | 67.9   | 1.7   | 3.3   | 25.1   | 4.2   | 7.2   | -    | -    | 78.3   | 4.8   | 9.0   |
| IAF [19]         | 87.6  | 0.9   | 1.8   | 72.8   | 0.2   | 0.4   | 37.8   | 1.0   | 1.8   | -    | -    | 65.6   | 5.7   | 10.4  |
| CONSE [20]       | 90.6  | 0.5   | 1.0   | 72.2   | 1.6   | 3.1   | 39.9   | 6.8   | 11.6  | -    | -    | 91.2   | 0.0   | 0.0   |
| CMT [24]         | 90    | 0.5   | 1.0   | 49.8   | 7.2   | 12.6  | 21.8   | 8.1   | 11.8  | -    | -    | 85.2   | 1.4   | 2.8   |
| SSE [24]         | 82.5  | 8.1   | 14.8  | 46.9   | 8.5   | 14.4  | 36.4   | 2.1   | 4    | -    | -    | 78.9   | 0.2   | 0.4   |
| ALE [11]         | 81.8  | 14    | 23.9  | 62    | 23.7  | 34.4  | 33.1   | 21.8  | 26.3  | 61.6  | 13.3 | 21.9  | 73.7   | 4.6   | 8.7   |
| EZSL [31]        | 77.8  | 5.9   | 11.0  | 63.8   | 12.6  | 21.0  | 27.9   | 11.0  | 15.8  | -    | -    | 70.1   | 2.4   | 4.6   |
| PSR [3]          | 73.8  | 20.7  | 32.3  | 54.3   | 24.6  | 33.9  | 37.2   | 20.8  | 26.7  | -    | -    | 51.4   | 13.5  | 21.4  |
| † t-CLSWGAN [40] | 68.9  | 52.1  | 59.4  | 57.7   | 43.7  | 49.7  | 36.6   | 42.6  | 39.4  | 73.8  | 59.0 | 65.6  | 61.7   | 32.9  | 42.9  |
| Cycle-WGAN [9]   | 63.4  | 59.6  | 59.8  | 59.3   | 47.9  | 53.0  | 33.8   | 47.2  | 39.4  | 69.2  | 61.6 | 65.2  | -    | -    | -    |
| SABR [23]        | 93.9  | 30.3  | 46.9  | 58.7   | 55.0  | 56.8  | 35.1   | 50.7  | 41.5  | -    | -    | -    | -    | -    |
| † f-VAEGAN-D2 [41] | 70.6  | 57.6  | 63.5  | 60.1   | 48.4  | 53.6  | 38.0   | 45.1  | 41.3  | 74.9  | 56.8 | 64.6  | -    | -    | -    |
| LuGAN [29]       | 76.3  | 52.6  | 62.3  | 57.9   | 46.5  | 51.6  | 37.8   | 42.9  | 40.2  | 83.8  | 57.7 | 68.3  | -    | -    | -    |
| Zero-VAE-GAN [10] | 70.9  | 57.1  | 62.5  | 47.9   | 43.6  | 45.5  | 30.2   | 45.2  | 36.3  | -    | -    | 52.2   | 32.0  | 39.7  |
| TF-VAEGAN [25]   | 75.1  | 59.8  | 66.6  | 64.7   | 52.8  | 58.1  | 40.7   | 45.6  | 43.0  | 84.1  | 62.5 | 71.7  | 57.4   | 35.9  | 44.2  |
| † † CV-AE [24]   | -    | -    | 51.2  | -    | -    | 34.5  | -    | 26.7  | -    | -    | -    | -    | -    |
| OCD-CVAE [15]    | 73.4  | 59.5  | 65.7  | 59.9   | 44.8  | 51.3  | 42.9   | 44.8  | 43.8  | -    | -    | -    | -    |
| † CADA-VAE [33]  | 75.0  | 55.8  | 63.9  | 53.5   | 51.6  | 52.4  | 35.7   | 47.2  | 40.6  | 80.7  | 54.0 | 64.7  | 53.2   | 34.8  | 42.1  |
| † DE-VAE [23]    | 78.9  | 58.6  | 67.4  | 56.3   | 52.5  | 54.3  | 36.9   | 45.9  | 40.9  | -    | -    | -    | -    |
| Baseline         | 75.0  | 55.8  | 63.9  | 57.3   | 49.7  | 53.3  | 35.5   | 49.0  | 41.2  | 77.1  | 54.2 | 63.7  | 53.2   | 34.8  | 42.1  |
| DFS (Ours)       | 78.6  | 58.6  | 67.2  | 59.2   | 57.4  | 58.3  | 39.2   | 53.8  | 45.4  | 84.3  | 60.1 | 70.2  | 60.7   | 37.1  | 46.0  |

Figure 3: Verification on the generalization capability of our DFS model. Here, we replace CADA-VAE with ReVISE to generate the aligned features and exploit the harmonic mean accuracy (%) as the metric. Results on AWA2, CUB and SUN datasets are shown. (Best viewed in color)

Figure 4: Ablation study on the effect of the dimensionality of the aligned features on CUB, SUN and FLO datasets. Harmonic mean accuracy is used as the metric. (Best viewed in color)

**Feature Visualization** To verify that the samples generated by DFS for unseen classes are more diverse, we visualized the features in the aligned space by using t-SNE [36]. For each dataset, we randomly selected 10 seen classes and 10 unseen classes, respectively. Each seen class takes 400 samples in aligned space using multiple visual features. And for each unseen class, 400 samples are generated by semantic vectors. It is not difficult to find by Figure 5 that and
Figure 5: Visualization of samples in aligned space with t-SNE on CUB (1st row), SUN (2nd row) and APY (3rd row). (a) Samples generated for seen classes. (b) Samples generated for unseen classes by Baseline. (c) Samples generated for unseen classes by DFS. (Best viewed in color)

Figure 5b compared to the seen classes, the diversity of the unseen classes instances generated by Baseline is far from adequate. When the two classes are closer to each other, the classifier would tend to predict the test sample as the class with greater diversity. Figure 5b and Figure 5c show a comparison between Baseline and our methods. Obviously, in all three datasets, the instances synthesised by DFS are more diverse. This will help the classifier learn the decision boundary with better generalization performance.

Table 3: Ablation study on the influence of different features as conditions on performance. $a$ denotes the original semantic feature, $\mu^1$ and $\sigma^1$ are the parameters computed by $E^1$ with $a$ as input. Harmonic mean accuracy is used as the metric.

| Condition           | CUB | FLO | APY |
|---------------------|-----|-----|-----|
| $z^1 \sim \mathcal{N}(\mu^1, \sigma^1)$ | 56.4 | 68.6 | 40.9 |
| $z^1 = \mu^1$       | 55.0 | 69.2 | 42.7 |
| $z^1 = \mu^1$       | **58.3** | **70.2** | **46.0** |

Choice of Condition To further justify the influence of different supervision signals on the performance of the model, we use different features as condition to train SFG module. It is apparent from Table 3 that using the mean of semantic features in aligned space as supervised information provides the best results on all three datasets. We analyze that this is mainly attributed to the fact that $z^1$ is on the same manifold as the target distribution to be learned, which significantly reduces the training difficulty of the generator. But at the same time, if we let $z^1 \sim \mathcal{N}(\mu^1, \sigma^1)$, it will make an unstable condition and therefore interfere with the learning process of the generator.

5. Conclusion

In this paper, we present a novel Diverse Feature Synthesis (DFS) model for enhancing the generalizability of generative based strategy for the generalized zero-shot learning task. In particular, DFS effectively improves the feature diversity of unseen classes with a low-complexity implementation. For this purpose, DFS first utilizes an aligned feature generator to transfer features from semantic and vi-
sual spaces into the aligned space, offering a way for simplifying the feature generation process. Then, DFS exploits a synthesised feature generator to produce aligned features for unseen classes via incorporating visual knowledge, thus leading to feature diversity improvement. In this way, DFS overcomes drawbacks of prior works, and helps to learn a more accurate and robust classifier for the GZSL task. Comprehensive experiments on multiple benchmarks verify the effectiveness of our proposed DFS model for improving the performance in GZSL settings.
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