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ABSTRACT The append-only write scheme of the log-structured file system (LFS), which does not permit in-place updates, is suitable for flash memory. Therefore, LFSs have been adopted to manage various flash-memory-based storage systems. However, LFSs amplify user write requests owing to segment cleaning and frequent metadata write operations. Hence, the IO performance is degraded and the life span of the flash memory is reduced. In particular, when each segment cleaning invokes checkpointing to store dirty metadata modified via block relocation, irrelevant dirty metadata are written by the checkpointing operation, and the metadata write overhead occupies a significant proportion of the segment cleaning latency. Hence, we propose segment cleaning journaling (SCJ), which logs the block relocation information of segment cleaning at a specific journal area without invoking checkpointing. We implemented and evaluated the proposed SCJ by modifying F2FS. Experimental results show that SCJ can improve file system performance by 1.13–1.63 times compared with normal segment cleaning.
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I. INTRODUCTION

NAND flash memory has been widely used in various systems, including mobile devices and server systems. Flash memory offers several advantages, such as high performance, low power consumption, and shock resistance, compared with HDDs. However, flash memory presents several limitations, such as the erase-before-write constraint \([1]\), sequential programming on erase blocks, and limited program- and-erase cycles. Therefore, the write request on a logical address space sent from the host must be redirected to a writable flash memory location, and the logical-to-physical address translation must be managed. Modern flash storage devices such as solid-state drives (SSDs), embedded multimedia cards (eMMC), and universal flash storage (UFS) are operated based a specific internal firmware, known as the flash translation layer (FTL), which manages logical-to-physical address mapping and performs garbage collection (GC) to recycle dirty flash blocks. The GC operation moves all valid data in the GC victim blocks to clean blocks and erases the victim blocks to reuse them. Therefore, the GC process generates many flash read and write operations and delays the management of host IO requests. In particular, random write requests from the host render invalid pages more distributed, thereby increasing the GC overhead \([2]–[4]\).

The log-structured file system (LFS) \([5]\) can reduce the detrimental effects of random writes because its out-of-place update scheme generates sequential writes on storage. Therefore, LFSs are adopted in modern flash storage-based devices such as smartphones and ZNS SSDs \([6], [7]\).

However, segment cleaning (also known as GC, segment recycling, or segment compaction) must be performed in LFSs to reclaim dirty segments. When free (empty) segments run out, the segment cleaning copies all valid blocks in the dirty segments to other segments such that they become free segments \([5]\). Segment cleaning invokes numerous block copy operations and degrades performance, particularly when the file system utilization is high. Therefore, many researchers have attempted to reduce the segment cleaning overhead of LFSs \([3], [8]–[16]\). Note that the file system-level segment cleaning is performed at a different level with the GC of the FTL firmware. Therefore, the segment cleaning optimization is irrelevant to FTL.

Another disadvantage of the LFS is its frequent metadata
updates. When a data block is updated, its indirect index block that stores the location of the data block should be updated because the LFS reallocates the location of the data block. In addition, indirect block updates may incur another modification of higher-level metadata recursively. This is known as the wandering tree problem [17], [18]. The significant number of metadata writes causes frequent segment cleaning operations.

To mitigate the metadata overhead of LFSs, several optimization technologies have been adopted in modern LFSs. For example, the lazy indirect block update (LIBU) scheme [18] accumulates indirect block updates in memory instead of flushing them immediately to storage. The accumulated indirect blocks are periodically flushed during checkpointing. Hence, some indirect blocks can be lost when a system crash occurs, and the LFS must recover them via either roll-forward recovery or roll-back recovery. Whereas the roll-back recovery restores the file system state to the state saved by the last checkpoint, the roll-back recovery rebuilds lost indirect blocks by examining the segment summary, which is recorded each time the segment is completely used and contains information regarding the corresponding file number and the offset for each block in the segment [18].

Flash-friendly file system (F2FS) [19], which is designed considering the characteristics of flash memory, uses the lazy metadata update (LMU) scheme to delay the flush of not only node block updates, but also that of all file system metadata updates. LMU can significantly reduce the number of metadata write requests compared with LIBU. However, LMU presents the following disadvantages: First, roll-forward recovery becomes impossible because the segment summary blocks are not flushed immediately. Consequently, all file system updates after the last checkpoint may be lost. A simple solution to this problem is to perform checkpointing frequently to reduce the number of file system updates between successive checkpoints. However, frequent checkpointing decreases the benefit of LMU because accumulated metadata in the memory must be flushed during checkpointing. Therefore, F2FS supports roll-forward recovery only for fsynced files. For a fsync file, F2FS flushes its node block without flushing other metadata blocks. A specific flag within the node block is marked to signify that the corresponding file is fsynced. During recovery, the fsync-marked nodes are used to rebuild the lost metadata updates.

The second problem of LMU is associated with segment cleaning. Although many metadata updates are performed by block relocations during segment cleaning, the LMU scheme does not change the in-storage file system metadata immediately. Therefore, the in-storage metadata points to the old block locations and the old block cannot be utilized for new data until the modified metadata blocks are flushed to storage. If new write requests overwrite the old block locations, then the roll-back recovery cannot restore the file system state to the last checkpoint state. Hence, F2FS performs checkpointing after each segment cleaning to flush the modified metadata. After checkpointing, the reclaimed segment can be reused for the new data. However, checkpointing flushes all the modified data and metadata blocks, including those irrelevant to the segment cleaning operation. Therefore, a significant amount of write traffic occurs, and the segment cleaning latency is increased. Because segment cleaning is constantly invoked once the file system utilization becomes high, the checkpointing overhead of segment cleaning degrades the file system performance significantly.

In this study, we analyzed the checkpoint overhead during segment cleaning for various workloads. We discovered that more than half of the segment cleaning latency was caused by the checkpointing operation. In addition, we discovered that most of the metadata recorded at the checkpoints were not associated with segment cleaning. To remove unnecessary writes, we propose segment cleaning journaling (SCJ), which enables segment cleaning to be performed without checkpointing, i.e., metadata changes that are relevant to segment cleaning are logged at specific journal blocks. Hence, unnecessary writes by checkpointing can be avoided, and the segment cleaning latency can be reduced. In SCJ, checkpointing is delayed until excessive metadata updates are pending and the checkpointing interval increases significantly. This causes many pre-invalid blocks that are invalid but still referenced by in-storage metadata and are non-reclaimable. The pre-invalid blocks can be transformed to invalid blocks after their corresponding metadata are flushed by checkpointing. To solve this problem, we propose an adaptive checkpointing technique that performs checkpointing by considering accumulated pre-invalid blocks. When the performance degradation caused by the pre-invalid blocks is more significant than the metadata flush overhead of a checkpoint, checkpointing is invoked. We implemented and evaluated the proposed SCJ and adaptive checkpoint techniques by modifying F2FS. Our evaluation results showed that the file system performance using the proposed techniques was 1.13–1.63 times higher than that of the normal LFS.

The SCJ is based on our prior study, i.e., GC journaling [20]. However, in our prior study, a basic concept was suggested, whereas specific implementation issues and design considerations were disregarded. Herein, we propose an adaptive checkpoint technique to resolve problems in SCJ, and we present our implementations in detail, such as the recovery algorithm for SCJ.

The remainder of this paper is organized as follows: In Section II, the basic knowledge of the F2FS and the segment cleaning behavior of LFS are introduced; in Section III, the motivation of the proposed scheme is described; in Section IV and Section V, the proposed SCJ and the adaptive checkpoint schemes are described in detail, respectively; the experimental results are presented in Section VI; previous studies are presented in Section VII; the conclusion of this study is described in Section VIII.

II. BACKGROUND
A. F2FS

In this study, we used F2FS [19] to implement the proposed SCI and adaptive checkpoint techniques. F2FS is an actively maintained LFS that is designed considering the characteristics of flash memory. F2FS uses several optimization technologies, as follows:

F2FS writes frequently updated file system metadata to the dedicated metadata area on the disk to prevent recursive metadata updates. The metadata area of F2FS stores the segment information table (SIT), node address table (NAT), and segment summary area (SSA). However, the node (indirect) blocks of F2FS are not recorded in the metadata area. This is because the number of node blocks is not fixed, unlike other file system metadata. In fact, F2FS uses the NAT structure to prevent recursive node block updates. If a data block is relocated, then F2FS updates only one node block and its NAT entry, thereby effectively addressing the wandering tree problem.

Another optimization technique for F2FS is multi-head logging. F2FS maintains six major log segments, i.e., hot, warm, and cold segments for each data and node. By separating hot and cold blocks into different segments, F2FS can reduce segment cleaning overhead. F2FS supports both append logging and threaded logging [18] to reduce IO delays due to segment cleaning. If the number of free segments is insufficient, then the F2FS changes the logging mode to threaded logging. Threaded logging enables the writing of new data to holes in the dirty segment. Therefore, threaded logging neither consumes free segments nor invokes segment cleaning. However, F2FS must invoke segment cleaning to secure free segments when the number of free segments becomes excessively small.

F2FS performs segment cleaning in two distinct manners: foreground and background. Foreground segment cleaning is triggered only when the number of free segments is insufficient to process incoming write requests. Background segment cleaning is triggered only when the number of free segments is below a threshold, and the file system is idle. Therefore, the IO delay due to background cleaning is insignificant. In this study, we focused on the foreground segment cleaning overhead.

B. SEGMENT CLEANING

Segment cleaning is the process of reclaiming scattered and invalidated blocks for further logging. Segment cleaning comprises the following three phases:

Victim selection. The segment cleaning process first identifies a victim segment among the dirty segments. Most LFSs adopt the greedy policy, which selects a segment with the smallest number of valid blocks to minimize the time spent on segment cleaning. F2FS adopts the greedy policy for foreground segment cleaning. To identify the victim segment promptly, F2FS maintains the number of valid blocks of each segment in the SIT.

Valid block migration. After the victim selection phase, the LFS copies all valid blocks of the victim segment to the free segment. During the copy process, node blocks that store the block addresses of the valid blocks are updated because the valid blocks are relocated. To update the node blocks, the LFS retrieves the segment summary information of the victim segment. The segment summary contains the file (inode) number and the offset for each block in the segment. Therefore, the LFS can identify and update the parent node blocks, which point to the valid blocks.

Metadata write. The LFS must flush the metadata updated during the valid block migration phase before new write requests overwrite the victim segment. Otherwise, when a sudden system crash occurs, the LFS loses overwritten data because the in-storage metadata points to the old block location. After flushing the metadata, the victim segment becomes a new free segment. F2FS performs checkpointing in the metadata write phase. However, this results in unnecessary writes because checkpointing flushes all dirty metadata blocks that are unrelated to segment cleaning.

C. CHECKPOINT

The LFS can maintain the consistency of the file system by rolling data back to the last checkpoint state when a sudden crash occurs. During the checkpoint process, the LFS flushes modified data and metadata to the non-volatile storage persistently. The flush operations of the checkpoint writeback dirty blocks in the cache to the storage. Therefore, frequent checkpointing significantly degrade performance. The LFS triggers a checkpoint procedure as follows:

Data and node block flush. First, the checkpoint process begins flushing all dirty data and node blocks in the memory to storage. Because LFS sequentially allocates new blocks for write operations in the free segment, the file system will issue one large write request to reduce the request handling overhead. Therefore, instead of immediately issuing a write request for each block, the LFS accumulates write requests in the buffer, and some data may remain in the buffer when the LFS triggers the checkpoint. In this phase, the LFS flushes all dirty blocks, including the blocks remaining in the buffer.

File system metadata flush. Flushing data and node blocks invokes modifications to the file system metadata, which include node block addresses and segment summaries. The LFS flushes the modified file system metadata to retrieve valid node blocks and data blocks during the recovery process. For example, F2FS flushes the NAT, which stores node block addresses. In the recovery process, F2FS can read valid node and data blocks using the NAT and node blocks, respectively.

Checkpoint metadata flush. After flushing the modified file system metadata, the LFS creates and flushes the checkpoint metadata (also known as the checkpoint region [5] or checkpoint pack [19]). The checkpoint metadata stores the current checkpoint version, log tail pointer, and addresses of the valid file system metadata. The LFS can retrieve the file system metadata using checkpoint metadata as well as retrieve valid nodes and data blocks using the file system.
metadata. Therefore, after flushing the checkpoint metadata, the LFS can be rolled back to the current file system state.

The LFS performs checkpointing periodically to reduce the time required for roll-forward recovery [5]. For example, SpriteLFS uses a checkpoint interval of 30 seconds. However, frequent checkpointing results in performance degradation owing to the metadata flush overhead of the checkpoint. Furthermore, under the LMU scheme, the overhead of the checkpoint increases because all accumulated metadata in the memory must be flushed. Therefore, F2FS uses a checkpoint interval of 60 seconds and performs checkpointing only when idle. Another condition of F2FS to trigger checkpointing is when the memory contains a high percentage of dirty metadata.

III. MOTIVATION

We measured the time consumption of each segment cleaning phase to identify the reason contributing to performance degradation during segment cleaning. We executed F2FS in the LFS mode. In the LFS mode, no random writes exist except in the metadata area. Prior to the measurement, the file system utilization was set to 80% to invoke segment cleaning. In this experiment, the fileserver workload was used for the measurement. The configuration of the benchmark is shown in Table 1. The fileserver workload causes a large sequential write pattern and invokes little fsync calls. All measurements were performed on a computer system equipped with a 3GHz quad-core processor, 8GB of memory, and a SAMSUNG 970 SSD.

Fig. 1(a) presents the change in the segment cleaning latency for the fileserver workload. The latency was divided into three phases (init, copy, and checkpoint), where each phase represents the victim selection, valid block migration, and metadata write phase of the segment cleaning, respectively. Unlike the description of the background section, F2FS does not wait for the completion of write requests generated in the valid block migration phase. In fact, F2FS accumulates the write requests in the buffer, which are then flushed at the metadata write phase. Therefore, the time spent copying valid blocks is included in the metadata write phase. To exactly measure the time consumption of each phase, we modified F2FS such that the metadata write phase begins after the completion of the write requests generated in the valid block migration phase. Experimental results show that checkpointing constituted a significant proportion of the segment cleaning latency. The victim selection phase was short because the file system reads only several metadata blocks in the victim select phase, and those blocks were cached in the memory. The time spent on the valid block migration phase was similar to that on the metadata write phase. The time spent on the metadata write phase was 52% (on average) of the total segment cleaning latency. Similarly, in the other workloads shown in Table 1, checkpointing constituted a significant proportion of the segment cleaning latency. The time spent on the metadata write phase for the varmail, tpcc, and YCSB workloads were 44%, 57%, and 56% (on average)

of the total segment cleaning latency, respectively.

Fig. 1(b) presents the change in the checkpoint latency and the amount of dirty metadata for the fileserver workload. The dirty meta shown in Fig. 1(b) represents the number of dirty metadata blocks accumulated in the memory. Experimental results show that the checkpoint latency increased with the amount of dirty metadata. The checkpoint latency and the dirty meta changed periodically during runtime. When segment cleaning was performed, checkpointing was invoked and the amount of dirty metadata decreased to zero. After segment cleaning, the amount of dirty metadata increased because file operations occurred between each segment cleaning operation. However, most of the dirty metadata blocks in the memory were irrelevant to the segment cleaning. Only a few metadata blocks were modified owing to segment cleaning, i.e., less than 1% of the amount of dirty metadata.

In summary, checkpointing significantly increased the segment cleaning latency. However, most of the latency was caused by time spent recording metadata irrelevant to segment cleaning. Therefore, if the victim segment can be reclaimed without recording metadata that are irrelevant to segment cleaning, then the segment cleaning latency will be reduced significantly.

IV. SCJ

As mentioned earlier, checkpointing performed during segment cleaning can increase the segment cleaning latency by more than 2x. The long latency of segment cleaning adversely affects the response time of user requests. Hence, we propose the use of SCJ in the metadata write phase of the segment cleaning process instead of using checkpointing.

SCJ records only modified block addresses owing to segment cleaning instead of checkpointing, resulting in minimal metadata writes. Metadata modifications owing to other file operations are not recorded, and SCJ does not restore them. This recovery policy is in fact reflected in the traditional LFS using LMU, which does not retain the data recorded after the last checkpoint. For example, F2FS does not support the recovery of data blocks recorded after the last checkpoint. One exception is fsynced files that are restored even when they are recorded after the last checkpoint. To restore the fsynced file, F2FS flushes the metadata of the fsynced file, and this recovery scheme can be used in SCJ.

Unlike file system changes owing to other file operations, file system changes owing to segment cleaning must be flushed and restored during the recovery process to reclaim the victim segment. In fact, this is why F2FS performs checkpointing after each segment cleaning. If the modified metadata caused by segment cleaning are not recorded before the victim segment is overwritten with new data, then the old data blocks in the victim segment are lost. Therefore, recording the modified metadata is a prerequisite for reclaiming the victim segment. Furthermore, segment cleaning moves the data blocks to different locations. Therefore, restoring file system changes owing to segment cleaning does not render the file state different from the last checkpoint state,
Unlike restoring other file operations such as file updates, SCJ flushes metadata modifications as journal blocks, which include only modifications owing to segment cleaning. Segment cleaning based on SCJ comprises three phases, similar to the original segment cleaning. The victim selection phase is the same as the original operation. In SCJ, the modified block address is accumulated in a journal block during the valid block migration phase. The modified block address of each valid block is stored as an entry into the journal block. Subsequently, the entries of the journal block are used as replay logs during the recovery process, and the journal block stores the current checkpoint version for the recovery. Meanwhile, in the metadata write phase, the journal block is flushed instead of performing checkpointing.

If a block is recorded after the last checkpointing in the victim segment, then SCJ does not accumulate its block address in the journal block because it is not subject to recovery. Hence, SCJ should distinguish blocks recorded after the last checkpoint from valid blocks in the victim segment. F2FS maintains two types of valid block bitmaps, and one of them is a checkpoint valid bitmap that indicates valid blocks at the last checkpoint. We used these bitmaps to distinguish between valid blocks.

We implemented SCJ by modifying F2FS. The segment size of F2FS was 2 MB, and the block address was stored in 4 B. Hence, the maximum number of valid blocks in the victim block was 511, and the journal block can store a maximum of $511 \times 8B = 4088$ B entries. Because the checkpoint version was stored in 8 B, the number of journal block writes caused by one-segment cleaning did not exceed 4 KB. Therefore, the recording of journal blocks yielded a small amount of writing.

Fig. 2 shows an example of segment cleaning via SCJ. The valid blocks, $B_1$, $B_2$, and $B_3$, in the victim segment were copied to the free segment such that the victim segment becomes a free segment. Each entry of the journal block includes the old and new block addresses of a valid block that is copied during the segment cleaning. For example, in Fig. 2, because $B_1$ in 511 block address is copied into 1536 block address, the journal entry contains the block address modification of $B_1$. The last entry of the journal blocks contains the current checkpoint version number, which is 4. The journal block is flushed into the journal block area before the victim segment is changed into a free segment.

A. JOURNAL BLOCK AREA

The journal blocks were used as replay logs in the recovery process. Therefore, each journal block must be read in the order that it is created. Hence, in SCJ, each journal block is recorded sequentially in the journal block area. The journal block area is a region reserved in a fixed location of the storage space, such as the metadata area of F2FS.

If no free space is available to record the journal block in the journal block area, then checkpointing must be performed to create free space. Because checkpointing flushes all accumulated metadata in the memory, modifications of block addresses, which are included in the recorded journal blocks, are flushed. Therefore, all journal blocks recorded before checkpointing are invalidated. After checkpointing is performed, the journal block area can be reused, and the invalid journal blocks can be overwritten. Therefore, both valid and invalid journal blocks can co-exist in the journal block area. In the recovery process, the LFS must distinguish between valid and invalid journal blocks by examining the checkpoint version stored in each journal block. The valid journal blocks store the same checkpoint version as that of the last checkpoint.

If the journal block area is extremely small, then checkpointing will be performed frequently to create free space. By contrast, if the journal block area is extremely large, then the available storage space for incoming write requests is reduced. Therefore, the journal block area must be set to...
an appropriate size. In our implementation, only one journal block was recorded per 2 MB of data write. Furthermore, because SCJ and adaptive checkpoint schemes are used simultaneously, all journal blocks in the journal block area were invalidated periodically. Hence, a large journal block area was unnecessary. A detailed description of the adaptive checkpoint is provided in the following section.

A fixed amount of journal block area is reserved in the metadata area of F2FS. The size of the journal block has to be set considering the trade-off between the journal area size and the performance. In the evaluation, we measured the checkpoint overhead and the performance while varying the size of the journal block area. As a result, we found that 256 KB is enough to prevent performance degradation since the proposed adaptive checkpoint scheme triggered the checkpoint periodically. The size of journal space, 256KB, occupied only 0.002% of the workload dataset size.

B. RECOVERY

The recovery of SCJ is a process of applying block address modifications from the valid journal blocks. Because in-storage metadata point to old blocks that are overwritten after segment cleaning, the recovery operation must modify the metadata to point to the relocated block. The recovery of SCJ begins after the roll-back recovery of the LFS because the block address changes included in the invalid journal blocks are already flushed prior to the last checkpoint. The recovery of SCJ is performed in the following order:

Identify valid journal blocks. The recovery process begins with the identification of valid journal blocks. Because journal blocks are recorded in a fixed location in the storage space, the file system can read journal blocks sequentially. After reading the journal blocks, the file system examines the checkpoint version stored in each journal block to identify valid journal blocks.

Merge duplicate entries. The second phase of the recovery merges duplicate entries into valid journal blocks. The duplicate entries are generated only in an exceptional case when blocks copied by segment cleaning are re-copied by another segment cleaning. In this case, the block address modifications of the same block are stored in multiple journal blocks. Therefore, these modifications must be merged into one entry for recovery.

Update metadata. After merging duplicate entries, metadata that refer to the old block address are modified to a new block address. The metadata can be retrieved using a segment summary, and this is analogous to the LFS retrieving metadata for valid blocks during segment cleaning. Finally, the LFS performs checkpointing and flushes the modified metadata.

Fig. 3 shows a recovery example after a sudden crash occurs. Prior to the system crash, valid blocks were recorded in the 512, 513, and 515 block addresses in the first segment. Checkpointing was performed after these valid blocks were recorded in the first segment, and the checkpoint version was 4. After the checkpointing, two segment cleanings and three block writes occurred. Each time segment cleaning occurred (① and ③), a journal block was created and flushed to storage. When new writes occurred (② and ④), only in-memory metadata was modified and they were not flushed to storage. In this example, a system crash occurred after the third write (④) without additional checkpointing. The metadata listed in the first row of Fig. 3 are either in-storage metadata or in-memory metadata referenced by each operation. The first in-storage metadata was flushed through checkpointing before the first segment cleaning (③). Metadata modifications generated after the checkpointing were accumulated in the in-memory metadata. The metadata in the second row are journal block 1 and journal block 2 and they were flushed during the first and second segment cleaning operations, respectively. Finally, the third row indicates the recovery process using the in-storage metadata and journal blocks.

As shown in Fig. 3, the recovery was performed as follows: The first process was identifying valid journal blocks. Journal block 1 and journal block 2 were valid journal blocks because their checkpoint versions were the same as that of the last checkpointing (i.e., version 4). Next, duplicate entries in the valid journal blocks were merged (③). In the example shown in Fig. 3, the block address modifications of blocks B₁, B₂, and B₃ were stored in both journal block 1 and journal block 2. For example, one modification of the block address of B₁, i.e., from 512 to 1536, was stored in journal block 1. In addition, the other modification of the block address of the same block, i.e., from 1536 to 2048, was stored in journal block 2. These modifications can be merged into one entry, i.e., from 512 to 2048. After merging, the node block
that points to the data blocks is retrieved using the segment summary and then updated (\(\Phi\)). Finally, the updated node block is flushed via checkpointing.

One exception in the recovery process is the fsync of F2FS. F2FS flushes the in-memory metadata of fsynced file, which can be restored using the metadata. For example, if fsync is called after the third write (\(\Phi\)) in Fig. 3, in-memory metadata including the block address of \(B_1\) is flushed to storage. Therefore, the LFS can restore the \(B_1\) block using the in-storage metadata.

### V. ADAPTIVE CHECKPOINT

Although SCJ can remove unnecessary metadata writes caused by frequent checkpointing, its block copy cost can be higher than that of normal segment cleaning. This is due to pre-invalid blocks that are invalid but still referenced by the in-storage metadata and are non-reclaimable. The pre-invalid blocks are created under the LMU scheme because the in-storage metadata do not change immediately after the relocation of the data block. They cannot be overwritten because crash recovery will need to restore them. Therefore, under the SCJ scheme, the LFS must copy the pre-invalid blocks in the victim segment during segment cleaning. In the normal segment cleaning process, the pre-invalid blocks need not be copied because all pre-invalid blocks in the victim segment become invalid blocks after checkpointing. \(B_3\) in Fig. 3 is an example of a pre-invalid block. \(B_3\), which is recorded in the 1538 block address, is updated and relocated to the 1539 block address. After the update, the old block located in the 1538 block address becomes a pre-invalid block because the in-storage metadata still points to the 1538 block address. The pre-invalid block was copied during second segment cleaning (\(\Phi\)).

If checkpointing is delayed until excessive pre-invalid blocks are created, then the pre-invalid block copy overhead significantly increases the segment cleaning latency and degrades the file system performance. To solve this problem, we used an adaptive checkpoint, which invokes checkpointing when the performance degradation caused by the pre-invalid blocks is more significant than the metadata flush overhead of the checkpoint. We implemented the adaptive checkpoint scheme to trigger checkpoints whenever the number of accumulated pre-invalid blocks exceeded a threshold. For adaptive checkpoints, the LFS must monitor the number of pre-invalid blocks. If checkpointing is invoked frequently, then the write traffic on the metadata blocks increases. By contrast, if checkpointing is delayed for an extremely long duration, then the pre-invalid block copy overhead increases, and the segment cleaning latency increases. Therefore, an appropriate threshold must be determined by considering the abovementioned tradeoff. Based on experiments involving several workloads, we discovered that the overall performance was maximized when the threshold was approximately 128 MB. Therefore, in the evaluation, the threshold was set to 128 MB.

### VI. EVALUATION

#### A. EXPERIMENTAL SETUP

We evaluated the performance improvements of the SCJ and adaptive checkpoint schemes. All experiments were performed on a PC using a 3GHz quad-core processor, 8GB of memory, and a SAMSUNG 970 SSD. In our implementation, we modified Linux kernel 4.15 to exploit the SCJ and adaptive checkpoint schemes.

Filebench [21] (fileserver and varmail) and OLTP benchmarks (tpcc [22] and YCSB [23] on MySQL) were used for the evaluation. Unlike fileserver workload, varmail workload causes a random write pattern with frequent fsync calls. Tpcc also causes a random write pattern. For the YCSB, we used workload A of YCSB, which has a mix of 50/50 reads and writes. We set the file system size to 16 GB and determined the dataset size of each benchmark such that the file system utilization was 80% by default. The configuration of each benchmark is presented in Table 1.

In the experiments, two different versions of the LFS were used: baseline (BL) and SCJ. The SCJ uses both the proposed SCJ and adaptive checkpoint schemes, whereas BL is the original F2FS in the LFS mode.

#### B. ADAPTIVE CHECKPOINT

We measured the effect of SCJ on the fileserver workload while varying the checkpoint interval, as shown in Fig. 4. The checkpoint interval is a threshold, and if the number of pre-invalid blocks exceeds the threshold, then the LFS triggers the checkpoint. We increased the checkpoint interval from 32 to 8192 MB. The BL does not use the SCJ and adaptive checkpoint schemes and performs checkpointing after each segment cleaning.

Fig. 4(a) presents the performances of the BL and SCJ. The performance of the SCJ improved as the checkpoint interval increased. However, when the checkpoint interval exceeded 128 MB, the performance of the SCJ began to deteriorate because of the following reason. As the checkpoint interval increased and the frequency of the checkpoints decreased, the checkpoint overhead decreased. However, as the checkpoint interval increased, the segment cleaning overhead increased because of the pre-invalid blocks. The BL performed checkpointing the most frequently in the experiments and demonstrated worse performance than SCJ, except when the checkpoint interval of the SCJ was set to 8192 MB.

Fig. 4(b) shows the segment cleaning overhead. The segment cleaning overhead is the time spent on segment cleaning divided by the number of data block writes. The segment cleaning overhead comprised three components (init, copy, and checkpoint), as shown in Fig. 1. As the checkpoint interval increased, the copy overhead of the SCJ increased.

| Benchmark | Description | Fileserver | Varmail | Tpcc | YCSB |
|-----------|-------------|------------|---------|------|------|
| filesystem | fileset size | 128KB | 14GB | 128KB | 14.5GB | 128KB | 14.5GB |
| threads | 50 | 16 | 16 | 16 | 16 | 16 |
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SCJ, the BL does not copy pre-invalid blocks during segment cleaning. Hence, the BL showed the lowest copy overhead in the experiments. However, the BL significantly increased the segment cleaning overhead because it performed checkpointing after each segment cleaning. Fig. 4(c) shows the checkpoint overhead and checkpoint count. The checkpoint overhead is the time spent on checkpointing divided by the number of data block writes. Unlike the segment cleaning overhead, the checkpoint overhead decreased as the checkpoint interval increased. The BL showed the highest checkpoint count and checkpoint overhead in the experiments. Therefore, even when the checkpoint interval was set to 32 MB, the checkpoint overhead of SCJ was significantly lower than that of the BL.

The performance was inversely proportional to the total overhead, which is the sum of the segment cleaning overhead and the checkpoint overhead. For the fileserver workload, SCJ showed the smallest total overhead when the checkpoint interval was set to 128MB. Therefore, the performance of SCJ was maximized when the checkpoint interval was set to 128MB. Similarly, other workloads demonstrated the best performance when the checkpoint interval was set to 128 MB.

Fig. 5 presents the file system metadata overhead, which indicates the write traffic on the node blocks and the file system metadata blocks. The overhead values were normalized to the user data traffic. As the checkpoint interval increased, the number of metadata writes decreased because the LMU accumulated dirty metadata in the memory until checkpointing. However, when the checkpoint interval was set to 32 MB, the checkpoint overhead was reduced by 78%, whereas the metadata overhead was reduced by only 13% as compared with that of the BL. This discrepancy was caused by the checkpoint process. Because each checkpoint phase must wait for the completion of the previous phases, the checkpoint latency includes the waiting time for the completion of the write operations. Because this waiting time accounts for most of the checkpoint overheads, the reduction rate of the metadata write is smaller than the reduction rate of the checkpoint overhead.

C. JOURNAL BLOCK AREA SIZE

We measured the effect of SCJ on the fileserver workload while varying the size of the journal block area, as shown in Fig. 6. We increased the size of the journal block area from 4 KB to 1 MB. When the size of the journal block is 4 KB, the SCJ performs checkpointing at every segment cleaning, so it is identical with the BL.

Fig. 6(a) presents the performance changes of the SCJ as the size of the journal block area increased. When the size of the journal block exceeded 256 KB, there were no further improvements. Fig. 6(b) shows the checkpoint overhead and checkpoint count. The checkpoint overhead is the time spent on checkpointing divided by the number of data block writes. The checkpoint overhead decreased as the size of the journal block area increased, because the checkpointing must be performed if no free space is available to record the journal block. However, when the size of the journal block exceeded 256 KB, additional checkpointing was not performed to make free journal space because all journal blocks in the journal block area were invalidated periodically by the adaptive
checkpoint. When the size of the journal block exceeded 256 KB, the checkpointing was triggered only at the adaptive checkpoint. The size of the journal block that is required for avoiding additional checkpointing is 256 KB, and this is only 0.002% of the workload dataset size. Therefore, the additional space overhead of the SCJ is negligible.

D. CHANGES IN SEGMENT CLEANING LATENCY

Fig. 7 presents the change in the segment cleaning latency of both the BL and SCJ for the fileserver workload. As mentioned earlier, the segment cleaning latency was significantly affected by the time spent on checkpointing. Therefore, the segment cleaning latency of SCJ was lower than that of the BL, since segment cleaning was performed without checkpointing in SCJ.

E. OVERALL PERFORMANCE

We compared the overall performance of the benchmarks under BL and SCJ to evaluate the effects of the proposed SCJ and adaptive checkpoint schemes, as shown in Fig. 8(a).

Fig. 8(b) shows the segment cleaning latency; as shown, the performance of SCJ was 1.13–1.63 times higher than that of BL because SCJ can significantly reduce the segment cleaning latency. In the varmail workload, the segment cleaning overhead constituted a smaller proportion of the total IO latency compared with the other workloads. Therefore, the performance improvements of the varmail workloads were less significant than those of the other workloads.
Fig. 8(c) shows the checkpoint count of the SCJ. The count values were normalized to the checkpoint count of the BL. To remove unnecessary metadata writes, SCJ only performs checkpointing when the pre-invalid block overhead is larger than the metadata flush overhead of the checkpoint. Hence, the checkpoint count of SCJ was reduced to less than 6% of the checkpoint count of the BL for all the workloads. This implies that the BL performed checkpointing frequently and executed numerous unnecessary metadata writes. Fig. 8(d) presents the file system metadata overhead. As shown, SCJ reduced the metadata write traffic for all workloads. Furthermore, we compared the IO latency of the different schemes. Fig. 9 presents the average, 95 percentile, and 99 percentile latency for the YCSB workload. Because the segment cleaning overhead and checkpoint overhead delay not only write requests, but also read requests, SCJ can decrease the latency of both the read and update operations of the YCSB. In the YCSB workload, the SCJ decreased the average and 99 percentile tail latency of the read operations by 11% and 10%, respectively, compared with the BL. Furthermore, the SCJ decreased the average and 99 percentile tail latency of the update operation by 20% and 19%, respectively, compared with the BL.

F. FILE SYSTEM UTILIZATION

We compared the performances of different schemes while varying the file system utilization. By changing the file size of the target workload, we controlled the file system utilization. Fig. 10 presents the workload bandwidth and write amplification factor (WAF) of each technique for the files server workload. The WAF is the total write traffic invoked by the file system (including data block writes, metadata block writes, and segment cleaning) divided by the write traffic generated by the user workload. As the file system utilization increased, the WAF increased because more valid blocks must be copied during segment cleaning, and segment cleaning was invoked more frequently. However, as the number of copied valid blocks increased, the proportion of metadata block writes in the total write traffic decreased. Because SCJ only reduced the amount of metadata writes invoked by checkpointing, its performance improvements deteriorated as the file system utilization increased.

G. METADATA WRITE RATIO

We demonstrated the relationship between the proportion of metadata writes and the performance improvement of SCJ based on the fio benchmark. We executed a random write workload using fio, and the write size was set to 32 KB. Before executing the benchmark, we created a 12 GB dataset to invoke segment cleaning. We controlled the proportion of metadata writes by changing the zipf distribution parameter of the fio benchmark. As the zipf distribution parameter increased, the update locality of the data blocks increased, and the number of modified metadata blocks decreased. Fig. 11 presents the normalized performance, write traffic reduction, and metadata overhead. The performance values are the random write bandwidths of the SCJ normalized to those of the BL. Fig. 11(b) shows that the metadata overhead of both the BL and SCJ decreased as the update locality increased. Therefore, the discrepancy in the amount of write traffic and performance increased as the update locality decreased.

VII. RELATED WORK

The LFS has been widely used in various systems [3], [16], [19], [24]–[27] because of its append-only write scheme. The advantages of append-only write make LFS used for not only flash memory but also non-volatile memory such as the INTEL optane DC persistent memory [28]–[30]. However, the LFS has disadvantages that degrade the IO performance during segment cleaning, and many techniques have been proposed to overcome this performance degradation.

Separating hot data from cold data is effective in reducing segment cleaning costs [3], [4], [8]–[10], [31]–[35]. DAC [32] is a representative scheme for separating hot and cold data that clusters data blocks of similar write frequencies into the same logical group by monitoring accesses during...
runtime. Similarly, the SFS [3] captures the hotness semantics at the file block level and places data blocks with similar update likelihood into the same segment. F2FS [19], which we used to implement SCJ, runs multiple active log segments concurrently, and appends data and metadata to separate log segments.

Over-provisioning [36], [37] is a technique used to reduce the number of blocks copied by segment cleaning. It reserves a certain portion of the storage capacity to store valid blocks used for segment cleaning. Background segment cleaning [11]–[14] can reduce performance degradation during segment cleaning because background operations do not delay I/O latency. Another approach to reducing segment cleaning overhead is to apply specific commands such as vector chunk copy command [15] and zone_compaction command [16], which are interfaces for copying data inside the SSD. These specific commands can reduce the data transfer traffic between the host and storage as well as reduce the segment cleaning latency.

Previous studies have focused on reducing the valid block copy cost of segment cleaning or performing segment cleaning at idle to reduce the I/O delay. However, they cannot resolve the unnecessary metadata write problem caused by segment cleaning operations. Unlike previous studies, the proposed SCJ scheme reduces the metadata write overhead by performing segment cleaning without flushing irrelevant metadata.

VIII. CONCLUSION

The current segment cleaning operation of the LFS imposes unnecessary metadata write overheads. Increased write traffic shortens the life span of flash memory and increases segment cleaning latency. To optimize the performance of the file system, the segment cleaning latency must be reduced. To remove unnecessary metadata writes and reduce the segment cleaning overhead, we proposed SCJ, which performs segment cleaning without checkpointing. Furthermore, we proposed an adaptive checkpoint scheme to solve the pre-invalid block problem. Experimental results showed that the SCJ and adaptive checkpoint schemes can improve the file system performance by 1.13–1.63 times compared with normal segment cleaning.
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