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Abstract

We study the problem of non-stationary dueling bandits and provide the first adaptive dynamic regret algorithm for this problem. The only two existing attempts in this line of work fall short across multiple dimensions, including pessimistic measures of non-stationary complexity and non-adaptive parameter tuning that requires knowledge of the number of preference changes. We develop an elimination-based rescheduling algorithm to overcome these shortcomings and show a near-optimal $\tilde{O}(\sqrt{SCW^2T})$ dynamic regret bound, where $SCW$ is the number of times the Condorcet winner changes in $T$ rounds. This yields the first near-optimal dynamic regret bound for unknown $SCW$. We further study other related notions of non-stationarity for which we also prove near-optimal dynamic regret guarantees under additional assumptions on the preference model.

1 Introduction

Multi-Armed Bandits (MABs) (Thompson 1933; Robbins 1952; Lattimore and Szepesvári 2018) are a well-studied online learning framework, which can be used to model online decision-making under uncertainty. Due to its exploration-exploitation tradeoff, the MAB framework is able to model situations such as clinical trials or job scheduling, where the goal is to keep selecting the ‘best item’ in hindsight by sequentially querying one item at a time and subsequently observing a noisy reward feedback for the queried arm (Auer et al. 2002; Agrawal and Goyal 2012; Bubeck et al. 2012).

The MAB framework has been studied and generalized to different settings, among which a popular variant known as Dueling Bandits (DB) has gained much attention in the machine learning community over the last two decades (Yue et al. 2012; Zoghi et al. 2014b, 2015; Wu and Liu 2016). Dueling bandits are a preference-based variant of multi-armed bandits in which every round the learner selects a pair of items (or arms) whereupon a noisy preference between the two items is observed. Such a model is particularly useful in applications where direct numerical feedback is unavailable, but observed feedback or behavior implies a preference of one item over the other. For instance, the dueling bandit framework can be used for search engine optimization through interleaved comparisons (Radiniski and Craswell 2013; Hofmann et al. 2011).

In the classical stochastic dueling bandit problem, it is assumed that the underlying preferences between items remain fixed over time. However, in many applications, this assumed stationarity of preferences is likely to be violated. For example, user preferences over movies may change depending on the season or other external influences. Despite its strong practical motivation, regret minimization in non-stationary dueling bandits has only recently been studied for the first time (Saha and Gupta 2022; Kolpaczki et al. 2022).

In contrast to the classical stochastic (Yue et al. 2012; Zoghi et al. 2014a; Bengs et al. 2021) and adversarial (Gajane et al. 2015; Saha et al. 2021; Saha and Gaillard 2022) dueling bandit problem, which measures performance in terms of static regret w.r.t. a fixed benchmark (or best item in hindsight), in non-stationary dueling bandits we consider the stronger dynamic regret, which compares the algorithm’s selection against a dynamic benchmark every round.

In general, the achievable dynamic regret depends on the amount of non-stationarity in the environment. Here, prior work (Saha and Gupta 2022; Kolpaczki et al. 2022) studied the number of changes in the preference matrix as a measure of non-stationary complexity. While the number of such preference switches indeed relates to the hardness of the problem, it is, however, a pessimistic measure of non-stationarity. For example, a change in the preference between two widely suboptimal arms or a minor change in the preference matrix under which the optimal arm remains optimal should not significantly impact our ability to achieve low dynamic regret. To this end, one question that we aim to address in this paper for the non-stationary dueling bandit problem is:
Q.1: Can we guarantee low dynamic regret for stronger and more meaningful notions of non-stationarity?

Moreover, prior work on non-stationary dueling bandits (Saha and Gupta, 2022; Kolpaczki et al., 2022) assumes knowledge of the non-stationary complexity, i.e. prior knowledge of the total number of preference switches (or total variation), which is a very impractical assumption to impose. The second question we then address is:

Q.2: Can we achieve near-optimal dynamic regret in non-stationary dueling bandits adaptively, without knowledge of the underlying non-stationary complexity?

1.1 Our Contributions

We answer these two questions affirmatively. Our main contribution is an algorithm, termed ANACONDA, that adaptively achieves near-optimal regret with respect to the number of ‘best arm’ switches—a measure that is sensitive only to the variations of the best arms in the preference sequence and indifferent to any other ‘background noise’ due to suboptimal arms. More precisely, our contributions can be listed as follows:

• Comparing Different Concepts of Non-Stationarity in Dueling Bandits. We first give an overview over different notions of non-stationarity measures for dueling bandits and analyze their inter-dependencies towards a better understanding of the implications of one to another (Section 2.2).

• Proposing Stronger and More Meaningful Notions of Non-Stationarity (towards Q.1). We propose three new measures of non-stationarity for dueling bandits: (i) $S^{\text{CW}}$, which counts the number of times the Condorcet winner changes; (ii) $V$, which measures the variation in the winning probabilities of the Condorcet winner; and (iii) $S^{\text{CW}}$, which counts only the ‘significant variations’ in the Condorcet winner (Section 2.2). The novelty of our proposed non-stationarity measures lies in capturing only the non-stationarity observed for the ‘best arms’ of the preference sequence. They remain unaffected by any changes in the suboptimal arms and are thus stronger notions of non-stationarity than the previously studied preference shifts, $S^P$, or total variation, $V$. In particular, we show that $S^{\text{CW}} \leq S^{\text{CW}} \leq S^P$ and $V \leq V$ justifying the strength of our proposed non-stationarity measures.

• Adaptive Algorithm (towards Q.2). Besides using weaker notions of non-stationary complexity, another drawback of the existing non-stationary dueling bandit works are, in order to achieve near-optimal dynamic regret, they require exact knowledge of the non-stationarity present in the environment (e.g., $S^P$ or $V$), which are of course expected to be unknown to the system/algorithm designed ahead of time. Our next main contribution lies in designing an adaptive algorithm (ANACONDA, Algorithm 1), that does not require knowledge of any underlying non-stationary complexity—it can adapt to any unknown number of best arm switches $S^{\text{CW}}$ and yields a near-optimal regret bound of $O(\sqrt{S^{\text{CW}}T})$ (Theorem 3.1, Section 3).

• Improved and (Near-)Optimal Dynamic Regret Bounds. Owing to the fact that $S^{\text{CW}} \leq S^P$, our dynamic regret bounds can be much tighter compared to the previous results by Saha and Gupta (2022); Kolpaczki et al. (2022), who show a regret guarantee of $O(\sqrt{S^P T})$ (Remark 2.1). Furthermore, our regret bound is also provably order optimal in $T$ and $S^{\text{CW}}$ as justified in Remark 3.1.

• Better Guarantees for Structured Preferences. In Section 5 we analyze a special class of preference matrices, which respect a type of transitivity, for which we can prove even stronger dynamic regret guarantees of $O(\sqrt{S^{\text{CW}} T})$ in terms of Significant CW Switches $S^{\text{CW}}$ and $O(V^{1/4}T^{2/3})$ in terms of Condorcet Winner Variation $V$. The optimality of these bounds is justified in Remark 5.2 and Remark 5.3.

1.2 Related Work

The non-stationary MAB problem has been extensively studied for various non-stationarity measures, e.g. total variation (Besbes et al., 2014, 2015), distribution switches (Garivier and Moulines, 2011; Allesiardo et al., 2017; Auer et al., 2019), or best arm switches (Abbasi-Yadkori et al., 2022; Suk and Kpotufe, 2022). Moreover, its study has been extended to more complex setups such as linear bandits (Russo et al., 2019, 2020) and contextual MAB (Luo et al., 2018; Chen et al., 2019; Wu et al., 2018). We will particularly take inspiration from the recent advances of Auer et al. (2019); Abbasi-Yadkori et al. (2022); Suk and Kpotufe (2022) that were able to achieve near-optimal dynamic regret rates without knowledge of the number of distribution (or best arm) changes.

While the non-stationary MAB problem has seen much attention in recent years, its DB counterpart remains widely unexplored. The only two earlier works that address the non-stationary DB problem are by Saha and Gupta (2022) and Kolpaczki et al. (2022). However, these works are limited in a) the weakness of the analyzed non-stationarity measures, namely, general preference switches or total variation (see Section 2.2), and b) in the fact that their algorithms require knowledge of the total amount of non-stationarity in advance to achieve near-optimal dynamic regret. Here, we improve upon prior work by designing an adaptive algorithm ANACONDA that does not require knowledge of the amount of non-stationarity in the environment and achieves near-optimal dynamic regret w.r.t. the number of Condorcet winner switches, a stronger notion of non-stationarity than preference switches. A more comprehensive review of previous work that is related to the non-stationary MAB and DB problem is provided in Appendix C.

1Here, the $\tilde{O}$ notation hides logarithmic factors.
2 Problem Setting

We consider preference matrices \( P \in [0,1]^{K \times K} \) such that \( P(a,b) \) indicates the probability of arm \( a \) being preferred over arm \( b \). Here, \( P \) satisfies \( P(a,b) = 1 - P(b,a) \) and \( P(a,a) = 0.5 \) for all \( a, b \in [K] \). We say that \( a \) dominates \( b \) and write \( a \succ b \) if \( P(a,b) > 0.5 \), i.e. arm \( a \) has a higher chance of winning over arm \( b \) in a duel (\( a, b \)). A well-studied notion of a good benchmark arm in dueling bandits is the Condorcet Winner (CW): Given any preference matrix \( P \in [0,1]^{K \times K} \), an arm \( a^* \in [K] \) is called a Condorcet winner of \( P \) if \( P(a^*,b) > 0.5 \) for all \( b \in [K] \setminus \{a^*\} \) (Bengs et al. [2021]).

Note that any preference matrix with a total ordering over the arms invariably has a Condorcet winner. For example, assuming a total ordering \( 1 \succ 2 \succ \ldots \succ K \) implies that the Condorcet winner is arm 1. Any RUM-based preference matrix (Saha and Gopalan [2019a] 2020 Soufani et al. [2013]), or more generally any \( P \) with stochastic transitivity (Yue and Joachims [2009]), always respects a total ordering. However, note that CW-based preference matrices consider a much bigger class of pairwise relations than total ordering. In general, a preference matrix might not have a Condorcet winner. For example, the arms invariably has a Condorcet winner. For example, the arms \( \{1,2\} \) in the sequence \( \{1,2,3\} \) has no Condorcet winner.

2.1 Non-Stationary Dueling Bandits (NST–DB)

We consider a decision space of \( K \) arms denoted by \([K]\). At each round \( t \in [T] \), the task of the learner is to select a pair of actions \((a_t, b_t) \in [K] \times [K]\) upon which a preference feedback \( o_t(a_t, b_t) \sim \text{Ber}(P_t(a_t, b_t)) \) is revealed to the learner according to the underlying preference matrix \( P_t \in [0,1]^{K \times K} \), where the sequence of preferences \( P_1, P_2, \ldots, P_T \) is generated adversarially. For any such preference matrix \( P_t \), we denote by

\[
\delta_t(a,b) := P_t(a,b) - 1/2
\]

gap or preference-strength of arm \( a \) over arm \( b \) in round \( t \). We here assume that every preference matrix \( P_t \) has a Condorcet winner, which we refer to by \( a_t^* \).

Static Regret in Dueling Bandits. In classical (stochastic) dueling bandits, where it is assumed that \( P_1 = \ldots = P_T = P \) (for some fixed preference matrix \( P \)), the performance of the learner is often measured w.r.t. the CW of \( P \), defined as the static regret:

\[
R(T) := \frac{1}{2} \sum_{t=1}^{T} \delta_t(a^*, a_t) + \delta_t(a^*, b_t),
\]

where \( a^* \) is the CW of \( P \). Note that here \( \delta_t(a^*, a) = P_t(a^*, a) - 1/2 \) essentially quantifies the net loss of arm \( a \) against the fixed benchmark arm \( a^* \).

However, regret with respect to any fixed benchmark (comparator arm) soon becomes meaningless when the underlying preference matrices are changing over time, since no single fixed arm may represent a reasonably ‘good benchmark’ over \( T \) rounds. Consider the following simple motivating example:

Example 2.1. Let \( K = 2 \) and define

\[
P_1 = \begin{bmatrix} 0.5 & 0 \\ 1 & 0.5 \end{bmatrix}, \quad P_2 = \begin{bmatrix} 0.5 & 0 \\ 0 & 1.5 \end{bmatrix}.
\]

Now, assume a preference sequence such that \( P_t = P_1 \) for the first \( \lfloor T/2 \rfloor \) rounds and \( P_t = P_2 \) for the last \( \lceil T/2 \rceil \) rounds. We see that a policy that plays any of the two arms all \( T \) rounds, e.g. \( \pi_t = 1 \) for all \( t \in [T] \), has regret \( O(1) \) against any fixed benchmark arm, as \( \delta_t(1,2) = 1/2 \) for the first \( T/2 \) rounds and \( \delta_t(1,2) = -1/2 \) for last \( T/2 \) rounds. However, against a dynamic benchmark, e.g. arm 1 for \( t < T/2 \) and arm 2 for \( t \geq T/2 \), any policy that plays a fixed arm all \( T \) rounds suffers \( O(T/2) \) regret (while suffering only constant regret against any fixed benchmark).

Dynamic Regret in Dueling Bandits. Drawing motivation from the above, we seek to formulate a more meaningful notion of dueling bandit regret, where the benchmark at every round is chosen dynamically based on \( P_t \). More precisely, letting \( a_t^* \) be the CW of \( P_t \), we define the dynamic regret:

\[
DR(T) := \sum_{t=1}^{T} \delta_t(a_t^*, a_t) + \delta_t(a_t^*, b_t).
\]

2.2 Measures of Non-Stationarity

Clearly, without any control over the amount of non-stationarity in the sequence \( \{P_t\}_{t \in [T]} \) it is impossible for any learner to achieve a sublinear \( o(T) \) dynamic regret in the worst case. To see this, consider the matrices from Example 2.1 and note that for any choice of arms \((a_t, b_t)\), the adversary can choose a matrix as to guarantee instantaneous regret of at least \( 1/2 \). This consequently leads to linear regret for the learner, implying that to achieve sub-linear dynamic regret, we need to restrict the adversary in terms of the total amount of non-stationarity it can induce in the sequence \( \{P_t\}_{t \in [T]} \). But what could be a good measure of non-stationarity? In this paper, we study several of these measures, which we will now formally introduce and put in relation to one another.

1) Preference Switches. A non-stationarity measure that has been studied in the previous NST–DB literature is the number of times \( P_t \) changes (Kolpaczki et al. [2022] Saha and Gupta [2022]):

\[
S^P := \sum_{t=2}^{T} 1\{P_t \neq P_{t-1}\}.
\]
Condorcet Winner Switches. A stronger measure of non-stationarity is then the total number of Condorcet Winner Switches, i.e. the number of times the identity of \( a_t^* \) changes:

\[
S^{CW} := \sum_{t=2}^{T} 1\{a_t^* \neq a_{t-1}^*\}.
\]

Remark 2.1 (\( S^o \) vs \( S^{CW} \)). From the definition, we always have \( S^{CW} \leq S^o \). In fact, it is easy to construct a scenario where \( S^{CW} < S^o \): Assume \( K = 3 \) and consider the following two preference matrices

\[
P_1 = \begin{bmatrix} 0.5 & 0.5 & 0.5 \\ 0.45 & 0.5 & 0 \\ 0.45 & 0.5 & 0 \end{bmatrix}, \quad P_2 = \begin{bmatrix} 0.5 & 0.5 & 0.5 \\ 0.45 & 0 & 0.5 \\ 0.45 & 1 & 0.5 \end{bmatrix},
\]

and a preference sequence \( \{P_t\}_{t \in [T]} \) such that \( P_t = P_1 \) when \( t \) is odd and \( P_t = P_2 \) otherwise. Then, \( S^{CW} = 0 \) (since 1 is the CW for all \( t \)), whereas \( S^o = T \).

Significant Condorcet Winner Switches. Recently, Suk and Kpotufe (2022) proposed a new (and strong) notion of non-stationarity in multi-armed bandits, called Significant Shifts, that aims to account only for severe distribution shifts and comprises previous complexity measures. We can define a similar concept for dueling bandits: Let \( \nu_0 := 1 \) and define \( \nu_{t+1} \) recursively as the first round in \( [\nu_t, T] \) such that for all arms \( a \in [K] \) there exist rounds \( \nu_1 \leq s_1 < s_2 < \nu_{t+1} \) such that \( \sum_{i=s_1}^{s_2} \delta_i(a^*_t, a) \geq \sqrt{K(s_2 - s_1)} \). Let \( \tilde{S}^{CW} \) denote the number of such Significant CW Shifts \( \nu_1, \ldots, \nu_{\tilde{S}^{CW}} \). We immediately see that \( \tilde{S}^{CW} \leq S^{CW} \), as not all CW Switches are also Significant CW Switches. For example, a 'non-severe' and quickly reverted change of the Condorcet winner may not be counted towards \( \tilde{S}^{CW} \).

Total Variation. Another common notion of non-stationarity studied in the multi-armed bandit literature is the total variation present in the rewards (Besbes et al., 2014; Luo et al., 2018). Its analogue for dueling bandits can be defined as:

\[
V := \sum_{t=2}^{T} \max_{a, b \in [K]} |P_t(a, b) - P_{t-1}(a, b)|,
\]

which has been previously studied by Saha and Gupta (2022). However, \( V \) can also be a pessimistic measure of complexity, as it can be of order \( T \) even though the Condorcet winner remains fixed throughout all rounds.

\section{Algorithm: ANACONDA}

Following recent advances in non-stationary multi-armed bandits by Auer et al. (2019); Chen et al. (2019); Abbasi-Yadkori et al. (2022), and especially Suk and Kpotufe (2022), we construct an episode-based algorithm with a carefully chosen replay schedule.

Recall that our main goal is to minimize the dynamic regret with respect to a changing benchmark \( a_t^* \). We first notice that we can not reliably track the dynamic regret of some arm \( a \), i.e. \( \sum_t \delta_t(a^*_t, a) \), as the identity of the benchmark, \( a_t^* \), changes at unknown times. As a resolution to this, the algorithmic idea that we deploy aims to detect relevant changes in the preference matrix by tracking the static regret \( \max_{a^* \in [K]} \sum_{t=1}^{T} \delta_t(a^*, a) \). It will be the main challenge of our analysis to ensure that properly timed replays occur (and not too many of these) so that it is sufficient to track the static regret to guarantee low dynamic regret.

In the following, we explain our algorithmic approach in more detail. The algorithm is organized in episodes, denoted \( \ell \). Similar to recent approaches to non-stationary multi-armed bandits (Auer et al., 2019; Abbasi-Yadkori et al., 2022; Suk and Kpotufe, 2022), the algorithm maintains a set of good arms, \( A_{\text{good}} \), and a replay schedule, \( \{B_{s,m}\}_{s,m} \), within each episode. When no good arms are left in \( A_{\text{good}} \), a new episode begins and the set of good arms and the replay schedule are being reset.

Here, ANACONDA (Algorithm 1) is the meta procedure that initializes each episode by resetting the set of good arms to \([K]\), sampling a new replay schedule, and triggering the root call of CondaLet. When active in round \( t \), a run of CondaLet \((t_0, m_0)\) (Algorithm 2) samples two arms uniformly at random from the active set of arms at random time \( t_0 \), denoted \( A_t \). The set \( A_t \) is globally maintained by all calls of CondaLet and reset to \([K]\) at the beginning of each replay, i.e. call of CondaLet. When a child replay CondaLet \((t, m)\) is
We see that whenever \( a, b > 0 \), where \( a \) depends on \( T \) and \( T \leq A \), a random from \( \delta \) estimate of active set in round \( t \). The outcomes of duels, the \textsc{anaconda} two arms as \( \text{Gap Estimates.} \)

Before checking for children, each version of \textsc{anaconda} saves a local set of arms, \( \mathcal{A}_{\text{local}} \), before checking for children.

**Gap Estimates.** Recall the definition of the gap between two arms as \( \delta_l(a, b) = p_l(a, b) - 1/2 \). Based on observed outcomes of duels, the \textsc{anaconda} maintains the following importance weighted estimates of \( \delta_l(a, b) \):

\[
\hat{\delta}_l(a, b) = |\mathcal{A}_l|^2 1_{\{a_1=a,b_1=b\}} a_l(a, b) - 1/2.
\]

We see that whenever \( a, b \in \mathcal{A}_l \), i.e. both arms are in the active set in round \( t \), the estimator \( \hat{\delta}_l(a, b) \) is an unbiased estimate of \( \delta_l(a, b) \), as we select a pair of arms uniformly at random from \( \mathcal{A}_l \) every round.

**Elimination Rule.** In Line 5 and Line 10 of Algorithm 2, we eliminate an arm \( a \in [K] \) in round \( t \) if there exist rounds \( 0 \leq s_1 < s_2 \leq t \) such that

\[
\max_{a' \in [K]} \sum_{t=s_1}^{s_2} \hat{\delta}_l(a', a) > c \log(T) K \sqrt{s_2 - s_1} \sqrt{K^2} \quad (2)
\]

where \( c > 0 \) is some universal constant that does not depend on \( T, K, \) or \( S^{\text{cw}} \), and can be derived from the regret analysis.

### 3.1 Main Result

The main result of this paper is a \( \tilde{O}(\sqrt{S^{\text{cw}} T}) \) dynamic regret bound of \textsc{anaconda} without knowledge of the number of CW Switches \( S^{\text{cw}} \). When \( S^{\text{cw}} < S^p \), this bound substantially improves upon the non-adaptive \( \tilde{O}(\sqrt{S^p T}) \) rates in Saha and Gupta (2022) and Kolpaczki et al. (2022). In particular, as previously mentioned, the number of preference switches \( S^p \) can be a very pessimistic measure of complexity. For example, a change in the preference between two suboptimal arms, or a minor change of the winning probabilities of the Condorcet winner under which it remains optimal, should not substantially affect the performance of a good algorithm (see Remark 2.1).

**Theorem 3.1 (Dynamic Regret of \textsc{anaconda}).** Let \( S^{\text{cw}} \) denote the unknown number of Condorcet Winner Switches in the sequence \( \{P_t\}_{t \in [T]} \). Let \( \tau_1, \ldots, \tau_{S^{\text{cw}}+1} \) be the unknown times of these switches and let \( \tau_0 := 1 \) and \( \tau_{S^{\text{cw}}+1} := T \). For some constant \( c > 0 \), the dynamic regret of \textsc{anaconda} is bounded as

\[
\text{DR}(T) \leq c \log^3(T) K \sum_{i=0}^{S^{\text{cw}}} \sqrt{\tau_{i+1} - \tau_i}.
\]

An application of Jensen’s inequality shows that this implies a dynamic regret bound of order \( \tilde{O}(K \sqrt{S^{\text{cw}} T}) \).

**Corollary 3.1 (Dynamic Regret w.r.t. \( S^{\text{cw}} \)).** For some constant \( c > 0 \), the dynamic regret of \textsc{anaconda} is bounded as

\[
\text{DR}(T) \leq c \log^3(T) K \sqrt{(S^{\text{cw}} + 1)} T.
\]
Remark 3.1 (Regret Lower Bound and Justification of Optimality of Theorem 3.1). Note that a lower bound of \( \Omega(\sqrt{KS^2T}) \) has recently been shown by Saha and Gupta (2022), which can also be seen to give a lower bound \( \Omega(\sqrt{KS^{cw}T}) \) in terms of CW Switches \( S^{cw} \) as \( S^{cw} \leq S^\circ \) (in particular, the lower bound problem instance used in Saha and Gupta (2022) is precisely such that \( S^{cw} = S^\circ \)). As a result, we find that the above bound is optimal up to logarithmic factors in its dependence on \( S^{cw} \) and \( T \), while its dependence on \( K \) may not be tight.

4 Regret Analysis of ANACONDA

We build on recent advances in non-stationary multi-armed bandits, which are able to achieve near-optimal dynamic guarantees (Auer et al. 2019; Abbasi-Yadkori et al. 2022; Suk and Kpotufe 2022) without knowledge of the non-stationary complexity. A common basis of the regret analysis in these works is a decomposition of the dynamic regret using the notion of good arms.

Challenges in the Dueling Setting. More precisely, within each episode \( \ell \), prior work in multi-armed bandits (Auer et al. 2019; Abbasi-Yadkori et al. 2022; Suk and Kpotufe 2022) decomposes the regret of their algorithm’s selection \( a_\ell \) into its relative regret against the last good arm \( a_\ell^g \in A_{\text{good}} \), and the relative regret of \( a_\ell^g \) against the best arm \( a_\ell^* \). A key advantage of this decomposition is that tracking the relative regret of some arm \( a \) w.r.t. \( a_\ell^g \) instead of \( a_\ell^* \) is much easier. In particular, since \( a_\ell^g \) is by definition considered good throughout the episode, it is always actively played, which guarantees unbiased estimates of the gap between any played arm \( a \) and the last good arm \( a_\ell^g \).

However, pairwise preferences are generally not transitive, let alone linear, so that a triangle inequality does not hold, i.e. \( \delta_\ell(a_\ell^g, a) \not\leq \delta_\ell(a_\ell^*, a_\ell^g) + \delta_\ell(a_\ell^*, a) \). In \( \text{NST-DB} \), we can thus generally not rely on \( a_\ell^g \) as a benchmark. Instead, in contrast to prior work in multi-armed bandits, we face the difficulty of having to argue directly that we can track the dynamic regret \( \sum_{i=1}^{s_\ell} \delta_i(a_\ell^g, a) \) sufficiently well without a proxy benchmark such as \( a_\ell^g \).

Key Ideas to Overcome the Challenges. To overcome these challenges, we consider every fixed arm \( a \in [K] \) in isolation and split the horizon into the rounds before arm \( a \) gets eliminated from \( A_{\text{good}} \) and the rounds after it gets eliminated from \( A_{\text{good}} \) in episode \( \ell \). Letting \( t_\ell^a \) be the elimination round of arm \( a \), we will then argue that \( t_\ell^a \) will occur sufficiently early to guarantee low regret (in episode \( \ell \)) before round \( t_\ell^a \). For the rounds after elimination from \( A_{\text{good}} \), it will be key to dissect each possible replay of the eliminated arm and obtain replay-specific regret bounds, where we distinguish between ‘confined’ and ‘unconfined’ replays of arms. We now give an outline of our regret analysis.

4.1 Proof Sketch of Theorem 3.1

In the following, we let \( \tilde{c} > 0 \) denote a positive constant that does not depend on \( T, K \), or \( S^{cw} \), but may change from line to line. To begin our analysis, we state a concentration bound on the martingale difference sequence \( \tilde{\delta}_t(a,b) - \mathbb{E}[\delta_t(a,b) \mid F_{t-1}] \) as it can be found in similar form in (Beygelzimer et al. 2011) and (Suk and Kpotufe 2022).

Lemma 4.1. Let \( E \) be the event that for all rounds \( 1 \leq s_1 < s_2 \leq T \) and all arms \( a, b \in [K] \):

\[
\sum_{t=s_1}^{s_2} \delta_t(a,b) - \sum_{t=s_1}^{s_2} \mathbb{E} \left[ \delta_t(a,b) \mid F_{t-1} \right] \leq c_1 \log(T) \left( K \sqrt{s_2 - s_1} + K^2 \right)
\]

for a sufficiently large constant \( c_1 > 0 \) and where \( F = \{F_t\}_{t \in \mathbb{N}_0} \) denotes the canonical filtration. Then, event \( E \) occurs with probability at least \( 1 - 1/T^2 \).

Note that our elimination rule (2) has been chosen in accordance with the above concentration bound.

Bounding Regret Within Episodes. We proceed by bounding regret within each episode separately. Recall that we let \( \tau_1 < \ldots < \tau_{S^{cw}} \) denote the (unknown) rounds in which the Condorcet winner changes. We then refer to the interval \( [\tau_i, \tau_{i+1}] \) as the \( i \)-th phase, i.e. the interval for which \( a_i^* = a_{\tau_i}^* \) for all \( t \in [\tau_i, \tau_{i+1}] \).

Let \( \text{Phases}(t_1, t_2) = \{ i : [\tau_i, \tau_{i+1}] \cap [t_1, t_2) \neq \emptyset \} \) be the set of phases \( i \) such that \( [\tau_i, \tau_{i+1}] \) intersects with the interval \([t_1, t_2)\). Our main claim is the following upper bound on the dynamic regret within each episode:

\[
\mathbb{E} \left[ \sum_{t=t_\ell}^{t_\ell+1-1} \frac{\delta_t(a_i^*, a_t) + \delta_t(a_i^*, b_t)}{2} \right] \leq \tilde{c} K \log^3(T) \mathbb{E} \left[ \sum_{i \in \text{Phases}(t_\ell, t_\ell+1)} \sqrt{t_{i+1} - t_i} \right].
\]

By conditioning on \( t_\ell \) and carefully applying the tower property, we can rewrite the expected dynamic regret within an episode in terms of fixed arms \( a \in [K] \):

Lemma 4.2. We have

\[
\mathbb{E} \left[ \sum_{t=t_\ell}^{t_\ell+1-1} \frac{\delta_t(a_i^*, a_t) + \delta_t(a_i^*, b_t)}{2} \right] = \mathbb{E} \left[ \sum_{a=1}^{K} \sum_{t=t_\ell}^{t_\ell+1-1} \frac{\delta_t(a_i^*, a_t)}{|A_t|} 1_{\{a \in A_t\}} \right].
\]
of the round in episode \(\ell\) in which arm \(a\) is eliminated from \(A_{\text{good}}\) and consider

\[
\mathbb{E}
\left[
\sum_{a=1}^{K} \sum_{t=t_{\ell}}^{t_{\ell}+1-1} \frac{\delta_t(a^*_t, a)}{|A_t|} + \sum_{a=1}^{K} \sum_{t=t_{\ell}}^{t_{\ell}+1-1} \frac{\delta_t(a^*_t, a)}{|A_t|} 1_{\{a \in A_t\}}
\right]
\]

where we could drop the indicator in \(R_1(\ell)\), since \(A_{\text{good}} \subseteq A_t\) always. The remainder of our analysis is mostly concerned with showing that both, \(R_1(\ell)\) and \(R_2(\ell)\), are upper bounded by the RHS in \([4]\).

**Regret Before Elimination.** The main difficulty in bounding \(R_1(\ell)\) lies in the fact that some arm could have been eliminated due to being suboptimal, only to become the Condorcet winner soon after. As a result, large regret could go undetected, as the current Condorcet winner is not being actively played anymore. To this end, we have to argue that with high probability there will always be a replay scheduled that eliminates any bad arm from \(A_{\text{good}}\) in a timely manner, thereby eventually triggering a restart.

Here, we specifically consider calls of \(\text{CondaLet}(s, m)\) that provably eliminate bad arms from \(A_{\text{good}}\). Importantly, by construction of our elimination rule \([2]\), we can guarantee on the concentration event \(\mathcal{E}\) that any replay that is scheduled within some phase \(i\) will actively play the Condorcet winner of said phase.

**Lemma 4.3.** On event \(\mathcal{E}\), no call of \(\text{CondaLet}(s, m)\) with \(\tau_i \leq s < \tau_{i+1}\) eliminates arm \(a^*_i\) before round \(\tau_{i+1}\).

Roughly speaking, we can then argue that a replay that eliminates arm \(a\) will be scheduled with high probability before the smallest round \(s(a) > t_\ell\) such that

\[
\sum_{i=t_\ell}^{s(a)} \delta_i(a^*_i, a) \gtrsim \sqrt{s(a) - t_\ell}.
\]

In other words, arm \(a\) is going to be eliminated from \(A_{\text{good}}\) before it suffers too much regret. Since \(t_\ell^i\) is defined as the round in episode \(\ell\) in which \(a\) is eliminated from \(A_{\text{good}}\), we must have \(t_\ell^i < s(a)\), which implies that the inner sum in \(R_1(\ell)\) is at most of order \(\sqrt{t_\ell^i - t_\ell}\) for every fixed arm \(a \in [K]\). Finally, using that

\[
\sqrt{t_\ell^i - t_\ell} \leq \sum_{i \in \text{Phases}(t_\ell, t_\ell^i)} \sqrt{\tau_{i+1} - \tau_i}
\]

and summing over all arms, we obtain the desired bound \([4]\).

Note that here summing over arms can be seen to account for a \(\log(K)\) factor which we coarsely upper bound by \(\log(T)\).

**Regret After Elimination.** \(R_2(\ell)\) can be viewed as the regret due to replaying arms after they have been eliminated from the good set \(A_{\text{good}}\). We here distinguish between two types of replays:

**Definition 4.1.** We call \(\text{CondaLet}(s, m)\) *confined* if there exists \(i \in \text{Phases}(t_\ell, T)\) s.t. \([s, s + m] \subseteq [\tau_i, \tau_{i+1})\). In turn, we say that \(\text{CondaLet}(s, m)\) is *unconfined* if for all \(i \in \text{Phases}(t_\ell, T)\), we have \([s, s + m] \subseteq [\tau_i, \tau_{i+1})\).

To bound the regret within a confined replay, we recall that according to Lemma 4.3 on the concentration event \(\mathcal{E}\), no replay will eliminate the Condorcet winner within the phase it is scheduled in. Thus, whenever some arm \(a\) is being played by a confined replay, we obtain unbiased estimates of \(\delta_t(a^*_t, a)\). It is then straightforward to show that for any confined \(\text{CondaLet}(s, m)\), we have that \(\sum_{t=s}^{s+m} \delta_t(a^*_t, a)\) is at most of order \(\sqrt{m}\).

A similar line of argument does not work for unconfined replays, as they intersect with several phases. We then face a similar difficulty as when bounding \(R_1(\ell)\), where the Condorcet winner of the current phase could have been eliminated (from the replay) in an earlier phase. Using similar arguments than for bounding \(R_1(\ell)\), we show that for any unconfined \(\text{CondaLet}(s, m)\), we have that \(\sum_{t=s}^{s+m} \delta_t(a^*_t, a)\) is at most of order \(\sqrt{s - t_\ell + \sqrt{m}}\).

Lastly, recall that in episode \(\ell\) a replay \(\text{CondaLet}(s, m)\) is scheduled with probability \(1/\sqrt{m(s-t_\ell)}\). Crucially, any unconfined replay scheduled in \([\tau_i, \tau_{i+1})\) must have duration at least \(m \geq \tau_{i+1} - s\) (otherwise it is not unconfined). Careful summation over confined and unconfined replays then yields the desired upper bound \([4]\).

**Counting Episodes.** Lastly, we show that \(\text{ANACONDA}\) will only restart if there has been a CW switch.

**Lemma 4.4.** On event \(\mathcal{E}\), for all episodes \(\ell\) but the last there exists a change of the CW \(t_\ell \leq \tau_i < t_{\ell+1}\).

This follows directly from the fact that on the concentration event \(\mathcal{E}\) the current CW will never be eliminated from \(A_{\text{good}}\). Thus, if there is a restart, i.e. every arm has been eliminated from \(A_{\text{good}}\), there must have been a change of CW. Lemma 4.4 thus tells us that any phase intersects with at most two episodes. Summing the RHS of \([4]\) over episodes then gives the claimed upper bound of

\[
\mathbb{E}
\left[
\sum_{t=1}^{T} \frac{\delta_t(a^*_t, a_t) + \delta_t(a^*_t, b_t)}{2}
\right] 
\leq 2cK \log^3(T) \mathbb{E}
\left[
\sum_{i=1}^{S_{\text{CW}}} \sqrt{\tau_{i+1} - \tau_i}
\right].
\]

A detailed proof of Theorem 3.1 is given in Appendix A.

5 Tighter Bounds under SST and STI

We show that \(\text{ANACONDA}\) can in fact yield a stronger regret guarantee in terms of a more refined notion of non-stationarity, Significant Condorcet Winner Switches (see
We want to give a brief intuition about why additional assumptions are necessary when bounding dynamic regret w.r.t. Significant CW Switches $S^{\text{CW}}$ opposed to general CW Switches $S^{\text{CW}}$. Consider a phase $[\nu_i, \nu_{i+1})$ in the sense of Significant CW Switches as defined in Section 2.2. As previously mentioned, the definition of a Significant CW Switch allows for several (non-severe) CW changes within each phase $[\nu_i, \nu_{i+1})$. As a result, we cannot guarantee that there will be any intervals during which the CW remains fixed, which would enable us to reliably estimate the relative regret $\sum_t \delta_t(a'_t, a)$ so as to eliminate bad arms. Roughly speaking, assuming SST and STI enables us to identify bad arms based on knowledge of $\sum_t \delta_t(a'_t, a)$ for some temporarily fixed benchmark $a'$. More details and a complete proof can be found in Appendix B.

2 Condorcet Winner Variation. Recall the definition of the CW Variation $\tilde{V}$ from Section 2.2. As a consequence of Theorem 5.1, we can now show that ANACONDA also achieves near-optimal dynamic regret w.r.t. $\tilde{V}$.

Corollary 5.1. Let $\tilde{V}$ be the unknown Condorcet Winner Variation in the sequence $\{P_t\}_{t \in [T]}$. Under Assumption 1 and Assumption 2, ANACONDA has dynamic regret $\tilde{O}(K\sqrt{T} + \tilde{V}^{1/3}(KT)^{2/3})$.

Remark 5.3. By definition, we have $\tilde{V} \leq V$, which means that Corollary 5.1 may yield a tighter dynamic regret bound than the (non-adaptive) $\tilde{O}(KV^{1/3}T^{2/3})$ guarantee by Saha and Gupta (2022). In view of the lower bound of $\Omega((KV)^{1/3}(T^{2/3})$) shown in Saha and Gupta (2022), the presented regret guarantee is also tight up to logarithmic factors and a factor of $K^{1/3}$. Note again that the lower bound by Saha and Gupta (2022) is not violated as their lower bound uses a worst-case preference sequence $\{P_t\}_{t \in [T]}$ where $\tilde{V} = V$.

6 Discussion and Future Work

We studied the problem of dynamic regret minimization in non-stationary dueling bandit problems in preference elicitation in time varying preference models, it also leads many new questions along the line. In particular, as an extension to this work, one obvious question would be to understand non-stationary dueling bandits for more general preference matrices: What happens if the

---

Note that this is a limitation of our regret analysis. It is an open question whether it is possible to achieve $O(\sqrt{S^{\text{CW}}T})$ dynamic regret in $\text{NSt-DB}$ with general preference models.
preference sequence does not have a Condorcet winner in each round? What could be a good dynamic benchmark in that case? Here to related, another open question is whether it is possible to obtain dynamic regret bounds in terms of Significant CW Switches $\tilde{\text{CW}}^{\text{SW}}$ for general preference sequences (without additional transitivity assumptions)? Extending the considered pairwise preference setting to more general subset-wise feedback [Saha and Gopalan 2018, Ghoshal and Saha 2022] would be another interesting problem from a practical point of view.
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Notation

$\alpha_t, \beta_t$ Arms selected by the algorithm in round $t$
$\alpha, \alpha', b$ Generic fixed arms in $[K]$
$\delta_t(a, b)$ Gap between arm $a$ and arm $b$
$\hat{\delta}_t(a, b)$ Importance weighted gap estimate
$\alpha_t^*$ Condorcet winner in round $t$
$t_\ell$ First round in the $\ell$-th episode
$t'_\ell$ Round in the $\ell$-th episode in which $a$ is eliminated from $A_{\text{good}}$
$S^{\text{CW}}$ Number of Condorcet Winner Switches
$\tau_1, \ldots, \tau_{S^{\text{CW}}}$ Rounds in which the Condorcet winner changes
$\alpha_t^*$ Condorcet winner in phase $i \in [S^{\text{CW}}]$, i.e. $a_t^* = a_i^*$ for $t \in [\tau_i, \tau_{i+1})$
$\hat{S}^{\text{CW}}$ Number of Significant Condorcet Winner Switches
$\nu_1, \ldots, \nu_{\hat{S}^{\text{CW}}}$ Rounds of Significant CW Switches
$\nu_1^*, \ldots, \nu_{S^{\text{CW}}}$ Last safe arm in phase $[\nu_i, \nu_{i+1})$, i.e. last arm to satisfy (30)
$\hat{V}$ Condorcet Winner Variation
We now apply the above concentration bound to the martingale difference sequence $\delta_t$ in Section A.1. We will rely on a similar martingale tail bound as Beygelzimer et al. (2011) and Suk and Kpotufe (2022), which is based on this preliminary section, we introduce a concentration bound on the sum of our estimates $\hat{\delta}_t$ in Section A.1.1. We then show in Section A.1.2 that the beginning of a new episode implies that the Condorcet winner has changed (on the concentration event), which will be useful later. Finally, Section A.1.3 decomposes the regret in terms episodes, arms, and rounds, which will form the basis of our analysis.

A.1 Preliminaries

In this preliminary section, we introduce a concentration bound on the sum of our estimates $\hat{\delta}_t$ in Section A.1.1. We then show in Section A.1.2 that the beginning of a new episode implies that the Condorcet winner has changed (on the concentration event), which will be useful later. Finally, Section A.1.3 decomposes the regret in terms episodes, arms, and rounds, which will form the basis of our analysis.

A.1.1 Martingale Concentration Bound

We will rely on a similar martingale tail bound as Beygelzimer et al. (2011) and Suk and Kpotufe (2022), which is based on a version of Freedman’s inequality given below.

**Lemma A.1 (Theorem 1 in Beygelzimer et al. (2011)).** Let $(X_t)_{t \in \mathbb{N}}$ be a martingale difference sequence w.r.t. some filtration $(\mathcal{F}_t)_{t \in \mathbb{N}_0}$. Assume that is $X_t$ is almost surely uniformly bounded, i.e. $X_t \leq R$ a.s. for some constant $R$. Moreover, suppose that $\sum_{s=1}^{t} E[X_s^2 | \mathcal{F}_{s-1}] \leq V_t$ a.s. for some sequence of constants $(V_t)_{t \in \mathbb{N}}$. Then, for any $\delta \in (0, 1)$, with probability at least $1 - \delta$, we have

$$
\sum_{s=1}^{t} X_s \leq (e - 1) \left( \sqrt{V_t \log(1/\delta)} + R \log(1/\delta) \right).
$$

(5)

**Proof.** See Theorem 1 in Beygelzimer et al. (2011) and Lemma 1 in Suk and Kpotufe (2022).

We now apply the above concentration bound to the martingale difference sequence $\hat{\delta}_t(a, b) - E[\hat{\delta}_t(a, b) | \mathcal{F}_{t-1}]$.

**Lemma A.2.** Let $E$ be the event that for all rounds $s_1 < s_2$ and all arms $a, b \in [K]$

$$
\sum_{t = s_1}^{s_2} \delta_t(a, b) - \sum_{t = s_1}^{s_2} E\left[ \delta_t(a, b) | \mathcal{F}_{t-1} \right] \leq c_1 \log(T) \left( K \sqrt{s_2 - s_1} + K^2 \right)
$$

(6)

for an appropriately large constant $c_1 > 0$ and where $\mathcal{F} = \{\mathcal{F}_t\}_{t \in \mathbb{N}_0}$ is the canonical filtration generated by observations in past rounds. Then, event $E$ occurs with probability at least $1 - 1/T^2$.

**Proof.** Note that $\delta_t(a, b) - E[\delta_t(a, b) | \mathcal{F}_{t-1}]$ is naturally a martingale difference, since $E[\delta_t(a, b) - E[\delta_t(a, b) | \mathcal{F}_{t-1}] | \mathcal{F}_{t-1}] = 0$ a.s. Using that $|A_t| \leq K$, we have that $X_t \leq 2K^2$ a.s. for all rounds $t$. Moreover, we get that

$$
\sum_{t = s_1}^{s_2} E\left[ \delta_t^2(a, b) | \mathcal{F}_{t-1} \right] \leq \sum_{t = s_1}^{s_2} |A_t|^4 E\left[ 1_{a_t = a, b_t = b} | \mathcal{F}_{t-1} \right] = \sum_{t = s_1}^{s_2} |A_t|^2 \leq K^2(s_2 - s_1).
$$

We can thus apply Lemma A.1 with $R = K^2$ and $V_t = 2K^2t$. Using $|x - y| \leq |x| + |y|$ and taking union bounds over $a, b$ and $s_1, s_2$, we then obtain Lemma A.2.

A.1.2 Episodes and Condorcet Winner Switches

**Lemma A.3.** On event $E$, for each episode $[t_\ell, t_{\ell+1})$ with $t_{\ell+1} \leq T$, there exists a change of the CW $\tau_\ell \in [t_\ell, t_{\ell+1})$.

This implies that any phase $[\tau_\ell, \tau_{\ell+1})$ will intersect with at most two episodes.

**Proof.** The start of a new episode means that every arm $a \in [K]$ has been eliminated from $A_{\text{good}}$ at some round in $t_\ell^a \in [t_\ell, t_{\ell+1})$. As a result, there must exist an interval $[s_1, s_2] \subseteq [t_\ell, t_{\ell+1})$ and some arm $a' \in [K]$ so that the elimination rule (2) holds. Using Lemma A.2, we then find that for some constant $c_2 > 0$:

$$
\sum_{t = s_1}^{s_2} E\left[ \delta_t(a', a) | \mathcal{F}_{t-1} \right] > c_2 \log(T) K \sqrt{s_2 - s_1} \vee K^2.
$$

(7)
We will bound regret of the algorithm within each episode separately, i.e. we consider where we used that

\[
\mathbb{E}[\hat{\delta}_t(a', a) \mid \mathcal{F}_{t-1}] = \begin{cases} 
\delta_t(a', a) & a', a \in \mathcal{A}_t \\
-1/2 & \text{otherwise}.
\end{cases}
\]  

(8)

Thus, in view of inequality (7), there exists no arm \(a \in [K]\) such that \(\max_{a'} \delta_t(a', a) = 0\) for all \(t \in [t, t+1]\), i.e. no fixed arm is optimal throughout the episode and there must have been a change of Condorcet winner.

\[\square\]

A.1.3 Decomposing Regret across Episodes and Arms

We will bound regret of the algorithm within each episode separately, i.e. we consider

\[
\mathbb{E} \left[ \sum_{t=t}^{t+1} \frac{\delta_t(a^*_t, a_t) + \delta_t(a^*_t, b_t)}{2} \right],
\]

(9)

where \(t\) is the first round in episode \(\ell\) and \(a^*_t\) is the Condorcet winner in round \(t \in [T]\).

Recall that, every round \(t \in [T]\), the algorithm selects an arm \(a\) uniformly at random from the active set \(\mathcal{A}_t\). It will then be useful to rewrite (11) in terms of fixed arms \(a \in [K]\).

**Lemma A.4.** We can write (11) in terms of the regret suffered by fixed arms:

\[
\mathbb{E} \left[ \sum_{t=t}^{t+1} \frac{\delta_t(a^*_t, a_t) + \delta_t(a^*_t, b_t)}{2} \right] = \mathbb{E} \left[ \sum_{a, t}^{K} \frac{\delta_t(a^*_t, a)}{|\mathcal{A}_t|} \mathbf{1}_{\{a \in \mathcal{A}_t\}} \right].
\]

Proof. As the algorithm independently and symmetrically selects two arms \((a_t, b_t)\) in each round (Line 4 in Algorithm 2), we can focus on bounding regret for one of the two arms, say \(a_t\), by writing

\[
\mathbb{E} \left[ \sum_{t=t}^{t+1} \frac{\delta_t(a^*_t, a_t) + \delta_t(a^*_t, b_t)}{2} \right] = \mathbb{E} \left[ \sum_{t=t}^{t+1} \delta_t(a^*_t, a_t) \right].
\]

(11)

Conditioning on \(t\) and using the tower property, we then further find that

\[
\mathbb{E} \left[ \sum_{t=t}^{t+1} \delta_t(a^*_t, a_t) \right] = \mathbb{E} \left[ \mathbb{E} \left[ \sum_{t=t}^{t+1} \delta_t(a^*_t, a_t) \mid t \right] \right]
\]

\[= \mathbb{E} \left[ \sum_{t=t}^{T} \mathbb{E} \left[ \mathbf{1}_{\{t < t+1\}} \mathbb{E} \left[ \delta_t(a^*_t, a_t) \mid \mathcal{F}_{t-1} \right] \right] \right]
\]

\[= \mathbb{E} \left[ \sum_{t=t}^{T} \sum_{a \in \mathcal{A}_t} \mathbb{E} \left[ \mathbf{1}_{\{t < t+1\}} \mid t \right] \frac{\delta_t(a^*_t, a)}{|\mathcal{A}_t|} \right] = \mathbb{E} \left[ \sum_{t=t}^{t+1} \sum_{a \in \mathcal{A}_t} \frac{\delta_t(a^*_t, a)}{|\mathcal{A}_t|} \right],
\]

where we used that \(\mathbf{1}_{\{t < t+1\}}\) is \(\mathcal{F}_{t-1}\)-measurable and

\[
\mathbb{E} \left[ \delta_t(a^*_t, a_t) \mid \mathcal{F}_{t-1} \right] = \sum_{a \in \mathcal{A}_t} \frac{\delta_t(a^*_t, a)}{|\mathcal{A}_t|}.
\]

Lastly, Lemma A.4 then follows from rewriting the sum over \(a \in \mathcal{A}_t\) using the indicator \(\mathbf{1}_{\{a \in \mathcal{A}_t\}}\) and swapping the order of the sums.

\[\square\]

In an important next step, we split the dynamic regret for each fixed arm \(a \in [K]\) into:

(i) the regret we suffer from playing arm \(a\) in the \(\ell\)-th episode before its elimination from \(\mathcal{A}_{\text{good}}\),

(ii) the regret we suffer from (re)playing arm \(a\) in the \(\ell\)-th episode after its elimination from \(\mathcal{A}_{\text{good}}\).
Recall that \( t_\ell^a \in [t_\ell, t_{\ell+1}) \) denotes the time that arm \( a \) is eliminated from \( A_{\text{good}} \) in episode \( \ell \). Using Lemma A.4 we then decompose the dynamic regret in episode \( \ell \) as

\[
E \left[ \sum_{t=t_\ell}^{t_\ell^{a^*} - 1} \frac{\Delta_t(a_t^*, a_t) + \Delta_t(a_t^*, b_t)}{2} \right] = E \left[ \sum_{a=1}^{K} \sum_{t=t_\ell}^{t_\ell^{a^*} - 1} \frac{\Delta_t(a_t^*, a)}{|A_t|} \right] + E \left[ \sum_{a=1}^{K} \sum_{t=t_\ell^a}^{t_\ell^{a^*} - 1} \frac{\Delta_t(a_t^*, a)}{|A_t|} 1_{\{a \in A_t\}} \right],
\]

where for \( R_1(\ell) \) we used that \( a \in A_{\text{good}} \) implies \( a \in A_t \) by construction of these sets. For every fixed arm, \( R_1(\ell) \) corresponds to the regret suffered before said arm is eliminated from the master set. Accordingly, \( R_2(\ell) \) is the regret due to replaying an arm after its elimination from the master set. The remainder of the proof is mainly concerned with bounding \( R_1(\ell) \) and \( R_2(\ell) \) appropriately.

A.2 Bounding \( R_1(\ell) \): Regret Before Elimination

We begin by assuming w.l.o.g. that \( t_1^a \leq \cdots \leq t_K^a \) so that for each round \( t < t_\ell^a \) all arms \( a' \geq a \) are element in \( A_{\text{good}} \subseteq A_t \).

As a result, we have \( |A_t| \geq K + 1 - a \) for all \( t \leq t_\ell^a \), and thus

\[
E \left[ \sum_{a=1}^{K} \sum_{t=t_\ell}^{t_\ell^{a^*} - 1} \frac{\Delta_t(a_t^*, a)}{|A_t|} \right] \leq E \left[ \sum_{a=1}^{K} \sum_{t=t_\ell}^{t_\ell^{a^*} - 1} \frac{\Delta_t(a_t^*, a)}{K + 1 - a} \right].
\]

As we can see, the denominator will eventually account for a factor of \( \log(K) \approx \sum_{a=1}^{K} 1/a \). We now concentrate on bounding the inner sum in (13), i.e. the regret of any fixed arm before being eliminated in the \( \ell \)-th episode.

A.2.1 Bounding \( E[\sum_{t=t_\ell}^{t_\ell^{a^*} - 1} \delta_t(a_t^*, a)] \) for any fixed arm \( a \in [K] \)

This section is devoted to proving the following upper bound.

**Lemma A.5.** For some constant \( c > 0 \):

\[
E \left[ \sum_{t=t_\ell}^{t_\ell^{a^*} - 1} \delta_t(a_t^*, a) \right] \leq c \log^2(T) K E \left[ \sum_{\text{Phases}(t_\ell, t_\ell^a)} \sqrt{\tau_{i+1} - \tau_i} \right] + \frac{K}{T^2} + \frac{1}{T}.
\]

To prove Lemma A.5 we will divide the interval \([t_\ell, t_\ell^a)\) into segments over the course of which arm \( a \) suffers large regret and show that not too many of such segments will occur in interval \([t_\ell, t_\ell^a)\), i.e. until arm \( a \) is being eliminated from \( A_{\text{good}} \).

The definition of such bad segments is analogous to their construction in [Abbasi-Yadkori et al. 2022] and [Suk and Kpotufe 2022]. Whereas prior work utilizes such segments to bound the regret of the last arm considered good in an episode, i.e. the last arm in \( A_{\text{good}} \), we will instead derive a regret bound for any fixed arm \( a \). While the according regret bound will be in some sense weaker, it will still be sufficiently tight for our purposes. We here follow the notion in [Suk and Kpotufe 2022].

**Definition A.1 (Bad Segments).** Fix \( t_\ell \) and let \([\tau_i, \tau_{i+1})\) be any phase intersecting \([t_\ell, T)\). For an arm \( a \), define rounds \( s_{i,j}(a) \in [t_\ell \lor \tau_i, \tau_{i+1}) \) recursively as follows: let \( s_{i,0}(a) = t_\ell \lor \tau_i \) and define \( s_{i,j+1}(a) \) as the smallest round in \((s_{i,j}(a), \tau_{i+1})\) such that arm \( a \) satisfies for some constant \( c_3 > 0 \):

\[
\sum_{t=s_{i,j}(a)}^{s_{i,j+1}(a)} \delta_t(a_t^*, a) > c_3 \log(T) K \sqrt{s_{i,j+1}(a) - s_{i,j}(a)},
\]

if such round \( s_{i,j+1}(a) \) exists. Otherwise, we let \( s_{i,j+1}(a) = \tau_{i+1} - 1 \). We refer to the intervals \([s_{i,j}, s_{i,j+1})\) as bad segments if (15) is satisfied. If a segment does not satisfy (15), we refer to them as non-bad segments.

Note that the concept of bad segments will become useful later as, for a fixed \( t_\ell \), by definition of the bad segments, we can always upper bound the dynamic regret on an interval \([s_{i,j}(a), s_{i,j+1}(a))\) by

\[
\sum_{t=s_{i,j}(a)}^{s_{i,j+1}(a)-1} \delta_t(a_t^*, a) \leq c_3 \log(T) K \sqrt{s_{i,j+1}(a) - s_{i,j}(a)}.
\]

Note that by definition every segment but the last segment in a given phase must always satisfy (15).
We now define the bad round for an arm $a$ as the smallest round when the aggregated regret of bad segments exceeds $\sqrt{\text{interval length}}$ regret.

**Definition A.2** (Bad Round). Fix $t_\ell$ and some arm $a$. The bad round $s(a) > t_\ell$ is defined as the smallest round which satisfies for some universally fixed constant $c_4 > 0$:

$$\sum_{(i,j): s_{i,j+1}(a) < s(a)} \sqrt{s_{i,j+1}(a) - s_{i,j}(a)} > c_4 \log(T) \sqrt{s(a) - t_\ell},$$

where the sum is over all bad segments with $s_{i,j+1}(a) < s(a)$.

For a given episode $\ell$, we will show that arm $a$ is eliminated with high probability by the time the bad round $s(a)$ occurs. To this end, we will introduce perfect replays, i.e. those runs of $\text{CondaLet}$ which are properly timed and eliminate arm $a$ before it aggregates large regret.

### A.2.2 Perfect Replays

The following result will become very useful and makes the intuition precise that on the concentration event the Condorcet winner will not be eliminated. More precisely, any run of $\text{CondaLet}(s, m)$ scheduled in phase $i$ will never eliminate $a_i^*$ inside phase $i$ as long as our concentration bound holds.

**Lemma A.6.** On event $\mathcal{E}$, no run of $\text{CondaLet}(s, m)$ with $s \in [\tau_i, \tau_{i+1})$ ever eliminates arm $a_i^*$ before round $\tau_{i+1}$.

**Proof.** Suppose the contrary that some $\text{CondaLet}(s, m)$ with $s \in [\tau_i, \tau_{i+1})$ eliminates arm $a_i^*$ before round $\tau_{i+1}$. Then, we must have for some arm $a \in [K]$ and interval $[s_1, s_2] \subseteq [s, \tau_{i+1})$ that

$$C \log(T) K \sqrt{(s_2 - s_1) \vee K^2} < \sum_{t = s_1}^{s_2} \delta_t(a, a_i^*),$$

which using the concentration bound (6) implies on event $\mathcal{E}$ that

$$c_2 \log(T) K \sqrt{(s_2 - s_1) \vee K^2} < \sum_{t = s_1}^{s_2} \mathbb{E}[\delta_t(a, a_i^*) \mid \mathcal{F}_{t-1}] \leq \sum_{t = s_1}^{s_2} \delta_t(a, a_i^*),$$

where the last inequality holds by merit of (8). Now, by the definition of arm $a_i^*$ as the Condorcet winner in phase $i$, we must have $\delta_t(a, a_i^*) \leq 0$ for all $t \in [\tau_i, \tau_{i+1})$ and all $a \in [K]$. Lemma A.6 then follows from contradiction. \hfill $\Box$

This leads to the following important property of $\text{CondaLet}$ that states that properly timed replays of sufficient length will eliminate arms from $A_{\text{good}}$ in the course of their bad segments. We call such calls of $\text{CondaLet}$ perfect replays.

**Proposition A.1** (Perfect Replay). Suppose that event $\mathcal{E}$ holds. Let $[s_{i,j}(a), s_{i,j+1}(a))]$ be a bad segment w.r.t. arm $a$ and let $\tilde{s}_{i,j}(a) = \left\lfloor \frac{s_{i,j}(a) + s_{i,j+1}(a)}{2} \right\rfloor$ be the midpoint of the interval. It holds that any run of $\text{CondaLet}(s, m)$ with $s \in [s_{i,j}(a), \tilde{s}_{i,j}(a)]$ and $m \geq s_{i,j+1}(a) - s_{i,j}(a)$ will eliminate arm $a$ from $A_{\text{good}}$. We refer to such calls of $\text{CondaLet}$ as perfect replays w.r.t. arm $a$.

**Proof.** Let $\text{CondaLet}(s, m)$ be a replay such that $s \in [s_{i,j}(a), \tilde{s}_{i,j}(a)]$ and $m \geq s_{i,j+1}(a) - s_{i,j}(a)$. As any bad segment is by definition contained inside a phase, Lemma A.6 tells us that $a_i^* \in A_\ell$ for all $t \in [\tilde{s}_{i,j}(a), s_{i,j+1}(a)]$. Recall that the estimates $\hat{\delta}_t(a_i^*, a)$ are unbiased if $a, a_i^* \in A_\ell$ and we are thus able to obtain unbiased estimates of $\sum_{t = \tilde{s}_{i,j}(a)} s_{i,j+1}(a) \hat{\delta}_t(a_i^*, a)$. What is left to show is that in fact arm $a$ suffers sufficiently large regret to cause its elimination on this interval. To this end, by definition of the bad segments and basic algebraic manipulation, we find that

$$\sum_{t = \tilde{s}_{i,j}(a)}^{s_{i,j+1}(a)} \delta_t(a_i^*, a) = \sum_{t = s_{i,j}(a)}^{s_{i,j+1}(a)} \delta_t(a_i^*, a) - \sum_{t = s_{i,j}(a)}^{\tilde{s}_{i,j}(a) - 1} \delta_t(a_i^*, a)$$

$$\geq c_3 \log(T) K \left( \sqrt{s_{i,j+1}(a) - s_{i,j}(a)} - \sqrt{\tilde{s}_{i,j}(a) - 1 - s_{i,j}(a)} \right)$$

$$\geq c_3 \frac{2}{4} \log(T) K \sqrt{s_{i,j+1}(a) - \tilde{s}_{i,j}(a)}.$$
Using that $\sum_{i=\tilde{s}_{i,j}}^{\tilde{s}_{i,j+1}} \tilde{\delta}_i(a_i^*, a)$ is an unbiased estimate of $\sum_{i=\tilde{s}_{i,j}}^{\tilde{s}_{i,j+1}} \delta_i(a_i^*, a)$ and applying the concentration bound, this shows that arm $a$ satisfies the elimination rule over interval $[\tilde{s}_{i,j}(a), \tilde{s}_{i,j+1}(a)]$ and will thus be eliminated by CondaLet $(s, m)$.

### A.2.3 Perfect replays are scheduled w.h.p.

Following [Suk and Kpotufe (2022)], we will now show that a perfect replay that eliminates arm $a$ is scheduled before round $s(a)$ with high probability. A replay CondaLet $(s, m)$ is scheduled if $B_{s,m} = 1$ and the random variables $B_{s,m}$ with $s \geq t_\ell$ are conditionally independent on $t_\ell$ (see Line 7 in Algorithm 1). We are thus interested in perfect replays CondaLet $(s, m)$ such that for any bad segment $[s_{i,j}(a), s_{i,j+1}(a)]$ with $s_{i,j+1}(a) < s(a)$, we have $s \in [s_{i,j}(a), \tilde{s}_{i,j}(a)]$ and $m \geq s_{i,j+1}(a) - s_{i,j}(a)$. Moreover, we define $m_{i,j}$ as the smallest element in $\{2, \ldots, 2^{\lceil \log(T) \rceil}\}$ such that $m_{i,j} \geq s_{i,j+1}(a) - s_{i,j}(a)$, which implies that $s_{i,j+1}(a) - s_{i,j}(a) \geq \frac{m_{i,j}}{4}$. We will obtain the high probability guarantee via concentration on the sum

$$X(t_\ell, s(a)) = \sum_{(i,j) : s_{i,j+1}(a) < s(a)} \sum_{s = s_{i,j}(a)} B_{s,m_{i,j}}.$$

**Lemma A.7.** Let $E'(t_\ell)$ denote the event that $X(t_\ell, s(a)) \geq 1$ for all arms $a$, i.e., a perfect replay is scheduled before round $s(a)$. We have $\mathbb{P}(E'(t_\ell) \mid t_\ell) \geq 1 - K/T^3$.

**Proof.** Recalling that $B_{s,m} \mid t_\ell \sim \text{Bernoulli} \left( \frac{1}{\sqrt{m(s-t_\ell)}} \right)$, we find that

$$\mathbb{E}[X(t_\ell, s(a)) \mid t_\ell] \geq \frac{1}{\sqrt{2}} \sum_{(i,j) : s_{i,j+1}(a) < s(a)} \frac{\tilde{s}_{i,j}(a) - s_{i,j}(a)}{\sqrt{s_{i,j+1}(a) - s_{i,j}(a)} \sqrt{s(a) - t_\ell}} \geq \frac{1}{4} \sum_{(i,j) : s_{i,j+1}(a) < s(a)} \sqrt{s_{i,j+1}(a) - s_{i,j}(a)} \frac{c_4}{4} \log(T).$$

For $c_4$ sufficiently large the standard Chernoff bound tells us that

$$\mathbb{P} \left( X(t_\ell, s(a)) \leq \frac{\mathbb{E}[X(t_\ell, s(a)) \mid t_\ell]}{2} \mid t_\ell \right) \leq \exp \left( - \frac{\mathbb{E}[X(t_\ell, s(a)) \mid t_\ell]}{8} \right) \leq \frac{1}{T^3}.$$

The desired bound then follows from taking a union bound over all arms in $[K]$.

Now, on event $E' \cap E'(t_\ell)$, it must hold that $t_\ell^a < s(a)$ for all arms $a \in [K]$, since otherwise $a$ would have been eliminated by some perfect replay before round $t_\ell^a$ (by definition of event $E'(t_\ell)$). As the bad round $s(a)$ is defined as the smallest round satisfying $(17)$, we then have

$$\sum_{(i,j) : s_{i,j+1}(a)<t_\ell^a} \sqrt{s_{i,j+1}(a) - s_{i,j}(a)} \leq c_4 \log(T) K \sqrt{t_\ell^a - t_\ell}.$$

Hence, in view of equation $(16)$, over the bad segments, the regret of arm $a$ is at most of order $\log^2(T) \sqrt{t_\ell^a - t_\ell}$. Moreover, for every last segment in some phase $i$, $[s_{i,j}, s_{i,j+1}(a)]$, as well as the final segment $[s_{i,j}(a), t_\ell^a)$, we know that the regret suffered from playing $a$ is upper bounded by $c_3 \log(T) \sqrt{t_{i+1} - t_i}$ by definition of non-bad segments (Definition A.1). Therefore, on event $E' \cap E'(t_\ell)$, it follows from equation $(21)$ and the above that

$$\sum_{i=t_\ell}^{t_{i-1}} \delta_i(a_i^*, a) \leq c_5 K \log^2(T) \sum_{i \in \text{Phases}(t_\ell, t_{i-1})} \sqrt{t_{i+1} - t_i},$$

**Proof.**
where we used that $\sqrt{T^2 - \ell^2} \leq \sum_{i \in \text{Phases}(t, t^\ell)} \sqrt{T_{i+1} - \tau_i}$. Finally, we obtain Lemma A.5 by taking expectation and using that $\mathcal{E} \cap \mathcal{E}'(t_\ell)$ holds with high probability.

\[
\mathbb{E} \left[ \sum_{t = t_\ell}^{t_\ell - 1} \delta_i(a_i^*, a) \right] \leq \mathbb{E} \left[ \left\{ \mathcal{E} \cap \mathcal{E}'(t_\ell) \right\} \sum_{t = t_\ell}^{t_\ell - 1} \delta_i(a_i^*, a) \mid t_\ell \right] + T (\mathbb{P}(\mathcal{E}') + \mathbb{P}(\mathcal{E}'(t_\ell) \mid t_\ell))
\]

\[
\leq c_3 K \log^2(T) \mathbb{E} \left[ \sum_{i \in \text{Phases}(t, t_{\ell+1})} \sqrt{T_{i+1} - \tau_i} \right] + \frac{1}{T} + \frac{K}{T^2}.
\]

### A.2.4 Summing Over Arms

Note that $t^\ell \leq t_{\ell+1}$ for all $a \in [K]$ by definition of $t^\ell$. Then, summing over all arms, it follows from Lemma A.5 and (13) that for some constant $c_0 > 0$:

\[
\mathbb{E} \left[ \sum_{a=1}^{K} \sum_{t = t_\ell}^{t_\ell - 1} \frac{\delta_i(a_i^*, a)}{|A_t|} \right] \leq c_0 K \log^3(T) \mathbb{E} \left[ \sum_{i \in \text{Phases}(t, t_{\ell+1})} \sqrt{T_{i+1} - \tau_i} \right],
\]

(23)

where we loosely upper bound $\log(K)$ by $\log(T)$.

### A.3 Bounding $R_2(\ell)$: Regret After Elimination

Before we can begin, we will have to lay some groundwork to simplify the analysis in later steps. Recall the definition of bad segments from Section A.2 and define for every phase $[\tau_i, \tau_{i+1}]$ intersecting with $[t^\ell, t_{\ell+1})$, i.e. $i \in \text{Phases}(t^\ell, t_{\ell+1})$, the segments $[s_{i,j}(a), s_{i,j+1}(a)]$ as in Definition A.1.

We will split the regret due to bad segments, i.e. those that satisfy (15), from the regret due to non-bad segments, i.e. the last segments in a phase that do not satisfy (15). For a fixed arm $a \in [K]$, we let $\text{bad}(a)$ denote the rounds $t \in [t^\ell, t_{\ell+1})$ such that $t \in [s_{i,j}(a), s_{i,j+1}(a)]$ for any bad segment $[s_{i,j}(a), s_{i,j+1}(a)]$.

By the definition of a non-bad segment (w.r.t. arm $a$), we know that that there is at most one such segment in every phase and that the regret of arm $a$ in each segment is upper bounded by $c_3 \log(T) \sqrt{T_{i+1} - \tau_i}$, where $[\tau_i, \tau_{i+1}]$ is the phase that contains the segment. To take care of the denominator $|A_t|$, assume w.l.o.g. that there is a run of $\text{CondaLet}(t^\ell, m)$ that remains active and uninterrupted until the final round $T^\ell$. We can then reorder arms $a \in [K]$ according to the round that they are being eliminated by $\text{CondaLet}(t^\ell, m)$, which gives $|A_t| \geq K + 1 - a$ whenever $a \in A_t$. As before, this yields a factor of $\log(K)$ when summing over all arms. We then bound $R_2(\ell)$ over non-bad segments as

\[
\mathbb{E} \left[ \sum_{a=1}^{K} \sum_{t = t^\ell}^{t^\ell - 1} \frac{\delta_i(a_i^*, a)}{|A_t|} 1_{\{a \in A_t, t \in \text{bad}(a)\}} \right] \leq c_3 K \log(K) \log(T) \mathbb{E} \left[ \sum_{i \in \text{Phases}(t^\ell, t_{\ell+1})} \sqrt{T_{i+1} - \tau_i} \right].
\]

(24)

The more challenging task is now to bound $R_2(\ell)$ for rounds in bad segments. Recall that, for a fixed arm $a \in [K]$, the sum in question relates to the expected regret suffered within an episode from replaying arm $a$ after it has been eliminated from $A_{\text{good}}$, i.e. after time $t^\ell$. We begin by a straightforward upper bound. To this end, for a given replay $\text{CondaLet}(s, m)$, let $M(s, m, a)$ be the last round in $[s, s + m]$, where arm $a$ is active in $\text{CondaLet}(s, m)$ and all of its children. Then,\n
\[
\mathbb{E} \left[ \sum_{a=1}^{K} \sum_{t = t^\ell}^{t^\ell - 1} \frac{\delta_i(a_i^*, a)}{|A_t|} 1_{\{a \in A_t, t \in \text{bad}(a)\}} \right] \leq \mathbb{E} \left[ \sum_{a=1}^{K} \sum_{s=t^\ell}^{t^\ell + 1} \sum_{m=1}^{M(s, m, a)} \sum_{t = s \lor t^\ell}^{t^\ell + 1} \frac{\delta_i(a_i^*, a)}{|A_t|} 1_{\{t \in \text{bad}(a)\}} \right],
\]

(25)

where the most inner sum on the right hand side is for $m \in \{2, \ldots, 2^{\log(T)}\}$. We will keep the convention that whenever a sum over $m$ is not further specified, it will be over the above set. Note that (25) is a loose upper bound. While of course only a single call of $\text{CondaLet}$ can be active at any point in time, we here sum over every possible replay and ignore the potential nesting and interleaving of replays. In particular, this upper bound is justified as each $\delta_i(a_i^*, a)$ is non-negative.

\footnote{Note that this is w.l.o.g. when bounding $1/|A_t|$ as any interrupting call of $\text{CondaLet}$ would only increase $|A_t|$ by resetting it to $[K]$.}
where the last inequality uses that $M = M(s, m, a)$ and $M' = M(s', m', a)$. When a replay $\text{CondaLet}(s', m')$ intersects with more than one phase, the CW in the next phase $[\tau_i, \tau_{i+1}]$, denoted $a_{i+1}^*$, could be evicted before the beginning of that phase, i.e. in the interval $[s', \tau_i]$. by definition of the CW $a_i^*$. The looseness of $(25)$ will pose no obstacle, as the remainder of our upper bounds will be sufficiently tight as we will see.

Again, we first take care of the dependence on $K$ due to the denominator on the right hand side of $(25)$. Note that for a fixed $\text{CondaLet}(s, m)$ if $a_k$ is the $k$-th arm to be eliminated by $\text{CondaLet}(s, m)$, then $\min_{s, m, a_k} |A| \geq K + 1 - k$. Similarly to before, this will result in a multiplicative $\log(K)$ term when eventually switching the order of the sums and summing over all arms. For now, we therefore focus on the expression

$$E \left[ \sum_{s=t+1}^{t+1-1} \sum_{m} \sum_{t=s \sqrt{t}}^{M(s, m, a)} \delta_t(a^*_t, a) 1_{\{t \in \text{bad}(a)\}} \right]$$

for any fixed arm $a \in [K]$. To deal with this quantity, it will be helpful to distinguish between two types of replays, i.e. calls of CondaLet, which we refer to as confined and unconfined replays.

**Definition A.3** (Confined and Unconfined Replays). For a fixed $t$, we call CondaLet $(s, m)$ **confined** if there exists $i \in \text{Phases}(t, T)$ such that $[s, s + m] \subseteq [\tau_i, \tau_{i+1}]$, i.e. the replay intersects with a single phase only. In turn, we say that CondaLet $(s, m)$ is **unconfined** if for all $i \in \text{Phases}(t, T)$, we have $[s, s + m] \nsubseteq [\tau_i, \tau_{i+1}]$.

An illustration of confined and unconfined replays is given in Figure 1.

We proceed by upper bounding the inner sum $\sum_{t=s \sqrt{t}}^{M(s, m, a)} \delta_t(a^*_t, a) 1_{\{t \in \text{bad}(a)\}}$ for confined and unconfined replays separately. The bound for confined replays comes with no major intricacies, whereas bounding the regret due to unconfined replays is slightly more involved.

### A.3.1 Bounding Regret for Confined Replays

We begin by bounding, the inner sum $\sum_{t=s \sqrt{t}}^{M(s, m, a)} \delta_t(a^*_t, a)$ for any confined replay in terms of the replay duration $m$.

**Lemma A.8.** On event $\mathcal{E}$, for any fixed arm $a$ and confined replay $(s, m)$, it holds that

$$\sum_{t=s \sqrt{t}}^{M(s, m, a)} \delta_t(a^*_t, a) \leq c_2 \log(T) K \sqrt{m}.$$  

**Proof of Lemma A.8**. Consider any confined replay $\text{CondaLet}(s, m)$ with $[s, s + m] \subseteq [\tau_i, \tau_{i+1})$ for some phase $i$. This implies that on interval $[s, s + m]$ the Condorcet winner remains the same, i.e. $a_i^* = a_t^*$ for all $t \in [s, s + m]$. Now, recall from Lemma A.6 that, on event $\mathcal{E}$, arm $a_t^*$ will not be eliminated inside of $[s, s + m]$ as it is a subset of phase $[\tau_i, \tau_{i+1})$. As a result, we must have $a_t^* = a_k \in A_t$ for all $t \in [s \sqrt{t}, M(s, m, a)]$ and our estimate $\delta_t(a_t^*, a)$ is thus unbiased. Since $M(s, m, a)$ is the last round that arm $a$ is retained by $\text{CondaLet}(s, m)$ (and its children), it follows from the elimination rule (2) and the concentration bound (6) that

$$\sum_{t=s \sqrt{t}}^{M(s, m, a)} \delta_t(a_t^*, a) \leq c_2 \log(T) K \sqrt{M(s, m, a) - s \sqrt{t}} \leq c_2 \log(T) K \sqrt{m},$$

where the last inequality uses that $M(s, m, a) \leq s + m$. 

Figure 1: For some episode $[t, t+1]$ and arm $a \in [K]$, an example of a confined replay and a unconfined replay, where $M = M(s, m, a)$ and $M' = M(s', m', a)$. When a replay $\text{CondaLet}(s', m')$ intersects with more than one phase, the CW in the next phase $[\tau_i, \tau_{i+1})$, denoted $a_{i+1}^*$, could be evicted before the beginning of that phase, i.e. in the interval $[s', \tau_i)$. An illustration of confined and unconfined replays is given in Figure 1.
A.3.2 Bounding Regret for Unconfined Replays

Lemma A.9. On event $E \cap E''(t_\ell)$, for any fixed arm $a$ and unconfined replay $(s, m)$, it holds that
\[
M(s, m, a) \sum_{t = s \vee t_\ell^2}^{\tau_i - 1} \delta_t(a^*_i, a) 1\{t \in \text{bad}(a)\} \leq c_5 \log^2(T) K (\sqrt{s - t_\ell} + 2\sqrt{m}).
\]

Here, the event $E''(t_\ell)$ is a concentration event similar to that in Lemma A.7 and will be defined in the following.

Proof of Lemma A.9. Consider any unconfined replay $\text{CondaLet}(s, m)$ with $s \in [t_\ell, t_\ell + 1)$. Let $i$ be the phase so that $s \in [\tau_{i-1}, \tau_i)$. We can then split the sum over $t \in [s \vee t_\ell^2, M(s, m, a)]$ into the rounds before the Condorcet winner changes for the first time within $[s, s + m]$ and the remaining rounds, i.e.
\[
M(s, m, a) \sum_{t = s \vee t_\ell^2}^{\tau_i - 1} \delta_t(a^*_i, a) 1\{t \in \text{bad}(a)\} = \sum_{t = s \vee t_\ell^2}^{\tau_i - 1} \delta_t(a^*_i, a) + \sum_{t = \tau_i}^{M(s, m, a)} \delta_t(a^*_i, a).
\]

Note that the interval $[\tau_i, M(s, m, a)]$ can itself span over several phases. The first sum on the right hand side can be bounded as in Lemma A.8. Using Lemma A.6, the elimination rule, and the concentration bound, we get
\[
\sum_{t = s \vee t_\ell^2}^{\tau_i - 1} \delta_t(a^*_i, a) \leq c_2 \log(T) K \sqrt{m}.
\]

The second sum cannot be bounded in a similar way, as we cannot guarantee that the Condorcet winner in some round $t \in [s, M(s, m, a)]$ has not been eliminated in prior rounds $[s \vee t_\ell^2, \tau_i)$. For example in Figure A.1, the unconfined replay $\text{CondaLet}(s', m')$ could have eliminated $a^*_{i+1}$ on interval $[s', \tau_i)$ before it became the Condorcet winner. We may therefore fail to detect that $a$ suffers large regret without additional replays.

To resolve this difficulty, we can reuse part of the arguments from Section A.2. Define the bad segments $[s_{k,j}(a), s_{k,j+1}(a)]$ for $k \geq i$ as in Definition A.1. Similarly to before, we now define the bad round $s'(a)$ as the smallest round $s'(a) > \tau_i$ such that for the same constant $c_4 > 0$ as in (17),
\[
\sum_{(k,j): s_{k,j+1}(a) < s'(a)} \sqrt{s_{k,j+1}(a) - s_{k,j}(a)} > c_4 \log(T) \sqrt{s'(a) - t_\ell},
\]
where the sum is over all bad segments with $k \geq i$ and $s_{k,j+1}(a) < s'(a)$.

Importantly, for this definition of $s'(a)$ and with the sum $X(t_\ell, s'(a))$ defined accordingly, the high probability guarantee of Lemma A.7 still holds. This implies that a perfect replay (see Proposition A.1) that eliminates arm $a$ (from the unconfined replay $\text{CondaLet}(s, m)$) is scheduled w.h.p. before the bad round $s'(a)$ occurs. Let the corresponding event denote $E''(t_\ell)$ as in Lemma A.7.

The round $M(s, m, a)$ was defined as the last round for which $a$ is retained in $\text{CondaLet}(s, m)$ and all of its children. Hence, on event $E \cap E''(t_\ell)$, we must have $M(s, m, a) < s'(a)$ as otherwise $a$ would have been eliminated from $\text{CondaLet}(s, m)$ (or one of its children) before round $M(s, m, a)$, a contradiction. By merit of (16), this yields
\[
\sum_{(k,j): s_{k,j+1}(a) < M(s, m, a)} \sqrt{s_{k,j+1}(a) - s_{k,j}(a)} \leq c_4 \log(T) K \sqrt{M(s, m, a) - t_\ell}
\]

The regret on the final segment $[s_{k,j}(a), M(s, m, a)]$ can trivially be bounded by $c_3 \log(T) K \sqrt{m}$, as it must be a non-bad segment and $M(s, m, a) - s_{k,j}(a) \leq m$. Finally, in view of (16), it follows that
\[
M(s, m, a) \sum_{t = s \vee t_\ell^2}^{M(s, m, a)} \delta_t(a^*_i, a) 1\{t \in \text{bad}(a)\} \leq c_5 \log^2(T) K (\sqrt{M(s, m, a) - t_\ell} + \sqrt{m})
\]
\[
\leq c_5 \log^2(T) K (\sqrt{s - t_\ell} + 2\sqrt{m}),
\]
where the second inequality uses $\sqrt{M(s, m, a) - t_\ell} \leq \sqrt{s - t_\ell} + \sqrt{m}$, since $M(s, m, a) \leq s + m$ and $s \geq t_\ell$. 

\[\square\]
A.3.3 Combining Confined and Unconfined Replays

We will now conclude the bound on $R_d(t)$. To this end, recall that the replay schedule is chosen according to $B_{s,m} \mid t_{\ell} \sim \text{Bern}(1/\sqrt{m(s-t_{\ell})})$. Then, conditioning on $t_{\ell}$, we have

$$
E \left[ \sum_{s=t_{\ell}+1}^{t_{\ell+1}} \sum_m 1_{\{B_{s,m}\}} \right] = E \left[ \sum_{s=t_{\ell}+1}^{T} \sum_m E \left[ 1_{\{B_{s,m}\}} \mid t_{\ell} \right] 1_{\{s \leq t_{\ell+1} \mid t_{\ell} \}} \right] = E \left[ \sum_{s=t_{\ell}+1}^{t_{\ell+1}-1} \frac{1}{\sqrt{m(s-t_{\ell})}} \right].
$$

Moreover, note that we can rewrite a sum over $s \in [t_{\ell}+1, t_{\ell+1}]$ as a double sum over $i \in \text{Phases}(t_{\ell}, t_{\ell+1})$ and $s \in \tau_i \vee (t_{\ell}+1), \tau_i + t_{\ell+1}$). For unconfined replays, we notice that when CondaLet $(s, m)$ is scheduled with $s \in \tau_i$, $\tau_{i+1}$, it must hold that $m \geq \tau_{i+1} - s$, as CondaLet $(s, m)$ would otherwise not be unconfined.

Now, combining Lemma A.8 and Lemma A.9 we obtain

$$
E \left[ 1_{\{\varepsilon \cap \varepsilon''(t_{\ell})\}} \sum_{a=1}^{K} \sum_{t=t_{\ell}^a}^{t_{\ell+1}-1} \frac{\delta_i(a^*_t, a)}{|A_t|} 1_{\{a \in A_t, t \in \text{bad}(a)\}} \right] \leq c_2 K \log(K) \log(T) \mathbb{E} \left[ \sum_{s=t_{\ell}+1}^{t_{\ell+1}-1} \sum_m 1_{\{B_{s,m}\}} \sum_{t=t_{\ell}^s}^{t_{\ell+1}-1} \frac{\delta_i(a^*_t, a)}{|A_t|} 1_{\{t \in \text{bad}(a)\}} \right] \leq c_2 K \log^3(T) \mathbb{E} \left[ \sum_{i \in \text{Phases}(t_{\ell}, t_{\ell+1})} \sum_{s=\tau_i}^{\tau_{i+1}-1} \sum_{m=\tau_{i+1}-s}^{\tau_{i+1}} \frac{1}{\sqrt{m(s-t_{\ell})}} \right]
$$

$$
\leq c_7 K \log^3(T) \mathbb{E} \left[ \sum_{i \in \text{Phases}(t_{\ell}, t_{\ell+1})} \sqrt{\tau_{i+1} - \tau_i} \right].
$$

We here repeatedly used that $\sum_{s=1}^{n} 1/\sqrt{s} \leq 2 \sqrt{n}$ in the third and fourth inequality. In particular, the fourth inequality holds as $\sqrt{t_{\ell+1} - t_{\ell}} \leq \sum_{i \in \text{Phases}(t_{\ell}, t_{\ell+1})} \sqrt{\tau_{i+1} - \tau_i}$ and

$$
\sum_{s=\tau_i}^{\tau_{i+1}-1} \frac{1}{\sqrt{\tau_{i+1} - s}} = \sum_{s=1}^{\tau_{i+1}-\tau_i} \frac{1}{\sqrt{s}} \leq \sqrt{\tau_{i+1} - \tau_i}.
$$

Further note that, as explained before, the denominator $|A_t|$ can be seen to account for a factor of $\log(K)$, which we loosely upper bounded by $\log(T)$. Together with (24), we then obtain for some constant $c_9 > 0$ the desired bound of

$$
E \left[ \sum_{a=1}^{K} \sum_{t=t_{\ell}^a}^{t_{\ell+1}-1} \frac{\delta_i(a^*_t, a)}{|A_t|} 1_{\{a \in A_t\}} \right] \leq c_9 K \log^3(T) \mathbb{E} \left[ \sum_{i \in \text{Phases}(t_{\ell}, t_{\ell+1})} \sqrt{\tau_{i+1} - \tau_i} \right].
$$

(29)
A.4 Summing Over Episodes

In Section A.2 and Section A.3, we bounded the regret of arms within an episode before and after their elimination, respectively. Combining (23) and (29), and summing over episodes, we then obtain

\[ \mathbb{E} \left[ \sum_{t=1}^{T} \frac{\delta_t(a^*_t, a_t) + \delta_t(a^*_t, b_t)}{2} \right] \leq c_9 K \log^3(T) \mathbb{E} \left[ 1(\mathcal{E}) \sum_{t=1}^{L} \sum_{i \in \text{Phase}(t, t+1)} \sqrt{\tau_{t+1} - \tau_t} \right] + \frac{1}{T}. \]

Now, on the concentration event \( \mathcal{E} \), Lemma A.3 tells us that any phase \([\tau_i, \tau_{i+1})\) intersects with at most two episodes. Recall that \( \tau_0 := 1 \) and \( \tau_{S^{\infty}+1} := T \). It then follows from the above that

\[ \mathbb{E} \left[ \sum_{t=1}^{T} \frac{\delta_t(a^*_t, a_t) + \delta_t(a^*_t, b_t)}{2} \right] \leq 2c_9 K \log^3(T) \sum_{i=0}^{S^{\infty}} \sqrt{\tau_{i+1} - \tau_i} + \frac{1}{T}. \]

B Missing Details from Section 5

B.1 Significant CW Switches

Let us first recall the definition of Significant Condorcet Winner Switches from Section 2.2. Let \( \nu_0 := 1 \) and define \( \nu_{i+1} \) recursively as the first round in \([\nu_i, T)\) such that for all arms \( a \in [K] \), there exist rounds \( \nu_i \leq s_1 < s_2 < \nu_{i+1} \) such that

\[ \sum_{t=s_1}^{s_2} \delta_t(a^*_t, a) \geq \sqrt{K(s_2 - s_1)}. \]  

(30)

Let \( \tilde{S}^{CW} \) denote the number of such Significant CW Switches \( \nu_1, \ldots, \nu_{\tilde{S}^{CW}} \). The key idea of [Suk and Kpotufe, 2022] when developing this notion of non-stationarity (for multi-armed bandits) is that a restart in exploration is only warranted if there are no safe arms left to play, i.e. there is no arm left that does not suffer regret \( (30) \) on some interval \([s_1, s_2] \). For every phase \([\nu_i, \nu_{i+1})\), we denote by \( a^*_t \) the last safe arm in phase \( i \), i.e. the last arm to satisfy \( (30) \) in phase \( i \). Moreover, we define the sequence of safe arms as \( a^*_t = a^*_t \) for \( t \in [\nu_i, \nu_{i+1}) \).

Significant CW Switches are able to reconcile switch-based non-stationarity measures such as CW Switches \( S^{CW} \) and variation-based non-stationarity measures such as the CW Variation \( \tilde{V} \). More specifically, it naturally holds that \( \tilde{S}^{CW} \leq S^{CW} \) and Corollary 5.1 shows that near-optimal dynamic regret w.r.t. \( \tilde{S}^{CW} \) also implies near-optimal dynamic regret w.r.t. \( \tilde{V} \).

B.2 Proof of Theorem 5.1

For convenience, we recall the assumptions of Theorem 5.1

**Assumption 1** (Strong Stochastic Transitivity). Every preference matrix \( P_t \) satisfies that if \( a \succ_t b \succ_t c \), we have \( \delta_t(a, c) \geq \delta_t(a, b) \lor \delta_t(b, c) \).

**Assumption 2** (Stochastic Triangle Inequality). Every preference matrix \( P_t \) satisfies that if \( a \succ_t b \succ_t c \), we have \( \delta_t(a, c) \leq \delta_t(a, b) + \delta_t(b, c) \).

We see that together Assumption 1 and Assumption 2 imply a more general type of triangle inequality for any triplet \( a, b, c \in [K] \) with \( a \succ b \) and \( a \succ c \).

**Lemma B.1.** Under Assumption 1 and Assumption 2, for any triplet \( a, b, c \in [K] \) with \( a \succ b \) and \( a \succ c \), it holds that

\[ \delta_t(a, c) \leq 2\delta_t(a, b) + \delta_t(b, c). \]

**Proof.** Suppose that \( b \succ c \). Then, the claim follows directly from the stochastic triangle inequality, since \( \delta_t(a, c) \leq \delta_t(a, b) + \delta_t(b, c) \). Suppose that \( c \succ b \). Leveraging strong stochastic transitivity of the triplet \( a \succ c \succ b \), we have

\[ \delta_t(a, b) \geq \delta_t(a, c) \lor \delta_t(c, b). \]

This implies that \( \delta_t(a, c) \leq \delta_t(a, b) \) as well as \( \delta_t(c, b) \leq \delta_t(a, b) \). By definition of the gaps, this also yields \( |\delta_t(b, c)| \leq \delta_t(a, b) \), since \( c \succ b \). Consequently, it holds that \( \delta_t(a, c) \leq 2\delta_t(a, b) + \delta_t(b, c) \).
As briefly discussed in Section 5 these assumptions on the preference sequence $P_1, \ldots, P_T$ allow us to decompose the dynamic regret so that we can compare against a temporarily fixed benchmark.

We can w.l.o.g. assume that $a_t^* \succ_t a_t$ and $a_t^* \succ_t a_t^*$. To see that this assumption is valid, note that $a_t^*$ is the Condorcet winner in round $t$ and it is then easy to verify that Lemma B.1 also holds if $a_t^*$ equals one (or both) of $a_t$ and $a_t^*$. Applying Lemma B.1 to $a_t^*$, $a_t^*$ and $a_t$, we have

$$\delta_i(a_t^*, a_t) \leq 2\delta_i(a_t^*, a_t^*) + \delta_i(a_t^*, a_t).$$

Recalling equation (11) from Section A, we then get the following decomposition of the dynamic regret within each episode as

$$\mathbb{E}\left[\sum_{t=t_{i}}^{t_{i+1}-1} \delta_i(a_t^*, a_t) \right] \leq 2\mathbb{E}\left[\sum_{t=t_{i}}^{t_{i+1}-1} \delta_i(a_t^*, a_t^*) \right] + \mathbb{E}\left[\sum_{t=t_{i}}^{t_{i+1}-1} \delta_i(a_t^*, a_t) \right].$$

### B.2.1 Bounding $\tilde{R}_1(\ell)$

We can bound $\tilde{R}_1(\ell)$ directly using the definition of Significant CW Switches. By definition of $a_t^*$ as the last safe arm in phase $[\nu_t, \nu_{t+1})$, i.e. the last arm to satisfy (50) for some interval $[s_1, s_2] \subseteq [\nu_t, \nu_{t+1})$, it holds that

$$\sum_{t=\nu_t}^{\nu_{t+1}} \delta_i(a_t^*, a_t) \leq \sqrt{K(\nu_{t+1} - \nu_t)}.$$

We can then sum over all phases $i \in [\tilde{S}^\text{cw}]$ to obtain

$$\sum_{t=1}^{T} \delta_i(a_t^*, a_t) \leq \sum_{i=1}^{\tilde{S}^\text{cw}} \sqrt{K(\nu_{t+1} - \nu_t)}.$$

### B.2.2 Bounding $\tilde{R}_2(\ell)$

As briefly mentioned in the main text, the difficulty in bounding $\sum_{t=\nu_t}^{t_{t+1} - 1} \delta_i(a_t^*, a_t)$ for Significant CW Switches is that the identity of the Condorcet winner, i.e. $a_t^*$, may change several times within each significant phase $i \in [\tilde{S}^\text{cw}]$. This makes accurately tracking $\delta_i(a_t^*, a_t)$ (nearly) impossible even across small intervals and the arguments that we used to prove Theorem 3.1 fail.

In contrast, when we consider the relative regret of $a_t$ against the last safe arm $a_t^*$ (or sequence thereof), this difficulty can be resolved. Considering $a_t^*$ (instead of $a_t^*$) as a benchmark ensures that within each phase $i \in [\tilde{S}^\text{cw}]$ the comparator arm is fixed, since $a_t^* = a_t^*$ for all $t \in [\nu_t, \nu_{t+1})$. Hence, the relative regret w.r.t. $a_t^*$ can still be dealt with. In particular, the proof of Theorem 3.1 from Section A can be seen to hold with minor changes when swapping $a_t^*$ for $a_t^*$ and considering significant phases $\nu_1, \ldots, \nu_{\tilde{S}^\text{cw}}$. For completeness, we reformulate and prove two important lemmas from Section A that relied on properties of $a_t^*$ and $\tau_1, \ldots, \tau_{\tilde{S}^\text{cw}}$. We want to emphasise that we here again rely on Assumption 1 and Assumption 2.

The following lemma shows that the beginning of a new episode implies a Significant CW Switch, i.e. every arm suffers at least (30) much regret over some interval within the episode.

**Lemma B.2 (Lemma A.3 for $\tilde{S}^\text{cw}$).** On event $\mathcal{E}$, for each episode $[\ell, \ell+1)$ with $\ell+1 \leq T$, there exists a Significant CW Switch $\nu_\ell \in [\ell, \ell+1)$.

**Proof.** The start of a new episode means that every arm $a \in [K]$ has been eliminated from $A_{\text{good}}$ at some round in $t_a^* \in [\ell, \ell+1)$. As a result, there must exist an interval $[s_1, s_2] \subseteq [\ell, \ell+1)$ and some arm $a' \in [K]$ so that the elimination rule (2) holds. Using Lemma B.2 we then find that for some constant $c_2 > 0$:

$$\sum_{t=s_1}^{s_2} \mathbb{E}\left[\delta_i(a', a) \mid \mathcal{F}_t-1\right] > c_2 \log(T) K \sqrt{(s_2 - s_1)} \vee K^2. \quad (31)$$
Note that by construction of \( \hat{d}_t(a', a) \), we always have \( \hat{d}_t(a', a) \geq \mathbb{E}[\hat{d}_t(a', a) | F_{t-1}] \) since
\[
\mathbb{E}[\hat{d}_t(a', a) | F_{t-1}] = \begin{cases} 
\hat{d}_t(a', a) & a', a \in A_t \\
-1/2 & \text{otherwise}.
\end{cases}
\tag{32}
\]

Applying Lemma \ref{lem:dr_estimate} to the triplet \((a^*_t, a', a)\), we get that \( \hat{d}_t(a^*_t, a') \geq 2\hat{d}_t(a^*_t, a') + \hat{d}_t(a', a) \geq \hat{d}_t(a', a) \). Thus, \((31)\) tells us that there exists no arm \( a \in [K] \) such that for all \([s_1, s_2] \subseteq [t, t+1]\)
\[
\sum_{t=s_1}^{s_2} \hat{d}_t(a^*_t, a) < \sqrt{K(s_2 - s_1)}.
\]

In other words, there is no arm that remains safe to play throughout the episode and there must have been a Significant CW Switch \( \nu_i \in [t, t+1) \).

The following lemma ensures that the last safe arm \( a^*_t \) within phase \( i \) is not being eliminated before round \( \nu_{i+1} \) by any replay CondaLet \((s, m)\) that is scheduled in said phase.

**Lemma B.3 (Lemma \ref{lem:dr_elimination} for \( a^*_t \)).** On event \( E \), no run of CondaLet \((s, m)\) with \( s \in [\nu_i, \nu_{i+1}] \) ever eliminates arm \( a^*_t \) before round \( \nu_{i+1} \).

**Proof.** Suppose on the contrary that some CondaLet \((s, m)\) with \( s \in [\nu_i, \nu_{i+1}] \) eliminates arm \( a^*_t \) before round \( \nu_{i+1} \). Then, we must have for some arm \( a \in [K] \) and interval \([s_1, s_2] \subseteq [s, \nu_{i+1}]\) that
\[
C \log(T) K \sqrt{(s_2 - s_1) \lor K^2} < \sum_{t=s_1}^{s_2} \hat{d}_t(a, a^*_t),
\tag{33}
\]
In view of the concentration bound \ref{lem:concentration_bound}, this implies on event \( E \) that
\[
c_2 \log(T) K \sqrt{(s_2 - s_1) \lor K^2} < \sum_{t=s_1}^{s_2} \mathbb{E}[\hat{d}_t(a, a^*_t) | F_{t-1}] \leq \sum_{t=s_1}^{s_2} \hat{d}_t(a, a^*_t),
\tag{34}
\]
where the last inequality holds by merit of \((32)\). Now, by the definition of \( a^*_t \) as the last safe arm in phase \( i \), it must hold that \( \hat{d}_t(a, a^*_t) < \sqrt{K(s_2 - s_1)} \) for all \( t \in [\nu_i, \nu_{i+1}] \) and all \( a \in [K] \). This stands in contradiction to the above which proves Lemma \ref{lem:dr_elimination}.

Now, following the same steps as in the proof of Theorem \ref{thm:optimal_bound} in Section \ref{sec:proofs}, we obtain for some constant \( \tilde{c} > 0 \)
\[
\tilde{R}_2(\ell) \leq \tilde{c}K \log^3(T) \mathbb{E} \left[ \sum_{i \in \text{Phases}_{[\nu_i, \nu_{i+1}]}} \sqrt{\nu_{i+1} - \nu_i} \right],
\]
where \( \nu_{i+1} \deq T \) and \( \text{Phases}_{[\nu_i, \nu_{i+1}]} \deq \{ i \in [\hat{S}^\text{cw}]: [\nu_i, \nu_{i+1}] \cap [t_1, t_2) \neq \emptyset \} \). Lastly, in view of the modified Lemma \ref{lem:dr_elimination_modified} it follows that (cf. Section \ref{sec:proofs})
\[
\text{DR}(T) = \mathbb{E} \left[ \sum_{t=1}^{T} \frac{\hat{d}_t(a^*_t, a_t)}{2} + \hat{d}_t(b_t, a_t) \right] \leq \tilde{c}K \log^3(T) \sum_{i=0}^{\hat{S}^\text{cw}} \sqrt{\nu_{i+1} - \nu_i}.
\tag{35}
\]

An application of Jensen’s inequality shows that \( \text{DR}(T) \leq \tilde{O}(K \sqrt{\hat{S}^\text{cw}T}) \).

**B.3 Proof of Corollary 5.1**

Recall the definition of the Condorcet Winner Variation from Section \ref{sec:cv_def}
\[
\hat{V} := \sum_{t=2}^{T} \max_{a \in [K]} |P_t(a^*_t, a) - P_{t-1}(a^*_t, a)|.
\]
We define the CW Variation over phase \([\nu_i, \nu_{i+1})\] as \(\tilde{V}_{[\nu_i,\nu_{i+1})} := \sum_{t=\nu_i}^{\nu_{i+1}} \max_{a \in [K]} |P_t(a^*_t, a) - P_{t-1}(a^*_t, a)|\). Note that in view of the bound in (35), it suffices to show that \(\sum_{i=0}^{S^\infty} K \sqrt{\nu_{i+1} - \nu_i} \leq K \sqrt{T} + \tilde{V}^{1/3}(KT)^{2/3}\).

Consider a phase \([\nu_i, \nu_{i+1})\) with \(0 \leq i < S^\infty\). By definition of Significant CW Switches, every arm \(a \in [K]\) must satisfy on some interval \([s_1, s_2] \subseteq [\nu_i, \nu_{i+1})\) that

\[
\sum_{t=s_1}^{s_2} \delta_t(a^*_t, a) \geq \sqrt{K(s_2 - s_1)}.
\]

In particular, this is also the case for the Condorcet winner \(a^*_\nu_{i+1}\) in round \(\nu_{i+1}\). Then, since \(\sqrt{s_2 - s_1} > \sum_{\nu_i}^{s_2} \frac{1}{\nu_{i+1} - \nu_i}\), there exists a round \(t \in [s_1, s_2]\) such that \(\delta_t(a^*_t, a^*_\nu_{i+1}) \geq \frac{1}{\nu_{i+1} - \nu_i}\). We then have

\[
\sqrt{\frac{K}{\nu_{i+1} - \nu_i}} \leq \delta_t(a^*_t, a^*_\nu_{i+1}) \leq \delta_t(a^*_t, a^*_\nu_{i+1}) + \delta_{\nu_{i+1}}(a^*_\nu_{i+1}, a^*_t) \\
\leq \delta_t(a^*_t, a^*_\nu_{i+1}) - \delta_{\nu_{i+1}}(a^*_t, a^*_\nu_{i+1}) \\
\leq |\delta_t(a^*_t, a^*_\nu_{i+1}) - \delta_{\nu_{i+1}}(a^*_t, a^*_\nu_{i+1})| \\
= |P_t(a^*_t, a^*_\nu_{i+1}) - P_{\nu_{i+1}}(a^*_t, a^*_\nu_{i+1})| \\
\leq \sum_{\nu_{i+1}}^{t} \max_{a \in [K]} |P_t(a^*_t, a) - P_{t-1}(a^*_t, a)| \leq \tilde{V}_{[\nu_i,\nu_{i+1})},
\]

where we used that \(\delta_{\nu_{i+1}}(a^*_\nu_{i+1}, a^*_t) \geq 0\) and \(\delta_{\nu_{i+1}}(a^*_\nu_{i+1}, a^*_t) = -\delta_t(a^*_t, a^*_\nu_{i+1})\) in the second and third inequality, respectively. We can now apply Hölder’s inequality to obtain

\[
\sum_{i=0}^{S^\infty} K \sqrt{\nu_{i+1} - \nu_i} \leq K \sqrt{T} + \sum_{i=0}^{S^\infty} K \sqrt{\nu_{i+1} - \nu_i} \\
\leq K \sqrt{T} + \left(\sum_{i=0}^{S^\infty} \frac{K}{\nu_{i+1} - \nu_i}\right)^{1/3} \left(\sum_{i=0}^{S^\infty} K^{5/4}(\nu_{i+1} - \nu_i)\right)^{2/3} \\
\leq K \sqrt{T} + \left(\sum_{i=0}^{S^\infty} \tilde{V}_{[\nu_i,\nu_{i+1})}\right)^{1/3} K^{5/6} T^{2/3} \\
= K \sqrt{T} + \tilde{V}^{1/3} K^{5/6} T^{2/3}.
\]

The above dependence on \(K\) can be improved to \(K^{4/9}\) (which is even smaller than the \(K^{2/3}\) dependence in Corollary 5.1) by modifying the definition of Significant CW Switches so that \(\nu_{i+1}\) is the first round in \([\nu_i, T]\) such that for all arms \(a \in [K]\) there exist rounds \(\nu_i \leq s_1 < s_2 < \nu_{i+1}\) with

\[
\sum_{t=s_1}^{s_2} \delta_t(a^*_t, a) \geq K \sqrt{s_2 - s_1}.
\]

It is straightforward to check that Theorem 5.1 holds true also for this definition of Significant CW Switches.

C More Related Work

Related to the non-stationary dueling bandit problem studied in this paper are adversarial dueling bandits [Ailon et al. 2014; Gajane et al. 2015; Saha et al. 2021; Sui et al. 2017]. Here, Ailon et al. (2014) was the first to study the dueling bandit
problem in an adversarial setup and introduced a popular sparring idea, which has been picked up by many follow-up works \cite{Gajane2015, Dudik2015, Saha2021, SahaGupta2022}. The settings in \cite{Ailon2014} and \cite{Gajane2015} are restricted to utility-based preference models, where each arm has an associated utility in each round. This entails a complete ordering over the arms in each round, which only covers a small subclass of $[K] \times [K]$ preference matrices. Moreover, \cite{Gajane2015} assume that the feedback includes not only the winner but also the difference in the utilities between the winning and losing arm, which is more similar to MAB feedback and than the 0/1 one bit preference feedback considered by us. \cite{Saha2021} consider the dueling bandit setup for general adversarial preferences, but they measure performance in terms of (static) regret w.r.t. Borda-scores. This measure of regret is very different from our preference-based regret objective. In general, the adversarial dueling bandit problem aims to minimize static regret w.r.t. some fixed benchmark $a^*$, whereas we study dynamic regret w.r.t. a time-varying benchmark $a^*_t$. As discussed in Section 2, static regret can be an undesirable measure of performance when no single fixed arm represents a reasonably good benchmark over all rounds (see Example 2.1).

Another somewhat related line of work considers the sleeping dueling bandit problem, where the action space is non-stationary (as opposed to the preference sequence). The objective here is to be competitive w.r.t. the best active arm at each round. \cite{SahaGaillard2021} studies the setup for adversarial sleeping but assumes a fixed preference matrix across all rounds.