Solving Kuramoto–Sivashinsky equation by the new iterative method and estimate the optimal parameters by using PSO algorithm
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ABSTRACT
In this study, optimal parameters estimation is performed for non-linear (Kuramoto-Sivashinsky) equation using a crossbred method between Particle swarm optimization (PSO) algorithm and (NIM) technique and for the appropriateness we call it (PSO-NIM). It turns out that the optimal parameters significantly improve the solutions when we use a fitness function suitable for the issue. The results confirmed that the get approximate solutions are in suitable pact with the exact solutions and the proposed method provides high accuracy and efficiency in comparison with (NIM) which use traditionally chosen parameters.
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1. INTRODUCTION
Most physical phenomena can generally be described as partial differential equations, whether in airflow on aircraft objects, spacecraft movement, underwater sound signal processing, crystal growth, population growth rate, e-marketing, stock exchange or nuclear explosions, in fact, most mathematical physics is partial nonlinear differential equations. Although abstraction converts the equations under study into ordinary differential equations, the full description of these systems falls within the general domain of partial differential equations [1, 2].

One of the most recent ways to solve nonlinear partial differential equations is new iterative method, the first to introduce this method is Daftardar-Gejji and Jafari in 2011 [3], and modified by Hameda [4, 5]. The (NIM) technique is one of the most modern methods at present. It is a valuable tool for specialized researchers in applied mathematics because it provides immediate symbolic limits for analytical solutions instead of numerical approximation of all solutions for linear and nonlinear partial differential equations.

The new iterative method has good results and is easy to execute utilize the computer and was proved successful after it was applied to a different set of differential equations of the right rank and fraction [6-11]. The Kuramoto–Sivashinsky equation is a pattern of a nonlinear PDE that we see much in the study of continuous media that exhibit messy conduct, the partial and normal differential equations of fractional and correct order, integrative equations, integral differential equations are applications to a set of linear and nonlinear equations [12]. Particle swarm optimization (PSO) algorithm is proposed by Eberhart and Kennedy (1995) which simulates social behavior including fish, birds, etc. [13], The Particle Sprinkler Optimization...
PSO) algorithm is a common method and has many known uses. It is one of the most effective mathematical methods in selecting the best parameter values. If compared to genetic algorithms, it is ideal efficiency in accurate calculations and is easy to implement. The Particle swarm optimization (PSO) algorithm is development for genetic algorithms, where crossover, mutation was canceled and is therefore widely used to solve scientific problems and is used to study and apply partial differential equations [14]. The Figure 1 illustrates the basic idea that starts from random solution to optimal solution after continuous repetition and evaluation fitness [14]:

![Figure 1. PSO algorithm for solution the optimal](image)

2. MATHEMATICAL MODEL:

This equation (KS) was derived through Sivashinsky as a paradigm for plane flame spread [15], and by Kuramoto as a pattern for phase disorder in reaction propagation systems [16, 17]. The Kuramoto-Sivashinsky equation has many applications in various physical, scientific and engineering phenomena, such as reaction diffusion systems, flow of thin liquid membranes [18] and in the model of diffusion and chaos [19-22]. Many authors have studied Kuramoto-Sivashinsky equation numerically in several different methods Homotopy Perturbation Method, Adomian Decomposition Method, Differential Transform Method [23, 24].

Consider the Kuramoto-Sivashinsky equation with [25]:

Consider the Kuramoto-Sivashinsky equation with [27]:

\[
\frac{\partial y}{\partial t} + u \frac{\partial y}{\partial x} + \alpha \frac{\partial^2 y}{\partial x^2} + \gamma \frac{\partial^4 y}{\partial x^4} = 0, \quad t > 0
\]  

(1)

The initial condition and boundary condition are taken away from the exact solution [26-28]:

\[
y(x, t) = \beta + \frac{15}{19} \sqrt{\frac{11}{19}} \left( -9 \tanh(k(x - \beta t - r)) + 11 \tanh^3(k(x - \beta t - r)) \right)
\]  

(2)

To illustrate the main idea of the (NEM) method by taking the next differential equation:

\[
B = g + A(B)
\]  

(3)

Where \( M \) is a nonlinear term, we are assuming that \( M \) in (1) represent the series form:

\[
A \sum_{i=0}^{\infty} B_i = A(B_0) + \sum_{i=1}^{\infty} [A(\sum_{j=0}^{i} B_j) - A(\sum_{j=0}^{i-1} B_j)]
\]  

(4)

Can be decayed decomposed the nonlinear operator \( M \) as:

\[
\sum_{i=0}^{\infty} B_i = g + A(B_0) + \sum_{i=1}^{\infty} [A(\sum_{j=0}^{i} B_j) - A(\sum_{j=0}^{i-1} B_j)]
\]  

(5)

By compensation (4) and (5) in (3), get on:
To understand the duplicate relation in the following manner:

Where:

\[ \sum_{i=0}^{n} B_i = g + A \sum_{j=0}^{n} B_j \]  

The n-borders solutions of (4) is given by \( B_n + B_1 + B_2 + \cdots + B_{n-1} \), the convergence of this technique in \([29-31]\).

3. APPLICATION

In this part, we enforcement to solve \( B(x, t) \) the initial conditions which satisfying (1):

\[ Y(h, 0) = \beta + \frac{15}{19} \sqrt{\frac{11}{19}} \left[ -9 \tanh \left( k(x - \beta t - r) \right) + 11 \tanh^3 \left( k(x - \beta t - r) \right) \right] \]  

Now, by the integral for the (1), we get:

\[ B(x, t) = \int_0^t A(B(h, t)) dt = \int_0^t \left( Y \frac{\partial B}{\partial h} + \alpha \frac{\partial^2 B}{\partial h^2} + \gamma \frac{\partial^4 B}{\partial h^4} \right) dt \]

With the initial conditions in (10) we get:

\[ B_1(h, t) = \int_0^t A(B_0) dt = \int_0^t \left( B_0 \frac{\partial B_0}{\partial h} + \alpha \frac{\partial^2 B_0}{\partial h^2} + \gamma \frac{\partial^4 B_0}{\partial h^4} \right) dt \]  

After solving (11) we get:

\[ \begin{cases} Y_1(h, t) = -\frac{45}{92416} \frac{1}{\cosh(x+10)^2} \left( \sqrt{209} \left( 1815 \sqrt{209} \sinh(x+10) - 16720 \cosh(x+10)^3 + 12160 \cosh(x+10)^5 \right) + \cdots \right) \\ \vdots \\ -1650 \sqrt{209} \sinh(x+10) \cosh(x+10)^2 + 240 \sqrt{209} \sinh(x+10) \cosh(x+10)^4 t \end{cases} \]

Now, we work to find the border second:

\[ B_2(h, t) = \int_0^t A(B_0(h, t) + B_1(h, t)) - A(B_0(h, t)) dt \]  

Then

\[ \begin{cases} B_2(h, t) = -\frac{45}{23658496} \frac{1}{\cosh(x+10)^2} \left( t^2 \left( 244758448328625 t \sinh(x+10) + 151491225600 \right) + \cdots \right) \\ \vdots \\ t \cosh(x+10)^3 - 3398841600 \cosh(x+10)^7 + 44274384000\sqrt{209} t \sinh(x+10) \end{cases} \]
And the finally we find $Y_3$:

$$
B_3(h,t) = -\frac{16}{39180} \frac{1}{\cosh(x+10)^{31}} \left( t^3(-554701 \cosh(x + 10)^{23} + 484861 \cosh(x + 10)^{29}) \right) ... + 26471 \cosh(x + 10)^{12} t \sqrt{209} \sinh(x + 10) - 39803 \cosh(x + 10)^{19} 
$$

(14)

It was found that the error in the numerical method reached 10-5 at its lowest level and 10-9 at its best, as shown in Table 1 and Figures 2 and 3.

### Table 1. Absolute error of the $|B_{exact} - B_{NIM}|$ by using parameters $r = -12, \beta = 5, k = \frac{1}{2 \sqrt{11}}, \alpha = 1$, with 3rd order at t=0.1

| H       | T   | 0.1               | 0.2               | 0.3               | 0.4               | 0.5               |
|---------|-----|-------------------|-------------------|-------------------|-------------------|-------------------|
| 8       |     | 4.564000*10^-6   | 1.409900*10^-5   | 3.059800*10^-5   | 5.564700*10^-5   | 9.028500*10^-5   |
| 15      |     | 2.860600*10^-6   | 6.700000*10^-6   | 1.470000*10^-7   | 2.740000*10^-7   | 4.420000*10^-7   |
| 17      |     | 3.000000*10^-6   | 1.400000*10^-6   | 3.700000*10^-8   | 5.900000*10^-8   | 6.900000*10^-8   |
| 20      |     | 1.000000*10^-6   | 2.000000*10^-9   | 0                 | 2.000000*10^-9   | 1.000000*10^-9   |
| 30      |     | 1.000000*10^-9   | 1.000000*10^-9   | 1.000000*10^-9   | 1.000000*10^-9   | 1.000000*10^-9   |

Figure 2. The function ($B$) for the two borders approximation ($B$ -2) by using NIM, when t=0.1

Figure 3. The absolute error for the two borders approximation ($Y$-2) between NIM and the exact solution when t=0.1

### 4. SUGGESTED METHOD:

The basic idea of the proposal technique is to find the optimal parameters of nonlinear Kuramoto–Sivashinsky equation (KSE) using the (PSO) algorithm with the (NIM) method. The algorithm uses a series of (NIM) solutions to model the function of the algorithm using the next equations:

$$
B(a, b, \lambda) = \sum_{i=1}^{c} \sum_{j=1}^{l} (B(h_i, t_j) - \hat{B}(h_i, t_j))^2 
$$

(15)

$$
F = \frac{1}{2} (Y(\alpha, k, r))^2
$$

(16)

(c) and (l) represent the gross number, steps utilized in the solution of nonlinear Kuramoto–Sivashinsky equation (KSE). (c) and (l) represent the gross number of steps utilized in the solution domain of and respectively. (B) the solution of nonlinear Kuramoto–Sivashinsky equation (KSE), and $\hat{B}$ is the exact
solutions for this equation. (F) show the fitness function (mean square error) is solved by utilize the PSO. Consequently, the optimal worths of system (15-16) are obtained through the following:

\[
\begin{align*}
\alpha &= -1 \\
k &= 1 \\
r &= -10
\end{align*}
\]

The error in the proposed strategy turned out to have reached 10^-19 at its lowest level and 10^-32 at its best, as shown in Table 2 and Figures 4 and 5.

Table 2. Absolute error of the \(|B_{\text{exact}} - B_{\text{NIM}}|\) Using the parameters chosen by pso

| H  | 0.1                | 0.2     | 0.3      | 0.4       | 0.5         |
|----|--------------------|---------|----------|-----------|-------------|
| 8  | 2.38389227*10^{-24}| 1.88604085*10^{-23}| 6.34691249*10^{-22}| 1.503480121*10^{-21}| 2.93773963*10^{-22}|
| 15 | 4.558541467*10^{-10}| 3.206560678*10^{-10} | 1.0363077*10^{-9}  | 2.403642352*10^{-9} | 4.633757616*10^{-9}  |
| 20 | 7.357197295*10^{-7} | 5.543562616*10^{-6} | 1.83245542*10^{-5} | 4.297972002*10^{-5} | 8.341008569*10^{-5}  |
| 30 | 3.15080238*10^{-2} | 2.224282936*10^{-1} | 7.19758023*10^{-1} | 1.670485542*10^{-1} | 3.221604100*10^{-1}  |

Figure 4. The function \((B)\) for the two borders approximation \((B-2)\) by using NIM with the PSO algorithm, when \(t=0.1\)

Figure 5. The absolute error for the two borders approximation \((B-2)\) between NIM and the exact solution when \(t=0.1\), with the (PSO) algorithm

5. CONCLUSION

In this article, the Kuramoto–Sivashinsky equation was successfully studied and solved in a new iterative method. The results showed great convergence when compared with the exact solution. The results were very clear when using the particle swarm optimization (PSO) algorithm in finding the best parameters, \((k = 1, r = -10)\), respectively. Which, in turn has had a strong and direct influence in the improvement of the solution to a large degree and obtain an excellent convergence and very efficient when compared to the exact solution.
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