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The theory of multistate template-directed reversible copolymerization is developed by extending the method based on iterated function systems to matrices, taking into account the possibility of multiple activation states instead of a single one for the growth process. In this extended theory, the mean growth velocity is obtained with an iterated matrix function system and the probabilities of copolymer sequences are given by matrix products defined along the template. The theory allows us to understand the effects of template heterogeneity, which include a fractal distribution of local growth velocities far enough from equilibrium, and a regime of sublinear growth in time close to equilibrium.

I. INTRODUCTION

Copolymers are macromolecular chains composed of several types of monomeric units and their sequence may encode information, as it is the case for DNA in biological cells. As a matter of fact, these sequences are generated from a template during nonequilibrium processes of copolymerization. In the example of DNA replication, a DNA template is copied into a complementary DNA strand by enzymes known as polymerases. As recently discovered, the kinetic equations of such template-directed growth processes can be exactly solved in the long-time limit by iterating rate-dependent mathematical functions along the template sequence. These methods reveal complex behaviors induced by the heterogeneity of the template and they show that replication errors depend on nonequilibrium conditions.

Growth processes are ubiquitous nonequilibrium phenomena. In these processes, atoms or molecules aggregate into larger and larger structures with specific shapes and properties. In the case of crystal growth, atoms or molecules undergo self-assembly from fluid to solid forming structures that are spatially expanding with a velocity and a shape controlled by the nonequilibrium conditions of their growth. These nonequilibrium processes may generate a large variety of different shapes, as illustrated by snowflakes. In other circumstances, the internal structure of the growing solid may also be determined by the nonequilibrium conditions, as in eutectic growth.

In biology, growth processes play an essential role in the morphogenesis of eukaryotic pluricellular organisms, as well as for bacterial colonies or the pluricellular stages in the life cycle of unicellular species such as Dictyostelium amoebae. Here, growth is regulated by intercellular communication, influencing the intracellular biochemical reaction networks that control cell division or cell motility.

In between the physical and biological processes, the growth of copolymers is a basic mechanism for the generation of large and complex molecular structures. Copolymers are macromolecules such as polymers, but composed of different species of monomers. They grow by the formation of covalent bonds between the monomers. These copolymerization processes may happen without template as in synthesis of rubber or olefin copolymers, or directed by a template as in DNA replication, transcription, and translation, respectively yielding DNA from DNA, RNA from DNA, and polypeptides from RNA. These fundamental processes of biology are catalyzed by enzymes known as polymerases for the growth of DNA or RNA macromolecules, and by ribosomes for polypeptides.

Template-directed copolymerization is a nonequilibrium process, in which a copolymer is growing on a template. By this mechanism, the copolymer sequence is closely related to the template sequence if the copying errors occurring at the molecular scale are low enough. In this regard, the sequence of the growing copolymer may itself depend on the nonequilibrium conditions. A key issue is thus to determine how the quantities characterizing the process, including the mean growth velocity, the statistical properties of the copolymer sequence, as well as the thermodynamic properties such as the entropy production will vary with the distance from equilibrium. Template-directed copolymerization can be investigated using chemical kinetic theory and the theory of stochastic processes. The challenge is that the template constitutes a heterogeneous medium for the growth of the copolymer copy. Yet, this challenge can be overcome as shown in the present paper. Remarkably, the kinetic equations of template-directed copolymerization can be exactly solved in the long-time limit by using mathematical iterations similar to those introduced in dynamical systems theory and known as iterated function systems. These iterations may generate fractal distributions for the local growth velocity along heterogeneous templates. The purpose of the present paper is to show the generality of these methods, as they apply to processes involving single or multiple activation states for copolymerization. This aspect is important because these activation states can be considered as different structural states for the enzyme catalyzing template-directed copolymerization and polymerases are observed to have several such states.
for multistate template-free copolymerization is here extended to multistate template-directed copolymerization, generalizing results previously obtained for single-state template-directed copolymerization in Refs. 25–28. In this context, the use of matrix products finds its origin in pioneering work by Coleman and Fox on the multistate mechanism for irreversible polymerization processes 29–31. As shown in Ref. 24, the matrix product method can be extended to reversible processes without template. Here, the matrix product method is combined with iterated function systems to consider template-directed processes.

The plan of the paper is the following. The general kinetic theory for multistate template-directed copolymerization is presented in Sec. II where the kinetic equations are exactly solved in terms of iterated function systems generalized to matrices. In Sec. III the theory is shown to reduce to the previous results obtained for single-state template-directed copolymerization yielding copy sequences given by Bernoulli chains. Section IV is specifically devoted to multistate template-directed copolymerization. These processes are characterized by their mean growth velocity. Furthermore, the local growth velocity is shown to have fractal distributions in regimes far enough from equilibrium. In a regime close to equilibrium, the growth is shown to be sublinear instead of linear in time. These complex behaviors find their origin in the heterogeneity of the template. The conclusion is drawn in Sec. V.

II. GENERAL KINETIC THEORY OF TEMPLATE-DIRECTED COPOLYMERIZATION

A. Kinetic equations

We consider the growth of the copolymer sequence \( \omega = m_1 m_2 \cdots m_{l-1}, \, i \) along the infinite template sequence \( \alpha = n_1 n_2 \cdots n_{l-1} n_l n_{l+1} \cdots \). The copolymer and template sequences are composed of \( M \) different species of monomeric units: \( m, n \in \{1, 2, ..., M\} \). The template is here taken as a Bernoulli chain of probabilities \( \nu_1, \nu_2, ..., \nu_M \) with \( \sum_{n=1}^{M} \nu_n = 1 \).

The growth proceeds by the attachment of some monomeric unit at the successive locations \( l \) of the template. The process is supposed to be reversible, i.e., the eventual detachment of the last monomeric unit at the tip of the copolymer is also possible. Moreover, the growing tip of the copolymer may undergo transitions \( i \to j \) between several activation states \( i, j \in \{1, 2, ..., I\} \). These transitions may correspond to conformational changes between different structural states of the catalyst. Accordingly, the kinetic scheme is described by the following reactions,

\[
\begin{align*}
\omega &= m_1 m_2 \cdots m_{l-1}, \, i \\
\alpha &= n_1 n_2 \cdots n_{l-1} n_l n_{l+1} \cdots \\
w_{i \to j}^{l+1} \omega' &= m_1 m_2 \cdots m_{l-1} m_l, \, j \\
w_{i \to j}^{l} \alpha &= n_1 n_2 \cdots n_{l-1} n_l n_{l+1} \cdots \\
w_{j \to i}^{l} \omega &= m_1 m_2 \cdots m_{l-1} n_l, \, i \\
w_{j \to i}^{l} \alpha' &= n_1 n_2 \cdots n_{l-1} n_l n_{l+1} \cdots \\
&
\end{align*}
\]

and

\[
\begin{align*}
\omega &= m_1 m_2 \cdots m_{l-1}, \, i \\
\alpha &= n_1 n_2 \cdots n_{l-1} n_l n_{l+1} \cdots \\
w_{i \to j}^{l+1} \omega' &= m_1 m_2 \cdots m_{l-1} m_l, \, j \\
w_{i \to j}^{l} \alpha &= n_1 n_2 \cdots n_{l-1} n_l n_{l+1} \cdots \\
\end{align*}
\]

where \( w_{i \to j}^{l} \) denote the attachment and detachment rates of the monomeric unit \( m_l \) at the location \( l \) of the template if the activation state is \( i \in \{1, 2, ..., I\} \), and \( w_{i \to j}^{l} \) is the rate of the transition \( i \to j \) between the states \( i \) and \( j \) also at the location \( l \) of the template. The reactions are evolving under low conversion conditions, i.e., the rates are low enough with respect to the pool of monomers in the surrounding solution in order for the concentrations of monomers and thus the rates to remain invariant during the whole growth process.

The kinetics is described using the theory of stochastic processes in terms of the probability distribution

\[
P_t (m_1 \cdots m_l, l, i) = P_t \left( m_1 \cdots m_l, i \right) 
\]

to find the copolymer sequence \( m_1 \cdots m_l \) of length \( l \) and the activation state \( i \) at time \( t \). The time evolution of this probability distribution is ruled by the coupled master equations

\[
\frac{d}{dt} P_t (m_1 \cdots m_l, l, i)
= w_{i \to j}^{l} P_t (m_1 \cdots m_{l-1}, l-1, i)
+ \sum_{j(\neq i)} w_{i \to j}^{l} P_t (m_1 \cdots m_{l+1}, l+1, i)
+ \sum_{j(\neq i)} w_{j \to i}^{l} P_t (m_1 \cdots m_l, l, j)
- \left( \sum_{m_{l+1} \in \{1, 2, ..., M\}} w_{i \to j}^{l} \right) P_t (m_1 \cdots m_l, l, i)
\times P_t (m_1 \cdots m_l, l, i).
\]

At the location \( l \), the rates may depend on the monomeric unit \( m_l \) with which the monomer \( m_l \) will pair upon attachment, or this dependence may be extended to some subsequence such as \( l_{-1} \) around the location \( l \).

B. Method for solving the kinetic equations

The growth of the copolymer \( \omega \) is similar to the propagation of a front at the mean position \( \langle l \rangle_t \). The mean growth velocity \( v = d\langle l \rangle_t / dt \) is determined by the processes taking place in the vicinity of the growing tip. In this regard, the following set of probabilities are intro-
duced,
\[ p_t(l, i) \equiv \sum_{m_t \cdots m_1} P_t(m_1 \cdots m_{t-2}m_{t-1}m_t, l, i), \quad (5) \]
\[ p_t(m_t, l, i) \equiv \sum_{m_1 \cdots m_{t-1}} P_t(m_1 \cdots m_{t-2}m_{t-1}m_t, l, i), \quad (6) \]
\[ \vdots \]
Accordingly, the mean length can be obtained as \( \langle l \rangle_t = \sum l_t p_t(l, i) \). We note that all the probabilities \( p_1, p_2, \ldots \) are related to each other by summing over monomeric units as for \( p_t(l, i) = \sum_{m_t} p_t(m_t, l, i) \), as well as for the further probabilities. The time evolution of these probabilities is ruled by a hierarchy of equations that can thus be deduced from the master equation \( (4) \).

Since all these equations are linear, they can be solved by using the method of Fourier decomposition as in Ref. 26. The general solution is thus expressed as a linear superposition of particular solutions of the form

\[ p_t(m_t \cdots m_{t-r+1}) \equiv \exp(s_q t + q l) G_q(m_t \cdots m_{t-1}m_t, l, i), \quad (7) \]

where \(-\pi < q \leq +\pi\) plays the role of wave number, \( s_q \) is the dispersion relation to be determined, and \( t = \sqrt{\text{−}1} \).

In the following, we suppose for simplicity that there exist two activation states (\( I = 2 \)), although the results can be extended to the general situation of an arbitrary number \( I \) of activation states. The following matrices are defined with the different rates:

\[ W_{0,t} = \begin{pmatrix} -w_{1}^{t-2} & w_{2}^{t-1} \\ w_{1}^{t-2} & -w_{2}^{t-1} \end{pmatrix}, \quad (8) \]

\[ W_{\pm m,l} = \begin{pmatrix} w_{1,\pm m,l} & 0 \\ 0 & w_{2,\pm m,l} \end{pmatrix}, \quad (9) \]

and

\[ A_t = \sum m W_{+ m,l}. \quad (10) \]

The particular solution is also expressed in matricial form as

\[ G_q(m, l) = \begin{pmatrix} g_q(m, l, 1) \\ g_q(m, l, 2) \end{pmatrix}, \quad (11) \]

with \( m = m_t \cdots m_{t-r+1} \cdots m_{t-1}m_t \). Substituting these matrices into the master equation \( (4) \) for the probability \( p_t(m, l, i) \), we find the following matricial equation for \( G_q(l) \):

\[ s_q G_q(l) = c^{-s_q} A_t \cdot G_q(l-1) + e^{s_q} \sum_{m_{t+1}} W_{-m_t+1, t+1} \cdot G_q(m_{t+1}, l+1) - A_{t+1} \cdot G_q(l) - \sum_{m_t} W_{-m_t, l} \cdot G_q(m_t, l) + W_{0,t} \cdot G_q(l). \quad (12) \]

Further equations can be obtained in the same way for \( G_q(m, l) \) with \( m = m_t \cdots m_{t-1}m_t \).

For growth processes, the dispersion relation \( s_q \) is expected to have the form

\[ s_q = -tvq - D q^2 + O(q^3), \quad (13) \]

where \( v \) is the mean growth velocity of the copolymer chain counted in monomers per second, and \( D \) is the diffusivity of the front around its mean drift. The solution can be similarly expanded in powers of the wave number:

\[ G_q(m, l) = G_0(m, l) + q \frac{dG_q}{dq}(m, l) + O(q^2). \quad (14) \]

C. The solution in the long-time limit

In the long-time limit, the probability distribution \( p_t(l, i) \) is becoming broader and broader because of the diffusivity, so that the dominant values of the wave number \( q \) should take smaller and smaller values. Consequently, the solution can be obtained in the long-time limit by expanding in powers of the wave number \( q \) and considering the limit \( q \to 0 \). The zero wave-number limit of the solution is denoted

\[ \Psi_t(m, l) = \psi_t(m, l, 1) \psi_t(m, l, 2) \quad (15) \]

with

\[ \psi_t(m, i) = g_0(m, l, i). \quad (16) \]

The purpose of duplicating the columns in the matrices \( (15) \) [and previously in Eq. \( (11) \)] is to provide the normalization of the solution by taking the trace of the matrices according to

\[ \text{tr} \Psi_t(m) = \sum_{i=1}^{2} \psi_t(m, i). \quad (17) \]

Since the probabilities \( \Psi_t(m, l) \) are interrelated by summing over monomeric units, we should have that

\[ \sum_{m_t} \Psi_t(m_t) = \Psi_t, \quad (18) \]

\[ \sum_{m_t} \Psi_t(m_t, l) = \Psi_t(m_t), \quad (19) \]

\[ \vdots \]

In the long-time limit, the probability to find the growing copolymer at the location \( l \) with the monomeric subsequence \( m = m_{t-r+1} \cdots m_{t-1}m_t \) in the activation state \( i \) is given by

\[ \mu(m, l, i) = \frac{\psi_t(m, i)}{\text{tr} \Psi_t}, \quad (20) \]
and in any activation state by
\[
\mu(m, l) = \sum_{i=1}^{3} \mu(m, l, i) = \frac{\text{tr} \Psi_l(m)}{\text{tr} \Psi_l}.
\]  
(21)

This latter probability distribution is normalized to the unit value as
\[
\sum_m \mu(m, l) = 1,
\]  
(22)

because of the hierarchy of Eqs. (18), (19), ...

Now, taking the limit \( q \rightarrow 0 \) in Eq. (12) for \( G_q(l) \) and in the further equations for \( G_q(m, l) \), we get
\[
0 = A_l \cdot \Psi_{l-1} + \sum_{m_{l+1}} W_{m_{l+1}, l+1} \cdot \Psi_{l+1}(m_{l+1}) - A_{l+1} \cdot \Psi_{l} - \sum_{m_i} W_{m_i, l} \cdot \Psi_{l}(m_i) + W_{0, l} \cdot \Psi_{l} \tag{23}
\]

\[
0 = W_{m_i, l} \cdot \Psi_{l-1} + \sum_{m_{l+1}} W_{m_{l+1}, l+1} \cdot \Psi_{l+1}(m_{l+1}) - (A_{l+1} + W_{m_{l+1}, l} - W_{0, l}) \cdot \Psi_{l}(m_i) \tag{24}
\]

\[
0 = W_{m_i, l} \cdot \Psi_{l-1}(m_{l-1}) + \sum_{m_{l+1}} W_{m_{l+1}, l+1} \cdot \Psi_{l+1}(m_{l-1}m_{l1}) - (A_{l+1} + W_{m_{l+1}, l} - W_{0, l}) \cdot \Psi_{l}(m_{l-1}m_{l}) \tag{25}
\]

etc..., thus forming a hierarchy of coupled equations for \( \Psi_l(m) \).

Here, we observe that Eq. (20) can be obtained by summing Eq. (21) over the monomeric unit \( m_i \). Similarly, Eq. (21) is given by summing Eq. (25) over \( m_{l-1} \), and so on for the next equations in this hierarchy. Equation (21) as well as the following ones for \( \Psi_l(m_i) \), \( \Psi_l(m_{l-1}m_{l}) \) ... have the same structure. This observation suggests to find the solution of this hierarchy by factorization into matrix products as
\[
\Psi_l(m_i) = Y_{m_i, l} \cdot \Psi_{l-1}
\]  
(26)

\[
\Psi_{l+1}(m_{l+1}m_{l1}) = Y_{m_{l+1}, l+1} \cdot Y_{m_l, l} \cdot \Psi_{l-1} \tag{27}
\]

... in terms of \( 2 \times 2 \) matrices \( Y_{m_i, l} \), each one associated with the monomeric unit \( m_i \) at the location \( l \) of the template. If this assumption is valid, the probabilities (21) that the tip of the copolymer has the monomeric subsequence \( m_{l-r+1} \cdots m_{l}m_1 \) at the location \( l \) of the template should be given by
\[
\mu(m_{l-r+1} \cdots m_{l}m_1) = \text{tr}(Y_{m_{l-r+1} \cdots m_{l}m_1} \cdot \Psi_{l-r})/(\text{tr} \Psi_l).
\]  
(28)

Next, in order to satisfy Eqs. (18), (19), ..., the following relation should hold between all the \( 2 \times 2 \) matrices \( \Psi_l \) defined along the template,
\[
\Psi_l = R_l \cdot \Psi_{l-1} \tag{29}
\]

with
\[
R_l = \sum_m Y_{m, l} \cdot
\]  
(30)

Moreover, the assumptions (23), (27) ... are substituted into Eqs. (24), (25) ... Since all of them have the same structure, they are satisfied at once if the matrices \( Y_{m, l} \) obey the following relation,
\[
0 = W_{m, l} + \left( \sum_{m_{l+1}} W_{m_{l+1}, l+1} \cdot Y_{m_{l+1}, l+1} - A_{l+1} - W_{m, l} + W_{0, l} \right) \cdot Y_{m, l} \tag{31}
\]

Introducing the \( 2 \times 2 \) matrices
\[
V_l = A_{l+1} - \sum_{m_{l+1}} W_{m_{l+1}, l+1} \cdot Y_{m_{l+1}, l+1},
\]  
(32)

Eq. (31) gives the matrix \( Y_{m, l} \) as
\[
Y_{m, l} = (V_l - W_{0, l} + W_{m, l})^{-1} \cdot W_{m+1, l}
\]  
(33)

which can be replaced back into Eq. (29) to finally obtain the backward iteration
\[
V_{l-1} = (V_l - W_{0, l}) \cdot \sum_m (V_l - W_{0, l} + W_{m, l})^{-1} \cdot W_{m+1, l}
\]  
(34)

along the template. We note that this recurrence only involves the rates, which are known \( \text{a priori} \). Accordingly, Eq. (31) provides the sequence of matrices \( \{V_l\} \), which determines the matrices (33) and thus the matrices (30). Once these latter are obtained, the forward iteration (29) can run along the template in order to find the sequence of matrices \( \{\Psi_l\} \). Hence, all the probabilities (28) are fully determined with this matrix product method.

In order to obtain the mean growth velocity, Eq. (34) can be rewritten in the following form,
\[
V_{l-1} = (V_l - W_{0, l}) \cdot R_l
\]  
(35)

Multiplying this equation to the left-hand side of the matrix \( \Psi_{l-1} \) and using Eq. (29) gives
\[
V_{l-1} \cdot \Psi_{l-1} = (V_l - W_{0, l}) \cdot \Psi_l
\]  
(36)

Taking its trace and using the fact that \( \text{tr}(W_{0, l} \cdot \Psi_l) = 0 \), which is a consequence of the structure of the matrices (8) and (15), we have that
\[
\text{tr}(V_{l-1} \cdot \Psi_{l-1}) = \text{tr}(V_l \cdot \Psi_l) = C
\]  
(37)

holding for all \( l \) with some constant \( C \). Going back to Eq. (12), we can now consider its derivative with respect to the wave number \( q \), using the expansions (13) and (14) in powers of \( q \). Taking the trace of the resulting equation eliminates the terms involving the matrix \( W_{0, l} \). Furthermore, we suppose that the template is a periodic sequence
with a long period \( L \), and we take the sum of the equations over \( l = 1, 2, ..., L \). Since \( \mathbf{g}_l(l) = \Psi_l \), using Eq. (32), we finally obtain the mean growth velocity as

\[
v = \frac{\sum_{l=1}^{L} \text{tr}(\mathbf{V}_l \cdot \Psi_l)}{\sum_{l=1}^{L} \text{tr} \Psi_l}
\]

(38)

for a periodic template. In the case of a uniform template (i.e., of period \( L = 1 \)), we recover the expression previously obtained in Ref. \( 24 \) for multistate template-free copolymerization.

Since the relation \( (37) \) holds along the template, Eq. (38) implies

\[
v = \frac{LC}{\sum_{l=1}^{L} \text{tr} \Psi_l}.
\]

(39)

If we introduce the quantities

\[
\tau_l \equiv \frac{\text{tr} \Psi_l}{\text{tr}(\mathbf{V}_l \cdot \Psi_l)} = \frac{1}{C} \text{tr} \Psi_l
\]

(40)

and take the limit of an arbitrarily long period \( L \), the mean growth velocity can thus be expressed as

\[
v = \frac{1}{\langle \tau_l \rangle}
\]

(41)

with the statistical average along the template defined by

\[
\langle \tau_l \rangle \equiv \lim_{L \to \infty} \frac{1}{L} \sum_{l=1}^{L} \tau_l.
\]

(42)

The quantities \( (40) \) have the interpretation of mean times spent by the growing copolymer at the location \( l \) of the template. In view of the result \( (38) \), the matrices \( \mathbf{V}_l \) can be interpreted as representing the local velocities and \( \Psi_l \) determine the probabilities to find the length of the copolymer at the successive locations \( l \) along the template.

These different local quantities characterize the effects due to the heterogeneity of the template. If the template is random, it forms a disordered medium for the growth of the copolymer and anomalous effects similar to those existing for random walks in such media manifest themselves here as well.\( 32,44 \) In particular, if the mean times \( (41) \) have a probability distribution with an algebraic tail as \( p(\tau) \sim 1/\tau^{\gamma+1} \) for \( \tau \to \infty \), the growth of the copolymer is sublinear as \( \langle l \rangle \sim t^\gamma \) if \( 0 < \gamma < 1 \), but linear as \( \langle l \rangle \sim vt \) if \( \gamma > 1 \). However, template-directed copolymerization processes differ from standard random walks in disordered media by the reactions of attachment and detachment of monomers and the transitions between multiple activation states, which add complexity to these growth processes.\( 23,26 \)

As aforementioned, the theory also applies to mechanisms with more than one activation state by considering \( I \times I \) matrices for any number \( I \) of activation states.

D. Thermodynamics

In the regime of steady growth at positive mean growth velocity \( v > 0 \), the thermodynamic entropy production rate is given in general by

\[
\frac{1}{k_B} \frac{dS}{dt} = v [\epsilon + D(\omega|\alpha)] \equiv v A \geq 0,
\]

(43)

where \( \epsilon \) is the free-energy driving force, \( D(\omega|\alpha) \) the conditional Shannon disorder of the copy \( \omega \) with respect to the template \( \alpha \), and \( A = \epsilon + D(\omega|\alpha) \) the entropy production per monomeric unit, also called affinity. On the one hand, the free-energy driving force is defined as \( \epsilon = -g/T \) in terms of the free energy \( g \) per monomeric unit and the temperature \( T \).\( 18,25 \) On the other hand, the conditional Shannon disorder is determined by the probability distribution \( (37) \) of the copy sequence according to

\[
D(\omega|\alpha) = \lim_{l \to \infty} -\frac{1}{L} \sum_{m,i} \mu(m, l, i) \ln \mu(m, l, i).
\]

(44)

The conditional Shannon disorder can be expressed as

\[
D(\omega|\alpha) = D(\omega) - I(\omega, \alpha) \geq 0
\]

(45)

in terms of the overall Shannon disorder \( D(\omega) \) of the copy and the mutual information \( I(\omega, \alpha) \) between the copy and the template.\( 16 \) The conditional Shannon disorder characterizes the amount of replication errors, and the mutual information the replication fidelity. In the absence of replication errors, we would have that \( D(\omega|\alpha) = 0 \) and \( I(\omega, \alpha) = D(\alpha) = D(\omega) = -\sum_{n=1}^{M} \nu_n \ln \nu_n \), but this would require the vanishing of the attachment rates for incorrect pairs \( m_i : n_i \) between the copy \( \omega \) and the template \( \alpha \).

III. SINGLE-STATE MECHANISM FOR TEMPLATE-DIRECTED COPOLYMERIZATION

A. Iterated function system

In the case where there is a single activation state \( (I = 1) \), the transition rates \( w_{i \to j} \) are vanishing, so that \( \mathbf{W}_{0,l} = 0 \). Accordingly, all the matrices can be reduced to scalars. In particular, the matrices \( \mathbf{W}_{\pm m,l} \) are reduced to \( w_{\pm m,l} \) and \( \mathbf{V}_l \) to \( v_l \). Consequently, the backward iteration \( (33) \) becomes

\[
v_{l-1} = v_l \sum_{m=1}^{M} \frac{w_{l+m,l}}{v_l + w_{-m,l}}.
\]

(46)

Moreover, \( \Psi_l \) reduces to the scalar \( \psi_l \) and Eq. (37) implies that \( v_l \psi_l = C \) for all integers \( l \). If we define

\[
x_l \equiv v_l = \frac{C}{\psi_l} = \frac{1}{\tau_l}
\]

(47)
the mean growth velocity \( \langle v \rangle \) is given by

\[
\frac{1}{v} = \left\langle \frac{1}{x_l} \right\rangle ,
\]

(48)
as in previous work 25,26.

If the attachment and detachment rates only depend on the unit \( n_l \) at the location \( l \) of the template, \( w_{\pm m,l} = w_{\pm m,n_l} \), the backward iteration (44) can be expressed as the following iterated function system (IFS),

\[
x_{l-1} = f_n(x_l) \quad \text{with} \quad f_n(x) \equiv x \sum_{m=1}^{M} \frac{w_{+m,n}}{x + w_{-m,n}} ,
\]

(49)
for \( n = 1, 2, ..., M \). During the backward iteration along the template, the function \( f_n \) corresponding to the unit \( n_l \) of the template is used to obtain the local velocity \( x_{l-1} \) from \( x_l \). If the template is a Bernoulli chain of probabilities \( \{ p_1, p_2, ..., p_M \} \), these functions are randomly picked according to these probabilities as the backward iteration is run. Once the local velocities \( \{ x_l \} \) are known, the probabilities to find the monomeric unit \( m_l \) at the location \( l \) of the template are given by

\[
\mu(m_l, l) = \frac{x_l}{x_l - x_{l-1}} \frac{w_{+m_l,n_l}}{w_{+m_l,n_l} + w_{-m_l,n_l}} ,
\]

(50)
which is deduced from Eqs. (24), (28), and (33) for a single activation state \( I = 1 \). Consequently, the probability (28) to find some subsequence is factorized as

\[
\mu(m_{l-r+1} \cdot \cdot \cdot m_{l-1} m_l, l) = \prod_{k=l-r+1}^{l} \mu(m_k, k) ,
\]

(51)
so that the sequence of the copolymer is a Bernoulli chain, which depends on the location along the template. Nevertheless, there is no correlation between the successive monomeric units composing the copolymer. The reasons are that there is a single activation state and the rates only depend on the ultimate monomeric unit that is currently attached or detached in the kinetic scheme that is here considered. If the rates also depended on previously incorporated monomeric units, the copolymer would form a Markov chain 26,27,47,49 Equation (50) gives the pairing probabilities \( \mu(m_l : n_l) = \mu(m_l, l) \) between the monomeric units of the copy and the template and, in particular, the probabilities of correct and incorrect pairs, which determine the replication errors 25,27.

As previously shown 25,26 the exponent \( \gamma \) controlling the probability distribution of the mean times \( \tau_l = 1/x_l \) is obtained with the following relation,

\[
\sum_{n=1}^{M} \frac{\nu_n}{f_n'(0)^\gamma} = 1 ,
\]

(52)
where

\[
f_n'(0) = \sum_{m=1}^{M} \frac{w_{+m,n}}{w_{-m,n}} .
\]

(53)
The relation (52) allows us to determine the domain of parameter values where the growth is sublinear in time (if \( 0 < \gamma < 1 \)) or linear (if \( \gamma > 1 \)). The growth is essentially stopped if the exponent vanishes, \( \gamma = 0 \). Expanding \( f_n'(0)^{-\gamma} = \exp[-\gamma f_n'(0)] \) in powers of \( \gamma \) in Eq. (52), the equation is satisfied for \( \gamma = 0 \) under the condition that

\[
\sum_{n=1}^{M} \nu_n \ln f_n'(0) = 0 \quad \text{or} \quad \prod_{n=1}^{M} f_n'(0)^{\nu_n} = 1 .
\]

(54)
In this regime, the distribution of local velocities \( x_l \) is concentrated at \( x = 0 \).

For copolymers forming the Bernoulli chains 53, the thermodynamic entropy production rate is given by Eq. (43) with the free-energy driving force and the conditional Shannon disorder respectively evaluated by

\[
\epsilon \equiv \lim_{L \to \infty} \frac{1}{L} \sum_{l=1}^{L} \sum_{m=1}^{M} \mu(m_l, l) \ln \frac{w_{+m_l,n_l}}{w_{-m_l,n_l}} ,
\]

(55)
and

\[
D(\omega|\alpha) \equiv \lim_{L \to \infty} -\frac{1}{L} \sum_{l=1}^{L} \sum_{m=1}^{M} \mu(m_l, l) \ln \mu(m_l, l) ,
\]

(56)
both per monomeric unit 26.

Thermodynamic equilibrium can be identified as happening for the conditions where detailed balance is satisfied and the entropy production rate is vanishing. Under these conditions, both the mean growth velocity and the affinity are equal to zero. These conditions are implied by the vanishing of the exponent \( \gamma \) according to Eq. (54). Indeed, substituting Eq. (50) in Eqs. (55) and (56), eliminating the ratio \( x_l/x_{l-1} \) by using Eq. (49) and taking the limit of vanishing local velocities \( x_l \sim 0 \), the affinity becomes \( A = \epsilon + D(\omega|\alpha) = \lim_{L \to \infty} (1/L) \sum_{l=1}^{L} \ln f_n'(0) = \sum_{n=1}^{M} \nu_n \ln f_n'(0) \), so that \( A = 0 \) if Eq. (50) holds, i.e., if \( \gamma = 0 \).

B. Illustrative example

We consider template-directed copolymerization with two monomeric species (\( M = 2 \)). The rates are supposed to obey the mass-action law, so that the attachment rates are proportional to the concentrations (\( c_1, c_2 \)) of monomers in the surrounding solution, while the detachment rates are not:

\[
w_{+m,n} = k_{+m,n} c_m , \quad w_{-m,n} = k_{-m,n} , \quad (57)
\]
where \( k_{\pm m,n} \) denote the rate constants. These latter are taken as

\[
k_{+1,1} = 0.5 , \quad k_{+1,2} = 0.3 , \quad k_{+2,1} = 0.2 , \quad k_{+2,2} = 2 , \quad k_{-1,1} = 0.1 , \quad k_{-1,2} = 0.2 , \quad k_{-2,1} = 0.3 , \quad k_{-2,2} = 0.4 .
\]

(58)
Moreover, the template is assumed to be a Bernoulli chain of probabilities \( \nu_1 = \nu_2 = 0.5 \), except if otherwise said.

Figure 1 shows the different regimes of template-directed copolymerization in the plane of the concentrations \((c_1, c_2)\) for both types of monomers. The lines with the exponent values \( \gamma = 0, 1, 2 \) are obtained with Eqs. (52) and (53) for the present example. Thermodynamic equilibrium happens along the line \( \gamma = 0 \) where the growth is stopped together with the entropy production per monomer, \( A = 0 \), in the domain D below the line \( \gamma = 0 \), depolymerization occurs for a copolymer initially present in the solution, because the concentrations are too low for attachment to dominate over detachment and growth to occur. In the domain S between the lines \( \gamma = 0 \) and \( \gamma = 1 \), the growth is sublinear in time as \( \langle l \rangle_1 \sim t^{\gamma} \). In the intermediate domain I between the lines \( \gamma = 1 \) and \( \gamma = 2 \), the growth is linear in time with a positive mean growth velocity \( v > 0 \), but the diffusivity is infinite \( D = \infty \). In the domain C beyond the line \( \gamma = 2 \), the mean growth velocity is positive \( v > 0 \) and the diffusivity is positive and finite \( 0 < D < \infty \). The distribution of local velocities \( \{x_1\} \) is continuous in the domain C, but it becomes fractal in the domain F.

This fractal is observed in Fig. 2(a) depicting the distribution of the local velocities \( \{x_1\} \) as a function of equal concentrations \( c_1 = c_2 \) for both monomers. Gaps appear in the distribution of local velocities as the concentrations increase. This happens at the critical concentration value where the two functions (49) coincide as \( f_1(x_2) = f_2(x_1) \) for the fixed points of each other. These fixed points are given by \( x_n = f_n(x_n) \) for \( n = 1, 2 \). Beyond this critical value, the dimension of the distribution is smaller than one and the distribution becomes fractal, as seen in Fig. 2(b).

For equal concentrations \( c_1 = c_2 \), the critical concentration values corresponding to the transitions between the different regimes are the following:  
\[
\begin{align*}
\gamma = 0 & : \quad c_1 = c_2 = 0.16477 , \\
\gamma = 1 & : \quad c_1 = c_2 = 0.16516 , \\
\gamma = 2 & : \quad c_1 = c_2 = 0.16555 , \\
\text{C-F transition} & : \quad c_1 = c_2 = 0.34130 .
\end{align*}
\]

In Fig. 3 the mean growth velocity and the different thermodynamic quantities are shown for increasing values of the concentration \( c_1 \) at \( c_2 = 0.5 \). The data points are the results of kinetic Monte Carlo simulations with Gillespie’s algorithm (50, 51), while the lines are obtained with the iterated function system (49). The coincidence of the lines with the data points is numerical evidence for the exactness of theory in solving the kinetic equations. For the data points at the two smallest values of the concentration \((c_1 = 0.02, 0.03)\), the growth is sublinear and extremely slow so that the copolymer sequence has not grown beyond a length of \( 10^5 \) even after \( 10^5 \) steps of the Monte Carlo method, resulting into very poor statistics,
which explains the deviations observed for these data points. In any case, the method based on the iterated function system is computationally much faster than the kinetic Monte Carlo method. The gain factor in computational time is about $10^6$ in order to get a comparable accuracy.

The critical values of the concentration $c_1$ corresponding to the different transitions in Fig. 3 are given by

$$
\gamma = 0: \quad c_2 = 0.5, \quad c_1 = 0.01273, \quad (63)
$$

$$
\gamma = 1: \quad c_2 = 0.5, \quad c_1 = 0.05730, \quad (64)
$$

$$
\gamma = 2: \quad c_2 = 0.5, \quad c_1 = 0.08020, \quad (65)
$$

C-F transition: \quad $c_2 = 0.5, \quad c_1 = 0.26068. \quad (66)$

We see in this figure that equilibrium indeed happens at $c_1 = 0.01273$ since the affinity is vanishing at this concentration value, $A = \epsilon + D(\omega|\alpha) = 0$. At equilibrium, the free-energy driving force is thus negative and given by $\epsilon = -D(\omega|\alpha)$ in terms of the equilibrium value of the conditional Shannon disorder: $D(\omega|\alpha) \approx 0.24$. Moreover, the mean growth velocity and the entropy production rate are equal to zero between equilibrium at $\gamma = 0$ and the threshold of positive velocity at $\gamma = 1$, i.e., for $0.01273 \leq c_1 \leq 0.05730$. For $c_1 > 0.05730$, the growth is linear in time with a positive mean growth velocity. In this illustrative example, a lot of replication errors occur because the conditional Shannon disorder takes a relatively large value with respect to its upper bound $D(\omega|\alpha) \leq \ln 2 = 0.69315$ as seen in Fig. 3 while the mutual information between the copy and the template is much smaller than its upper bound $I(\omega, \alpha) \leq \ln 2 = 0.69315$, meaning that replication fidelity is low. The free-energy driving force is negative $\epsilon < 0$ for $0.01273 < c_1 \leq 0.122$. In this concentration range, the growth is powered by the entropic effect of replication errors, since the affinity is positive $A = \epsilon + D(\omega|\alpha) > 0$, the magnitude of the conditional Shannon disorder compensating the unfavorable free-energy driving force.15

Figure 4 depicts the cumulative functions of the local velocity distribution $\{x_i\}$ at the concentrations $c_1 = c_2 = 0.5$ for three different templates, respectively taken as Bernoulli chains of probabilities $\{\nu_1, \nu_2\}$ with $\nu_1 = 1 - \nu_2 = 0.25, 0.5$, and 0.75. Therein, we observe not only the horizontal plateaus corresponding to gaps in the fractal distribution, but also the differences in the probability weights given to each value of the local velocity $x$. The plateau extending over the interval $0.294 < x < 0.422$ and corresponding to the main gap of the fractal takes the value $\nu_1$, which is the probability of the monomeric unit of type 1 in the template. Since the attachment rates $k_{1m,1}$ are globally smaller than the rates $k_{1m,2}$ for the other type 2 in the parameter set \(18\), a larger probability $\nu_1$ will increase the probability weight at lower values of the local velocity $x$, so that the cumulative function for $\nu_1 = 0.75$ is larger than those for $\nu_1 = 0.25$ and $\nu_1 = 0.5$. As a further consequence, the mean growth velocity should decrease as $\nu_1$ increases, which is confirmed.
by the following values of the mean growth velocity,

\[
\begin{align*}
(v_1, v_2) &= (0.25, 0.75) : \quad v = 0.48074, \\
(v_1, v_2) &= (0.5, 0.5) : \quad v = 0.34251, \\
(v_1, v_2) &= (0.75, 0.25) : \quad v = 0.26243,
\end{align*}
\]

in the conditions of Fig. 4. These effects are caused by the heterogeneity of the template.

IV. MULTISTATE MECHANISM FOR TEMPLATE-DIRECTED COPOLYMERIZATION

A. Kinetics depending on the ultimate monomeric unit

Here, we consider a multistate mechanism with two activation states \( (I = 2) \). For this mechanism, the kinetic equations \( \{7\} \) can be solved with the method presented in Sec. II. We suppose that the rates only depend on the ultimate monomeric unit \( m_i \), as well as on the corresponding template monomeric unit \( n_i \), with which the pairing \( m_i : n_i \) may happen, so that \( w_{i,m}^{l} = w_{i,m,n}^{l} \) and \( w_{i,j}^{l} = w_{n,j}^{l} \). These rates enter into the definitions of the matrices \( \{8\} \) and \( \{9\} \). The backward iteration \( \{84\} \) here forms the \textit{iterated matrix function system} (IMFS):

\[
V_{i-1} = F_{n_i}(V_i)
\]

with the matrix functions

\[
F_n(V) = (V - W_{0,n}) : \sum_m (V - W_{0,m} + W_{-m,n})^{-1} : W_{+m,n}
\]

for \( n = 1, 2, ..., M \). This iteration is run backward along the template to obtain the local velocity matrices \( \{V_i\} \). Their knowledge gives the matrices \( \{R_i\} \) according to Eqs. \( \{30\} \) and \( \{38\} \). Therefore, the forward iteration \( \{29\} \) can be run to provide the matrices \( \{\Psi_i\} \), which are combined with the local velocity matrices to obtain the mean growth velocity according to Eq. \( \{85\} \). In order to converge numerically, the backward and forward iterations can run several times cyclically along a long template of length \( L \). Here below, these theoretical results are compared with kinetic Monte Carlo simulations using Gillespie’s algorithm \( \{50\} \).

The knowledge of the local velocity matrices \( \{V_i\} \) determines also the matrices \( \{83\} \) and thus the matrix products giving the probabilities \( \{28\} \) of the copolymer sequences. Because of the transitions between the activation states, these probabilities can no longer be factorized as for Bernoulli chains in Eq. \( \{51\} \). Thus, the matrix products and the trace in Eq. \( \{28\} \) have for consequence that the copolymer sequences form non-Markovian chains because of the multistate kinetics \( \{24\}, \{29\}, \{52\} \).

Here, the thermodynamic entropy production rate is given by Eq. \( \{43\} \) and can be evaluated as well \( \{24\} \). Thermodynamic equilibrium can be identified with the detailed balance conditions as explained in Appendix A.

B. Illustrative example

As in Sec. III, we assume that the rates obey the mass-action law and that there are two types of monomeric units \( (M = 2) \). The attachment rates are thus proportional to the monomeric concentrations \( c_m \) in the solution, but neither the detachment rates nor the transition rates do depend on the concentrations:

\[
w^{l}_{i,m,n} = k_{i,m,n}^{l} c_m, \quad w^{l}_{-m,n} = k_{-m,n}^{l}, \quad \text{and} \quad \nu^{l}_{n} = \nu^{l}_{n}
\]

for \( m, n = 1, 2 \) and \( i, j = 1, 2 \). We take the following set of parameters,

\[
\begin{align*}
k_{1,1}^{1} &= 2, \quad k_{1,2}^{1} = 4, \quad k_{2,1}^{1} = 4, \quad k_{2,2}^{1} = 2, \\
k_{1,1}^{2} &= 1, \quad k_{1,2}^{2} = 6, \quad k_{2,1}^{2} = 2, \quad k_{2,2}^{2} = 3, \\
k_{1,1}^{2} &= 1, \quad k_{1,2}^{2} = 2, \quad k_{2,1}^{2} = 2, \quad k_{2,2}^{2} = 1, \\
k_{1,2}^{1} &= 3, \quad k_{1,2}^{2} = 4, \quad k_{2,1}^{1} = 2, \quad k_{2,2}^{1} = 2, \\
k_{1,2}^{2} &= 1, \quad k_{1,2}^{2} = 2, \quad k_{2,1}^{1} = 2, \quad k_{2,2}^{1} = 4,
\end{align*}
\]

which satisfy the conditions for the existence of equilibrium as explained in Appendix A.

FIG. 5. Multistate templated-directed copolymerization with the parameter values \( \{74\} \). The mean growth velocity \( \{71\} \) versus the concentration \( c_1 \) along templates taken as Bernoulli chains of probabilities \( (\nu_1, \nu_2 = 1 - \nu_1) \) with the values \( \nu_1 = 0.25, 0.5, \) and 0.75. The data points are obtained by statistics over a sample of \( 10^5 \) copy sequences grown by Monte Carlo simulations along a template of length \( 10^5 \). The lines are the theoretical results obtained with the IMFS \( \{54\} \) running along template sequences of length \( 10^5 \).

Figure 5 shows the mean growth velocity versus the concentration \( c_1 \) for copolymers grown along three kinds of templates taken as Bernoulli chains of probabilities
$(\nu_1, \nu_2)$ with $\nu_1 = 1 - \nu_2 = 0.25, 0.5,$ and $0.75$. Here, the velocity is larger if the template contains more units of type 1 since the attachment rates are larger for this type of template unit than for the other one in the parameter set $(\tilde{\nu}_1, \tilde{\nu}_2)$. Again, there is excellent agreement between the results of kinetic Monte Carlo simulations (data points) and the lines giving the predictions of the iterated matrix function system (68), (69).

FIG. 6. Multistate templated-directed copolymerization with the parameter values (71): Invariant distribution of the local velocity matrix element $(V_i)^{11}$ for $i = j = 1$, as a function of the concentration $c_1$. For every value of this concentration, the distribution is generated with the IMFS (34) running along a template sequence of length $10^6$ and taken as a Bernoulli chain of probabilities $\nu_1 = \nu_2 = 0.5$.

Here also, the backward iteration generates a fractal distribution of the local velocities. Since the iteration is here carried out with matrices, we should consider the matrix elements of the local velocity matrices. Figure 6 depicts the distribution of the elements $\{V_i^{11}\}$, showing that the fractal character appears beyond some critical value for the concentration $c_1$, as for the single-state mechanism of Sec. III.

Figure 7 gives evidence for sublinear growth close to equilibrium in the multistate mechanism, as it is also the case in the single-case mechanism. This figure shows the results of kinetic Monte Carlo simulations along a template $\alpha$ of length $10^6$, starting with an initial copolymer $\omega$ paired with the template $\alpha$ from $l = 1$ up to $l = 5 \times 10^5$. The sequence of the initial copolymer $\omega$ is taken as a Bernoulli chain of probabilities $(\mu_1, \mu_2)$ with $\mu_1 = 1 - \mu_2 = 0.25, 0.5,$ and $0.75$. If the concentration $c_1$ is large enough, the copolymer $\omega$ extends beyond its initial length $l = 5 \times 10^5$ at the mean growth velocity $\langle \nu_{\omega} \rangle$ predicted by theory and depicted by the solid line. However, if the concentration $c_1$ is too low, the initial copolymer undergoes depolymerization and its length decreases at some negative velocity. This depolymerization velocity is not predicted by the growth theory and it depends on the initial composition $(\mu_1, \mu_2)$ of the copolymer chain that depolymerizes, as seen in Fig. 7. Now, this figure also shows that there is a range of concentration values where the mean velocity is vanishing, because the mean length of copolymerization or depolymerization depends sublinearly on time. This anomalous behavior is a feature common with random walks in disordered media and with single-state template-directed copolymerization. This anomalous behavior, as well as the fractal distribution of local velocities are two effects due to the heterogeneity of the template.

V. CONCLUSION

The template-directed growth of copolymers plays a central role for information processing at the molecular scale in biological cells. In this paper, the theory of multistate template-directed reversible copolymerizations is developed by combining the iterated function systems previously obtained for single-state template-directed reversible copolymerization with the matrix product.
method pioneered by Coleman and Fox for multistate template-free irreversible polymerizations\textsuperscript{20,21} and extended to multistate template-free reversible copolymerizations in Ref. \textsuperscript{24}.

The theory here presented shows that the mean growth velocity, as well as the probabilities of the growing copolymer sequences can be obtained using an iterated matrix function system running backward along the template and complemented with a forward iteration. This method provides the exact solution of the kinetic equations in the long-time limit and it is computationally much faster than kinetic Monte Carlo simulations. The sequence probabilities are given in terms of matrix products, so that the grown copolymers form non-Markovian chains of monomeric units.

This theory gives a detailed understanding of the effects due to the heterogeneity of the template sequence on the growth of the copolymer. In particular, this growth proceeds with a local velocity, which varies from location to location along the template. Moreover, the probabilities of the copolymer sequences also depend on the template heterogeneity of the template sequence. As a consequence, the local velocity turns out to have a fractal distribution in regimes far enough from equilibrium. These effects can manifest themselves in biological processes such as DNA replication described as single-state processes such as DNA replication described as single-state.

As another consequence of template heterogeneity, the growth becomes anomalous in a regime close to equilibrium where the mean growth velocity vanishes in a finite interval of concentrations. In this regime close to equilibrium the growth is no longer linear, but sublinear in time.

These effects can manifest themselves in biological processes such as DNA replication described as single-state templated-directed reversible copolymerization\textsuperscript{22,24}. The generalization of such studies to multistate processes is important since DNA polymerases are known to undergo conformational changes between different structural states\textsuperscript{22} and will be investigated in future work. The study of template-directed copolymerization beyond the low conversion conditions is also of great importance, in particular, to understand the emergence of replicating molecular species in prebiotic chemistry\textsuperscript{33,34}.

Moreover, we may wonder if effects similar to those observed in the template-directed growth of copolymers would not also manifest themselves in other growth processes of spatial structures with more than one dimension.
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**Appendix A: Equilibrium conditions for the multistate mechanism**

In order to identify a possible state of thermodynamic equilibrium for multistate template-directed reversible copolymerization ruled by the coupled master equations (\textsuperscript{4}) with the rates (\textsuperscript{70}), the following detailed balance conditions should hold,

\[
\begin{align*}
\frac{w_{i ightarrow j}^1}{w_{j ightarrow i}^1} &= K_{eq}^{i ightarrow j} \quad \text{for} \quad n = 1, 2, \\
\frac{w_{i ightarrow j}^2}{w_{j ightarrow i}^2} &= K_{eq}^{i ightarrow j} \quad \text{for} \quad m, n = 1, 2.
\end{align*}
\]

These conditions are satisfied for the parameter set (\textsuperscript{71}).

\textsuperscript{1}I. S. Langer, Rev. Mod. Phys. 52, 1 (1980).
\textsuperscript{2}C. Godrèche, Editor, Solids far from Equilibrium (Cambridge University Press, Cambridge UK, 1992).
\textsuperscript{3}P. Meakin, Fractals, Scaling, and Growth far from Equilibrium (Cambridge University Press, Cambridge UK, 1998).
\textsuperscript{4}P. Pelce, New Visions on Form and Growth (Oxford University Press, Oxford UK, 2004).
\textsuperscript{5}I. V. Markov, Crystal Growth for Beginners (World Scientific, Singapore, 1995).
\textsuperscript{6}Y. Saito, Statistical Physics of Crystal Growth (World Scientific, Singapore, 1996).
\textsuperscript{7}M. Sleutel, D. Maes, and A. E. S. Van Driessche, Adv. Chem. Phys. 151, 233 (2012).
\textsuperscript{8}M. Sleutel, J. F. Lutsko, and A. E. S. Van Driessche, Crystal Growth and Design 18, 171 (2018).
\textsuperscript{9}W. A. Bentley and J. W. Humphreys, Snow Crystals (Dover, New York, 1962).
\textsuperscript{10}G. Fauvre and J. Mergy, Phys. Rev. A 45, 7320 (1992).
\textsuperscript{11}A. Goldbeter, Biochemical Oscillations and Cellular Rhythms (Cambridge University Press, Cambridge UK, 1996).
\textsuperscript{12}B. Alberts, D. Bray, A. Johnson, J. Lewis, M. Raff, K. Roberts, and P. Walter, Essential Cell Biology (Garland Publishing, New York, 1998).
\textsuperscript{13}H. H. Segel, Enzyme Kinetics (Wiley, New York, 1975).
\textsuperscript{14}T. L. Hill, Free Energy Transduction and Biochemical Cycle Kinetics (Springer, New York, 1989).
\textsuperscript{15}D. A. McQuarrie, J. Appl. Prob. 4, 413 (1967).
\textsuperscript{16}J. Schnakenberg, Rev. Mod. Phys. 48, 571 (1976).
\textsuperscript{17}G. Nicolis and I. Prigogine, Self-Organization in Nonequilibrium Systems (Wiley, New York, 1977).
\textsuperscript{18}D. Andrieux and P. Gaspard, Proc. Natl. Acad. Sci. USA 105, 9516 (2008).
\textsuperscript{19}F. Cady and H. Qian, Phys. Biol. 6, 036011 (2009).
\textsuperscript{20}A. K. Sharma and D. Chowdhury, Biophys. Rev. Lett. 7, 135 (2012).
\textsuperscript{21}D. Chowdhury, Phys. Rep. 529, 1 (2013).
\textsuperscript{22}M. F. Barnsley and S. Demko, Proc. R. Soc. Lond. A 399, 243 (1985).
\textsuperscript{23}Y.-C. Tsai and K. A. Johnson, Biochem. 45, 9675 (2006).
\textsuperscript{24}P. Gaspard, J. Chem. Phys. 150, 164903 (2019).
\textsuperscript{25}P. Gaspard, Phys. Rev. Lett. 117, 238101 (2016).
