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Abstract. This paper continues discussions in the author’s previous paper about the Misiurewicz polynomials defined for a family of degree \( d \geq 2 \) rational maps with an automorphism group containing the cyclic group of order \( d \). In particular, we extend the sufficient conditions that the Misiurewicz polynomials are irreducible over \( \mathbb{Q} \). We also prove that the Misiurewicz polynomials always have an irreducible factor of large degree.

1. Introduction and main results

A rational map on \( \mathbb{P}^1 \) is called post-critically finite if all of its critical points are preperiodic, i.e., they have finite forward orbits. For a family of unicritical polynomial maps \( z \mapsto z^d + c \), the \( c \)-values which make the map post-critically finite are called the Misiurewicz points. The Misiurewicz points for a fixed degree \( d \) and a fixed dynamical portrait \((m,n)\) are roots of a polynomial called the Misiurewicz polynomial. The irreducibility of Misiurewicz polynomials for unicritical polynomial maps are widely studied [1, 2, 3] but still remains open in general.

The author discussed a similar problem in [5], but instead for a family of rational maps. Taking rational maps with a specific automorphism group, it was possible to control the dynamic aspects of their critical points. Explicitly, in the moduli space \( \mathcal{M}_d \) of degree \( d \) rational maps on \( \mathbb{P}^1 \), a single-parameter family

\[
\left\{ \phi_a = \frac{az}{z^d + d - 1} : a \neq 0 \right\}
\]

parametrizes the maps with an automorphism group containing the cyclic group of order \( d \). We constructed a polynomial \( G_m := G_{m,1} \in \mathbb{Z}[a] \) whose roots make all nontrivial critical points of \( \phi_a \) post-critically finite with the dynamical portrait \((m,1)\).

In [5], we proved that the polynomial \( G_m \) is irreducible if \( d \) is an odd prime and \( m \) is at most 3. We extend this result in this paper to all \( m \leq d \), and prove a general statement for larger \( m \). Here is our main theorem.

**Theorem 1.** Fix a prime \( d \geq 3 \). Then there exists an irreducible factor \( F_m \) of the Misiurewicz polynomial \( G_m := G_{m,1} \) corresponding to the family \{\( \phi_a \)\} over \( \mathbb{Q} \), where

\[
\liminf_{m \to \infty} \frac{\deg F_m}{\deg G_m} \geq 1 - \frac{1}{d^d}.
\]

Moreover, if \( m \leq d \), then \( G_m \) is irreducible over \( \mathbb{Q} \).
Remark. The above statement is also true over $\mathbb{Q}_d$. It has been conjectured that the Misiurewicz polynomial is always irreducible over $\mathbb{Q}$, while the polynomial is not irreducible over $\mathbb{Q}_d$ in general. For example, if $d = 3$ and $m = 4$ then $G_4$ is a 55-degree polynomial which is irreducible over $\mathbb{Q}$, but it is factored as a product of one 53-degree polynomial and two linear polynomials over $\mathbb{Q}_3$.

2. Backgrounds

The map $\phi_a$ is represented with homogeneous coordinates as

$$\phi_a([x, y]) = [axy^{d-1}, x^d + (d - 1)y^d].$$

We first do a change of variable $a \mapsto (b+1)d$, so we work on

$$\varphi_b([x, y]) = [(b+1)dx^{d-1}, x^d + (d - 1)y^d].$$

Then the Misiurewicz polynomials for the dynamical portrait $(m, 1)$ is defined as

$$G_m = \frac{1}{b^d} \left[ (b+1)^d x^d s_{m-1}^{d(d-1)} - (bd+1) \frac{s_m^d - ((b+1)ds_{m-1})^d}{s_m - (b+1)ds_{m-1}} \right] \in \mathbb{Z}[b],$$

where

$$\phi_b^0([1, 1]) = [r_n, s_n].$$

Note that $r_n$ and $s_n$ are defined by the recurrence equations

$$r_{n+1} = (b+1)d r_n s_{n-1}^{d-1},$$

$$s_{n+1} = n^d + (d - 1)s_n^d.$$

Remark. See [5] for the detailed definition of the Misiurewicz polynomials, as well as the reason why the change of variable is required.

We first determine the degrees of $r_n$ and $s_n$, which will be used to prove our main result.

**Proposition 3.** Let $n \geq 2$ and $i, j$ be unique integers satisfying

$$n = di + j, \quad j \in \{2, \cdots, d + 1\}.$$

Then

$$\deg r_n = \frac{d^{n+d-1} - d^{j-1}}{d^d - 1} - (d - j), \quad \deg s_n = \frac{d^{n+d-1} - d^{j-1}}{d^d - 1}. \quad (3)$$

**Proof.** Note that by definition and the fact that the leading coefficients of $r_n$ and $s_n$ are always positive, we have

$$\deg r_n = 1 + \deg r_{n-1} + (d - 1) \deg s_{n-1}, \quad \deg s_n = d \max(\deg r_{n-1}, \deg s_{n-1}).$$

It follows that

$$\deg s_{n-1} \geq \deg r_{n-1} \implies \deg s_n = d \deg s_{n-1},$$

$$\deg s_n - \deg r_n = \deg s_{n-1} - \deg r_{n-1} - 1. \quad (4)$$

We prove by induction on $i$. If $i = 0$, we need to show

$$\deg r_j = d^{j-1} - (d - j), \quad \deg s_j = d^{j-1} \quad (5)$$

for all $j$. We can prove the $j = 2$ case directly,

$$\deg r_2 = 2, \quad \deg s_2 = d.$$
Then applying (4) repeatedly, we get (5) for all \( j \), up to
\[
\deg r_{d+1} = d^d + 1, \quad \deg s_{d+1} = d^d.
\]
Now assume that we proved (3) up to \( i \). In particular,
\[
\deg r_{d+1} + (d+1) = \frac{d^{d+2d} - d^d}{d^d - 1} + 1,
\]
\[
\deg s_{d+1} + (d+1) = \frac{d^{d+2d} - d^d}{d^d - 1}.
\]
Then the next terms are given by
\[
\deg r_{d+1}(i+1) + 2 = 2 + d \deg s_{d+1}(i+1)
\]
\[
= 2 + \frac{d^{d+2d+1} - d^{d+1}}{d^d - 1}
\]
\[
= \frac{d^{d+2d+1} - d^{d+1}}{d^d - 1} - (d - 2)
\]
and
\[
\deg s_{d+1}(i+1) + 2 = d \deg r_{d+1}(i+1)
\]
\[
= \frac{d^{d+2d+1} - d^{d+1}}{d^d - 1} + d
\]
\[
= \frac{d^{d+2d+1} - d^{d+1}}{d^d - 1} - (d - 2)
\]
which coincide with (3). Moreover, using (4) again we can conclude that (3) holds for \( i + 1 \) and all \( j \) as well. This ends the proof. □

3. Newton Polygons and Notations

For a prime \( p \) and a polynomial \( f(z) = \sum_{i=0}^{n} a_i z^i \in \mathbb{Q}[z] \) where \( a_n \neq 0 \), the \( p \)-Newton polygon of \( f \), denoted by \( N_p(f) \), is defined as the lower convex hull of the set of points
\[
\{(i, \text{ord}_p(a_i)) : i = 0, 1, \ldots, n\},
\]
where \( \text{ord}_p \) is the \( p \)-adic valuation on \( \mathbb{Q} \). By definition, \( N_p(f) \) is a union of connected line segments with increasing slopes. Note that the slope may be \( -\infty \), in case that \( a_0 = 0 \). We use a notation
\[
v_{i,p}(f) := \text{ord}_p(a_i),
\]
which is often simplified as \( v_i(f) \) if \( p \) is obvious. Also, we define
\[
V_p(f) := \min\{v_{i,p}(f) : i = 0, 1, \ldots, n\},
\]
which is simplified as \( V(f) \) as well. Note that
\[
V(fg) = V(f)V(g), \quad V(f + g) \geq \min(V(f), V(g))
\]
for any pair of polynomials \((f, g)\).

We introduce some more notation which simplifies our statements. The points on \( N_p(f) \) where the slope changes are called vertices of \( N_p(f) \). Two endpoints \((0, v_0(f))\) and \((n, v_n(f))\) are also considered as vertices. The principal \( p \)-Newton polygon, denoted by \( N_p^-(f) \), is the subpolygon of \( N_p(f) \) which consists of line segments with negative slopes, including \( -\infty \). In this paper, we represent \( N_p^-(f) \) by vertices of it with finite coordinates as
\[
N_p^-(f) = L\left( (i_1, v_{i_1}(f)), (i_2, v_{i_2}(f)), \ldots, (i_k, v_{i_k}(f)) \right),
\]
where

\[ i_1 = \min \{ i : v_i(f) < \infty \} \]

and \( i_1 < i_2 < \cdots < i_k \). Here \((i_1, v_{i_1}(f))\) is called the initial point of \( N_p^-(f) \).

For example, for \( p = 2 \) and two polynomials

\[
f_1(z) = z^5 + 4z^3 + 4z - 16, \quad f_2(z) = 6z^4 - 2z^3 + 8z^2
\]

we have

\[ N_p^- (f_1) = L((0, 4), (1, 2), (5, 0)), \quad N_p^- (f_2) = L((2, 3), (3, 1)). \]

See Figure 1 below for illustrations.

![Figure 1. Principal p-Newton polygons](image)

For given finite number of principal \( p \)-Newton polygons, we can define the sum of them as follows: the sum of all initial points is the initial point of the sum, and from there we attach all line segments from all polygons in the order of increasing slopes. For any polynomials \( f_1, \cdots, f_l \), the principal \( p \)-Newton polygon of the product is equal to the sum of principal \( p \)-Newton polygons, that is,

\[ N_p^- (f_1 \cdots f_l) = N_p^- (f_1) + \cdots + N_p^- (f_l). \tag{6} \]

For a detailed study about principal Newton polygons, see [4]. Note that (6) also holds for the original Newton polygons as well. [5, Proposition 5]

We finish this section with a useful lemma, which was proved and used in [3].

**Lemma 4.** Let \( f(z) = a_n z^n + \cdots + a_0 \) be a polynomial, and consider the \( k \)-th power \( f(z)^k \). Let \((\alpha_1, \cdots, \alpha_k)\) be a \( k \)-tuple of integers satisfying \( 0 \leq \alpha_1 \leq \cdots \leq \alpha_k \leq n \), and let \( N(\alpha_1, \cdots, \alpha_k) \) be the number of permutations of the subscripts maintaining the ordering. That is, \( N(\alpha_1, \cdots, \alpha_k) \) is the number of permutations \((r_1, \cdots, r_k)\) of \((1, \cdots, k)\) such that \( \alpha_{r_1} \leq \cdots \leq \alpha_{r_k} \). Then

\[
v_i(f(z)^k) \geq \min_{\substack{0 \leq \alpha_1 \leq \cdots \leq \alpha_k \\ \alpha_1 + \cdots + \alpha_k = i}} \left( \text{ord}_p \left( \frac{k!}{N(\alpha_1, \cdots, \alpha_k)} \right) + \sum_{j=1}^{k} v_{\alpha_j}(f) \right). \tag{7} \]

In particular, if \( k = p \) and \( i \) is not divisible by \( p \) then

\[
v_i(f(z)^p) \geq 1 + \min_{\substack{0 \leq \alpha_1 \leq \cdots \leq \alpha_p \\ \alpha_1 + \cdots + \alpha_p = i}} \left( \sum_{j=1}^{p} v_{\alpha_j}(f) \right), \tag{8} \]

where

\[
\text{ord}_p \left( \frac{k!}{N(\alpha_1, \cdots, \alpha_k)} \right) \]
and if \( i = pe \) is divisible by \( p \) then
\[
v_i(f(z)^p) \geq \min \left[ 1 + \min_{0 \leq \alpha_1 \leq \cdots \leq \alpha_p} \left( \sum_{j=1}^{p} v_{\alpha_j}(f) \right), pv_e(f) \right].
\] (9)

4. PROOF OF THE MAIN RESULT

In this section, we prove Theorem 1. From the equation
\[
bdG_m = (b+1)^d s_m^{d(d-1)} - (bd+1)^d s_m - ((b+1)^d s_{m-1})^d
\]
let
\[\sigma_m = (b+1)^d s_{m-1}, \quad \tau_m = s_m - \sigma_m.\] (10)

Then from above,
\[
bdG_m = (b+1)^d \sigma_m^{d-1} - (bd+1)^d \frac{s_m - \sigma_m}{\sigma_m - \tau_m} \sigma_m^{d-1}
\]
\[
= (b+1)^d \sigma_m^{d-1} - (bd+1)^d \sum_{k=0}^{d-1} \binom{d}{k} \sigma_m^k \tau_m^{d-1-k}
\]
\[
= -bd(d-1)\sigma_m^{d-1} - (bd+1)^d \sum_{k=0}^{d-2} \binom{d}{k} \sigma_m^k \tau_m^{d-1-k}
\]
\[
= - \sum_{k=0}^{d-1} F_k,
\] (11)

where
\[
F_k = \begin{cases} 
(bd+1)^d \binom{d}{k} \sigma_m^k \tau_m^{d-1-k} & \text{if } k = 0, \ldots, d-2, \\
bd(d-1)\sigma_m^{d-1} & \text{if } k = d-1.
\end{cases}
\]

Proposition 5. If \( m \equiv 2 \pmod{d} \), then
\[
\deg \sigma_m = \frac{d^m + d^d - d^{d+1}}{d^d - 1} + 1, \quad \deg \tau_m = \frac{d^m + d^d - \frac{d}{d^d - 1}}{d^d - 1} = \deg s_m.
\]
In other cases,
\[
\deg \sigma_m = \deg \tau_m = \frac{d^m + d^d - \frac{d}{d^d - 1}}{d^d - 1} + 1,
\]
where \( j \) is defined in (2). In particular,
\[
\lim_{m \to \infty} \frac{\deg \sigma_m}{d^m - 1} = \lim_{m \to \infty} \frac{\deg \tau_m}{d^m - 1} = \frac{d^d}{d^d - 1}.
\]
Proof. If \( m \not\equiv 2 \pmod{d} \), then \( j > 2 \) so from (10),

\[
\deg \sigma_m = d \deg s_{m-1} + 1 = \frac{d(d^{m+d^2-2} - d^j^2)}{d^d - 1} + 1 = \frac{d^{m+d-1} - d^j^1}{d^d - 1} + 1 = \deg s_m + 1,
\]

thus \( \deg \tau_m = \deg \sigma_m \).

On the other hand, if \( m \equiv 2 \pmod{d} \), then \( m = di + 2 \) for some \( i \), so

\[
m - 1 = d(i - 1) + (d + 1).
\]

Therefore,

\[
\deg \sigma_m = d \deg s_{m-1} + 1 = \frac{d(d^{m+d^2-2} - d^d)}{d^d - 1} + 1 = \frac{d^{m+d-1} - d^d + 1}{d^d - 1} + 1 = \deg s_m - (d - 1),
\]

so \( \deg \tau_m = \deg s_m \). \( \square \)

Now we investigate the principal \( d \)-Newton polygon of these polynomials. Let

\[
D_m = d^{m-1} + d^{m-2} + \cdots + 1 = \frac{d^m - 1}{d - 1}.
\]

Note that \( dD_{m-1} + 1 = D_m \), so

\[
\frac{D_{m-1}}{d^{m-1}} = \frac{dD_{m-1}}{d^m} < \frac{D_m}{d^m}
\]

for every \( m \).

**Proposition 6.** Let \( m \geq 2 \). Then

\[
N_d^- (s_m) = L((0, D_m), (d^{m-1}, d^{m-1})). \tag{12}
\]

That is, \( N_d^- (s_m) \) has the initial point \((0, D_m)\) and it consists of a single line segment with slope \(-D_{m-1}/d^{m-1}\).

Proof. We prove by induction. First, \( s_2 = ((b + 1)d^d + (d - 1)d^d = ((b + 1)d^d + (d - 1))d^d \).

From

\[
(b + 1)d^d + (d - 1) = b^d + \left( \frac{d}{d - 1} \right) b^{d-1} + \cdots + \left( \frac{d}{1} \right) b + d,
\]

it follows that \( N_d (s_2) \) has exactly two vertices \((0, d+1)\) and \((d, d)\) so

\[
N_d^- (s_2) = L((0, D_2), (d, d))
\]

Now assume that (12) holds for all values up to \( m \). We show that the same holds for \( m + 1 \), investigating \( v_i(s_{m+1}) \) for values of \( i \). Explicitly, we need to show that

\[
v_i(s_{m+1}) \begin{cases} = D_{m+1} & \text{if } i = 0, \\ \geq D_{m+1} - \frac{D_m}{d^m} & \text{if } 0 < i < d^m, \\ = d^m & \text{if } i = d^m, \\ \geq d^m & \text{if } d^m < i. \\ \end{cases}
\]
(A) \( i = 0 \): We observe that if \( r_m \equiv s_m \pmod{b} \), then \[ r_{m+1} \equiv s_{m+1} \equiv ds_m \pmod{b} \]
from (1). Since \( r_0 = s_0 = 1 \), it follows that \[ v_0(s_{m+1}) = 1 + dv_0(s_m) = 1 + dD_m = D_{m+1}. \]
This proves the first case.
(B) \( 0 < i < d^m \): We first claim that \[ v_i(s_{d^m}) \geq D_{m+1} - D_{m-1} \]
for all \( j \). If \( i \) is not divisible by \( d \), then from (8) \[ v_i(s_{d^m}) \geq 1 + dD_m - \left\lfloor \frac{D_{m-1}}{d^m} \right\rfloor = \frac{D_{m+1} - e}{d^m} \]
for all \( e = 1, \ldots, d^m - 1 \). We actually prove a stronger inequality, \[ dv_e(s_m) \geq D_{m+1} - e - \left\lfloor \frac{D_{m-1}}{d^m} \right\rfloor. \]
Again by the assumption, we have \[ v_e(s_m) \geq D_m - \frac{D_{m-1}}{d^m}, \]
and since \( v_e(s_m) \) is an integer, \[ v_e(s_m) \geq \left\lfloor \frac{D_{m-1}}{d^m} \right\rfloor. \]
Then we only need to show that \[ d \left( D_m - \left\lfloor \frac{D_{m-1}}{d^m} \right\rfloor \right) \geq D_{m+1} - e - \left\lfloor \frac{D_{m-1}}{d^m} \right\rfloor \]
or equivalently \[ e \geq 1 + (d - 1) \left\lfloor \frac{D_{m-1}}{d^m} \right\rfloor. \] (13)
Now choose unique integers \( u, v \) such that \( e = (d - 1)u + v \) and \( 0 \leq v \leq d - 2 \). Then \[ \frac{D_{m-1}e}{d^m-1} = \frac{(d^m-1)u + D_{m-1}v}{d^m-1} = u + \frac{D_{m-1}v - u}{d^m-1} \]
so (13) is equivalent to \[ v \geq 1 + (d - 1) \left\lfloor E \right\rfloor \]
where \[ E = \frac{D_{m-1}v - u}{d^m-1}. \]
Note that
\[ D_{m-1}v < D_{m-1}(d - 1) = d^{m-1} - 1, \]
so \(|E|\) is at most zero. Therefore, (13) naturally holds if \( v \geq 1 \), but it also holds if \( v = 0 \) since then \( u > 0 \) so \(|E|\) cannot be zero. This proves the first claim.

Next, we claim that
\[ v_i(r_m) \geq D_m - \frac{D_{m-1}i}{d^{m-1}} \]
as \( s_m \), thus
\[ v_i(r_m^d) \geq D_{m+1} - \frac{D_{m}i}{d^{m}} \]
as well. From (1) we have
\[ r_m = ((b + 1)d)^m r_0 s_0 s_1 \cdots s_{m-1} d^{-1} = ((b + 1)d)^m d^{d-1} (s_2 \cdots s_{m-1}) d^{-1}. \]
Using induction hypotheses, we get that \( N_d(r_m) \) has the initial point
\[ \left( 0, (m + d - 1) + (d - 1) \sum_{j=2}^{m-1} D_j \right) = \left( 0, (m + d - 1) + \sum_{j=2}^{m-1} (d^j - 1) \right) = (0, D_m), \]
which is the same as \( N_d(s_m) \), and it consists of line segments with slopes
\[ -\frac{D_j}{d^j}, \quad j = 1, \cdots, m - 2. \]
However, all this slopes are bigger than \(-D_{m-1}/d^{m-1}\), which implies that \( N_d(r_m) \) is above \( N_d(s_m) \). This proves our next claim.

Then finally, since \( s_{m+1} = r_m^d + (d - 1)s_m^d \), we have
\[ v_i(s_{m+1}) \geq \min(v_i(r_m^d), v_i(s_m^d)) \geq D_{m+1} - \frac{D_{m}i}{d^{m}} \]
as desired.

\((C)\) \( i = d^m \): \( N_d(s_m) = L((0, D_m), (d^{m-1}, d^{m-1})) \) implies \( N_d(s_m^d) = L((0, dD_m), (d^m, d^m)) \), so
\[ v_{d^m}(s_m^d) = d^m. \]

On the other hand, from (1) we get
\[ V(r_{n+1}) = 1 + V(r_n) + (d - 1)V(s_n), \quad V(s_{n+1}) \geq d \min(V(r_n), V(s_n)). \]
Since \( V(r_1) = V(s_1) = 1 \), we can inductively show that
\[ V(r_m) > V(s_m) \geq d^{m-1}, \]
which means \( V(r_m^d) > d^m \), in particular \( v_{d^m}(r_m^d) > d^m \). Therefore
\[ v_{d^m}(s_{m+1}) = d^m. \]

\((D)\) \( d^m < i \): From the proof of (C) it follows that \( V(s_{m+1}) \geq d^m \), which proves the last case.
\[ \square \]
It directly follows from (10) that
\[ N_d^-(\sigma_m) = L((0, D_m), (d^{m-1}, d^{m-1} + 1)) \]  
(14)

Note that it consists of a single line segment with slope
\[ \frac{dD_m-2}{d^{m-1}} = -\frac{D_m-2}{d^{m-2}}. \]

For \( \tau_m \), we can observe that it is related to the Misiurewicz polynomial in a different way.

**Proposition 7.** For any \( m \geq 1 \),
\[ \tau_m = bdG_{m-1}, \]
so
\[ \tau_m = -(bd)^mG_{m-1} \cdots G_1. \]  
(15)

**Proof.** Expressing every term using \( s_i \)'s, it is equivalent to
\[ s_m - (b+1)ds_{m-1}^d = (b+1)d^2s_{m-2}^{d(d-1)}(s_m - (b+1)ds_{m-2}^d) - (bd+1)(s_{m-1} - ((b+1)ds_{m-2}^d)^d). \]

Then using \( s_m = r_{m-1}^d + (d-1)s_{m-1}^d \) it is again equivalent to
\[
\begin{align*}
 r_{m-1}^d &= (b+1)d^2s_{m-2}^{d(d-1)}(s_m - (b+1)ds_{m-2}^d) + (bd+1)((b+1)ds_{m-2}^d)^d \\
 &= (b+1)d^2s_{m-2}^{d(d-1)}(s_m - (d-1)s_{m-2}^d) \\
 &= (b+1)d^2s_{m-2}^{d(d-1)}r_{m-2}^d,
\end{align*}
\]
which is true by definition. \( \square \)

**Theorem 8.** For any \( m \geq 1 \), the followings hold.

(i) \( G_m \) satisfies
\[ N_d^-(G_m) = L((0, d^m - 1), (d^m - d^{m-1} - 1, d^m - d^{m-1} - 1)). \]  
(16)

(ii) \( \tau_m \) satisfies
\[ N_d^-(\tau_m) = L((d^i + (m-1-i), d^iD_{m-i}): i = 0, \ldots, m-1) \\
= L((m, D_m), (d + (m-2), dD_{m-1}), \ldots, (d^{m-1}, d^{m-1})). \]  
(17)

**Proof.** We prove two statements at once by induction. If \( m = 1 \), (i) follows from [5] and (ii) follows from the fact that \( \tau_1 = -bd \).

Now we assume that both statements hold for all values up to \( m - 1 \) and prove them for \( m \).

Note that the principal \( d \)-Newton polygon given in [17] consists of line segment with slopes
\[ -\frac{1}{d-2} > -\frac{d}{d^2 - d - 1} > \cdots > -\frac{d^{m-2}}{d^{m-1} - d^{m-2} - 1}, \]
so (ii) follows from Proposition 7 and induction hypotheses for \( N_d^-(G_{m-1}), \ldots, N_d^-(G_1) \). Therefore, it suffices to prove (i), or equivalently
\[ N_d^-(bdG_m) = L((1, d^m), (d^m - d^{m-1}, d^m - d^{m-1})), \]  
(18)
with induction hypotheses and assuming (ii) for \( m \) as well. Note that the principal \( d \)-Newton polygon given in the right hand side consists of a single line segment with slope
\[ \frac{d^{m-1}}{d^m - d^{m-1} - 1}. \]
Now we investigate principal $d$-Newton polygons of $\mathcal{F}_k$ in (11) for each $k$. Let $\ell$ be the line passing through two points given in (18). We first claim that all vertices of $N_\ell^-(\mathcal{F}_k)$ are on or above $\ell$ for every $k$.

(A) $k = 0$: We have $$\mathcal{F}_0 = (bd + 1)\tau_m^{d-1},$$ so from (ii)

$$N_\ell^-(\mathcal{F}_0) = L\left(((d^i + (m - 1 - i))(d - 1), d^i D_{m-i}(d - 1)) : i = 0, \cdots, m - 1\right) = L((m(d - 1), d^m - 1), ((d + (m - 2))(d - 1), d(d^{m-1} - 1)), \cdots, (d^{m-1}(d - 1), d^{m-1}(d - 1))).$$

The last vertex is on $\ell$, and

$$-\frac{1}{d - 2} > -\frac{d}{d^2 - d - 1} > \cdots > -\frac{d^{m-2}}{d^{m-1} - d^{m-2} - 1} > -\frac{d^{m-1}}{d^{m} - d^{m-1} - 1}$$

implies that all slopes in $N_\ell^-(\mathcal{F}_0)$ is bigger than the slope of $\ell$, thus all other vertices are above $\ell$.

(B) $0 < k < d - 1$: We have

$$\mathcal{F}_k = (bd + 1)\left(\begin{array}{c} d \\ k \end{array}\right)\sigma_m^k \tau_m^{d-1 - k}.$$ 

Since $\left(\begin{array}{c} d \\ k \end{array}\right)$ has $d$-valuation 1, from (14) and (ii) the initial point of $N_\ell^-(\mathcal{F}_k)$ is equal to $(m(d - 1 - k), d^m)$. Also, it consists of the line segments with slopes

$$-\frac{1}{d - 2} > -\frac{d}{d^2 - d - 1} > \cdots > -\frac{d^{m-2}}{d^{m-1} - d^{m-2} - 1} > -\frac{D_{m-2}}{d^{m-2}}.$$ 

Since the slope of $\ell$ is between the last two slopes, it suffices to show that the vertex between those two slopes is on or above $\ell$. From the initial point given above, this vertex is equal to

$$(d^{m-1}(d - 1 - k), d^m - D_{m-1}(d - 1 - k)).$$

It is on or above $\ell$ if and only if

$$d^m - D_{m-1}(d - 1 - k) \geq -\frac{d^{m-1}}{d^{m} - d^{m-1} - 1}(d^{m-1}(d - 1 - k) - (d^m - d^{m-1})) + d^m - d^{m-1},$$

which is equivalent to

$$d^m - d^{m-1} - 1 \geq D_{m-1}d.$$ 

We can check that this inequality is true for $k = d - 2$, so for all $0 < k < d - 1$.

(C) $k = d - 1$: We have

$$\mathcal{F}_{d-1} = bd(d - 1)\sigma_m^{d-1},$$ 

so using (14) we get

$$N_\ell^-(\mathcal{F}_{d-1}) = L((1, d^m), (d^{m-1}(d - 1) + 1, (d^{m-1} + 1)(d - 1) + 1)).$$

The first vertex is on $\ell$, and since

$$-\frac{d^{m-1}}{d^{m} - d^{m-1} - 1} > -\frac{D_{m-2}}{d^{m-2}}$$

the other vertex is above $\ell$. 

Now it suffices to show that two vertices given in (18) are actually vertices of $N_d^{-}(bdG_m)$, i.e.,

\[ v_1(bdG_m) = d^m, \quad v_{d^m-d^m-1}(bdG_m) = d^m - d^{m-1}. \]

(A) and (B) says $b^2 \mid F_k$ for every $0 \leq k < d - 1$, so (C) gives the first vertex. On the other hand, (14) says $V(\sigma_m) = d^{m-1} + 1$ and (ii) says $V(\tau_m) = d^{m-1}$, so from (B) and (C)

\[ V(F_k) = 1 + kV(\sigma_m) + (d - 1 - k)V(\tau_m) \geq 1 + (d - 1)d^{m-1} = d^m - d^{m-1} + 1 \]

for every $0 < k \leq d - 1$. Therefore (A) gives the second vertex. This ends the proof. \[ \square \]

We are now ready to prove the main result.

**Proof of Theorem 1.** From (16), there exists $F_m$, an irreducible factor of $G_m$ over $\mathbb{Q}$ (or $\mathbb{Q}_d$), whose degree is at least $d^m - d^{m-1} - 1$. On the other hand, (11) implies that

\[ \deg G_m \leq (d - 1) \max(\deg \sigma_m, \deg \tau_m). \]

Therefore,

\[ \liminf_{m \to \infty} \frac{\deg F_m}{\deg G_m} \geq \liminf_{m \to \infty} \frac{(d^m - d^{m-1} - 1)(d^d - 1)}{d^{m+d-1}(d-1)} = \frac{d^d - 1}{d^d} = 1 - \frac{1}{d^d}. \]

Now we prove the irreducibility of $G_m$ for $m \leq d$. Since $m = 2$ case is proved in [5], we can assume that $m \geq 3$. Then

\[ \deg \tau_m = \frac{d^{m+d-1} - d^{m-1}}{d^d - 1} + 1 = d^{m-1} + 1, \quad \deg \tau_{m+1} = d^{m+1} \]

from Proposition 3 and consequently

\[ \deg G_m = d^m - d^{m-1} - 1 \]

from Proposition 7. Therefore, $G_m$ should be a constant multiple of $F_m$, i.e., $F_m$ is irreducible over $\mathbb{Q}$. \[ \square \]
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