Enabling Simulation-Based Optimization Through Machine Learning: A Case Study on Antenna Design

Abstract—Complex phenomena are generally modeled with sophisticated simulators that, depending on their accuracy, can be very demanding in terms of computational resources and simulation time. Their time-consuming nature, together with a typically vast parameter space to be explored, make simulation-based optimization often infeasible. In this work, we present a method that enables the optimization of complex systems through Machine Learning (ML) techniques. We show how well-known learning algorithms are able to reliably emulate a complex simulator with a modest dataset obtained from it. The trained emulator is then able to yield values close to the simulated ones in virtually no time. Therefore, it is possible to perform a global numerical optimization over the vast multi-dimensional parameter space, in a fraction of the time that would be required by a simple brute-force search. As a testbed for the proposed methodology, we used a network simulator for next-generation mmWave cellular systems. After simulating several antenna configurations and collecting the resulting network-level statistics, we feed it into our framework. Results show that, even with few data points, extrapolating a continuous model makes it possible to estimate the global optimum configuration almost instantaneously. The very same tool can then be used to achieve any further optimization goal on the same input parameters in negligible time.

Index Terms—5G, machine learning, optimization, antenna design, emulation.

I. INTRODUCTION

Large antenna arrays and millimeter wave (mmWave) frequencies will be adopted to meet the challenging requirements of future 5G mobile networks. Due to the increased path loss at such high frequencies, multi-antenna systems with beam-forming techniques are used to increase the antenna gain, thus making it possible to reach an acceptable communication range in mmWave networks [1].

Among the possible antenna array designs, the most suitable approach is the use of Uniform Planar Arrays (UPAs), where the antenna elements are spaced on a two-dimensional plane and a 3D beam can be synthesized [2]. However, before proceeding with the manufacturing, a careful design phase is required to optimize the user performance. For an accurate analysis of 5G mmWave cellular scenarios, it is important to consider realistic antenna patterns combined with a rigorous channel model in order to simulate the wireless radiation environment [3].

Given the high prototyping cost, antenna designs are generally evaluated through simulators first. However, given the large number of parameters that need to be tuned, the optimization of an objective function (e.g., maximization of the Signal to Interference plus Noise Ratio (SINR)) is extremely time-consuming, or even infeasible. Gathering results from a realistic simulator can take a very long time, depending on the required level of detail and the accuracy of the employed antenna models. Therefore, an alternative way must be found to reach the optimization goal.

To address this problem, in this paper we propose and evaluate a Machine Learning (ML) framework able to emulate a complex simulator and to achieve the optimization in a reasonable amount of time. This concept is represented by the diagram in Fig. 1, which shows how the parameter optimization can be reached through the ML-based emulator, that only requires a relatively small dataset of simulated data.

To summarize, given the aforementioned objectives, in this paper we introduce a methodology able to greatly reduce the amount of time required to optimize the parameters of complex simulations by means of ML algorithms. We test and evaluate the proposed framework on a 5G network simulator, with the intention to optimize basic antenna array parameters.

A. Related Works

Researchers are eager to understand the possibilities that the ML techniques can offer when applied to communication
problems. The new database proposed in [4] is proof of this new trend, as it lays the premises for a common research ground.

One common application of ML is parameter estimation, where great results were achieved even where the most sophisticated classical techniques failed.

This is the case in [3], where the authors try to estimate the downlink channel starting from samples of the uplink channel. While well-known signal processing techniques (e.g., the Wiener filter) were not able to perform a good estimate, the ML approach proposed by the authors yields very good results.

Another common approach is the encoding of the channel representation through autoencoders [6]. Autoencoders are an unsupervised learning algorithm, and as such they do not need labeled data but can learn autonomously. The idea behind this technique is to train two Neural Networks (NNs), one performing the encoding of the input data, the second trying to decode it. The layer between the two should contain, in our case, a useful and extremely compressed representation of the channel. This can be applied at many levels, starting from the pure, physical channel model, to the entire transmitter-channel-receiver chain [7]. This allows obtaining either encoders/decoders, transmitter/receiver chains or channel models that have a much lower computational complexity.

Then, ML has been successfully applied also at the network layer. Innovative ideas and proposals have challenged even the most resilient classical paradigms such as the ISO/OSI architecture [8], as the evolution of the information infrastructures calls for a radical change. These new approaches started showing their potential in the increasingly heterogeneous network scenarios, e.g., when facing the high data load and quality of experience required for video streaming [9]. We believe that ML can play a central role in tackling highly complex problems in a data-rich environment.

Furthermore, the authors in [10] use Deep NNs to optimize the allocation algorithm in a wireless resource management problem. The proposed concept is similar to the one described in our work, as a learning tool is used to approximate a complex input-output function. However, the authors also include the optimization step into the learning process and use many more training samples to accommodate the needs of their deep architecture. For our work, instead, it is crucial to use as few samples as possible as we aim to speed up the optimization process by approximating very slow simulators, making the data acquisition the main bottleneck.

In the literature, many research activities have been focusing on the study of mmWave mobile environments while in parallel a lot of works have studied in the past the problem of beamforming and antenna array optimization. However, there are no conclusive works focused on antenna optimization for mmWave mobile scenarios.

In view of this goal, in the remainder of the section, we report some related works on antenna characterization for mmWave bands which have been a guideline for the activity carried out in this paper. Our previous work [11] has been considered as the baseline for the mobile network simulator. Starting from that, several changes have been made to adapt the cellular simulator to test all the antenna element and array settings.

At high frequencies, such as in the mmWave bands, where strong attenuations are present, quantifying the actual antenna gain obtained due to the radiation pattern is fundamental to precisely evaluate any mmWave system. In a previous work [3], realistic antenna radiation patterns have been studied and precisely characterized, motivated by the need to properly capture mmWave propagation behaviors and understand the achievable performance in 5G cellular scenarios. As it is customary, antenna patterns were modeled as the superposition between the single element radiation pattern and the array factor. The latter term is a function used to characterize the effects of the entire array, while the former is used to quantify how the power of each antenna element is irradiated in all directions. The work shows how the single element radiation pattern affects the network performance, thus highlighting how optimization of this further parameter is not only possible but also required.

II. FRAMEWORK DESCRIPTION

The objective of the proposed framework is to speed up simulation-based optimization in the presence of slow simulators. Optimization based on simulated data requires several iterations, each with a different input configuration, for the optimization strategy to steer toward the optimal value. The major constraint is the simulation time [1] which makes a brute-force approach infeasible. The goal of our framework is to require a small number of simulations to learn the input-output relationship through ML algorithms, which are orders of magnitude faster to evaluate. A key advantage is that, after the preliminary database creation, the optimization of the selected antenna parameters can be achieved in a negligible amount of time, even when testing different optimization goals. In fact, we remark that once the emulator is trained, the optimization of multiple objective functions can be done instantaneously.

Although the idea is broadly applicable, our focus here is on antenna optimization over network-level metrics for mmWave systems. We consider this use case as a testbed and we report the results of this particular optimization later in the paper.

In order to assess the validity of this framework, three main questions have to be answered:

Q.1 Is it possible to emulate a complex network simulator with a learning tool, and which learning tool can achieve the best emulation accuracy?

Q.2 How many train and test samples are needed for the chosen learning paradigm to converge and to be robustly evaluated?

Q.3 Does the achieved precision allow an optimization that is accurate enough to be useful?

The remainder of this section is devoted to addressing these problems.

1 Simulation times vary remarkably depending on the type of simulation and the accuracy required. It is not unlikely for a single run to require hours or even days.
A. Network Simulator
To test the framework, we need some data to learn from. A custom simulator was built in order to efficiently obtain results from such complex simulations. Simulation parameters are 3rd Generation Partnership Project (3GPP) standard compliant [12], [13], using the Urban Micro-cell (UMi) scenario with no Outdoor-to-Indoor (O2I) losses.

The variable parameters of the scenarios are listed here:
- the antenna spacing $d_z, d_y$ in the vertical and horizontal directions, respectively;
- the number of antenna elements $n_z, n_y \in \{1, 2, \ldots, N\}$ in the vertical and horizontal directions, respectively. The total number of antenna elements is fixed to $N = 64$, in order to obtain a fair comparison between different configurations. Thus, $n_z$ and $n_y$ are the integer divisors of $N$ and are deterministically related through $n_z = N/n_y$.

For each configuration, we collect network-level metrics such as:
- the average SINR (SINR);
- the 5th percentile of the SINR ($\text{SINR}_5$).

B. Data Analysis and Machine Learning
The dataset was created with the simulator introduced in Section II-A.

Given that our goal is to show the capabilities of the framework and not the optimization itself, the simulator has been simplified to obtain a good number of samples in a reasonable amount of time. It should be clear that such a rich database would correspondingly require more time when using a complex, thus more realistic simulation.

As usual in ML when dealing with new datasets, the initial phase is devoted to the analysis of the gathered data. A proper preprocessing, e.g., normalizing the inputs and removing the linearly correlated features, can boost the learning performance. The scatter plot showing the relation between the inputs and the outputs is reported in Fig. 2. Note that, even though the visual inspection of the data through different representations can help identify some hidden trends, its effectiveness is limited both by the high dimensionality of the problem and by the scarcity of available samples. Therefore, in general, it is not possible to rely on this kind of data analysis for optimization.

The objective of the learning algorithm is to learn the underlying function mapping the input antenna configuration to the output network metrics, for example
\[
 f : \mathbb{R}^n \rightarrow \mathbb{R}^m \quad x \mapsto y
\]
(1)
where $x$ is the vector of the $n$ input antenna parameters, $f$ represents the simulator, computing the output network statistics from a given antenna configuration, and, finally, $y$ is the vector of the $m$ considered network metrics. Therefore, the learning algorithm (emulator) learns an approximation $\hat{f}$ of the simulator’s underlying function $f$, thus trying to mimic it.

Consider a scalar output $y$, the prediction or emulation error is then computed as the difference between the prediction of the emulator $\hat{y}$ and the corresponding simulator output $y$. In order to assess this, we define the nRMSE as
\[
 \text{nRMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{y_i - \hat{y}_i}{y_i} \right)^2 },
\]
(2)
where $N$ is the number of samples of the test set. This parameter allows for a fair comparison among metrics on
different scales, as the normalization yields a percentage of standard error with respect to the simulated value. Note that SINR values are first converted to linear units.

In this paper, results are validated using a test set of 300 samples, that was proved to be large enough for this setup to obtain good testing accuracy. In this work, the test set size is kept fixed, to allow a simplified presentation of the framework while guaranteeing a proper result validation. Therefore, concerning question Q.2, only the training set size is taken into account.

Several learning techniques [13] have been analyzed and tested. However, only results for linear regression, Gaussian Process Regressions (GPRs), random forests and Support Vector Regressors (SVRs) are hereby reported.

- **Linear regression** is the most basic class of regression algorithms. Despite its simplicity, many versions and adaptations have been created, able to solve non-trivial problems. It is often considered as a baseline for more powerful algorithms.
- **GPRs** consider data as if it were sampled from a Gaussian stochastic process, trying to minimize the log-marginal-likelihood during the fit;
- **Random forests** are ensembles of decision trees, that approximate stepwise the target function;
- **SVRs** are derived from the Support Vector Machine (SVM) classification algorithm. Among all the typical kernels, the Gaussian one performed best and is used here.

One of the main advantages of linear regression is that, due to its simplicity, it is fast to train and easily interpretable, i.e., the analysis of the coefficients leads to some insights on the importance of the different inputs and their correlation. On the other hand, random forests and SVRs are black-box algorithms, meaning that results are hardly interpretable. Given their popularity, Neural Networks (NNs) have been tested as well. However, the lack of a large dataset has been found to be problematic for a stable convergence and they have thus been discarded from this study.

An effective way to address questions Q.1 and Q.2 is reported in Fig. 3, where the performance of the selected algorithms is evaluated for increasing training sizes. We recall that increasing the number of training samples is always beneficial for learning, improving both emulation accuracy and stability. However, it affects the dataset creation time, going against the purpose of the framework. From the comparison of Figs. 3a and 3b, it emerges that different emulation accuracies can be achieved for different metrics and that some learning algorithms predict a given metric better than others. This suggests that the choice of the technique should be made specifically for each metric. Eventually, this choice should also be made considering the number of available samples, as more complex algorithms, e.g., random forest, may outperform more basic ones when trained with enough samples.

Moreover, note that the performance of linear regression quickly saturate, while more complex algorithms achieve a lower error before converging. Saturation is expected even with the most powerful algorithms since data obtained from the simulator is inherently noisy (e.g., the number of Monte Carlo simulations is never infinite, thus statistics are not perfect). Instead, the reason why simpler algorithms tend to saturate earlier and with higher errors is because they are too simple to describe the inherent properties of the underlying function $f$. This concept can be easily seen in Fig. 4, where we visually compare the emulator fit with the simulator samples.

As expected, the nRMSE decreases as the training size increases, but at different rates for different algorithms. The trade-off between the number of samples and the emulation precision has to be taken into account when selecting the algorithm. The achieved nRMSE can be quite low, namely about 3.2% and 5.7% for $\text{SINR}$ and $\text{SINR}_5$, respectively.
Finally, it can be observed that the two estimated metrics in Fig. 3 present different behaviors and performance for different outputs. Furthermore, in general, we observed that it is not possible to have a universally valid list of best algorithms, as this is very much dependent on the simulator, the scenario, and even the considered metric.

As a basic approach, once the error achieves a target threshold, the emulator can be used for the optimization and the simulator can be stopped. As an example, if our target is a 6% error, then for SINR_\text{5} we would need 300 training samples, while for SINR only 150 samples would suffice, much fewer than the 700 reported here. Thus, in a realistic deployment, the number of required samples could be decided on the fly.

C. Optimization

The proposed framework is optimization agnostic, meaning that most standard numerical optimization techniques can be equally used. Clearly, the learned representation is just an approximation of the real-world performance: while the simulator tries to reproduce reality via random experiments, the emulator tries to approximate the input-output relationship of the simulator via a black-box approach, adding a level of abstraction that further distances it from the real world.

Since in general our models are not required to be differentiable, nor would we have an explicit derivative for most of them, gradient-based techniques are hardly usable. Some of the inputs could also be categorical or discrete (e.g., the number of antennas in each dimension). Furthermore, we are not posing any constraint on the convexity (or concavity) of the underlying function. For these reasons, gradient-based optimization algorithms would not even be desirable.

On the other hand, since a global optimum is typically desired, gradient-free global optimization algorithms exist that satisfy all these requirements (e.g., genetic algorithms or simulated annealing). Nowadays most scientific-oriented programming languages have optimization libraries, implementing several algorithms. As briefly explained in Section II-F, Fig. 4 shows the noisiness of the training data. Thus, finding the maximum values over the raw data might not be the best choice, while numerically finding a global maximum over a smooth model might be a better choice, provided that the model is not underfitting. In the next section, we show the results obtained for the antenna optimization.

III. Optimization Results

The optimization phase shows the significant advantages of this framework. As previously stated, we remark that the proposed framework can be used for optimization in a wide set of scenarios, beyond that of cellular network design, used here as an example. As the optimization is done jointly on all the input parameters, the hyperspace where it operates can be extremely vast and complex. These features, along with the complexity of the search of the global maximum, require a very large number of evaluations. The gain of the framework can then be measured comparing the number of entries necessary for the database creation with the number of function evaluations needed by the optimization. This is because, due to the typical complexity of a simulator, the time required to obtain the database far exceeds that of the training and the optimization itself. In terms of time costs, the training itself is negligible and, once trained, the predictions are instantaneous.

Another aspect to take into account is that, although significant, the database creation in our framework is an overhead that is needed only once, as it does not depend on the optimization goal. The same emulator, providing almost instantaneous iterations, can be used with different optimization objectives, without requiring long simulation-based iterations.

For our example, given the data analysis initially done (partially shown in Fig. 2), we use as the objective function

\[
\text{maximize} \quad \text{SINR} \\
\text{s.t.} \quad \text{SINR}_5 > 6 \text{ dB}
\]

where the constraint on the worst User Terminals (UTs) (identified with SINR_5) has been introduced in order to guarantee some degree of fairness and coverage to all the UTs in the network.

The optimization results obtained within the scenario described in the previous section are presented in Table I and Fig. 5. Results show that in the proposed scenario, a baseline setup consisting of 8 \times 8 arrays with \lambda/2 spacing in both directions performs significantly worse than the optimized ones. The other two configurations represent the optimum obtained over the collected dataset (Opt. Simulator, made of
1,000 randomly sampled points in the four-dimensional space described in Section II and the global optimum obtained using our framework (Opt. Emulator). They both identified a 64 x 1 configuration (vertical Uniform Linear Array (ULA)), but respectively with 0.825λ and 0.734λ spacing. Results show a ~ 3 dB improvement over the trivial baseline. Although in this case the results are really close (both inputs and outputs), two facts are important: firstly, we discussed in Section II that significantly fewer than 1,000 samples would have been enough, a far lower number than required by a brute force optimization; secondly, as more inputs are considered, the input space will not be sampled enough to find a good setup, making emulation even more important.

Having computed 1,000 samples while the optimization required more than 12,000 function evaluations, we obtain a speedup factor of 12x with respect to brute force evaluation. A key advantage of our approach is the possibility of changing the objective functions of the optimizer, which would be easily and quickly done with the emulator, without having to retrain it.

IV. CONCLUSIONS AND FUTURE WORKS

An innovative framework has been presented that makes the joint optimization of multiple parameters a reality, needing just a fraction of the time that is currently required when directly employing a simulator. As simulators are generally computationally complex and time-consuming, the key idea is to bypass them using a fast emulator, obtained through ML techniques. After a long, initial database creation, any objective function can be optimized in a matter of minutes or even seconds. The effectiveness of this methodology has been proved using a network simulator. Network simulators require a long time to compute the network metrics for specific antenna configurations, thus representing the perfect testbed for our framework.

Future works call, in the first place, for further studies on how to reduce the number of required training samples, in order to further reduce the dataset creation overhead. Moreover, a second aspect would be to increase the accuracy of the emulators, possibly resorting to more complex ML techniques. Finally, the range of applicability of the framework, concerning both the complexity of the involved simulator and the number of parameters to be optimized, is left for future studies.
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