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In a recent publication [J. Chem. Phys. 142, 034115 (2015)] we have derived a hierarchy of
coupled differential equations in time domain to calculate the linear optical properties of molecular
aggregates. Here we provide details about issues concerning the numerical implementation. In
addition we present the corresponding hierarchy in frequency domain.

I. INTRODUCTION

Molecular aggregates are assemblies of molecules where interaction between transition dipoles of differ-
ent molecules (monomers) leads to a delocalization of electronic excitation over several monomers [13]. Linear
optical properties (absorption, linear- and circular-
dichroism) can provide information about the degree of excitonic delocalization, the arrangement of the
monomers and the strength of the dipole-dipole couplings. However, the interpretation of the spectra is com-
plicated by the coupling to vibrational modes [4]. The inclusion of vibrational modes makes the calculation of
aggregate spectra quite challenging and various methods have been developed to handle vibrations (see for example [6 28]). In particular, the numerical treatment of many weakly damped molecular vibrations is demanding [21]. Additional complications arise, when finite temperature effects have to be accounted for.

In Ref. [25] some of us have developed a hierarchy of differential equations that allows one to efficiently handle this situation. The method is based on an open quantum system description, where electronic (excitonic) degrees of freedom are included in the system and all vibrational modes are part of the environment. From the solution of the hierarchy one can then construct the time-dependent dipole-correlation function, whose Laplace transformation is related to absorption and dispersion spectra.

While in Ref. [25] the focus was on the derivation of the hierarchy at finite temperature, in the present work we discuss aspects on the numerical implementation of this hierarchy. In addition we show that the time-dependent hierarchy of Ref. [25] can be directly transformed to frequency domain to obtain a hierarchy of coupled linear equations, instead of coupled differential equations. This hierarchy provides a different viewpoint and offers an alternative way of numerically calculating the spectrum. It could also help to develop new analytical approximations. The paper is organized as follows: first we briefly provide the relevant formulas used to model the aggregate. In Section [11] we present the time-dependent hierarchy of Ref. [25] and its relation to the absorption spectrum in a concise manner. In this section we also derive the hierarchy in frequency domain and discuss some aspects of the numerical implementation of both hierarchies. Finally we conclude by relating to the hierarchy used in Ref. [21] for the calculation of absorption spectra.

II. MODEL

We briefly repeat our model of the aggregate. Details can be found in Ref. [25]. For each monomer we take two electronic states into account, the ground state |φ_n^g⟩ and the excited state |φ_n^e⟩, here n labels the monomer. The electronic ground state of the aggregate is simply a product state where all monomers are in their electronic ground state. Since we are interested in linear optical properties, we will restrict the excited state basis to states |π_n⟩ = |φ_n^e⟩ \prod_{m \neq n} |φ_m^g⟩, where one monomer is electronically excited (e) and all other monomers are in the ground electronic state (g). The excited state Hamiltonian is then given by

$$H_{\text{agg}} = \sum_{n=1}^{N} \varepsilon_n |\pi_n\rangle \langle \pi_n| + \sum_{n,m=1}^{N} V_{nm} |\pi_n\rangle \langle \pi_m|,$$  

where \(\varepsilon_n\) is the transition energy of monomer n and the matrix element \(V_{nm}\) causes electronic excitation to be transferred from monomer m to monomer n. For later use we define the matrix-elements \((H_{\text{agg}})_{nm} = \langle \pi_n | H_{\text{agg}} | \pi_m \rangle = \varepsilon_n \delta_{nm} + V_{nm}\). The coupling to vibrational modes \(H_{\text{env}} = \sum_{n=1}^{N} \sum_{\lambda} \omega_n \kappa_{n\lambda} a_n^\dagger a_{n\lambda}\) (here \(\lambda\) denotes the modes of the monomers) is given by

$$H_{\text{int}} = \sum_{n=1}^{N} L_n \sum_{\lambda} \kappa_{n\lambda} (a_n^\dagger + a_{n\lambda})$$  

with the operators \(L_n = |\pi_n\rangle \langle \pi_n|\) and \(\kappa_{n\lambda}\) describes the coupling strength to mode \(\lambda\) of monomer n. The connection of this model to molecular vibrational modes is for example discussed in Refs. [20 22]. It is convenient to introduce the so-called spectral density \(J_n(\omega) = \sum_{\lambda} |\kappa_{n\lambda}|^2 \delta(\omega - \omega_{n\lambda})\). For molecules in solution the spectral density can usually be considered to be a continuous
function of $\omega$. Typical forms of the spectral density are discussed e.g. in Ref. [29]. To treat finite temperature we introduce the so-called 'bath-correlation function' [26, 27]

$$\alpha_n(\tau) = \int_0^\infty d\omega J_n(\omega) \left( \coth \left( \frac{\omega}{2T} \right) \cos(\omega \tau) - i \sin(\omega \tau) \right)$$

(3)

where $T$ is the temperature and we have set the Boltzmann constant $k_B = 1$ (we also set $\hbar = 1$ throughout the work). For a practical implementation we approximate the bath correlation functions $\alpha_n(\tau)$ given in Eq. 3 as sums of exponentials

$$\alpha_n(\tau) = \sum_{j=1}^J p_{nj} e^{i\omega_{nj} \tau}; \quad \tau \geq 0$$

(4)

with complex frequencies $\omega_{nj} = \Omega_{nj} + i\gamma_{nj}$ and prefactors $p_{nj}$ that may also be complex.

III. THE METHOD

A. Time domain formulation

In the following we treat the absorption spectrum as an example. Linear and circular dichroism can be treated analogously. The transition strength at frequency $\omega$ can be obtained from a half-sided Fourier transformation [26, 27]

$$F(\omega) = \text{Re} \int_0^\infty dt e^{i\omega t} c(t),$$

(5)

with

$$c(t) = \sum_{nm} \bar{\mu}_n \cdot \bar{\mu}_m C_{nm}(t).$$

(6)

Here $\bar{\mu}_n$ is the transition dipole moment between the ground and excited state of monomer $n$. To obtain the functions $C_{nm}(t)$ the following hierarchy is solved (here $n$ represents the monomer indices and $j$ runs over the 'modes' of the bath-correlation function Eq. (4)):

$$\partial_t \Psi^{(\tilde{k})}_n(t) = -i \sum_m \left( (H_{\text{agg}})_{nm} - \delta_{nm} \sum_j k_{nj} \omega_{nj} \right) \Psi^{(\tilde{k})}_m(t)$$

$$+ \sum_j k_{nj} p_{nj} \Psi^{(\tilde{k}+\tilde{e}_{nj})}_m(t)$$

$$- \sum_j \Psi^{(\tilde{k}+\tilde{e}_{nj})}_m(t),$$

(7)

where $\tilde{k} = \{k_{11}, \ldots, k_{NJ}\}$, with $k_{nj}$ integers $\geq 0$ and $\tilde{e}_{nj} = \{0, \ldots, 1, \ldots, 0\}$ is a vector that has a one at the $(n,j)$th position and the rest of the elements are zero.

The desired functions $C_{nm}(t)$ are then obtained from $C_{nm}(t) = \Psi^{(0)}_n(t)$ where the initial state is chosen according to

$$\Psi^{(\tilde{k})}_n(0) = \begin{cases} \delta_{nm} & \tilde{k} = \vec{0} \\ 0, & \text{otherwise} \end{cases}$$

(8)

1. Comments on numerical implementation

In numerical implementations the hierarchy has to be truncated. Possible truncation schemes are discussed in Ref. [30], see also the appendix of Ref. [24]. In simple truncation schemes one sets the last line of Eq. 7 equal to zero if the vector $\tilde{k}$ fulfills a certain condition (e.g. $\sum_{n,j} |\omega_{nj}| k_{nj} < E_{\text{max}}$, where $E_{\text{max}}$ has to be chosen to be sufficiently large to ensure convergence). The number of coupled equations (which we will denote as the size of the hierarchy) depends sensitively on the way the hierarchy is truncated. Different truncation schemes that have the same size can result in various accuracies. Convergence can usually be checked by increasing the size of the hierarchy (e.g. by increasing $E_{\text{max}}$ in the above mentioned truncation scheme). We want to emphasize that for a large number of molecules and for a large number of modes $J$ it is important to have a good truncation scheme.

From our experience, the hierarchy of differential equation 7 can be solved by standard propagators (like Runge-Kutta). Note that the form of hierarchy allows a very sparse representation. In addition the hierarchy can be efficiently and easily parallelized.

To obtain the desired spectrum in frequency space, the usual considerations of numerical Fourier transformations have to be taken into account. The final time $T_{\text{max}}$ should be large enough to obtain the desired resolution in frequency space ($\Delta \omega \sim 1/T_{\text{max}}$). If the correlation function $c(t)$ has not smoothly decayed to zero at the time $T_{\text{max}}$ then one typically multiplies $c(t)$ by a window function (e.g. a Gaussian or an exponential; this leads to a convolution of the spectrum with a Gaussian or a Lorentzian in frequency domain, respectively). The width in frequency domain is inversely proportional to the width of the window function. The time interval $\Delta t$ at which $c(t)$ is recorded determines the maximal frequency range. Typically this interval is much larger than the step size of the propagator. Finally, let us note that besides standard Fourier transformations one can also try other methods, like ‘harmonic inversion’ or approaches based on ‘compressive sensing’ [31].

B. Frequency domain formulation

The half-sided Fourier transformation in Eq. 5 is closely related to the Laplace transformation

$$\tilde{f}(s) = \mathcal{L}[f(t)](s) = \int_0^\infty dt e^{-st} f(t),$$

(9)

where $s = \gamma - i\omega$ is a complex number ($\gamma$ and $\omega$ are real). Equation 9 can then formally be written as

$$F(\omega) = \text{Re} \left\{ \lim_{\gamma \to 0} \tilde{c}(\gamma - i\omega) \right\}.$$  

(10)

According to Eq. 9 one has $\tilde{c}(s) = \sum_{nm} \bar{\mu}_n \cdot \bar{\mu}_m \tilde{C}_{nm}(s)$. To obtain the function $\tilde{C}_{nm}(s)$ one can Laplace-transform
the hierarchy Eq. (7). One finds

$$-\Psi_n^{(k)}(t=0) = -s \Psi_n^{(k)}(s)$$

$$-\sum_j \left( H_{agg} \right)_{nm} k_{nj} \omega_{nj} \Psi_j^{(k)}(s)$$

$$+ \sum_j k_{nj} p_{nj} \Psi_j^{(k-\varepsilon_n)}(s)$$

$$- \sum_j \Psi_j^{(k+\varepsilon_n)}(s)$$

(11)

where \( \Psi_n^{(k)}(t=0) \) is the same as for the time-dependent hierarchy. That means to obtain \( \tilde{C}_{nm}(s) \) one solves the linear system of equations (11) for a given (complex) frequency \( s \) using the initial condition Eq. (5) on the left hand side.

1. Comments on numerical implementation

As for the time-dependent hierarchy in a numerical implementation a truncation scheme has to be used. Since the right hand side of the frequency domain hierarchy (11) has the same structure as that of the time-dependent hierarchy, the number of coupled equations is the same for both hierarchies for a given truncation scheme. In contrast to the time domain method where the frequency range and frequency resolution are determined by the time-propagation, here one can select arbitrary frequencies at which one wants to evaluate the spectrum. We performed calculations for a large range of parameter sets (i.e., different bath correlation functions, and different system Hamiltonians) and found for each parameter set only a very weak dependene of the calculation time on the chosen frequency. In this sense the calculation can be trivially parallelized. In principle the frequency domain hierarchy (11) can be solved by any linear system solver. However, for large problems (large \( N \) and/or large \( J \)) one has to utilize the fact that the system of equations is sparse. Therefore iterative methods are probably the most efficient way to solve Eq. (11).

Before concluding this section, some remarks about the limit \( \gamma \to 0 \) in Eq. (11) are in order. In principle one can set \( \gamma = 0 \) during the evaluation. This is fine for spectra that are broad. However, when there are ‘delta’-like features in the spectrum (as can happen for \( \gamma_{nj} = 0 \) in the bath correlation function) one will most likely miss these features. Therefore it is recommendable to use a \( \gamma \) on the order of (or slightly smaller than) the resolution one wants to have. This corresponds to the exponential window function in time-domain and leads to a convolution with a Lorentzian in frequency domain.

IV. CONCLUSION

One point, relevant for time and frequency formulation, is that the number of coupled equations of hierarchy grows rapidly with the number \( J \) of terms used in the representation of the bath-correlation function Eq. (4). By decreasing the number of exponentials the quality of the approximation decreases which also leads to larger deviations from the exact absorption spectrum, in particular for large aggregates. Therefore, one seeks a fit of the bath-correlation function with \( J \) as small as possible, that represents the relevant features of the bath-correlation function (for most molecular aggregates, the spectral density and the bath-correlation function are also not known with high precision). In practice we find it more convenient not to fit the bath-correlation function Eq. (4) directly, but to fit the spectral density \( J(\omega) \) and approximate the coth appearing in Eq. (3) by a Padé type expansion. As demonstrated in Ref. [29] this approach results in a decomposition of the bath-correlation function as in Eq. (4) and allows one to handle a large range of relevant spectral densities and finite temperatures by using quite a small number \( J \) of terms. In Ref. [29] also several aspects are discussed, regarding the dependence of the error of the absorption spectrum on the error made when approximating the bath correlation function. To conclude this discussion, we would like to note, that depending on which features of the absorption spectrum one is (most) interested (e.g., peak-positions, peak intensities, shape of the zero-phonon line, etc.) one can define different measures of the error of the approximated spectrum.

In the present work we have discussed numerical implementation of the hierarchy from Ref. [25] which we also presented directly in frequency domain. In Ref. [25] the hierarchy is derived starting from an exact stochastic propagator for the open system. In contrast, in Ref. [21] it has been shown that the problem stated in section II with a bath correlation of the form (4) can be reformulated such that one enlarges the system by including explicitly harmonic vibrational modes which are coupled to Markovian environments. Using a number state representation for these harmonic modes one can derive a hierarchy that has a similar form to the one discussed in the present work. This hierarchy can be found in Ref. [21] (see in particular Eq. (B19) in this reference). Although the hierarchies have the same structure, they differ by the prefactors appearing in the terms that couple to higher and lower orders. We have found that large enough orders both hierarchies give the same results. So far we do not know if there are differences in the speed of convergence with the size of the hierarchy. Finally, let us note that the hierarchy of Ref. [21] can also be formulated in frequency domain.
