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Abstract

An overview of stability conditions in terms of the Lyapunov matrix for time-delay systems is presented. The main results and proof are presented in details for the case of systems with multiple delays. The state of the art, ongoing research and potential extensions to other classes of delay systems are discussed.
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1 Introduction

One of the most famous control theory results is the stability criterion (i.e., necessary and sufficient condition) in the Lyapunov framework. Indeed there is beauty in the fact that a simple matrix captures the complexity of the behavior of a linear dynamic system on an infinite time interval. This result stands out because of its simplicity, elegance, and power to address nonlinearities, parameter uncertainties, additive perturbations, and so on.

More precisely, the proof that the linear system
\[ \dot{x} = Ax \]
is stable if and only if there exists a function of the form \( v(x) = x^TPx \) that satisfies \( v(x) > 0, x \neq 0 \), and \( \frac{d}{dt}v(x) < 0, x \neq 0 \), along the trajectories of the system established in the Lyapunov framework reduces, when the Lyapunov condition is satisfied, to solving for any positive definite matrix \( W \), the algebraic equation
\[ A^TP + PA = -W \]
for the unknown matrix \( P \), and to verify its positive definiteness.

In the fifties, the foundations for the extension of the Lyapunov approach to time-delay systems were given by Razumikhin and Krasovskii, with theorems linking stability to the existence of a function \cite{Razumikhin1956} or a functional \cite{Krasovskii1956}. The impact of the latter approach has been more significant, especially in the generation of sufficient stability conditions, consisting of the proposal of better functionals leading to sufficient stability conditions in the form of linear matrix inequalities. Such results dominate the literature, mainly due to the vast array of applications they allow. They range from the early proposals of \cite{Kolmanovskii1999}; \cite{Niculescu2001} to refined conditions such as those of \cite{Fridman2014}; \cite{Seuret2015}, among many others.

The converse results of the theory of Krasovskii, which guarantee the existence of the functional when the system is stable, have been less popular, although the general form of the functional introduced by \cite{Repin1963} and \cite{Datko1972} has been a source of inspiration for the determination of sufficient stability conditions in \cite{Gu2001} and \cite{Peet2011}, among many others.

In the past decades, following the early works by \cite{Infante1978}; \cite{Huang1989}; \cite{Louiss2001}, a comprehensive coverage of the case of linear delay systems of retarded, distributed, and neutral types has been made by \cite{Kharitonov2013}. The core of the presented results includes the functional, which is obtained from the Cauchy formula and expressed in terms of the delay Lyapunov matrix, the construction...
of the Lyapunov matrix via the four properties called continuity, dynamic, symmetry and algebraic, and the proof of the existence of a positive quadratic lower bound whenever the system is stable.

These results are indeed a nontrivial extension of the delay-free case. They were successfully applied to robust stability analysis [Kharitonov and Zhabko, 2003], exponential estimates [Kharitonov and Hinrichsen, 2004], computation of the $\mathcal{H}_2$ norm [Jarlebring et al., 2011], Sumacheva and Kharitonov [2014], solution of the suboptimal control problem [Santos et al., 2009] and design of predictor-based control schemes for state and input-delay systems [Kharitonov, 2014]. Notably, these applications share the common assumption that the underlying system is exponentially stable. This raises the following question: is it possible to assess the system’s stability in this framework? Moreover, considering the analogy with the delay-free case, does a stability criterion expressed in terms of the delay Lyapunov matrix exist?

An encouraging fact regarding the soundness of this aim was the finding of necessary and sufficient stability conditions in terms of the delay Lyapunov matrix for the scalar one delay equation. In this case, both the stability region and a simple analytical expression of the $1 \times 1$ delay Lyapunov matrix are known. We were able to present in [Mondié, 2012; Egorov and Mondié, 2013] two sets of such conditions.

We have devoted the past years to answer this query for several classes of linear systems with delays. This contribution intends to be both a tutorial and a survey. In the first part of the paper, we present in a unified manner the stability tests expressed in terms of the Lyapunov matrix that we have developed in the past decade. For a better understanding, we organize the results according to the progression in the research: the necessary stability conditions, the infinite criterion of stability, and the finite criterion (see the note to the reader below for the paper terminology). For clarity of presentation, we consider the multiple pointwise delay case and prove the technical results in the appendix. In the second part, we give a diagnosis of the advances obtained for other classes of delay systems studied so far, highlighting the challenges raised by each class. Finally, in the last part of the paper, we discuss ongoing research on the topic and possible extensions.

More precisely, preliminaries on functionals with prescribed derivative are given in Section 2, followed by fundamental stability/instability theorems for the functional in Section 3. Section 4 is devoted to the proof of necessary stability conditions and Section 5 to the criterion of stability achieved in an infinite number of mathematical operations. In Section 6, we introduce a compact set that allows the computation of constants, thus enables the presentation of a stability criterion that requires a finite number of mathematical operations in Section 7. We review the results obtained for other classes of delay systems in Section 8. Finally, in Section 9, we discuss ongoing and future research, and the paper ends with conclusion.

**Notation:** The space of piecewise continuous, continuous and continuously differentiable functions defined on a connected set $T \subset \mathbb{R}$ with values in a real finite dimensional space $X$ are represented by $\mathcal{PC}(T, X)$, $\mathcal{C}(T, X)$ and $\mathcal{C}^{(1)}(T, X)$, respectively. At the boundary points of the set $T$, one-sided continuity or the existence of a one-sided derivative are assumed. In the paper the Euclidean norm for vectors and the induced norm for matrices is denoted by $\| \cdot \|$. For functions $\varphi \in \mathcal{PC}([-H, 0], \mathbb{R}^n)$ (where $H$ is a positive number), we use the uniform norm

$$\| \varphi \|_U = \sup_{\theta \in [-H, 0]} \| \varphi(\theta) \|.$$  

The notation $A > 0$ ($A \geq 0, A \not\geq 0$) means that the symmetric matrix $A$ is positive definite (positive semidefinite, not positive semidefinite). The Kronecker product is denoted as $\otimes$ (it has higher priority than any other mathematical operation in this paper), the vectorization of matrix $A$ as vec$(A)$, and the inverse operation as vec$^{-1}$. The square block matrix with $i$-th row and $j$-th column element $A_{ij}$ is denoted by $(A_{ij})_{i,j=1}^r$. The minimum eigenvalue of a matrix $A$ is represented by $\lambda_{\min}(A)$. The function that maps $y$ to the least integer greater or equal to $y$ is denoted by $\lceil y \rceil$. The identity $q \times q$ matrix is denoted by $I_q$.

**Note to the reader:** In this paper, we use the following terminology: “criterion” (plural criteria) means necessary and sufficient condition. Infinite criterion means that it requires a test with an infinite number of mathematical operations, while Finite criterion means that it can be tested by a finite number of mathematical operations.

As the system for which we present the results is linear with pointwise delays, we will use in-distinctively “stable” and “exponentially stable”.

## 2 Preliminaries

### 2.1 Basic system definitions

Consider a linear system of the form

$$\dot{x}(t) = \sum_{j=0}^{m} A_j x(t - h_j), \quad (1)$$

where $A_0, \ldots, A_m$ are real constant $n \times n$ matrices, $h_0 = 0$, $h_1, \ldots, h_m$ are positive delays, and $\max\{h_1, \ldots, h_m\} = H$. We additionally assume that there exists $k \in \{1, \ldots, m\}$ such that $A_k$ is nontrivial.
Without any loss of generality the initial time instant can be set equal to zero. The initial function \( \varphi \) is taken from the space \( \mathbf{PC}([-H,0], \mathbb{R}^n) \). The function \( x(t, \varphi) \), \( t \geq -H \), is called the solution, if it is continuous on \([0, \infty)\), satisfies (1) almost everywhere, and \( x(\theta, \varphi) = \varphi(\theta), \theta \in [-H,0] \). The restriction of the solution to the interval \([t-H,t]\) is denoted by

\[
x_t(\varphi) : \theta \rightarrow x(t+\theta, \varphi), \quad \theta \in [-H,0].
\]

**Definition 1** System (1) is said to be exponentially stable, if there exist constants \( \gamma \geq 1 \) and \( \sigma > 0 \), such that

\[
\|x(t, \varphi)\| \leq \gamma e^{-\sigma t}\|\varphi\|_H, \quad t \geq 0.
\]

The matrix-function \( K(t) \), satisfying the equation

\[
\dot{K}(t) = \sum_{j=0}^{m} A_j K(t-h_j)
\]

almost everywhere on \([0, \infty)\) with the initial conditions

\[
K(0) = I_n, \quad K(t) = 0, \quad t < 0,
\]

is called the fundamental matrix of system (1). One can show that it satisfies also the equation

\[
\dot{K}(t) = \sum_{j=0}^{m} K(t-h_j)A_j, \quad t \geq 0,
\]

almost everywhere.

The expression of the solution on \([0, \infty)\) for a given initial function \( \varphi \) is given by the Cauchy formula:

\[
x(t, \varphi) = K(t)\varphi(0) + \sum_{j=1}^{m} \int_{-h_j}^{0} K(t-\theta-h_j)A_j\varphi(\theta) \, d\theta, \quad t \geq 0.
\]  \tag{2}

### 2.2 Kharitonov’s approach

We remind now the main definitions and results of the Kharitonov’s approach.

In this paper we are using the right upper derivative along the solutions of system (1):

\[
D^+ v(\varphi) = \lim_{t \to +0} \frac{v(x_t(\varphi)) - v(\varphi)}{t}.
\]

According to Kharitonov and Zhabko (2003), for any positive definite matrix \( W \), the functional \( v_0 \) satisfying

\[
D^+ v_0(\varphi) = -\varphi^T(0)W\varphi(0)
\]

necessarily has the form

\[
v_0(\varphi) = \varphi^T(0)U(0)\varphi(0) + 2\varphi^T(0)\sum_{j=1}^{m} \int_{-h_j}^{0} U(-\theta-h_j)A_j\varphi(\theta) \, d\theta + \sum_{i=1}^{m} \int_{-h_i}^{0} \varphi^T(\theta_1)A_i^T
\]

\[
\cdot \left[ \sum_{j=1}^{m} \int_{-h_j}^{0} U(\theta_1+h_i-\theta_2-h_j)A_j\varphi(\theta_2) \, d\theta_2 \right] d\theta_1,
\]

where the matrix-valued continuous function

\[
U(\tau) = \int_{0}^{\infty} K^T(t)WK(t+\tau)dt, \quad \tau \in \mathbb{R}, \tag{4}
\]

is the delay Lyapunov matrix. This definition requires the exponential stability assumption of the system in order to ensure convergence of the integral. This is overcome in the next definition.

**Definition 2** (Kharitonov (2013)) Let \( W \) be a positive definite matrix. The delay Lyapunov matrix \( U(\tau) \), \( \tau \in \mathbb{R} \), of system (1) is a function satisfying the following four properties:

1. Continuity property:

\[
U(\tau) \in \mathbf{C}(\mathbb{R}, \mathbb{R}^{n \times n})
\]

2. Dynamic property:

\[
U'(\tau) = \sum_{j=0}^{m} U(\tau-h_j)A_j, \quad \tau > 0,
\]

3. Symmetry property:

\[
U(\tau) = U^T(-\tau), \quad \tau \in \mathbb{R},
\]

4. Algebraic property:

\[
\sum_{j=0}^{m} \left( U(-h_j)A_j + A_j^T U(h_j) \right) = -W.
\]

These properties play the role of the Lyapunov equation in the delay-free case. If the *Lyapunov condition* holds (i.e., system (1) has no eigenvalues that are symmetric with respect to zero), matrix \( U \) exists and is unique. It can be constructed via the semi-analytic procedure when delays in system (1) are multiple of a basic one (Kharitonov, 2013). In the single-delay case, the matrix \( U \) is given by the following simple formula:

\[
U(\tau) =
\begin{cases}
\text{vec}^{-1} \left( [I_n \ 0] e^{\tau M} \left[ \begin{array}{c}
0 \\
-\text{vec}(W)
\end{array} \right] \right), & \tau \geq 0, \\
U^T(-\tau), & \tau \leq 0,
\end{cases}
\]
where
\[
L = \begin{bmatrix}
A_0^T \otimes I_n & A_1^T \otimes I_n \\
-I_n \otimes A_1^T & -I_n \otimes A_0^T
\end{bmatrix}, \\
M = \begin{bmatrix}
I_n & 0 \\
A_0^T \otimes I_n + I_n \otimes A_0^T & A_1^T \otimes I_n
\end{bmatrix}
+ \begin{bmatrix}
0 & -I_n^2 \\
I_n \otimes A_1^T & 0
\end{bmatrix} e^{LT}.
\]

When the construction cannot be reduced to the solution of a delay-free linear time-invariant system, one can resort to approximation methods: [Jarlebring et al. (2011); Huesca et al. (2009); Kharitonov (2013); Egorov and Kharitonov (2018); Michiels and Zhou (2019)].

The functional of the form
\[
v(\varphi) = v_0(\varphi) + \sum_{j=1}^m \int_{-h_j}^0 \varphi^T(\theta) [W_j + (\theta + h_j)W_{m+j}] \varphi(\theta) d\theta,
\]
where \(W_j, j = 1, ..., 2m\), are positive definite matrices, such that
\[
W_0 = W - \sum_{j=1}^m (W_j + h_jW_{m+j})
\]
is also positive definite, was introduced in [Kharitonov and Zhabko (2003)] for system (1) satisfying the Lyapunov condition. Its derivative is given by
\[
D^+ v(\varphi) = -\sum_{j=0}^m \varphi^T(-h_j)W_j \varphi(-h_j) - \sum_{j=1}^m \int_{-h_j}^0 \varphi^T(\theta)W_{m+j} \varphi(\theta) d\theta.
\]
The functional \(v\) allowed answering a long-standing question regarding the functional lower bound. As reported in Lemma 3.4 in [Kharitonov (2013)], if system (1) is exponentially stable, there exists \(\alpha > 0\), such that
\[
v(\varphi) \geq \alpha \|\varphi(0)\|^2, \quad \varphi \in \text{PC}([-H, 0], \mathbb{R}^n).
\]
This lower bound, along with the fact that the derivative of the functional along the solutions of system (1) includes terms of the same nature as the functional itself proved to be useful in the robust stability analysis and in the determination of exponential estimates of the system response. Because of the mandatory stability assumption of the nominal system, one had to resort to well established stability results in the frequency or time domain frameworks.

These fundamental results, and the strong analogy with the delay-free linear system Lyapunov stability theory raise naturally the following question: is it possible to find stability conditions in terms of the Lyapunov matrix?

### 3 Fundamental stability theorems

A first requisite for carrying out this task is presenting appropriate stability theorems. It turns out that some of the terms in functional \(v\) added to \(v_0\) are helpful to tackle robust stability problems but are superfluous for presenting a quadratic lower bound. Even more, they are detrimental to stability analysis.

We introduce next the Lyapunov-Krasovskii functional \(v_1\) of the form
\[
v_1(\varphi) = v_0(\varphi) + \int_{-H}^0 \varphi^T(\theta)W \varphi(\theta) d\theta,
\]
where \(v_0\) is defined in (3). In the case of exponential stability, \(v_1\) can be rewritten as
\[
v_1(\varphi) = \int_{-H}^\infty x^T(t, \varphi)W x(t, \varphi) dt.
\]
Its derivative along the solutions of system (1) is
\[
D^+ v_1(\varphi) = -\varphi^T(-H)W \varphi(-H).
\]
For this functional, it is possible to formulate the following stability theorem, which is a direct consequence of Lemma 3.4 in [Kharitonov (2013)]. Its proof is given in Appendix A.1.

**Theorem 3** If system (1) is exponentially stable, then there exist positive numbers \(\alpha_0\) and \(\alpha_1\) such that for any \(\varphi \in \text{PC}([-H, 0], \mathbb{R}^n)\)
\[
v_1(\varphi) \geq \alpha_0 \|\varphi(0)\|^2 + \alpha_1 \int_{-H}^0 \|\varphi(\theta)\|^2 d\theta.
\]
Functional \(v_1\) also allows proving a crucial instability result for the sufficiency, introduced in [Egorov (2014)]. Indeed, by negation, this result is a sufficiency stability theorem. The proof is presented in Appendix B.1.

**Theorem 4** If system (1) is unstable and satisfies the Lyapunov condition, then for every \(\beta > 0\) there exists a function \(\tilde{\varphi} \in \mathcal{C}^1([-H, 0], \mathbb{R}^n)\) such that
\[
v_1(\tilde{\varphi}) \leq -\beta.
\]
4 Necessary stability conditions

The deduction of necessary stability conditions in terms of the Lyapunov matrix from Theorem 3 relies on two key steps; the first one is the determination of the revealing initial function, and the second is the introduction of an instrumental bilinear functional.

4.1 A suitable initial function

It appeared in the early attempts reported in Mondié et al. (2011) that the substitution of simple choices of the initial function into the expression of the functional, combined with the quadratic lower bound that is satisfied when the system is stable, leads to a variety of necessary stability conditions. For example,

$$\tilde{\varphi}(\theta) = \begin{cases} \mu, & \theta = 0, \\ 0, & \theta \in [-H, 0), \end{cases}$$

where $\mu$ is an arbitrary vector, is such that $v_1(\tilde{\varphi}) = \mu^TU(0)\mu$. Then, the lower bound (7) and the symmetry property of $U(0)$ imply that a necessary stability condition of the system is $U(0) > 0$. By trial and error, initial functions of the form $e^{A_0\theta}\mu$, where $\mu$ is an arbitrary non-zero vector put into evidence the dependence on the delay Lyapunov matrix in the single-delay case (Mondié et al., 2012). A transformation of the initial function, valid when $A_m$ is non-singular, leads to necessary conditions for the multiple delay case in the form $U(0) > 0$ and

$$\begin{pmatrix} U(0) & U^T(\tau) & U^T(H) \\ U(\tau) & U(0) & U^T(H - \tau) \\ U(H) & U(H - \tau) & U(0) \end{pmatrix} \succeq 0, \; \tau \in [0, H],$$

reported in Egorov and Mondié (2014b). A decisive step was the observation that, in the single-delay case, $e^{A_0\theta}$ is indeed the expression of the fundamental matrix $K(\theta)$, $\theta \in [0, H]$. As a consequence, the following initial function was introduced in Egorov and Mondié (2014b) for addressing the multiple delay case:

$$\psi(\theta) = \sum_{i=1}^{r} K(\theta + \tau_i)\gamma_i, \; \theta \in [-H, 0],$$

where $\tau_i \in [0, H]$ and $\gamma_i \in \mathbb{R}^n$, $i = 1, r$.

An important result (see, Egorov et al. (2017)) is that it is possible to approximate any continuously differentiable function by a function of the form (8) with equidistant points $\tau_1, \tau_2, \ldots, \tau_r$.

Lemma 5 For any $\varphi \in \mathcal{C}([H, 0], \mathbb{R}^n)$ and any $\epsilon > 0$, there exists a function $\psi_\epsilon$ of the form (8) with

$$\tau_i = (i-1)\delta_r, \; i = 1, r, \; \delta_r = \frac{1}{r-1}H,$$

such that $\|\varphi - \psi_\epsilon\|_\infty < \epsilon$.

4.2 The bilinear functional

A crucial tool of our approach is the bilinear functional

$$z(\varphi, \psi) = \frac{1}{4} (v_1(\varphi + \psi) - v_1(\varphi - \psi)), $$

where $\varphi, \psi \in \mathcal{PC}([-H, 0], \mathbb{R}^n)$. Its explicit form is

$$z(\varphi, \psi) = \varphi^T(0)U(0)\psi(0) + \varphi^T(0)\sum_{j=1}^{m} \int_{-h_j}^{0} U(-\theta - h_j)A_j\psi(\theta) d\theta + \sum_{j=1}^{m} \int_{-h_j}^{0} \varphi^T(0)A_j^T \int_{-h_j}^{0} U(\theta - h_j)A_j \psi(\theta) d\theta$$

$$+ \sum_{i=1}^{m} \int_{-h_i}^{0} \varphi^T(0)A_i^T \sum_{j=1}^{m} \int_{-h_j}^{0} U(\theta + h_i - \theta_2 - h_j)$$

$$\cdot A_j \psi(\theta) d\theta d\theta_2 + \int_{-H}^{0} \varphi^T(\theta)W(\theta) d\theta.$$ (10)

Introducing in this bilinear functional the initial functions

$$\varphi(\theta) = K(\tau_1 + \theta)\mu, \; \psi(\theta) = K(\tau_2 + \theta)\eta, \; \theta \in [-H, 0],$$ (11)

with $\tau_1, \tau_2 \in [0, H]$ and arbitrary vectors $\mu, \eta$ results in products and convolutions of the fundamental and the delay Lyapunov matrices. This interplay is governed by a number of new properties based on Definition 2. In Egorov and Mondié (2014b), they are proven without assuming system (1) is stable. These properties allow a striking reduction, valid whether the system is stable or not, shown below. For the sake of clarity of presentation, the properties and the proof of this result are given in Appendix C.

Lemma 6 For any $\tau_1, \tau_2 \in [0, H]$

$$z(K(\tau_1 + \cdot)\mu, K(\tau_2 + \cdot)\eta) = \mu^TU(\tau_2 - \tau_1)\eta.$$ (12)

The following corollary is based on the equality $v_1(\varphi) = z(\varphi, \varphi)$ and bilinearity of $z$.

Corollary 7 For any $\tau_1, \tau_2, \ldots, \tau_r \in [0, H]$

$$v_1(\psi_r) = \gamma^T \left[U(\tau_j - \tau_i)\right]_{i,j=1}^{r} \gamma,$$ (13)
where $\psi_r$ is determined by (8), and $\gamma = (\gamma_1^T \ldots \gamma_r^T)^T$.

The obtained equality reveals the meaning of the choice of function $\psi_r$. Whereas functional $v_1$ contains integrals, its value on function (8) depends exclusively on a finite number of values of the Lyapunov matrix.

Functionals $v_1$ and $z$ satisfy upper bounds that will be useful ahead in the paper.

**Lemma 8** There exists a number $\rho > 0$ such that
\[
|z(\varphi, \psi)| \leq \rho \|\varphi\|_H \|\psi\|_H,
\]
\[
|v_1(\varphi)| \leq \rho \|\varphi\|_H^2
\]
for any $\varphi, \psi \in PC([-H, 0], \mathbb{R}^n)$.

A conservative, but simple estimate for $\alpha_2$ is
\[
\alpha_2 \leq \nu(1 + M_1)^2 + HW,
\]
where
\[
\nu = \sup_{\tau \in [0, H]} \|U(\tau)\| \quad \text{and} \quad M_1 = \sum_{j=1}^m h_j \|A_j\|.
\]

### 4.3 Necessary stability conditions in terms of the Lyapunov matrix

We are now ready to present necessary conditions for the exponential stability of system (1).

**Theorem 9** If system (1) is exponentially stable, then
\[
[U(\tau_j - \tau_i)]_{i,j=1}^r > 0,
\]
where $0 \leq \tau_1 < \tau_2 < \ldots < \tau_r \leq H$.

**Proof 1** By Corollary 7 and Theorem 3,
\[
v_1(\psi_r) = \gamma^T [U(\tau_j - \tau_i)]_{i,j=1}^r \geq \alpha_0 \|\psi_r(0)\|^2 + \alpha_1 \int_{-H}^0 \|\psi_r(\theta)\|^2 d\theta.
\]

It remains to show that the right-hand side is positive, if $\gamma \neq 0$. Assume by contradiction that it equals zero. As $\alpha_0 > 0$, $\alpha_1 > 0$, it implies that $\psi_r(\theta) = 0$ for $\theta \in [-H, 0]$ (as $\psi_r$ is right continuous), and in turn that $\gamma_i = 0$ for every $i \in \{1, \ldots, r\}$.

The following rough necessary stability condition is proven in [Egorov and Mondié 2013].

**Corollary 10** If system (1) is exponentially stable,
\[
\|U(\tau)\| < \|U(0)\|, \quad \tau \in (0, H].
\]

**Remark 11** Theorem 9 provides a family of necessary stability conditions, whose complexity increases with the parameter $r$ in (14). It is worth mentioning that the case $r = 1$ reduces to the simplest condition $U(0) > 0$, which is necessary and sufficient for the exponential stability of the delay-free system ($H = 0$), and that for $r = 2$ the stability criterion for the single-delay scalar equation obtained in [Egorov and Mondié 2013] is recovered.

The necessary stability conditions of Theorem 9 are illustrated by the stability maps of some examples. The continuous lines in the space of parameters represent the stability boundaries computed by using the D-subdivision method, and the isolated points correspond to the parameter values where condition (14) holds.

The real numbers $\tau_i$, $i = 1, \ldots, r$, of condition (14) are chosen equidistant as in (9).

**Example 1** We consider the transfer function
\[
G(s) = \frac{0.038}{s^4 + 0.1276s^3 + 9.3364s^2 + 1.1484s + 3.0276}
\]
with a controller $C(s) = k_p + k_d e^{-sH}$ introduced in [Hernández-Díez et al. 2018]. The closed-loop system is described by a system of the form (1) with one delay $h_1 = 5$ and matrices
\[
A_0 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-3.0276 & -0.038k_p & -1.1484 & -9.3364 & -0.1276
\end{pmatrix},
\]
\[
A_1 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-0.038k_d & 0 & 0 & 0
\end{pmatrix}.
\]

Figures 1 and 2 show the points in the space of parameters $(k_p, k_d)$ where the condition of Theorem 9 holds for $r = 2$ and $r = 4$, respectively.

**Example 2** We consider now the system
\[
\dot{x}(t) = \begin{pmatrix}
-1 & 0.5 \\
0 & a
\end{pmatrix} x(t - h_1).
\]
The points where condition (14) for \( r = 3 \) and \( r = 6 \) holds in the space of parameters \((a,h_1)\) are depicted in Figures 3 and 4.

**Remark 12** The examples indicate that the conservatism of the necessary stability condition (14) can be reduced by increasing the number \( r \). Indeed, the exact stability regions in Examples 1 and 2 are achieved for \( r = 4 \) and \( r = 6 \), respectively. Notice that for \( r = 2^\ell \), \( \ell = 1, 2, 3, \ldots \), the conditions form a hierarchy.

The obtained necessary stability conditions in terms of the delay Lyapunov matrix, and their efficacy in providing accurate estimates of the stability region observed in the above examples (see more examples in [Cuvas et al. (2017)](http://www.example.com)) lead to the following question: is it possible to prove sufficiency of the conditions of Theorem 9?

### 5 Infinite criterion of stability

A first answer to the question on sufficiency is an infinite criterion of stability for systems with pointwise delays.

Let us introduce matrices

\[
K_1 = U(0),
\]

\[
K_2 = \begin{pmatrix} U(0) & U(H) \\ * & U(0) \end{pmatrix},
\]

\[
K_3 = \begin{pmatrix} U(0) & U(H/2) & U(H) \\ * & U(0) & U(H/2) \\ * & * & U(0) \end{pmatrix},
\]

\[
K_4 = \begin{pmatrix} U(0) & U(H/3) & U(2H/3) & U(H) \\ * & U(0) & U(H/3) & U(2H/3) \\ * & * & U(0) & U(H/3) \\ * & * & * & U(0) \end{pmatrix},
\]

and so on. In general, for \( r = 2, 3, \ldots \)

\[
K_r = \left[U \left( \frac{j - i H}{r - 1} \right) \right]_{i,j=1}^r.
\]

The next theorem states that the necessary stability condition of Theorem 9 is also sufficient for large enough \( r \).

**Theorem 13** System (1) is exponentially stable if and only if the Lyapunov condition holds and for every natural number \( r \)

\[
K_r > 0.
\]
Moreover, if the Lyapunov condition holds and system (1) is unstable, then there exists a natural number \( r \) such that 
\[ K_r \neq 0. \]

**Proof 2** Necessity: The system is assumed to be exponentially stable, hence, the Lyapunov condition holds. For every natural \( r \), in the special case of equidistant points (9) condition (14) in Theorem 9 takes the form (15).

Sufficiency: Assume that the Lyapunov condition holds, then the delay Lyapunov matrix \( U \) exists. To prove the sufficiency it is enough to show that for unstable systems there exists a natural number \( r \), such that 
\[ K_r \neq 0. \] (16)

In view of equation (13), which was established without stability assumption, inequality (16) is equivalent to the existence of a vector \( \gamma \), such that 
\[ \gamma^T K_r \gamma < 0. \] (17)

Suppose that system (1) is unstable. Set an arbitrary number \( \beta > 0 \). By Theorem 4, there exists \( \hat{\varphi} \in C^1([0, H], \mathbb{R}^n) \), such that \( v_1(\hat{\varphi}) \leq -\beta \). Functional \( v_1 \) is continuous at each point, i.e., there exists a number \( \Delta > 0 \), such that 
\[ \|\hat{\varphi} - \varphi\| < \Delta \quad \Rightarrow \quad |v_1(\hat{\varphi}) - v_1(\varphi)| < \beta. \]

By Lemma 5, there exists \( \psi_r \) of the form (8) with equidistant \( \tau_i \), \( i = 1, \ldots, r \), like in (9), such that 
\[ \|\hat{\varphi} - \varphi\| < \Delta. \]

Hence, 
\[ v_1(\psi_r) < v_1(\hat{\varphi}) + \beta \leq 0. \]

As function \( \psi_r \) has the form (8), equality (13) implies that 
\[ v_1(\psi_r) = \gamma^T K_r \gamma < 0. \]

Thus, inequality (17), equivalently (16), is shown, and sufficiency is proven.

In order to use Theorem 13 for determining the stability of the system, one requires an infinite number of mathematical operations, as condition (15) demands to be tested for every natural \( r \). Although the theorem states that for every unstable system there exists a number \( r \) such that condition (15) does not hold, it does not provide any estimate of such number.

### 6 Refined results on a compact set

The difficulty for estimating the number \( r \) for which condition (15) does not hold is that the approximation error depends on \( \varphi \). To remedy this issue, inspired by Medvedeva and Zhabko (2013), the stability theorems 3 and 4, and the approximation error are revisited in the framework of the following relatively compact set:

\[ S = \{ \varphi \in C^1([0, H], \mathbb{R}^n) : \|\varphi\| = \|\varphi(0)\| = 1, \|\varphi\| \leq M \} , \]

where \( M = \sum_{j=0}^{m} \|A_j\| \).

The next lemma shows that every function from the set \( S \) can be approximated by a function \( \psi_r \) constructed as in Lemma 5. In contrast with Lemma 5, an approximation error bound is now provided. The proof can be found in Egorov (2016).

**Lemma 14** For every \( \varphi \in S \), there exists a function \( \psi_r \) of the form (8) with equidistant \( \tau_i \), \( i = 1, \ldots, r \), like in (9), such that \( \varphi(0) = \psi_r(0) \) and \( \|\varphi - \psi_r\| < \varepsilon_r \), where 
\[ \varepsilon_r = \frac{(M + L)e^{LH}}{1/\delta_r + L} \]

Here, \( L \) is such that \( \|K(t)\| \leq L, t \in [0, H] \), almost everywhere.

The following result proven in Appendix A.2, strengthens Theorem 3.

**Theorem 15** If system (1) is exponentially stable, then for any \( \varphi \in S \) 
\[ v_1(\varphi) \geq \alpha_0^*, \] (18)

where 
\[ \alpha_0^* = \frac{1}{(m + 1)\lambda_{\min}(P)} \]

\[ P = I_{m+1} \otimes W^{-1} \cdot \left( e_1 \otimes I_n \cdot A + A^T \cdot e_1^T \otimes I_n \right), \]

\[ e_1 = (1, 0, \ldots, 0)^T \in \mathbb{R}^{n+1}, \]

and block-matrix

\[ A = (A_0, A_1, \ldots, A_m) \in \mathbb{R}^{n \times n(m+1)}. \]

**Remark 16** It is worth noting that all eigenvalues of matrix \( P \) are real and \( \lambda_{\min}(P) < 0 \) for any system whether it is stable or not. Thus, number \( \alpha_0^* \) can be computed for any system.

The following theorem is similar to Theorem 4 except for the fact that it provides a computable bound of the functional \( v_1 \). This bound is, indeed, the cornerstone of the stability criterion presented in the next section. The proof is given in Appendix B.2.

**Theorem 17** If system (1) is unstable and satisfies the Lyapunov condition, there exists \( \hat{\varphi} \in S \) such that 
\[ v_1(\hat{\varphi}) \leq -\beta^* \]
with 
\[ \beta^* = \frac{\lambda_{\min}(W)}{4a} e^{-2aH} \cos^2(b), \]

where \( a > 0 \) is an upper estimate of the real part of the rightmost root of system (1)\(^{[1]}\) and \( b \) is a unique solution of the equation

\[(aH^2 + b^2) \sin^4(b) = (aH)^2 \quad (19)\]
on \((0, \frac{\pi}{2})\).

7 Finite criteria of stability

The results of the previous section allow presenting stability criteria that require a finite number of mathematical operations. The bound on \( r \) for which the instability condition holds is found, implying sufficiency of the conditions.

7.1 Finite criterion in terms of the Lyapunov matrix

The following criterion, presented in Gomez et al. (2019b), depends exclusively on the Lyapunov matrix.

**Theorem 18** System (1) is exponentially stable if and only if the Lyapunov condition holds and

\[ K_r > 0, \quad (20) \]

where

\[ r = 1 + \left[ H e^{LH} (M + L) \left( \alpha + \sqrt{\alpha(\alpha + 1)} \right) - HL \right] \quad (21) \]

with \( \alpha = \frac{\rho}{\beta^*} \). Here \( \rho \) and \( \beta^* \) are determined by Lemma 8 and Theorem 17, respectively.

**Proof** The necessity was proven in Theorem 13. In order to prove the sufficiency, we assume by contradiction that system (1) is unstable but that the condition in (20) and the Lyapunov condition hold, thus, the existence and uniqueness of the delay Lyapunov matrix is guaranteed.

By Theorem 17, there exists \( \hat{\gamma} \in \mathcal{S} \) such that \( v_1(\hat{\gamma}) \leq -\beta^* \). Construct a corresponding \( \psi_r \) from Lemma 14.

By defining \( E_r = \hat{\gamma} - \psi_r \), we get

\[ v_1(\psi_r) = v_1(\hat{\gamma} - E_r) = z(\hat{\gamma} - E_r, \hat{\gamma} - E_r). \]

The bilinearity of \( z \) and Lemma 8 imply that

\[ v_1(\psi_r) = v_1(\hat{\gamma}) - 2z(\hat{\gamma}, E_r) + v_1(E_r) \leq -\beta^* + 2\rho \| E_r \|_H^2 + \rho \| E_r \|_H^2 \]

\[ = \beta^* \left(-1 + 2a \| E_r \|_H^2 + a \| E_r \|_H^2 \right). \]

By using Lemma 14 and considering the number \( r \) given by (21), we have

\[ \| E_r \|_H \leq \frac{(M + L)e^{LH}}{1/\delta_r + L} \leq \frac{1}{\alpha + \sqrt{\alpha(\alpha + 1)}}, \]

which implies that

\[-1 + 2a \| E_r \|_H + a \| E_r \|_H^2 \leq 0. \]

Finally, from the previous inequality and formula (13), we get

\[ v_1(\psi_r) = \gamma^T K_r \gamma \leq 0, \]

which contradicts the assumption that (20) holds.

Let us revisit Example 2 to illustrate the results of Theorem 18.

**Example 3 (Example 2 revisited)** Table 1 displays values of \( r \) from (21) in the second column for some parameters \((a, h_1)\) of the system in Example 2.

The result of the stability test is shown in the fourth column. According to the stability criterion of Theorem 18, the parameters in the first and second rows correspond to stable systems, whereas the third and fourth rows to unstable systems. The computation time in the third column includes the computation of \( r \) given by (21), the construction of \( U \) and \( K_r \) and the positive definiteness test of the latter matrix. It is important to mention that constructing \( K_r \) is the most computation time consuming task.

The above example shows that the number \( r \) of Theorem 18 widely differs from the number \( r = 6 \) for which the exact stability zone is found in Example 2. The same is observed in several illustrative examples where the stability region is reached with a small number \( r \); see, e.g., Cuyas et al. (2017) and the references therein. While it is true that the number \( r \) from (21) can be very large, a fact of theoretical significance is that by using Theorem 18 one can determine the stability of the system with a finite number of mathematical operations.

---

1 A rough estimate is given by \( M = \sum_{j=0}^m \| A_j \| \). In Gomez et al. (2019b) an algorithm to improve this estimate is provided.

2 The numerical computation were performed in a computer with a processor Intel Core i5 with two cores of 2.5GHz and RAM memory of 8GB.
Table 1
Computation of $r$ from (21) and (22) for some parameters $(a, h_1)$ of the system in Example 2. The computation time in the third and sixth columns includes the computation of $r$, the construction of $U$, $K_r$, and $P_r$, and the positive definiteness test.

| Parameters $(a, h_1)$ | $r$ (Th. 7) | [sec] (Th. 7) | Test result (Th 7) | $r$ (Th. 8) | [sec] (Th. 8) | Test result (Th 8) |
|----------------------|------------|--------------|-------------------|------------|--------------|-------------------|
| $(-1.25, 0.5)$       | 89         | 1.30         | $K_{89} > 0$      | 14         | 1.46         | $K_{14} - a_0 P_{14}^T P_{14}$ > 0 |
| $(-1.25, 0.75)$      | 395        | 1.57         | $K_{395} > 0$    | 45         | 1.36         | $K_{45} - a_0 P_{45}^T P_{45}$ > 0 |
| $(1.25, 0.5)$        | 79         | 1.35         | $K_{79} \not\geq 0$ | 13         | 1.36         | $K_{13} - a_0 P_{13}^T P_{13}$ \not\geq 0 |
| $(1.25, 1.25)$       | 3416       | 23.84        | $K_{3416} \not\geq 0$ | 257        | 1.38         | $K_{257} - a_0 P_{257}^T P_{257}$ \not\geq 0 |

7.2 Improved stability criterion

A current challenge is to reduce the estimate $r$ presented in Theorem 18. A finite criteria of stability, established with the help of Theorem 15, presented in Egorov (2016), reduced this estimate. A further reduction was achieved in Egorov (2020), which slashed the number $r$ by approximately two.

In this section, we give one possible improvement, which has not been published before in the present form.

Consider the block-matrix

$$P_r = (I_n, K_1,\ldots,K_n) \in \mathbb{R}^{nr \times nr}.$$  

**Theorem 19** System (1) is exponentially stable if and only if the Lyapunov condition holds and

$$K_r - a_0 P_r^T P_r > 0,$$

where

$$r = 1 + \left[ H e^{LH} (M + L) \left( \alpha + \sqrt{\alpha (\alpha + 1)} \right) - H L \right]$$

with $\alpha = \frac{\rho}{\beta^* + a_0}$ and $a_0 \in (0, a_0^\ast)$. Here $\rho$, $a_0^\ast$ and $\beta^*$ are determined by Lemma 8, Theorem 15 and 17, respectively.

**Proof 4** Necessity: By using the lower bound (18) and equation (13), we have, for every $\gamma \in \mathbb{R}^{nr}$ such that $\psi_r(0) \neq 0$,

$$\gamma^T (K_r - a_0 P_r^T P_r) \gamma = v_1(\psi_r) - a_0 \|\psi_r(0)\|^2$$

$$\geq v_1(\psi_r) - a_0^\ast \|\psi_r(0)\|^2 \geq 0.$$

For the case $\psi_r(0) = 0$, $\gamma \neq 0$, the inequality

$$\gamma^T (K_r - a_0 P_r^T P_r) \gamma > 0$$

remains valid by Theorem 13.

Sufficiency: As in the proof of Theorem 18 we obtain

$$v_1(\psi_r) = v_1(\psi_r) - 2\varphi(E_r) + v_1(E_r)$$

$$\leq -\beta^* + 2\rho \|E_r\|_H + \rho \|E_r\|^2_H.$$

Since $\|\psi_r(0)\| = \|\varphi(0)\| = 1$,

$$\gamma^T (K_r - a_0 P_r^T P_r) \gamma = v_1(\psi_r) - a_0 \|\psi_r(0)\|^2$$

$$\leq - (\alpha_0 + \beta^*) + 2\rho \|E_r\|_H + \rho \|E_r\|^2_H$$

$$\leq (\alpha_0 + \beta^*)(-1 + 2\alpha \|E_r\|_H + \|E_r\|^2_H).$$

The rest of the proof is similar to the one of Theorem 18.

8 State of the art

We have been able to present stability tests in terms of the Lyapunov matrix of several classes of delay systems. We outline in this section the progress made up to now.

8.1 Systems with pointwise and distributed delays

The approach described in this paper was extended to the case of systems with multiple pointwise and distributed delays of the form

$$\dot{x}(t) = \sum_{j=0}^{m} A_j x(t - h_j) + \int_{-H}^{0} G(\theta)x(t + \theta) d\theta,$$

where $G$ is a real piecewise continuous matrix function defined on $[-H, 0]$.

The necessary conditions were presented in Cuvas and Mondié (2016) and the infinite criterion of stability is proven in Egorov et al. (2017). The finite criterion is available in Castaño et al. (2022). The form (14) of the necessary conditions is the same; of course the Lyapunov matrix is now the one corresponding to the distributed delay system. For these systems, a semi-analytic construction of the delay Lyapunov matrix is possible when, on the one end, the delays and the discontinuity points of $G$ are commensurate, and on the other hand, the kernel can be expressed as the solution of a linear delay-free system on
every segment of discontinuity. The basic construction method introduced in Kharitonov (2006) is clarified in Aliseyko (2018). Application examples with constant, polynomial, exponential and gamma distributions are reported in Cunha et al. (2015); Aliseyko (2019); Juárez and Mondié (2018); Aliseyko and Kharitonov (2019); Juárez et al. (2020).

8.2 Systems of neutral type

We have obtained necessary stability conditions, also of the form (14), in Gomez et al. (2017a) for systems of neutral type described by

\[
\frac{d}{dt}(x(t) - Dx(t - H)) = A_0 x(t) + A_1 x(t - H),
\]

where \(D, A_0\) and \(A_1\) belong to \(\mathbb{R}^{n \times n}\), and \(H > 0\) is the delay. The neutral case is, as usual, more tricky, and special care has to be paid to the jump discontinuities of the system. The generalization of the necessary conditions to the multiple commensurate delays case is carried out in Gomez et al. (2017b). As for retarded type systems, the attainment of the stability criterion for neutral type systems is based on the introduction of the compact set

\[
S_\mu = \{ \varphi \in C^1([-H,0], \mathbb{R}^n) : \|\varphi\|_n = \|\varphi(0)\|_n = 1, \|\varphi\|_n \leq \mu M \},
\]

where

\[
M = \|A_0\| + \|A_1\| \quad \text{and} \quad \mu = \frac{d}{1 - \rho}
\]

with \(d \geq 1\) and \(\rho \in (0,1)\) such that \(\|D^k\| \leq d \rho^k, k = 0, 1, 2, \ldots\). Some advances on the finite stability criterion of neutral type delay system were presented in Gomez et al. (2018) when matrix \(D\) is such that \(\|D\| < 1\). The general result in the form of Theorem 18 is proven in Gomez et al. (2021). Again, the effective testing of the conditions depends on the availability of the delay Lyapunov matrix of the system. For the construction method introduced in Kharitonov (2013) and examples, the reader is referred to Gomez et al. (2016a).

8.3 Linear periodic systems with delays

In Gomez et al. (2016a), inspired by the developments of converse results presented in Letzgina and Zhukov (2009), we provide necessary stability conditions for the class of systems described by

\[
\dot{x}(t) = \sum_{j=0}^{m} A_j(t) x(t - h_j), \quad (23)
\]

where \(A_j, j = 0, m\), are matrices of continuous coefficients with period \(T\), i.e., \(A_j(t) = A_j(t + T), t \geq 0, j = 0, m\), with range in \(\mathbb{R}^{n \times n}\), and the delays \(h_0, h_1, \ldots, h_m\) are constant. The stability conditions are similar to those obtained in the time-invariant case.

**Theorem 20** If system (23) is exponentially stable, then the following condition holds for any positive integer \(r\), any \(\tau_i \in [0, H], i = 1, r\), and any \(t \in [0, T]\\):

\[
[U(t - \tau_i, t - \tau_j)]_{i,j=1}^{r} \geq 0.
\]

The delay Lyapunov matrix for system (23) is a function of two arguments. In the single-delay case with \(T = h_1 = H\) it is solution of the partial differential equation system

\[
\frac{\partial U(\tau_1, \tau_2)}{\partial \tau_1} = -A_0^T (\tau_1) U(\tau_1, \tau_2) - A_1^T (\tau_1) V(\tau_1, \tau_2),
\]

\[
\frac{\partial V(\tau_1, \tau_2)}{\partial \tau_2} = -V(\tau_1, \tau_2) A_0 (\tau_2) - U(\tau_1, \tau_2) A_1 (\tau_2),
\]

subject to the boundary conditions

\[
\frac{d}{dt} (U(\tau, \tau)) = -A_0^T (\tau) U(\tau, \tau) - A_1^T (\tau) V(\tau, \tau)
\]

\[
- U(\tau, \tau) A_0 (\tau) - U(\tau - T, \tau) A_1 (\tau) - W,
\]

\[
V(\tau - T, \tau) = U(\tau, \tau),
\]

\[
V(\tau - T, 0) = U(\tau, T),
\]

\[
V(\tau - T, 0) = V(\tau, T),
\]

where \(\tau_1\) and \(\tau_2\) are such that \(\tau_2 - \tau_1 \in [0, T], \tau_2 \in [0, T], \) and \(\tau \in [0, T]\).

The computation of the delay Lyapunov matrix is a challenging issue that is addressed in Gomez et al. (2019a); Michiels and Gomez (2020).

8.4 Difference equations in continuous time and integral delay equations

We have extended the present approach to some classes of non-differential linear systems, namely, difference equations of the form

\[
x(t) = \sum_{j=1}^{m} A_j x(t - h_j),
\]

where \(x(t) \in \mathbb{R}^n, A_1, \ldots, A_m\) are constant real \(n \times n\) matrices, and \(h_1, h_2, \ldots, h_m\) are the delays, \(\max\{h_1, \ldots, h_m\} = H\), and also to integral equations of the form

\[
x(t) = \int_{-H}^{0} G(\theta) x(t + \theta) d\theta
\]

with piecewise continuous kernel \(G\), and delay \(H\). These equations appear in the difference operator of
neutral type systems, and in the modeling of distributed parameter systems. The fundamental matrix and Cauchy formula of integral equations is reported in [Melchor-Aguilar et al. (2010)]. The definition of the Lyapunov matrix,

\[ U(\tau) = \int_0^\infty (K(t) - K_0)\tau W K(t + \tau)dt, \]

insures it is well-defined for all \( \tau \in \mathbb{R} \) when the system is stable. Here,

\[ K_0 = \left( \sum_{j=1}^m A_j - I_n \right)^{-1} \]

for difference equations, and

\[ K_0 = \left( \int_0^0 G(\theta)d\theta - I_n \right)^{-1} \]

for integral equations. In both cases, the necessary conditions have the same general form

\[ [F(\tau_i, \tau_j)]_{i,j=1}^r > 0, \]

where \( 0 \leq \tau_1 < \tau_2 < \ldots < \tau_r \leq H, \)

\[ F(\tau_i, \tau_j) = U(0) - U(\tau_j) - U(-\tau_i) + U(\tau_j - \tau_i). \]

Necessary stability conditions for difference equations in continuous time are presented in [Campos et al. (2018)]. Necessary conditions for integral delay equations found in [Ortiz et al. (2020)] are shown to be sufficient in [Ortiz et al. (2022)].

Of course, the Lyapunov matrix in (24) depends on the class of system under consideration. For integral equations, the construction of \( U \) for the case of kernels that are solution of a system of ordinary differential equations is available in [Ortiz and Mondié (2013)]. For difference equations in continuous time, the construction method is presented in [Rocha et al. (2017)]. For the commensurate delay case, it is trivial, while for the incommensurate case, one has to resort to approximations.

8.5 Linear systems with incommensurate delays

The general machinery employed in the paper remains valid in the incommensurate delay case. However, when the delays in (1) are not commensurate, the semi-analytic construction for matrix \( U \) is not possible. Thus, only an approximation is accessible. In [Egorov and Kharitonov (2018)], a computable bound on the approximation error of the Lyapunov matrix of a stable incommensurate delay system and a nearby stable commensurate one is presented, and it is shown how the approximate functional allows to analyze stability. These results allowed the presentation of necessary stability conditions for the incommensurate case in [Alexandrova and Mondié (2021)].

9 Ongoing and future research

Next, we outline current ongoing work and topics we believe are promising directions of research in the present framework.

9.1 Completion of current partial results

Current research includes completing the results obtained up to now. The ultimate goal is a stability criterion in a finite number of operations for each class of systems in Section 8. Generalizations or combinations of the cases described in Section 8 are possible. For example, neutral type systems with multiple delays in the difference operator and neutral type systems with distributed delays for which the construction of the Lyapunov matrix is available [Aliseykla (2019)].

Some generalizations deserve attention because they describe problems of practical interest. A first example is the combination of difference equation in continuous time with integral delay equation of the form

\[ x(t) = \sum_{j=1}^m A_j x(t - h_j) + \int_{-H}^0 G(\theta)x(t + \theta)d\theta, \]

which is an appropriate model for epidemics and population models. A second example is the interconnection of systems of differential delay equations with integral equations, which describes the closed-loop of state and input delay systems with predictor-based control law assigning a finite spectrum [Kharitonov (2014)]. Here, a challenging problem is the distinct type of stability criteria for the differential and integral equations.

9.2 Extensions to other classes of systems

Based on the experience gained in the study of the cases in Section 8, one can sketch a road map for presenting stability criteria in terms of the Lyapunov matrix of linear systems in general.

The prerequisite to be developed are:

- determine the fundamental matrix and Cauchy formula for the system under consideration (provided that solutions of the system exist and are unique),
- define the concept of stability for the system,
• find, assuming the system stability, the form of the functional with prescribed quadratic negative derivative,

• define the corresponding Lyapunov matrix (notice that such choice is not unique),

• deduce properties of the Lyapunov matrix allowing its construction and develop the corresponding algorithm,

• present necessary and sufficient stability theorems in the form of a positivity condition for the obtained functional.

Once these elements are at hand, the steps presented in this contribution can be followed.

We believe that the above prerequisites are available, or can be developed, in the cases of stochastic linear delay system with Wiener process, parabolic partial differential equations such as the heat equation, and hyperbolic ones such as the wave equation.

However, caution is in order: extensions are not straightforward as each class of systems presents challenges related to the Lyapunov matrix definition, its construction, and the stability theorems.

9.3 Other approximations of the initial function

Another strategy for presenting finite criterion of stability is possible if the prerequisites described in Section 9.2 are satisfied. Instead of using the initial functions in terms of the system fundamental matrix that reveal the Lyapunov matrix in the stability criterion, one can use an initial function expressed in terms of a given basis with free parameters. A bound on the approximation error of arbitrary initial conditions of the compact set $S$ with elements on this basis must be determined.

In this line of research, the initial function has been approximated by piecewise linear continuous functions in the case of systems with multiple delays in Medvedeva and Zhabko (2015), and neutral type systems in Alexandrova and Zhabko (2019). Legendre polynomials approximations were used for single-delay systems in Bajodek et al. (2022). Other approximation choices of the initial functions are possible, for example, the Chebyshev polynomials used in Jarlebring et al. (2011) for the approximation of matrix $U$.

The order of approximation for which the necessary and sufficient stability condition is reached with these methods are substantially small compared to the approximation by fundamental matrices, thus making the results quite appealing. The reason is that the initial conditions $\psi_r$ defined in (8) poorly approximate arbitrary initial functions $\varphi \in C^{(1)}([-H, 0], \mathbb{R}^n)$ resulting in a large bound for the estimation error.

However, within the above mentioned approaches, the positivity test requires the computation of integrals. The proposed recursive formulae are time-consuming and prone to accumulating numerical errors. Regarding time consumption, there seems to be a trade-off between the quality of the approximations and the complexity of the recursive formula for computing the integrals. Notice also that results based on other approximations lose the simplicity of the criterion $K_r > 0$, which only requires computing the Lyapunov matrix at a finite number of points.

9.4 Alternative method for determining conditions in terms of the Lyapunov matrix

The form of the necessary stability conditions in terms of the delay Lyapunov matrix can be uncovered directly. However, this approach relies on the stability assumption of the system; thus it cannot be used to prove the stability criterion. This strategy have been helpful in Campos et al. (2018), Ortiz et al. (2020).

As the fundamental matrix $K(\cdot + \tau)$ is solution of (1) for any $\tau \geq 0$, it satisfies the Cauchy formula.

**Lemma 21** For $t \geq 0$ and $\tau \geq 0$, the fundamental matrix is such that

$$K(t+\tau) = K(t)K(\tau) + \sum_{j=1}^{m} \int_{-h_j}^{0} K(t-\theta-h_j)A_1K(\theta+\tau)\,d\theta.$$  

Consider (8) as initial function. From equation (2),

$$x(t, \psi_r) = \sum_{i=1}^{r} \left( K(t)K(\tau_i) \right) + \sum_{j=1}^{m} \int_{-h_j}^{0} K(t-\theta-h)A_1K(\theta+\tau_i)\,d\theta \gamma_i.$$  

In view of Lemma 21, this is

$$x(t, \psi_r) = \sum_{i=1}^{r} K(t+\tau_i)\gamma_i, \quad t \geq -H. \quad (25)$$  

The assumption of exponential stability of system (1)
and the substitution of (25) into (5) yield
\[
v_1(\psi_r) = \int_{-H}^{\infty} x^T(t, \psi_r) W x(t, \psi_r) \, dt
= \int_{-H}^{\infty} \left( \sum_{i=1}^{r} \gamma_i^T K^T(t + \tau_i) \right) W \left( \sum_{j=1}^{r} K(t + \tau_j) \gamma_j \right) \, dt
= \sum_{i=1}^{r} \sum_{j=1}^{r} \gamma_i^T \int_{-H}^{\infty} K^T(t + \tau_i) W K(t + \tau_j) \, dt \gamma_j,
\]
and the change of variable \( t + \tau_i = s \) gives
\[
v_1(\psi_r) = \sum_{i=1}^{r} \sum_{j=1}^{r} \gamma_i^T \left( \int_{\tau_i - H}^{\infty} K^T(s) W K(s + \tau_j - \tau_i) \, ds \right) \gamma_j.
\]
By using equality (4), we get
\[
v_1(\psi_r) = \sum_{i=1}^{r} \sum_{j=1}^{r} \gamma_i^T U(\tau_j - \tau_i) \gamma_j = \gamma^T [U(\tau_j - \tau_i)]_{i,j=1}^{r},
\]
where \( \gamma = (\gamma_1^T \ldots \gamma_r^T)^T \). From Theorem 3 we conclude that
\[
[U(\tau_j - \tau_i)]_{i,j=1}^{r} > 0.
\]
Current research aims at the extension of this result to unstable systems. The idea is to consider parametrized form of functional \( v_1 \) and of the Lyapunov matrix \( U \):
\[
\hat{v}_1(\varphi, p) = \int_{-H}^{\infty} e^{-pt} x^T(t, \varphi) W x(t, \varphi) \, dt,
\]
\[
\hat{U}(\tau, p) = \int_{0}^{\infty} e^{-pt} K^T(t) W K(t + \tau) \, dt.
\]
Parameter \( p \) is complex. It is clear that such integrals converge only for \( p \) with sufficiently large real part. But for other values of \( p \) we can use the analytic continuation. Thus, we can prove all the desired properties for the improper integrals and then continue them analytically.

One can show that the analytic continuation to point \( p = 0 \) exists, if the Lyapunov condition holds.

10 Conclusion

We have presented sleek necessary and sufficient stability conditions that match the delay-free case: they are expressed as a positivity condition of the system Lyapunov matrix and can be verified in a finite number of operations. The general framework we introduce allows

the presentation of other finite criteria of stability and extensions to other classes of linear systems.

We hope the detailed presentation of the multiple delay case corresponding to papers scattered in the past decade’s literature will help to understand the topic and encourage future research in this direction.

A Proof of necessary stability conditions in terms of functional \( v_1 \)

A.1 Proof of Theorem 3

Consider the functional
\[
\bar{v}(\varphi) = v_1(\varphi) - \frac{1}{m + 1} \sum_{j=0}^{m} \int_{-H}^{-h_j} \varphi^T(\theta) W \varphi(\theta) \, d\theta
- \alpha_0 \| \varphi(0) \|^2.
\]
Its derivative along the solutions of system (1) is
\[
\mathcal{D}^+ \bar{v}(\varphi) = \mathcal{D}^+ v_1(\varphi) - \frac{1}{m + 1} \sum_{j=0}^{m} \varphi^T(-h_j) W \varphi(-h_j)
+ \varphi^T(-H) W \varphi(-H) - 2\alpha_0 \varphi^T(0) \sum_{j=0}^{m} A_j \varphi(-h_j).
\]
By (6),
\[
\mathcal{D}^+ \bar{v}(\varphi) = -\frac{1}{m + 1} \sum_{j=0}^{m} \varphi^T(-h_j) W \varphi(-h_j)
- 2\alpha_0 \varphi^T(0) \sum_{j=0}^{m} A_j \varphi(-h_j).
\]
As the first term is negative definite, there exists sufficiently small positive \( \alpha_0 \) to preserve negativity. For such value of \( \alpha_0 \)
\[
\mathcal{D}^+ \bar{v}(\varphi) \leq 0.
\]
As the systems is exponentially stable, i. e., \( \lim_{t \to \infty} \bar{v}(x_t(\varphi)) = 0 \), then
\[
\bar{v}(\varphi) = -\int_{0}^{\infty} \mathcal{D}^+ \bar{v}(x_t(\varphi)) \, dt \geq 0.
\]
Therefore,
\[
v_1(\varphi) \geq \frac{1}{m + 1} \sum_{j=0}^{m} \int_{-H}^{-h_j} \varphi^T(\theta) W \varphi(\theta) \, d\theta + \alpha_0 \| \varphi(0) \|^2
\geq \frac{1}{m + 1} \int_{-H}^{0} \varphi^T(\theta) W \varphi(\theta) \, d\theta + \alpha_0 \| \varphi(0) \|^2.
\]
We can take \( \alpha_1 = \frac{\lambda_{\text{min}}(W)}{m + 1} \).
A.2 Proof of Theorem 15

An obvious corollary of the proof of Theorem 3:

\[ v_1(\varphi) \geq \alpha_0, \quad \varphi \in S. \]

Let us show that \( D^+ \tilde{v} \) in the proof of Theorem 3 is nonnegative for \( \alpha_0 = \alpha_0^a \).

Equality (A.1) can be rewritten as

\[ D^+ \tilde{v}(\varphi) = -\frac{1}{m+1} \left( \sum_{j=0}^m \varphi^T(h_j)W\varphi(h_j) - 2\varphi^T(0) \sum_{j=0}^m A_j\varphi(h_j) \right) \]

\[ = -\frac{1}{m+1} \left( \tilde{\varphi}^T \left( I_{m+1} \otimes W \right) \tilde{\varphi} - 2\tilde{\varphi}^T \left( \varphi^T(0) \sum_{j=0}^m A_j \varphi(h_j) \right) \right), \]

where \( \tilde{\varphi} = (\varphi(0), \varphi(h_1), \ldots, \varphi(h_m))^T \).

Symmetrization leads to

\[ D^+ \tilde{v}(\varphi) = -\frac{1}{(m+1)\lambda_{\min}(P)} \tilde{\varphi}^T \left( \lambda_{\min}(P) I_{m+1} \otimes W - e_1 \otimes I_n \cdot A - A^T \cdot e_1^T \otimes I_n \right) \tilde{\varphi}. \]

As \( W \) is positive definite, we can apply Cholesky decomposition:

\[ I_{m+1} \otimes W = I_{m+1} \otimes C^T \cdot I_{m+1} \otimes C, \]

where \( C \) is invertible. By Schur complement, the eigenvalues of \( P \) are the same as those of matrix

\[ P = I_{m+1} \otimes C^{-T} \cdot (e_1 \otimes I_n \cdot A + A^T \cdot e_1^T \otimes I_n) \cdot I_{m+1} \otimes C^{-1}. \]

Now (A.2) takes the form

\[ D^+ \tilde{v}(\varphi) = -\frac{1}{(m+1)\lambda_{\min}(P)} \tilde{\varphi}^T \cdot I_{m+1} \otimes C \cdot \left( \lambda_{\min}(P) I_{m+1} \otimes W - P \right) \cdot I_{m+1} \otimes C \cdot \tilde{\varphi}. \]

The matrix in brackets is negative semidefinite. It remains two show that \( \lambda_{\min}(P) < 0 \).

If, on the contrary, all eigenvalues of \( P \) (equivalently, \( \tilde{P} \)) are nonnegative, then

\[ \mu^T \left( e_1 \otimes I_n \cdot A + A^T \cdot e_1^T \otimes I_n \right) \mu \geq 0 \quad (A.3) \]

for any \( \mu \in \mathbb{R}^{n(m+1)} \).

Assume for simplicity that matrix \( A_m \) is nontrivial. Let \( \gamma \in \mathbb{R}^n \) be such that \( A_m \gamma \neq 0 \). Take

\[ \mu = -e_1 \otimes (\delta A_m \gamma) + e_{m+1} \otimes \gamma, \]

where \( e_{m+1} = (0, \ldots, 0, 1)^T \in \mathbb{R}^{n+1} \), number \( \delta > 0 \). Substitution of the above value of \( \mu \) into (A.3) and simple computations give

\[ -2\delta \gamma^T A_m^T A_m \gamma + \delta^2 \gamma^T A_m^T (A_0^T + A_0) A_m \gamma \geq 0. \]

For sufficiently small \( \delta \), this inequality fails. This contradiction finishes the proof.

B Proof of necessary instability conditions in terms of functional \( v_1 \)

B.1 Proof of Theorem 4

As system (1) is unstable and the Lyapunov condition holds, there exists an eigenvalue \( s_0 = p + iq \) with \( p > 0 \) and \( q \geq 0 \), and two vectors \( C_1, C_2 \in \mathbb{R}^n \) such that

\[ x(t, \varphi) = \ell e^{pt} \phi(t), \quad t \in (-\infty, \infty), \]

where \( \ell \) is an arbitrary real number and \( \phi(t) = \cos(qt) C_1 - \sin(qt) C_2 \), is solution of (1) corresponding to the initial function

\[ \tilde{\varphi}(\theta) = x(\theta, \varphi), \quad \theta \in [-H, 0]. \]

Moreover, the vectors \( C_1 \) and \( C_2 \) satisfy \( C_1^T C_2 = 0 \), \( \|C_1\| = 1 \) and \( \|C_2\| \leq 1 \), cf. (Gomez et al., 2019b, Lemma 8).

Since for any \( \varphi \in \mathbf{PC}([-H, 0], \mathbb{R}^n) \)

\[ D^+ v_1(\varphi) = -\varphi^T (-H) W \varphi (-H), \]

we have that

\[ v_1(x_T(\varphi)) - v_1(\varphi) = -\int_0^T x^T(t-H, \varphi) W x(t-H, \varphi) dt \]

\[ = -\int_{-H}^{T-H} x^T(t, \varphi) W x(t, \varphi) dt, \]

where \( W \) is positive definite. If \( T = 2\pi/q \) for \( q \neq 0 \), and \( T = 1 \) for \( q = 0 \), it is a period of function \( \phi \). Therefore, we have \( x_T(\varphi) = e^{2\pi t} \tilde{\varphi} \) and

\[ v_1(x_T(\varphi)) = e^{2\pi t} v_1(\varphi), \]
which implies that
\[ v_1(\bar{x}) = -\frac{1}{e^{2pT} - 1} \int_{-H}^{T-H} x^T(t, \bar{x}) W x(t, \bar{x}) \, dt \]
\[ \leq -\frac{\lambda_{\min}(W)}{e^{2pT} - 1} \int_{-H}^{T-H} \|x(t, \bar{x})\|^2 \, dt. \]

By the above mentioned properties of vectors \( C_1 \) and \( C_2 \),
\[ \int_{-H}^{T-H} \|x(t, \bar{x})\|^2 \, dt \geq \ell^2 \int_{-H}^{T-H} e^{2pt} \cos^2(qt) \, dt = \ell^2 \frac{e^{-2pH} (e^{2pT} - 1)}{4p} f(q), \]
where
\[ f(q) = \cos^2(qH) + \frac{(p \cos(qH) - q \sin(qH))^2}{p^2 + q^2}. \]

Hence,
\[ v_1(\bar{x}) \leq -\ell^2 \frac{\lambda_{\min}(W)e^{-2pH}}{4p} f(q). \]

It is easy to see that \( f(q) > 0 \) for any \( q \). Therefore, for any \( \beta > 0 \) there exists \( \ell \) such that \( v_1(\bar{x}) \leq -\beta \).

**B.2 Proof of Theorem 17**

The proof is based on the one of Theorem 4. We take the same solution \( x(\cdot, \bar{x}) \) with \( \ell = 1 \). For the corresponding \( \bar{x} \)
\[ v_1(\bar{x}) \leq -\frac{\lambda_{\min}(W)e^{-2pH}}{4p} f(q). \]

We focus now on providing a strictly positive lower bound for the function \( f \). On the one hand
\[ f(q) \geq \cos^2(qH). \]

On the other hand
\[ f(q) = 1 + \frac{p}{\sqrt{p^2 + q^2}} \left( \frac{p}{\sqrt{p^2 + q^2}} \cos(2qH) - \frac{q}{\sqrt{p^2 + q^2}} \sin(2qH) \right) \geq 1 - \frac{p}{\sqrt{p^2 + q^2}}. \]

As \( a \) is an upper estimate of the real part of the rightmost root of system (1), \( p \leq a \) and
\[ f(q) \geq 1 - \frac{a}{\sqrt{a^2 + q^2}}. \]

Thus, to find a positive lower bound for the function \( f \) independent of \( q \), one needs to solve the following optimization problem:
\[ \min_{q \in (0, \infty)} \max \left\{ \cos^2(qH), 1 - \frac{a}{\sqrt{a^2 + q^2}} \right\}. \]

It is easy to see that the minimum is achieved at point \( q_0 \in \left(0, \frac{\pi}{2H}\right) \), such that
\[ \cos^2(q_0H) = 1 - \frac{a}{\sqrt{a^2 + q_0^2}}. \]

The substitution \( b = q_0H \) and some simple transformations lead to equality (19). Since
\[ g(b) = ((aH)^2 + b^2) \sin^4(b) - (aH)^2, \quad b \in \left[0, \frac{\pi}{2}\right], \]

is an increasing function,
\[ g(0) = -(aH)^2 < 0 \quad \text{and} \quad g \left(\frac{\pi}{2}\right) = \frac{\pi^2}{4} > 0, \]

the number \( b \) on \((0, \pi/2)\) such that \( g(b) = 0 \) exists and is unique. Therefore, by the fact that \( 0 < p \leq a \), we get the desired result:
\[ v_1(\bar{x}) \leq -\frac{\lambda_{\min}(W)e^{-2aH}}{4a} \cos^2(b). \]

It remains to show that \( \bar{x} \in S \). By construction, for \( t \in (-\infty, \infty) \)
\[ \|x(t, \bar{x})\|^2 = e^{2pt} \left( \cos^2(qt) + \sin^2(qt) \|C_2\|^2 \right). \]

On \((-\infty, 0]\) this value is not greater than 1 and achieves 1 at zero. In particular, \( \|\bar{x}(0)\| = 1, \|\bar{x}(\theta)\| \leq 1, \theta \in (-H, 0) \).

Also, for \( t \in (-\infty, 0) \)
\[ \|\dot{x}(t, \bar{x})\| = \left\| \sum_{j=0}^m A_j x(t - h_j, \bar{x}) \right\| \leq \sum_{j=0}^m \|A_j\| \|x(t - h_j, \bar{x})\| \leq \sum_{j=0}^m \|A_j\| = M. \]

Hence, \( \|\dot{x}(\theta)\| \leq M, \theta \in [-H, 0] \).

**C Proof of Lemma 6**

To reduce the expression of the functional valued at the special initial function to expression (12), the following
technical property, which holds true for $\tau_1 \geq 0, \tau_2 \in \mathbb{R}$ is needed (see, Egorov and Mondié, 2014b for the proof):

$$U(\tau_1 + \tau_2) = U(\tau_2)K(\tau_1)$$

$$+ \sum_{j=1}^{m} \int_{0}^{\tau_2 - \theta - h_j} U(\tau_2 - \theta - h_j)A_j K(\tau_1 + \theta) d\theta$$

$$+ \int_{-H}^{\tau_2} K^T(-\tau_2 + \theta)W K(\tau_1 + \theta) d\theta.$$  \hfill (C.1)

A direct consequence of this formula for $\tau_1 \geq 0, \tau_2 \geq 0$ is

$$U(\tau_1 + \tau_2) = U(\tau_2)K(\tau_1)$$

$$+ \sum_{j=1}^{m} \int_{0}^{\tau_2 - \theta - h_j} U(\tau_2 - \theta - h_j)A_j K(\tau_1 + \theta) d\theta.$$  \hfill (C.2)

The substitution of (11) into (10) yields

$$z(K(\tau_1 + \cdot)u, K(\tau_2 + \cdot)\eta) = \mu^T \left[ K^T(\tau_1)U(0)K(\tau_2) + \sum_{j=1}^{m} \int_{0}^{\tau_2 - \theta - h_j} U(\tau_2 - \theta - h_j)A_j K(\tau_1 + \theta) d\theta + \sum_{k=1}^{m} \int_{-h_k}^{\tau_2 - \theta - h_k} K^T(\tau_1 + \theta)A_k^T U(\theta + h_k) d\theta K(\tau_2) + \sum_{k=1}^{m} \int_{-h_k}^{\tau_2 - \theta - h_k} K^T(\tau_1 + \theta)A_k^T U(\theta + h_k) d\theta K(\tau_2)$$

$$+ \sum_{k=1}^{m} \int_{-h_k}^{\tau_2 - \theta - h_k} K^T(\tau_1 + \theta)A_k^T U(\theta + h_k) d\theta K(\tau_2) + \int_{-H}^{\tau_2} K^T(\tau_1 + \theta)W K(\tau_2 + \theta) d\theta \right] \eta.$$  \hfill (C.2)

Equality (C.2), applied to the first pair of terms and to the next one, implies that

$$z(K(\tau_1 + \cdot)u, K(\tau_2 + \cdot)\eta) = \mu^T \left[ K^T(\tau_1)U(\tau_2) + \sum_{k=1}^{m} \int_{-h_k}^{\tau_2 - \theta - h_k} K^T(\tau_1 + \theta)A_k^T U(\tau_2 + \theta + h_k) d\theta + \int_{-H}^{\tau_2} K^T(\tau_1 + \theta)W K(\tau_2 + \theta) d\theta \right] \eta.$$  \hfill (C.2)

Property (C.1) leads to the desired result.
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