Spatially covariant gravity with velocity of the lapse function: the Hamiltonian analysis
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Abstract. We investigate a large class of gravity theories that respect spatial covariance, and involve kinetic terms for both the spatial metric and the lapse function. Generally such kind of theories propagate four degrees of freedom, one of which is an unwanted scalar mode. Through a detailed Hamiltonian analysis, we find that the condition requiring the kinetic terms to be degenerate is not sufficient to evade the unwanted scalar mode in general. This is because the primary constraint due to the degeneracy condition does not necessarily induce a secondary constraint, if the mixing terms between temporal and spatial derivatives are present. In this case, the second condition that we dub as the consistency condition must be imposed in order to ensure the existence of the secondary constraint and thus to remove the unwanted mode. We also show how our formalism works through an explicit example, in which the degeneracy condition is not sufficient and thus the consistency condition must be imposed.
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1 Introduction

Scalar-tensor theories play an important role in the study of cosmology and gravity theories. Phenomenologically, they provide the most popular playground for building cosmological models. Theoretically, as a modification of Einstein’s General Relativity (GR), scalar-tensor theories provide a framework to examine fundamental nature of gravitation.

During the past decade, tremendous progresses have been made in extending the scope of scalar-tensor theories, in particular, by introducing higher derivatives of the scalar field(s) as well as novel couplings between scalar field(s) and the gravity. The representative achievements along this line are the $k$-essence [1, 2] — the most general theory for covariant scalar field(s) involving first-derivatives in the Lagrangian, and the Horndeski/galileon theory [3–5] — the most general covariant scalar-tensor theory involving up to second derivatives both in the Lagrangian as well as in the equations of motion. In the recent a couple of years, interests in this direction have been focused on introducing higher order derivatives of the scalar field(s) but with degeneracies [6–18], which guarantees the healthiness of the theories in the presence of higher derivatives, in particular, the absence of Ostrogradsky ghost [19, 20].
An alternative and yet more powerful approach to the scalar-tensor theories is to construct theories that do not respect the full symmetry of GR, i.e., the spacetime diffeomorphism. In fact, the “scalar” is not necessarily a covariant scalar field, but is essentially an effective scalar-type physical degree of freedom. It is well-known that for theories with gauge redundancies, new degrees of freedom may arise by reducing the gauge symmetries. Theories along this line can be traced back to the effective field theory (EFT) of inflation [21, 22] as well as Horava gravity [23, 24]. The EFT of inflation has been extensively studied and also applied to dark energy [25–32]. These theories are metric theories that respect only spatial symmetry instead of the full spacetime symmetry. Therefore, we may refer to such kinds of theories as subsets of “spatially covariant gravity”.

When fixing the gauge by choosing the scalar field as the time coordinate (i.e., \( t = \phi(t, \vec{x}) \), which is dubbed as the “unitary gauge” in the literature), the Horndeski Lagrangian can be recast in a form similar to that of the EFT of inflation/dark energy [28]. Interestingly, by deforming the Horndeski Lagrangian in the unitary gauge [6], one may get theories beyond the Horndeski domain, of which the healthiness was proven in [7, 33, 34].

From the point of view of spatial symmetries, it is natural to explore such spatially covariant gravity theories as general as we can to see how far they can extend the scope of scalar-tensor theories. This possibility was firstly developed in [35], where a general framework for spatially covariant gravity was proposed. The Lagrangian is composed of polynomials of the extrinsic curvature \( K_{ij} \) — which encodes the velocity of spatial metric \( \dot{h}_{ij} \) — with coefficients being generally functions of the lapse function \( N \), spatial curvature \( R_{ij} \) as well as their spatial derivatives. The covariant scalar-tensor theory corresponding to that in [35] goes far beyond previously known theories. Nevertheless, it has been shown that the theory propagates at most 3 physical degrees of freedom, through Hamiltonian analysis in a perturbative manner [36] and in a non-perturbative manner [37]. The framework has also shown novel features in cosmological applications [38–41].

An important ingredient, however, was omitted in the framework in [35], that is the velocity of the lapse function \( \dot{N} \). Although the lapse function \( N \) acts as an auxiliary variable in GR, there is no reason to make such a requirement in our construction. Indeed, if we try to put the spatial metric \( h_{ij} \) and the lapse function \( N \) in the equal footing, we should include the velocities of both. The velocity of the spatial metric \( \dot{h}_{ij} \) is encoded in the extrinsic curvature \( K_{ij} \equiv \frac{1}{2} \mathcal{L}_n h_{ij} \) with \( n \) the normal vector of the spatial hypersurfaces. We thus need to include \( \dot{N} \) in terms of \( \mathcal{L}_n N \) as well. In fact, as we shall explain in the next section, both \( \mathcal{L}_n h_{ij} \) and \( \mathcal{L}_n N \) are natural geometric object in our picture.

Another motivation of including \( \dot{N} \) in the theory stems from the study of scalar-tensor theories under field transformations, such as the disformal transformation [42] or mimetic transformation [43] (see [44] for a review on mimetic gravity). Such transformations can be used to generate scalar-tensor theories with higher order-derivatives without the Ostrogradsky ghosts [10, 12, 45–49]. In particular, the transformed theories typically acquire time derivative of the lapse function in the unitary gauge.

In this work, we will extend the framework in [35] by including the velocity of the lapse function \( \dot{N} \) (or precisely \( \mathcal{L}_n N \)) as one of the basic ingredients. Generally, if \( \dot{N} \) enters the Lagrangian arbitrarily, the theory will propagate 4 physical degrees of freedom. Our purpose is to build theories with at most 3 degrees of freedom, we thus need to examine under which conditions the unwanted fourth mode can be evaded.\(^1\) Counting degrees of freedom can be

\(^1\) The fourth mode in our formalism is not necessarily an Ostrogradsky ghost mode, as it is not associated with any higher derivative terms. We refer to the fourth modes as “unwanted” simply to make connection with the standard scenarios such as inflation or dark energy models with a single clock.
well performed in the Hamiltonian constraint analysis. The current work is thus devoted to this issue.

The paper is organized as following. In section 2, we introduce our action by emphasizing the naturalness of $\dot{N}$ as one of the basic ingredients. In section 3, we derive the primary constraints and define the canonical and total Hamiltonian. In section 4, one degeneracy condition and one consistency condition are derived in order to ensure the healthiness of the theory. In section 5, we derive the secondary constraints and then count the number of physical degrees of freedom by classifying the constraints. As an explicit example of how our formalism works, in section 6, we construct the Lagrangian which corresponds to the most general scalar-tensor theory that is quadratic in second derivative of the scalar field. Section 7 concludes.

2 The action

Let us start from the 4-dimensional point of view in order to see what the essential geometric ingredients are in our construction.

The basic picture in our construction is the 4-dimensional spacetime equipped with a foliation of one-parameter family of spacelike hypersurfaces. The hypersurfaces are specified to be the hypersurfaces with constant values of some scalar field $\phi$. There are two geometric (independent of local coordinates) quantities in this picture: the 4d metric $g_{\mu\nu}$, and the timelike vector field $n_\mu$ normal to the hypersurfaces. All other ingredients in our construction must be built of $g_{\mu\nu}$ and $n_\mu$. These include the induced metric $h_{\mu\nu} = g_{\mu\nu} + n_\mu n_\nu$ and the lapse function $N$, which arises from defining the normal vector $n_\mu = -N \nabla_\mu \phi$. Derivatives are also decomposed into the “intrinsic” one $D_\mu$ and the “extrinsic” one $\mathcal{L}_n$, which are the covariant derivative compatible with the induced metric $h_{\mu\nu}$ and the Lie derivative with respect to the normal vector $n^\mu = g^{\mu\nu} n_\nu$, respectively. The basic building blocks are thus

$$\phi, N, h_{\mu\nu},$$

with derivatives in terms of $D_\mu, \mathcal{L}_n$.

At this point, note the shift-vector $N_\mu$ that is familiar in the Arnowitt-Deser-Misner formalism should not be included on its own, of which the existence is simply the result of fixing the time direction, and thus requires more information than the geometric structure of the foliation. In fact, blindly including the shift vector will inevitably introduce more degrees of freedom.$^2$

The Lie derivative with respect to the normal vector $\mathcal{L}_n$ plays the role of time derivative in our construction. In this work, we restrict the Lie derivatives $\mathcal{L}_n$ up to the first order, while allow the spatial covariant derivatives $D_\mu$ to be of arbitrarily higher order. The action takes the following general form

$$S^{(\text{cov})} := \int d^4x \sqrt{-g} \mathcal{L}^{(\text{cov})} (\phi, N, h_{\mu\nu}, F, K_{\mu\nu}, D_\mu),$$

(2.1)

where $F := \mathcal{L}_n N$ and $K_{\mu\nu} := \frac{1}{2} \mathcal{L}_n h_{\mu\nu}$ is the extrinsic curvature. Note $\mathcal{L}_n \phi$ does not appear since $\mathcal{L}_n \phi \equiv 1/N$. In (2.1), the intrinsic Ricci tensor $\mathcal{R}_{\mu\nu}$ on the hypersurfaces is implicitly included.$^3$

$^2$This may however yield other types of interesting theories such as Lorentz-breaking massive gravity [50–53].

$^3$Keep in mind that in 3-dimension, the Riemann curvature is not independent, which is determined by Ricci tensor and Ricci scalar.
the scalar field \( \phi \) acquires a timelike gradient. This fact allows us to fix the time coordinate to be the scalar field itself \( t = \phi \), which is dubbed as the “unitary gauge” in the literature. In the unitary gauge, the action becomes

\[
S^{(u.g.)} = \int dt d^3x N \sqrt{h} \mathcal{L} (t, N, h_{ij}, F, K_{ij}, \nabla_i),
\]

(2.2)

with \( h \equiv \det h_{ij}, \nabla_i \) the covariant derivative compatible with the spatial metric \( h_{ij}, \) and

\[
F \equiv \frac{1}{N} \left( \dot{N} - \mathcal{L}_N N \right), \quad K_{ij} \equiv \frac{1}{2N} \left( \dot{h}_{ij} - \mathcal{L}_N h_{ij} \right),
\]

(2.3)

where a dot denotes the time derivative \( \partial_t \), \( \mathcal{L}_N \) denotes the Lie derivative with respect to the shift-vector \( N^i \). Again, the spatial Ricci curvature \( R_{ij} \) is implicitly included in (2.2). At this point, it is clear that the framework proposed in [35, 36] is a special case of (2.2) by turning off the dependence on \( F \).

Generally, the Lagrangian in (2.2) may be highly nonlinear in \( F \) and \( K_{ij} \), which makes the inversion of velocities \( \dot{N} \) and \( \dot{h}_{ij} \) in terms of the conjugate momenta impossible (at least no compact expressions). This problem can be solved by introducing Lagrange multipliers \( \Lambda, \Lambda^{ij} \) as well as the auxiliary fields \( A \) and \( B_{ij} \) that are spatial tensors, and rewrite (2.2) to be

\[
\tilde{S} = S + \int dt d^3x N \sqrt{h} \left[ \Lambda (F - A) + \Lambda^{ij} (K_{ij} - B_{ij}) \right],
\]

(2.4)

where and in what follows, \( S \) denotes \( S^{(u.g.)} \) defined in (2.2) after replacing \( F \rightarrow A \) and \( K_{ij} \rightarrow B_{ij} \), that is

\[
S := \int dt d^3x N \sqrt{h} \mathcal{L} (t, N, h_{ij}, A, B_{ij}, \nabla_i).
\]

(2.5)

It is clear that (2.4) together with the equations of motion for \( \Lambda \) and \( \Lambda^{ij} \) reproduces (2.2). Thus the two actions are equivalent, at least at the classical level.

We are also allowed to solve the Lagrange multipliers \( \Lambda \) and \( \Lambda^{ij} \) by varying (2.4) with respect to \( A \) and \( B_{ij} \), which yields

\[
\Lambda = \frac{1}{N \sqrt{h}} \frac{\delta S}{\delta A}, \quad \Lambda^{ij} = \frac{1}{N \sqrt{h}} \frac{\delta S}{\delta B_{ij}}.
\]

(2.6)

Then (2.4) becomes

\[
\tilde{S} = \int dt d^3x N \sqrt{h} \tilde{\mathcal{L}},
\]

(2.7)

with

\[
\tilde{\mathcal{L}} := \mathcal{L} + \frac{1}{N \sqrt{h}} \frac{\delta S}{\delta A} (F - A) + \frac{1}{N \sqrt{h}} \frac{\delta S}{\delta B_{ij}} (K_{ij} - B_{ij}).
\]

(2.8)

Eq. (2.7) together with (2.8) will be the starting point of the following analysis.

At this point, note \( \tilde{S} \) depends on in total 17 variables

\[
\{ \Phi_I \} := \{ N^i, A, B_{ij}, N, h_{ij} \},
\]

(2.9)

where the indices \( I, J, \cdots \) formally denote different kinds of variables as well as their tensorial indices. The functional dependence of \( \tilde{S} \) on the shift-vector \( N^i \) is encoded in \( F \) and \( K_{ij} \) through the Lie derivative \( \mathcal{L}_N \). In particular, \( S \) in (2.5) has no functional dependence on \( N^i \).
3 Primary constraints and the Hamiltonian

3.1 Primary constraints
The conjugate momenta corresponding to the variables (2.9) are defined as
\[ \Pi_I := \frac{\delta \tilde{S}}{\delta \dot{\Phi}_I}, \] (3.1)
which are explicitly given by
\[ \pi_i := \frac{\delta \tilde{S}}{\delta N^i} = 0, \] (3.2)
\[ p := \frac{\delta \tilde{S}}{\delta A} = 0, \quad p^{ij} := \frac{\delta \tilde{S}}{\delta B_{ij}} = 0, \] (3.3)
\[ \pi := \frac{\delta \tilde{S}}{\delta N} = \frac{1}{N} \frac{\delta S}{\delta A}, \quad \pi^{ij} := \frac{\delta \tilde{S}}{\delta h_{ij}} = \frac{1}{2N} \frac{\delta S}{\delta B_{ij}}. \] (3.4)
According to (3.2)–(3.4), there are in total 17 primary constraints
\[ \pi_i \approx 0, \quad p \approx 0, \quad p^{ij} \approx 0, \quad \tilde{\pi} := \pi - \frac{1}{N} \frac{\delta S}{\delta A} \approx 0, \quad \tilde{\pi}^{ij} := \pi^{ij} - \frac{1}{2N} \frac{\delta S}{\delta B_{ij}} \approx 0, \] (3.5)
where and throughout this work “\( \approx \)” represents “weak equality” that holds on the subspace in the phase space defined by the primary constraints \( \Gamma_P \). For later convenience, we denote
\[ \{ \Pi^I \} \equiv \{ \pi_i, p, p^{ij}, \pi, \pi^{ij} \}, \] (3.7)
for the set of momenta, and
\[ \{ \varphi^I \} := \{ \pi_i, p^{ij}, \tilde{\pi}, \tilde{\pi}^{ij} \}, \] (3.8)
for the set of primary constraints.

3.2 The Hamiltonian
The canonical Hamiltonian is obtained by performing a Legendre transformation
\[ H_C := \int d^3x \left( \sum_I \Pi_I^I \dot{\Phi}_I - N \sqrt{h} \tilde{\mathcal{L}} \right), \] (3.9)
where \( \tilde{\mathcal{L}} \) is given in (2.8). Simple manipulation yields
\[ H_C \approx H_C|_{\Gamma_P} = \int d^3x \left( \pi \dot{N} + \pi^{ij} \dot{h}_{ij} - N \sqrt{h} \tilde{\mathcal{L}} \right), \]
\[ = \int d^3x \left( NC + \pi \mathcal{L}_N N + \pi^{ij} \mathcal{L}_{\tilde{N}} h_{ij} \right), \] (3.10)
where \( \mathcal{L}_N \) is the Lie derivative with respect to the shift vector \( N^i \), and we define
\[ C := \pi A + 2 \pi^{ij} B_{ij} - \sqrt{h} \mathcal{L}, \] (3.11)
for short with \( \mathcal{L} \) given in (2.5). Since the canonical Hamiltonian is well-defined only on the subspace defined by the primary constraints \( \Gamma_P \), one is free to define a new \( H_C \) by appending an arbitrary linear combination of primary constraints to \( H_C|_{\Gamma_P} \) in (3.10). For our purpose, we choose
\[
H_C = H_C|_{\Gamma_P} + \int d^3x \left( p \mathcal{L}^N_A + p^{ij} \mathcal{L}^N_{B_{ij}} \right),
\]
(3.12)
of which the reason will become clear soon. It is then convenient to define the following functional
\[
X[\vec{N}] := \int d^3x \sum_I \Pi^I \mathcal{L}^N_{\Phi_I},
\]
(3.13)
where \( \vec{N} \) is shift vector, the summation runs over all pairs of canonical variables in (2.9) and (3.1). Using \( \pi_i \mathcal{L}^N N^i \equiv 0 \), (3.13) can be explicitly expanded to be
\[
X[\vec{N}] = \int d^3x \left( \pi \mathcal{L}^N N + \pi^{ij} \mathcal{L}^N h_{ij} + p \mathcal{L}^N_A + p^{ij} \mathcal{L}^N_{B_{ij}} \right).
\]
(3.14)
In terms of \( X[\vec{N}] \), \( H_C \) in (3.12) can be recast into an elegant form
\[
H_C = \int d^3x \left( NC \right) + X[\vec{N}],
\]
(3.15)
with \( C \) given in (3.11), where it is clear that the shift vector \( N^i \) enters the Hamiltonian linearly. From now on, we will use \( H_C \) defined in (3.15) as our starting point for the Hamiltonian analysis.

Due to the presence of primary constraints, the time-evolution is determined by the so-called total Hamiltonian defined by
\[
H_T := H_C + \int d^3x \left( \lambda_i \pi^i + v p + v_{ij} p^{ij} + \lambda \vec{\pi} + \lambda_{ij} \vec{\pi}^{ij} \right)
\]
\[
\equiv H_C + \int d^3y \sum_I \lambda_I (\vec{y}) \varphi^I (\vec{y}),
\]
(3.16)
where \( \{\lambda_I\} \equiv \{\lambda_i, v, v_{ij}, \lambda, \lambda_{ij}\} \) are undetermined Lagrange multipliers. In terms of the total Hamiltonian, the time evolution of any phase space function \( Q \) is given by
\[
\frac{dQ}{dt} \approx \frac{\partial Q}{\partial t} + [Q, H_T],
\]
(3.17)
where \([F, G]\) is the Poisson bracket defined by
\[
[F, G] := \int d^2z \sum_I \left( \frac{\delta F}{\delta \Phi_I (\vec{z})} \frac{\delta G}{\delta \Pi^I (\vec{z})} - \frac{\delta F}{\delta \Pi^I (\vec{z})} \frac{\delta G}{\delta \Phi_I (\vec{z})} \right).
\]
(3.18)
For simplicity, from now on we assume that the Lagrangian \( \mathcal{L} \) in (2.5) has no explicit time-dependence, i.e., \( \partial \mathcal{L}/\partial t \equiv 0 \). As a result, (3.17) simplifies to be
\[
\frac{dQ}{dt} \approx [Q, H_T].
\]
(3.19)
The generalization of the following analysis to a time-dependent Lagrangian is straightforward.
3.3 More on \(X[\vec{N}]\)

Before proceeding, let us discuss some properties of the functional \(X[\vec{N}]\). We may generalize the functional (3.13) to the case with a general spatial vector field \(\vec{\xi}\)

\[
X[\vec{\xi}] := \int d^3x \sum I \Pi^I \mathcal{L}_{\xi} \Phi_I
\]

\[
= \int d^3x \left( \pi_i \mathcal{L}_{\xi} N^i + \pi^i \mathcal{L}_{\xi} N + \pi^{ij} \mathcal{L}_{\xi} h_{ij} + p \mathcal{L}_{\xi} A + p^{ij} \mathcal{L}_{\xi} B_{ij} \right),
\]

where \(\vec{\xi}\) may or may not depend on the phase space variables \(\{\Phi_I, \Pi^I\}\). For later convenience, note by integration-by-parts, \(X[\vec{\xi}]\) defined in (3.20) can be recast into

\[
X[\vec{\xi}] \simeq \int d^3x \xi^i C_i.
\]

with

\[
C_i = \pi \nabla_i N - 2\sqrt{h} \nabla_j \left( \frac{1}{\sqrt{h}} \pi_i^j \right) + p \nabla_i A + p^{kl} \nabla_i B_{kl} - 2\sqrt{h} \nabla_j \left( \frac{1}{\sqrt{h}} \pi_i^j \right).
\]

As a result, the canonical Hamiltonian \(H_C\) in (3.15) can be recast into a more familiar form

\[
H_C \simeq \int d^3x \left( NC + N^i C_i \right),
\]

which takes the “traditional” form as in General Relativity, where \(C_i \rightarrow -2\sqrt{h} \nabla_j \left( \frac{1}{\sqrt{h}} \pi_i^j \right)\) are the momentum constraints. As we shall see later, \(C_i \approx 0\) are nothing but the secondary constraints associated with the primary constraints \(\pi_i \approx 0\) in our theory.

Comparing with (3.23), \(H_C\) in the form (3.15) will be more convenient in the Hamiltonian analysis. The reason of defining the canonical Hamiltonian as in (3.15) through the functional \(X[\vec{N}]\) is due to the following important property of the more general functional \(X[\vec{\xi}]\). For any functional on the phase space \(\mathcal{F} = \mathcal{F}[\Phi_I, \Pi^I; q_a]\) that is invariant under the time-independent spatial diffeomorphism, where \(\{q_a\}\) stands for variables independent of \(\{\Phi_I, \Pi^I\}\), the following equality holds

\[
\left[ \int d^3x \sum I \Pi^I \mathcal{L}_{\xi} \Phi_I, \mathcal{F} \right] = \int d^3x \sum I \Pi^I \mathcal{L}_{\xi, \mathcal{F}} \Phi_I + \int d^3x \sum a \frac{\delta \mathcal{F}}{\delta q_a} \mathcal{L}_{\xi} q_a,
\]

or compactly

\[
\left[ X[\vec{\xi}], \mathcal{F} \right] = X \left[ [\vec{\xi}, \mathcal{F}] \right] + \int d^3x \sum a \frac{\delta \mathcal{F}}{\delta q_a} \mathcal{L}_{\xi} q_a,
\]

up to a boundary term. We refer to appendix B for a more general proof. Eq. (3.24) generalizes similar results in [36, 37, 54]. As we shall see, introducing \(X[\vec{N}]\) in the canonical Hamiltonian (3.15) significantly simplifies the calculation of Poisson brackets.

\footnote{Note the second line in (3.22) does not contribute to \(H_C\) as it will contribute a boundary term. We prefer to used the expression (3.22) as it is the most convenient form for evaluating the Poisson brackets.}
Expressions similar to (3.22) also arise in previous Hamiltonian analysis [36, 49, 55]. Although \( C_i \) in (3.22) looks complicated, its form will significantly simplify the calculation of Poisson brackets. In fact, thanks to the property (3.24) or (3.25), we can make a very strong claim that \( C_i \) defined in (3.22) have vanishing Poisson brackets with any quantity that is weekly vanishing on the phase space. Supposing \( Q(\vec{x}) \) is generally a spatial tensor field or density, where the tensorial indices are suppressed for simplicity. First we can always build a scalar functional \( F \) out of \( Q(\vec{x}) \) through certain smoothing function \( f(\vec{x}) \) (with tensorial indices suppressed as well). Then using (3.21) with \( \vec{\xi} \) some smoothing vector field and (3.25),

\[
\left[ \int d^3x \xi^i(\vec{x}) C_i(\vec{x}), F \right] \simeq \left[ X[\xi], F \right] = \int d^3x Q(\vec{x}) \mathcal{L}_\xi f(\vec{x}),
\]

(3.26)

where we have used \([\vec{\xi}, F] \equiv 0\) since \( \vec{\xi} \) has nothing to do with the phase space variables. It immediately follows from (3.26) that

\[
[C_i(\vec{x}), Q(\vec{y})] \approx 0 \quad \text{for any } Q \approx 0.
\]

(3.27)

We emphasize that in deriving (3.26) and (3.27), we have not yet used the fact that \( C_i \) themselves are constraints. Eq. (3.27) with \( C_i \) defined in (3.22) is one of the main results in this work.

4 Degeneracy and consistency conditions

Constraints must be preserved in time. For the primary constraints \( \varphi^I \) in (3.8), we must require that \( d\varphi^I/dt \equiv 0 \). According to (3.19), it implies

\[
\int d^3y \sum_J \left[ \varphi^I(\vec{x}), \varphi^J(\vec{y}) \right] \lambda_J(\vec{y}) + \left[ \varphi^I(\vec{x}), H_C \right] \approx 0,
\]

(4.1)

which are the consistency conditions for the primary constraints. Eq. (4.1) may either impose restrictions on the Lagrange multipliers \( \{\lambda_I\} \)’s or reduce to relations among the phase space variables \( \{\Phi_I, \Pi^I\} \). In the later case, there may be secondary constraints if the relations are independent of the primary constraints. We thus need to evaluate the Poisson brackets among the primary constraints as well as the Poisson brackets between the primary constraints and the canonical Hamiltonian \( H_C \). In the following we summarize the final results, and refer to appendix C for more details.

For the Poisson brackets among the primary constraints, the following ones are found to be vanishing:

\[
\begin{align*}
[\pi_i(\vec{x}), \pi_j(\vec{y})] & = 0, \\
[\pi_i(\vec{x}), \pi_k(\vec{y})] & = 0, \\
[\pi_i(\vec{x}), \tilde{\pi}_{kl}(\vec{y})] & = 0,
\end{align*}
\]

(4.2)

which means that \( \pi_i \) has vanishing Poisson brackets with all the primary constraints, and

\[
\begin{align*}
[p(\vec{x}), p(\vec{y})] & = 0, \\
[p(\vec{x}), p_{ij}(\vec{y})] & = 0, \\
[p_{ij}(\vec{x}), p_{kl}(\vec{y})] & = 0.
\end{align*}
\]

(4.3)
The non-vanishing Poisson brackets are:

\[
[p(\vec{x}), \tilde{\pi}(\vec{y})] = \frac{1}{N(\vec{y})} \frac{\delta^2 S}{\delta A(\vec{x}) \delta A(\vec{y})},
\]

\[
[p(\vec{x}), \pi_{kl}(\vec{y})] = \frac{1}{2N(\vec{y})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta B_{kl}(\vec{y})},
\]

\[
[p_{ij}(\vec{x}), \tilde{\pi}(\vec{y})] = \frac{1}{N(\vec{y})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta A(\vec{y})},
\]

\[
[p_{ij}(\vec{x}), \pi_{kl}(\vec{y})] = \frac{1}{2N(\vec{y})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta B_{kl}(\vec{y})}.
\]

and

\[
[\tilde{\pi}(\vec{x}), \tilde{\pi}(\vec{y})] = \frac{1}{N(\vec{y})} \frac{\delta^2 S}{\delta N(\vec{x}) \delta A(\vec{y})} - \frac{1}{N(\vec{x})} \frac{\delta^2 S}{\delta A(\vec{x}) \delta N(\vec{y})},
\]

\[
[\tilde{\pi}(\vec{x}), \tilde{\pi}^{ij}(\vec{y})] = -\frac{1}{2}\delta^3(\vec{x}-\vec{y}) \frac{1}{N^2(\vec{y})} \frac{\delta^2 S}{\delta B_{ij}(\vec{y})}
\]

\[
+ \frac{1}{2N(\vec{y})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta N(\vec{y})} - \frac{1}{N(\vec{x})} \frac{\delta^2 S}{\delta A(\vec{x}) \delta h_{ij}(\vec{y})},
\]

\[
[\tilde{\pi}^{ij}(\vec{x}), \tilde{\pi}^{kl}(\vec{y})] = \frac{1}{2N(\vec{y})} \frac{\delta^2 S}{\delta h_{ij}(\vec{x}) \delta B_{kl}(\vec{y})} - \frac{1}{2N(\vec{x})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta h_{kl}(\vec{y})}.
\]

where \(S\) is given in (2.5).

For the Poisson brackets of the primary constraints with \(H_C\), we find that

\[
[p(\vec{x}), H_C] \approx 0, \quad [p^{ij}(\vec{x}), H_C] \approx 0,
\]

and the non-vanishing ones are

\[
[\pi_i(\vec{x}), H_C] = -C_i(\vec{x}),
\]

where \(C_i(\vec{x})\) is defined in (3.22), and

\[
[\tilde{\pi}(\vec{x}), H_C] \approx \frac{\delta S}{\delta N(\vec{x})} - \frac{1}{N(\vec{x})} \frac{\delta S}{\delta B_{ij}(\vec{x})} B_{ij}(\vec{x})
\]

\[
- \frac{1}{N(\vec{x})} \int d^3y N(\vec{y}) \left( \frac{\delta^2 S}{\delta A(\vec{x}) \delta N(\vec{y})} A(\vec{y}) + \frac{\delta^2 S}{\delta A(\vec{x}) \delta h_{ij}(\vec{y})} 2B_{ij}(\vec{y}) \right),
\]

and

\[
[\tilde{\pi}^{ij}(\vec{x}), H_C] = \frac{\delta S}{\delta h_{ij}(\vec{x})} + \frac{1}{2} \frac{\delta S}{N(\vec{x})} \frac{\delta S}{\delta B_{ij}(\vec{x})}
\]

\[
- \frac{1}{2N(\vec{x})} \int d^3y N(\vec{y}) \left( \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta N(\vec{y})} A(\vec{y}) + \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta h_{kl}(\vec{y})} 2B_{kl}(\vec{y}) \right).
\]

Now let us analyse the consistency conditions for the primary constraints (4.1). It is convenient to think of (4.1) in the matrix form and make the following split:

\[
\varphi^I \to \left( \begin{array}{c} \pi_i \\ \varphi^\alpha \end{array} \right), \quad \text{and} \quad \lambda_I \to \left( \begin{array}{c} \lambda_i \\ \lambda_\alpha \end{array} \right),
\]

\[
(4.15)
\]
with

\[ \varphi^\alpha \to \begin{pmatrix} p \\ p^{ij} \\ \pi \\ \tilde{\pi}^{ij} \end{pmatrix}, \quad \text{and} \quad \lambda_\alpha \to \begin{pmatrix} v \\ u_{ij} \\ \lambda \\ \lambda_{ij} \end{pmatrix}. \] (4.16)

Accordingly, the Poisson brackets among the primary constraints can be written in the matrix form as

\[ [\varphi^I(\vec{x}), \varphi^J(\vec{y})] \to \begin{pmatrix} \pi_i(\vec{x}), \pi_k(\vec{y}) \\ [\varphi^\alpha(\vec{x}), \pi_k(\vec{y})] \\ [\varphi^\alpha(\vec{x}), \varphi^\beta(\vec{y})] \end{pmatrix} = \begin{pmatrix} 0_{ik} & 0_i^\beta \\ 0^\alpha_k & \mathcal{P}^{\alpha\beta}(\vec{x}, \vec{y}) \end{pmatrix}, \] (4.17)

where we have used (4.2) and define

\[ \mathcal{P}^{\alpha\beta}(\vec{x}, \vec{y}) := \begin{pmatrix} \varphi^\alpha(\vec{x}), \varphi^\beta(\vec{y}) \end{pmatrix}, \] (4.18)

for later convenience. In (4.17) and what follows, notation such as \( 0_{ik} \) denotes a matrix with null entries. Similarly, for the Poisson brackets of the primary constraints with \( H_C \) we write

\[ [\varphi^I(\vec{x}), H_C] \to \begin{pmatrix} \pi_i(\vec{x}), H_C \\ [\varphi^\alpha(\vec{x}), H_C] \end{pmatrix} = \begin{pmatrix} -C_i(\vec{x}) \\ [\varphi^\alpha(\vec{x}), H_C] \end{pmatrix}, \] (4.19)

where we used (4.12) with \( C_i \) defined in (3.22).

With the above split, (4.1) now takes the form

\[ \int d^3y \begin{pmatrix} 0_{ik} & 0_i^\beta \\ 0^\alpha_k & \mathcal{P}^{\alpha\beta}(\vec{x}, \vec{y}) \end{pmatrix} \begin{pmatrix} \lambda_k(\vec{y}) \\ \lambda_\beta(\vec{y}) \end{pmatrix} + \begin{pmatrix} -C_i(\vec{x}) \\ [\varphi^\alpha(\vec{x}), H_C] \end{pmatrix} \approx 0. \] (4.20)

The first line in (4.20) is simply

\[ C_i \approx 0, \] (4.21)

which are the 3 secondary constraints induced by requiring the persistence in time of the primary constraints \( \pi_i \approx 0 \). The existence of primary constraints \( \pi_i \approx 0 \) together with the associated secondary constraints \( C_i \approx 0 \) reflects the fact that our theory has spatial covariance.

The second line in (4.20) reduces to

\[ \int d^3y \mathcal{P}^{\alpha\beta}(\vec{x}, \vec{y}) \lambda_\beta(\vec{y}) + [\varphi^\alpha(\vec{x}), H_C] \approx 0. \] (4.22)

For a general Lagrangian (2.5), the matrix \( \mathcal{P}^{\alpha\beta}(\vec{x}, \vec{y}) \), which consists of Poisson brackets as defined in (4.18), does not degenerate in the sense that

\[ \int d^3y \mathcal{P}^{\alpha\beta}(\vec{x}, \vec{y}) \mathcal{V}_\beta(\vec{y}) = 0. \] (4.23)

possesses no non-trivial solution for \( \mathcal{V}_\beta(\vec{y}) \). In this case, since \( \mathcal{P}^{\alpha\beta}(\vec{x}, \vec{y}) \) is invertible, we can completely determine the Lagrange multipliers \( \lambda_\beta \) in terms of the phase space variables from (4.22). As a result, there is no further secondary constraint to impose, and \( C_i \approx 0 \) are the only secondary constraints in our theory. Let us count the number of physical degrees of
freedom in this case. To this end, first we note that the secondary constraints $C_i \approx 0$ with $C_i$ defined in (3.22) have vanishing Poisson brackets with all the primary constraints as well as themselves (see (3.27) and discussion there). According to the terminology of Dirac [56], we have in total $\#_{1st} = 6$ first-class constraints $\pi_i \approx 0$ with $\pi_i$ defined in (3.22) and $\#_{2nd} = 14$ second-class constraints $p \approx 0$, $p^{ij} \approx 0$, $\tilde{\pi} \approx 0$ and $\tilde{\pi}^{ij} \approx 0$. As a result, giving that we have $\#_{var} = 17$ canonical variables, the number of physical degrees of freedom is calculated to be

$$
\#_{dof} = \frac{1}{2} (2 \times \#_{var} - 2 \times \#_{1st} - \#_{2nd})
= \frac{1}{2} (2 \times 17 - 2 \times 6 - 14)
= 4.
$$

(4.24)

This result implies that besides the two tensor modes that corresponds to the two polarizations of gravitational waves, there are two scalar-type modes getting excited in the theory. One of these two scalar-type modes is the unwanted mode.

### 4.1 Degeneracy condition

According to the above analysis, in order to get rid of the unwanted mode, we have to impose the degeneracy condition for $P^{\alpha \beta}$ defined in (4.18), which is the necessary condition to prevent the possible unwanted degree of freedom. That is, we require that (4.23) possesses non-trivial solutions $V_{\beta}(\vec{y}) \neq 0$. This degeneracy condition will put constraint on the structure of the Lagrangian $\mathcal{L}$ in (2.5).

We make further split of $\varphi^\alpha$ and $\lambda_\alpha$ in (4.16) by writing

$$
\varphi^\alpha \rightarrow \left( \frac{p^a}{\tilde{\pi}^a} \right), \quad \lambda_\alpha \rightarrow \left( \frac{v_a}{\lambda_{ij}} \right).
$$

(4.25)

with the short-hands

$$
p^a \rightarrow \left( \frac{p}{p^{ij}} \right), \quad \tilde{\pi}^a \rightarrow \left( \frac{\tilde{\pi}}{\tilde{\pi}^{ij}} \right), \quad v_a \rightarrow \left( \frac{v}{v_{ij}} \right), \quad \lambda_a \rightarrow \left( \frac{\lambda}{\lambda_{ij}} \right).
$$

(4.26)

Accordingly, $P^{\alpha \beta}(\vec{x}, \vec{y})$ defined in (4.18) is decomposed as

$$
P^{\alpha \beta}(\vec{x}, \vec{y}) \rightarrow \begin{pmatrix}
p^a(\vec{x}), & p^b(\vec{y}) \\
\tilde{\pi}^a(\vec{x}), & \tilde{\pi}^b(\vec{y})
\end{pmatrix} = \begin{pmatrix}
0^{ab} & -W^{ba}(\vec{y}, \vec{x}) \\
W^{ab}(\vec{x}, \vec{y}) & D^{ab}(\vec{x}, \vec{y})
\end{pmatrix},
$$

(4.27)

where we used the fact that (see (C.17) and (C.18) and the relevant proof there)

$$
[p^a(\vec{x}), p^b(\vec{y})] \approx 0,
$$

(4.28)

and defined

$$
W^{ab}(\vec{x}, \vec{y}) := \left[ \tilde{\pi}^a(\vec{x}), p^b(\vec{y}) \right], \quad D^{ab}(\vec{x}, \vec{y}) := \left[ \tilde{\pi}^a(\vec{x}), \tilde{\pi}^b(\vec{y}) \right],
$$

(4.29)

for short. Note both $D^{ab}(\vec{x}, \vec{y})$ and $P^{\alpha \beta}(\vec{x}, \vec{y})$ are anti-symmetric in the sense that

$$
D^{ab}(\vec{x}, \vec{y}) = -D^{ba}(\vec{y}, \vec{x}), \quad P^{\alpha \beta}(\vec{x}, \vec{y}) = -P^{\beta \alpha}(\vec{y}, \vec{x}),
$$

(4.30)
which can be verified explicitly. Generally $W^{ab}(\vec{x}, \vec{y})$ is not symmetric, although it is always possible to make it symmetric by simple rescale of variables.

In the case of an ordinary matrix $P \equiv (\begin{pmatrix} 0 & -W^T \\ W & D \end{pmatrix})$, the degeneracy condition for $P^{\alpha\beta}$ is equivalent to the degeneracy condition for $W^{ab}$ since $\det P = (\det W)^2$. This is also true in our case, which can be seen briefly as following. The degeneracy condition for $P^{\alpha\beta}$ implies that it possesses at least one null-eigenvector $V_\alpha \neq 0$ satisfying

$$\int d^3y P^{\alpha\beta}(\vec{x}, \vec{y}) V_\beta(\vec{y}) = 0. \quad (4.31)$$

By splitting

$$V_\alpha \rightarrow \begin{pmatrix} X_a \\ Y_a \end{pmatrix}, \quad (4.32)$$

Eq. (4.22) yields two equations

$$- \int d^3y Y_b(\vec{y}) W^{ba}(\vec{y}, \vec{x}) = 0, \quad (4.33)$$

$$\int d^3y \left[ W^{ab}(\vec{x}, \vec{y}) X_b(\vec{y}) + D^{ab}(\vec{x}, \vec{y}) Y_b(\vec{y}) \right] = 0, \quad (4.34)$$

where $X_a$ and $Y_a$ should not be vanishing simultaneously, otherwise $V_\alpha \equiv 0$. According to (4.33), there are two cases. One case is $Y_a \equiv 0$. In the case, the second line implies $X_a \equiv U_a \neq 0$ must be a null-eigenvector of $W^{ab}(\vec{x}, \vec{y})$ satisfying

$$\int d^3y W^{ab}(\vec{x}, \vec{y}) U_b(\vec{y}) = 0, \quad (4.35)$$

which implies that $W^{ab}$ is degenerate. The other case is $Y_a \neq 0$. Then $Y_a \equiv V_a \neq 0$ itself must be a null-eigenvector of $(W^T)^{ab}(\vec{x}, \vec{y}) \equiv W^{ba}(\vec{y}, \vec{x})$, satisfying

$$\int d^3y V_b(\vec{y}) W^{ba}(\vec{y}, \vec{x}) = 0, \quad (4.36)$$

which also implies that $W^{ab}$ is degenerate.

To summarize, the degeneracy of $W^{ab}$ is a necessary condition for the degeneracy of $P^{\alpha\beta}$. As long as $W^{ab}$ is degenerate, and for each null-eigenvector of $W_{ab}$, precisely (4.35) or equivalently (4.36), $P^{\alpha\beta}$ acquires a null-eigenvector corresponding to

$$V^{(1)}_\alpha \equiv \begin{pmatrix} U_a \\ 0_a \end{pmatrix}, \quad (4.37)$$

where $U_a$ is the eigenvectors of $W^{ab}$ satisfying (4.35). It is possible that $P^{\alpha\beta}$ acquires a second null-eigenvector in the form

$$V^{(2)}_\alpha \equiv \begin{pmatrix} X^{(2)}_a \\ V_a \end{pmatrix}, \quad (4.38)$$

with $V_a$ the null-eigenvector of $W^{ba}$ satisfying (4.36). However, since $W^{ab}$ is degenerate, in this case it is not guaranteed that (4.34), which now reads

$$\int d^3y \left[ W^{ab}(\vec{x}, \vec{y}) X^{(2)}_b(\vec{y}) + D^{ab}(\vec{x}, \vec{y}) V_b(\vec{y}) \right] = 0, \quad (4.39)$$
always acquires a solution for $X^{(2)}_a$. As we shall see later, we have to impose another consistency condition for $D^{ab}(\vec{x}, \vec{y})$ in order to ensure the existence of solution for $X^{(2)}_a$ from (4.39).

Let us now focus on the degeneracy condition for $W^{ab}$. We make two assumptions:

- The nullity of $W^{ab}(\vec{x}, \vec{y})$ is 1. That is, $W^{ab}(\vec{x}, \vec{y})$ has and only has one null-eigenvector, satisfying (4.35) or equivalently (4.36). We emphasize that for each (right) null-eigenvector $U_a(\vec{x})$ of $W^{ab}(\vec{x}, \vec{y})$ satisfying (4.35), there is a corresponding (left) null-eigenvector $V_a(\vec{x})$ of $W^{ab}(\vec{x}, \vec{y})$ satisfying (4.36). In other words, $U_a(\vec{x})$ and $V_a(\vec{x})$ are not independent.

- The degeneracy comes from the $\{\pi, p\}$-sector. Precisely, we assume that (using (4.7))

$$\left[\pi^{ij}(\vec{x}), p^{kl}(\vec{y})\right] \propto \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta B_{kl}(\vec{y})}$$

(4.40)

is not degenerate, in the sense that it has no non-trivial null-eigenvector. Recall that $B_{ij}$ is the auxiliary field replacing $K_{ij}$ in the original action (2.2), and thus (4.40) implies that the kinetic term for $h_{ij}$ is not degenerate, which is a natural assumption and guarantees the theory includes General Relativity as its limit. The degeneracy thus comes from the manner that $\tilde{N}$ enters the original Lagrangian (2.2).

In the following we derive the explicit expression of the degeneracy condition for $W^{ab}(\vec{x}, \vec{y})$. According to (4.35), it implies two equalities

$$\int d^3y \left[\tilde{\pi}(\vec{x}), p(\vec{y})\right] U(\vec{y}) + \int d^3y \left[\tilde{\pi}(\vec{x}), p^{kl}(\vec{y})\right] U_{kl}(\vec{y}) = 0,$$

(4.41)

$$\int d^3y \left[\tilde{\pi}^{ij}(\vec{x}), p(\vec{y})\right] U(\vec{y}) + \int d^3y \left[\tilde{\pi}^{ij}(\vec{x}), p^{kl}(\vec{y})\right] U_{kl}(\vec{y}) = 0.$$  

(4.42)

Since $\frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta B_{kl}(\vec{y})}$ is not degenerate, it possesses an “inverse” $G_{ij,kl}(\vec{x}, \vec{y})$ which is symmetric in the sense

$$G_{ij,kl}(\vec{x}, \vec{y}) = G_{kl,ij}(\vec{y}, \vec{x}),$$

(4.43)

satisfying

$$\int d^3x G_{mn,ij}(\vec{z}, \vec{x}) \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta B_{kl}(\vec{y})} \equiv 1_{kl}^{ij} \delta^3(\vec{z} - \vec{y}),$$

(4.44)

where $1_{kl}^{ij}$ is the identity in the linear space of $3 \times 3$ symmetric matrices satisfying $1_{kl}^{ij}h_{ij} \equiv h_{kl}$. Equivalently, in terms of $\tilde{\pi}^{ij}(\vec{x}), p^{kl}(\vec{y})$, we have

$$- \int d^3x G_{mn,ij}(\vec{z}, \vec{x}) 2N(\vec{x}) \left[\tilde{\pi}^{ij}(\vec{x}), p^{kl}(\vec{y})\right] \equiv 1_{mn}^{kl} \delta^3(\vec{z} - \vec{y}).$$

(4.45)

Thus we are able to solve $U_{kl}$ in terms of $U$ from (4.42) to be

$$U_{ij}(\vec{x}) \equiv \int d^3y U_{ij}(\vec{x}, \vec{y}) U(\vec{y}),$$

(4.46)

with

$$U_{ij}(\vec{x}, \vec{y}) := \int d^3x' G_{ij,kl}(\vec{x}, \vec{x}') 2N(\vec{x}') \left[\tilde{\pi}^{kl}(\vec{x}'), p(\vec{y})\right].$$

(4.47)
Plugging (4.46) into (4.41), we get
\begin{equation}
\frac{1}{N(\bar{x})} \int d^3 y \, D(\bar{x}, \bar{y}) \, U(\bar{y}) = 0, \tag{4.48}
\end{equation}
with
\begin{equation}
D(\bar{x}, \bar{y}) := -N(\bar{x}) \left\{ [\tilde{\pi}(\bar{x}), p(\bar{y})] + \int d^3 z \, \left[ \tilde{\pi}(\bar{x}), p^{ij}(\bar{z}) \right] U_{ij}(\bar{x}, \bar{y}) \right\}, \tag{4.49}
\end{equation}
where we deliberately keep the factor $-N(\bar{x})$ for the reason that will become clear soon.

Since (4.48) should be valid for an arbitrary $U(\bar{y}) \neq 0$, we must require that
\begin{equation}
D(\bar{x}, \bar{y}) = 0. \tag{4.50}
\end{equation}

Using the explicit expressions for the Poisson brackets, we get
\begin{equation}
D(\bar{x}, \bar{y}) = \frac{\delta^2 S}{\delta A(\bar{x}) \delta A(\bar{y})} - \int d^3 x' \int d^3 y' \frac{\delta^2 S}{\delta A(\bar{x}) \delta B_{ij}(\bar{x})} G_{ij,kl}(\bar{x}', \bar{y}') \frac{\delta^2 S}{\delta B_{kl}(\bar{y}) \delta A(\bar{y})}. \tag{4.51}
\end{equation}

Eq. (4.50) together with (4.51) is the degeneracy condition for $W_{ab}$, which imposes constraints on the functional dependence of $L$ in (2.5) on $A$ and $B_{ij}$. In the original Lagrangian (2.2), (4.50) corresponds to the degeneracy condition for the kinetic terms $\dot{N}$ and $\dot{h}_{ij}$.

For later convenience, note one may alternatively use (4.36), which also yields two equalities
\begin{align}
\int d^3 y \, [p(\bar{x}), \tilde{\pi}(\bar{y})] \, V(\bar{y}) + \int d^3 y \, \left[ p(\bar{x}), \dot{\tilde{\pi}}^{kl}(\bar{y}) \right] V_{kl}(\bar{y}) &= 0, \tag{4.52} \\
\int d^3 y \, \left[ p^{ij}(\bar{x}), \tilde{\pi}(\bar{y}) \right] \, V(\bar{y}) + \int d^3 y \, \left[ p^{ij}(\bar{x}), \dot{\tilde{\pi}}^{kl}(\bar{y}) \right] V_{kl}(\bar{y}) &= 0. \tag{4.53}
\end{align}

Using the inverse (4.45), we can solve $V_{kl}$ in terms of $V$ from (4.53), which gives
\begin{equation}
V_{ij}(\bar{x}) \equiv \int d^3 y \, V_{ij}(\bar{x}, \bar{y}) \, V(\bar{y}), \tag{4.54}
\end{equation}
with
\begin{equation}
V_{ij}(\bar{x}, \bar{y}) \equiv -2N(\bar{x}) \int d^3 y' \, G_{ij,kl}(\bar{x}, \bar{y}') \, \left[ p^{kl}(\bar{y}'), \tilde{\pi}(\bar{y}) \right]. \tag{4.55}
\end{equation}

Then plugging the solution into (4.52) and using the explicit expressions for the Poisson brackets, one gets exactly the same degeneracy condition (4.50) with (4.51).

### 4.2 Consistency condition for the existence of the additional secondary constraint

Now let us go back to (4.22) and discuss under which condition there is an additional secondary constraint. As we have discussed after (4.34), as long as $W_{ab}$ is degenerate and of nullity 1, $P_{\alpha \beta}$ is degenerate and has one null-eigenvector
\begin{equation}
V^{(1)}_{\alpha}(\bar{x}) \equiv \left( \begin{array}{c}
U_{\alpha}(\bar{x}) \\
0 \\
0 \\
0
\end{array} \right) = \int d^3 y \, \left( \begin{array}{c}
\delta^3(\bar{x} - \bar{y}) \\
U_{ij}(\bar{x}, \bar{y}) \\
0 \\
0
\end{array} \right) U(\bar{y}), \tag{4.56}
\end{equation}
where we have used the solution for $U_{ij}(\vec{x})$ given in (4.46) and $\mathcal{U}_{ij}(\vec{x}, \vec{y})$ given in (4.47). In (4.56), $U(\vec{x}) \neq 0$ is undetermined and can be chosen arbitrarily. Let us examine whether this null-eigenvector corresponds to a secondary constraint. To this end, multiplying the left-hand-side of (4.22) with $\mathcal{V}_a^{(1)}(\vec{x})$ yields

$$L.H.S. = \int d^3x \mathcal{V}_a^{(1)}(\vec{x}) \left\{ \int d^3y \mathcal{P}^{\alpha\beta}(\vec{x}, \vec{y}) \lambda_{\beta}(\vec{y}) + [\varphi^{\alpha}(\vec{x}), H_C] \right\}$$
$$= \int d^3x \left( U_a(\vec{x}) \mathcal{O}_a \right) \left[ \bar{\varrho}^{\alpha}(\vec{x}), H_C \right]$$
$$\equiv 0,$$  \hspace{1cm} (4.57)

which leads to an identity. In deriving the above, we have used (4.11), i.e., $[\varphi^{\alpha}(\vec{x}), H_C] \approx 0$. Thus, if $\mathcal{V}_a^{(1)}$ is the only null-eigenvector of $\mathcal{P}^{\alpha\beta}$, the consistency relations (4.22) for the primary constraints either are automatically satisfied or simply fix the corresponding Lagrange multipliers. In particular, this means there is no further secondary constraint. The number of physical degrees of freedom is calculated as that in (4.24), but now is $\frac{1}{2} (2 \times 17 - 2 \times 7 - 13) = 3.5$. This implies the phase space in each spacetime point is of odd dimension, which is not consistent [57, 58]. Thus the degeneracy condition we derived above is merely a necessary condition for the healthiness of the theory.

Fortunately, it is possible that $\mathcal{P}^{\alpha\beta}$ acquires a second null-eigenvector in the form

$$\mathcal{V}_a^{(2)} \equiv \begin{pmatrix} X_a^{(2)} \\ V_a \end{pmatrix},$$  \hspace{1cm} (4.58)

with $V_a \equiv (V, V_{ij})^T$, where $V_{ij}(\vec{x})$ is given in terms of $V(\vec{x})$ as (4.54) with $V(\vec{x}) \neq 0$ undetermined. The crucial point is, in order to have this null-eigenvector $\mathcal{V}_a^{(2)}$ to exist, we have to impose certain conditions for $D^{\alpha\beta}(\vec{x}, \vec{y})$ defined in (4.29). As we have discussed after (4.39), this condition is simply the consistency condition for (4.39). That is, (4.39) indeed acquires a solution for $X_a^{(2)}$. In the following, we derive this condition by solving $\mathcal{V}_a^{(2)}$ explicitly.

Under the splitting

$$X_a^{(2)} \rightarrow \begin{pmatrix} X_a^{(2)} \\ X_{ij}^{(2)} \end{pmatrix},$$  \hspace{1cm} (4.59)

Eq. (4.39) yields two equations,

$$0 = \int d^3y \left\{ \hat{\pi}(\vec{x}), p(\vec{y}) \right\} X^{(2)}(\vec{y}) + \left[ \hat{\pi}(\vec{x}), \pi^{kl}(\vec{y}) \right] X^{(2)}_{kl}(\vec{y})$$
$$+ \left[ \hat{\pi}(\vec{x}), \pi_{ij}(\vec{y}) \right] V(\vec{y}) + \left[ \hat{\pi}_{ij}(\vec{x}), \pi_{kl}(\vec{y}) \right] V_{kl}(\vec{y}) \right\},$$  \hspace{1cm} (4.60)

$$0 = \int d^3y \left\{ \hat{\pi}_{ij}(\vec{x}), p(\vec{y}) \right\} X^{(2)}(\vec{y}) + \left[ \hat{\pi}_{ij}(\vec{x}), \pi^{kl}(\vec{y}) \right] X^{(2)}_{kl}(\vec{y})$$
$$+ \left[ \hat{\pi}_{ij}(\vec{x}), \pi_{kl}(\vec{y}) \right] V(\vec{y}) + \left[ \hat{\pi}_{ij}(\vec{x}), \pi_{kl}(\vec{y}) \right] V_{kl}(\vec{y}) \right\}.$$  \hspace{1cm} (4.61)

Multiplying (4.61) by $-\int d^3x G_{mn,ij}(\vec{z}, \vec{x}) 2N(\vec{x})$ and using (4.45) and (4.54) yield the solution for $X^{(2)}_{kl}$ in terms of $X^{(2)}$ and $V$:

$$X^{(2)}_{ij}(\vec{x}) = \int d^3y U_{ij}(\vec{x}, \vec{y}) X^{(2)}(\vec{y}) + \int d^3y X_{ij}(\vec{x}, \vec{y}) V(\vec{y}),$$  \hspace{1cm} (4.62)
where $U_{ij}(\vec{x}, \vec{y})$ is defined in (4.47), and $X_{ij}(\vec{x}, \vec{y})$ is defined to be

$$X_{ij}(\vec{x}, \vec{y}) := \int d^3 x' G_{ij,kl}(\vec{x}, \vec{x}') 2N(\vec{x}') \times \left\{ \tilde{\pi}^{kl}(\vec{x}'), \tilde{\pi}(\vec{y}) \right\},$$

with $V_{ij}(\vec{x}, \vec{y})$ given in (4.55). With the above solution for $X_{ij}^{(2)}$, we have

$$V_{ij}^{(2)}(\vec{x}) = \int d^3 y \left[ \tilde{\pi}^{ij}(\vec{x}) \right] V_{ij}(\vec{y}),$$

which depends on two arbitrary functions $X^{(2)}(\vec{x})$ and $V(\vec{x})$. At this point, we can make a simplification by observing that the $X^{(2)}$ contribution to $V_{ij}^{(2)}$ in (4.64) is exactly of the same form as $V_{ij}^{(1)}$ (see the last equality of (4.56)) and thus is not independent. Thus we are free to set $X^{(2)} = 0$, and from now on we choose $X^{(2)} = 0$ in the solutions (4.62) and (4.64).

Then there comes the crucial point. We have to make sure that the above solution for $X_{ij}^{(2)}$ is consistent with (4.60). Plugging (4.62) into (4.60) yields

$$\int d^3 y \mathcal{F}(\vec{x}, \vec{y}) V(\vec{y}) = 0,$$

where we define

$$\mathcal{F}(\vec{x}, \vec{y}) := \tilde{\pi}(\vec{x}), \tilde{\pi}(\vec{y})$$

$$+ \int d^3 z \left\{ \tilde{\pi}(\vec{x}), \tilde{\pi}^{ij}(\vec{z}) \right\} V_{ij}(\vec{z}, \vec{y}) - \left\{ \tilde{\pi}(\vec{y}), \tilde{\pi}^{ij}(\vec{z}) \right\} V_{ij}(\vec{z}, \vec{x})$$

$$+ \int d^3 x' \int d^3 y' V_{ij}(\vec{x}', \vec{x}) \left[ \tilde{\pi}^{ij}(\vec{x}'), \tilde{\pi}^{kl}(\vec{y}') \right] V_{kl}(\vec{y}', \vec{y})$$

with $V_{ij}$ given in (4.55). Note from (4.66) it is clear that $\mathcal{F}(\vec{x}, \vec{y})$ is antisymmetric in the sense that

$$\mathcal{F}(\vec{y}, \vec{x}) = -\mathcal{F}(\vec{x}, \vec{y}),$$

which can be checked easily. Since (4.65) must be valid for an arbitrary $V(\vec{x}) \neq 0$, we must require that

$$\mathcal{F}(\vec{x}, \vec{y}) = 0,$$

which is the consistency condition in order to ensure the existence of an additional secondary constraint.

From now on, we assume (4.68) is satisfied, and thus $P^{\alpha\beta}$ possesses two linearly independent null-eigenvectors $V_{\alpha}^{(1)}$ in (4.56) and $V_{\alpha}^{(2)}$ in (4.64) with $X^{(2)} \equiv 0$.

---

5In fact if one keeps $X^{(2)} \neq 0$ in the solution (4.62), one will find exactly (4.65) as well, since the contribution of $X^{(2)}$ is proportional to the degeneracy condition for $W^{ab}$ in (4.50) and thus is identically vanishing.
5 The physical degrees of freedom

5.1 The additional secondary constraint

Before proceeding with revealing the additional secondary constraint, let us consider two linear combinations of the primary constraints through null-eigenvectors $V^{(1)}_{\alpha}$ and $V^{(2)}_{\alpha}$. The idea is that, as in linear algebra for ordinary matrix, the matrix of Poisson brackets among the primary constraints (4.17) can be reduced by introducing new combinations of the primary constraints through the null-eigenvectors.

For the first null-eigenvector $V^{(1)}_{\alpha}$, using (4.56),

$$\int d^3x V^{(1)}_{\alpha} \phi^\alpha (\vec{x}) = \int d^3x \left[ U (\vec{x}) p (\vec{x}) + U_{ij} (\vec{x}) p^{ij} (\vec{x}) \right]$$

$$\equiv \int d^3x \bar{p} (\vec{x}) U (\vec{x}) , \quad (5.1)$$

where we have used (4.46) and define

$$\bar{p} (\vec{x}) := p (\vec{x}) + \int d^3y p^{ij} (\vec{y}) U_{ij} (\vec{y}, \vec{x}) , \quad (5.2)$$

with $U_{ij}$ given in (4.47). Keep in mind that in (5.1), $U (\vec{x}) \neq 0$ is some undetermined spatial scalar field and can be chosen arbitrarily, which has nothing to do with phase space variables and thus behaves as a smoothing function.

Similarly, for the second null-eigenvector $V^{(2)}_{\alpha}$, using (4.64) (with $X^{(2)} = 0$),

$$\int d^3x V^{(2)}_{\alpha} (\vec{x}) \phi^\alpha (\vec{x}) = \int d^3x \left[ X^{(2)}_{ij} (\vec{x}) p^{ij} (\vec{x}) + V_{ij} (\vec{x}) \bar{\pi} (\vec{x}) + V_{ij} (\vec{x}) \bar{\pi}^{ij} (\vec{x}) \right]$$

$$\equiv \int d^3x \bar{\pi} (\vec{x}) V (\vec{x}) , \quad (5.3)$$

where we have used (4.62) and (4.54), and define

$$\bar{\pi} (\vec{x}) := \bar{\pi} (\vec{x}) + \int d^3y p^{ij} (\vec{y}) X_{ij} (\vec{y}, \vec{x}) + \int d^3y \bar{\pi}^{ij} (\vec{y}) V_{ij} (\vec{y}, \vec{x}) , \quad (5.4)$$

with $X_{ij}$ and $V_{ij}$ given in (4.63) and (4.55), respectively.

Since $\bar{p}$ is the linear combination of $p$ and $p^{ij}$, $\bar{\pi}$ is the linear combination of $\bar{\pi}$, $p^{ij}$ and $\bar{\pi}^{ij}$, we may use

$$\{ \pi_i, \bar{p}, p^{ij}, \bar{\pi}, \bar{\pi}^{ij} \} , \quad (5.5)$$

as our new complete set of primary constraints.

We are now ready to reveal the additional secondary constraint hidden in (4.22). As we have discussed in section 4.2, the null-eigenvector $V^{(1)}_{\alpha}$ has no corresponding secondary constraint. On the other hand, multiplying the left-hand-side of (4.22) by $\int d^3x V^{(2)}_{\alpha} (\vec{x})$ yields

$$\text{L.H.S.} = \int d^3x V^{(2)}_{\alpha} (\vec{x}) \left\{ \int d^3y \mathcal{P}^{\alpha\beta} (\vec{x}, \vec{y}) \lambda_\beta (\vec{y}) + [\phi^\alpha (\vec{x}), H_C] \right\}$$

$$= \int d^3x V^{(2)}_{\alpha} (\vec{x}) [\phi^\alpha (\vec{x}), H_C] , \quad (5.6)$$
which does not vanish identically, and thus corresponds to a secondary constraint. In fact, the above can be further simplified to be
\[
L.H.S. \approx \left[ \int d^3 x \, \mathcal{V}_\alpha \left( \vec{x} \right) \varphi^\alpha \left( \vec{x} \right), H_C \right] = \left[ \int d^3 x \, \bar{\pi} \left( \vec{x} \right) V \left( \vec{x} \right), H_C \right] \approx \int d^3 x \, \mathcal{C} \left( \vec{x} \right) V \left( \vec{x} \right),
\]
where \( \bar{\pi} \) is defined in (5.3) and we define
\[
\mathcal{C} \left( \vec{x} \right) \equiv \left[ \bar{\pi} \left( \vec{x} \right), H_C \right].
\]
Using (5.4), we get
\[
\mathcal{C} \left( \vec{x} \right) \approx \left[ \bar{\pi} \left( \vec{x} \right), H_C \right] + \int d^3 y \left[ \bar{\pi} \bar{\pi}_{ij} \left( \vec{y} \right), H_C \right] V_{ij} \left( \vec{y}, \vec{x} \right),
\]
Since (5.7) must be vanishing for arbitrary \( V \left( \vec{x} \right) \neq 0 \), we must require that
\[
\mathcal{C} \left( \vec{x} \right) \approx 0,
\]
which is the additional secondary constraint arising from the persistence in time of \( \bar{\pi} \left( \vec{x} \right) \approx 0 \).

At this point, note from (3.27) the consistency condition for the secondary constraint \( \mathcal{C} \approx 0 \) is automatically satisfied. While generally \( \left[ \mathcal{C} \left( \vec{x} \right), \varphi^\beta \left( \vec{y} \right) \right] \neq 0 \), this implies the consistency condition for \( \mathcal{C} \) simply fixes Lagrange multipliers \( \lambda_\alpha \) and yields no further secondary constraint.

### 5.2 Classification of constraints and the physical degrees of freedom

To summarize, supposing that our theory is built such that both the degeneracy and consistency conditions (4.50) and (4.68) are satisfied, we thus have 17 primary constraints \( \left\{ \pi_i, \bar{p}, p^{ij}, \bar{\pi}, \bar{\pi}^{ij} \right\} \) and 4 secondary constraints \( \left\{ \mathcal{C}_i, \mathcal{C} \right\} \). The number of physical degrees of freedom is subject to the classification of all the constraints, which we will discuss below.

It immediately follows that the primary constraints \( \pi_i \approx 0 \) and the secondary constraints \( \mathcal{C}_i \approx 0 \) have vanishing Poisson brackets with all the constraints (see (3.27)) and thus are first-class, according to Dirac's terminology. Mathematically, this is because the shift-vector \( N_i \) enters the Hamiltonian linearly in terms of the Lie derivatives \( \mathcal{L}_N \). Physically, this is due to the fact that our theory has spatial covariance.

The crucial point is, as long as the degeneracy condition (4.50) and the consistency condition (4.68) are satisfied, there is one additional first-class constraint, which is encoded in the linear combination of the rest constraints. Now let us reveal this additional first-class constraint by considering the Poisson brackets of the new primary constraint \( \bar{p} \left( \vec{x} \right) \) defined in (5.2). It is more convenient to consider the functional in (5.1), which is equivalent to
\[
\bar{p} \left[ U \right] := \int d^3 x \, \bar{p} \left( \vec{x} \right) U \left( \vec{x} \right) \equiv \int d^3 x \, p^a \left( \vec{x} \right) U_a \left( \vec{x} \right),
\]
where \( U_a \) is the null-eigenvector of \( W_{ab} \) defined as in (4.35). We emphasize that \( U \left( \vec{x} \right) \neq 0 \) is a spatial scalar field undetermined and can be chosen arbitrarily. In particular, \( U \left( \vec{x} \right) \) has nothing to do with phase space variables and thus behaves as a smoothing function.

It is easy to show that
\[
\left[ p^a \left( \vec{x} \right), \bar{p} \left[ U \right] \right] \approx \int d^3 y \, \left[ p^a \left( \vec{x} \right), p^b \left( \vec{y} \right) \right] U_b \left( \vec{y} \right) = 0,
\]

\[ \text{(5.11)} \]
and
\[ \tilde{\pi}^a (\vec{x}) \cdot \tilde{\rho} (\vec{y}) = \int d^3 \vec{y} \left[ \pi^a (\vec{x}) , p^b (\vec{y}) \right] U_b (\vec{y}) = 0 , \] (5.13)

where in (5.12) we used \( [p^a (\vec{x}) , p^b (\vec{y})] = 0 \), and in (5.13) we used the fact that \( U_b (\vec{x}) \) is the null-eigenvector of \( W^{ab} (\vec{x}, \vec{y}) = [\tilde{\pi}^a (\vec{x}) , \tilde{\rho} (\vec{y})] \). It thus follows from (5.12) and (5.13) that
\[ [p^a (\vec{x}) , \tilde{\rho} (\vec{y})] \approx 0 , \quad [\tilde{\pi}^a (\vec{x}) , \tilde{\rho} (\vec{y})] \approx 0 . \] (5.14)

According to (5.14) and the definition (5.2), \( \tilde{\rho} (\vec{x}) \) also has vanishing Poisson brackets with itself and with \( \tilde{\pi} (\vec{x}) \) defined in (5.4):
\[ [\tilde{\rho} (\vec{x}) , \tilde{\rho} (\vec{y})] \approx 0 , \quad [\tilde{\pi} (\vec{x}) , \tilde{\rho} (\vec{y})] \approx 0 . \] (5.15)

The last Poisson bracket we need to check is \( [\tilde{C} (\vec{x}) , \tilde{\rho} (\vec{y})] \). After some non-trivial manipulations (see appendix D for details), we find
\[ [\tilde{C} (\vec{x}) , \tilde{\rho} (\vec{y})] \approx 0 . \] (5.16)

To summarize, \( \tilde{\rho} (\vec{x}) \) defined in (5.2) has vanishing Poisson brackets with all the constraints and thus is first class.

Generally
\[ [\tilde{C}(\vec{x}) , p^{kl} (\vec{y})] \neq 0 , \quad [\tilde{C}(\vec{x}) , \tilde{\pi}^{kl} (\vec{y})] \neq 0 . \] (5.17)

Nevertheless, we can always introduce a further combination
\[ \bar{\tilde{C}} (\vec{x}) \equiv \tilde{C} (\vec{x}) + \int d^3 z \left\{ S_{ij} (\vec{x} , \vec{z}) p^{ij} (\vec{z}) + T_{ij} (\vec{x} , \vec{z}) \tilde{\pi}^{ij} (\vec{z}) \right\} \] (5.18)

such that
\[ [\bar{\tilde{C}} (\vec{x}) , p^{kl} (\vec{y})] \approx 0 , \quad [\bar{\tilde{C}} (\vec{x}) , \tilde{\pi}^{kl} (\vec{y})] \approx 0 . \] (5.19)

In fact, from (5.18) we have
\[ [\bar{\tilde{C}} (\vec{x}) , p^{kl} (\vec{y})] \approx [\tilde{C} (\vec{x}) , p^{kl} (\vec{y})] + \int d^3 z T_{ij} (\vec{x} , \vec{z}) \left[ \tilde{\pi}^{ij} (\vec{z}) , p^{kl} (\vec{y}) \right] , \] (5.20)

and
\[ [\bar{\tilde{C}} (\vec{x}) , \tilde{\pi}^{kl} (\vec{y})] \approx [\tilde{C} (\vec{x}) , \tilde{\pi}^{kl} (\vec{y})] + \int d^3 z S_{ij} (\vec{x} , \vec{z}) \left[ p^{ij} (\vec{z}) , \tilde{\pi}^{kl} (\vec{y}) \right] \]
\[ + \int d^3 z T_{ij} (\vec{x} , \vec{z}) \left[ \tilde{\pi}^{ij} (\vec{z}) , \tilde{\pi}^{kl} (\vec{y}) \right] , \] (5.21)

which always acquire solutions for \( S_{ij} \) and \( T_{ij} \).

Finally, the Poisson brackets among all the constraints are summarized in the following table:

| [\cdot , \cdot] | \pi_k (\vec{y}) | \tilde{\rho} (\vec{y}) | p^{kl} (\vec{y}) | \tilde{\pi} (\vec{y}) | \tilde{\pi}^{kl} (\vec{y}) | C_k (\vec{y}) | \bar{\tilde{C}} (\vec{y}) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \pi_i (\vec{x}) | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \tilde{\rho} (\vec{x}) | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| p^{ij} (\vec{x}) | 0 | 0 | 0 | 0 | [p^{ij} (\vec{x}) , \tilde{\pi}^{kl} (\vec{y})] | 0 | 0 |
| \tilde{\pi} (\vec{x}) | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \tilde{\pi}^{ij} (\vec{x}) | 0 | 0 | [\tilde{\pi}^{ij} (\vec{x}) , p^{kl} (\vec{y})] | 0 | [\tilde{\pi}^{ij} (\vec{x}) , \tilde{\pi}^{kl} (\vec{y})] | 0 | 0 |
| C_i (\vec{x}) | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \bar{\tilde{C}} (\vec{x}) | 0 | 0 | 0 | [\bar{\tilde{C}} (\vec{x}) , \tilde{\pi} (\vec{y})] | 0 | 0 | [\bar{\tilde{C}} (\vec{x}) , \bar{\tilde{C}} (\vec{y})] |
Generally, 
\[ [\bar{C}(\vec{x}), \bar{\pi}(\vec{y})] \neq 0, \quad [\bar{\pi}(\vec{x}), \bar{C}(\vec{y})] \neq 0. \] (5.22)

To summarize, in our theory there are 21 constraints which can be divided into two classes:

7 first-class: \( \pi_i, C_i, \bar{p} \)
14 second-class: \( p^{ij}, \bar{\pi}, \bar{\pi}^{ij}, \bar{C} \). (5.23)

The number of physical degrees of freedom is calculated to be
\[
\#_{\text{dof}} = \frac{1}{2} (2 \times \#_{\text{var}} - 2 \times \#_{\text{1st}} - \#_{\text{2nd}})
\]
\[
= \frac{1}{2} (2 \times 17 - 2 \times 7 - 14)
\]
\[
= 3. \tag{5.24}
\]

We thus have shown that as long as the degeneracy condition (4.50) and consistency condition (4.68) are satisfied, our theory has at most 3 physical degrees of freedom.

6 Illustrating example: the quadratic case

According to the previous analysis, the degeneracy condition (4.50) by itself is merely a necessary condition to evade the unwanted scalar mode in general. To fully remove the unwanted mode, the consistency condition (4.68) must be imposed in order to guarantee the existence of the associated secondary constraint. To see how this could happen and as an application of the formalism we developed, let us consider the following Lagrangian:
\[
L^{(\text{quad})} = a_1 K + a_2 F + b_1 K_{ij} K^{ij} + b_2 K^2 + c_1 K F + c_2 F^2 + V, \tag{6.1}
\]

where \( K_{ij} \) is the extrinsic curvature and \( F \) is given in (2.3), \( V \) is given by\(^6\)
\[
V = d_1 + d_2 R + d_3 \nabla_i N \nabla^i N. \tag{6.2}
\]

In the above all the coefficients \( a_1 \) etc. are generally functions of \( t \) and \( N \) and its first-order spatial derivatives, i.e.,
\[
a_1 = a_1(t, N, X), \quad \text{with} \quad X \equiv \frac{1}{2} \partial_i N \partial^i N, \tag{6.3}
\]

etc. As we shall see, the dependence of the coefficient on \( \partial_i N \) is crucial.

Generally, the theory described by \( L^{(\text{quad})} \) in (6.1) propagates 4 physical degrees of freedom. However, as we shall show below, it is possible to remove the unwanted mode by tuning the coefficients such that the degeneracy condition (4.50) and consistency condition (4.68) are satisfied. According to (2.5) and (2.8), we write
\[
S \equiv \int dt \, d^3x \, N \sqrt{h} \left( a_1 B + a_2 A + b_1 B_{ij} B^{ij} + b_2 B^2 + c_1 B A + c_2 A^2 + V \right), \tag{6.4}
\]

and
\[
\tilde{S} \equiv S + \int dt \, d^3x \left[ \frac{\delta S}{\delta A} (F - A) + \frac{\delta S}{\delta B_{ij}} (K_{ij} - B_{ij}) \right], \tag{6.5}
\]

\(^6\)Actually \( V \) can be chosen quite arbitrarily without changing the following analysis.
\[
\frac{\delta S}{\delta A} = N \sqrt{h} (a_2 + c_1 B + 2c_2 A), \quad (6.6)
\]
\[
\frac{\delta S}{\delta B_{ij}} = N \sqrt{h} (a_1 h^{ij} + 2b_1 B^{ij} + 2b_2 B h^{ij} + c_1 A h^{ij}). \quad (6.7)
\]

In our case,
\[
\frac{\delta^2 S}{\delta A (\vec{x}) \delta A (\vec{y})} = \delta^3 (\vec{x} - \vec{y}) N \sqrt{h} 2c_2, \quad (6.8)
\]
\[
\frac{\delta^2 S}{\delta B_{ij} (\vec{x}) \delta A (\vec{y})} = \delta^3 (\vec{x} - \vec{y}) N \sqrt{h} c_1 h^{ij}, \quad (6.9)
\]
\[
\frac{\delta^2 S}{\delta B_{ij} (\vec{x}) \delta B_{kl} (\vec{y})} = \delta^3 (\vec{x} - \vec{y}) N \sqrt{h} \left[ b_1 \left( h^{ik} h^{jl} + h^{il} h^{jk} \right) + 2b_2 h^{ij} h^{kl} \right]. \quad (6.10)
\]

The “inverse” defined as in (4.44) can be got easily
\[
G_{ij,kl} (\vec{x}, \vec{y}) = \delta^3 (\vec{x} - \vec{y}) \frac{1}{N \sqrt{h}} 2b_1 \left[ \frac{1}{2} (h^{ik} h^{jl} + h^{il} h^{jk}) - \frac{b_2}{b_1 + 3b_2} h^{ij} h^{kl} \right], \quad (6.11)
\]
for \(b_1 \neq 0 \) and \(b_1 + 3b_2 \neq 0\).

The degeneracy condition (4.50) thus reads
\[
D (\vec{x}, \vec{y}) = \delta^3 (\vec{x} - \vec{y}) N \sqrt{h} 2 \left( c_2 - \frac{3}{4} \frac{c_1^2}{b_1 + 3b_2} \right) \equiv 0, \quad (6.12)
\]
which implies we have to require
\[
c_2 = \frac{3}{4} \frac{c_1^2}{b_1 + 3b_2}. \quad (6.13)
\]
For later convenience, from now on we denote
\[
b_1 + 3b_2 \equiv 3\beta, \quad c_1 \equiv 2\beta \gamma, \quad (6.14)
\]
with \(\beta \neq 0\).

The consistency condition (4.68) is much more involved. After some manipulations, we find that we must require
\[
\mathcal{F}(\vec{x}, \vec{y}) = \partial_y \delta^3 (\vec{x} - \vec{y}) \partial^\gamma N(\vec{x}) \sqrt{h(\vec{x})} \mathcal{E}(\vec{x}) - \partial_x \delta^3 (\vec{x} - \vec{y}) \partial^\gamma N(\vec{y}) \sqrt{h(\vec{y})} \mathcal{E}(\vec{y}) \equiv 0, \quad (6.15)
\]
where we define
\[
\mathcal{E} = \frac{\partial a_2}{\partial X} - \gamma \frac{\partial a_1}{\partial X} + 2(B + A\gamma) \beta \frac{\partial \gamma}{\partial X}, \quad (6.16)
\]
for short.

Here comes the crucial point. In the special case where all the coefficients have no functional dependence on \(\partial_i N\), we have \(\partial f / \partial X \equiv 0\) with \(f = a_1, a_2, \cdots\). In this case \(\mathcal{E} \equiv 0\) and thus the consistency condition (6.15) is automatically satisfied. This means the Lagrangian (6.1) satisfying the degeneracy condition (6.13), which now reads
\[
\mathcal{L}^{(\text{quad})} = a_1 K + a_2 F + b_1 \left( K_{ij} K^{ij} - \frac{1}{3} K^2 \right) + \beta (K + \gamma F)^2 + \mathcal{V}, \quad (6.17)
\]
with $V$ given in (6.2) and all the coefficients are functions of only $t$ and $N$, describes a class of healthy theories that propagate 3 physical degrees of freedom. At this point, we note that the model in [47] got by a disformal transformation is a special case of (6.17).

On the other hand, generally coefficients $a_1$ etc. can depend on $\partial_i N$, and thus $E \neq 0$ in general. In this case, although the kinetic terms are degenerate, the theory still possesses more than 3 degrees of freedom. Thus our example explicitly shows that the degeneracy condition is merely a necessary condition to evade the unwanted mode in general, due to the lack of an associated secondary constraint. In order to fully remove the unwanted mode, the consistency condition (4.68) which now is equivalent to $E = 0$ with $E$ given in (6.16) must be imposed. This yields 2 differential equations for the coefficients:

$$\frac{\partial a_2}{\partial X} - \gamma \frac{\partial a_1}{\partial X} = 0, \quad \frac{\partial \gamma}{\partial X} = 0,$$

which imply that $\gamma$ has no dependence on $X$, i.e.,

$$\gamma = \gamma (t, N),$$

and $a_1$ and $a_2$ must be related through

$$a_2 - \gamma (t, N) a_1 = \alpha (t, N),$$

with $\alpha$ some general function of $t$ and $N$. Finally, the Lagrangian satisfying both the degeneracy and consistency conditions reads

$$\mathcal{L}^{(\text{quad})} = a_1 (K + \gamma F) + \alpha F + b_1 \left( K_{ij} K^{ij} - \frac{1}{3} K^2 \right) + \beta (K + \gamma F)^2 + V.$$  

We thus get a class of theories of which the kinetic terms (strictly speaking, terms involving temporal derivatives) are controlled by 5 coefficients $a_1, b_1, \alpha, \beta, \gamma$ (with $b_1, \beta \neq 0$), where $a_1, b_1, \beta$ can be generally functions of $t, N, \partial_i N$, while $\alpha, \gamma$ must be functions of $t$ and $N$ only. As for coefficients in the potential terms $V$, there is no restriction. It is clear that (6.21) includes (6.17) as a special case.

7 Conclusion

In this work, we investigated the extension to the framework proposed in [35] by including the velocity of the lapse function $\dot{N}$ as one of the basic ingredients. From the geometric point of view, $\dot{N}$ (in terms of $\mathcal{L}_n \dot{N}$) should be treated in the same footing as $\dot{h}_{ij}$ (in terms of $\mathcal{L}_n h_{ij} \equiv 2 K_{ij}$). Thus our general Lagrangian given in (2.2) is not only a natural extension to that in [35], but also provides a more complete framework for spatially covariant gravity theories.

Contrary to the framework in [35] which is always “safe”, generally the Lagrangian (2.2) will have 4 physical degrees of freedom, one of which is the unwanted scalar mode. Nevertheless, through a detailed Hamiltonian analysis, we find two conditions to prevent this unwanted degree of freedom. One is the degeneracy condition (4.50) which is essentially the requirement of the degeneracy of the kinetic terms in the original Lagrangian (2.2). The other is the consistency condition (4.68), which ensures the existence of an additional secondary constraint $\mathcal{C}$ given in (5.8). These two conditions will restrict the structure of our general
Lagrangian (2.2). As long as these two conditions are satisfied, there are at most 3 physical degrees of freedom are propagating.

According to our analysis, the degeneracy condition is merely a necessary condition in general, and thus by itself is not sufficient to remove the unwanted mode. This is because in general the primary constraint due to the degeneracy condition does not necessarily induce a secondary constraint. For the theories considered in this work, this generally happens when there are mixings between the temporal and spatial derivatives in the Lagrangian. These include terms such as \( f(t, N, \partial_i N, \cdots) K \) etc., which are consider in the example in section 6, as well as terms such as \( \nabla_i K \nabla^i K, \nabla_i F \nabla^i F \) etc. In general, multiple conditions are required to reduce a whole degree of freedom [9, 14, 18, 34, 56, 59–62]. Here in this paper our framework provides another example in which a single degeneracy condition is not sufficient.

Comments are in order. Firstly, it has been shown that some of the theories in [8] can be reduced to Horndeski theory via disformal transformation [16], while the theories within the framework developed in [35] do contain subsets that cannot be transformed from Horndeski theory under the usual disformal transformation [39]. It is thus useful to perform a systematic investigation of the property of our theory under general field transformations in order to identify the genuinely new and independent theories. Secondly, as a first attempt, in this work we only consider the velocities of \( h_{ij} \) and \( N \), i.e., their first-order time derivatives. It would be interesting to consider higher-order time derivatives following the approach discussed in [60, 61]. As a final remark, we emphasize that the theories constructed in our paper respect only spatial symmetries, which are related to covariant theories in the unitary gauge. If one focuses on the degeneracy of the theories, one may conclude that the unitary gauge is misleading since non-degenerate theories appear to be degenerate in the unitary gauge [8–10], although the gauge fixing itself is legitimate [62]. Indeed, the generally covariant version of the spatially covariant gravity contains higher-order time derivatives both in the Lagrangian and in the equations of motion, which indicates the existence of unwanted degree(s) of freedom. On the other hand, it was argued recently in [63] (see [64] for an early work on this point) that this apparently dangerous mode can be made non-dynamical by choosing appropriate boundary conditions. We will go back to these issues in the future.
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A Lie derivatives of tensor densities

For a general spatial tensor density \( Y \) of weight unity (i.e., \( Y/\sqrt{h} \) behaves as a spatial tensor field), its Lie derivative with respect to an arbitrary spatial vector field \( \xi \) is defined by

\[
\mathcal{L}_\xi Y := \delta_\xi Y,
\]

where \( \delta_\xi Y \) denotes the infinitesimal change under the spatial diffeomorphism generated by \( \xi \). Since \( Y/\sqrt{h} \) behaves as a spatial tensor field, we have

\[
\delta_\xi \left( \frac{Y}{\sqrt{h}} \right) = \mathcal{L}_\xi \left( \frac{Y}{\sqrt{h}} \right).
\]
The left-hand-side can be expanded straightforwardly as
\[
\delta_\xi \left( \frac{Y}{\sqrt{h}} \right) = \frac{1}{\sqrt{h}} \delta_\xi Y + Y \delta_\xi \left( \frac{1}{\sqrt{h}} \right) = \frac{1}{\sqrt{h}} \delta_\xi Y - \frac{1}{\sqrt{h}^2} Y \delta_\xi \ln h
\]
\[
= \frac{1}{\sqrt{h}} \delta_\xi Y - \frac{1}{\sqrt{h}^2} Y h^{ij} \delta_\xi h_{ij},
\]  
(A.3)
then using \( \delta_\xi h_{ij} \equiv \mathcal{L}_\xi h_{ij} \), we get
\[
\mathcal{L}_\xi Y \equiv \delta_\xi Y = \sqrt{h} \mathcal{L}_\xi \left( \frac{Y}{\sqrt{h}} \right) + \frac{1}{2} Y h^{ij} \mathcal{L}_\xi h_{ij}.
\]  
(A.4)

It is convenient to derive the corresponding expression for the components. Supposing \( Y/\sqrt{h} \) is a \((m,n)\)-type spatial tensor field, simple manipulations yield
\[
\mathcal{L}_\xi Y^{i_1 \cdots i_m}_{j_1 \cdots j_n} = \partial_k \left( \xi^k Y^{i_1 \cdots i_m}_{j_1 \cdots j_n} \right) - \sum_{\ell=1}^m Y^{i_1 \cdots k \cdots i_m}_{j_1 \cdots j_n} \partial_k \xi^{i_\ell} + \sum_{\ell=1}^n Y^{i_1 \cdots i_m}_{j_1 \cdots j_{\ell-1} k \cdots j_n} \partial_{j_{\ell}} \xi^k.
\]  
(A.5)

In terms of spatial covariant derivatives, we have
\[
\mathcal{L}_\xi Y^{i_1 \cdots i_m}_{j_1 \cdots j_n} = \sqrt{h} \nabla_k \left( \xi^k Y^{i_1 \cdots i_m}_{j_1 \cdots j_n} \right) - \sum_{\ell=1}^m Y^{i_1 \cdots k \cdots i_m}_{j_1 \cdots j_n} \nabla_k \xi^{i_\ell} + \sum_{\ell=1}^n Y^{i_1 \cdots i_m}_{j_1 \cdots j_{\ell-1} k \cdots j_n} \nabla_{j_{\ell}} \xi^k.
\]  
(A.6)

In our case, (A.5) or equivalently (A.6) immediately yields
\[
\mathcal{L}_\xi \pi = \partial_i \left( \xi^i \pi \right),
\]  
(A.7)
which is a total derivative, and
\[
\mathcal{L}_\xi \pi^{ij} = \sqrt{h} \nabla_k \left( \xi^k \pi^{ij} \right) - 2 \nabla_k \xi^{(i} \pi^{j)k}.
\]  
(A.8)

B Proof of (3.24)

In this appendix, we prove (3.24) with a more general setting.

Supposing at each local point in space, the phase space is spanned by variables \( \{ \phi_I, \pi^I \} \) (not necessarily the variables \( \{ \Phi_I, \Pi^I \} \) in the main text), with \( \phi \)'s the canonical variables and \( \pi \)'s the conjugate momenta. We assume that \( \phi \)'s are spatial tensor fields and thus \( \pi \)'s are spatial tensor densities. Here the index \( I \) formally denotes different kinds of variables as well as their tensorial indices.

We define a general functional \( X[\xi] \) by
\[
X[\xi] := \int d^3x \sum_I \pi^I \mathcal{L}_\xi \phi_I,
\]  
(B.1)
where the summation runs over all the variables, \( \vec{\xi} \) is an arbitrary spatial vector field that may or may not depend on the phase space variables. For any functional on the phase space \( F = F[\phi_I, \pi^I; q_a] \) that is invariant under the time-independent spatial diffeomorphism, where \( \{q_a\} \) stands for variables independent of \( \{\phi_I, \pi^I\} \), we will show that the Poisson bracket of \( X[\vec{\xi}] \) with \( F \) reads

\[
\left[ \int d^3x \sum_I \pi^I \mathcal{L}_\xi \phi_I, F \right] = \int d^3x \sum_I \pi^I \mathcal{L}_{[\xi, F]} \phi_I + \int d^3x \sum_a \frac{\delta F}{\delta q_a} \mathcal{L}_\xi q_a, \quad (B.2)
\]
or compactly

\[
X[\vec{\xi}], F = X[\{\vec{\xi}, F\}] + \int d^3x \sum_a \frac{\delta F}{\delta q_a} \mathcal{L}_\xi q_a, \quad (B.3)
\]
up to a boundary term. Please note since the Lie derivative of a scalar density is a total derivative (see (A.7))

\[
\sum_I \mathcal{L}_\xi (\pi^I \phi_I) = \sum_I \pi^I \mathcal{L}_\xi \phi_I + \sum_I \phi_I \mathcal{L}_\xi \pi^I = \partial_i \left( \sum_I \pi^I \phi_I \right), \quad (B.4)
\]
\(X[\vec{\xi}]\) defined in (B.1) can be written equivalently as

\[
X[\vec{\xi}] \simeq - \int d^3x \sum_I \phi_I \mathcal{L}_\xi \pi^I. \quad (B.5)
\]

Before proving (B.2), note for an arbitrary spatial tensor field \( T \), the following identity holds:

\[
\left[ \mathcal{L}_\xi T, F \right] = \mathcal{L}_{[\vec{\xi}, F]} T + \mathcal{L}_\xi \mathcal{L}_\xi T, F, \quad (B.6)
\]
where again \( \vec{\xi} \) is an arbitrary spatial vector, \( F \) is an arbitrary scalar functional. This simply follows from the fact that both Poisson bracket with a scalar functional \( [\cdot, F] \) and Lie derivative \( \mathcal{L}_\xi \) are linear derivative operators obeying the Leibniz rule, and both preserve the types of tensor fields they act on. In fact, (B.6) can be verified explicitly by plugging the expression for the components of \( \mathcal{L}_\xi T \). Supposing \( T \) is a \((m, n)\)-type spatial tensor fields, we have

\[
\left[ \mathcal{L}_\xi T^{i_1\cdots i_m}_{j_1\cdots j_n}, F \right] = \left[ \mathcal{L}_\xi T^{i_1\cdots i_p}_{j_1\cdots j_q} \right] T^{i_1\cdots i_m}_{j_1\cdots j_n} \partial_{k} \xi^{i_p} - \sum_{l=1}^{m} T^{i_1\cdots i_m}_{j_1\cdots j_n} \partial_{k} \xi^{i_l} \mathcal{L}_{[\xi, F]} + \sum_{l=1}^{n} T^{i_1\cdots i_m}_{j_1\cdots j_n} \partial_{j_l} \xi^{i_p}, F \right]
\]

\[
\left[ \mathcal{L}_\xi T^{i_1\cdots i_p}_{j_1\cdots j_q} \right] T^{i_1\cdots i_m}_{j_1\cdots j_n} \partial_{k} \xi^{i_p} - \sum_{l=1}^{m} T^{i_1\cdots i_m}_{j_1\cdots j_n} \partial_{k} \xi^{i_l} \mathcal{L}_{[\xi, F]} + \sum_{l=1}^{n} T^{i_1\cdots i_m}_{j_1\cdots j_n} \partial_{j_l} \xi^{i_p}, F \right]
\]

\[
\equiv \mathcal{L}_{[\vec{\xi}, F]} T^{i_1\cdots i_p}_{j_1\cdots j_q} + \mathcal{L}_\xi \mathcal{L}_\xi T^{i_1\cdots i_p}_{j_1\cdots j_q}, F, \quad (B.7)
\]
which proves (B.6). For later convenience, we also note

\[
\delta_\xi F = \int d^3x \left[ \sum_I \left( \frac{\delta F}{\delta \phi_I} \mathcal{L}_\xi \phi_I + \frac{\delta F}{\delta \pi^I} \mathcal{L}_\xi \pi^I \right) + \sum_a \frac{\delta F}{\delta q_a} \mathcal{L}_\xi q_a \right] \equiv 0, \quad (B.8)
\]
which follows from the fact that $F$ is a scalar functional that is invariant under time-independent spatial diffeomorphism. In (B.8) the Lie derivatives of tensor densities $\mathcal{L}_\xi \pi^I$ are defined as in section A.

Now we turn to the proof of (B.2). Using (B.6), the left-hand-side can be evaluated as

\[
\text{L.H.S.} \equiv \left[ \int d^3 x \sum_I \pi^I \mathcal{L}_\xi \phi_I, F \right]
= \int d^3 x \sum_I \left[ \pi^I, F \right] \mathcal{L}_\xi \phi_I + \int d^3 x \sum_I \pi^I \left[ \mathcal{L}_\xi \phi_I, F \right]
= \int d^3 x \sum_I \left( -\frac{\delta F}{\delta \phi_I} \right) \mathcal{L}_\xi \phi_I + \int d^3 x \sum_I \pi^I \mathcal{L}_\xi \phi_I + \int d^3 x \sum_I \pi^I \mathcal{L}_{[\xi,F]} \phi_I
= -\int d^3 x \sum_I \pi^I \mathcal{L}_\xi \phi_I + \int d^3 x \sum_I \pi^I \mathcal{L}_\xi \phi_I + \int d^3 x \sum_I \pi^I \mathcal{L}_{[\xi,F]} \phi_I. \quad (B.9)
\]

Since $\sum_I \pi^I \frac{\delta F}{\delta \pi^I}$ is a scalar density, its Lie derivative obeys that in (A.7), i.e.,

\[
\int d^3 x \mathcal{L}_\xi \left( \sum_I \pi^I \frac{\delta F}{\delta \pi^I} \right) = \int d^3 x \partial_i \left( \xi^i \sum_I \pi^I \frac{\delta F}{\delta \pi^I} \right) \approx 0, \quad (B.10)
\]

which implies

\[
\int d^3 x \sum_I \pi^I \mathcal{L}_\xi \frac{\delta F}{\delta \pi^I} \approx -\int d^3 x \sum_I \frac{\delta F}{\delta \pi^I} \mathcal{L}_\xi \pi^I, \quad (B.11)
\]

where the Lie derivative of tensor densities $\pi^I$ are defined as in section A. Plugging the above into (B.9), we get

\[
\text{L.H.S.} \approx -\int d^3 x \sum_I \frac{\delta F}{\delta \phi_I} \mathcal{L}_\xi \phi_I - \int d^3 x \sum_I \frac{\delta F}{\delta \pi^I} \mathcal{L}_\xi \pi^I + \int d^3 x \sum_I \pi^I \mathcal{L}_{[\xi,F]} \phi_I
= -\int d^3 x \sum_I \left( \frac{\delta F}{\delta \phi_I} \mathcal{L}_\xi \phi_I + \frac{\delta F}{\delta \pi^I} \mathcal{L}_\xi \pi^I \right) + \int d^3 x \sum_I \pi^I \mathcal{L}_{[\xi,F]} \phi_I
= \int d^3 x \sum_I \pi^I \mathcal{L}_{[\xi,F]} \phi_I + \int d^3 x \sum_a \frac{\delta F}{\delta q_a} \mathcal{L}_\xi q_a, \quad (B.12)
\]

which is just (B.2). In the last step, we used (B.8), i.e. $\delta_\xi F \equiv 0$, which follows from the fact that $F$ is a scalar functional that is invariant under time-independent spatial diffeomorphism.

C Poisson brackets for the primary constraints

In this appendix, we present some details in calculating the Poisson brackets for the primary constraints.

We first derive some general results for later convenience. For a general phase space function or functional $F$, we have

\[
[p_i(\vec{x}), F] = -\frac{\delta F}{\delta N^i(\vec{x})}, \quad (C.1)
\]

\[
[p(\vec{x}), F] = -\frac{\delta F}{\delta A(\vec{x})}, \quad (C.2)
\]

\[
[p^{ij}(\vec{x}), F] = -\frac{\delta F}{\delta B_{ij}(\vec{x})}, \quad (C.3)
\]
Recalling that \( \tilde{\pi} \) is defined in (3.6) and using the fact that \( S \) in (2.5) generally depends on \( N, h_{ij}, A, B_{ij} \) but not on \( N_i \), we get

\[
[\tilde{\pi}(\vec{x}), F] = -\frac{\delta F}{\delta N(\vec{x})} + \int d^3z \left[ \frac{\delta \tilde{\pi}(\vec{x})}{\delta N(\vec{z})} \frac{\delta F}{\delta \pi(\vec{z})} + \frac{\delta \tilde{\pi}(\vec{x})}{\delta h_{ij}(\vec{z})} \frac{\delta F}{\delta \pi_{ij}(\vec{z})} \right. \\
\left. + \frac{\delta \tilde{\pi}(\vec{x})}{\delta A(\vec{z})} \frac{\delta F}{\delta \delta p(\vec{z})} + \frac{\delta \tilde{\pi}(\vec{x})}{\delta B_{ij}(\vec{z})} \frac{\delta F}{\delta \pi_{ij}(\vec{z})} \right].
\]

(C.4)

Various functional derivatives of \( \tilde{\pi} \) are calculated to be

\[
\frac{\delta \tilde{\pi}(\vec{x})}{\delta N(\vec{z})} = \delta^i (\vec{x} - \vec{z}) \frac{1}{N^2(\vec{x})} \frac{\delta S}{\delta A(\vec{x})} - \frac{1}{N(\vec{x})} \frac{\delta^2 S}{\delta A(\vec{x}) \delta N(\vec{z})},
\]

(C.5)

\[
\frac{\delta \tilde{\pi}(\vec{x})}{\delta h_{ij}(\vec{z})} = -\frac{1}{N(\vec{x})} \frac{\delta^2 S}{\delta A(\vec{x}) \delta h_{ij}(\vec{z})},
\]

(C.6)

\[
\frac{\delta \tilde{\pi}(\vec{x})}{\delta A(\vec{z})} = -\frac{1}{\delta^2 S} \frac{\delta S}{\delta A(\vec{x}) \delta A(\vec{z})},
\]

(C.7)

\[
\frac{\delta \tilde{\pi}(\vec{x})}{\delta B_{ij}(\vec{z})} = -\frac{1}{N(\vec{x})} \frac{\delta^2 S}{\delta A(\vec{x}) \delta B_{ij}(\vec{z})}.
\]

(C.8)

Plugging the above into (C.4), we find

\[
[\tilde{\pi}(\vec{x}), F] = -\frac{\delta F}{\delta N(\vec{x})} + \int d^3z \left[ \frac{\delta^2 S}{\delta A(\vec{x}) \delta N(\vec{z})} \frac{\delta F}{\delta \pi(\vec{z})} + \frac{\delta^2 S}{\delta A(\vec{x}) \delta h_{ij}(\vec{z})} \frac{\delta F}{\delta \pi_{ij}(\vec{z})} \right. \\
\left. + \frac{\delta^2 S}{\delta A(\vec{x}) \delta p(\vec{z})} + \frac{\delta^2 S}{\delta B_{ij}(\vec{z}) \delta \pi_{ij}(\vec{z})} \frac{\delta F}{\delta \pi_{ij}(\vec{z})} \right].
\]

(C.9)

Similarly, for \( \tilde{\pi}_{ij} \) defined in (3.6), we have

\[
[\tilde{\pi}_{ij}(\vec{x}), F] = -\frac{\delta F}{\delta h_{ij}(\vec{x})} + \int d^3z \left[ \frac{\delta \tilde{\pi}_{ij}(\vec{x})}{\delta N(\vec{z})} \frac{\delta F}{\delta \pi(\vec{z})} + \frac{\delta \tilde{\pi}_{ij}(\vec{x})}{\delta h_{kl}(\vec{z})} \frac{\delta F}{\delta \pi_{kl}(\vec{z})} \right. \\
\left. + \frac{\delta \tilde{\pi}_{ij}(\vec{x})}{\delta A(\vec{z})} \frac{\delta F}{\delta \delta p(\vec{z})} + \frac{\delta \tilde{\pi}_{ij}(\vec{x})}{\delta B_{ij}(\vec{z})} \frac{\delta F}{\delta \pi_{ij}(\vec{z})} \right].
\]

(C.10)

where the functional derivatives are found to be

\[
\frac{\delta \tilde{\pi}_{ij}(\vec{x})}{\delta N(\vec{z})} = \frac{1}{2} \delta^3(\vec{x} - \vec{z}) \frac{1}{N^2(\vec{x})} \frac{\delta S}{\delta B_{ij}(\vec{x})} - \frac{1}{2} \frac{\delta^2 S}{\delta N(\vec{x}) \delta B_{ij}(\vec{z})}.
\]

(C.11)

\[
\frac{\delta \tilde{\pi}_{ij}(\vec{x})}{\delta h_{kl}(\vec{z})} = -\frac{1}{2N(\vec{x})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta h_{kl}(\vec{z})},
\]

(C.12)

\[
\frac{\delta \tilde{\pi}_{ij}(\vec{x})}{\delta A(\vec{z})} = -\frac{1}{2N(\vec{x})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta A(\vec{z})},
\]

(C.13)

\[
\frac{\delta \tilde{\pi}_{ij}(\vec{x})}{\delta B_{kl}(\vec{z})} = -\frac{1}{2N(\vec{x})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x}) \delta B_{kl}(\vec{z})}.
\]

(C.14)
Plugging the above into (C.10), we get

\[
\left[ \tilde{\pi}^{ij}(\vec{x}), F \right] = -\frac{\delta F}{\delta h_{ij}(\vec{x})} + \frac{1}{2 N^2(\vec{x})} \frac{\delta S}{\delta \pi(\vec{x})} \frac{\delta F}{\delta \pi(\vec{x})} \\
- \frac{1}{2 N(\vec{x})} \int d^3z \left[ \frac{\delta^2 S}{\delta \pi(\vec{x})} \frac{\delta F}{\delta \pi(\vec{x})} + \frac{\delta^2 S}{\delta B_{ij}(\vec{x})} \frac{\delta F}{\delta B_{ij}(\vec{x})} \frac{\delta F}{\delta \pi(\vec{z})} \frac{\delta F}{\delta \pi(\vec{z})} \right].
\]  

(C.15)

Now we evaluate the Poisson brackets among the primary constraints.

From (C.1), since all the primary constraints \( \{\varphi^a\} \) have no functional dependence on \( N^i \), we get

\[
\left[ \pi_i(\vec{x}), \varphi^a(\vec{y}) \right] = -\frac{\delta \varphi^a(\vec{y})}{\delta N^i(\vec{x})} = 0.
\]  

(C.16)

From (C.2), we get

\[
\left[ p(\vec{x}), p(\vec{y}) \right] = -\frac{\delta p(\vec{y})}{\delta A(\vec{x})} = 0,
\]  

(C.17)

\[
\left[ p(\vec{x}), \dot{\pi}^i(\vec{y}) \right] = -\frac{\delta p^i(\vec{y})}{\delta A(\vec{x})} = 0,
\]  

(C.18)

and

\[
\left[ p(\vec{x}), \tilde{\pi}(\vec{y}) \right] = \frac{\delta \tilde{\pi}(\vec{y})}{\delta A(\vec{x})} = \frac{1}{N(\vec{y})} \frac{\delta^2 S}{\delta A(\vec{y})},
\]  

(C.19)

\[
\left[ p(\vec{x}), \tilde{\pi}^{ij}(\vec{y}) \right] = -\frac{\delta \tilde{\pi}^{ij}(\vec{y})}{\delta A(\vec{x})} = \frac{1}{2 N(\vec{y})} \frac{\delta^2 S}{\delta B_{ij}(\vec{y})},
\]  

(C.20)

where we used (C.7) and (C.13).

From (C.3),

\[
\left[ p^{ij}(\vec{x}), p^{kl}(\vec{y}) \right] = -\frac{\delta p^{kl}(\vec{y})}{\delta B_{ij}(\vec{x})} = 0,
\]  

(C.21)

and

\[
\left[ p^{ij}(\vec{x}), \tilde{\pi}(\vec{y}) \right] = -\frac{\delta \tilde{\pi}(\vec{y})}{\delta B_{ij}(\vec{x})} = \frac{1}{N(\vec{y})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x})},
\]  

(C.22)

\[
\left[ p^{ij}(\vec{x}), \tilde{\pi}^{kl}(\vec{y}) \right] = -\frac{\delta \tilde{\pi}^{kl}(\vec{y})}{\delta B_{ij}(\vec{x})} = \frac{1}{2 N(\vec{y})} \frac{\delta^2 S}{\delta B_{ij}(\vec{x})},
\]  

(C.23)

where we used (C.8) and (C.14).

From (C.9),

\[
\left[ \tilde{\pi}(\vec{x}), \tilde{\pi}(\vec{y}) \right] = -\frac{\delta \tilde{\pi}(\vec{y})}{\delta N(\vec{x})} + \frac{1}{N^2(\vec{x})} \frac{\delta S}{\delta \pi(\vec{x})} \frac{\delta \tilde{\pi}(\vec{y})}{\delta \pi(\vec{x})} - \frac{1}{N(\vec{x})} \int d^3z \frac{\delta^2 S}{\delta A(\vec{x})} \frac{\delta \tilde{\pi}(\vec{y})}{\delta \pi(\vec{z})} \frac{\delta \tilde{\pi}(\vec{y})}{\delta \pi(\vec{z})} = \frac{1}{N(\vec{y})} \frac{\delta^2 S}{\delta N(\vec{x})} \frac{\delta \tilde{\pi}(\vec{y})}{\delta A(\vec{y})} - \frac{1}{N(\vec{x})} \frac{\delta A(\vec{x}) \delta N(\vec{z}) \delta \pi(\vec{z})}{\delta \pi(\vec{z})}.
\]  

(C.24)
where we used (C.5), and
\[
\left[ \tilde{\pi} (\vec{x}), \tilde{\pi}^{ij} (\vec{y}) \right] = -\frac{\delta \tilde{\pi}^{ij} (\vec{y})}{\delta N (\vec{x})} - \frac{1}{N (\vec{x})} \int d^3 z \frac{\delta^2 S}{\delta A (\vec{x}) \delta h_{kl} (\vec{z})} \frac{\delta \pi^{ij} (\vec{y})}{\delta \pi (\vec{z})} \tag{C.25}
\]
\[
= -\frac{1}{2} \delta^{ij} (\vec{x} - \vec{y}) - \frac{1}{N^2 (\vec{y})} \delta S \frac{1}{N (\vec{x})} \delta N (\vec{x}) \delta B_{ij} (\vec{y}) - \frac{1}{N (\vec{x})} \delta A (\vec{x}) \delta h_{ij} (\vec{y}),
\]
where we used (C.11).

From (C.15), we get
\[
\left[ \tilde{\pi}^{ij} (\vec{x}), \tilde{\pi}^{kl} (\vec{y}) \right] = -\frac{\delta \tilde{\pi}^{kl} (\vec{y})}{\delta h_{ij} (\vec{x})} - \frac{1}{2 N (\vec{x})} \int d^3 z \frac{\delta^2 S}{\delta B_{ij} (\vec{x}) \delta h_{mn} (\vec{z})} \frac{\delta \pi^{kl} (\vec{y})}{\delta \pi (\vec{z})} \tag{C.26}
\]
\[
= \frac{1}{2 N (\vec{y})} \delta h_{ij} (\vec{x}) \delta B_{kl} (\vec{y}) - \frac{1}{2 N (\vec{x})} \delta B_{ij} (\vec{x}) \delta h_{kl} (\vec{y}),
\]
where we used (C.12).

Finally, let us evaluate the Poisson brackets of the primary constraints with the canonical Hamiltonian $H_C$. Firstly, note since $p$, $p^{ij}$, $\pi$ and $\tilde{\pi}^{ij}$ have vanishing Poisson bracket with $N^i$, it immediately follows from (B.3) that
\[
\left[ p, X[N] \right] = 0, \tag{C.27}
\]
\[
\left[ p^{ij}, X[N] \right] = 0, \tag{C.28}
\]
\[
\left[ \pi, X[N] \right] = 0, \tag{C.29}
\]
\[
\left[ \tilde{\pi}^{ij}, X[N] \right] = 0. \tag{C.30}
\]

The only non-vanishing one is $\left[ \pi_i, X[N] \right]$. Using (B.3) we have, for a smoothing vector field $f^i (\vec{x})$ (nothing to do with the phase space variables)
\[
\left[ \int d^3 x f^i (\vec{x}) \pi_i (\vec{x}), X[N] \right] = -X \left[ \left[ N, \int d^3 x f^i (\vec{x}) \pi_i (\vec{x}) \right] \right] = -X [\vec{f}] \sim -\int d^3 x f^i \mathcal{C}_i, \tag{C.31}
\]
where in the last step we have used (3.21) by replacing $\vec{\zeta} \to \vec{f}$. It immediately follows from (C.31) that
\[
\left[ \pi_i (\vec{x}), X[N] \right] \approx -\mathcal{C}_i (\vec{x}), \tag{C.32}
\]
where $\mathcal{C}_i$ is defined in (3.22).

It immediately follows from (C.32) that\(^7\)
\[
\left[ \pi_i, H_C \right] = \left[ \pi_i, \int d^3 x (NC) + X[N] \right] = \left[ \pi_i, X[N] \right] \approx -\mathcal{C}_i. \tag{C.33}
\]

\(^7\)Instead of using (B.3) and (C.32), one can get the same result simply by definition
\[
\left[ \pi_i, H_C \right] = -\frac{\delta H_C}{\delta N^i} = -\frac{\delta}{\delta N^i} \left( \int d^3 x (NC) + X[N] \right) \approx -\frac{\delta}{\delta N^i} \int d^3 x N^i \mathcal{C}_i = -\mathcal{C}_i.
From (C.2) and (3.15),
\[ [p, H_C] = \left[ p, \int d^3x \right] = -\frac{\delta}{\delta A} \int d^3x = -N \tilde{\pi} \approx 0. \]  
(C.34)

From (C.3) and (3.15),
\[ [p^{ij}, H_C] = \left[ p^{ij}, \int d^3x \right] = -\frac{\delta}{\delta B_{ij}} \int d^3x = -2N \tilde{\pi}^{ij} \approx 0. \]  
(C.35)

We also have
\[ [\tilde{\pi} (\bar{x}), H_C] = \left[ \tilde{\pi} (\bar{x}), \int d^3y \right] , \]  
(C.36)
\[ [\tilde{\pi}^{ij} (\bar{x}), H_C] = \left[ \tilde{\pi}^{ij} (\bar{x}), \int d^3y \right] , \]  
(C.37)

then using (C.9) and (C.15), after some manipulations we get (4.13) and (4.14).

**D Proof of \([C(\bar{x}), \bar{p}(\bar{y})] \approx 0\)**

In this appendix we present the details in proving that \([C(\bar{x}), \bar{p}(\bar{y})]\) is weakly vanishing. To this end, it is more convenient to consider the Poisson bracket \([C[V], \bar{p}[U]]\), with
\[ C[V] := \int d^3x C(\bar{x})V(\bar{x}), \quad \bar{p}[U] := \int d^3x \bar{p}(\bar{x})U(\bar{x}), \]  
(D.1)

where \(V(\bar{x})\) and \(U(\bar{x})\) are arbitrary smoothing functions. Note \(\bar{p}[U]\) has an equivalent expression (5.11). A similar expression for \(C[V]\) can be found if we keep all the constraints (and thus keep equalities instead of weak equalities) in deriving (5.7), which yields
\[
\int d^3x Y_{\alpha}^{(2)} (\bar{x}) [\varphi^\alpha (\bar{x}), H_C] \\
= \int d^3x \left[ Y_{\alpha}^{(2)} (\bar{x}) \varphi^\alpha (\bar{x}), H_C \right] - \int d^3x \left[ Y_{\alpha}^{(2)} (\bar{x}), H_C \right] \varphi^\alpha (\bar{x}) \\
= \int d^3x \tilde{\pi} (\bar{x}) V (\bar{x}, H_C) - \int d^3x \left[ Y_{\alpha}^{(2)} (\bar{x}), H_C \right] \varphi^\alpha (\bar{x}) \\
= \int d^3x [\tilde{\pi} (\bar{x}), H_C] V (\bar{x}, H_C) + \int d^3x [V (\bar{x}), H_C] \tilde{\pi} (\bar{x}) - \int d^3x \left[ Y_{\alpha}^{(2)} (\bar{x}), H_C \right] \varphi^\alpha (\bar{x}) \\
\equiv \int d^3x C(\bar{x})V (\bar{x}) + \int d^3x [V (\bar{x}), H_C] \tilde{\pi} (\bar{x}) - \int d^3x \left[ Y_{\alpha}^{(2)} (\bar{x}), H_C \right] \varphi^\alpha (\bar{x}) ,  
\]  
(D.2)

together with
\[
\int d^3x Y_{\alpha}^{(2)} (\bar{x}) [\varphi^\alpha (\bar{x}), H_C] \equiv \int d^3x V_{\alpha} (\bar{x}) [\tilde{\pi}^\alpha (\bar{x}), H_C] ,  
\]  
(D.3)

we get
\[ C[V] := \int d^3x V_{\alpha} (\bar{x}) [\tilde{\pi}^\alpha (\bar{x}), H_C] \\
- \int d^3x [V (\bar{x}), H_C] \tilde{\pi} (\bar{x}) + \int d^3x \left[ Y_{\alpha}^{(2)} (\bar{x}), H_C \right] \varphi^\alpha (\bar{x}) .  
\]  
(D.4)
Although (5.11) and (D.4) look more complicated, they are simpler in calculating the Poisson brackets.

Using the fact that $[\tilde{\pi}^a(\bar{x}), \bar{p}[U]] \approx 0$ and $[\varphi^a(\bar{x}), \bar{p}[U]] \approx 0$ (see (5.12)–(5.13)),

$$[C[V], \bar{p}[U]]$$

$$\equiv \int d^3x \, V(\bar{x}) C(\bar{x}), \int d^3y \, U_b(\bar{y}) p^b(\bar{y})$$

$$\approx \int d^3x \, V_a(\bar{x}) \left[ \tilde{\pi}^a(\bar{x}), H_C \right], \int d^3y \, U_b(\bar{y}) p^b(\bar{y})$$

$$\approx \int d^3x \int d^3y \, \left[ V_a(\bar{x}) \left[ \tilde{\pi}^a(\bar{x}), H_C \right], p^b(\bar{y}) \right] U_b(\bar{y})$$

$$= \int d^3x \int d^3y \left\{ \left[ V_a(\bar{x}), p^b(\bar{y}) \right] \left[ \tilde{\pi}^a(\bar{x}), H_C \right] + V_a(\bar{x}) \left[ \left[ \tilde{\pi}^a(\bar{x}), H_C \right], p^b(\bar{y}) \right] \right\} U_b(\bar{y}). \tag{D.5}$$

Then using the Jacobi identity

$$0 \equiv \left[ \tilde{\pi}^a(\bar{x}), H_C \right], p^b(\bar{y}) + \left[ \left[ H_C, p^b(\bar{y}) \right], \tilde{\pi}^a(\bar{x}) \right] + \left[ \left[ \tilde{\pi}^a(\bar{x}), H_C \right], p^b(\bar{y}) \right], H_C$$

we get

$$\left[ \tilde{\pi}^a(\bar{x}), H_C \right], p^b(\bar{y}) \approx \left[ W^{ab}(\bar{x}, \bar{y}), H_C \right], \tag{D.6}$$

where we used the definition $W^{ab}(\bar{x}, \bar{y}) \equiv \left[ \tilde{\pi}^a(\bar{x}), p^b(\bar{y}) \right]$. Plugging the above into (D.5) yields

$$[C[V], \bar{p}[U]]$$

$$\approx \int d^3x \int d^3y \left\{ \left[ V_a(\bar{x}), p^b(\bar{y}) \right] \left[ \tilde{\pi}^a(\bar{x}), H_C \right] + V_a(\bar{x}) \left[ W^{ab}(\bar{x}, \bar{y}), H_C \right] \right\} U_b(\bar{y})$$

$$= \int d^3x \int d^3y \left\{ \left[ V_a(\bar{x}), p^b(\bar{y}) \right] \left[ \tilde{\pi}^a(\bar{x}), H_C \right] + \left[ V_a(\bar{x}) W^{ab}(\bar{x}, \bar{y}), H_C \right] - \left[ V_a(\bar{x}), H_C \right] W^{ab}(\bar{x}, \bar{y}) \right\} U_b(\bar{y})$$

$$= \int d^3x \int d^3y \left[ \tilde{\pi}^a(\bar{x}), H_C \right] \left[ V_a(\bar{x}), p^b(\bar{y}) \right] U_b(\bar{y})$$

$$= \int d^3x \, Z_a(\bar{x}) \left[ \tilde{\pi}^a(\bar{x}), H_C \right], \tag{D.8}$$

where we used the fact that $V_a$ is the (left) null-eigenvector of $W^{ab}$, and $U_a$ is the (right) null-eigenvector of $W^{ab}$. In the last step of (D.8) we have defined

$$Z_a(\bar{x}) := \int d^3\bar{y} \left[ V_a(\bar{x}), p^b(\bar{y}) \right] U_b(\bar{y}), \tag{D.9}$$

for short.

Then there comes the crucial point. One can show that

$$Z_a(\bar{x}) \propto V_a(\bar{x}). \tag{D.10}$$
To see this, we just need to check if
\[
\int d^3x \ Z_a(\vec{x}) \ W^{ac}(\vec{x}, \vec{z}), \tag{D.11}
\]
is vanishing or not. In fact,
\[
\int d^3x \ Z_a(\vec{x}) \ W^{ac}(\vec{x}, \vec{z}) = 0 \equiv \int d^3x \ \left( \int d^3y \ \left[ V_a(\vec{x}), p^b(\vec{y}) \right] U_b(\vec{y}) \right) W^{ac}(\vec{x}, \vec{z}) = \int d^3x \ \int d^3y \ \left\{ \left[ V_a(\vec{x}) \ W^{ac}(\vec{x}, \vec{z}), p^b(\vec{y}) \right] - V_a(\vec{x}) \left[ W^{ac}(\vec{x}, \vec{z}), p^b(\vec{y}) \right] \right\} U_b(\vec{y}) = - \int d^3x \ \int d^3y \ V_a(\vec{x}) \left[ W^{ac}(\vec{x}, \vec{z}), p^b(\vec{y}) \right] U_b(\vec{y}) = - \int d^3x \ \int d^3y \ V_a(\vec{x}) \left[ \bar{\pi}^a(\vec{x}), p^c(\vec{z}), p^b(\vec{y}) \right] U_b(\vec{y}) \tag{D.12}
\]

then using the Jacobi identity
\[
0 \equiv \left[ \bar{\pi}^a(\vec{x}), p^c(\vec{z}) \right], p^b(\vec{y}) + \left[ p^c(\vec{z}), p^b(\vec{y}), \bar{\pi}^a(\vec{x}) \right] + \left[ p^b(\vec{y}), \bar{\pi}^a(\vec{x}), p^c(\vec{z}) \right] = \left[ \bar{\pi}^a(\vec{x}), p^c(\vec{z}) \right], p^b(\vec{y}) + \left[ p^b(\vec{y}), \bar{\pi}^a(\vec{x}), p^c(\vec{z}) \right], \tag{D.13}
\]
we get
\[
\int d^3x \ Z_a(\vec{x}) \ W^{ac}(\vec{x}, \vec{z}) = \int d^3x \ \int d^3y \ V_a(\vec{x}) \left[ p^b(\vec{y}), \bar{\pi}^a(\vec{x}), p^c(\vec{z}) \right] U_b(\vec{y}) = - \int d^3x \ \int d^3y \ V_a(\vec{x}) \left[ W^{ab}(\vec{x}, \vec{y}), p^c(\vec{z}) \right] U_b(\vec{y}) = - \int d^3x \ \int d^3y \ \left\{ \left[ V_a(\vec{x}) \ W^{ab}(\vec{x}, \vec{y}), p^c(\vec{z}) \right] - \left[ V_a(\vec{x}), p^c(\vec{z}) \right] W^{ab}(\vec{x}, \vec{y}) \right\} U_b(\vec{y}) = 0, \tag{D.14}
\]
where again we used the fact that \( V_a \) is the (left) null-eigenvector of \( W^{ab} \), and \( U_b \) is the (right) null-eigenvector of \( W^{ab} \). The above result implies that \( Z_a(\vec{x}) \) is also a (left) null-eigenvector of \( W^{ac}(\vec{x}, \vec{z}) \). On the other hand, since we assume the nullity of \( W^{ab} \) is 1, it has and only has one (left) null-eigenvector. We thus arrive at the conclusion that
\[
Z_a(\vec{x}) = c V_a(\vec{x}), \tag{D.15}
\]
with \( c \) some numerical constant.

Finally, plugging (D.15) into (D.8), we get
\[
[\mathcal{C}[V], \bar{p}[U]] \approx \int d^3x \ c V_a(\vec{x}) \left[ \bar{\pi}^a(\vec{x}), H_C \right] = c \mathcal{C}[V] \approx 0, \tag{D.16}
\]
which implies
\[
[\mathcal{C}(\vec{x}), \bar{p}(\vec{y})] \approx 0. \tag{D.17}
\]
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