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Abstract—Random numbers are a valuable commodity in gaming and gambling, simulation, conventional and quantum cryptography, and in non-conventional computing schemes such as stochastic computing. We propose to generate a random bit using a position measurement of a single mobile charge on a coupled pair of quantum dots. True randomness of the measurement outcome is provided by quantum mechanics via Born’s rule. A random bit string may be generated using a sequence of repeated measurements on the same double quantum dot (DQD) system. Any bias toward a “0” measurement or a “1” measurement may be removed or tuned as desired simply by adjusting the detuning between localized states. Device tunability provides versatility, enabling this quantum random number generator (QRNG) to support applications in which no bias is desired, or where a tunable bias is desired. We discuss a metallic implementation as well as a molecular implementation of this QRNG. Basic quantum mechanical principles are used to study power dissipation and timing considerations for the generation of random bit strings. The DQD offers a small form factor and, in a metallic implementation, is usable in the case where cryogenic operations are desirable (as in the case of quantum computing). For room-temperature applications, a molecular DQD may be used.

Index Terms—Quantum random number generator (QRNG), quantum dots.

I. INTRODUCTION

Random numbers are a valuable commodity in many applications including gaming and lotteries, simulation techniques [1], cryptographic schemes [2], and in probing fundamental questions of quantum mechanics [3].

Several approaches to generating random numbers exist, and tradeoffs between various figures of merit often must be weighed in selecting a solution suitable to the requirements of the particular application. In some cases, pseudorandom numbers—deterministically generated using either hardware or software approaches—may be adequate. One simple, low-cost hardware approach uses the linear feedback shift register (LFSR) [4]. A less conventional approach to a pseudorandom number generator (PRNG) uses quantum-dot cellular automata (QCA) [5]. When PRNGs do not provide adequate information entropy, approximate approaches to randomness, such as entropy-gathering may be used. Nonetheless, entropy-gathering techniques are not without vulnerability [6], and sometimes true randomness is desired: stochastic processes may be used to build true random number generators (TRNGs). One example leverages the stochastic nature of memristors [7].

Measurement in quantum systems is known to be truly stochastic, and it has been used in commercially-available TRNGs [8]. Random distributions generated using quantum hardware are likely to have a bias and must be tuned algorithmically [9], but this comes at the cost of latency and additional conventional computational resources. In some applications, power, latency, weight, device complexity, or die area come at a premium, and it is desirable to eliminate additional software conditioning of random bit strings. In other applications, such as stochastic computing [10], not only is a bias in random bit strings desirable, but it is also important to be able to dynamically tune the bias. In this case, stochastic numbers are encoded on the mean value of random bit strings, and simple logic such as AND or OR gates are adequate to perform fundamental mathematical calculations such as addition or multiplication. The mean value of the bit strings must be tunable in order to represent various stochastic numbers.

Here, we propose a straightforward scheme for generating random numbers with a tunable mean using a coupled pair of quantum dots and a mobile charge. Here, localized charge states of a single mobile electron encode a bit. Adjusting the detuning between the quantum dots changes the ground state and thus the probabilities of measurement for the localized states. A projective measurement of position in this system, then, is equivalent to a quantum coin toss with a tunable mean. Repeated measurements yield a random bit string, which may be used generally in any application of random numbers, or specifically as a stochastic number in stochastic computing. This discussion begins with implementation-agnostic theory (Section II) of generating single bits and bit strings. Then, two implementations for this system are described in Section III. A discussion of the bit rates possible for such tunable quantum random number generators is provided. The tunable mean makes this device suitable for applications where no bias toward either binary outcome is desired, or applications such as stochastic computing where a tunable bias is desired.
II. THEORY

A. A Quantum System With Tunable Statistics

Consider one mobile electron in a coupled pair of quantum dots, which we refer to as a “double quantum-dot” system, or simply a “DQD.” The localized electronic states are defined as states $|0\rangle$ and $|1\rangle$, as shown in Fig. 1. These charge states provide a basis $B = \{ |0\rangle, |1\rangle \}$ in which the arbitrary quantum superposition state $|\psi\rangle$ may be written as $|\psi\rangle = c_0 |0\rangle + c_1 |1\rangle$ with probability amplitudes $\{ c_0, c_1 \}$. While $|\psi\rangle$ may be a quantum superposition of $|0\rangle$ and $|1\rangle$, a position measurement will yield “0” or “1” only. The probability amplitude $c_k \in \mathbb{C}$ is related to the probability $p(k)$ of measuring state $|k\rangle$:

$$p(k) = |c_k|^2 = c_k^* c_k.$$  

(1)

It is a well-known feature of quantum mechanics that the result of such a measurement is truly random; therefore, a measurement on this DQD system is the quantum generation of a random bit, and we call this system a quantum random number generator (QRNG). Furthermore, for this DQD, the measurement probabilities $p(k)$ may be dynamically tuned, so we designate this DQD system as a tunable QRNG.

We may write the Hamiltonian for the DQD as

$$\hat{H} = -\gamma \hat{\sigma}_x + \Delta \hat{\sigma}_z,$$  

(2)

where $\gamma$ is the tunneling energy between basis states, $\Delta$ is the detuning $\Delta = \langle 1 | \hat{H} | 1 \rangle - \langle 0 | \hat{H} | 0 \rangle$, and the operators $\hat{\sigma}_\alpha$, with $\alpha \in \{ x, y, z \}$, are the Pauli operators:

$$\hat{\sigma}_x = |1\rangle \langle 0| + |0\rangle \langle 1|,$$

$$\hat{\sigma}_y = i (|1\rangle \langle 0| - |0\rangle \langle 1|) \quad \text{and}$$

$$\hat{\sigma}_z = |1\rangle \langle 1| - |0\rangle \langle 0|.$$  

(3)

The solutions to the time-independent Schrödinger equation

$$\hat{H} |\phi_n\rangle = E_n |\phi_n\rangle$$  

(4)

are the eigenstates $\{ |\phi_n\rangle \}$ of $\hat{H}$ with corresponding eigenenergies $\{ E_n \}$, where $n \in \{ 1, 2 \}$ and $E_1 < E_2$. Here, $|\phi_1\rangle$ is the ground state, and the ground state eigenenergy is $E_1$. It can be shown that

$$E_1 = \langle \phi_1 | \hat{H} | \phi_1 \rangle = -\frac{1}{2} \sqrt{4\gamma^2 + \Delta^2},$$  

(5)

and

$$|\phi_1\rangle = \frac{1}{\sqrt{\alpha^2 + 1}} (\alpha |0\rangle + |1\rangle),$$  

(6)

for which

$$\alpha = \frac{\Delta + \sqrt{4\gamma^2 + \Delta^2}}{2\gamma}.$$  

(7)

The state $|\phi_2\rangle$ is the excited state with energy $E_2$.

For a DQD relaxed to the ground state $|\phi_1\rangle$, the random position measurement outcomes $x \in \{ 0, 1 \}$ will have the following probabilities:

$$p(0) = \frac{\alpha^2}{\alpha^2 + 1} = \frac{1}{2} \left( 1 + \frac{\Delta}{\sqrt{4\gamma^2 + \Delta^2}} \right)$$  

(8)

and

$$p(1) = \frac{1}{\alpha^2 + 1} = \frac{1}{2} \left( 1 - \frac{\Delta}{\sqrt{4\gamma^2 + \Delta^2}} \right).$$  

(9)

The mean value $\bar{x}$ of many measurements then, is

$$\bar{x} = \frac{1}{x=0} \sum x p(x) = p(1) = \frac{2\gamma^2}{\Delta^2 + 2\Delta \sqrt{4\gamma^2 + \Delta^2} + 4\gamma^2}.$$  

(10)

Here, $\bar{x}$ describes position measurements over an ensemble of identically-prepared DQDs, or a series of measurements on a single DQD system, with the state reset to $|\phi_1\rangle$ prior to each successive measurement.

The mean $\bar{x}$ is tunable by adjusting the detuning $\Delta$ (see Fig. 2). In the limit of small detuning ($|\Delta| \ll \gamma$), the DQD is unbiased, and $\bar{x} \rightarrow 1/2$. For a large positive $\Delta$ (i.e., $\Delta/\gamma \gg 1$), the $|0\rangle$ component is dominant in $|\phi_1\rangle$ ($\bar{x} \rightarrow 0$, i.e. the DQD is strongly biased toward “0”), and a large negative $\Delta$ (i.e., $\Delta/\gamma \ll -1$) causes the $|1\rangle$ component to dominate ($\bar{x} \rightarrow 1$, the DQD is strongly biased toward “1”). In the implementations discussed in this paper, $\gamma$ is a fixed property of the physical system, and $\Delta$ is a tunable parameter. Thus, the tunneling energy, $\gamma$, determines the relevant energy scale for $\Delta$. In Fig. 2, the mean value $\bar{x}$ is plotted as a function of $\Delta/\gamma$.

B. Generating a String of Random Bits

Strings of random bits may be generated in parallel using one measurement from each of many DQDs in an array; or in
series, by taking many sequential measurements on the same DQD. It will likely be preferable to use the serial method, as the interconnection network within a parallel DQD QRNG system will be vastly more complex than that of a serial QRNG. In the serial implementation, one quantum device is associated with each random bit string.

The process for generating a random bit string relies on a measure-relax cycle, as illustrated in Fig. 3. A measure-relax cycle requires a time duration $T_b$, which we call the bit time. The first measure-relax cycle begins at $t = 0$, at which time the DQD is initially prepared in the ground state $|\phi_0\rangle$. A position measurement is then taken over a duration $t_m$. This is a projective measurement onto either the $|0\rangle$ or $|1\rangle$ states. To complete the measure-relax cycle, the DQD must again be restored to the ground state $|\phi_0\rangle$, and this necessarily requires the dissipation of energy to the environment in a $|0\rangle \rightarrow |\phi_1\rangle$ or $|1\rangle \rightarrow |\phi_1\rangle$ transition. The relaxation back to $|\phi_0\rangle$ completes the measure-relax cycle, and a measurement commences at time $T_b$ to begin the second cycle. $N$ cycles are completed to generate an $N$-bit random sequence.

Because generation of a bit string will be a serial operation, the relaxation time $T_1$ for the quantum system will play an important role in defining the bit rates possible for generating a random bit string as well setting the time scale for single measurement operations. Also, it is assumed that the bit time $T_b$ is much longer than the time scale of the dynamics of electron transfer in the DQD ($T_b \gg \pi \hbar/\gamma$) so that repeated measurements in the measure-relax cycle do not “freeze” the DQD in a measured state via the quantum Zeno effect.

1) Minimum Sampling Period: Since serial measurements will be used to generate the stochastic bit sequence, the relaxation time $T_1$ characteristic of the DQD will determine $T_{b,\text{min}}$, the minimum $T_b$ for the quantum system, and thus the upper limit of the bit generation rate, $1/T_{b,\text{min}}$. Each serial measurement on the DQD in its ground state $|\phi_0\rangle$ will project its state onto one of the localized states of basis $B$, neither of which are the ground state in general. Therefore, in order for the DQD to reset from the measured state $|x\rangle$ to the desired ground state $|\phi_0\rangle$ for a subsequent measurement, the system will require some minimum $T_{b,\text{min}}$, where $T_{b,\text{min}} > T_1$. Of course, $T_1$—and thus $T_{b,\text{min}}$—is determined by the physical implementation of the DQD system.

2) Maximum Sampling Duration: The relaxation time $T_1$ also determines an upper limit on the duration of a sampling process. During the process of acquiring one random bit, it is necessary to limit measurement time $t_m$ to $t_m \ll T_1$. This is necessary so that during measurement, the measured state $|x\rangle$ cannot relax back to the ground state and be projected again onto $B$. If this were to happen, then each measurement itself could be an averaged measurement rather than an individual sample.

![Fig. 3](image-url)

**Fig. 3.** A series of measurements on a single DQD produces a random bit string “0010⋯”. A bit is produced in an interval of duration $T_b$, which includes a measurement of interval $t_m$, followed by a relaxation to the ground state over an interval $T_b - t_m$.

C. Power Dissipation

Power dissipation is a necessary consequence of the “relax” portion of the random bit generation process. The measurement projects the system onto $|0\rangle$ or $|1\rangle$, with energies $\langle 0 | \hat{H} | 0 \rangle$ and $\langle 1 | \hat{H} | 1 \rangle$, respectively. Thus, the energy $\Delta_0 = \langle 1 | \hat{H} | 1 \rangle - E_1$ or $\Delta_0 = \langle 0 | \hat{H} | 0 \rangle - E_1$ is dissipated in the relaxation between measurements. The occupation energies of the states $|0\rangle$ and $|1\rangle$ are $\langle 0 | \hat{H} | 0 \rangle = -\Delta/2$ and $\langle 1 | \hat{H} | 1 \rangle = \Delta/2$ so that the energies of relaxation are:

$$\Delta_0 = \frac{1}{2} \left( 4\gamma^2 + \Delta^2 - \Delta \right), \quad \text{and}$$

$$\Delta_1 = \frac{1}{2} \left( 4\gamma^2 + \Delta^2 + \Delta \right).$$

Thus, the average energy dissipation $\bar{E}_{\text{diss}}$ over many measure-relax cycles is

$$\bar{E}_{\text{diss}} = p(0)\Delta_0 + p(1)\Delta_1 = \frac{2\gamma^2}{\sqrt{4\gamma^2 + \Delta^2}}, \quad (11)$$

Then, over a given time interval of $\Delta t$ in which $N$ measure-relax cycles have been completed, the bit rate is $N/\Delta t$, and the average power dissipation may be calculated as

$$\bar{P}_{\text{diss}} = \frac{N2\gamma^2}{\Delta t \sqrt{4\gamma^2 + \Delta^2}}. \quad (12)$$

This implies that maximum power dissipation occurs for an unbiased system ($\Delta = 0$). In this case, power dissipation is $N\gamma/\Delta t$. Maximum power dissipation may be decreased by reducing the tunneling energy $\gamma$ or by reducing the bit rate $N/\Delta t$. 
A. Molecular Quantum Dot Systems

Molecular DQDs have been conceived for applications such as molecular charge qubits [11] and room-temperature, low-power classical computing devices known as quantum-dot cellular automata [12], [13]. Here, a single mixed-valence molecule provides a coupled pair of dots, with redox centers functioning as quantum dots. An example of this is diferrrocenyl acetylene (see Fig. 4), an organometallic molecule. A DFA molecule has two ferrocene groups, each providing one quantum dot.

In one system we proposed for biasing a molecular DQD using an applied electric field [14], the detuning is

$$\Delta = -q_e E \cdot \vec{a}, \quad (13)$$

where \(q_e > 0\) is the fundamental charge, \(E\) is an applied biasing electric field, and \(\vec{a}\) is the vector of length \(a\) in a direction pointing from dot 0 to dot 1. Here, \(a = ||\vec{a}||\) is the distance between the coupled dots. For a DQD based on an ionic DFA molecule, \(a = 0.67\) nm, and it has been calculated that the relaxation time is \(T_1 \sim 1\) ps and the tunneling energy is \(\gamma \sim 50\) meV [15]. This results in a maximum measurement frequency of 1 THz. At this rate, maximum power dissipation will be 8 nW.

Bit read-out could be accomplished using single-electron transistor (SET) electrometers, which have demonstrated sensitivity to sub-nanometer displacements of single electrons [16]. While the time scale of molecular device operation is of the ps scale, SET electrometers will likely restrict measurement periods to the time scale of ns. Since this reduces the bit rate \(N/\Delta t\), power dissipation is limited as direct a consequence of Equation (12).

B. Lithographic Quantum Dots

Systems of quantum dots with localized charge states have been fabricated and tested for application in a low-power, classical computing paradigm known as quantum-dot cellular automata (QCA) [12], [17]. QCA devices have been implemented using both metallic quantum dots [18], [19] and semiconductor systems [20], [21]. The DQD tunable QRNG may be designed in a similar manner.

In particular, this discussion focuses on a metal-dot QRNG, which is an analog implementation of the system described in Subsection III-A. We make this distinction because here because the electronic system is comprised of many electrons in the solid state device, and there is no coherent single-electron wave function. Just as before, a measurement will result in the electron occupying either state “0” or “1”; however, the randomness of the outcome is generated not by Born’s rule and the collapse of a wave function, but rather by the Boltzmann statistics of random electron transfer events between the “0” and “1” states within the DQD in thermal equilibrium with its environment. Here, the “relax” part of the measure-relax cycle in the generation of an \(N\)-bit string is more appropriately called a “randomization”: as time elapses within the randomization phase, thermal fluctuations may drive an accumulating series of random, interdot electron transfer events. This again give rise to probabilities of measurement \(p(x)\) that are functions of the detuning \(\Delta\) and rates of electron transfer for \(|0\rangle \rightarrow |1\rangle\) and \(|1\rangle \rightarrow |0\rangle\) transitions.

In a lithographic implementation, the detuning \(\Delta\) may be achieved by directly applying a voltage between dots 1 and 0: \(\Delta = qV\), where \(q\) is the mobile charge, and \(V\) is the voltage between the dots. State read-out may be achieved by measuring the charge state using SET electrometers. In this implementation, cryogenic cooling is required. Such devices could be deployed within quantum computers, where operation typically is at cryogenic temperatures. Here, a metal-dot QRNG could provide native, hardware-based random numbers.

We perform some simple calculations for a system of coupled quantum dots as presented by Amlani, et al. [18]. For this type of cell, the relaxation time was estimated at \(\sim 7\) ns [22], which corresponds to a maximum bit rate of \(150 \times 10^6\) bits/s (or a sampling rate 150 MHz). If we take \(\gamma = 0.5\) meV, then at this rate, maximum average power dissipation is 12 kW.

Table I lists estimated figures of merit for both the metal-dot and molecular implementations of the proposed tunable QRNG. For reference, these are compared to estimates for a stochastic number generator (SNG) based on a 32-bit linear feedback shift register (LFSR) synthesized in a 65-nm CMOS process operating at 100 MHz [7], with the caveat that the SNG figures of merit are not necessarily for maximum operating speeds. It is noteworthy that in general, smaller DQDs allow higher maximum bit rates. A lithographic QRNG based on the principles discussed here could be implemented using technologies that presently exist. A room-temperature molecular QRNG requires an ambient-temperature read-out system, and thus remains a future device implementation.

C. Environmental Effects

Dissipation is an assumption underlying this work, but dephasing has not been modeled here. Since device operation does not rely on coherent dynamics or any relative phase between measurement states, it is not anticipated that dephasing will affect device performance significantly. In the lithographic DQD systems, the detected electron does not possess coherence. In the molecular DQD system, Coulomb coupling to the environment and the detector is the primary mechanism of dephasing. This is estimated to occur on the time scale of fs [23], [24] so that coherence will be lost on a time scale much shorter than that...
of the detector. Nonetheless, dephasing should not affect device operation.

IV. CONCLUSION

We have proposed a straightforward, minimalistic hardware approach to a tunable quantum random number generator. A random bit is generated by taking a position measurement of the ground state of a mobile charge on a coupled pair of quantum dots. A random bit string is simply a sequence of such measurements, the mean value of which may be tuned by varying the bias of the DQD system. We discussed both a molecular implementation of the DQD, as well as a metallic implementation. Such devices could be integrated in quantum computing or quantum communication systems. Also, the proposed QRNG could provide a low-power, hardware-based approach to a tunable stochastic number generator for stochastic computing.

ACKNOWLEDGMENT

The authors would like to thank Craig S. Lent of the University of Notre Dame for discussion on the topics of quantum systems and measurement as applied to this concept.

REFERENCES

[1] N. Metropolis and S. Ulam, “The Monte Carlo Method,” J. Amer. Statist. Assoc., vol. 44, no. 247, pp. 335–341, Sep. 1949.
[2] C. Bennett and G. Brassard, “Quantum cryptography: Public-key distribution and coin tossing,” in Proc. Int. Conf. Comput., Syst. Signal Process., Bangalore, Dec. 1984, pp. 175–179.
[3] G. Weihs, T. Jennewein, C. Simon, H. Weinfurter, and A. Zeilinger, “Violation of bell’s inequality under strict Einstein locality conditions,” Phys. Rev. Lett., vol. 81, no. 23, Dec. 1998, Art. no. 5039.
[4] M. Murase, “Linear feedback shift registers,” U.S. Patent No. 5090035, 1992.
[5] T. Purkayastha, D. De, and K. Das, “A novel pseudo random number generator based cryptographic architecture using quantum-dot cellular automata,” Microprocess. Microsyst., vol. 45, pp. 32–44, Aug. 2016.
[6] N. Heninger, Z. Daruneric, E. Wustrow, and J. A. Halderman, “Mining your Ps and Qs: Detection of widespread weak keys in network devices,” in Proc. 21st USENIX Secur. Symp., 2012, pp. 205–220.
[7] P. Knag, W. Lu, and Z. Zhang, “A native stochastic computing architecture enabled by memristors,” IEEE Trans. Nanotechnol., vol. 13, no. 2, pp. 283–293, Mar. 2014.
[8] I. Q. SA, “Random number generation using quantum physics,” IQ Quantique White Paper, IQ Quantique SA, White Paper 3.0, Apr. 2010.
[9] R. Eckhardt, “Stan Ulam, John Von Neumann, and the Monte Carlo Method,” Los Alamos Sci., vol. 15, pp. 131–136, Feb. 1987.
[10] B. Gaines, “Stochastic computing,” in Proc. Spring Joint Comput. Conf. ACM, Apr. 1967, pp. 149–156.
[11] C. Mujica-Martinez, P. Nalbach, and M. Thorwart, “Organic π-conjugated copolymers as molecular charge qubits,” Phys. Rev. Lett., vol. 111, Jul. 2013, Art. no. 016802.
[12] C. Lent, P. Towag, W. Porod, and G. Bernstein, “Quantum cellular automata,” Nanotechnology, vol. 4, 1993, Art. no. 49.
[13] C. S. Lent, “Molecular electronics - Bypassing the transistor paradigm,” Science, vol. 288, no. 5471, pp. 1597–1599, Jun. 2000.
[14] E. Blair, “Electric-field inputs for molecular quantum-dot cellular automata circuits,” IEEE Trans. Nanotechnol., vol. 18, pp. 453–460, Apr. 2019.
[15] E. Blair, S. Corcelli, and C. Lent, “Electric-field-driven electron-transfer in mixed-valence molecules,” J. Chem. Phys., vol. 145, Jun. 2016, Art. no. 014307.
[16] G. Karbasian, A. Orlov, A. Mukasyan, and G. Snider, “Single-electron transistors featuring silicon nitride tunnel barriers prepared by atomic layer deposition,” in Proc. Joint Int. EUROSOI Workshop Int. Conf. Ultimate Integ. Silicon, 2016, pp. 32–25.
[17] C. Lent and P. Towag, “A device architecture for computing with quantum dots,” Proc. IEEE, vol. 85, no. 4, pp. 541–557, Apr. 1997.
[18] A. Orlov, I. Amlani, G. Bernstein, C. Lent, and G. Snider, “Realization of a functional cell for quantum-dot cellular automata,” Science, vol. 277, no. 5328, pp. 928–930, 1997.
[19] A. Orlov, R. Kummamuru, R. Ramasubramaniam, C. Lent, G. Bernstein, and G. Snider, “Clocked quantum-dot cellular automata shift register,” Surf. Sci., vol. 532, pp. 1193–1198, Jun. 2003.
[20] S. Gardelis, C. Smith, J. Cooper, D. Ritchie, E. Linfield, and Y. Jin, “Evidence for transfer of polarization in a quantum dot cellular automata cell consisting of semiconductor quantum dots,” Physical Rev. B, vol. 67, no. 3, Jan. 15, 2003, Art. no. 033302.
[21] C. Smith et al., “Realization of quantum-dot cellular automata using semiconductor quantum dots,” Superlattice Microst., vol. 34, no. 3–6, pp. 195–203, 2003.
[22] G. Toth and C. Lent, “Quantum computing with quantum-dot cellular automata,” Phys. Rev. A, vol. 63, no. 5, Apr. 2001, Art. no. 052315.
[23] E. P. Blair and C. S. Lent, “Environmental decoherence stabilizes quantum-dot cellular automata,” J. Appl. Phys., vol. 113, Jan. 2013, Art. no. 124302.
[24] J. Ramsey and E. Blair, “Operator-sum models of quantum decoherence in molecular quantum-dot cellular automata,” J. Appl. Phys., vol. 122, 2017, Art. no. 084304.