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Automatic Speech Recognition (ASR) has experienced a dramatic evolution since pioneer development of Bell Lab’s single-digit recognizer more than 50 years ago. Current ASR systems have taken advantage of the tremendous improvements in AI during the past decade by incorporating Deep Neural Networks into the system and pushing their accuracy to levels comparable to that of humans. This article describes and characterizes a representative ASR system with state-of-the-art accuracy and proposes a hardware platform capable of decoding speech in real-time with a power dissipation close to 1 Watt. The software is based on the so-called hybrid approach with a vocabulary of 200K words and RNN-based language model re-scoring, whereas the hardware consists of a commercially available low-power processor along with two accelerators used for the most compute-intensive tasks. The article shows that high performance can be obtained with very low power, enabling the deployment of these systems in extremely power-constrained environments such as mobile and IoT devices.
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1 INTRODUCTION

Computers are getting smarter every day. The recent explosion on technologies related to Artificial Intelligence (AI) is transforming the way we interact with machines. The evolution of AI is allowing computers to understand what they see and what they hear, and act accordingly. At some point in the future, keyboards will be reserved for a subset of specialized tasks, and the most common scenarios will be handled by speech interfaces.
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The introduction of graphical user interfaces represented a revolution that allowed the general public to interact with computers, expanding greatly the number of use cases for these machines, to the point that today, almost everybody knows how to use a computer and even owns a couple of them. Written commands are mainly reserved for experts. Accordingly, the next revolution in human-machine interaction will probably be driven by speech interfaces. It is not difficult to foresee the huge impact that a reliable speech interface would have in the way we interact with technology. Using a computer will require no training at all. Even the concept of using a computer will become blurred. To reach that point, there are several problems to solve. How do we understand sentences?; how do we correlate concepts?; how do we choose a valid answer to a question?; or the question we study in this work, which is how is speech encoded in human voice signals? That problem is known as Automatic Speech Recognition (ASR), and researchers have been trying to solve it for more than half a century.

Probably the contribution that influenced most the evolution of ASR was the introduction of Hidden Markov Models (HMMs) [28] in the field of speech. They are used as generative models of “sounds,” in which sounds are modeled by states in a graph, with a probability of moving from one state to another, and each state having a probability distribution of generating each possible signal. Whenever a sequence of sounds—observations—has to be decoded, the sequence of states with a higher probability of generating such sequence of observations is chosen, and the sounds that they represent are predicted to be the transcription of the utterance. Up until recently, the probabilities of observations in HMMs were modeled by Gaussian Mixture Models (GMMs). However, GMMs imply the acceptance of several assumptions, such as the approximation that signal frames are independent [2]. The most recent breakthrough in ASR systems was the substitution of GMMs by Deep Neural Networks (DNNs), to conceive what is known as the hybrid HMM-DNN system, which largely improved the level of accuracy. In Reference [9], several models, based on both DNN and GMMs, are tested on different tasks, to reach the conclusion that systems including DNNs can easily reach GMM performance with less training data, if appropriate training techniques are used, and outperform them when more techniques are applied, such as using more training data or fine-tuning training parameters.

To improve the performance of the system under more general conditions, some kind of speaker adaptation is usually included. Speaker adaptation refers to a class of techniques aimed at improving the recognition for multi-speaker systems. Popular techniques, such as Vocal Tract Length Normalization [34] or Maximum Likelihood Linear Regression [6], are extensively discussed in the literature. The focus in all of them is to transform the signal to remove noise introduced by the specific characteristics of the speaker’s voice. A more recent approach [12] consists on extracting an i-vector [5] from the signal, and append it to the Mel Frequency Cepstral Coefficients (MFCC) feature vector to feed the DNN-based acoustic model.

In addition to the HMMs, other models are used to restrict the combinations to those existing in the particular language and provide additional information about the language. By employing a WFST framework [21], HMMs, lexicon and language models can be merged in a natural and efficient way, resulting in a single graph containing the information from all the sources.

For large vocabulary systems (hundreds of thousands or even millions of words), the resulting graph requires hundreds of MBs or even several GBs, which motivated the research in techniques to reduce the memory requirements, such as language model re-scoring [16, 22] and on-the-fly composition [10, 11].

The current performance of these systems opens the door for very interesting applications, as we see in our everyday. Nowadays, by using our voice, we can open an application or call some of our contacts in our mobile phone, set a route for the GPS to follow, or write a document, to name a few.
AI companies are interested in deploying their speech recognition services and providing APIs to allow developers to integrate those services with their applications. However, the current commercial approach is to record an audio file and send it to the servers of a company providing an ASR service to receive the transcribed text. This approach is limited because of several reasons:

1. The requirement for a network connection limits the use of ASR in environments where that is not always an option.
2. As the network components are among the most power demanding on mobile devices [25], relying on network services is not the most energy-efficient solution.
3. To make an efficient use of the network, speech frames are not decoded one-by-one; instead, an entire utterance is captured and sent. This links the latency of the decoding to the latency of the network and does not allow to perform online decoding, in which the utterance is decoded while it is being produced.
4. Sending recorded audio to a server raises some security concerns related to who is receiving that data, how it is being used, and what measures they are taking to protect the data.

We believe that these alone are strong reasons to pursue the development of solutions that perform ASR in the local device rather than on the cloud. Local (on-edge) ASR, however, comes with some challenges. To obtain high recognition accuracy, modern ASR systems include large neural networks (several tens or hundreds of millions of parameters) as Acoustic Models, and perform a Beam Search over graphs containing millions of nodes and edges. This is often complemented with a Language Model Re-scoring pass, which consists on the evaluation of another large Recurrent Neural Network. This results in a high number of computations per second to achieve real-time, as well as high memory footprint and memory bandwidth requirements.

In this article, we evaluate and characterize an ASR system that delivers state-of-the-art recognition accuracy, even outperforming humans in some benchmarks. This system is built by using Kaldi [26], a popular ASR toolkit written in C++/CUDA. By running it on a modern mobile System-on-Chip (SoC) that features an ARM CPU and a low-power GPU, we identify the main performance and energy bottlenecks in the overall ASR pipeline. To alleviate those bottlenecks, we employ two specialized hardware accelerators. These are based on accelerators proposed in the literature, which we adapted by reducing the size of some of its components. Our hardware-accelerated ASR system delivers state-of-the-art accuracy and real-time execution with a power dissipation of around 1 Watt, making it suitable for extremely power-constrained environments such as mobile and IoT devices. By making use of specialized accelerators, the proposed platform reduces the energy consumption by 4.3x, with 4.5x speedup, compared to an Nvidia Jetson TX1, a representative mobile SoC.

This article focuses on high-performance and low-power ASR. Its main contributions are the following:

- We characterize a state-of-the-art 200K word ASR system on a modern mobile SoC. We identify the TDNN (acoustic model), the Viterbi beam search, and the RNN-based language model as the main performance and energy bottlenecks. Furthermore, we show that real-time ASR is not achieved for some utterances, even when using the mobile GPU.
- We propose a novel hardware platform that combines a low-power CPU and several hardware accelerators to alleviate the main bottlenecks.
- We evaluate our hardware-accelerated mobile ASR platform using Librispeech dataset. Our system achieves real-time performance for all the utterances, dissipates around 1 Watt of power, and delivers state-of-the-art speech recognition accuracy.
The rest of the article is organized as follows: Section 2 introduces the different components of the ASR system, Section 3 is a detailed description of the hardware accelerators included in our ASR solution, Section 4 is an analysis of our solution as compared to other solutions based on CPU or GPU, and Sections 5 and 6 discuss the related work and conclusions.

2 STATE-OF-THE-ART ASR

There are two main approaches to Automatic Speech Recognition. The prevalent and most mature approach is the so-called Hybrid System [2, 8, 9] and is the evolution of the traditional system based on HMMs [29]. The hybrid system is still based on HMMs, but it incorporates a Deep Neural Network to classify the input signal’s frames, instead of using a Gaussian Mixture Model, as the earlier ASR systems used to do. An important concern is the high complexity of the system and the high level of expertise required to build and train it. This complexity motivated the so-called End-to-End (E2E) ASR [7, 17], which tries to remove complexity from the hybrid system by training a Neural Network to do the whole decoding process, and thus removing the need for the rest of the components.

Recent work on E2E ASR has reported promising results, even reaching state-of-the-art recognition accuracy (a more detailed comparison is provided in Section 4.1). However, E2E systems are essentially very similar to hybrid systems; they both perform DNN inference over audio features (usually MFCC) to compute a probability distribution over a set of tokens, which is used to perform a Beam Search over a graph containing language information. Both systems can also benefit from a Language Model re-scoring pass. This means that, although this work is focused on a Hybrid system, the proposed ideas are not limited to Hybrid systems and can be easily applied for E2E systems as well.

The system used for this study is built using the Kaldi ASR toolkit [26]. Kaldi is an open-source toolkit developed by a group of researchers in Speech Recognition to support the research and development in the area. The library includes most of the functionality commonly used for ASR, allowing researchers/developers to build any kind of system by putting together existing components or integrating new ones. ASR systems are built in Kaldi through recipes. Recipes are nothing more than scripts that prepare the training data sets and run the binaries of different components (DNN, WFST composition...), passing the resulting data from one stage to the next. Kaldi provides multiple recipes specifically tailored to different Speech Corpus and recognition tasks. For this study, we employ a recipe for the Librispeech [23] corpus that trains an ASR system that achieves state-of-the-art performance. From now on, this system will be referred to as the Kaldi system.

The first component in the Hybrid system is the Feature Extraction. This component splits the audio signal in overlapping frames of 25 ms of speech. Next, it computes a vector of features to encode each frame. The objective of this representation is to expose the information that is relevant for the system in a compact manner.

The next step is the evaluation of the Acoustic Model. This model is a DNN that classifies the speech frames by computing for every frame the probability of it representing each of the possible sound units (referred to as sub-phonemes, or senones1) included in the model. These probabilities are used by the next component, the Decoding, which consists of a search of the best path in a graph that includes all the possible sequences for the transcription that is known as the Decoding Graph. This graph is generated by combining a language model with the acoustic scores. The language model is represented through a Weighted Finite State Transducer (WFST), which represents all the allowed transitions among sub-phonemes and their associated probability.

1These sound units, sub-phoneme units, or senones, are normally defined as context-dependant phonemes, being the most popular the tri-phone. A tri-phone is composed of a central phoneme \( p \) plus left and right phonemes \( p_l - p - p_r \).
In the *Kaldi system*, instead of extracting only the very best path from the decoding graph, a set of best paths along with their computed probabilities is generated and fed to the next step, the *Language Model Re-scoring*. This step modifies their probabilities before extracting the definitive best path. The obtained sequence represents the final transcription. This step of Language Model re-scoring is done by using the *pruned composition algorithm* described in Reference [35], which employs a heuristic of the best complete path to decide which partial path to continue re-scoring, and stopping at a threshold between the current and the predicted best path. This heuristic allows for a more efficient execution and better accuracy.

The described process of decoding, including a Language Model re-scoring, is usually called **2-step decoding**, as opposed to **1-step decoding**, which extracts the best path directly from the decoding graph.

The following subsections provide a deeper description of each of the components previously mentioned and the specific details for the Kaldi system.

### 2.1 Feature Extraction

The input signal, received as a stream of amplitude values at a sampling rate of 16kHz, is first split into overlapping frames of 25ms shifted by 10ms each, which are then transformed into *features*. The features that represent each frame of the signal for the Kaldi system are a combination of two vectors; a vector of *Mel Frequency Cepstral Coefficients*, or *MFCC*, with 40 components per frame, and an *i–vector* of dimension 100.

The MFCC vector is a representation of the signal frame, which emulates the information captured by our ears. The process of computing an MFCC vector includes performing a Fourier analysis on the signal frame to decompose it into frequencies, remove those lying outside the common audible spectrum, and grouping and weighting the rest, according to the *Mel Scale*. A more in-depth description of MFCC and a comparison of different implementations is provided in Reference [40].

To provide more information to the Acoustic Model, an i–vector [5] is chained to the MFCC. It is a vector that represents some properties of the speaker’s voice that have a good degree of independence from what he or she is saying. They are commonly used for speaker verification, but i–vector has also been proven to improve the recognition accuracy in ASR [12].

### 2.2 Acoustic Model

The Acoustic Model consists of a DNN trained to compute a set of probabilities for each input frame. More specifically, it receives a Feature vector and computes the probability that it corresponds to each of the states in the decoding graph (each state corresponds to a sub-phoneme unit). The specific DNN included as acoustic model for the Kaldi system is a *Time Delay Neural Network* (TDNN) [33]. Although the use of TDNNs for speech recognition was proposed long ago, they have been proven recently to improve the accuracy of state-of-the-art systems more efficiently than other approaches [24], such as using recurrent networks or introducing long contexts to a DNN.

The main idea behind a TDNN is to have a network that is suited to recognize sequences but does not have the overhead of Recurrent Neural Networks (RNNs). It is a feed-forward network whose layers not only receive their input from the previous layer of the current frame, but also from past and future frames. Figure 1 shows an example of the dependencies between layers on a simple TDNN network. In this case, every layer depends on the output from the previous layer in the time-steps $t−1$, $t$, and $t+1$.

Using this network instead of an RNN allows for exploiting more parallelism by removing some dependencies between time-steps. However, as the layers still depend on results from both past and future frames, there are some data dependency constraints that have to be taken into account.
2.3 Decoding

The Decoding step is the central component of the ASR pipeline. It is a search of the transcription with the highest probability of matching the input signal, according to the models included in the system. More technically, it consists of a Viterbi Beam search over a WFST graph.

The WFST [20], which stands for Weighted Finite State Transducer, is a type of weighted graph, over which there are defined operations that allow to efficiently combine information from several models into the same graph. The use of a WFST makes it possible to merge together the HMM, a lexicon, and a language model into the same graph.

Each arc in a WFST graph contains a weight (a.k.a. cost) and two labels: an input label from some label set, or Alphabet, A, and an output label from another label set, B. With this graph, a sequence of labels α from A can be converted to a sequence of labels β from B by looking at all the paths in the graph for which the sequence of input labels is equal to α. Among all the possible paths, the one with the lowest cost is chosen, and the sequence of output labels is β.

For the case of a decoding graph, the alphabet A is a set of senones, and the alphabet B is a set of words. However, as mentioned in the previous section, a sub-graph from the decoding WFST is extracted, instead of the single best path, to do language model re-scoring. This sub-graph, called lattice, is a WFSA (Weighted Finite State Acceptor), which is a WFST whose input and output alphabets are the same. In this case, both are the set of words.

Figure 2 shows an example of a WFSA containing different alternatives for the transcription of a utterance. This example shows a word-level graph that would represent a lattice. If it were a decoding graph, the arcs would be substituted by sub-graphs whose input labels would be senones and whose outputs labels would be words. For each sub-graph representing a word, the word is normally the output label of the first or the last arc in the sub-graph, whereas the output label for the rest of the arcs is an empty symbol, ϵ.

2.4 Language Model Re-scoring

Although it is possible to embed any language model in the decoding graph, it has a very important impact on the size of the decoding graph. Because of that, a common approach, described in
References [10, 16, 30], is to embed a small language model in the decoding graph, extract a set of the best paths (lattice) from it, and recompute the weights (scores) of the lattice according to a larger language model. Finally, the best path is extracted from the re-scored lattice.

The language is normally modeled using n-grams, which are the probabilities for the next elements of the sequence given the previous $n - 1$ elements. N-grams express, in a simple and useful way, the relation between words in a sentence. But, also, they are easy to extract and are naturally represented using graphs and, thus, they can be easily converted to WFSTs. For this study, however, we followed a recent approach [15] that proposed the use of an RNN to replace the n-gram WFST. RNNs can potentially model unbounded word histories. However, replacing the n-gram WFST model with an RNN introduces some challenges. It is true that the histories are encoded in a very efficient way by the internal state of the network, but that state represents only one history, so for each of the histories explored during the re-scoring, the related internal states and the sequence it represents must be stored. The size of this table would grow really fast. To solve that, the authors propose to limit the length of the stored histories, merging together entries with $n - 1$ shared history elements, and thus greatly reducing memory usage in exchange for a small reduction in accuracy.

3 LOW-POWER ASR HARDWARE PLATFORM

In this section, we present a hardware platform that implements the human-quality ASR system described in Section 2. Our solution consists of a mobile CPU, a main DRAM memory, an accelerator to perform the Viterbi beam search, and another accelerator for DNN inference. Since specialized accelerators match the software closely and do not have the overheads of more generic circuits, they are very efficient, and thus, relying on them for the most compute intensive parts of the ASR system allows our solution to achieve real-time performance with a tiny power budget.

The main memory stores the data required (and generated) by the ASR, such as the TDNN and RNN weights, the decoding graph, and the different tables. The Viterbi accelerator carries out the decoding step entirely (Section 2.3), whereas the DNN accelerator performs the TDNN (Section 2.2) and RNN (Section 2.4) inference, as well as all the vector-matrix and matrix-matrix operation from the feature extraction step (Section 2.1), such as the Discrete Fourier Transform and the Cosine transform from the MFCC computation. By using these accelerators, the CPU is freed from the most compute intensive operations, relegating its role to the orchestration of the accelerators and the computation of the operations that are not well suited for them, e.g., some operations from the i-vector computation. Figure 3 shows a diagram of the ASR process, where each software component is linked to the hardware in which it is executed.
Fig. 3. High-level diagram of the complete system.

Fig. 4. Architecture of the DNN accelerator based on DianNao [3]. In addition to the Neural Function Unit (NFU), it includes three on-chip buffers to store inputs (NBin), weights (SB), and outputs (NBout). The main configuration parameter is $T_n$, which sets the number of parallel neurons and parallel synapsis per neuron in the NFU. $T_n$ also determines the port width of the memories.

3.1 DNN Accelerator

Since the main bottleneck of this system is the TDNN network, which is entirely composed of fully connected layers, others accelerators optimized for Convolutions or recurrent layers are not a good fit. Because of that, we decided to include an accelerator based on DianNao [3] (Figure 4). This accelerator is simple, and its power consumption and area are extremely low (25mW and 0.3mm, respectively), making it a very efficient option for our use case.

DianNao consists of a Neural Functional Unit (NFU) and some on-chip buffers. The NFU contains all the units required to perform the DNN computations, including an array of adders and multipliers, in addition to specialized units for the activation functions. The NFU is pipelined in three stages: NFU-1, to multiply the inputs by the weights; NFU-2, to add-reduce the results from
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NFU-1; and NFU-3, to perform the activation function. Additionally, each NFU stage is pipelined to further increase the clock frequency.

As normally there are not enough multipliers in NFU-1 to compute all the inputs for the neuron (a neuron may have thousands of inputs, whereas, in hardware, we have in the order of tens of multipliers), NFU-3 is idle while NFU-1 and NFU-2 iterate through the inputs, accumulating the partial results. Only when all the inputs have been processed, NFU-3 computes the activation function for the neuron. To exploit more parallelism, the NFU contains resources to compute several neurons at the same time. Specifically, it computes $T_n$ inputs for $T_n$ neurons in parallel.

The internal memory in DianNao is composed of three SRAM memory buffers: $SB$, to store the weights; $NBin$ for the inputs; and $NBout$ to store the outputs. They each have an associated DMA to fetch input data in advance and thus hide the main memory latency and to send results back to main memory in background. Each cycle, the NFU requires $T_n$ inputs and $T_n \times T_n$ weights, and generates $T_n$ outputs, which may or may not be stored on NBout. Because of that, the width for both NBin and NBout is $T_n$ values, whereas the width of SB is $T_n \times T_n$ values.

To allow the accelerator to be programmed, it contains a Control Processor, with an additional buffer to store instructions. The control processor fetches instructions from the instruction buffer, decodes them, and generates the control signals for the NFU and the memory requests for the DMAs of the different data buffers.

### 3.2 Viterbi Accelerator

The decoding step is a search over a directed, weighted graph. It begins from the start node, or start state, in the decoding graph. Then, the node is expanded by traversing its arcs, which are connected to several destination nodes. We compute the cost to reach each node by adding together the cost of traversing the arc, the acoustic score of the node (obtained by evaluating the acoustic model, i.e., the TDNN), and the accumulated cost from the source node. (Although the costs represent probabilities, additions are used instead of multiplications, since cost is computed as the negative log-likelihood.) For each frame, the acoustic model is evaluated and the set of active nodes, a.k.a. tokens, is expanded. To prevent the number of tokens to grow exponentially, a beam around the best current path is set: If the cost to reach a node is above that beam, it is discarded. This pruning of the search space largely reduces execution time with a negligible impact on accuracy.

The Viterbi search is a graph-processing algorithm that generates sparse and unpredictable memory accesses. On every iteration, it requires traversing a highly irregular WFST, expanding only a small and sparsely distributed subset of the nodes due to the pruning. Therefore, the Viterbi beam search is not well suited for execution on highly parallel hardware, such as GPUs or the previous DNN accelerator. Furthermore, it is not a good fit for the CPU either, as caches exhibit poor hit ratios due to the sparse memory accesses. To achieve high-performance and low-power Viterbi search, we included the accelerator described in Reference [37], which is specifically designed to execute the Viterbi beam search efficiently, in terms of energy and execution time.

Figure 5 illustrates the architecture of the Viterbi accelerator. It consists of several modules: State Issuer reads an active token and fetches the corresponding state in the decoding graph from main memory. The Arc Issuer receives the previously obtained state and fetches from main memory its output arcs. States and arcs are independently cached to exploit temporal locality. The Acoustic Likelihood Issuer receives the senone IDs related to the arcs obtained by the Arc Issuer and reads the corresponding acoustic scores from the Acoustic Likelihood Buffer, which is filled with the scores for the current frame, obtained from the Acoustic Model. The next component, the Likelihood Evaluation, computes the cost of traversing the arcs, which are sent to the Token Issuer, which discards them or creates the corresponding tokens to continue expanding the paths in the next frame, depending on whether the costs are within the beam or not. To store the tokens for the
current and the next frame, the accelerator contains two hash memories, which are swapped, with no memory transfers, at the beginning of the execution for each frame. If the tokens do not fit in the hash memory, they are sent to a reserved space in main memory labeled as Overflow buffer. Besides that, all the tokens for each frame are stored in another region of main memory, which can be used to obtain the single best sequence by backtracking from the best token at the last frame, or to obtain a word-level lattice. However, to obtain the lattice, instead of storing a single back-link to backtrack the best path, we have to store links to all the source tokens, representing a minor modification of the accelerator.

To deal with the sparse and irregular memory accesses, the Viterbi accelerator includes an area-effective solution based on the Decoupled Access-execute paradigm [31]. After the pruning step, the addresses of all the arcs that will be accessed in the current iteration, i.e., frame, can be computed in advance and memory requests can be issued early to tolerate the memory latency as described in Reference [37].

4 SYSTEM ANALYSIS

In this section, we describe the evaluation methodology and provide the experimental results that characterize our hardware-accelerated ASR solution.

Regarding our experimental setup, we configured the Viterbi accelerator with the parameters shown in Table 1. As compared to Reference [37], we shrank the size of the caches and hash tables, reducing the area from $24mm^2$ to $3.34mm^2$. This large reduction in on-chip memory has a small impact in performance, since our WFST for Viterbi search is significantly smaller than the one used in Reference [37]. Note that the accelerator in Reference [37] was designed for a single-pass ASR system that includes a more complex WFST for Viterbi search. However, our ASR system includes a re-scoring pass with an RNN-based language model after Viterbi search. Due to this re-scoring pass, the WFST used by Viterbi search can be largely reduced while maintaining the accuracy. Specifically, the WFST in Reference [37] contains 125K words and has a size of $618MB$, compared to the 200K-word WFST used in this work, which requires only $181MB$. 
Table 1. Parameters for the Viterbi Accelerator

| Technology       | 28 nm       |
|------------------|-------------|
| Frequency        | 600 MHz     |
| State Cache      | 128 KB, 4-way, 64 bytes/line |
| Arc Cache        | 256 KB, 4-way, 64 bytes/line |
| Token Cache      | 128 KB, 2-way, 64 bytes/line |
| Acoustic Likelihood Buffer | 64 KB |
| Hash Table       | 768 KB, 32K entries |
| Memory Controller| 32 in-flight requests |
| State Issuer     | 8 in-flight request |
| Arc Issuer       | 8 in-flight request |
| Token Controller | 32 in-flight request |
| Acoustic Likelihood Issuer | 1 in-flight arc |
| Likelihood Evaluation Unit | 4 FP adders, 2 FP comparators |

Table 2. Parameters for the DNN Accelerator

| Technology       | 28 nm       |
|------------------|-------------|
| Frequency        | 55 MHz      |
| Bitwidth         | 1 Byte      |
| Weight Buffer (SB) | 64 entries, 16 KB |
| Input Buffer (NBin) | 64 entries, 1 KB |
| Output Buffer (NBout) | 64 entries, 1 KB |
| Tn               | 16 values   |

Table 3. Parameters for the CPU

| Technology       | 28 nm       |
|------------------|-------------|
| Frequency        | 1.7 GHz     |
| CPU              | ARM Cortex-A57 |
| Number of Cores  | 4           |
| Cache            | 32+48 KB L1, 2 MB shared L2 |

However, the DNN accelerator is configured as described in Table 2 (Tn = 16, 64 entries per buffer). To further reduce the size of the on-chip memories while keeping the throughput, the inputs and weights are quantized to 8 bits, which compresses its size by 4x (with respect to a baseline representation of 4-byte Floating Point) with a negligible impact on WER. Apart from that, we reduced the clock frequency from the 0.98GHz specified in the DianNao paper to 55MHz. Because of using such a low clock rate, our NFU stages are not pipelined. This frequency allows for real-time execution while largely reducing the power and memory bandwidth requirements, making the solution more amenable for low-power mobile systems. The area of the DNN accelerator is 0.3mm² in 28 nm technology. Finally, the mobile CPU included in our system is a low-power Quad-Core ARM whose parameters are shown in Table 3, whereas the main memory consists of 8 GB of LPDDR4.
To evaluate the performance of the different components of the system, we retrieved information from several sources. Measurements of the CPU execution time and energy were obtained from hardware performance counters. However, we used a cycle-level simulator that accurately tracks the architecture of the Viterbi and DNN accelerators to obtain their respective execution times.

We obtained the power dissipation and delay of the critical path for the DNN and Viterbi accelerators by using different tools. First, we used CACTI to estimate area, energy consumption, and access time for the on-chip memories of the accelerators. Second, we implemented the different pipeline components in Verilog and synthesized them using Synopsys Design Compiler. The maximum frequency was set according to the minimum time required to propagate the signal through the logic components and memories, as reported by Synopsys Design Compiler and CACTI, respectively. To estimate total energy consumption, we used the activity factors from the cycle-level simulators and the energy cost of each operation and memory access from Synopsys Design Compiler and CACTI. The main memory was modeled using the Micron TN5301_LPDDR4 System Power Calculator [18] with the parameters from the Micron’s Z91M package.

The next subsections provide an analysis of the recognition accuracy, memory requirements, performance, and power dissipation of the hardware-accelerated ASR system.

### 4.1 Recognition Accuracy

Accuracy in ASR is measured in Word Error Rate (WER), which represents the distance between the decoded sentence and the correct one. It is computed as the sum of the number of additions, deletions, and substitutions required to transform the decoded sentence into the reference one, divided by the number of words in the reference sentence. To enhance reproducibility, ASR systems are trained and tested against standard speech corpora that are commonly used by the ASR community. Each speech corpus is categorized by some of the properties of the utterances contained in it, such as whether they consist of recorded conversations or read text, the level of noise, the language, or the variety of speakers. The current approach is to train the systems for a specific context, as opposed to training a general system. Hence, to test a system against each corpus, it has to be retrained using utterances from the specific corpus.

The system used for this study was trained for the Librispeech speech corpus. Librispeech is divided into five sets: train, dev_clean, test_clean, dev_other, and test_other. All but train are normally used to test the system. dev_other and test_other contain difficult-to-decode utterances, either because they are noisy or because the accent is strong. Table 4 shows the WER of several systems proposed in the literature. The first row corresponds to the human performance, according to Reference [1]. The following three rows are E2E systems, whereas pFSMN-Chain and Kaldi are hybrid DNN-Viterbi solutions.

Although pFSMN-Chain outperforms Kaldi, we decided to use Kaldi instead, because they are similar in almost every aspect, both of them being implemented on the Kaldi framework. The main
difference between them is that pFSMN-Chain employs a special CNN network as Acoustic Model, while Kaldi relies on a TDNN network. As the results obtained with Kaldi are very competitive and the network is simpler, we believe it is a good representative of a state-of-the-art hybrid system.

### 4.2 Memory

The hybrid ASR system we are presenting employs two neural networks: a TDNN for acoustic model and a TDNN-LSTM for language model. Furthermore, it requires a decoding graph (WFST) and the models related to i–vector and MFCC computation.

Table 5 shows the amount of memory required by each component and the percentage of the total that it represents. To reduce the memory footprint, all the weights from the TDNN and the LSTM network are quantized to 8 bits with negligible accuracy loss in WER. The inputs to all the layers are also quantized.

The component with the largest impact on memory footprint is the **Word Embedding Table**, which is used to generate an embedding representation of the words that is more effective for the language model re-scoring phase, which is implemented through an RNN.

Even more important than memory footprint is the required traffic between main memory and the accelerators. Although the sizes of the neural networks are relatively small, they are not small enough so they can be stored in on-chip memory, so they must be kept in main memory and read entirely for each inference. The bit rate required between main memory and the DNN accelerator is going to be one of the limiting factors of the system, imposing a maximum useful clock frequency. In our model, the neural network accelerator is configured at 55 MHz, requiring 13.3 GB/s from the memory, which represents the 80% of its maximum bandwidth of 16,800 MB/s. The bit rate required by the Viterbi accelerator is much lower, ranging from 1.9 to 7.5 GB/s (11.5% and 45% of the maximum memory bandwidth, respectively), depending on the utterance.

### 4.3 Execution Time

We have measured execution time and **Real Time Factor** (RTF) by computing the time required to execute each component of the ASR system on the hardware it is mapped to. All the parts mapped to the CPU were measured directly by internal counters. Parts of the ASR system mapped to the accelerators were simulated to obtain cycle count, and then the number of cycles was multiplied by the cycle time of the specific accelerator to obtain execution time.

To analyze the gains achieved by using a custom hardware, three alternative architectures were studied and compared. In the following plots, **CPU** refers to executing all the process on the CPU, **CPU-GPU** executes all the highly parallel computations on the GPU (TDNN and RNN), and **CPU-ACCEL** includes the aforementioned accelerators to execute the Viterbi search, the TDNN, and RNN computations.
Figure 6 shows the RTF distribution among the utterances, plotted as cumulative frequency. The x axis is the RTF, whereas the y axis is the percentage of utterances decoded on an RTF lower than x. In RTF, lower is better, and an RTF lower than one means that the utterance is processed faster than in real-time. We can draw two main conclusions from Figure 6. First, using custom hardware provides an important performance improvement (around 4.5x improvement compared to the GPU-based system), and it is key to efficiently guarantee real-time for all utterances. Second, most of the utterances lay in a narrow region of RTF, especially for the CPU-ACCEL system, with some important outliers (around 10% of the test utterances in our experiments) laying very far from that region. A direct consequence of this high variability is that a system dimensioned to guarantee a specific performance for the worst case would be highly oversized for most of the utterances. However, these outliers represent real scenarios that cannot be ignored.

To study the bottlenecks in execution time, several utterances were chosen to represent the different regions in the previous figure. More specifically, we sorted the utterances in ascending order of RTF and chose those located at the percentiles 0, 50, and 100. Figure 7 shows the percentage of execution time dedicated to each ASR component. The x axis includes the three...
systems mentioned above: CPU, CPU-GPU, and CPU-ACCEL. For each system, there are three bars representing the breakdown for the selected utterances: percentiles 0, 50, and 100. We can observe that the main bottleneck for most of the cases is the TDNN inference, computed on the DNN accelerator. TDNN computation is limited by the main memory bandwidth as mentioned in Section 4.2. For the case of utterances represented by the 100% percentile, the language model RNN (RNNLM) inference is the main bottleneck, also computed on the DNN accelerator. This can be explained by looking at the size of the lattice generated by Viterbi for the previous utterances: 326B, 29KB and 281KB. The lattice for the utterance at the percentile 100% required 1,507 RNN evaluations, whereas the lattice for the utterance at 0% required only 1 RNN evaluation. Utterances like the one at the percentile 100% are most difficult to decode. Because of that, the Viterbi search has to explore a larger number of alternative paths, generating a larger lattice. The difficulty of decoding an utterance has an important impact on LM re-scoring, which makes this component the main source of the RTF variability shown in Figure 6.

4.4 Power Consumption

Figure 8 shows the average power dissipated by the ASR system broken down into the main ASR components. As we can see, the peak power is very close to 2.5W, reached during the computation of the i-vector. Note that computing the i-vector requires the use of the CPU, the most power-demanding hardware component in our system, whereas for the rest of the time the CPU is mostly idle. During the Viterbi computation, the DNN accelerator is power-gated, so the bar shows the power dissipated by the Viterbi accelerator, the CPU in idle mode, and the main memory, resulting in 519mW. The rest of the components, i.e., MFCC, TDNN, and RNNLM, are computed almost exclusively on the DNN accelerator, while the Viterbi accelerator is power-gated and the CPU is idle, so the corresponding bars show the power dissipated by the DNN accelerator, the CPU in idle mode, and the memory. The average power is slightly above 1W, where most of it (about 95%) is due to the main memory, which is intensively accessed (4.2).

Regarding the energy consumption, our results show that decoding in our platform requires 4.3x less energy per frame than using the CPU-GPU system (Figure 9). As shown in Figure 10, most of the energy (71.3%) consumed by our platform is due to main memory: 26.5% is consumed by the CPU, and the rest (less than 3%) is consumed by the accelerators.

All the above results show that the proposed ASR system can be integrated in low-power devices due to its low area and power budget. Besides, note that this evaluation has been performed using a
Fig. 9. Cumulative distribution of the energy per frame for decoding for all utterances in the test set. The plot shows the energy for the execution on the three hardware platforms: CPU, CPU-GPU, and CPU-ACCEL.

Fig. 10. Breakdown of the energy consumed during the decoding of an average utterance on our accelerated platform.

28nm technology process due to the available tools. In a more up-to-date technology process (e.g., 10 or 7nm) both power and area would be significantly lower (by around one order of magnitude).

5 RELATED WORK

Prior research on hardware-accelerated speech recognition was focused on older ASR systems and assumed smaller vocabularies and/or acoustic models than state-of-the-art solutions as the one considered in this article. Price et al. [27] designed a chip encompassing from Voice Activity Detection (VAD) and audio capture, to Viterbi-based WFST decoding. The area of the chip is 13.18mm² and consumes 11.27mW (not including power from off-chip components, such as main memory, which is the main bottleneck according to our models) while running a 145K word vocabulary benchmark. However, our work focused on much bigger models, including a 200K vocabulary decoding graph, a bigger acoustic model (16.17MB, as opposed to their 3.71MB model) and a language model re-scoring step based on LSTM to achieve state-of-the-art performance.

Yazdani et al. [37, 38] propose a system based on a Viterbi accelerator and a GPU for DNN inference, consuming 462mW plus the GPU power (between 2W and 6W). Our work builds upon that system by adding a DianNao-based accelerator to replace the GPU and re-configuring the Viterbi accelerator to meet our target RTF in the smallest possible area. Our work also differs in that we use a more sophisticated ASR system based on larger and more accurate speech models. More specifically, the ASR system used in References [37, 38] achieves 10.62% WER for Librispeech test clean dataset, whereas our system delivers 3.67% WER for the same audio files.

Earlier proposals for hardware-accelerated ASR [4, 14, 19] focused on GMM-based recognizers, with CMU’s Sphinx as a usual software baseline, and vocabularies with less than 100K words (e.g.,
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5K/20K-word Wall Street Journal, 64K-word Broadcast News). More recently, Tabani et al. [32] proposed an accelerator for the PocketSphinx system, configured to decode a 130K-word LibriSpeech-based benchmark. PocketSphinx is based on CMU Sphinx, aimed at portability. By using that accelerator (a 0.94mm\(^2\), 110mW chip), the decoding time and energy is reduced by 5.89x and 241x, respectively, over a mobile GPU implementation. However, this type of systems have become less popular nowadays due to their lower accuracy. For instance, Tabani et al. [32] report a WER of 24.14, which is much higher than current state-of-the-art systems as those reported in Table 4.

6 CONCLUSIONS

Automatic Speech Recognition is becoming a key technology for a large variety of computing devices. With users getting used to this kind of interface, and the technology improving every day, we can easily foresee a world in which this technology occupies a central role in human-machine interactions. In this article, we have presented and evaluated a human-quality ASR system and proposed a hardware platform that provides real-time recognition while consuming around 1W of average power. The key to achieve real-time and low-power results is the use of two hardware accelerators (accounting for a total area of 3.64mm\(^2\)) for the most compute-intensive components of the ASR system: Viterbi beam search and DNN evaluation. Overall improvement over a low-power GPU-based system is a 4.5x speedup and a 4.3x reduction in energy consumption per frame. These results show that it is possible to implement a high-performance ASR system that runs locally on low-power devices without the need for server-based ASR services on the cloud.
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