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Abstract

This work provides a comprehensive review of existing frameworks based on secure computing techniques in the context of private image classification. The in-depth analysis of these approaches is followed by careful examination of their performance costs, in particular runtime and communication overhead.

To further illustrate the practical considerations when using different privacy-preserving technologies, experiments were conducted using four state-of-the-art libraries implementing secure computing at the heart of the data science stack: PySyft and CrypTen supporting private inference via Secure Multi-Party Computation, TF-Trusted utilising Trusted Execution Environments and HE-Transformer relying on Homomorphic encryption.

Our work aims to evaluate the suitability of these frameworks from a usability, runtime requirements and accuracy point of view. In order to better understand the gap between state-of-the-art protocols and what is currently available in practice for a data scientist, we designed three neural network architectures to obtain secure predictions via each of the four aforementioned frameworks. Two networks were evaluated on the MNIST dataset and one on the Malaria Cell image dataset. We observed satisfying performances for TF-Trusted and CrypTen and noted that all frameworks perfectly preserved the accuracy of the corresponding plaintext model.

1 Introduction

In recent years the use of Deep Learning models has become much more prevalent, with these models achieving outstanding results in a variety of fields such as Computer Vision [1] and Natural Language Processing [2]. At the same time, Machine Learning-as-a-service (MLaaS) solutions hosted on cloud platforms are a common strategy for deploying Deep Learning models. They however rely on clients submitting raw data to the server which is unacceptable when utilising sensitive data such as patient records or financial statements.

In certain scenarios, such as medical applications, there are strict rules and regulations governing the storage and usage of personal data such as General Data Protection Regulation (GDPR) in the European Union and Health Insurance Portability and Accountability Act (HIPAA) in the United States. Similarly, the model owners consider the trained model and its parameters to be their own intellectual property and do not want to reveal it to customers or collaborators for inference.

2020 CCS workshop on Privacy Preserving Machine Learning in Practice (PPMLP).
These mutual privacy constraints have prompted the emergence of a body of work leveraging Privacy-Preserving (PP) methods such as Homomorphic Encryption, Secure Multi-Party Computation and Trusted Execution Environments in the context of PP inference. The results exposed in the literature and summarised in Section 2 encouraged us to produce a more practical analysis of the current possibilities of secure inference for image classification. This work fills the following gaps in existing studies: 1) the homogeneity of tested model architectures and datasets, 2) the evaluation of these secure inference techniques in the more realistic context of the most popular deep learning and data science software stack: Python, PyTorch and TensorFlow.

Our study consists in experiments run over two datasets: MNIST [3]: A standard Machine Learning dataset consisting of 60,000 training and 10,000 testing greyscale images of handwritten digits from 0-9 of size 28x28, and the Malaria Cell Images [4]: A balanced medical imaging dataset containing 27,558 images with 2 classes: infected and uninfected individuals. The data was shuffled and split randomly into 90% training data and 10% testing data as done previously [5].

Section 3.1 introduces the four Python libraries that were used to compare Private Inference solutions based on Secure Multi-Party Computation, Homomorphic encryption and Trusted Execution Environments. All experiments described in Section 3.2 were conducted by first training a plaintext model and then performing secure inference.

2 Privacy-preserving inference in the literature

2.1 Homomorphic Encryption

One of the key seminal works in private inference, proposed by [6] was CryptoNets which relied on Leveled Homomorphic Encryption (LHE) and supported both fully connected and convolutional layers since they can be performed using matrix multiplications. One characteristic disadvantage of the framework was its inability to support commonly used non-linear activations, as well as Max Pooling layers, due to the fact they cannot be computed using polynomials. The authors instead proposed replacing these with HE friendly variants such as using the square activation and a variation of average pooling instead of max pooling. Later, [7] extended their work in CaRENeTs, where they proposed a new image packing scheme to more efficiently store and process the encrypted data. A radically different approach was explored by [8] who suggested using the Matrix Operation for Randomization or Encryption (MORE) scheme [9]. Unlike the ring based HE schemes used in previous solutions [6, 7] which represented the data as polynomials and relied on noise additions, the MORE algorithm encodes data as a matrix in a noise-free non-deterministic manner. While this approach offered weaker security, it provided an innovative way of handling non-linear activations using the properties of the encrypted matrix.

2.2 Secure Multi-Party Computation

Numerous frameworks based on Secure Multi-Party Computation (SMPC) techniques such as Garbled Circuits (GC) [10], Secret Sharing (SS) [11] and Oblivious Transfer (OT) [12] have been proposed in the context on private inference. All operate in a two party honest-but-curious setting where one party is considered the data owner and the other the model owner.

SecureML [13] was the first framework to provide both secure training and inference. It used SS and Beaver triples [14], generated during an offline phase, for matrix multiplications in the fully connected layers and represented non-linear activations as GC, with the sigmoid and softmax activations being approximated. Next, [15] proposed MiniONN, a private inference framework based on SS and GC. Unlike SecureML [13], which implemented only fully connected layers, MiniONN provided support for convolutional ones and implemented them in a privacy-preserving manner using SS. Additive SS was further used for average pooling layers, while max pooling and non-linear activations were done by GC. Similarly, the Chameleon [16] framework also relied on Additive SS for matrix multiplications, and used either GC or Goldreich-Micali-Wigderson (GMW) circuits [17], depending on their efficiency, for performing non-linear activations and max pooling. The Gazelle framework [18] instead used an efficient HE scheme for matrix multiplications, and switched to GC for activation functions and pooling layers.

Further work by [19] explored relying only on GC for the computation of ReLU activations, fully connected and convolutional layers in the DeepSecure framework. The authors also suggested ap-
plying data pre-processing, which projected the data to a low dimensional space and used both during training and inference, and network post-processing, which removed neurons whose activations were below a certain threshold and did not contribute significantly to the accuracy \[19\]. Another approach based on GC was the XONN framework \[5\], which was able to achieve a constant communication cost with respect to the depth of the network, making it several orders of magnitude more efficient than prior work \[6\] \[15\] \[19\]. Since it operated on Binarized Neural Networks (BNNs) \[20\], where the weights and activations take only binary values (either -1 or 1) \[5\], the costly multiplication operations were replaced with XNOR gates, which are considered free in GC, and Max Pooling layers efficiently computed using OR gates. Similarly to DeepSecure \[19\], pre and post-processing phases could be done to further improve the runtime. The SecureNN \[21\] and the recent Falcon \[22\] frameworks relied exclusively on efficient SS protocols for performing not only matrix multiplications, but also for computing ReLU activations, average and max pooling layers, thus reducing the runtime and communication cost of private training and inference considerably.

### 2.3 Trusted Execution Environments

Trusted Execution Environments (TEEs) such as Intel’s SGX offer a promising avenue for performing private inference due to their isolation from the main operating system, one can securely perform operations inside them. They could be used to store an already pre-trained model which is never visible to the main system and perform private inference. While they offer considerable speed improvements in comparison to HE and SMPC approaches, they have limited memory available and are still considerably slower than standard untrusted CPUs and GPUs. To address these limitations, \[23\] proposed Slalom, a framework which efficiently utilises TEEs, where non-linear activations and pooling operations are executed, and a co-located untrusted hardware which can be used to securely perform the costly matrix computation of fully connected and convolutional layers.

### 2.4 Comparison of different approaches

Most of the works from the literature provide performance benchmarks against four main neural networks evaluated on the MNIST dataset. Both Network A \[13\] and Network B \[6\] used the square activation, however, the former included 3 fully connected layers, while the latter had a Convolutional and two linear layers. Network C consisted of a single convolutional and two fully connected layers with ReLUs. Finally, Network D had two sets of convolutions and max pooling layers, followed by two linear layers and used ReLU throughout. It should be noted that the XONN framework \[5\] had only binary activations.

Table \[1\] demonstrates that the research in privacy-preserving frameworks has lead to considerable reduction in communication and improvements in performance. When examining a deeper model like Network D, Falcon \[22\] is over 200X faster than MiniONN \[15\] and requires over 1000X less memory. While solutions based entirely on HE generally perform worse, a mixed approach like Gazelle \[18\] showcases an efficient combination of HE and SMPC. The difference in the accuracy reported by different frameworks can be attributed to varying hyper-parameters used during training and the application of specific techniques, such as batch normalisation in Network A by MiniONN \[15\].

Several frameworks did not provide benchmarks against these existing architectures and are not present in Table \[1\] however, they discussed improvements with respect to other baselines. CaRENets \[7\] reported a 5x memory usage improvement on the MNIST dataset in comparison to CryptoNets, while the Slalom framework \[23\] achieved significant performance improvements on larger models such as VGG16 \[24\] and ResNet \[25\] when compared to a solution where all computations are performed inside the secure enclave \[23\]. The approach proposed by \[26\], based on the MORE scheme, was successfully applied to several deep models in the medical imaging domain.
| Framework   | Model | Parties | Accuracy | Runtime (s)          | Comm (MB)          |
|-------------|-------|---------|----------|----------------------|-------------------|
|             |       |         |          | Offline    | Online | Total | Offline | Online | Total |
| SecureML    | A     | 2PC     | 93.1%    | 0.18      | 4.88   | -     | -       | -      | -     |
| MiniONN     | B     | 2PC     | 97.6%    | 0.9       | 1.04   | 3.8   | 12      | 15.8   |       |
| Gazelle     | C     | 2PC     | 97.6%    | 0.03      | 0.03   | -     | 0.5     | 0.5    |       |
| SecureNN    | A     | 3PC     | 93.4%    | 0.043     | 0.043  | -     | 2.1     | 2.1    |       |
| Falcon      |       | 3PC     | 93.4%    | 0.011     | 0.011  | -     | 0.012   | 0.012  |       |
| XONN        |       | 2PC     | 97.6%    | 0.13      | 0.13   | -     | 4.29    | 4.29   |       |

| CryptoNets  |       | 2PC     | 98.95%   | -         | 297.5  | 297.5 | -       | 372.2  | 372.2 |
| MiniONN     | B     | 2PC     | 98.95%   | 0.88      | 1.28   | 3.6   | 44      | 47.6   |       |
| Gazelle     | C     | 2PC     | 97.6%    | 0.03      | 0.03   | -     | 0.5     | 0.5    |       |
| XONN        |       | 2PC     | 98.64%   | -         | 0.16   | 0.16  | -       | 38.28  | 38.28 |

| DeepSecure  |       | 2PC     | 98.95%   | -         | 9.67   | 9.67  | -       | 791    | 791   |
| Chameleon   | C     | 3PC     | 99.0%    | 1.25      | 0.99   | 2.24  | 5.4     | 5.1    | 10.5  |
| Security    | D     | 3PC     | 99.0%    | 0.15      | 0.05   | 0.20  | 5.9     | 2.1    | 8.0   |
| Falcon      |       | 3PC     | 98.77%   | -         | 0.009  | 0.009 | -       | 0.049  | 0.049 |
| XONN        |       | 2PC     | 98.64%   | -         | 0.16   | 0.16  | -       | 38.28  | 38.28 |

| MiniONN     |       | 2PC     | 99.31%   | 3.58      | 5.74   | 9.32  | 20.9    | 636.6  | 657.5 |
| Gazelle     | D     | 2PC     | 99.0%    | 0.481     | 0.33   | 0.811 | 47.5    | 22.5   | 70.0  |
| SecureNN    | D     | 3PC     | 99.15%   | -         | 0.13   | 0.13  | -       | 8.86   | 8.86  |
| Falcon      |       | 3PC     | 99.15%   | 0.042     | 0.042  | -     | 0.51    | 0.51   |       |
| XONN        |       | 2PC     | 99.0%    | 0.15      | 0.15   | -     | 32.13   | 32.13  |       |

Table 1: Performance benchmarks obtained on the MNIST dataset of different privacy-preserving frameworks when executing private inference on a single image (LAN setting).

### 3 Privacy-Preserving Inference in practice

#### 3.1 Frameworks

##### 3.1.1 PySyft [27]

A prominent private learning library which implements the SPDZ [28] and SecureNN protocols [21] for private inference. It supports two-party SMPC and relies on a trusted third party, the crypto provider, for generating correlated randomness using the Beaver triplets technique [14]. As discussed by [21], floating point numbers cannot be used directly, which is why PySyft uses fixed precision encoding [27]. Each party is represented as either a virtual or a network worker. The former is instantated on the same device and simulates network communications, while the latter can be run on the same device or different ones and communicates over Web Sockets [27]. Both worker types apply the same serialization and deserialization steps. In this work, Virtual Workers were used for simplicity as they still allow the number of communication bytes sent between parties to be measured.

##### 3.1.2 CrypTen [29]

A recent private inference library with support for PyTorch which can be used for both Private Training and Inference. While there is no official white paper published yet, the presentation given at NeurIPS 2019 outlines that CrypTen utilises both secret sharing (for matrix multiplications) and garbled circuits (for evaluating non-linearities) and includes protocols for converting between these two secret sharing schemes [30]. The communication between parties is implemented using the Gloo backend, a PyTorch distributed backend where each party runs the same code in a different process. Similar to PySyft it also uses a trusted third party for computing Beaver triplets and operates in an honest-but-curious setting [30].
3.1.3 TF- Trusted [31]

A Tensorflow framework which allows models to be executed within an Intel SGX secure enclave and is based on the Asylo library, a generic framework for executing computations on secure enclaves [32]. A pre-trained Tensorflow model, saved using the protobuf format, can be used for private inference. For the purpose of this benchmark, we have added support for Tensorflow 1.14.0 in place of 1.13.1 to compare identical TF versions.

3.1.4 HE-Transformer

Also known as nGraph-HE2 [33], it is a library for private inference using Homomorphic Encryption (HE) built using Tensorflow 1.14.0, Intel nGraph’s Deep Learning model compiler [34] and Microsoft SEAL version 3.3.0 which implements the CKKS scheme [35]. It operates in a two party setting: a server who is the model owner and the client who holds data. Additionally, the client also performs non-linear activations such as ReLU and Max Pooling layers. After computing a linear or a convolutional layer the server sends the encrypted data to the client, who decrypts it, applies the function, re-encrypts it and returns the result [33]. Similarly to Gazelle [18], that process helps manage the noise growth by refreshing the ciphertext after every layer.

3.2 Conducted experiments

3.2.1 Model architectures

Three main architectures were evaluated, inspired by the ones reviewed in section 2. Model X and Y were evaluated on the MNIST dataset, while Model Z was applied to the Malaria dataset which is more complex and required a deeper model. Model X consists of three fully connected layers, while Model Y inserts both a convolution and a pooling operation before two fully connected ones. Finally, Model Z, based on the network proposed by [5], includes two sets of convolution and pooling layers followed by two fully connected ones.

3.2.2 Experimental setting

Both datasets were normalised to have zero mean and unit standard deviation prior to using them for training or inference. The Malaria dataset was resized to 32x32 similar to [5] which enables faster inference time. All experiments were performed on a machine with a 2.6 GHz 8-Core Intel Xeon E5-2650 v2 and 256 GB RAM. The tf-trusted experiments that require an Intel SGX chip were run on a 2.80GHz Intel Core i7-7600U CPU and 16GB RAM. Each runtime benchmark was executed 20 times and the average time was reported in seconds. All three networks were optimised using Adam [36] with a learning rate of 0.001. The MNIST models were trained with a batch size of 128 for 15 epochs, while the Malaria one using batch size 52 and 20 epochs. The associated code is available here [1].

3.2.3 Results

As it can be observed in Table 2, all frameworks preserve the accuracy of the plain text model when performing private inference. It can be seen that CrypTen is significantly faster than PySyft which is clearer in Model Z. This is an interesting find as CrypTen requires share conversions between Additive SS and GCs [30] which has been previously reported as inefficient [21]. We attribute the discrepancy in runtimes to the use of different communication backends and the serialization and deserialization applied. Additionally, the results show that CrypTen requires less bandwidth which could be explained by the use of Garbled Circuits to represent ReLU activations while the PySyft implementation of ReLU requires more communication between parties for the additive shares to be exchanged. While there are inherent performance differences between Tensorflow and PyTorch, it can be seen that TF- Trusted is able to evaluate larger models such as Model Z much faster. Intuitively this makes sense as the inference is performed inside the enclave using a plain text version of the data. While HE-Transformer also preserves the accuracy, this comes at a much higher computational and memory cost mainly due to the communication with the client after every fully connected or convolutional layer where the non-linearity is applied.

https://github.com/venetahar/iso-privacy-smpc
https://github.com/venetahar/iso-privacy-tee-he
| Library       | Model  | Accuracy | Runtime (s) | Comm (MB) |
|--------------|--------|----------|-------------|-----------|
| PyTorch      | X      | 97.66%   | 0.0002      | -         |
| PySyft       |        | 97.66%   | 0.5         | 5.71      |
| CrypTen      | X      | 97.66%   | 0.043       | 1.01      |
| Tensorflow   |        | 97.63%   | 0.0003      | -         |
| TF-Trusted   |        | 97.63%   | 0.14        | -         |
| HE-Transformer |      | 97.63%   | 15.4        | 1171.94   |
| PyTorch      | Y      | 98.47%   | 0.0003      | -         |
| PySyft       |        | 98.47%   | 0.66        | 1.28      |
| CrypTen      | Y      | 98.47%   | 0.035       | 0.35      |
| Tensorflow   |        | 98.05%   | 0.0003      | -         |
| TF-Trusted   |        | 98.05%   | 0.12        | -         |
| HE-Transformer |      | 98.05%   | 12.6        | 2780.66   |
| PyTorch      | Z      | 94.85%   | 0.0011      | -         |
| PySyft       |        | 94.85%   | 8.26        | 38.56     |
| CrypTen      | Z      | 94.85%   | 0.25        | 8.29      |
| Tensorflow   |        | 91.5%    | 0.0008      | -         |
| TF-Trusted   |        | 91.5%    | 0.14        | -         |
| HE-Transformer |      | 91.5%    | 548.94      | 56703.68  |

Table 2: Performance benchmarks during inference using a single data instance on MNIST [3] (Models X and Y) and the Malaria dataset [4] (Model Z).

4 Conclusion

Overall, the experiments conducted demonstrate that it is possible to leverage PPML methods purely from the traditional data science stack. Our experiments have produced a unified codebase only diverging at the underlying deep-learning framework level: PyTorch or TensorFlow, and could go even further by manipulating ONNX models in the future. Most importantly, model accuracy was preserved compared to the plaintext version, regardless of the PPML method employed, demonstrating that the studied frameworks abstract the low-level implementation constraints, such as fixed-precision arithmetic, in a satisfying manner.

With regards to run times, CrypTen is worth noting for displaying performances very close to the hardware-based solution of TF-Trusted and as such might appeal to a broader range of users by lifting the hardware requirement and memory space constraints imposed by Intel SGX. On the other hand, HE-Transformer suffers from the genericity of its approach, since a bespoke protocol would have fared better than the automatic toolchain. Communication and memory requirements currently make the HE option impractical. As part of our future iterations on this work, we will thus integrate other secure inference scenarios evaluating batched predictions, without real-time constraints. This setting and further manual optimisations might prove a better fit for HE-based solutions. It will also be interesting to evaluate how other optimisations on the model side, such as quantisation, impact the results for each framework.
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