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A fully implicit numerical approach based on the space-time finite element method is implemented for the semilinear wave equation in 1(space) + 1(time) dimensions to explore critical collapse and search for self-similar solutions. Previous work studied this behavior by exploring the threshold of singularity formation using time marching finite difference techniques while this work introduces an adaptive time parallel numerical method to the problem. The semilinear wave equation with a $p = 7$ term is examined in spherical symmetry. The impact of mesh refinement and the time additive Schwarz preconditioner in conjunction with Krylov Subspace Methods are examined.

\section{I. INTRODUCTION}

Adaptive space-time finite element method (FEM) approaches for solving systems of nonlinear equations present numerous numerical challenges while also enabling more asynchronous operation and the extraction of more parallelism when utilizing high performance computing resources. For certain formulations of partial differential equations (PDE), time-parallel preconditioners may also be successfully applied in space-time finite element simulations with substantial improvements in scalability. A space-time FEM increases concurrency on distributed memory machines by permitting time-decomposition in addition to spatial-decomposition. This paper applies a space-time FEM previously introduced\textsuperscript{1} to the semilinear wave equation with nonlinear term $p = 7$. The semilinear wave equation with $p = 7$ has been shown critical behavior near singularity formation similar to that found in black hole critical behavior\textsuperscript{2-4} making it a good test problem for exploring this space-time FEM. Because of the many length and time scales involved in solving the semilinear wave equation, this also presents an opportunity to examine space-time finite elements with a nonuniform space-time mesh as opposed to more conventional adaptive mesh refinement techniques.

In addition to the parallel computing benefits resulting from increased concurrency, space-time finite element approaches have other advantages for numerical simulations. The space-time FEM explored here is a fully-implicit method, and it can use time-varying computational domains, higher order approaches, and unstructured meshes. It has been extended for 2+1 and 3+1 dimensions with efficiency and accuracy\textsuperscript{1}. The major disadvantage of the approach is the significant memory overhead requirement that the entire space-time problem must now fit in memory all at once. However, time parallel approaches with non-uniform meshes have not been generally used in the scientific computing community in the past and the increased concurrency benefits may outweigh the significant memory overhead challenges and other barriers to implementation.

The semilinear wave equation is a physically interesting system to investigate because of the emergence of singularities from smooth initial data in finite time. Reminiscent of critical behavior in black hole formation discovered by Choptuik\textsuperscript{5}, the semilinear wave equation provides a laboratory in which to investigate the transition regions between singularity formation and search for critical behavior in a much simpler system than the Einstein equations. A number of past studies have done precisely this\textsuperscript{6-12} while using time-marching, finite-difference based methods. Adaptive, high resolution methods are needed in general in order to properly resolve the transition region and find self-similar solutions.

The paper is organized as follows: in Section 2, the work related to this is presented; in Section 3, a background on the semilinear wave equation is provided; in Section 4, the numerical approach is provided, including the 1+1 space-time finite element discretization, a time parallelizable preconditioner based on the additive Schwarz method, the boundary conditions, and mesh refinement; Section 5 presents results while Section 6 contains the conclusions.

\section{II. RELATED WORK}

The threshold of singularity formation in the semilinear wave equation for different values of $p$ was explored in depth by Liebling\textsuperscript{2} using conventional finite difference techniques and Crank-Nicolson integration. The existence of self-similar solutions and singularity formations in the semilinear wave equation with a focusing nonlinearity was examined in\textsuperscript{3-4}. The space-time finite element method used for this work was introduced in\textsuperscript{1} where the space-time approach is implemented along with time decomposition methods for a nonhomogeneous wave equation. Similarly,\textsuperscript{13} implements the Klein-Gordon equation in 1(space) + 1(time) dimensions also based on the numerical method in\textsuperscript{1}.\textsuperscript{13} presents continuous finite elements in time and space simultaneously to solve the wave equation. While Continuous Galerkin approaches with space-time FEM can be found...
in several engineering examples, including [15–19], they have not yet been applied to the semilinear wave equation and investigating critical behavior apart from this work. Some efforts at discontinuous Garlerkin space-time finite element approaches have also been investigated [20] though outside the context of critical behavior.

The semilinear wave equation has been studied in several ways. [22] used a finite difference discretization and a shooting method as a solving technique. [23] explored the semilinear equations in spherical symmetric AdS space to show nonlinear collapse. [24] focuses on variational solutions of the semilinear wave equation with space-time fractional Brownian noise. [25] presents the proof of a standard second order finite difference uniform space-time fractional Brownian noise. [26] shows the existence of self-similar solutions can be found using time scale transformations of the semilinear wave equation. According to [3], self-similar solutions can be found using time scale transformations:

$$\Psi(r, t) = (T - t)^{-\xi} U(\rho)$$

where

$$\xi = \frac{2}{p - 1} \quad \rho = \frac{r}{T - t}$$

where $p$ is the nonlinear power term of this equation, and $T$ is a certain collapse time. As shown in [3], self-similar solution can be obtained by rewriting the semilinear wave equation. Substituting Eqn. [2] into Eqn. [5] the ordinary differential equation shown in Eqn. [4] for finding the self-similar solution results.

Reference [3] solves Eqn. [4] using the shooting technique. Applying this technique, Bizón and Maison proved the existence for a countable set of parameters which determine explicit self-similar solution $U_n(\rho)$. This allows the numerical results presented here to be compared with solutions $U_1(\rho)$ provided from the previous study [3] for the $p = 7$ case with the same time scale transformations given in Eqn. [3]

### III. MODEL PROBLEM

#### A. The Semilinear Wave Equation

$$\left(\frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \nabla^2 + \frac{m^2 c^2}{\hbar^2}\right) \Psi(x, t) = \Psi^p(x, t)$$

The semilinear wave equation is given in Eqn. [1]. The nonlinear term, $\Psi^p(x, t)$, determines the singularity formation behavior. To preserve the symmetry ($\Psi \rightarrow -\Psi$), odd powers of $p$ are used; previous work has examined the cases with $p = 3, 5, 7$ [2]. The semilinear wave equation represents one of the simplest nonlinear generalizations of the wave equation, and it shows interesting behavior at the threshold of singularity formation. For the $p = 3$ case, the threshold could not be found while for the $p = 5$ case, a critical solution is observed, and self-similar solutions appear roughly, but there is no non-trivial self-similar solution. Instead, the solutions approach scale evolving to static solutions. For the $p = 7$ case, a critical solution is found which approaches the self-similar solution in spherical symmetry. Consequently the $p = 7$ case is selected for further investigation using the space-time finite element method.

Reference [4] shows the existence of self-similar solutions of the semilinear wave equation. According to [3], self-similar solutions can be found using time scale transformations:

$$\Psi(r, t) = (T - t)^{-\xi} U(\rho)$$

where

$$\xi = \frac{2}{p - 1} \quad \rho = \frac{r}{T - t}$$

where $p$ is the nonlinear power term of this equation, and $T$ is a certain collapse time. As shown in [3], self-similar solution can be obtained by rewriting the semilinear wave equation. Substituting Eqn. [2] into Eqn. [5] the ordinary differential equation shown in Eqn. [4] for finding the self-similar solution results.

### IV. NUMERICAL APPROACHES

#### A. Space-Time Finite Element Method

A space-time finite element method using continuous approximation functions in both space and time is used to explore numerical singularity formation. The discretization of the semilinear wave equation in this paper is an extension of the discretization of the nonhomogeneous wave equation presented in [1].

The semilinear wave equation with natural units in 1+1 dimensions is re-written in Eqn. [5]

$$\frac{\partial^2 \Psi}{\partial t^2} - \frac{\partial^2 \Psi}{\partial x^2} + \Psi = \Psi^7$$

Space and time are discretized together for the entire domain using a finite element space which does not discriminate between space and time basis functions. Iterative solution methods in conjunction with a time decomposition preconditioner are employed for the solution. Introducing two new variables, $u = \Psi$ and $v = \frac{\partial \Psi}{\partial t}$, the system is re-written into first-order in time form, Eqn. [6]
The finite element space is the space of piecewise polynomial functions \( \phi : \Omega \times (0, T] \rightarrow \mathbb{R} \).

In spherical symmetry, this equation is re-written with respect to one spherical coordinate, given in Eqns. 7–8.

The weak form in Eqns. 11–12.

The finite element space is the space of piecewise polynomial functions \( \phi : \Omega \times (0, T] \rightarrow \mathbb{R} \).

For discretization, a single square element with rectangular basis functions is considered. The element stiffness matrix is used to assemble the stiffness matrix for the entire domain. In the event there is no mesh refinement, all the elements in the square of \( \Omega \) are the same size and \( A_j \) can be utilized for all elements by only having to adjust for the orientation of the square. In mesh refinement case, the element matrices \( A_j \) are assembled with respect to different basis functions within the different mesh refined regions.

The basis functions are determined explicitly at the nodes: \[ 13 \]

\[ \frac{\partial^2 \Psi}{\partial t^2} - \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \Psi}{\partial r} \right) + \Psi = \Psi^7 \tag{7} \]

\[ K(u, v, \phi) = \int_\Omega \left( -\frac{\partial u}{\partial r} \frac{\partial \phi}{\partial r} - 2 \frac{\partial u}{r} \frac{\partial \phi}{\partial r} + \frac{\partial v}{\partial r} \phi + u \phi - u^7 \phi \right) ds = 0 \tag{11} \]

\[ G(u, v, \phi) = \int_\Omega \left( -\frac{\partial u}{\partial t} \phi + v \phi \right) ds = 0 \tag{12} \]

The stiffness matrix \( A \) is an \( N \times N \) matrix, where \( N \) is the total number of nodes in the domain. In the unit square example, \( N = W^2 \) where \( W \) is the number of collocation points in the mesh.

The stiffness matrix \( A \) is defined as:

\[ A = \begin{bmatrix} a(\phi_1, \phi_1) & \cdots & a(\phi_1, \phi_{W^2}) \\ \vdots & \ddots & \vdots \\ a(\phi_{W^2}, \phi_1) & \cdots & a(\phi_{W^2}, \phi_{W^2}) \end{bmatrix} \tag{17} \]

where each element of the matrix \( A_j \) \( (a_j(\phi_\alpha, \phi_\beta)) \), and \( \alpha, \beta = A, B, C, D \) can be calculated by integration of the weak form in Eqns. \[ 11 \# 12 \].
B. Additive Schwarz Method

Domain Decomposition methods (DD) solve a boundary value problem by splitting it into smaller boundary value problems on subdomains and iterating to coordinate the solution between adjacent subdomains. The problems in the subdomains are independent, which makes domain decomposition methods suitable for parallel computing. Domain decomposition methods are typically used as preconditioners for Krylov space iterative methods, such as the conjugate gradient method or GMRES. Domain decomposition methods show large potential for a parallelization of finite element methods in general, and serve as a basis for distributed, parallel computations.

The time decomposition methods in this paper are a variant of the time additive Schwarz method (ASM). For a domain \( \Omega = \bigcup_i \Omega_i \), the ASM can be written as Eqn. \[ \sum_i B_i (f - Ax^n) \]

where \( x \) is the solution vector of the linear system \( Ax = b \), \( A \) is the matrix representation of the system. And, let \( R_i \) is the restriction to \( \Omega_i \) and let \( A_{ij} = R_i A R_i^T \) which is restricted operator for the interior grid points in \( \Omega_i \). Then, \( B_i = R_i^T A_{ij}^{-1} R_i \). The additive Schwarz method may also be viewed as a generalization of block Jacobi methods [26–28].

C. Boundary Condition

\[ u + \alpha \frac{\partial u}{\partial n} = 0 \quad u + \beta \frac{\partial u}{\partial n} = 0 \]  

(19)

The Robin boundary condition is used for the boundaries with parameters \( \alpha \) for the \( r = 0 \) boundary and \( \beta \) for the outer boundary.

Figure 1 shows the general scheme of this problem. The appropriate values of \( \alpha \) and \( \beta \) are found empirically.

D. Mesh Refinement

An advantage of using space-time FEM is the ability to simulate the system in a non-uniform mesh. Mesh refinement is used in order to improve computational efficiency. Figure 1 shows the strategy of mesh refinement employed here. Mesh refinement adds resolution to the mesh when and when it is needed. As solution behavior near \( r = 0 \) shows the largest gradients and error, that region is discretized using a finer mesh than in other regions.

V. NUMERICAL RESULTS

A. Critical behavior

PETSc [29] is used for implementing the time-additive Schwarz preconditioner and for using GMRES. After performing a large number of simulations exploring critical behavior, the results are compared with previous research [2-4]. The existence of self-similar solutions in those results are also explored.

A Gaussian pulse is used for initial data

\[ \Psi(r, t)_{\text{ini}} = Ae^{-(r-R)^2} \]  

(20)

where \( A \) is the amplitude, and \( R \) is the initial radius of the pulse. We observe critical behavior with \( A = 0.1720 \) as an initial amplitude value, \( \alpha = 0.01 \) and \( \beta = -100 \) for Robin boundary values, and \( R = 8 \) for an initial data radius.

The critical evolution describes that evolving smooth initial data within finite time. Types of evolution shown by the results of the semilinear wave equation show evolution of smooth initial data which can results in a singularity.

Figure 2 shows value of the \( \Psi \) plotted as a function of time. For specific tests, amplitude ranges are selected near \( A = 0.1720 \), and three families are created for a heuristic test. Solutions of \( F_1 \) and \( F_2 \) disperse before the collapse time, and the properties of the results are very similar. However, solutions of \( F_3 \) show different properties. \( A = 0.1680 \) also does not show a critical evolution, but \( A = 0.1720 \) presents a critical evolution near \( r = 0 \).

The results indicate that the solutions of the semilinear wave equation with \( p = 7 \) case disperse for some initial data and blow up for some other initial data even
FIG. 2: Solution plots for time domain with different initial amplitude values $A$. Three different amplitude value families are created, defined as: $F_1 = 0.1540$ and $0.1580$, $F_2 = 0.1600$ and $0.1640$, and $F_3 = 0.1680$ and 0.1720. Each family has a small difference in amplitude values (at the 3 significant digits). In order to investigate the effects of initial data for the singularity formations, the value of $\Psi$ is plotted until the wave reaches the collapse time of $T \simeq 8$ around the $r = 0$ region ($r \simeq 10^{-3}$). The initial Gaussian pulse is the same as the equation (20) for the different families of initial amplitude values $A$.

though those initial data are not very different. The determination of the threshold of singularity formation and the corresponding dynamics is a great interest for future studies.

For more specific views near critical behavior, Figure 3 shows two near critical evolutions which occur near the collapse time $T \simeq 8$. The supercritical solution (blue dotted) and subcritical solution (green solid) for the $p = 7$ case can be observed to change with the initial amplitude values.

Figure 4 shows energy loss between initial time and critical evolution time. Ideally, the energy loss ($|\Delta E(t)|$) should be zero. A convergence study to test this was undertaken where the same initial conditions were used but with different resolutions. The self convergence test is $\left(\frac{\|\Delta E_{h/4} - \Delta E_{h/2}\|_2}{\|\Delta E_{h/2} - \Delta E_h\|_2}\right) = 4.133$ which indicates second order convergence.

B. Self-Similarity

Self-similar solutions are often found at the threshold of critical behavior. We consider Eqn. 4 inside the critical behavior region ($t = T, r = 0$), that is in the interval $0 \leq \rho \leq 1$. The test problem is the $p = 7$ case, and paper [3] shows solutions of the ODE by the shooting technique. Applying this technique, Bizó and Maison proved the existence for a countable set of parameters $b_n (n = 0, 1, ...)$ which determine explicit self-similar solution $U_n(\rho)$ for $p = 3$ and all odd $p \geq 7$. Therefore, our numerical results can be compared with ODE solutions $U_1(\rho)$ from the previous study [3] for the $p = 7$ case within the same time scale transformations in Figure 5.

Figure 5 shows the compared results with a solution of the ODE. Four different solutions transformed using Eqn. 2 are shown. The different time scaled transformation solutions coincide showing self-similarity. The time scale transformed solutions coincide with the $-U_1(\ln \rho)$, and this indicates that the solutions present self-similarity.

C. Performance Tests

Results from simulations using the space-time FEM both with and without time decomposition are presented in this section. A self-similar solution resulting from the space-time FEM simulations using mesh refinement is also presented. Performance results were found using a cluster of Intel Xeon E5-2690 2.90 Ghz processors.

In Tables I and II comparisons of performance and fi-
FIG. 4: Energy loss plots for the $p = 7$ case based on different resolutions. The $h$ is a space resolution which can be obtained by dividing the physical domain size by the number of meshes, or $15/2000 = 0.003$. The energy loss ($\Delta E(t) = E(t) - E(t_0)$) is plotted until the initial data reaches the critical evolution time $t_c = T \approx 8$. As the resolution increases, energy loss decreases. The results of the convergence test is $(\|\Delta E_h/4 - \Delta E_h/2\|_2)/(\|\Delta E_h/2 - \Delta E_h\|_2) = 4.133$. This result indicates that the order of energy loss self-convergence is second order.

Numerical Methods | Execution time
--- | ---
Finite Difference Method | $5.2 \times 10^3$ sec
FEM with uniform mesh | $5.0 \times 10^3$ sec
FEM with mesh refinement | $3.9 \times 10^3$ sec

TABLE I: Execution time measured for different numerical methods employed to solve the semilinear wave equation: the finite difference method, the space-time FEM with a uniform mesh, and the space-time FEM with mesh refinement. The same initial conditions as in Figure 5 are applied to the tests.

the impact of performance, a high resolution, $h/4$ is chosen as a test case. The execution time of the finite difference method (FDM) is slightly slower than the uniform FEM. Results of the FEM with mesh refinement reach the desired residual, and it is faster than the other two methods. These results suggest a benefit in numerical efficiency by using space-time FEM with mesh refinement.

Table II shows the compared solution values of FDM and FEM, and indicates that the solutions of FDM and FEM are extremely close. The average value of the self-convergence factor for the FEM is 4.712, indicating second order convergence.

Table III compares the results from the uniform mesh with the results from the mesh refinement simulations. The maximum iteration number is defined as $5,000$ and $1.0 \times 10^{-6}$ is the desired final residual. The residual results in Table III indicate that using space-time FEM with mesh refinement is able to solve the system stably and in fewer iterations than the uniform mesh case. In the low resolution case (less than $h/2.5$), the solutions...
TABLE II: A comparison of the solution values obtained using the finite difference method and the space-time FEM with mesh refinement at $t=7.99$. The same conditions as in Table I are used in the tests. A self convergence test of the space-time FEM results with respect to whole the space and time domain is also given, indicating second order convergence. The $h$ is the same resolution size as in Figure 2.

| Tests                      | Values         |
|----------------------------|----------------|
| $\|\Psi_{FDM} - \Psi_{FEM}\|_2$ | $2.3 \times 10^{-4}$ |
| $(\|\Psi_{h/4} - \Psi_{h/2}\|_2)/(\|\Psi_{h/2} - \Psi_{h}\|_2)$ | 4.712 |

The numerical tests of the semilinear wave equation with a $p = 7$ power are performed with the space-time FEM and time-decomposition methods. The results show critical behavior and self-similarity. The problem is solved within space and time at once, and uses a fully implicit solve. Compared with previous research, the numerical method explored here is easily adapted for non-uniform meshes and enables time parallel decompositions for parallelization. This work also presents the first use of the space-time FEM for a nonlinear problem.

As part of future work, the time decomposition precondition is promising candidate for time-parallel simulations on distributed memory machines. A Communicating Sequential Processes (CSP) approach would suggest calculating a local problem with ideally only one time subdomain per process concurrently with other time domains, thereby decomposing the problem in both space and time and increasing concurrency. Such an approach would be most appropriate in 2+1 and 3+1 where there are numerous open problems left in critical phenomena.
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