Estimate of the radius responsible for quasinormal modes in the extreme Kerr limit and asymptotic behavior of the Sasaki–Nakamura transformation
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The Sasaki–Nakamura transformation gives a short-ranged potential and a convergent source term for the master equation of perturbations in the Kerr space-time. In this paper, we study the asymptotic behavior of the transformation, and present a new relaxed necessary and sufficient condition for the transformation to obtain the short-ranged potential in the assumption that the transformation converges in the far distance. Also, we discuss the peak location of the potential which is responsible for quasinormal mode frequencies in WKB analysis. Finally, in the extreme Kerr limit, \( a/M \to 1 \), where \( M \) and \( a \) denote the mass and spin parameter of a Kerr black hole, respectively, we find the peak location of the potential, \( r_p/M \lesssim 1 + 1.8 \left( 1 - a/M \right)^{1/2} \), by using the new transformation. The uncertainty of the location is as large as that expected from the equivalence principle.
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1. Introduction

The source of GW150914, a gravitational wave (GW) event observed by advanced LIGO on September 14, 2015 [1], is considered as a merging binary black hole (BBH), and the black hole (BH) masses are estimated as 36\( ^{+5}_{-4} M_\odot \) and 29\( ^{+4}_{-3} M_\odot \), respectively. According to Ref. [2], the BH masses are well predicted by the recent population synthesis results of Population III BBHs [3–5] (see also Ref. [6]).

The mass and (non-dimensional) spin of the remnant BH were estimated as 62\( ^{+4}_{-4} M_\odot \) and 0.67\( ^{+0.05}_{-0.07} \) by using the model derived in Refs. [8,9], respectively. But, the signal from the ringdown phase of GWs, described by quasinormal modes (QNMs) of a BH, was too weak to test general relativity (see Refs. [10,11], and also Refs. [12,13]), and only a consistency check for the least-damped QNM has been done in Ref. [14]. However, since the expected event rate is high [3–5], and the sensitivities of GW observations will improve, there will be a good chance to have an event with much higher signal-to-noise ratio.
To consider QNMs, we use the BH perturbation approach. The Kerr metric [15] in the Boyer–Lindquist coordinates is written as

$$ds^2 = -\left(1 - \frac{2Mr}{\Sigma}\right)dt^2 - \frac{4Mar\sin^2\theta}{\Sigma}dt d\phi + \frac{\Sigma}{\Delta}dr^2 + \frac{\Sigma d\theta^2}{\Delta} + \left(r^2 + a^2 + \frac{2Ma^2r}{\Sigma}\sin^2\theta\right)\sin^2\theta d\phi^2,$$

where $\Sigma = r^2 + a^2 \cos^2\theta$, $\Delta = r^2 - 2Mr + a^2$, and $M$ and $a$ denote the mass and the spin parameter of a Kerr BH, respectively. The Kerr space-time is the background to calculate BH perturbations.

Perturbations are discussed by using the Teukolsky formalism. The radial Teukolsky equation [16] for gravitational perturbations in the Kerr space-time is formally written as

$$\Delta^2 \frac{d}{dr} \left( \frac{1}{\Delta} \frac{dR}{dr} \right) - VR = -T,$$

where $T$ is the source and the potential $V$ is given by

$$V = -\frac{K^2}{\Delta} - \frac{2iK}{\Delta} \Delta' + 4iK' + \lambda,$$

with

$$K = \left(r^2 + a^2\right)\omega - am.$$

The constants $m$ and $\lambda$ in the Teukolsky equation label the spin-weighted spheroidal harmonics $Z_{im}^{\omega}(\theta, \phi)$. $\lambda$ is the separation constant, which depends on $m$ and $a\omega$. A prime denotes the derivative with respect to $r$.

There are various modifications of the original Teukolsky equation proposed to improve the behavior of the potential $V$ and the source term $T$. For example, in Ref. [17] (and related references therein), Chandrasekhar and Detweiler developed various transformations in the 1970s. In Refs. [18,19], we used the Detweiler potential given in Ref. [20] to study QNM frequencies in WKB analysis [21,22]. Sasaki and Nakamura [23–25] considered a transformation to remove the divergence in the source term and to obtain the short-ranged potential. This Sasaki–Nakamura transformation has been generalized for various spins in Ref. [26].

In the WKB analysis, the QNM frequencies are calculated by

$$(\omega_r + i\omega_i)^2 = \mathcal{V}(r_r^*) - i\left(n + \frac{1}{2}\right)\sqrt{-2\frac{d^2\mathcal{V}}{dr^2} \bigg|_{r^*}^{r_r^*}},$$

with $n = 0, 1, 2, \ldots$. Here, $\omega_r$ and $\omega_i$ are the real and imaginary parts of the frequency, respectively, $r_r^*$ denotes the location where the derivative of the potential $d\mathcal{V}/dr^* = 0$ in the tortoise coordinate $r^* \equiv dr^*/dr = (r^2 + a^2)/\Delta$, and we focus only on the $n = 0$ mode in this paper. It is noted that $r_r^*$ is complex-valued in general.

In Refs. [18,19,27], we have used the potential $\mathcal{V}$ with the substitution of accurate numerical results of the complex QNM frequencies [28] obtained by Leaver’s method [29] to determine the above $r_r^*$ of the potential. In practice, the peak location $r_p^*$ of $|\mathcal{V}|$, a real-valued radius, is also used because we have seen a good agreement between the real part of $r_r^*$ and $r_p^*$ [18]. Then, we have compared
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the QNM frequency calculated by Eq. (5) with \( r_0^* \) (or \( r_\mu^* \)) in the WKB method with that from the numerical result. The difference provides an error estimation used to establish the physical picture that the QNM brings information around the peak radius. Here, we implicitly assume that the peak location is relevant to the generation of the QNM if the estimated error is small.

The analysis of the peak location of the potential in the extreme Kerr limit has been discussed based on a single form of the potential \( V \) in Ref. [27]. Here, we also evaluate the uncertainty in the analysis of the peak location that originates from the fact that the GWs cannot be localized due to the equivalence principle, by comparing various forms of the potential.

This paper is organized as follows. In Sect. 2, we briefly review the Sasaki–Nakamura transformation [23–25] and present and discuss a new transformation introduced in Ref. [27]. In Sect. 3, the peak location of the potential is calculated in the extreme Kerr limit. The peak location is related to the mass and spin of the Kerr BH with expected uncertainties. Section 4 is devoted to discussions. In Appendix A, we give a brief summary of WKB analysis for the QNMs. We use the geometric unit system, where \( G = c = 1 \), in this paper.

2. The Sasaki–Nakamura equation and its modification

The Teukolsky equation in Eq. (2) has undesired features. One is that the source term \( T \) diverges as \( \propto r^{7/2} \) when we consider a test particle falling into a Kerr BH as the source. Also, the potential \( V \) in Eq. (3) is a long-ranged one. To remove these undesired features, Sasaki and Nakamura [23–25] considered a change of variable and potential. Since we deal with QNMs in this paper, we focus on the homogeneous version of the Sasaki–Nakamura formalism in the beginning.

Using two functions \( \alpha(r) \) and \( \beta(r) \), unspecified for the moment, we introduce various variables as

\[
X = \frac{\sqrt{r^2 + a^2}}{\Delta} \left( \alpha R + \frac{\beta}{\Delta} R' \right),
\]

\[
\gamma = \alpha \left( \alpha + \frac{\beta'}{\Delta} \right) - \frac{\beta}{\Delta} \left( \alpha' + \frac{\beta}{\Delta^2} V \right),
\]

\[
F = \frac{\Delta}{r^2 + a^2} \frac{\gamma'}{\gamma},
\]

\[
U_0 = V + \frac{\Delta^2}{\beta} \left[ \left( 2\alpha + \frac{\beta'}{\Delta} \right)' - \frac{\gamma'}{\gamma} \left( \alpha + \frac{\beta'}{\Delta} \right) \right],
\]

\[
G = -\frac{\Delta'}{r^2 + a^2} + \frac{r\Delta}{(r^2 + a^2)^2},
\]

\[
U = \frac{\Delta U_0}{(r^2 + a^2)^2} + G^2 + \frac{dG}{dr^*} - \frac{\Delta G \gamma'}{r^2 + a^2 \gamma}.
\]

Then, we have a new wave equation for \( X \) derived from the Teukolsky equation as

\[
\frac{d^2X}{dr^{*2}} - F \frac{dX}{dr^*} - UX = 0.
\]

We specify \( \alpha \) and \( \beta \) by

\[
\alpha = A - \frac{iK}{\Delta} B,
\]

\[
\beta = \Delta B,
\]
where
\[ A = 3iK' + \lambda + \Delta P, \]  
\[ B = -2iK + \Delta' + \Delta Q, \]  
with
\[ P = \frac{r^2 + a^2}{gh} \left( \left( \frac{g}{r^2 + a^2} \right) \right)' \]  
\[ Q = \frac{(r^2 + a^2)^2}{g^2 h} \left( \frac{g^2 h}{(r^2 + a^2)^2} \right)' \]  
where \( g \) and \( h \) are free functions. Using a new variable \( Y \) defined by \( X = \sqrt{\gamma} Y \), we have
\[ \frac{d^2Y}{dr^{*2}} + (\omega^2 - V_{SN}) Y = 0, \]  
where
\[ V_{SN} = \omega^2 + U - \left[ \frac{1}{2} \frac{d}{dr^*} \left( \frac{1}{\gamma} \frac{d\gamma}{dr^*} \right) - \frac{1}{4\gamma^2} \left( \frac{d\gamma}{dr^*} \right)^2 \right]. \]  

In the above Sasaki–Nakamura transformation, there are two free functions, \( g \) and \( h \). The restrictions that guarantee a short-ranged potential \( V_{SN} \) and a convergent source term have been given by
\[ g = \text{const.}, \quad h = \text{const.} \]  
for \( r^* \to -\infty \), and
\[ g = \text{const.} + O(r^{-2}), \quad h = \text{const.} + O(r^{-2}) \]  
for \( r^* \to +\infty \). In Refs. [23,24],
\[ h = 1, \quad g = \frac{r^2 + a^2}{r^2} \]  
are adopted to satisfy the conditions in Eqs. (21) and (22).

In Ref. [27], however, we have introduced a new \( g \) defined by
\[ g = \frac{r(r - a)}{(r + a)^2} \]  
(with \( h = 1 \),
which turned out to be suitable to discuss the QNM frequencies in the WKB approximation. The new form of the potential derived from this new \( g \) has been plotted in Fig. 1 of Ref. [27] up to \( a/M = q = 0.99999 \). From the standpoint that we calculate the peak of the potential as the location where the QNM GWs are emitted in the WKB analysis, while we cannot apply this discussion to the original Sasaki–Nakamura or the Detweiler potential (used in Refs. [18,19]), the new form of the potential with Eq. (24) allows us to discuss the extreme Kerr limit. The choice given in Eq. (24) shares
Fig. 1. Scatter plots for the error estimation given by Eq. (42) with respect to $\xi_p$, obtained by varying the parameters $\mu$ and $\nu$ in Eq. (40). The left panel shows the case with fixed $\mu = 1/2$, and the black dot denotes $\mu = 1/2$ and $\nu = 0$. In the right panel, $\mu$ is also variable. We do not find any point with a small error for $\xi_p > 0.4$. The empty region around $0 < \xi_p < 0.1$ and $1.5 < \log_{10}(\text{Err}) < 2.0$ will be filled by the points if we use a much finer grid for the parameters $\mu$ and $\nu$.

the same feature as the original one (Eq. (23)), in the sense that the Regge–Wheeler potential [30] is recovered for $a = 0$.

Although $g$ given in Eq. (24) does not satisfy the condition (22) for $r^* \to +\infty$ but behaves as const. $+ O(r^{-1})$, we have obtained a short-ranged potential, which motivates us to revisit the asymptotic conditions on $g$ (and $h$). To investigate the asymptotic behavior of the potential $V_{SN}$ for $r^* \to +\infty$, we assume that the two free functions are expanded as

$$g = g^{[0]} + \frac{g^{[1]}}{r} + \frac{g^{[2]}}{r^2}, \quad h = h^{[0]} + \frac{h^{[1]}}{r} + \frac{h^{[2]}}{r^2},$$ (25)

where $g^{[n]}$ and $h^{[n]}$ ($n = 0, 1, 2$) are $r$-independent coefficients, and $g^{[0]} \neq 0$ and $h^{[0]} \neq 0$. For simplicity, we set $M = 1$ in the following.

When $h^{[1]}/r$ does not vanish, $\gamma$ given in Eq. (7) has $O(r^1)$ terms, which become $O(r^{-1})$ for $F$ in Eq. (8). Then, we have $O(r^{-1})$ terms in the potential, which indicates that the potential is long-ranged. On the other hand, the term $g^{[1]}/r$ derives $O(r^0)$ in $\gamma$ defined by Eq. (7), and does not contribute to any $O(r^{-1})$ term in the potential.

More precisely, if we choose $h^{[1]} = 0$ in Eq. (25), we find

$$P = \frac{6}{r^2} + \frac{3G}{r^3} + O(r^{-4}), \quad Q = -\frac{4}{r} - \frac{G}{r^2} + O(r^{-3})$$ (26)

for $r \to +\infty$, where $G = 2g^{[1]}/g^{[0]}$. Although the above asymptotic behavior of $P$ and $Q$ is different from that presented in Eq. (A.4) in Ref. [24] (cf. $P = 6/r^2 + (r^{-4})$ and $Q = -4/r + O(r^{-3})$ in Ref. [24]), $A$ and $B$ in Eqs. (15) and (16) have the same asymptotic behavior as given in Eq. (A.5) of Ref. [24] and $\gamma = \text{const.} + O(r^{-1})$. This fact guarantees $V_{SN}$ to be short-ranged. Namely, $V_{SN} = O(r^{-2})$ is achieved under the less restrictive condition, $h^{[1]} = 0$. It is worth noting that the asymptotic behavior given in Eq. (26) does not depend on the choice of $g^{[0]}$, $g^{[1]}$, $g^{[2]}$, $h^{[0]}$, or $h^{[2]}$. 
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As a summary, we conclude that the sufficient condition for \( r^* \to +\infty \) can be relaxed from Eq. (22) to

\[
g = \text{const.} + O(r^{-1}), \quad h = \text{const.} + O(r^{-2}).
\] (27)

Under the assumption that the two free functions have the forms of Eq. (25) at \( r^* \to \infty \), we find that \( h^1 = 0 \) is also the necessary condition. Although we do not discuss here the inhomogeneous version of the Sasaki–Nakamura formalism, i.e., the source term, in detail, it is easily found that the transformation under the above conditions (27) leads to a well-behaved source (see, e.g., the dependence of \( g \) in Eqs. (2.26), (2.27), and (2.29) of Ref. [24]).

### 3. Extreme Kerr limit

In the previous work [27] for the analysis of the fundamental (\( n = 0 \)) QNM with (\( \ell = 2, m = 2 \)) in the extreme Kerr case, \( q = a/M \to 1 \), we have derived a fitting curve of the peak location in the Boyer–Lindquist coordinates as

\[
\frac{r_{\text{fit}}}{M} = 1 + 1.4803 (-\ln q)^{0.503113}
\] (28)

for the absolute value of the potential \(|V_{\text{SN}}|\) obtained by using the new \( g \) presented in Eq. (24) (called \( V_{\text{NNT}} \) in Ref. [27]). In the WKB approximation, this peak location is an important output obtained from the observation of the QNM GWs.

Here, we note that the event horizon radius is given by

\[
\frac{r_+}{M} = 1 + \sqrt{1 - q^2}
\]

\[
= 1 + \sqrt{2} (1 - q)^{1/2} + O((1 - q)^{3/2}),
\] (29)

and the inner light ring radius [31] is written as

\[
\frac{r_{\text{lr}}}{M} = 2 + 2 \cos \left[ \frac{2}{3} \cos^{-1} (-q) \right]
\]

\[
= 1 + \frac{2\sqrt{2}}{\sqrt{3}} (1 - q)^{1/2} + O(1 - q).
\] (30)

The latter radius is evaluated in the equatorial (\( \theta = \pi/2 \)) plane. Although there are various studies on the relation between the QNMs and the orbital frequency of the light ring orbit (see a useful lecture note [32]), the peak location of the potential \( r_{\text{fit}} \), which derives the QNM frequencies, is much closer to the horizon radius, \( r_+/M \approx 1 + 1.414 (1 - q)^{1/2} \), than the inner light ring radius, \( r_{\text{lr}}/M \approx 1 + 1.633 (1 - q)^{1/2} \).

In Ref. [27], to check the validity of \( r_{\text{fit}} \), we have evaluated the peak location (denoted by \( r_p \) in the Boyer–Lindquist coordinates) semi-analytically by using a fitting formula for

\[
\lambda = sA_{\ell m} - 2am\omega + a^2\omega^2,
\] (31)

with

\[
-2A_{22} = 0.545652 + (6.02497 + 1.38591 i)(-\ln q)^{1/2},
\] (32)

which is a constant defined in Eq. (25) of Ref. [33]. Also, we have used the approximation for the (\( n = 0 \)) QNM frequency with (\( \ell = 2, m = 2 \)) in the extreme Kerr limit [34],

\[
M\omega_{\text{ext}} = \frac{Mq}{r_+} - \frac{i}{4} \frac{r_+ - M}{r_+}.
\] (33)
Then, defining $\epsilon$ by $q = 1 - \epsilon^2$, and expanding the potential $V_{NNT}$ with respect to $\epsilon$, we derive the location $r_0$ of $dV_{NNT}/dr^* = 0$ instead of finding the peak location $r_p$ of $|V_{NNT}|$. It is noted that the expression given in Eq. (33) can be considered as the exact frequency derived by Leaver’s method, since we have discussed the extreme Kerr limit $\epsilon \to 0$.

In Appendix A of Ref. [18], we have found a good agreement between the peak location of $|V_{SN}|$ and the real part of the location of $dV_{SN}/dr^* = 0$. The result was obtained as

$$r_0 = 1 + (1.44905 - 0.020157 i) \epsilon,$$  \hspace{1cm} (34)

where the appearance of the $O(\epsilon^1)$ term is consistent with the expression for $r_{\text{fit}}$ given in Eq. (28) because $(-\ln q)^{1/2} = (1 - q)^{1/2} + O((1 - q)^{3/2})$. Although it is consistent that both expressions, $r_{\text{fit}}$ and $r_0$, have a correction of $O(\epsilon^1)$, a different choice of $g$ from Eq. (24) makes a difference in the coefficient of $O(\epsilon^1)$ in the estimation of $r_p$ (and $r_0$). In this section we study how robust the above estimation of the peak location is.

We expand the event horizon radius as

$$r_+ = 1 + \sqrt{2} \epsilon + O(\epsilon^2),$$  \hspace{1cm} (35)

and the Boyer–Lindquist radial coordinate around $r_+$ as

$$r = \frac{r_+}{M} + \xi \epsilon = 1 + \sqrt{2} \epsilon + \xi \epsilon,$$  \hspace{1cm} (36)

introducing a rescaled radial coordinate $\xi$ whose origin corresponds to the event horizon. The tortoise coordinate is expressed as

$$\frac{r^*}{M} = -\frac{\sqrt{2}}{2\epsilon} \ln \left(1 + \frac{2\sqrt{2}}{\xi}\right) + O(\epsilon^0).$$  \hspace{1cm} (37)

In the following analysis, we investigate the peak location $r_p/M = 1 + \sqrt{2} \epsilon + \xi_p \epsilon$, Keeping only the leading order with respect to $\epsilon$ for $\xi_p$. The QNM frequency in Eq. (33) is written as

$$M \omega_{\text{ext}} = 1 + \left(-\sqrt{2} - \frac{i}{4} \sqrt{2}\right) \epsilon + \left(1 + \frac{i}{2}\right) \epsilon^2$$  \hspace{1cm} (38)

up to $O(\epsilon^2)$.

The function $g$ in Eq. (24) is expanded for $\epsilon \ll 1$ as

$$g = \left(\frac{1}{4} \sqrt{2} + \frac{1}{4} \xi\right) \epsilon + O(\epsilon^2).$$  \hspace{1cm} (39)

In this expansion, the terms of $O(\xi^2)$ appear only at $O(\epsilon^2)$. We focus on the leading-order modification of $O(\epsilon^1)$, and consider a function linear in $\xi$. Such a function is parametrized by two real parameters $\mu$ and $\nu$ as

$$g = \epsilon + \frac{\sqrt{2}}{2} \left(\frac{1}{2} + \mu + i\nu\right) \xi \epsilon.$$  \hspace{1cm} (40)

The function in Eq. (39) is recovered when $\mu = 1/2$ and $\nu = 0$, except for the overall normalization of $g$, which does not contribute to the potential because of the dependence of $g$ in $P$ and $Q$ given...
by Eqs. (17) and (18), respectively. In the series expansion with respect to $\epsilon$, the potential in the Sasaki–Nakamura equation (see Eq. (20)) is formally written as

$$V = 1 + \left( -2\sqrt{2} - \frac{\sqrt{2}}{2} i \right) \epsilon + \nu^{(2)}_{\mu,\nu}(\xi) \epsilon^2,$$

where we do not explicitly present the huge expression of $\nu^{(2)}_{\mu,\nu}(\xi)$. It is noted that any $O(\epsilon^2)$ term in $g$ of Eq. (40) does not contribute to the potential in the second order with respect to $\epsilon$.

Here, we define the error in the estimation of the QNM frequencies as

$$\text{Err} = \sqrt{(\text{Err}_r)^2 + (\text{Err}_i)^2};$$

$$\text{Err}_r = \frac{\text{Re}(\omega_{\text{WKB}}) - (1 - \sqrt{2}\epsilon)}{\text{Re}(\omega_{\text{ext}}) - (1 - \sqrt{2}\epsilon)} - 1,$$

$$\approx \frac{\text{Re}(\omega_{\text{WKB}}) - (1 - \sqrt{2}\epsilon)}{\epsilon^2} - 1,$$

$$\text{Err}_i \approx \left| \frac{\text{Im}(\omega_{\text{WKB}})}{-\sqrt{2}\epsilon/4} - 1 \right|,$$

where we have calculated $\text{Re}(\omega_{\text{ext}})$ by using Eq. (38), and used the leading order of $\text{Im}(\omega_{\text{ext}})$ obtained from Eq. (38) for $\text{Err}_i$. Since the real part of the error, $\text{Err}_r$, is always tiny in the case of small $\epsilon$, if we use $|\text{Re}(\omega_{\text{WKB}})/\text{Re}(\omega_{\text{ext}}) - 1|$ or $|((\text{Re}(\omega_{\text{WKB}}) - 1)/(\text{Re}(\omega_{\text{ext}}) - 1) - 1|$, we have adopted the above estimator to normalize the error of the real part. Note that this estimator is independent of $\epsilon$ in the limit $\epsilon \to 0$.

Varying the parameters $\mu$ and $\nu$, we obtain Fig. 1, which shows the error in the estimation of the QNM frequencies calculated by Eq. (42) with respect to $\xi_p$. Figure 2 shows $\text{Err}_r$ (the left panel) and $\text{Err}_i$ (the right panel), respectively. $\text{Err}$ is dominated by $\text{Err}_r$ for large $\xi_p$. We find from Fig. 1 that the region where $\text{Err}$ given in Eq. (42) is small spreads widely. Although the minimum error of $\text{Err} \approx 1.2\%$ is obtained for $\mu \approx -0.21$ and $\nu \approx 0.25$ in the analysis, there are many other combinations of $\mu$ and $\nu$ for which $\text{Err}$ remains small, and the region with small $\text{Err}$ extends to a

Fig. 2. Scatter plots for $\text{Err}_r$ (left) and $\text{Err}_i$ (right) given by Eq. (42) with respect to $\xi_p$, obtained by varying the parameters $\mu$ and $\nu$ in Eq. (40).
range of $0 < \xi_p < 0.4$. Therefore, we should consider that the peak of the potential is located in $0 < \xi_p < 0.4$.

In Refs. [18,19,27], we have used the WKB analysis to claim how deeply we can actually inspect the region close to the event horizon of a BH by observing the QNM GWs. Since the GWs cannot be localized and the QNMs are determined not only by the potential at the peak radius but also by the curvature of the potential, what we can claim is that the QNM frequency is determined by the information “around” the peak of the potential. Therefore, it is necessary to properly take into account this fact in the interpretation of the estimated radius obtained in Refs. [18,19,27].

The uncertainty in the peak location can be discussed in the following manner. Here, we use $r_0^*$ instead of $r_p^*$ because $r_0^*$ is derived easily in the analytical calculation. Expanding Eq. (41) with respect to $\Delta r^* = r^* - r_0^*$ around $r_0^*$, and using the QNM frequency in the WKB approximation of Eq. (5), we have the radial wavenumber $W_1/2$ in Eq. (A2), as

$$k(r_0^* + \Delta r^*) = \sqrt{\frac{\omega_{\text{QNM}}^2 - V}{\frac{i}{2} \sqrt{-2 \frac{d^2V}{dr^*2}}|_{r^* = r_0^*} - \frac{1}{2} \frac{d^2V}{dr^*2}|_{r^* = r_0^*} (\Delta r^*)^2 + \cdots}},$$  (43)

where (⋯) denotes the terms of higher order in the WKB approximation or of $O((\Delta r^*)^3)$. We note that $d^2V/dr^*2|_{r^* = r_0^*} = O(\epsilon^4)$ because $d/dr^* = O(\epsilon) \times d/d\xi$, and the $\xi$ dependence of $V$ is as given in Eq. (41). If we expect that the uncertainty of the peak location is given by the inverse of the wavenumber, it may be estimated by the $\Delta r^*$ that solves

$$k(r_0^* + \Delta r^*) \Delta r^* = O(1).$$  (44)

Combining Eqs. (43) and (44), we derive

$$\left| \frac{\Delta r^*}{M} \right| = O(\epsilon^{-1}),$$  (45)

which is translated into the uncertainty in $\xi_0$ as

$$\left| \Delta \xi_0 \right| = O(1)$$  (46)

by using Eq. (37). This estimate is consistent with the extension of the region where $\text{Err}$ given in Eq. (42) is small in Fig. 1.

In our previous work [27], we used only one potential, which corresponds to $\mu = 1/2$ and $\nu = 0$ in Eq. (40). The peak location was inside the light ring radius, as shown in Eqs. (28) and (34), and we concluded that the QNM GWs were emitted “around” the peak location. However, the meaning of the word “around” was not clear, and Fig. 1 gives a clear explanation of it based on the error estimation of the WKB frequencies compared with the exact QNM frequencies. Using various potentials with the parameters $\mu$ and $\nu$, even if we change the threshold of the error estimator (42) from a few % to 10%, the extension of the region does not change much from $\xi_p \sim 0.4$. Therefore, we conclude that the estimated peak location is restricted to

$$\frac{r_p}{M} \lesssim 1 + 1.8 (1 - q)^{1/2}.$$  (47)

The above result confirms that we can see the space-time sufficiently inside the ergoregion ($r_{\text{ergo}} = 2M$ for the equatorial radius of the ergosurface) and around the inner light ring $r_{\text{lr}}/M \approx 1 + 1.633 (1 - q)^{1/2}$.
4. Discussions

In the modification of the Sasaki–Nakamura equation, we have found that the necessary and sufficient condition for the fast fall-off at $r^* \rightarrow +\infty$ can be relaxed to the one given by Eq. (27), if we assume that the free functions $g$ and $h$ can be expanded in a power series of $1/r$. When we use $g$ in Eq. (24) which satisfies Eq. (27), the potential is suitable for the WKB analysis of QNMs (see Ref. [27]), but the general expression of the potential is much more complicated than that for $g$ in Eq. (23).

One way to obtain a simple potential will be to keep $\gamma$ constant in the Sasaki–Nakamura transformation. $\gamma$ in Eq. (7) is rewritten as

$$\gamma = A^2 \left( 1 - \frac{\lambda + 3iK'}{\Delta} \left( \frac{B}{A} \right)^2 - i \frac{2K + i\Delta'}{\Delta} \left( \frac{B}{A} \right) + \left( \frac{B}{A} \right)' \right).$$

(48)

Thus, it is not difficult to find $A$ and $B$ so that $\gamma$ is constant because we may choose $B/A$ which leads to $1/A^2$ for the expression in the parenthesis of the above equation. The difficult part arises from the condition for $A$ and $B$ that gives a short-ranged potential. To derive such $A$ and $B$ is one of our future studies.

In the study of QNMs in the WKB method, we have evaluated the uncertainty of the peak location of the potential in the extreme Kerr limit. This uncertainty is expressed as Eq. (47), and is consistent with that expected from the equivalence principle.

Here, we should note that the imaginary parts of the QNM frequencies become zero in the extreme Kerr limit, and many overtones ($n \neq 0$) accumulate at one frequency (see, e.g., Fig. 3 in Ref. [35] and a recent work [36]). Therefore, observing QNM GWs in the near-extremal Kerr case will be very different from the other case, and further studies are required to extract the information from extreme Kerr BHs.

Finally, thanks to the recent GW observation, GW150914, we have entered the next stage of using GWs to extract new physics. To test the strong gravitational field around BHs, the QNMs are simple and useful, and the QNM GWs are the target not only for the second-generation GW detectors such as Advanced LIGO (aLIGO) [37], Advanced Virgo (AdV) [38], and KAGRA [39,40], but also for space-based GW detectors such as eLISA [41] and DECIGO [42]. The enhancement of the signal-to-noise ratio by the third-generation detectors such as the Einstein Telescope (ET) [43] will significantly improve the precision of the test of general relativity.
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Appendix A. Quasinormal mode in the WKB approximation

We schematically write Eq. (19) as

$$\frac{d^2 \psi}{dr^*^2} + W(r^*) \psi = 0,$$

(A1)
where $W = \omega^2 - V_{SN}$. In Ref. [22], the QNM frequencies are discussed as a “second-order turning point” problem in the WKB approximation (see also Ref. [44]). We prepare two WKB solutions,

$$
\psi_1^{WKB} \approx [W(r^\ast)]^{-1/4} \exp\left( \pm i \int_{r_2^*}^{r^*} [W(x)]^{1/2} dx \right),
$$

$$
\psi_2^{WKB} \approx [W(r^\ast)]^{-1/4} \exp\left( \pm i \int_{r_1^*}^{r^*} [W(x)]^{1/2} dx \right),
$$

(A2)

where $r_1^*$ and $r_2^*$ are the turning points, and also parabolic cylinder functions for $r_1^* < r^* < r_2^*$ (see Eq. (5) of Ref. [22]). The QNM frequencies are derived in the matching condition for the outgoing (from the peak location of the potential) solutions of $\psi_1^{WKB}$ and $\psi_2^{WKB}$. This means that we choose the signs in Eq. (A2) appropriately.

As a usual picture, the peak location is calculated by

$$
\frac{dW(r^\ast)}{dr^\ast} = 0,
$$

(A3)

the solution is denoted by $r_0^*$, and $r_1^* < r_0^* < r_2^*$ in the case of a real potential. We extend this to a complex potential. Therefore, $r_0^*$ is in the complex plane.
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