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ABSTRACT

Cosmological shock waves are essential to understanding the formation of cosmological structures. To study them, scientists run computationally expensive high-resolution 3D hydrodynamic simulations. Interpreting the simulation results is challenging because the resulting data sets are enormous, and the shock wave surfaces are hard to separate and classify due to their complex morphologies and multiple shock fronts intersecting. We introduce a novel pipeline, Virgo, combining physical motivation, scalability, and probabilistic robustness to tackle this unsolved unsupervised classification problem. To this end, we employ kernel principal component analysis with low-rank matrix approximations to denoise data sets of shocked particles and create labeled subsets. We perform supervised classification to recover full data resolution with stochastic variational deep kernel learning. We evaluate on three state-of-the-art data sets with varying complexity and achieve good results. The proposed pipeline runs automatically, has only a few hyperparameters, and performs well on all tested data sets. Our results are promising for large-scale applications, and we highlight now enabled future scientific work.

Key words: methods: data analysis; shock waves; software: data analysis; galaxies: clusters: intracluster medium; galaxies: formation;

1 INTRODUCTION

Cosmological structures form by gravitationally accreting mass from their surroundings (e.g. Bertschinger 1998; Somerville & Davé 2015; Naab & Ostriker 2017). As galaxies and groups of galaxies fall into clusters, they dissipate their energy in the form of shock waves in the diffuse gas between them, labeled as the intra-cluster medium (ICM) (e.g. Dolag et al. 2005; Pfrommer et al. 2007, 2017; Vazza et al. 2011, 2016; Schaal & Springel 2015; Steinwandel et al. 2021). Within these systems, the evolution of shock waves is the primary driver that sets the global physical properties of these systems, like the velocity and temperature structure. In addition, shock waves can play a crucial role in the evolution of many other astrophysical systems such as supernova explosions in the Interstellar medium (e.g. Sedov 1946; Taylor 1950a,b; Kim & Ostriker 2015; Walch & Naab 2015; Steinwandel et al. 2020; Fielding et al. 2017). These shock waves are defined as discontinuities in density and temperature, propagating through the hot ($T \sim 10^8$K) and thin ($\rho \sim 10^{-28}$g cm$^{-3}$) plasma of the ICM at supersonic speeds. They are among the universe’s most powerful accelerators of relativistic protons and electrons (cosmic rays, CRs). Moreover, we can observe them as arc-shaped radio synchrotron emission sources on the outskirts of merging galaxy clusters, millions of lightyears in diameter (van Weeren et al. 2019).

The total energy dissipated at these shocks which will subsequently become available for accelerating CR is proportional to the shock speed and surface. As the fraction of shock wave energy available to accelerate CRs is still poorly constrained (Kang et al. 2007; Kang & Ryu 2013; Guo et al. 2014; Caprioli & Spitkovsky 2014; Caprioli et al. 2018; Ryu et al. 2019; Ha et al. 2021), knowing the total energy budget helps to constrain the theoretical predictions of acceleration efficiency and therefore give preferences to the different formation scenarios. A statistical comparison of large-scale cosmological simulations with large observational campaigns has the potential to better discriminate between the different formation scenarios. Modeling these cosmological systems with state-of-the-art simulations requires $O(10^6)$ CPU hours and $O(10^2)$ TB of RAM, only available on modern supercomputers, as there is large degeneracy in the possible geometry and underlying model assumptions. The produced data sets contain up to $O(10^{10})$ particles, which we need to interpret to make conclusions about formation scenarios. However, shock wave structures in galaxy clusters form highly complex shapes and surfaces (see Fig. 1), and collisions between them can lead to a complex superposition of different shock waves with overlapping geometries. Therefore we can not make a simple, prior connection between in-falling substructure as drivers with the associated parts of the shock surface from first principles. This setup poses a complex unsupervised classification problem for an unknown number of target classes in which we must find, separate, and label coherent shock wave structures in simulated data.
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To this end, we propose a novel, physically motivated, and fully scalable machine learning pipeline to solve the outlined unsupervised classification problem. We separate the task and classify a subset of each original unlabeled data set. For the subset classification, we exploit the inherent non-stationarity of the problem with kernel functions for data pre-selection and use Gaussian mixture models (Barber 2012) to pre-clean the data from unwanted non-shock wave particles. We further use physically motivated kernel functions with kernel principal component analysis (Schölkopf et al. 1998) and low-rank matrix approximations (Drineas & Mahoney 2005; Rasmussen & Williams 2006) to map the data set to a favorable feature space. In this feature space, the data is separable with stationary algorithms as the mapping reduces the local density changes of the original data set. To emphasize this, we use a simple agglomerative clustering algorithm with an automatically determined linking length. Finally, we use the labeled subset to train a scalable classifier to use our algorithm on the full data sets. The classifier needs to be able to deal with the complex density changes of the data set. Therefore, we combine the flexibility of the adaptive basis functions of a neural network with the infinite set of fixed basis functions of a Gaussian process kernel in a scalable way for stochastic variational deep kernel learning (SV-DKL, DKL), as proposed by the authors of (Hensman et al. 2013, 2014; Wilson et al. 2016b,a). For the first time, we can tackle this previously unsolved problem with our described pipeline and guarantee scalability for current state-of-the-art and future data sets. To the best of our knowledge, this is also the first application of DKL and SV-DKL to an astrophysical task.

2 BACKGROUND AND RELATED WORK

For our work, we focus on distribution-based (Gaussian mixture models (GMM) (Barber 2012)), connectivity-based (hierarchical clustering, friends-of-friends (FoF) (Davis et al. 1985)), and density-based spatial clustering (DBSCAN (Ester et al. 1996)) algorithms. Our problem requires a flexible solution that makes little or no prior assumptions about shapes and the number of target classes and can deal with non-euclidean metrics. We focus on the listed approaches as they offer various degrees of good scalability to large data sets (Mahdi et al. 2021) and flexibility. The FoF algorithm is a special case of DBSCAN (Kwon et al. 2010) and is used in astrophysics, e.g., for structure identification (Davis et al. 1985; Dolag et al. 2009). GMM without a Dirichlet prior (Barber 2012) require prior assumptions about the expected number of classes. Another tool we can use for dimensionality reduction in combination with previously stated algorithms is principal component analysis (PCA) (Jolliffe & Cadima 2016).

2.1 Kernel Methods

Kernel functions $k$ are defined as integral operators. Should $k$ fulfill the Mercer condition (Schölkopf & Smola 2018), calculating $k(x,x')$ is equivalent to mapping $x$ and $x'$ to a feature space via a function $\phi$ and taking the inner product (Schölkopf & Smola 2018)

$$k(x,x') = \langle \phi(x), \phi(x') \rangle_v.$$  \hspace{1cm} (1)

This equivalence is called the kernel trick. Since the equivalent mapping of $\phi$ is primarily non-linear and usually into higher dimensions, we can use kernel functions to make data more separable for a more straightforward classification. Furthermore, we can construct the Gram matrix $K$ for $K_{ij} = k(x_i, x_j')$ with respect to a data set $D_n = \{x_1, ..., x_n\}$ of size $n$. Should $K$ be positive-semi definite (PSD), then $k$ is a valid covariance function and $K$ the corresponding covariance matrix. We can interpret $K$ as a similarity matrix because we score each point $x_i$ to each other point in $D_n$ by a similarity criterion defined by the kernel function $k$.

Kernel functions can be stationary, i.e. $k(x,x') = k(x-x')$, and therefore invariant under spatial displacements. In addition, we can create composite kernels, as a sum, product, or convolution of two kernel functions (Schölkopf & Smola 2018). Given that $k$ scores points by a similarity criterion, we can interpret composite kernels as combining similarity criteria with logical operators. As the kernel function parameters are related to data-specific characteristics such as length scales, kernel methods offer interpretable parameters. This benefit is unique compared to other machine

Figure 1. We show a reduced simulated data set ClusHD containing all particles with a detected shock in the sonic Mach number range $M_s \in [1,5]$. a) Full simulation domain. The main cluster is in a cutout of the cosmic web, which shows internal and accretion shocks. b) Manual zoom into the cluster showing the complex shock structure of multiple ongoing merger shocks. We want to determine all shock surface particles as separate labeled groups and remove non-shock wave particles. c) Same as b), but rotated by 45°.
learning methods and makes them attractive for physics applications (Lamparth et al. 2022). Thus, we can create physically motivated kernel functions with physical parameters and encode physical information like, e.g., symmetry or local density changes of our problem.

The computational complexity of $K$ scales with $O(n^2)$. To use kernel functions with large data sets, we can use a low-rank matrix approximation called Nyström approximation (Drineas & Mahoney 2005; Rasmussen & Williams 2006). For this, we chose a random subset $D_m$ of $m$ data points with $m < n$ to represent the data set and calculate the Gram matrix for $K_{ij} = k(x_i, x_j)$ with $x_i \in D_m = \{x_1, \ldots, x_m\}$ and $x_j \in D_m \subset D_n$. Furthermore, we can expand regular PCA to non-linear component analysis by constructing $K$ of our data set and performing PCA on the result (Schölkopf et al. 1998).

### 2.2 Gaussian Processes and Stochastic Variational Gaussian Processes

Gaussian processes provide a strong mathematical framework for probabilistic non-parametric regression and classification (Rasmussen & Williams 2006). For $n$ observations $y$ at input locations $X$, we can use a PSD kernel function and its Gram matrix $K$ as a covariance matrix and optimize the model parameters by maximizing the marginal log-likelihood

$$
\log p(y \mid X) = -\frac{1}{2} y^T K^{-1} y - \frac{1}{2} \log |K| - \frac{n}{2} \log 2\pi.
$$

Due to the inversion of $K$ in Equ. (2), Gaussian processes have a computational complexity of $O(n^3)$. For classification, the likelihood is non-Gaussian, intractable and therefore needs to be approximated (Rasmussen & Williams 2006). An approach to increasing Gaussian processes’ scalability are stochastic variational Gaussian processes (SVGPs), as outlined by (Hensman et al. 2013, 2014, 2015). They combine sparse Gaussian processes (Quinonero-Candela & Rasmussen 2005) with posterior approximation via variational inference (Blei et al. 2016). In addition, the approach uses $m$ trainable inducing points $X_S$ with $m < n$, to have $X_S$ and their predictions $f_S$ summarize the data set. In doing so, the authors enable non-Gaussian likelihoods and stochastic gradient descent optimization on a lower bound of the marginal log-likelihood from Equ. (2). SVGPs achieve a computational complexity of $O(m^3)$. However, SVGPs are limited to problems where a smaller number of inducing points suffice to represent the data set’s details and where regular kernels are expressive enough.

### 2.3 Stochastic Variational Deep Kernel Learning

To overcome the limits of kernel functions, the authors of (Wilson et al. 2016b) introduced scalable deep kernel learning (DKL) to utilize the adaptive basis functions of a neural network (NN). To achieve computational complexity of $O(n)$ for $n$ training points during inference, they use local kernel interpolation, inducing points, and structure exploiting algebra introduced in (Wilson & Nickisch 2015). The authors of (Wilson et al. 2016b) use the output features of a deep kernel NN as input for a base kernel of a Gaussian process and jointly train the parameters of the deep kernel NN and the base kernel. This approach combines the, e.g., infinite set of fixed basis functions of a radial basis function (RBF) kernel with a set length scale with a fixed set of highly adaptive basis functions of NNS. Thus, the deep kernel NN learns statistical representations from the data set and enables non-euclidean similarity metrics throughout the input space.

The DKL approach was expanded by (Wilson et al. 2016a), introducing stochastic variational deep kernel learning (SV-DKL). It allows for stochastic gradient training enabled by variational inference (Blei et al. 2016) through a marginal log-likelihood lower bound objective. For correlated predictions, the authors feed the outputs of the deep kernel NN into a set of additive base kernels, which they use for independent Gaussian processes. Furthermore, they mix these Gaussian processes linearly to induce correlations and feed the outputs into a softmax likelihood for classification. The SV-DKL model achieves a computational complexity of $O(m^{1+1/d})$ for fixed inducing points $m$ and input dimensions of our data set $d$. We apply SV-DKL on data sets with $d = 6$, see Sec. 4.

### 2.4 Related Astrophysical Applications

Gaussian processes have found applications in astrophysics (Shafeeloo et al. 2012; van Haasteren & Vallisneri 2014; Moore et al. 2016; Leclercq 2018) as well as (SVGP) (Karcey et al. 2022; Miller et al. 2022). The authors of (Lamparth et al. 2022) suggested SVGP and SV-DKL for large-scale physics simulation interpolation. There have been analytical (Snow et al. 2021) and deep learning (Morgan et al. 2020; Morgan et al. 2022) approaches to shock wave and supernova identification, whereas only (Snow et al. 2021) did classification. The authors of (Wang et al. 2022) recently applied support vector machines to the supervised classification of stellar objects. Clustering algorithms are commonly used in astrophysics (Davis et al. 1985; Zhang & Zhao 2004; Fu et al. 2010; Perren et al. 2015; Pera et al. 2021). Compared to the other outlined models, SV-DKL is the only approach offering Gaussian process non-parametric and statistical benefits, sufficient scalability and flexibility of applied metrics to solve our problem. To the best of our knowledge, this is the first application of DKL and SV-DKL to an astrophysical task. Previous work only hinted at DKL applications (Park et al. 2021). Furthermore, we are not aware of any preceding work having solved this unsupervised classification problem, in particular not with state-of-the-art resolution data sets.

### 3 DATA SETS

We employ three data sets for the shock surface classification to gauge the flexibility of our machine learning pipeline for increasing physical complexity and different scales. The data sets we are using do not contain any personally identifiable information or offensive content.

All data sets were generated with OpenGADGET3, which is an advanced version of P-GADGET3 (Springel 2005) with an updated SPH scheme (Beck et al. 2016a). GADGET computes gravity via a tree algorithm (Barnes & Hut 1986) and solves for hydrodynamics using smoothed particle hydrodynamics (SPH, Lucy 1977; Gingold & Monaghan 1977). Additionally, we adopt numerical schemes for thermal conduction (e.g., Jubelgas et al. 2004; Arth et al. 2014), on-the-fly shock detection (Beck et al. 2016b) and a non-ideal magneto-hydrodynamics (MHD) scheme (Dolag & Stassunsky 2009; Bonafede et al. 2011). Different time steps of the same simulation are quasi-independent data sets to be solved due to changing shapes, morphing structures, and a changing number of target classes. We therefore use different time steps of the same simulation as different data sets and indicate them with an index, e.g., during experiments in Sec. 5. We name the data sets as follows:

- Virgo: Scalable Unsupervised Classification of Cosmological Shock Waves

#### 3 DATA SETS

We employ three data sets for the shock surface classification to gauge the flexibility of our machine learning pipeline for increasing physical complexity and different scales. The data sets we are using do not contain any personally identifiable information or offensive content.
- **CLUSTHD**: Ultra-high-resolution hydrodynamics simulation of a single massive galaxy cluster, as shown in Fig. 1.
- **CLUSTMHD**: Same as CLUSTHD, but expanded to magnetohydrodynamics.
- **BoxMHD**: High-resolution simulation of a large magnetohydrodynamical cosmological volume with many clusters, as shown in Fig. 2.

CLUSTHD and CLUSTMHD are re-simulations in the cosmological simulation COMPASS and DIANOVA (for a detailed description of the setup see Bonafede et al. 2011) with ~5·10^8 particles. CLUSTHD has recently been used to study the interaction of shock waves in the ICM (Zhang et al. 2020). As CLUSTMHD also contains magnetic fields, which can lead to additional random motions perpendicular to the shock propagation and a more patchy shock wave surface, it is an ideal case to extend the underlying physical model to probe the robustness of our method. The third data set is a cosmological volume simulation with a box size of 240 Mpc and an effective mass resolution of ~4.5·10^5 M⊙ which corresponds to 2048^3 particles in the box for the dark matter component and the gas component respectively. We adopt a Planck-cosmology (Planck Collaboration 2016) with Ω_m = 0.308, Ω_b = 0.692, Ω_k = 0.049, H_0 = 67.81 km s^{-1} Mpc^{-1} and σ_8 = 0.8149 and generate the initial conditions with the code MUSIC (Hahn & Abel 2011) where we use transfer function at redshift 124 computed by CAMB (Lewis et al. 2000). We adopt a comoving magnetic field of 10^{-14} G at this redshift. We can use this as an effective benchmark for our model to demonstrate performance at a lower resolution but with greater statistical variability.

The three selected data sets allow us to test the performance of Virgo for shock classification in the most common simulation setups in 3D simulations of galaxy clusters. CLUSTHD and CLUSTMHD consist of single cluster objects, whereas BoxMHD is a simulation of a cosmological volume containing several cluster objects. Therefore, our problem scales from unsupervised classification of an unknown number of target classes from a single cluster to the same for an unknown number of clusters. We reduce the full data set of the simulation to only the parameters relevant for the actual shock surfaces. These are the spatial positions x, the smoothing length h, the sonic Mach number M_s detected by the shock finder and the shock normal vector n (see Beck et al. 2016b).

### 4 VIRGO MODEL PIPELINE

We propose a new analysis pipeline to solve the unsupervised classification of an unknown number of cosmological shock waves in a scalable, probabilistic and physically-motivated way. We separate our approach into four steps:

1) For data pre-processing, we remove data points above a conservative velocity threshold (M_s ≤ 15) and rescale the data set to a zero mean and unit variance. Large-velocity particles are rarely a part of shock waves surfaces. Our analysis only uses the particle position x and shock normal vector n. Each particle therefore is a 6-dimensional vector \( q = (x_x, x_y, x_z, \hat{n}_x, \hat{n}_y, \hat{n}_z)^T \).

2) The raw simulation output is noisy with non-shock wave particles and not centered, as is illustrated in Fig. 1a and Fig. 2a. We use an RBF kernel with the Nyström approximation on the particle positions x with default length scale \( l = 2 \cdot \text{Var}(x) = 2 \). We apply PCA on the resulting matrix and use a GMM in the feature space with expectation maximization to separate the actual cluster of shock waves from non-shock wave particles by only accepting the densest GMM component distribution. The density is estimated by particle number and occupied volume. This approach exploits the inherent local density changes of the problem by using a stationary kernel to separate non-shock wave particles from relevant shock wave particles. The step does not reduce the data set through the Nyström approximation, as it works reliably for m as low as 100. We rescale the denoised data again to zero mean and unit variance.

3) We construct a physically motivated composite kernel \( k_Y \) by adding two separate composite kernels made up of Matérn-\( \frac{5}{2} \)
With the non-euclidean similarity metric of the deep kernel, we waves) (inter-)

4) We use this now labeled subset to train an SV-DKL classifier with a setup as described in Sec. 2.3 and 5. The deep kernel is adjusted to our problem regarding the accuracy and a minimal number of parameters and is a fully connected NN with ReLU activation functions after each layer. We use an RBF kernel for the additive base kernels. The inducing points and training parameters are set up as in (Wilson et al. 2016a) and (Huang et al. 2017), unless stated otherwise in Sec. 5. We use a standard softmax likelihood. With the non-euclidean similarity metric of the deep kernel, we can do long-range extrapolation through our input space with local density changes. This benefit implies a locally adaptable similarity metric required for robust classification. The SV-DKL framework allows us to achieve fast inference and good scalability, as we are not limited by the size of the data set.

Our approach is distinctly scalable, as the proposed pipeline succeeds for data sets of extreme sizes: We can downsize the data set at each step only to recover full resolution with the SV-DKL at the end. We collect our analysis in a Python software package to be available for future analysis, called Virgo (Variational Inference package for unsupervised classification of inter-Galactic shock waves)\(^2\). The package utilizes already implemented features of PyTorch (Paszke et al. 2019), GPyTorch (Gardner et al. 2018), scikit-learn (Pedregosa et al. 2012) and pyfof (Gibbons 2019). Virgo has many high-level features for usability, such as a central data class to interact with otherVirgo classes. Next to the used models and kernels, we also added tools (plotting, cluster cleaning, result sorting, IO features, and others).

5 EXPERIMENTS
To test our pipeline, we evaluate on the described data sets from Sec. 3. The generated data sets are the most straightforward data sets available, as this is a complex and previously unsolved problem. As there exist no labeled data sets, it is hard to evaluate the factual accuracy of our pipeline. However, we can verify the goodness of the overall results visually and evaluate our classifier from step 4) in Sec. 4. The results are judged by the coherence of the shock wave surface classification and the removal of obvious non-shock particles. In our studies on all data sets, we can observe that other approaches either over- or under-segment the shock waves, including all mentioned methods in 2 on their own. Some of these studies are presented in the A5. The

\[ k_1(q, q') = k_M(x, x') \cdot k_L(x, x') \quad (3) \]

\[ k_2(q, q') = k_M(x, x') \cdot k_L(\tilde{n}_x, \tilde{n}'_x) \quad (4) \]

\[ k_V(q, q') = k_1(q, q') + k_2(q, q'). \quad (5) \]

The first kernel \( k_1 \) creates a non-stationary kernel for spatial information, whereas the second kernel \( k_2 \) combines local spatial information with shock normal directions of the particles. We combine \( k_V \) with the Nyström approximation but increase \( m \), accepting a reduction of the data set for computational limitations, and finally apply PCA again. The resulting feature space enables separation with a fixed linking length \( \beta \) for a FoF algorithm. We estimate \( \beta \) with the average n-next-neighbor distance in the resulting feature space. We automatically label every unclassified particle as non-shock wave particle.

4) We use this now labeled subset to train an SV-DKL classifier with a setup as described in Sec. 2.3 and 5. The deep kernel is adjusted to our problem regarding the accuracy and a minimal number of parameters and is a fully connected NN with ReLU activation functions after each layer. We use an RBF kernel for the additive base kernels. The inducing points and training parameters are set up as in (Wilson et al. 2016a) and (Huang et al. 2017), unless stated otherwise in Sec. 5. We use a standard softmax likelihood. With the non-euclidean similarity metric of the deep kernel, we can do long-range extrapolation through our input space with local density changes. This benefit implies a locally adaptable similarity metric required for robust classification. The SV-DKL framework allows us to achieve fast inference and good scalability, as we are not limited by the size of the data set.

Our approach is distinctly scalable, as the proposed pipeline succeeds for data sets of extreme sizes: We can downsize the data set at each step only to recover full resolution with the SV-DKL at the end. We collect our analysis in a Python software package to be available for future analysis, called Virgo (Variational Inference package for unsupervised classification of inter-Galactic shock waves)\(^2\). The package utilizes already implemented features of PyTorch (Paszke et al. 2019), GPyTorch (Gardner et al. 2018), scikit-learn (Pedregosa et al. 2012) and pyfof (Gibbons 2019). Virgo has many high-level features for usability, such as a central data class to interact with otherVirgo classes. Next to the used models and kernels, we also added tools (plotting, cluster cleaning, result sorting, IO features, and others).

5 EXPERIMENTS
To test our pipeline, we evaluate on the described data sets from Sec. 3. The generated data sets are the most straightforward data sets available, as this is a complex and previously unsolved problem. As there exist no labeled data sets, it is hard to evaluate the factual accuracy of our pipeline. However, we can verify the goodness of the overall results visually and evaluate our classifier from step 4) in Sec. 4. The results are judged by the coherence of the shock wave surface classification and the removal of obvious non-shock particles. In our studies on all data sets, we can observe that other approaches either over- or under-segment the shock waves, including all mentioned methods in 2 on their own. Some of these studies are presented in the A5. The results for the remaining data sets for all steps are also shown in the A.

We optimized all parameters in steps 1) to 3) to run all experiments on a Linux machine with two 2.4 GHz CPU cores and 8 GB RAM to highlight its efficiency. However, step 4) required a GPU with 16 GB RAM.

5.1 Evaluation on ClustHD and ClustMHD Data Sets
First, we evaluate one single cluster data set where only one shock wave structure is present within many non-shock wave particles. We list any distinct parameters for our pipeline and its training: For the denoising step 2), we use an RBF kernel with the Nyström approximation \( m = 100 \), PCA with \( k = 5 \) components, and GMM with 2 or 5 components, depending on the data set. The physically motivated kernel \( k_V \) of step 3) is used with Nyström approximation \( m = 500 \), PCA with \( k = 6 \) components, and we estimate the FoF linking length \( \beta \) as the average 20-next-neighbor distance. The deep kernel NN is set up with six input features, \( n_h = 1 \) hidden layer of size 20, \( n_f = 10 \) output features, and without pre-training. We trained the SV-DKL of step 4) over 20 epochs, with a batch size of 1024, a grid of 64 inducing points, an overall learning rate of \( \alpha = 0.1 \), a learning rate scheduler decreasing it by 0.1 after 50 and 75% of the training time, decreased learning rate for the Gaussian process parameters \( \sigma_{GP} = \alpha/100 \), L2 regularization with weight decay of \( 10^{-4} \), and an ADAM optimizer (\( \beta_1 = 0.9, \beta_2 = 0.999 \)) (Kingma & Ba 2014). We employed an 80/10/10 split between training, validation and test sets.

We show the denoising and centering process representative for ClustHD\(_2\) in Fig. 3. Our approach accurately separates the dense cluster region from the general simulation output of shocked particles. Should more structures be present in the general output, we increase the number of GMM components and obtain reliable results. In doing so, we achieve good separation for all available and tested data sets, without exception.

We classify the denoised result as described in step 3) with \( k_V \), Nyström approximation, PCA and agglomerative clustering. The resulting classification is illustrated for one data sets in Fig. 4. The figures show the clear separation and classification of the shock surfaces without over-segmentation. Any non-shock-wave particles are labeled as noise with a visibly low error rate. However, this step reduces the data set size to \( O(10^5) \) from the original \( O(10^6) \) after denoising. We recover full resolution with the SV-DKL classifier trained on the labeled subset. Fig. 5 shows the reconstructed and labeled full data set representative of ClustHD\(_2\). The complex morphology of the shock waves and its substructures are fully restored.

To compare our classification, we benchmark the SV-DKL against a k-nearest-neighbor (k-NN, \( k = 10 \)) classifier and a fully connected NN. We construct the NN similarly to the deep kernel NN, i.e., one hidden layer of size 20, six input features, and \( n \) target classes as output with ReLU activation functions. We present the results in Tab. 1. Next to its other benefits, the SV-DKL outperforms the other methods in terms of accuracy. The authors of (Wilson et al. 2016b,a) further illustrated the (SV)-DKL capabilities compared to other approaches. We expect the SV-DKL to perform better with non-shock wave particles near shock wave surfaces, due to the additive Gaussian processes. However, k-NN achieves good accuracy regarding the labeled subset. Given the lower hardware requirements of k-NN, we recommend it as a valuable replacement, e.g., for online applications in large-scale simulations.

\(^2\) The source code is available at https://github.com/maxlampe/virgo
we expand our problem of unsupervised classification of an unknown number of target classes from a single cluster to an unknown number of clusters. We repeat step 2) for this data set twice, once with 35 GMM components, keeping the densest ten components, and then again on each remaining component with the parameters described above. This additional step is required to single out dense objects and do single cluster shock wave analysis like in Sec. 5.1. We illustrate the labeling of the subset from step 3) of the biggest substructure in BoxMHD in Fig. 6. The scalability with the SV-DKL works as well as for the other data sets. Some substructures are small enough for data size not to require the SV-DKL, as the Nyström approximation is not required. Overall, Virgo solves the outlined shock wave classification problem on all tested data sets.

6 DISCUSSION

6.1 Limitations

We determine the FoF linking length estimator from step 3), based on the average n-nearest-neighbor distance in kernel space, to be most prone to error. As can be seen in Fig. 6b, there is a small segment at the top (brown) that probably should belong to the bigger shock wave surface (blue). However, our data sets are insufficient to construct a reliable estimator while avoiding overfitting. Another issue to consider is error propagation. Any labeling error in step 3) will be propagated by the SV-DKL. The Gaussian process might correct minor errors for particles close to shock wave surfaces and edges, but this will not correct larger miss classifications. To drive more accurate results and help mitigate the outlined issues, we propose manually creating labeled data sets by experts, creating synthetic data sets with labels, or generally looking at more simulation data. Furthermore, we think it will be valuable to evaluate test accuracy in points close to the shock wave surfaces. Future work should also verify the robustness of our chosen hyper-parameters on a wider set of simulated data, as this might pose a challenge for users.

For applications to more complex data sets, such as BoxMHD, Virgo should be combined with a better structure finder. The pipeline successfully classifies shock wave surfaces. However, we should expand the repeated GMM denoising approach from step 2) for cluster finding. The GMM approach will struggle

\begin{table}
\centering
\caption{Comparing average test accuracies on the labeled subsets of the data after step 3) in Sec. 4 for different methods on different data sets for ten independent runs. Models are trained from scratch and data sets are re-shuffled. The added index for the data sets indicate a different time step of the simulation. Different time steps of the same simulation are quasi-independent data sets, as in independent runs. Models are trained from scratch and datasets are re-shuffled. Data after step 3) in Sec. 4 for different methods on different data sets for ten runs. Data are shown in physical space.}
\begin{tabular}{llll}
\hline
Method & k-NN & FC-NN & SV-DKL \\
\hline
CLUSTHD$_1$ & 97.10 ± 0.34 & 95.33 ± 1.32 & 97.57 ± 0.54 \\
CLUSTHD$_2$ & 96.61 ± 0.32 & 95.51 ± 0.84 & 97.00 ± 0.49 \\
CLUSTHD$_3$ & 97.19 ± 0.30 & 96.63 ± 0.41 & 98.36 ± 0.18 \\
CLUSTMHD$_1$ & 96.57 ± 0.39 & 96.19 ± 0.50 & 98.08 ± 0.16 \\
BoxMHD$_1$ & 96.69 ± 0.48 & 95.05 ± 0.69 & 98.02 ± 0.37 \\
\hline
\end{tabular}
\end{table}

In addition, Virgo shows signs of generalization, as we used the trained classifier from the labeled subset of CLUSTHD$_2$ on the full data set of CLUSTHD$_3$ and obtained approximately ideal results as well. However, this requires the same amount of target shock wave classes for both data sets. Nevertheless, we can use this for future work for better performance over several time steps by training the SV-DKL on several data sets with similar classes. Furthermore, due to the SV-DKL, Virgo scales to data sets of any size, given that the underlying model assumptions and inducing points describe the data sets with all facets. For more complex problems, we recommend expanding the expressiveness of the deep kernel with advanced architectures, such as DenseNet (Huang et al. 2017). Overall, our proposed pipeline solves the outlined classification problem of cosmological shock waves and delivers robust results.

5.2 Evaluation on BoxMHD Data Set

To test the extent of Virgo’s capabilities, we run the pipeline on the more complex BoxMHD data set. All other data sets consist of single cluster objects, whereas BoxMHD is a simulation of a cosmological volume containing several cluster objects. Therefore, we expand our problem of unsupervised classification of an unknown number of target classes from a single cluster to an unknown number of particles close to shock wave surfaces and edges, but this will not correct larger miss classifications. To drive more accurate results and help mitigate the outlined issues, we propose manually creating labeled data sets by experts, creating synthetic data sets with labels, or generally looking at more simulation data. Furthermore, we think it will be valuable to evaluate test accuracy in points close to the shock wave surfaces. Future work should also verify the robustness of our chosen hyper-parameters on a wider set of simulated data, as this might pose a challenge for users.

For applications to more complex data sets, such as BoxMHD, Virgo should be combined with a better structure finder. The pipeline successfully classifies shock wave surfaces. However, we should expand the repeated GMM denoising approach from step 2) for cluster finding. The GMM approach will struggle...
with extensive cosmological simulations, and there is a high risk of discarding smaller clusters. Furthermore, Virgo currently lacks a criterion to determine whether it found shock waves. We only tested the pipeline on data sets that contained shock wave clusters.

Beyond the discussed approaches, we consciously did not use t-SNE (van der Maaten & Hinton 2008) due to a lack of interpretability in the resulting embedding space, and any of our attempts with latent variable models, e.g., with variational autoencoders (Kingma & Welling 2013), did not yield usable results. However, we believe training the same DKL over different data sets with SV-DKL will yield an even more generalizable solution. The DKL could be combined with PCA and k-NN to achieve better computational scalability, classification for an unknown number of shock waves in a cluster, and interpretability, as we could study the DKL for its mapping properties over several data sets. The pre-trained DKL might even be able to replace or at least improve the subset labeling of step 2).

6.2 Impact Statement
We demonstrated the capability of Virgo for capturing the irregular shapes of shock wave surfaces. Accurately capturing these shock wave surfaces is a critical problem in astrophysics, specifically for particle acceleration at shock fronts which have to be identified on-the-fly in large-scale numerical simulations of the Universe at non-negligible compute costs. For future work, we propose using Virgo to improve galaxy-cluster simulations by increasing the efficiency of particle injections. Furthermore, we recommend applying Virgo to high-resolution simulations to reconstruct CR acceleration efficiency (as used e.g. in Kang et al. 2007) and study properties of shock waves such as Mach number distribution (Wittor

Figure 4. We show the labeled subset of CLUSTHD2 after the denoising process. The clear separation of the shock wave surfaces from non-shock wave particles (gray) is visible. Also, the estimated error of labeling shock surface particles as non-shock wave particles is visibly negligible. a) Labeled subset with the FoF algorithm of step 3) in Sec. 4. b) same as a), but rotated by 45°. c) Same as a), but with non-shock wave particles plotted too.

Figure 5. We show the full resolution reconstruction of CLUSTHD2 with the SV-DKL classification. This result is the final Virgo output for the raw input in Fig. 1 and allows scalability to large data sets. We state the accuracy of the recovery classification in Tab. 1. a) Labeled data set with SV-DKL classifier of step 4) in Sec. 4. b) same as a), but rotated by 45°. c) Same as a), but with non-shock wave particles.
We introduced a novel, physically motivated, and scalable pipeline. We believe our proposed pipeline will increase progress in astrophysics and physical sciences applications and that researchers will expand our approach to new problems with advanced kernel architectures or pipeline elements.

### 6.3 Conclusion

We introduced a novel, physically motivated, and scalable pipeline. The unsupervised classification problem of cosmological shock waves was successfully solved for the first time. We have only begun to explore the possibilities with physically motivated kernel methods combined with variational inference and deep kernel learning in astrophysics, including Visco itself. We hope our work inspires other astrophysics and physical sciences applications and that researchers will expand our approach to new problems with advanced kernel architectures or pipeline elements.

### 6.4 Data Availability

The data underlying this article will be shared on reasonable request to the corresponding author.
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APPENDIX A: APPENDIX
This section provides additional plots to visualize further and underline the results and claims in Sec. 5. Furthermore, we hope to clarify the visual verification of results. We present and discuss more results with Virgo as well as other attempts with other approaches to highlight the difficulty of the problem and distinct performance of Virgo. For the latter section, we will only focus on the single cluster data set ClustHD3, as more complex cases are far out of reach for other approaches. All Virgo results are determined with the fully automatic pipeline for all data sets without fine-tuning.

A1 Virgo - Denoising and Centering
We show the denoising process of Sec. 4 step 2) from Fig. 3 and its impact on other data sets. The GMM is fitted in kernel-PCA space with low-density noise and high-density cluster component. We only plot the first three kernel space dimensions and show the removal of non-shock wave particles before and after. The Fig. A1 and A2 show how Virgo ideally separates and centers on the cluster of shock waves from the enveloping cloud of non-shock wave particles.

A2 Virgo - Classification of Subset
Similar to Fig. 4, we show the classification result of the denoised subsets of other data sets as well as an additional cluster from BoxMHD, BoxMHD2. Each result is plotted for six different angles, once without classified non-shock wave particles. The clear separation of the shock wave surfaces from non-shock wave objects is clearly visible, and the general quality of the classification in terms of coherent shock wave surfaces is verifiable. In addition, the estimated error of labeling shock surface particles as non-shock wave particles is visibly negligible.

A3 Virgo - SV-DKL Resolution Reconstruction
Similar to Fig. 5, we show the full resolution reconstruction with the SV-DKL classifier. We trained it on the labeled subset from step 3) for each data set separately. Each result is plotted for six different angles without classified non-shock wave particles due to illustrative purposes. These results are the final Virgo outputs for the raw inputs and allow scalability to large data sets. The separation of the shock wave surfaces from non-shock wave particles is clearly visible, and the general quality of the classification in terms of coherent shock wave surfaces is verifiable.

A4 Virgo - SV-DKL Generalization Tests
We claimed in Sec. 5 that the SV-DKL generalizes over different data sets, as long as the number of target classes is the same. We tested the generalization on the ClustHD data set by training the SV-DK on the labeled subset of time step ClustHD2. We show the achieved full resolution reconstructions of ClustHD3, ClustHD4 and ClustHD5, which are all later time steps of the same simulation. Different time steps mean changing shapes and shock wave propagation from one data set to another.

As can be seen in A8, Virgo provides good resolution reconstruction over different data sets, even though shock wave positions, surface densities and sizes change. There is little to no contaminating noise on the results.

A5 Other approaches
We present and discuss attempts with other approaches to highlight the difficulty of the problem and the distinct performance of Virgo. For this section, we will only focus on the single cluster data set ClustHD3, as more complex cases are far out of reach for other approaches. Unlike with Virgo in previous sections, we manually fine-tune all results in this section to achieve the best possible results. The used approaches are outlined and referenced in Sec. 2.

Fig. A9 shows the application of a FoF algorithm with a fixed linking length on the full, raw data set. Due to the high number of non-shock wave particles on the raw data set, any automatic linking length estimation fails, and we need to tune it manually ($\beta = 0.045$). This result motivated the Virgo project. There are problems while the full spatial resolution is intact and the shock wave objects are separated and classified. The most significant shock wave (blue) has non-shock wave particles close above its surface, and another, separate structure clearly does not belong to the shock wave (Fig. A9b right, Fig. A9e left, Fig. A9f left). Furthermore, the central shock wave structure (orange) has a separate structure not belonging to it wrongly classified (Fig. A9c bottom left, Fig. A9f bottom right). Furthermore, the central shock wave structure (orange) is highly contaminated with non-shock wave particles above and even more so below its curved surface. This problem is hard to illustrate with limited print capabilities, but it can be seen in the less dense following plots with similar issues. The lack of automation as well as high contamination set the requirements for a solution such as Virgo. Fig. A10 shows the application of...
DBSCAN on the denoised data set. We manually set the distance parameter to $\epsilon = 0.11$ with a minimum density group size of 15. Following previous points, even with manual tuning, any results with this approach are not scientifically usable.
Figure A3. V$\text{a}$bo$\text{o}$ result - We show the labeled subset of Cl$\text{u}$st$\text{H}$D$_{1}$ after the denoising process. The classification is done as described in Sec. 4 step 3). a) - f) Full rotation in 60° steps.
Figure A4. Virgo result - We show the labeled subset of C\textsubscript{LUSTMHD}\textsubscript{1} after the denoising process. The classification is done as described in Sec. 4 step 3). a) - f) Full rotation in 60° steps.
Figure A5. Virgo result - We show a labeled subset of BoxMHD$_1$ after the denoising process. The classification is done as described in Sec. 4 step 3) and non-shock wave particles are plotted too. a) - f) Full rotation in 60° steps.
Figure A6. Virgo result - We show the full resolution reconstruction of CLUSTHD1 after the denoising and subset labeling process. The classification is done as described in Sec. 4 step 4) with SV-DKL. a) - f) Full rotation in 60° steps.
Figure A7. V swoo result - We show the full resolution reconstruction of CLUSTH3 after the denoising and subset labeling process. The classification is done as described in Sec. 4 step 4) with SV-DKL. a) - f) Full rotation in 60° steps.
Figure A8. Virgo result - We show the generalization on the full resolution reconstruction of ClustHD3. a) - f) Full rotation in 60° steps.
Figure A9. FoF on raw data set a) - f) Full rotation in 60° steps.
Figure A10. DBSCAN in space after denoising a) - f) Full rotation in 60° steps.