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Abstract

Attention architectures are widely used; they recently gained renewed popularity with Transformers yielding a streak of state of the art results. Yet, the geometrical implications of softmax-attention remain largely unexplored. In this work we highlight the limitations of constraining attention weights to the probability simplex and the resulting convex hull of value vectors. We show that Transformers are sequence length dependent biased towards token isolation at initialization and contrast Transformers to simple max- and sum-pooling – two strong baselines rarely reported. We propose to replace the softmax in self-attention with normalization, yielding a hyperparameter and data-bias robust, generally applicable architecture. We support our insights with empirical results from more than 25,000 trained models. All results and implementations are made available[1].

1 Introduction

The concept of neural attention [11,3] has sparked a number of architectural breakthroughs. The Transformer architecture [32] successfully deploys multi-headed self-attention in several consecutive layers for natural language processing (NLP) – an architecture choice that has become popular [32,26,27,9,40,28,19,7]. Apart from NLP, self-attention has shown success in applications ranging from image classification [23] to generative adversarial networks [43] to reinforcement learning [4,22]. The attention architecture choice is thereby often based on one, if not both, of the following arguments: (1) Attention helps with credit assignment by providing more direct, dynamic links between inputs and outputs. (2) Attention is directly interpretable as one can investigate the percentages to which different inputs are “attended” to. However, this second argument has been challenged recently, as several works show that attention weights do not directly correlate with predictions [14,34,5,24] in NLP models. With interpretability in dispute, we are left with an open question: Can we improve the credit assignment ability by removing the constraint on attention weights to represent a distribution?

In this work, we show the theoretical implications of constraining the attention weights to the probability simplex, and propose an unconstrained alternative based on normalization. We show that the popular Transformer architecture has an innate bias towards token isolation at initialization and showcase implications thereof on biases in the data. Our experimental results demonstrate the advantage of unconstrained attention. In particular, we improve robustness to hyperparameters and show the general applicability of attention based architectures as compared to other architectures such as sum and max pooling. To summarize, our contributions include:

• a theoretical investigation of the probability simplex constraint in self-attention
• a robust, general purpose alternative based on normalization
• a large scale experimental comparison of the performance implications that an architecture choice entails with respect to the task type, hyperparameters as well as biases in the data

[1] https://github.com/OliverRichter/normalized-attention

Preprint. Under review.
2 Background and Related Work

Many data processing tasks can be addressed by representing the input as a set or sequence of discrete tokens, e.g., the words in a sentence or the frames in a video. As a general formulation, we represent each input token through a vector \( x^i \in \mathbb{R}^d \) for \( i \in \{1, \ldots, N\} \), where \( N \) is the sequence length and \( d \) is the dimensionality of each token. For ease of notation we use the word “sequence” throughout, but note that all architectures discussed are also applicable to unordered sequences, i.e., sets of tokens. Multi-headed dot-product self-attention is a fundamental building block of the Transformer architecture [32]. It allows for information exchange between different tokens of the input sequence. More formally, for each attention head \( m \) the input vectors \( x^i \) are projected through an affine transformation to a query \( q^i_m \), key \( k^i_m \) and value vector \( v^i_m \). The dimensionality of these vectors is chosen as \( d_h = \frac{d}{M} \), where \( M \) is the number of attention heads. The query and key vectors are used for a pairwise dot product, scaled by the square root of the head dimension \( d_h \), to form the attention logits \( l^i_{m,j} \) and attention vectors \( a^i_m \)

\[
 l^i_{m,j} = \frac{q^i_m \cdot k^i_m}{\sqrt{d_h}} \quad a^i_m = \text{softmax}(\{l^i_{m,1}, \ldots, l^i_{m,N}\})
\]

where \( \text{softmax} \) refers to the normalized exponential function \( \text{softmax}(x)^j = \frac{\exp(x^j)}{\sum_k \exp(x^k)} \) commonly used to project vectors to the probability simplex \( \mathcal{S}_P = \{a^i_m | a^i_m \geq 0 \forall j \text{ and } \sum_j a^i_m = 1\} \). The output \( o^i_m \) of each attention head \( m \) is then given by a weighted sum of all value vectors \( o^i_m = \sum_j a^i_m \cdot v^i_m \). These attention head outputs are concatenated and mixed through an additional affine transformation to form the attention layer output in the Transformer architecture [32].

In this work, we investigate whether constraining the attention vectors \( a^i_m \) into the probability simplex through the \( \text{softmax} \) function is the best we can do. We contrast the multi-head self-attention architecture to attention-inspired architectures without \( \text{softmax} \) (discussed in Section 4) as well as simpler aggregation methods commonly used. Specifically, while Yun et al. [41] show that Transformers are universal sequence-to-sequence function approximators, we question the practical necessity of an attention architecture, when sum pooling [42] already provides general function approximation capabilities [42, 38, 30]. Further, we compare to max pooling, a common aggregator choice that has shown good empirical success [20, 42, 33]. Several recent works have proposed architectural changes to the Transformer [41, 35, 16, 8, 10, 37, 25, 2]. However, to the best of our knowledge, we are the first to explicitly question the \( \text{softmax} \) in self-attention.

3 Limitations and Implications of Softmax Attention

To start our discussion, we highlight an observation that follows directly from attention vectors \( a^i \) being constrained to the probability simplex \( \mathcal{S}_P \):

**Attention head outputs** \( o^i_m \) are **convex combinations of value vectors** \( v^i_m \)

This in itself has drastic implications. First and foremost, we note that a convex combination of vectors \( v^i_m \) cannot yield any vector outside the convex hull spanned by the value vectors \( v^i_m \). An illustration of this output cage is given in Figure 1 (left). We conjecture that this constraint limits flexibility – and thereby ease of adjustment – of the functions expressed by the neural network throughout the training process. This conjecture is supported by our experimental results showing an increased robustness to hyperparameter choices when the constraint is removed. Exploring the observation above further, we note the following from a theoretical perspective:

**No convex combination can represent the binary exclusive OR (XOR) function**

A formal proof is given in Appendix A. Note that this implication highlights an inability to represent non-linearity. While XOR can be represented in architectures with multiple heads and layers, the insight further underlines our argument: An aggregation with weights constrained to the probability simplex is restrictive. Especially if we compare it to other aggregation methods that can represent XOR (cf. Section 4). Finally, we want to highlight an additional insight that, to the best of our knowledge, has not been discussed in the literature so far:
Figure 1: Left: Softmax attention outputs can only lie within the convex hull spanned by the value vectors \( v^i \) (blue region). Middle/Right: The standard deviation (\( \sigma \)) and norm of a pooling output is dependent on the sequence length \( N \) (x-axis) and the pooling method, if the output is not normalized. Softmax attention outputs scale similar to mean pooling at initialization, i.e., Transformers focus more on local information in longer sequences.

Transformers have an aggregation size dependent focus on local information at initialization.

To see this, consider the embeddings after the first residual connection, given by

\[
e^i = x^i + W \left[ o^i_1, \ldots, o^i_M \right] + b = x^i + W \left[ \sum_j a^i_j \cdot v^i_j, \ldots, \sum_j a^i_j \cdot v^i_M \right] + b
\]

where \([ \cdot ]\) denotes concatenation and \( W \) and \( b \) represent the parameters of the affine transformation that mixes the attention \( M \) head outputs. Our aim is to show how much this embedding \( e^i \) is influenced by the local information \( x^i \) relative to the context information \( \{ x^j | j \neq i \} \). We first note that the contribution of context information depends on the initialization of \( W \) and \( b \), where a typical initialization in language models favors the residual connection, i.e., local information. However, even if we consider \( W \) as scale preserving, we note that the magnitudes of the attention head outputs \( o^m \) are upper bounded by the magnitudes of the value vectors \( v^m \) as a result of the convex hull. Moreover, attention logits are normally close to 0 at initialization (to have the softmax in the unsaturated region). This yields attention to be close to mean aggregation as \( \sum_j a^{i,j} \cdot v^j \approx \frac{1}{N} \sum_j v^j \).

We note that taking the mean effectively scales the standard deviation of a random variable by the square root of the aggregation size. This means that the fraction of context information in \( e^i \) is dependent on the sequence length and is smaller for longer sequences! Specifically, at initialization, Transformers focus more on local information in longer sequence than in shorter sequences. For reference, we visualize the dependence of \( o^m \) on aggregation size at initialization for different aggregators in Figure 1 (right). Details on the corresponding experiment can be found in Appendix B.

We note that while an architectural bias towards local information might be beneficial in some applications, the implicit dependence on aggregation size is questionable.

4 Normalized Attention Pooling

Given the implications that a self-attention based architecture brings along, a few natural questions to ask are: What happens if we remove the softmax? Is some form of online logit normalization necessary at all? And how do these architectures compare to simpler pooling methods like sum- or max-pooling? To investigate these, we contrast the following architectures in our experiments. We provide a schematic figure of each architecture in Appendix C.

Transformer Encoder (BERT): As a starting point, we replicate the encoder architecture presented by [32] as described in the code release of [9]. This architecture is among others also used by [26, 27, 40, 28, 19, 7]. Each Transformer-layer consists of two sub-modules: a multi-head self-attention “layer” and a feed forward network. Both modules have residual connections around them. The multi-head self-attention “layer” consists of a projection to queries, keys and values, the attention mechanism as well as a mixing layer as described in Section 2. The feed forward network consists of two layers with a GELU [12] non-linearity on the hidden layer. Layer normalization [1] is applied between incoming and outgoing residual connections. Note that this gives a crucial distinction of this

---

\( ^2 \)As an example, BERT [9] initializes \( W \) with parameters drawn from a truncated normal distribution with standard deviation 0.02 and \( b \) to 0.

https://github.com/google-research/bert
architecture: Embeddings are normalized after they are summed with the residual connection. This yields the implicit dependence on the sequence length as discussed in the end of Section 3. Further, in this architecture training is done with learning rate warm-up and gradient norm clipping.

**Modified Transformer Encoder (MTE):** To overcome the implicit dependence on sequence length, reduce training specific confounding factors and to make the two sub-modules more similar to each other, we introduce the following modifications: We remove learning rate warm-up and gradient clipping, but keep a linearly decreasing learning rate schedule, taking [17] as reference. Layer normalization is moved before the residual addition. Additionally, we add layer normalization on the hidden layers in the modules, i.e., before the mixing layer and before the GELU non-linearity in the feed forward network. These modifications remove the dependence on sequence length. Note that this is different from the recently studied PreNorm [22, 21, 18] that places the normalization before the attention mechanism. Finally, we add an additional GELU non-linearity in the middle of the attention sub-module. We provide an ablation of all modifications in Appendix D. All following architectures apply the same modifications. The resulting MTE architecture here still projects the attention weights to the probability simplex through the softmax in the multi-head attention. This architecture is thereby limited to convex combinations of value vectors.

**Normalized Attention Pooling (NAP):** Given the success of online normalization during training - be it through batch- [13], layer- [1], group- [36], instance- [31] or weight-normalization [29] - our main proposal is to simply replace the softmax through a normalization:

\[
\alpha_i^m = \text{normalize}(\{l_i^1, \ldots, l_i^N\}) \quad \text{with} \quad \text{normalize}(x)^j = g \cdot \frac{x^j - \mu_x}{\sigma_x} + b \quad (1)
\]

where \( \mu_x = \frac{1}{N} \sum_j x^j \) and \( \sigma_x = \frac{1}{N} \sum_j (x^j - \mu_x)^2 \) are the mean and standard deviation of the corresponding input vector \( x \), in our case the logit vector calculated through key-query dot products. Similar to layer normalization [1], we introduce trainable gain and bias parameters \( g \) and \( b \) initialized to 1 and 0, respectively. However, while [1] introduce gain and bias vectors, we only introduce scalar parameters and broadcast these over the sequence/vector length, as we want the architecture to be independent of the sequence length \( N \). Note that while no convex combination can represent the logical XOR, a normalized weighting can - see Appendix A for the corresponding proof.

**No Online Logit Normalization (NON):** To investigate whether a dynamic normalization of the attention logits is necessary, we also train a model where we use the logits \( l_{ij}^m \) directly as attention weights, i.e., \( \alpha_i^m = \text{GELU}(\frac{1}{\sqrt{N}} \sum_j l_{ij}^m \cdot w_i^m) \). We also replaced the layer normalization after the attention weighting here through a simple scaling factor \( \frac{1}{\sqrt{N}} \). Note that this also yields an in expectation constant contribution of context at initialization, independent of sequence length. However, the model can easily deviate from it during training.

**Simple Summation of Embeddings (sum):** From a theoretical perspective summation is sufficient for general function approximation [42, 38, 30]. Therefore, we investigate to simply replace attention through a sum-reduce-broadcast operation.

**Max Pooling over Sequence Dimension (max):** Similar to sum pooling, we can replace the attention sub-module through a simple max-reduce-broadcast operation over the sequence dimension. Note that max pooling over the sequence is a powerful operation, as the resulting embedding has a direct link to up to \( d \) different tokens.

If not varied in a corresponding experiment, we default architecture hyperparameters to \( L = 2 \) Transformer-layers (consisting of an attention sub-module and feed forward sub-module each), \( M = 4 \) heads to calculate the logits (if applicable), \( d = 128 \) as model dimension and train on a total of 3200 batches of 32 example sequences each, using the Adam optimizer [15]. The hidden dimension of the feed forward sub-modules is \( 4 \cdot d \) for the models BERT, MTE, NAP and NON. For the models sum and max we increase the feed forward hidden dimension to approximately match the parameter counts of the other models.

5 Experiments and Results

Our goal with this work is to provide an insight into the variety of performance implications that the architecture choices entail. We aim to provide these insights independent of any particular downstream application, as these architectures can be applied to a variety of tasks – from NLP to...
As a first investigation, we are interested in how varying the model dimension $d$ influences the architectures ability to learn the given task. For this, we train each of the architectures for each of the model dimensions $d \in \{8, 16, 32, 64, 128, 256, 512, 1024\}$ using 10 different learning rates and 5 random seeds for each hyperparameter combination. As we want to base our insights on as many diverse hyperparameter combinations. To limit the influence of confounding variables, we generate new data points for every batch. This allows us to omit regularization. See Appendix E for an in depth discussion of this setup.

5.1 Argmin-First-Argmax Case Distinction Task

As a first task, we consider an input pipeline where tokens from a fixed integer-vocabulary are translated to a randomly initialized embedding. To the embedded tokens, a (also randomly initialized) positional embedding is added to provide position-relative information. The sequence of tokens is then processed by several architecture dependent Transformer-layers (as described in Section 4). Finally, each contextualized embedding is projected to a single output. A softmax-crossentropy loss is applied over the sequence dimension to train the networks to pin-point a specific, input dependent token. See the example in the middle of Figure 2 for a visualization. Note that the ability to pin-point a specific token is an abstract task relevant to NLP (e.g., question answering or co-reference resolution), graph neural networks (e.g., finding the next hop in a shortest path) as well as reinforcement learning (e.g., action credit assignment). To make the task input dependent, we generate the data as given in the pseudo code in Figure 2. Note that the argmin and argmax make this task quite challenging from a learning perspective as the networks start from random embeddings which do not provide any ordering information. Which embeddings correspond to bigger integers and which to smaller integers has to be inferred during training. Further, the case distinction in this task lets us tweak the data bias towards each sub-task. Specifically, we consider a vocabulary size of $S = 100$ integers (0-99) and uniformly random sampled sequences of $N = 128$ tokens in length. This leads to a bias as $p_{\text{argmin}} = 1 - (1 - \frac{1}{S})^N \approx 72.4\%$ of data points require the network to pin-point the minimum in the input sequence, $p_{\text{first}} \approx 20.1\%$ require the network to pin-point the first token of the sequence and the remaining $p_{\text{argmax}} \approx 7.5\%$ require the network to pin-point the maximum in the input.

5.1.1 Varying Model Dimension $d$

As a first investigation, we are interested in how varying the model dimension $d$ influences the architectures ability to learn the given task. For this, we train each of the architectures for each of the model dimensions $d \in \{8, 16, 32, 64, 128, 256, 512, 1024\}$ using 10 different learning rates and 5 random seeds for each hyperparameter combination. As we want to base our insights on as many results as possible, we derive a novel, human friendly visualization of results. Figure 3 (top row) shows the first results as follows: The outcome of each hyperparameter combination is reported as an RGB pixel in the plot, where the R (red) value corresponds to the accuracy of the worst performing random seed, the G (green) value corresponds to the average over the random seeds and the B (blue) value corresponds to the best performing random seed. For each value (R, G and B), the max over the course of training is taken. This assignment roughly translates as follows: The brighter, the better - brighter pixels correspond to higher min-, mean- and max-accuracy. Blue/turquoise pixels highlight a
large performance variation across random seeds and black/grey pixels correspond to hyperparameter combinations where none of the random seeds could solve the task. These condensed results directly give rise to the following observations: (1) All models have some hyper-parameter combinations that learn the task well (white pixels). (2) The optimal learning rate depends on the model size, especially in the BERT architecture. This has profound implications for hyperparameter optimization: Tuning hyperparameters independent of each other might lead to sub-optimal results. (3) Models with probability simplex limitations (BERT and MTE) work for a smaller range of hyperparameters. We provide case learning curves and additional results in Appendix F. Next, given that all architectures are applicable to sequences of any length, we investigate how the architectures generalize to sequences of different length. Specifically, we validated each of the models trained above after every 100 batches on 32 batches with sequences of half the length ($N = 64$). We report the corresponding accuracies as before in Figure 3 (bottom row). Note that as we are taking the maximum over the course of training, we report optimal early stopping results. We observe: (1) The sum architecture does not generalize well in this task. (2) Our NAP architecture seems to be the most robust to this generalization.

5.1.2 Case Accuracy under Varying Data Biases

As a next experiment we reset the model dimension to $d = 128$ and vary the sequence length $N \in \{4, 8, 16, 32, 64, 128, 256, 512\}$. Note that this implicitly varies the biases $p_{\text{argmax}}$, $p_{\text{first}}$ and $p_{\text{argmin}}$ in the data. We report the case specific accuracies in Figure 4 as follows: After every 100 batches, we validate the models on 1000 examples per case. Reported is the best accuracy over the course of training in form of pixel value with R (red) corresponding to the argmin-case accuracy, G (green) corresponding to the first-case accuracy and B (blue) corresponding to the argmax-case accuracy. As a consequence, white pixels correspond to all cases learned and yellow pixels correspond to the argmin- and first-case learned. We make the following observations: (1) If the learning rate is too low, models tend to focus on the majority case (indicated in a shift from blue to red as the bias shifts from the argmax- to the argmin-case with increasing sequence length $N$). (2) If the learning rate is too high, the BERT architecture tends to focus on the first-case. We believe this is due to the architectural bias towards local information as discussed in Section 3. Note that the first-case can be solved by relying on the local positional embedding. (3) Only the NAP and max architecture manage to learn all three cases from the highly biased data when $N = 256$. In Appendix G.1 we provide a further experiment investigating different batch sizes. The results are complementary.
5.2 First Token Output

The task so far requires the architectures to learn an information flow between tokens to distinguish the case and decide per token, whether it is the token that is looked for or not. Now we investigate, whether all this information can also be aggregated into a single token. We therefore modify the architecture output slightly in that we only take the contextualized embedding of the first token and project from it to a vector of size $N$ (see example on the right in Figure 2). Note that this task set-up is harder and can highlight bottlenecks in the information flow across tokens.

We fix the sequence length to $N = 128$ and again vary the model dimension $d$. We report the the case specific mean accuracies in Figure 5; min-, mean- and max-overall-accuracies are given in Appendix G.2. We observe: (1) All architectures learn for (almost) all combinations the now close to trivial first-case. (2) The sum pooling architecture does not learn any of the other cases. (3) Only NAP and max learn all three cases in some hyperparameter combinations. The worse performance of NON highlights the advantage of online normalization of the logits. While the softmax provides some form of online normalization, we hypothesize that the worse performance of MTE and BERT in this task stems from an information bottleneck induced by the probability simplex limitations. To test this hypothesis, we vary the number of attention heads $M$ with results in Figure 6. We observe that increasing the number of heads helps the MTE and BERT architecture, supporting our hypothesis. Note however, that MTE and BERT are still outperformed significantly by NAP. In Appendix G.3, we provide a further experiment, varying the depth up to $L = 64$. The results are complementary.

5.3 Mode Finding Task

Given the results so far, one could conclude that max is the best choice due to its simplicity. Note however, that max has an architectural prior that is in line with the underlying task of finding the maximum or minimum of the sequence. To study the effect of architectural priors, we experiment on an additional task: Finding the mode/most common integer in the input sequence. Also this task
Figure 6: Learning rate (y-axis) vs. attention heads $M$ (x-axis) on the case distinction task (output from the first token). RGB pixel values correspond to min, mean and max accuracy. Black crosses indicate the best mean accuracy, reported in the table to the right. Red crosses indicate that the best mean validation accuracy (when validating with $N = 64$) was taken from a different combination. Bold numbers indicate a min-accuracy higher than the best max-accuracy of the other models.

Figure 7: Learning rate (y-axis) vs. model dimension $d$ (x-axis) on the mode finding task. RGB pixel values correspond to min, mean and max accuracy. Crosses indicate the reported best mean accuracy.

has ties to NLP (e.g., sentiment analysis), graph neural networks (e.g., consensus/agreement) and reinforcement learning (e.g., count based exploration). Here we remove the positional embeddings, as this task can also be done on sets, and project from the contextualized embedding of the first token to a vector of dimension $S$ (the vocabulary size) over which we apply the softmax-cross-entropy loss. We keep $N = 128$ but reduce $S$ to 10 to have meaningful modes. Ties are broken by taking the smallest integer of the ones with maximal occurrence. Results of varying the model dimension $d$ are reported in Figure 7. We observe: (1) sum pooling works well on this task, as it has a suitable architectural prior. (2) max pooling cannot learn the task, not even with a model dimension $d = 1024 = 8 \cdot N$. In Appendix H we provide an additional experiment, varying the vocabulary size. The results are complementary. We refer an interested reader to [39] for more on architecture-task alignment.

6 Conclusion

Taking all observations together, we come to the following conclusions: Many recent works apply some sort of neural self-attention mechanism involving a softmax that projects the attention weights to the probability simplex. In this work we question the softmax in dot-product self-attention modules. Our theoretical investigation shows that softmax-attention outputs are constrained to the convex hull spanned by the value vectors. In our experiments we show that this can lead to an unwanted hyperparameter sensibility. We show that simpler architectures like max- and sum-pooling perform well when their architectural prior aligns with the underlying task. These architectures however fail in cases where the architectural prior is not suitable. As a solution, we propose to replace the softmax in attention through normalization. Our resulting normalized attention pooling (NAP) architecture is the only architecture of the 6 investigated that performs well in all tasks and setups, showing a broad applicability and better performance than the widely used BERT architecture. We hope that our work provides a stepping stone to examine architectures with respect to biases in the data. Further, we see a lot of potential for future work to investigate the correlated effects of hyperparameters.
Broader Impact

We contrast different architectures on an abstract level in this work. Hence, there is no direct risk associated with system failure or an implication that would put some at a disadvantage. On the contrary: We see huge potential in our work to benefit (1) researchers and practitioners that do not have the computational resources to perform expensive hyperparameter optimizations and (2) minorities under-represented in data-sets, as our proposed architecture shows increased robustness to hyperparameter changes and biases in the data.
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A Lemmas and Proofs

Lemma 1. No convex combination can represent the binary exclusive OR (XOR) function defined on binary inputs $x_1 \in \{0, 1\}$ and $x_2 \in \{0, 1\}$ by the indicator function as $XOR(x_1, x_2) = 1_{x_1 \neq x_2}$.

Proof. Suppose there exist convex combination weights $a_1$ and $a_2$ with $a_1 + a_2 = 1$, such that $a_1 \cdot x_1 + a_2 \cdot x_2$ represents the XOR function. Plugging in $x_1 = x_2 = 1$ yields $a_1 \cdot 1 + a_2 \cdot 1 = a_1 + a_2 = 1$, which gives the contradiction. 

Lemma 2. Given the two binary inputs $x_1 \in \{0, 1\}$ and $x_2 \in \{0, 1\}$, there exists an affine mapping $f : \{0, 1\}^2 \to \mathbb{R}^2$, such that

$$\text{normalized weighting}(f, x_1, x_2) = \frac{f_1(x_1, x_2) - \mu_{f(x_1, x_2)}}{\sigma_{f(x_1, x_2)}} \cdot x_1 + \frac{f_2(x_1, x_2) - \mu_{f(x_1, x_2)}}{\sigma_{f(x_1, x_2)}} \cdot x_2$$

is equivalent to the logical exclusive OR given by the indicator function as $XOR(x_1, x_2) = 1_{x_1 \neq x_2}$.

Proof. For a vector $l \in \mathbb{R}^2$, the standard deviation $\sigma_l$ can be simplified to

$$\sigma_l = \sqrt{\frac{1}{2} \sum_{i \in \{1, 2\}} (l_i - \mu)^2} = \sqrt{\frac{1}{2} \left( \left( l_1 - \frac{l_1 + l_2}{2} \right)^2 + \left( l_2 - \frac{l_1 + l_2}{2} \right)^2 \right)} = \frac{1}{2} |l_1 - l_2|$$

and the normalization function reduces to

$$\text{normalize}(l) = \left[ \frac{l_1 - \mu}{\sigma_l}, \frac{l_2 - \mu}{\sigma_l} \right]^T = \left[ \frac{l_1 - l_2}{|l_1 - l_2|}, \frac{l_2 - l_1}{|l_1 - l_2|} \right] = \left\{ \begin{array}{ll} [1, -1]^T & \text{if } l_1 > l_2 \\ [-1, 1]^T & \text{if } l_1 < l_2 \\ \text{undefined} & \text{if } l_1 = l_2 \end{array} \right.$$ 

As an example, consider the affine mapping $f(x) = l = [3x_1 + 1, 2x_2]^T$, which for $x_1 \in \{0, 1\}$ and $x_2 \in \{0, 1\}$ results in the function

$$\text{normalized weighting}(f, x_1, x_2) = \frac{3x_1 + 1 - 2x_2}{|3x_1 + 1 - 2x_2|} \cdot x_1 + \frac{-3x_1 - 1 + 2x_2}{|3x_1 + 1 - 2x_2|} \cdot x_2 = \begin{cases} 1 & \text{if } x_1 \neq x_2 \\ 0 & \text{otherwise} \end{cases}$$

We note that for a realization of such an affine mapping across tokens given the weight sharing constraints of the discussed architectures we would need $x_1$ and $x_2$ to be distinguishable for the mapping to keys and queries, e.g., through positional embeddings. This however does not invalidate our conclusion that normalized weighting is more expressive than softmax weighting, as we do not require the inputs that are weighted to be distinguishable.

B Sequence Length Dependent Local/Context-Focus

For the middle and right plots in Figure 1 we sample 16’384 value, key and query vectors of dimension $d_h = 128$ per sequence length $N \in \{1, 2, 4, 8, 16, 32, 64, 128, 512, 1024, 2048\}$ from a normal Gaussian $N(0, I_{d_h}) \cdot I_{d_h}$ being the $d_h$-dimensional identity matrix. We split the samples to form the sequences and calculate the corresponding output vectors $o^i$ for $i \in \{1, \ldots, N\}$. Here, the softmax attention outputs are calculated as described in Section 2, while the mean-, sum- and max-outputs are calculated as mean-, sum- and max-reduce of the value vectors over the sequence dimension. For the normalized results we take the sum-output vectors and normalize them (over the $d_h$-dimensional vector dimension). Note that such a normalization can be applied to any of the aggregation methods to get qualitatively similar results. The plots in Figure 1 are generated by reporting the standard deviation over all output values and the mean norm of the output values, respectively.

Given the numerous successes of Transformers in natural language processing, we conjecture that a bias towards local information might be beneficial in language modeling. However, the implicit dependence on sequence length in a model that should be oblivious to different input sequence lengths is questionable. We leave an in depth investigation to future work.
C Architectures

We provide a schematic of 1 Transformer-layer of each architecture investigated in Figure 8. Our base architectures consist of 2 such layers followed by a projection to the output dependent on the task as described in the corresponding sections (cf. Section 5.1, 5.2 and 5.3).

Figure 8: Schematics of 1 Transformer-layer block of the different architectures investigated. Green layers correspond to the main weight matrices that are trained. Note that displayed dimensions are not to scale - the hidden dimension of the feed forward layer is larger than the model dimension and the hidden layer size in the feed forward network of “max” and “sum” are adjusted to approximately match the parameter count of the other architectures.
D Architecture Modification Ablations

An empirical ablation of the modifications that lead from the BERT architecture to the MTE architecture is given in Figure 9. The plots are generated as described in Sections 5.1.1 and 5.1.2.

Figure 9: Learning rate (y-axis) vs. model dimension $d$ (x-axis) on the argmin-first-argmax case distinction task (with output across all tokens) - architecture modification ablation study. In the first two rows, RGB pixel values correspond to min-, mean- and max-accuracy. In the last two rows, RGB pixel values correspond to argmin-, first- and argmax-mean-case-accuracies. 1. row: Training accuracy (sequence length $N = 128$). 2. row: Validation accuracy when validating on sequences of half the length ($N = 64$). 3. row: Training case accuracy (sequence length $N = 128$). 4. row: Validation case accuracy when validating on sequences of half the length ($N = 64$). Crosses indicate the combination for best mean accuracy, the accuracies at these locations are reported in Table 1.

The first column in Figure 9 corresponds to the original BERT architecture, trained with gradient norm clipping and learning rate warm up. The second column (- warm up) corresponds to the same architecture, but trained without learning rate warm up. Here we see that too high learning rates learn even less without learning rate warm up in the BERT architecture, hinting at a necessity for learning rate warm up for the original architecture.
Table 1: Ablation study accuracy values taken from the hyper-parameter combination that led to the best mean overall accuracy, indicated by a cross in Figure 9.

| BERT - warm up - grad. clip + normalize + GELU | Overall min | Overall max | Validation mean | Validation max | Training mean | Training max | Accuracy first | Accuracy max |
|----------------------------------------------|------------|------------|----------------|--------------|--------------|--------------|----------------|------------|
| BERT - warm up - grad. clip + normalize + GELU | 99.3% | 99.5% | 97.2% | 98.2% | 100% | 98.1% | 99.9% | 98.0% |
| Overall min | 96.5% | 96.9% | 96.9% | 96.3% | 96.7% | 96.9% | 99.5% | 99.5% |
| Overall max | 99.4% | 99.6% | 99.6% | 96.8% | 97.3% | 98.2% | 99.5% | 99.5% |
| Validation mean | 97.2% | 97.6% | 97.2% | 98.2% | 100% | 98.2% | 99.5% | 99.5% |
| Validation max | 98.2% | 98.2% | 98.2% | 98.4% | 98.2% |
| Training mean | 99.3% | 99.6% | 99.5% | 99.6% | 100% |
| Training max | 96.9% | 98.1% | 97.5% | 96.5% | 98.0% |
| Accuracy first | 100% | 100% | 100% | 100% | 100% |
| Accuracy max | 98.0% | 98.0% | 98.0% | 98.1% | 97.9% |
| Mean Case argmin | 93.9% | 93.8% | 93.1% | 91.2% | 93.8% |
| Mean Case argmax | 98.0% | 98.0% | 98.0% | 98.1% | 97.9% |

The third column (- grad. clip) reports the results if we further remove gradient clipping from the training schedule. This does not seem to have a big impact in our setup.

Next, we report in the forth column (+ normalize) the results of moving the layer normalization before the residual addition and introducing an additional layer normalization right after the attention mechanism as well as on the hidden layer of the feed forward network. Note that this change removes the bias towards local information discussed in the end of Section 3. We see that this change leads to a profound shift in focus in regions where the learning rate is high: models with the original normalization focus the (local) first-case, while models with our normalization focus on the (majority) argmin-case. This is in line with the insights stated in Section 5.1.2.

Finally, we report in the fifth column (+ GELU) the results of adding an additional GELU layer after the attention mechanism. These results correspond to the MTE architecture used throughout the paper.

Apart from the performance landscape changes just mentioned, the best hyper-parameter accuracies remain similar throughout all modifications, cf. Table 1.

E Regularization Experiments

To limit the number of variables which are not accounted for in the experiments, we focus on the infinite data but limited training time regime. In this regime, every batch consists of new data points. We believe that this regime is of paramount interest in future research, as more devices create a constant stream of data and training is more limited by the available training time than the available data. This regime allows us to omit regularization in all architectures as over-fitting is not an issue. In fact, our supplementary experiments below as well as related work [16] show that regularization does not help in this regime. We leave a comparison of the architectures in the limited data regime to future work.

Here, we show empirical results supporting the intuition that L2 as well as dropout regularization does not help in our setup. For each of our tasks, we take our default hyper-parameters ($d = 128$, $L = 2$, $M = 4$, $N = 128$) and train 5 random seeds per learning rate for models with regularization, varying the dropout rate in $\{0.0625, 0.125, 0.25, 0.5\}$ and the L2 regularization weighting in $\{0.0001, 0.001, 0.01, 0.1\}$. Tables 2, 3 and 4 report the best mean accuracy achieved with the small number behind the accuracies indicating the regularization used, 1 referring to the smallest, 4 to the largest. We underline the results where regularization did lead to an improvement in mean accuracy. Note however that these improvements should be taken with a grain of salt, as (1) none of these improvements is significant considering the performance variation across random seeds and (2) the regularized values are likely to be overestimated, as the max is taken over 40 averages (4 regularization values times 10 learning rates) as compared to 10 averages (10 learning rates) in the unregulated case.
We highly encourage an interested reader to check out our code release\footnote{https://github.com/OliverRichter/normalized-attention} when the model dimension is too small (see plot highlighted in with red in Figure 10): The with regularization is most of the times achieved with the smallest regularization.

(2) This order is not always given in the BERT\footnote{https://github.com/OliverRichter/normalized-attention} (recall that $72.37\%$ of the examples are from the argmin case, $20.09\%$ are from the first case and $7.53\%$ are from the argmax case). This is to be expected when training with gradient descent, cf. \[.] (2) This order is not always given in the BERT architecture. Besides the focus on the first case if the learning rate is too high - discussed in the main text - we also highlight a curiosity that occurs when the model dimension is too small (see plot highlighted in with red in Figure 10): The first case is learned and then unlearned in favor of the argmin case. Note that all 5 random seeds follow this pattern. Note also that for a different learning rate, the opposite holds as seen in the plot just below the highlighted plot.

Overall we note that none of the architectures consistently benefits from regularization in our setup and regularization often decreases mean performance. Further, we point out that the best performance with regularization is most of the times achieved with the smallest regularization.

### F Case Learning Curves

Figures\[10] \[11] and \[12] show the case accuracies over the course of training. The corresponding results in the main text are given in Figure 3 (top row). Besides the observations made in the main text, a few additional insights can be noted: (1) Cases are mostly learned in the order of their occurrences (recall that $72.37\%$ of the examples are from the argmin case, $20.09\%$ are from the first case and $7.53\%$ are from the argmax case). This is to be expected when training with gradient descent, cf. \[6]. (2) This order is not always given in the BERT architecture. Besides the focus on the first case if the learning rate is too high - discussed in the main text - we also highlight a curiosity that occurs when the model dimension is too small (see plot highlighted in with red in Figure 10): The first case is learned and then unlearned in favor of the argmin case. Note that all 5 random seeds follow this pattern. Note also that for a different learning rate, the opposite holds as seen in the plot just below the highlighted plot.

We highly encourage an interested reader to check out our code release\footnote{https://github.com/OliverRichter/normalized-attention} which includes all results as well as visualization scripts to inspect them further.
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Figure 10: Case accuracies over the course of training on the argmin-first-argmax case distinction task with output across all tokens, cf. Section 5.1. Each small sub-plot shows the case accuracies (y-axis, bottom is set to 0%, top to 100%) over the course of training (x-axis). Solid lines represent the mean accuracy over the 5 random seeds while shaded areas fill the spread between min- and max-accuracy achieved. Models BERT and MTE are shown here, cf. Figures [11](#) and [12](#).
Figure 11: Case accuracies over the course of training on the argmin-first-argmax case distinction task with output across all tokens, cf. Section 5.1. Each small sub-plot shows the case accuracies (y-axis, bottom is set to 0%, top to 100%) over the course of training (x-axis). Solid lines represent the mean accuracy over the 5 random seeds while shaded areas fill the spread between min- and max-accuracy achieved. Models NAP and NON are shown here, cf. Figures 10 and 12.
Figure 12: Case accuracies over the course of training on the \textit{argmin}-first-\textit{argmax} case distinction task with output across all tokens, cf. Section 5.1. Each small sub-plot shows the case accuracies (y-axis, bottom is set to 0%, top to 100%) over the course of training (x-axis). Solid lines represent the mean accuracy over the 5 random seeds while shaded areas fill the spread between min- and max-accuracy achieved. Models \textit{sum} and \textit{max} are shown here, cf. Figures 10 and 11.
G  Argmin-First-Argmax Case Distinction Task - Additional Results

G.1  Varying Batch Size

In Figure 13 we provide the case accuracy results of an additional experiment, varying the batch size. In this experiment we train the models using different batch sizes, adjusting the number of training steps accordingly to keep the total number of training points seen constant. With this experiment we aim to show the training behaviour of the different architectures if we go from single example batches (many, potentially noisier updates) to batches of size 128 - a batch size in which each batch contains in expectation several examples per case, but fewer updates are made to the network parameters. Besides replicating several insights made in the main text, this experiment additionally shows: (1) smaller batches require a smaller learning rate, supporting our argument that hyper-parameters should not be optimized independent of each other. (2) The focus of BERT on the first-case when the learning rate is too high is amplified in smaller batches.

Figure 13: Learning rate (y-axis) vs. batch size (x-axis) on the argmin-first-argmax case distinction task (with output across all tokens). RGB pixel values correspond to argmin-, first- and argmax-case-accuracies, respectively.

G.2  First Token Output - Varying Model Dimension

Section 5.2 discusses the case accuracies when training on the case distinction task with outputs taken from the first token. In Figure 14 we additionally give best the min-, mean- and max-accuracies over the course of training. The top row corresponds to in-distribution/training accuracy ($N = 128$) while the bottom row corresponds to out-of-distribution generalization accuracy when validating on sequences of half the length ($N = 64$). Again we note a correlation between optimal learning rate and model dimension, especially in the BERT and MTE architecture. We also note that these probability simplex constrained architectures have a large performance variation across random seeds in this setup.

G.3  First Token output - Varying Depth

In this section we investigate whether our results are tied to the shallow architecture of $L = 2$ Transformer layers. We therefore vary the number of Transformer layers $L$ and report the results on the case distinction task with outputs taken from the first token in Figure 15. The results lead us to the following observations: (1) The BERT architecture does seem to perform better when the number of Transformer layers is increased to $L = 4$. However, the performance degrades if we further increase the depth. (2) The NAP architecture achieves a higher best mean accuracy and performs well on a
Figure 14: Learning rate (y-axis) vs. model dimension $d$ (x-axis) on the case distinction task with output from the first token. RGB pixel values correspond to min, mean and max accuracy. Top row: Training accuracy (sequence length $N = 128$). Bottom row: Validation accuracy when validating on sequences of half the length ($N = 64$). Crosses indicate the combination for best mean validation accuracy, which we report behind the model name.

Figure 15: Learning rate (y-axis) vs. Transformer-layers $L$ (x-axis) on the case distinction task (output from the first token). RGB pixel values correspond to min, mean and max accuracy. Top row: Training accuracy (sequence length $N = 128$). Bottom row: Validation accuracy when validating on sequences of half the length ($N = 64$). Crosses indicate the combination for best mean validation accuracy, which we report behind the model name.

wide range of depths. (3) The max architecture performs well on the biggest range of hyperparameters. This is due to the beneficial architectural prior as discussed in the main text.

H Mode Finding Task - Varying Vocabulary Size

Figure 16 shows the results of an additional experiment, varying the vocabulary size $S$ while keeping the sequence length $N = 128$ constant during training. For this experiment, we also vary the total
number of training steps and set it to $400 \cdot S$, to keep the number of examples seen per vocabulary token approximately constant. We also include zero-shot generalization results when testing on sequences of twice the length ($N = 256$). Compared to the case distinction task we can do such a generalization evaluation here as we do not learn any positional embeddings in this setup. We make the following observations: (1) $\text{max}$ completely fails to learn in any of the vocabulary sizes. Note that the shading to the left merely corresponds to the majority class base rate. (2) $\text{NAP}$ struggles when the vocabulary consists of only 2 tokens. This is expected, as the mean subtraction in the normalization effectively removes the task relevant information (the mode) in this case. Note however, that for a high enough learning rate, the model learns to use the bias parameter $b$ introduced in Equation 1 - effectively reverting to sum pooling. (3) While all models learn the task well on small vocabularies, $\text{NAP}$ outperforms all other approaches significantly when $S$ gets larger than the training sequence length, cf. Table 5.

Figure 16: Learning rate (y-axis) vs. vocabulary size $S$ (x-axis) on the mode finding task. RGB pixel values correspond to min, mean and max accuracy. **Top row:** Training accuracy (sequence length $N = 128$). **Bottom row:** Validation accuracy when validating on sequences of twice the length ($N = 256$). Crosses indicate the learning rate for best mean accuracy, which we report in Table 5.

Table 5: Best mean accuracy per vocabulary size, taken from the combinations indicated in Figure 16. First six rows correspond to training accuracies, bottom six rows correspond to validation accuracies. Bold numbers indicate a min-accuracy higher than the best max accuracy of all other models.

|       | $S = 2$ | $S = 4$ | $S = 8$ | $S = 16$ | $S = 32$ | $S = 64$ | $S = 128$ | $S = 256$ |
|-------|----------|----------|----------|----------|----------|----------|-----------|-----------|
| BERT  | 100%     | 99.9%    | 99.9%    | 92.1%    | 72.5%    | 76.2%    | 77.4%     | 74.4%     |
| MTE   | 100%     | 100%     | 99.9%    | 99.8%    | 99.6%    | 99.3%    | 97.3%     | 73.3%     | 64.9%     |
| NAP   | 100%     | 99.9%    | 99.8%    | 99.6%    | 99.7%    | $\textbf{99.6\%}$ | 97.4%     | $\textbf{84.6\%}$ |
| NON   | 100%     | 99.9%    | 99.2%    | 97.3%    | 97.4%    | 97.1%    | 65.2%     | 61.5%     |
| sum   | 100%     | 100%     | 99.9%    | 99.8%    | 99.7%    | 99.2%    | 97.5%     | 60.6%     |
| max   | 55.7%    | 30.1%    | 17.3%    | 10.4%    | 6.6%     | 4.6%     | 3.6%      | 3.1%      |
| BERT  | 100%     | 98.2%    | 95.8%    | 88.0%    | 65.7%    | 68.6%    | 68.0%     | 53.0%     |
| MTE   | 99.2%    | 98.4%    | 96.1%    | 93.6%    | 90.5%    | 85.4%    | 61.6%     | 38.9%     |
| NAP   | 99.6%    | 98.4%    | 95.8%    | 93.1%    | 90.6%    | 90.4%    | 84.3%     | $\textbf{64.3\%}$ |
| NON   | 100%     | 97.7%    | 93.1%    | 85.7%    | 66.4%    | 58.3%    | 50.2%     | 46.4%     |
| sum   | 99.0%    | 97.9%    | 96.7%    | 94.4%    | 91.6%    | 89.1%    | 85.9%     | 45.6%     |
| max   | 53.8%    | 29.3%    | 16.1%    | 9.5%     | 6.0%     | 4.2%     | 3.0%      | 2.1%      |