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Abstract—The use of low-resolution digital-to-analog converters (DACs) for transmit precoding provides crucial energy efficiency advantage for massive multiple-input multiple-output (MIMO) implementation. This paper formulates a quadrature amplitude modulation (QAM) constellation range and one-bit symbol-level precoding design problem for minimizing the average symbol error rate (SER) in downlink massive MIMO transmission. A tight upper-bound for SER with low-resolution DAC precoding is first derived. The derived expression suggests that the performance degradation of one-bit precoding can be interpreted as a decrease in the effective minimum distance of the QAM constellation. Using the obtained SER expression, we propose a QAM constellation range design for the single-user case. It is shown that in the massive MIMO limit, a reasonable choice for constellation range with one-bit precoding that of the infinite-resolution precoding with per-symbol power constraint, but reduced by a factor of √2/π or about 0.8. The corresponding minimum distance reduction translates to about 2dB gap between the performance of one-bit precoding and infinite-resolution precoding. This paper further proposes a low-complexity heuristic algorithm for one-bit precoder design. Finally, the proposed QAM constellation range and precoder design are generalized to the multi-user downlink. We propose to scale the constellation range for infinite-resolution zero-forcing (ZF) precoding with per-symbol power constraint by the same factor of √2/π for one-bit precoding. The proposed one-bit precoding scheme is shown to be within 2dB of infinite-resolution ZF. In term of number of antennas, one-bit precoding requires about 50% more antennas to achieve the same performance as infinite-resolution precoding.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) systems in which the base station (BS) is equipped with large-scale antenna arrays, e.g., in the order of several hundreds of antennas, is a promising candidate for the next generation wireless systems for achieving high spectral efficiency, reliability, and connectivity requirements [1]. One of the main challenges in designing the downlink massive MIMO transmission scheme is that the implementation of the conventional digital precoding strategies such as [2]–[5] may not be practical, because conventional precoding schemes require one dedicated high-resolution digital-to-analog converters (DACs) for each antenna element. When a BS transmitter is equipped with large number of antennas, this leads to high hardware complexity and excessive circuit power consumption.

To address the above issue, one line of works [6]–[9] propose hybrid precoding architecture in which the precoder consists of two parts: low-dimensional digital precoder and high-dimensional analog precoder. In the hybrid precoding, the number of required DACs scales with the number of data streams rather than the number of antennas [8]. Although the hybrid precoding scheme has been shown to be capable of approaching the performance of the conventional digital zero-forcing (ZF) precoding scheme [9], hybrid precoding still requires high-resolution DACs. As the power consumption of DAC grows exponentially with the resolution [10], [11], the use of high-resolution DAC can lead to high power consumption, especially when the BS needs to transmit a large number of data streams.

This paper considers an alternative precoding architecture called one-bit precoding in which two DACs (i.e., one DAC for converting the in-phase signal and the other one for converting the quadrature signal) are dedicated for each antenna element but with only one-bit resolution. The one-bit precoding enables us to reduce the circuit power consumption of the DACs. Moreover, the one-bit precoding satisfies the condition of constant envelope transmission, hence it can prevent the possible amplitude distortions which may occur in the practical systems when the power amplifiers work in the saturation region [12].

A. Main Contributions

This paper considers the precoder design problem for the downlink of a multi-user multiple-input single-output (MISO) system where only one-bit resolution DACs are available at the transmitter. In particular, we recognize that due to the one-bit DAC, precoding needs to be done on a symbol-by-symbol basis. Moreover, we observe that it is crucial to design the quadrature amplitude modulation (QAM) constellation range for each given channel realization in order to perform low-resolution transmit precoding for each symbol of the designed QAM constellation with reasonable accuracy. This paper focuses on the massive MIMO regime and uses the average symbol error rate (SER) of uncoded transmission at the receiver as the design criterion. We make the following main technical contributions toward the goal of optimizing the constellation range and subsequently one-bit symbol-level precoding for the massive MIMO downlink:
**Tight SER Expression:** A tight expression for the SER for QAM transmission under one-bit symbol-level precoding is derived. Due to the low-resolution transmit DAC, the noiseless receive signal may not be exactly at the intended constellation location. The derived expression suggests that there is a reduction in the minimum constellation symbol distance in this case. The minimum distance is effectively reduced by the twice of the distance between the noiseless received signal and the intended constellation symbol.

**QAM Constellation Range Design:** We point out the importance of optimizing the QAM constellation range with one-bit symbol-level precoding. Inspired by the results from the case where the infinite-resolution DACs are available, we conclude that the constellation range should be restricted to the regime where the noiseless received signal of one-bit precoding can approach all the points in the designed constellation. Our analytical result shows that a reasonable choice for the QAM constellation range for one-bit precoding should be about $\sqrt{2/\pi}$ times the optimal constellation range in the infinite-resolution case with instantaneous (i.e., per-symbol) power constraint in the massive MIMO limit.

**Low-Complexity Algorithm for Precoding Design:** In one-bit precoding, the transmitting signal of each antenna is selected from a quadrature phase shift keying (QPSK) alphabet and hence the transmitting signal design problem is a combinatorial optimization problem for which exhaustive search would have exponential complexity. This paper proposes a low-complexity two-step heuristic algorithm which finds a high-quality solution for the one-bit symbol-level precoding problem. In the first step, the algorithm iteratively designs the transmitted signal at each antenna such that the overall residual signal is as close to the origin of the complex plane as possible. This process is repeated until the transmit signals of all the antennas except last few, i.e., about $5 \sim 10$ antennas, are designed. In the second step, the algorithm performs an exhaustive search on the transmit signals of the remaining antennas in order to find the best match to the intended constellation point. The complexity of the proposed algorithm scales with the square of the total number of antennas.

**Multi-User One-Bit Precoding:** The proposed constellation range and one-bit precoder designs are generalized to the multi-user case. We first design the constellation range for the multi-user zero-forcing precoder with per-symbol power constraint but assuming infinite-resolution DACs. We observe that in the limit of large number of users, the constellation range for the multi-user case should be set to be that of the single-user case multiplied by a factor which is a function of the number of constellation points and the number of users. For the one-bit precoding case, we propose to further scale the proposed constellation range design by $\sqrt{2/\pi}$, the same factor as for the single-user massive MIMO. The low-complexity precoding design algorithm is likewise generalized to the multi-user scenario.

**Performance Characterization:** We analytically characterize the performance of the proposed one-bit symbol-level precoding design and show that in the massive MIMO regime there is about 2dB gap between the proposed one-bit precoding scheme and infinite-resolution precoding (under the same per-symbol power constraint). This 2dB gap is true for both single-user and multi-user precoding designs. Moreover, we show that this 2dB gap translates to requiring about 50% more antennas for the one-bit precoding architecture as compared to the conventional infinite-resolution architecture for achieving the same performance.

**B. Related Work**

Most of the existing literatures on one-bit beamforming focuses on the uplink scenario in which the BS is equipped with one-bit analog-to-digital converters (ADCs). The performance analyses of such systems for narrowband channels are provided in [13]–[16] while those for wideband channels are presented in [17], [18].

The early works on downlink precoding with one-bit DACs propose to use linear-quantized precoding schemes in which the precoder is obtained by quantizing the traditional linear precoders [19]–[21]. Although the class of linear-quantized precoding can approach the performance of the infinite-resolution precoding in the low signal-to-noise ratio (SNR) regime, it suffers from a high symbol error floor in the high SNR regime. In [22], the authors propose some methods for slightly perturbing the transmitted signal of the quantized ZF scheme in [20], [21] in order to improve performance at higher SNRs and numerically show that those perturbations can provide significant gains for QPSK signaling. More sophisticated non-linear precoding methods have been proposed in [23]–[25] for the scenario where both the receivers and the transmitter are equipped with one-bit ADCs and DACs, respectively. However, these methods are applicable only for QPSK signaling and for the case where the receiver has one-bit ADC. We observe that in practice the user equipment is often equipped with relatively few number of antennas, so the use of high-resolution ADCs at the downlink receiver is often acceptable from a power consumption point of view. For this reason, this paper considers the scenario with one-bit DAC at the transmitter, but high-resolution ADC at the receiver.

The authors of [27] generalize the algorithm in [23] for the infinite-resolution receivers and introduce a technique to transmit 16-QAM symbols with one-bit transmitters based on the idea of superposition coding. Unlike the algorithm in [27], the proposed scheme in this paper can be applied to the QAM constellations with any size. More importantly, this paper points out the crucial role played by QAM constellation range design, which is not considered in prior work [27].

The recent contributions of [28], [29] consider designing the constellation range, as well as a non-linear precoder scheme with higher order modulations. The algorithms in [28], [29], which seek to minimize the mean squared error at the user side, achieve excellent performance within few dB gap to the infinite-resolution precoding benchmarks. However, in the algorithm of [28], [29], the constellation range is designed for each symbol transmission, which means that the range information needs to be communicated to the receiver as side information on a symbol-by-symbol basis. This is a significant overhead. The recent work [30] extends the algorithm in [29] by considering the constellation range design for $T$ symbol
transmissions in which the channel remains constant. However, the high computational complexity of the algorithm in \cite{30} (which is \(O(M^3T^3)\) for a system with \(M\) transmit antennas) prohibits its use for the typical massive MIMO systems in which \(M\) and \(T\) are both large.

By recognizing that the coherence time of the wireless channel in practice is typically large enough to allow at least several hundreds of symbol transmissions, this paper proposes to design the constellation range for each fading block such that it is suitable for all possible symbol vector choices from the constellation. Furthermore, this paper shows that for large-scale antenna arrays the proposed constellation range design can be approximated by a constant value which is independent of the channel realization thanks to the “channel hardening” phenomenon in massive MIMO systems \cite{31}. Therefore, the QAM constellation range can be predetermined a priori with no need for instantaneous channel state information (CSI) at the receivers.

It is worth mentioning that the factor \(\sqrt{2/\pi}\), which we propose as a constellation range reduction factor for one-bit precoding as compared to the infinite-resolution precoding scenario, also appears in the results of \cite{20, 29}, but for a different scheme of linear-quantized precoding, and using a completely different justification.

Finally, one-bit precoding for signal constellations other than QAM constellation has also been considered, e.g., \cite{32, 33} propose novel one-bit precoding designs for the phase shift keying (PSK) constellation. Comparing the performance of different constellation choices and finding the best constellation can be considered as an interesting direction for future work.

\section{C. Paper Organization and Notations}

The remainder of this paper is organized as follows. Section II introduces the system model and the problem formulation for massive MIMO one-bit precoding. Section III is devoted to deriving the SER expression in one-bit precoding architecture. For the single-user case, Section IV considers designing the QAM constellation range while Section V considers designing the precoder for the fixed constellation range. Those designs are further generalized to the multi-user case in Section VI, where the performance gap between the proposed one-bit precoding design and the infinite-resolution ZF precoder is also analyzed. Simulation results are provided in Section VII and conclusions are drawn in Section VIII.

This paper uses lower-case letters for scalars, lower-case bold face letters for vectors and upper-case bold face letters for matrices. The real part of a complex scalar \(s\) is denoted by \(\text{Re}(s)\). Further, we use the superscript \(H\) to denote the Hermitian transpose of a matrix and superscript \(^\dagger\) to denote the complex conjugate. The identity and all-one matrices with appropriate dimensions are denoted by \(I\) and \(1\), respectively; \(\mathbb{C}^{m \times n}\) denotes an \(m \times n\) dimensional complex space; \(\mathcal{CN}(0, \mathbf{R})\) represents the zero-mean circularly symmetric complex Gaussian distribution with covariance matrix \(\mathbf{R}\); \(\mathcal{N}(\mu, \Sigma)\) represents a real Gaussian distribution with mean \(\mu\) and covariance matrix \(\Sigma\). The notations \(\text{Tr}(\cdot)\), \(\log_{10}(\cdot)\), and \(\mathbb{E}\{\cdot\}\) represent the trace, decimal logarithm, and expectation operators, respectively. Finally, \(|\cdot|\) represents the absolute value of a scaler while \(|\cdot|_p\) indicates the \(p\)-norm of a vector.

\section{II. System Model}

Consider the downlink of a multi-user MISO system in which a BS with a large number of antennas, \(M\), serves \(K\) single-antenna users. For such a system, the received signal at user \(k\) can be modeled as

\[ y_k = \sqrt{\frac{P}{M}} \mathbf{h}_k^H \mathbf{x} + z_k, \]

where \(\mathbf{h}_k^H \in \mathbb{C}^{1 \times M}\) is the vector of channel gains to user \(k\), \(\mathbf{x} \in \mathbb{C}^{M \times 1}\) is the normalized transmitted signal, \(z_k \sim \mathcal{CN}(0, 2\sigma^2)\) is the additive white Gaussian noise, and \(P\) is the total transmit power budget.

This paper seeks to design the transmitted signal when one-bit DACs are employed at each antenna element. This means that the normalized transmitted signal \(\mathbf{x}\) must come from a finite alphabet, i.e., \(\mathbf{x} \in \mathcal{X}^M\), where \(\mathcal{X} = \left\{ \frac{1}{\sqrt{2}}(\pm 1 \pm i) \right\}\), where \(i\) is the imaginary unit satisfying \(i^2 = -1\). In order to focus on the impact of one-bit precoding, this paper assumes that the full CSI is available at the transmitter.

In conventional infinite-resolution precoding, the transmitted signal is designed as a product of a beamforming vector and the symbol constellation point. This is not possible to do when the transmitted signal must come from a low-resolution alphabet. This paper considers instead a symbol-level precoding scheme, in which the BS designs the \(M\)-dimensional precoded transmitted signal, \(\tilde{\mathbf{x}} \triangleq \sqrt{\frac{P}{M}} \mathbf{x}\), directly on a symbol-by-symbol basis as a function of the instantaneous channel state information (CSI), \(\mathbf{H} = [\mathbf{h}_1, \ldots, \mathbf{h}_K]^H\), and the intended constellation point, \(\mathbf{s} = [s_1, \ldots, s_K]^H\), as

\[ \tilde{\mathbf{x}} = \mathcal{P}(\mathbf{s}, \mathbf{H}), \]

where the function \(\mathcal{P} : \mathbb{C}^M \times \mathbb{C}^{K \times M} \to \mathcal{X}^M\) represents the precoder.

At the receiver side, we do not assume the availability of the CSI, and instead assume that in each coherence block of the channel, the constellation range and the constellation size are fed back to the users such that each user seeks to recover its intended symbol, \(s_k\), from its received signal, \(y_k\), by mapping \(y_k\) to its nearest constellation point, i.e., \(s_k = \mathcal{Q}(y_k)\).

The overall system model is shown in Fig. 1. Note that the
The concept of symbol-level precoding is considered in the earlier works [33]–[40] for the infinite-resolution case—it is adopted for the finite-resolution DAC context considered in this paper. We note here that symbol-level precoding requires transmit beamforming adaptation at the symbol rate, rather than at the timescale of channel coherence time as in the case of traditional beamforming. This translates to significantly more demanding transmit processing speed requirement.

This paper restricts attention to uncoded square QAM constellations and also explicitly designs the constellation range for one-bit symbol-level precoding. In particular, we use $N^2$-QAM constellations with the range of $c$ in each dimension and the minimum distance of $d = \frac{c}{\sqrt{N-1}}$; an example for $N = 4$ is depicted in Fig. 2. We assume a block-fading channel model in which the channel stays constant for at least a few of symbol transmissions so that the constellation range $c$ and the constellation size $N$ only need to be communicated to the receiver as preamble on a per-fading-block basis. It is emphasized that this paper considers the adaptation of the constellation range to the channel state information only, while the number of constellation points are assumed to be fixed. A complete adaptive modulation scheme in which both the constellation range to the channel state information only, while the number of constellation points are jointly optimized can be considered as future work. We also emphasize that the techniques presented in this paper pertain to uncoded transmission only. A complete characterization of the capacity and the optimal transmission strategy for the finite-resolution-input massive MIMO channel is still an open problem.

In general, for the multi-user scenario, different constellations can be designed for different users. However, similar to the references [28]–[30], this paper considers a simplified problem in which the symbols of all users come from the same constellation. This assumption may force the users with strong channels to operate below their actual capacities, but such fairness concern can be addressed by an intelligent scheduler that groups users with nearly similar channels within each time-frequency slot. For this reason, the rest of the paper assumes that all users have the same large-scale fading, i.e., $h_k \sim \mathcal{CN}(0, I)$, \(\forall k\).

The problem of interest is to design the QAM constellation range in each coherence time of the channel, and then design the transmitted signal corresponding to each symbol vector where each element of that symbol vector is chosen from the designed constellation in order to minimize the average symbol error rate. The proposed constellation range design for the multi-user scenario is based on the i.i.d Rayleigh fading channel model in which a similar large-scale fading is assumed for all the users. Generalizing this design for other channel models require further efforts and it can be considered as future work.

III. SER CHARACTERIZATION FOR SYMBOL-LEVEL PRECODING

This section provides an SER expression of a generic user in a multi-user MISO system with one-bit symbol-level precoding described in Section II in order to avoid encumbering the notation, we drop the user index, $k$, in the notations throughout this section.

Let us assume that the intended constellation point for the considered receiver is $s^i$. Due to the finite-resolution DAC constraint in one-bit precoding, the noiseless received signal, $\tilde{s}^i = \sqrt{\frac{E_s}{2}} h^H x_i$, may not exactly coincide with the intended constellation point. In this case, the received signal is $y = \tilde{s}^i + z$ and the pairwise error probability, $\Pr (s^i \rightarrow s^j)$, can be written as

$$\Pr (s^i \rightarrow s^j) \triangleq \Pr \left( \left| y - s^i \right| \geq \left| y - s^j \right| \right) \tag{a}$$

$$\Pr \left( \left| \tilde{s}^i + z - s^j \right|^2 \geq \left| \tilde{s}^i + z - s^j \right|^2 \right) \tag{b}$$

$$\Pr \left( \Re \{ \tilde{z} \} \geq \frac{|\tilde{s}^i - s^j|^2 - |s^i - s^j|^2}{2|s^i - s^j|} \right) \tag{c}$$

where $Q(u) = \frac{1}{\sqrt{2\pi}} \int_u^\infty e^{-\frac{v^2}{2}} dv$, $\tilde{z} \sim \mathcal{CN}(0, 2\sigma^2)$, $\tilde{d}_{ij} \triangleq |s^i - s^j|$, and $\bar{d}_{ij} \triangleq |s^i - s^j|$. In the above equations, (a) is obtained by substituting $y = \tilde{s}^i + z$, (b) is obtained by defining $\tilde{z} = ze^{i\angle (s^j - s^i)}$ and rearranging the inequality for $\tilde{z}$, and (c) is based on the definition of the $Q$-function.

Similar to the conventional SER analysis for a reasonable SNR range [41], the pairwise probability error of the closest neighboring constellation points in (4) can be used to tightly approximate the overall SER as

$$\text{SER} \approx \frac{1}{N^2} \sum_i \sum_{j \in \tilde{N}_i} Q \left( \frac{\bar{d}_{ij}^2 - \tilde{d}_{ii}^2}{2\tilde{d}_{ij} \sigma} \right), \tag{4}$$

where $\tilde{N}_i$ is the set of nearest constellation points to $s^i$.

The expression in (4) is complicated and is difficult to use as a metric to design the constellation range. As a result, we seek to find an upper-bound for the expression in (4). As it can be seen from Fig. 2 $d_{ii}$, $d_{ij}$, and $d_{ij}$ can be considered

![Fig. 2: An example of $N^2$-QAM constellation for $N = 4$.](image)
as three edges of a triangle, and hence by using the triangular inequality, we can write
\[
\frac{d_{ij}^2 - d_{ii}^2}{2d_{ij}} = \frac{(d_{ij} + d_{ii})(d_{ij} - d_{ii})}{2d_{ij}} \geq \frac{(d_{ij} - d_{ii})}{2d_{ij}} = \frac{d_{ij} - 2d_{ii}}{2}.
\] (5)

Now, using that \(Q(\cdot)\) is a decreasing function and \(d_{ij} = d\) for all \(j \in N_i\), where \(d\) denotes the minimum distance in the considered QAM constellation, we can write the following upper-bound on the SER expression in (4) as:

\[
\text{SER} \lesssim \sum_i g_i \frac{N^2}{2\sigma^2} Q \left( \frac{d - 2d_{ii}}{2\sigma} \right)
\] (6)

where \(g_i\) is the number of minimum-distance neighbors of the symbol \(s^i\).

The rest of the paper first considers designing the constellation range and the non-linear precoder for the single-user scenario, \(K = 1\), by minimizing the expression (6), then generalizes the proposed design to the multi-user case.

IV. CONSTELLATION RANGE DESIGN FOR SINGLE-USER SCENARIO

This section proposes an appropriate choice of constellation range, \(c\), for one-bit symbol-level precoding under a fixed MISO channel serving a single user. In order to gain insight on how to design \(c\) for one-bit precoding, we first consider designing the constellation range of symbol-level precoding with infinite-resolution DACs under instantaneous per-symbol total power constraint across the antennas, and also under instantaneous per-symbol per-antenna power constraint. The instantaneous per-symbol power constraint refers to that each precoded symbol needs to satisfy a power constraint (instead of the average power across multiple symbols.)

A. Infinite-Resolution Precoding with Total Power Constraint

Under symbol-level precoding, the transmit signal is designed as a function of the constellation point and the instantaneous channel realization. The range of the QAM constellation is an important parameter that needs to be designed to optimize performance. Assuming a square \(N^2\)-QAM and using the expression (6) as the metric for minimizing the SER with \(d = \frac{\sqrt{P}}{N-1}\) and \(d_{ii} = \|\sqrt{P/M}h^H x_i - s_i\|\), the problem of optimizing the constellation range for symbol-level precoding with infinite-resolution precoding and with instantaneous per-symbol total power constraint can be written as

\[
\min_{c \geq 0} \sum_{i=1}^{N^2} g_i \min_{\|x_i\|_2^2 \leq M} \frac{c}{N-1 - 2} \left( \sqrt{\frac{P}{M}} h^H x_i - s_i \right)^2.
\] (7)

With infinite resolution on \(x_i\), the optimal solution \(x_i\) for the inner minimization problem of (7) with fixed \(c\) is

\[
x_i = \frac{\sqrt{M}h}{\|h\|_2} \min_{\|s_i\|_2^2 \leq M} \left\{ 1, \frac{|s_i|}{\sqrt{P/\|h\|_2}} \right\} e^{\sqrt{2}s_i}.
\] (8)

Intuitively, the optimal \(x_i\) is to match the channel. With infinite resolution on \(x_i\), the precoded signal can reconstruct \(s^i\) perfectly as long as

\[
|s^i| \leq \sqrt{P}\|h\|_2.
\] (9)

By substituting this solution for all \(x_i\) in (7) and taking some simple algebraic steps, the problem (7) for designing \(c\) can be rewritten as

\[
\min_{c \geq 0} \sum_i g_i \frac{N^2}{2\sigma^2} Q \left( \frac{\sqrt{P/\|h\|_2}}{\sqrt{2}} \right).
\] (10)

In (10), the Q-function can be approximated by \(Q(x) \approx \frac{1}{2} e^{-\frac{x^2}{2}} + \frac{1}{2} e^{-\frac{3}{2}x^2}, x > 0\) \([42]\). This exponential relation between the output of the Q-function and its argument suggests that the value of the objective function in (10) is dominated by the error probability of symbols which result in the smallest argument of the Q-function. Further, since \(Q(\cdot)\) is a decreasing function, the smallest argument occurs for the furthest constellation points which have the maximum \(|s^i|\), i.e., \(\max_i |s^i| = \frac{\sqrt{2}}{\sqrt{2}}\). Therefore, it is desirable to consider designing the constellation range such that the argument of the Q-function for those furthest constellation points is maximized, i.e.,

\[
\max_{c \geq 0} \left\{ \frac{c}{N-1} - 2\max_i \left\{ \frac{c}{\sqrt{2}} - \sqrt{P}\|h\|_2 \right\} \right\}.
\] (11)

The objective function of (11) is a piecewise linear function of \(c\) and the optimal solution for that, \(c^{\star}_{\inf,t}\), can be calculated as

\[
c^{\star}_{\inf,t} = \sqrt{2P}\|h\|_2.
\] (12)

This result has the following interpretation. As mentioned earlier, with infinite-resolution symbol-level precoding under instantaneous total power constraint, we can construct any point in the complex plane inside a circle centered at the origin of the complex plane with radius \(\sqrt{P}\|h\|_2\) exactly as the noiseless received signal. The \(\sqrt{2}\) factor comes from the fact that the distance of the furthest constellation point from the origin for a square constellation is \(\frac{\sqrt{2}}{\sqrt{2}}\). The expression in (12) suggests that we should increase the range of the constellation, \(c\), as much as possible subject to the constraint that the furthest constellation point can be constructed by symbol-level precoding. In other words, the furthest constellation points should be designed to be at the distance of \(\sqrt{P}\|h\|_2\) from the origin.

The constellation range in (12) is a function of the channel realization, \(h\). This means that \(c^{\star}_{\inf,t}\) should adapt to the realization of the channel in each coherence time. However, for large-scale antenna arrays, it is possible to show that \(\|h\|_2\) can be well approximated by a constant \(\sqrt{M}\). This phenomenon, called channel hardening in massive MIMO literature \([31]\), suggests that for large \(M\) we can approximate

\[
c^{\star}_{\inf,t} \approx \sqrt{2P}\|h\|_2.
\] (13)

without significant performance degradation. By this design, the constellation range is a function of the path-loss only and not specific Rayleigh fading component of \(h\).
B. Infinite-Resolution Precoding with Per-Antenna Power Constraint

This paper eventually considers a one-bit precoder for which every antenna has the same transmit power, so as an intermediate step, it is worth considering infinite-resolution precoding with per-antenna power constraint rather than total power constraint. In this case, the normalized transmitted signal of each antenna should satisfy $|x_m| \leq 1$.

Fixing $h$, we claim that the complex numbers that can be realized with $\sqrt{\frac{P}{M}} h^H x$ under the constraints $|x_m| \leq 1, \forall m$, are exactly all the points inside a circle centered at the origin of the complex plane, but with a reduced radius as compared to the total power constraint case. To show this, let us consider the following optimization problem:

$$
\min_{|x_m| \leq 1, \forall m} \left| \sqrt{\frac{P}{M}} h^H x - s \right|. \tag{14}
$$

The optimal solution for $x$ in (14) is given as

$$
x_m = \min \left\{ \sqrt{\frac{M}{P \|h\|_1}} |s|, 1 \right\} e^{i(\angle h_m + \angle s)}, \forall m, \tag{15}
$$

where $h_m$ is the $m^{th}$ element of $h$. Now by substituting (15) into the objective function of (14), we can see that only for complex numbers $s$ inside a circle of $|s| \leq \sqrt{\frac{P}{M} \|h\|_1}$, it is possible to realize $s$ exactly. We denote the radius of this circle by

$$
r^* = \sqrt{\frac{P}{M} \|h\|_1}. \tag{16}
$$

We remark that $r^*$ is also the largest range of $\sqrt{\frac{P}{M}} h^H x$, i.e.,

$$
r^* = \max_{|x_m| \leq 1, \forall m} \left| \sqrt{\frac{P}{M}} h^H x \right|. \tag{17}
$$

This interpretation will be useful in the constellation range design for one-bit precoding.

Using a similar argument as in Section IV-A, it can be shown that the optimal constellation range for minimizing the SER is the largest constellation range such that all the constellation points can be constructed accurately. Therefore, the furthest constellation point, which is at the distance $\frac{\sqrt{2}}{\sqrt{M}}$ for a square constellation, should be at a distance $r^*$ from the origin, yielding that the optimal constellation range is

$$
c_{\text{inf,p}}^* = \sqrt{\frac{2P}{M} \|h\|_1}. \tag{18}
$$

For the considered channel model in which each element of the channel vector has an i.i.d Gaussian distribution, i.e., $h_j \sim \mathcal{CN}(0, 1)$, we have $\mathbb{E} \{ |h_j| \} = \sqrt{\pi/4}$. Now, using the law of large number in the large-scale antenna array limit when $M \to \infty$, we can write $\frac{\|h\|_1}{\sqrt{M}} \to \sqrt{\pi/4}$. Therefore, in systems with massive antenna arrays, it is possible to approximate $\frac{\|h\|_1}{\sqrt{M}}$ as $\sqrt{(\pi/4)M}$. This result can be used to further simplify the constellation range expression in (18) as

$$
c_{\text{inf,p}}^* \underset{M \to \infty}{\approx} \sqrt{\pi/4} \sqrt{2PM}. \tag{19}
$$

It can be seen from (13) and (19) that the ratio between the constellation ranges in infinite-resolution precoding under total power constraint and under per-antenna power constraint in the massive MIMO limit converges to a constant:

$$
\frac{c_{\text{inf,p}}^*}{c_{\text{inf,t}}^*} \to \sqrt{\pi/4}, \quad \text{as } M \to \infty, \tag{20}
$$

i.e., under the per-antenna power constraint, the constellation size should be reduced by about 88% in order for the symbol-level precoder to be able to synthesize the constellation point.

C. One-Bit Precoding

We now consider one-bit symbol-level precoding where $x \in \mathcal{X}^M$ in which $\mathcal{X} = \left\{ \frac{1}{\sqrt{2}} (\pm 1 \pm i) \right\}$. Unlike the infinite-resolution case, the realizations of $\sqrt{\frac{P}{M}} h^H x$ is no longer a continuum. Thus, it is no longer always true that all constellation points can be constructed exactly at the transmitter. Nevertheless, as long as the reconstruction error is sufficiently small (e.g., below the noise level), one-bit precoding can still provide good performance.

To gain some intuition, Fig. 3 is a scatter plot of all $4^M$ possible realizations of $\sqrt{\frac{P}{M}} h^H x$ for the case of $M = 8$ antennas for a fixed $h$. It can be seen that all these points are confined in a circle centered at the origin, yet the radius of the circle in which these points concentrate is further reduced as compared to the infinite-resolution cases discussed earlier.

This paper aims to make a case that similar to the infinite-resolution case, i.e., (17), if the constellation range is designed such that the furthest constellation point is located at $\bar{r}^*$, where

$$
\bar{r}^* = \max_{x \in \mathcal{X}^M} \left| \sqrt{\frac{P}{M}} h^H x \right|, \tag{21}
$$

then all the constellation points can be reconstructed accurately. This is clearly a necessary condition for constellation range. But, as shown numerically later in the paper, when the number of transmit antennas $M$ is large, this is also a sufficient condition, i.e., an appropriate one-bit precoding design can approach any complex number inside the circle with radius $\bar{r}^*$ with negligible error.

Following this design strategy, the constellation range design problem for one-bit precoding can be written as

$$
c_{\text{1-bit}}^* = \sqrt{2} \max_{x \in \mathcal{X}^M} \left| \sqrt{\frac{P}{M}} h^H x \right|. \tag{22}
$$

The numerical evaluation of the above maximization is, unfortunately, difficult. Instead of solving this problem directly, this paper proposes to reduce the constellation range for one-bit precoding (which automatically satisfies per-antenna power constraint) as compared to infinite-resolution precoding with per-antenna power constraint by a constant factor. The following result [43] helps us identify such a factor.

Consider the following optimization problem

$$
\max_x x^H Ax \tag{23a}
$$

s.t. $x_m \in \mathcal{F}_q, \forall m, \tag{23b}$
This section proposes a practical algorithm for designing the single-user one-bit symbol-level precoder, or equivalently the normalized transmitting signal, \( x_i \), corresponding to each symbol, \( s_i \), assuming fixed constellation range \( c \). Using (6) as the SER metric, it can be seen that the only term that contributes significantly to the error is the MSE. For a randomly generated fixed \( h \), Fig. 3 plots all \( 4^M \) possible realizations of \( h^H x \). As Fig. 3 also plots two circles: a dashed black circle with radius of \( c^*_{\text{inf}} = \sqrt{2P} \|h\|_2 \) and a solid red circle with the radius of \( \sqrt{2/\pi c^*_{\text{inf}}} \), where the latter is the proposed value for \( c^*_{\text{inf}} \). It can be seen visually that almost all the realizations of \( h^H x \) are located inside the solid red circle suggesting that the proposed design is a necessary condition for constellation range.

To see that the proposed design is also a sufficient condition for constellation range, let us define the mean squared error (MSE) as

\[
\text{MSE}(s) = \mathbb{E}_h \left\{ \left| \sqrt{\frac{P}{\pi}} h^H x - s \right|^2 \right\},
\]

and the parameter

\[
\gamma = \frac{|s|}{\sqrt{P\|h\|_2^2}}.
\]

Fig. 4 plots the average MSE against the parameter \( \gamma \) over \( 10^3 \) channel realizations. The precoder \( x \in \mathcal{X}^M \) is found by exhaustive search in order to minimize the squared error for given \( s \) and \( h \). It can be seen from Fig. 4 that there is a phase transition around \( \gamma_{\text{th}} = \sqrt{2/\pi} \approx 0.8 \) before which the MSE is very small, while the MSE starts to increase significantly after \( \gamma_{\text{th}} \). This means that any complex number inside the circle with radius \( c^*_{\text{inf}} = \sqrt{2/\pi} \sqrt{2P} \|h\|_2 \) can be realized accurately, while it is infeasible to do so for complex numbers outside of that circle, thereby justifying the choice \( c^*_{\text{inf}} \).

Fig. 4: The MSE versus \( \gamma \) for a system with \( M = 8 \) and \( P = 4 \). There is a phase transition at \( \gamma_{\text{th}} = \sqrt{2/\pi} \approx 0.8 \).
depends on the precoder for a fixed constellation is 
\[ d_{ii} = \left| \sqrt{\frac{P}{M}} h^H x_i - s^i \right|. \]
Since the Q-function is a decreasing function, the transmit signal design problem for the \( i \)-th symbol can be written as
\[ x^*_i = \arg\min_{x_i \in \mathcal{X}} \left| \sqrt{\frac{P}{M}} h^H x_i - s^i \right|. \] (29)
Solving this optimization problem is hard due to the combinatorial nature of its constraints. Here, we seek to find a good solution for (29) with low complexity.

Toward this aim, we observe that for a fixed channel \( h \), the possible realizations of \( h^H x \), when \( x \in \mathcal{X}^M \), are densely distributed close to the origin; an example for \( M = 8 \) is depicted in Fig. 3. This observation suggests that if we can choose the transmitting signal across a suitably chosen subset of antennas in a greedy fashion so as to bring the residual to be small, then we can use exhaustive search at the remaining (e.g. 8) antennas to drive the residual very close to zero. Based on this, we propose the following two-step algorithm to find a reasonable solution for (29).

- **Step 1:** Use an iterative greedy approach to bring the residual close to zero by designing the precoded signal at a suitably chosen subset of \( M_1 = M - M_2 \) antennas where \( M_1 \gg M_2 \). In particular, at each iteration, the algorithm selects one antenna and its corresponding transmitting signal to minimize the norm of the residual. This procedure is executed until the transmitting signals for the antennas are all determined.

- **Step 2:** Design the transmitting signals of the other \( M_2 \) antennas to further approximate the desired signal by performing an exhaustive search. Note that the exhaustive search is feasible as \( M_2 \ll M \).

The mathematical details of the above two-step algorithm are illustrated in Algorithm 1. The overall computational complexity of the algorithm is \( O(MM_1) + O(4M_2) \), where the first and the second terms correspond to the first and the second steps of the proposed algorithm, respectively. In our numerical results, we observe that \( 5 \leq M_2 \leq 10 \) is a reasonable range of choices for \( M_2 \) which provides good performance with reasonable computational complexity.

VI. CONSTELLATION RANGE AND ONE-BIT PRECODING DESIGN FOR MULTI-USER SCENARIO

This section generalizes the proposed designs for the QAM constellation range and the transmitting signals in Section IV and Section V from the single-user scenario to the multi-user scenario.

A. Constellation Range Design

When a multi-antenna BS serves multiple users at the same time, the constellation range depends not only on the channel, but also on the number of users \( K \) being served simultaneously and the constellation size. This section provides an analysis of the optimal constellation range in the massive MIMO regime under multi-user symbol-level precoding. We begin by considering the infinite-resolution ZF scheme with per-symbol total power constraint across the antennas.

### Algorithm 1 Single-User Transmitting Signal Design

**Inputs:** \( P, M, h, s^i \)

**Step 1:**
- Initialize the residual as \( s_r = s^i \) and define the set \( J = \{1, \ldots, M\} \).
- For \( j = 1 \to M_1 \)
  - \( (j^*, x^*) = \arg\min_{j \in J, x \in \mathcal{X}} \left| s_r - \sqrt{\frac{P}{M}} h_j^H x \right| \),
  - \( x_{j^*} = x^* \),
  - \( J = J \setminus j^* \),
  - \( s_r = s_r - \sqrt{\frac{P}{M}} h_{j^*}^H x_{j^*} \).
- End for

**Step 2:**
- Use the exhaustive search method to solve problem
  \[ \min_{x_j \in \mathcal{X}, \forall j \in J} \left| s_r - \sqrt{\frac{P}{M}} \sum_{j \in J} h_j^H x_j \right|. \]

Fixing a channel realization \( H \), the ZF precoding vector can be found by solving the following optimization problem which illustrates the minimum required power so that the noiseless received signal of each user is exactly equal to its intended signal, namely,
\[ \min_{x} ||x||_2^2 \quad \text{s.t.} \quad \sqrt{\frac{P}{M}} H x = s. \] (30a)
\[ \text{This problem is convex and its optimal solution is given by} \]
\[ x^* = \sqrt{\frac{M}{M}} H^H (HH^H)^{-1} s. \] (31)

The constellation range should be designed such that for a vector of intended constellation points, \( s = [s_1, \ldots, s_K] \), the normalized transmitted signal satisfies \( ||x^*||_2^2 \leq M \). This is equivalent to
\[ s^H (HH^H)^{-1} s \leq P. \] (32)

Now using the pseudo-orthogonal property of the channels of different users in the large-scale massive MIMO regime, we can approximate \( (HH^H)^{-1} \) with a diagonal matrix in which the \( k \)-th diagonal element is \( \frac{1}{\lambda_k} \). By approximating \( (HH^H)^{-1} \) with that diagonal matrix, the inequality (32) can be rewritten as
\[ \sum_{k=1}^{K} \frac{|s_k|^2}{\lambda_k} \leq P. \] (33)

This constraint can be further simplified by taking advantage of the channel hardening phenomenon in the massive MIMO regime that allows the approximation \( ||h_k||_2^2 \approx M \) for all \( k \) as
\[ \sum_{k=1}^{K} |s_k|^2 \leq PM. \] (34)

The constellation range design problem is then to choose the range \( c \) so that the above constraint is satisfied for most realizations of \( (s_1, s_2, \ldots, s_K) \) if they are within the range.

Consider a particular user \( k \) whose intended signal \( s_k \) is selected in an independent and identically distributed (i.i.d.)
fashion from an $N^2$QAM constellation with range $c$. A routine calculation shows that

$$\mu_s = \mathbb{E} \left\{ |s_k|^2 \right\} = \frac{N + 1}{6(N - 1)} c^2,$$

and

$$\sigma_s^2 = \mathbb{E} \left\{ (|s_k|^2 - \mu_s)^2 \right\} = \frac{(N + 1)(N^2 - 4)}{90(N - 1)^3} c^4.$$  

(35)

(36)

When a large number of users are precoded together, by the central limit theorem, we have that

$$\sqrt{K} \left( \frac{1}{N} \sum_{k=1}^{K} |s_k|^2 - \mu_s \right) \rightarrow \mathcal{N} \left( 0, \sigma_s^2 \right).$$

(37)

The optimal constellation range for ZF precoding is the maximum range $c$ such that the precoded signal almost always satisfies the per-symbol power constraint, i.e., (34). In this paper, we propose to design $c$ so that the mean of $\sum_{k=1}^{K} |s_k|^2$ in (34) is within two standard deviation from the constraint $PM$. This ensures that (34) is satisfied with high probability. Using (37) and the properties of the Gaussian distribution, this design goal of $K\mu_s + 2\sqrt{K}\sigma_s = PM$ yields that

$$c_{ZF}^2 = \sqrt{\frac{2PM}{f(K,N)}},$$

(38)

where

$$f(K,N) = K \frac{N + 1}{3(N - 1)} + 2 \frac{K(N + 1)(N^2 - 4)}{22.5(N - 1)^3}.$$  

(39)

Comparing the constellation range design of the infinite-resolution ZF for the multi-user scenario with that of the single-user case considered in Section V, i.e., (38) vs (13), it can be seen that there is an extra scaling factor $\sqrt{\frac{1}{f(K,N)}}$ in the constellation range expression when a massive MIMO BS simultaneously serves large number of users.

Finally, we consider the constellation range design for the one-bit precoding case. Inspired by the form of (38), this paper proposes to multiply the same scaling factor $\sqrt{\frac{1}{f(K,N)}}$ to our proposed single-user constellation range design for one-bit precoding in (26) to account for the effect of serving multiple users, i.e.,

$$c_{1\text{-bit}} = \sqrt{\frac{2\pi}{\mathbb{E}}} \sqrt{\frac{2PM}{f(K,N)}},$$

(40)

Numerical results are presented later in the paper to show that this is an appropriate design.

### B. One-Bit Precoding Design

We now present a practical algorithm for one-bit symbol-level precoder design for the multi-user MISO system. In the multi-user scenario where the intended symbol of each user is selected from a square $N^2$QAM constellation, the vector of intended symbols has $N^{2K}$ choices. For each choice of $s^i$ where $i \in \{1, \ldots, N^{2K} \}$, we seek to design the normalized transmitting signal $x_i$ to minimize the average user SER, mathematically,

$$\min_{x_i \in \mathcal{X}^M} \sum_{k} g_k \frac{d_{1\text{-bit}} - 2 \left| \frac{\mathbb{E} h_k^H x_i - s_k^i}{2\sigma} \right|}{N^2},$$

(41)

where $d_{1\text{-bit}} = c_{1\text{-bit}}$ and $s_k^i$ is the $k$th element of $s^i$. Instead of tackling the problem in (41), due to the rapidly decreasing shape of the Q-function, we can consider the following optimization problem

$$\min_{x_i \in \mathcal{X}^M} \left\| \sqrt{\frac{\mathbb{E}}{M}} H x_i - s^i \right\|_{\infty},$$

(42)

which minimizes the maximum approximation error across all the users. For solving this problem, we use a generalization of the two-step algorithm proposed in Section V for the single-user case.

The proposed two-step approach is summarized in Algorithm 2. Specifically, the first step of the proposed algorithm seeks to bring the residual vector close to the origin, i.e., minimize the 2-norm of the residual symbol vector, by choosing the transmit values over a subset of $M_1$ antennas in a greedy fashion. In the second step of the algorithm, exhaustive search is performed over the remaining $M_2 = M - M_1$ antennas to minimize the maximum deviation from the residual symbols, i.e., to minimize the $\infty$-norm of the residual symbol vector. The rational behind minimizing the 2-norm in the first step is that the realizations of $\sqrt{\frac{\mathbb{E}}{M}} H x$ for $x \in \mathcal{X}^M$ are distributed densely close to the origin which means that the vectors with smaller 2-norm are surrounded by more realizations. Therefore, it is expected that the second step of the algorithm achieves a better performance if the residual symbol vector that is passed to it as an input has a smaller 2-norm.

The computational complexity of the first and the second steps of Algorithm 2 are $O(KM_1)$ and $O(KM_2)$, respectively. Simulation results presented in Section VII show excellent numerical performance of the algorithm with reasonable complexity.

---

**Algorithm 2 Multi-User Transmitting Signal Design**

**Inputs:** $P$, $M$, $H$, $s^i$

**Step 1:**

Initialize the residual symbol vector as $s_r = s^i$, define the set $\mathcal{J} = \{1, \ldots, M\}$, and denote the $j^{th}$ column of $H$ by $h_j$.

for $j = 1 \rightarrow M_1$

$$\begin{align*}
(j^*, x^*) &= \arg \min_{j \in \mathcal{J}, x \in \mathcal{X}} \left\| s_r - \frac{\mathbb{E}}{M} h_j x \right\|_2, \\
x_{j^*} &= x^*, \\
\mathcal{J} &= \mathcal{J} \setminus j^*, \\
s_r &= s_r - \frac{\mathbb{E}}{M} h_j x_{j^*},
\end{align*}\)**

end for

**Step 2:**

Use the exhaustive search method to solve problem

$$\min_{x_j \in \mathcal{X}, j \in \mathcal{J}} \left\| s_r - \frac{\mathbb{E}}{M} \sum_{j \in \mathcal{J}} h_j x_j \right\|_{\infty}.$$
C. Performance Gap of One-Bit Precoding vs. Infinite-Resolution ZF

For infinite-resolution ZF under the instantaneous power constraint with the constellation range designed as (38), since almost surely the constellation points can be reconstructed exactly, the symbol error rate simply scales with the minimum distance as follows:

$$\text{SER} = \hat{g}_N Q \left( \frac{d}{2\sigma} \right),$$

(43)

where $$\hat{g}_N = 4 (1 - \frac{1}{N})$$ is the average number of nearest neighbors in the symbol constellation, and $$d$$ is the minimum distance in the constellation, which can be expressed as:

$$d_{\text{ZF}}^* = \frac{c_{\text{ZF}}^*}{N-1} = \sqrt{\frac{2PM}{\hat{f}(K,N)}},$$

(44)

where $$\hat{f}(K,N) = (N-1)^2 f(K,N)$$.

In the one-bit precoding scheme, there is no guarantee that the noiseless received signals can exactly realize the intended symbols. However, if we design the constellation range carefully so that the one-bit precoder can approximate the noiseless receive signals to be very close to the intended signals, then the term $$2 d_{\ell_1}$$ in (6) is negligible as compared to the minimum distance $$d$$, and we can tightly approximate the SER of the proposed scheme using the same equation as (43) with

$$d_{1\text{-bit}} = \frac{c_{1\text{-bit}}^*}{N-1} = \sqrt{\frac{2PM}{\hat{f}(K,N)}},$$

(45)

This suggests that the one-bit precoding scheme requires about $$10 \log_{10} \frac{1}{2\pi} \approx 2$$ dB more power than the conventional ZF to achieve the same performance in the massive MIMO regime. The simulation results of this paper indeed show this 2 dB gap under the proposed constellation range design, thereby verifying that the proposed design is a reasonable one.

We can also characterize the performance gap of one-bit precoding and conventional ZF in terms of the number of extra antennas that would need to be added to one-bit precoding in order to achieve the same performance as conventional ZF. Using (45), it can be seen that

$$M_{1\text{-bit}} = \frac{1}{2\pi} M_{\text{ZF}} \approx 1.57 M_{\text{ZF}}.$$  

(46)

This means that one-bit precoding with about 50% more number of antennas can achieve the same performance as infinite-resolution ZF precoding under the same instantaneous per-symbol power constraint.

It is worth mentioning that although the above discussion pertains to the multi-user case, since the same constellation range design, i.e., $$c_{1\text{-bit}}^* = \sqrt{2/\pi} c_{\text{inf}}$$ is used for the single-user case, the performance gap between the infinite-resolution precoding with per-symbol total power constraint and the proposed one-bit precoding design for the single-user case is also about 2 dB, which again translates to requiring about 50% more antennas for one-bit precoding to achieve the same performance as infinite-resolution precoding.

VI. SIMULATION RESULTS

In this section, we present numerical simulation results to support the proposed design methodology for constellation range and to evaluate the performance of the proposed algorithm for one-bit symbol-level precoding for both single-user and multi-user scenarios.

A. MSE Analysis for Constellation Range Design

First, we show that the constellation range design proposed in Section IV-C for the single-user case, which sets $$c_{1\text{-bit}}^* = \sqrt{2/\pi} \sqrt{2P} ||h||_2$$ is nearly optimal. Consider a BS with $$M$$ antennas serving one user by transmitting symbols from a 16-QAM constellation with constellation range of $$c$$. We evaluate the average MSE defined in (27) against the parameter

$$\lambda = \frac{c}{\sqrt{2P} ||h||_2},$$

(47)

where the average is over the channel realizations and one-bit precoding is performed using Algorithm 1. The transmit power is set to $$P = 1$$. The number of antennas $$M$$ ranges from 128 to 1024. Note that $$M_2$$ is set to 8 in all cases in order to keep the complexity manageable.

Fig. 5 shows that there is a sharp phase transition in MSE for both infinite-resolution and one-bit precoding. The phase transition occurs at about $$\lambda = 1$$ for infinite-resolution precoding with instantaneous per-symbol total power constraint, thus verifying the constellation range design (12), i.e., $$c_{\text{inf}}^* = \sqrt{2P} ||h||_2$$. For one-bit precoding, the phase transition occurs at about $$\lambda = \sqrt{2/\pi} \approx 0.8$$, thus verifying the constellation range design (26), i.e., $$c_{1\text{-bit}}^* = \sqrt{2/\pi} \sqrt{2P} ||h||_2$$ even with the proposed low-complexity practical one-bit precoding algorithm.

In Fig. 5 the MSE for the values of $$\lambda$$ smaller than the phase transition point indicates the quality of the one-bit precoder design. One may ask whether the MSE achieved by the proposed one-bit precoding is sufficiently small so that it does not significantly degrade the SER performance. The
answer is affirmative under typical system parameter ranges. Fig. 3 suggests that for the transmit power budget $P = 1$ the MSE about $10^{-5}$ can be achieved by the proposed algorithm. Since the MSE scales with the power budget, the MSE of the proposed algorithm with the power budget $P$ is about $10^{-5}P$. Using the SER expression in (6) and observing that the MSE is nearly uniform for all symbols before the phase transition, it can be shown that

$$\text{SER} \approx \bar{g}_N Q \left( \frac{c_{1\text{-bit}}}{2\sigma(N-1)} - \frac{\sqrt{\text{MSE}}}{\sigma} \right). \quad (48)$$

For the typical operating regime of SER (e.g. $10^{-3} - 10^{-6}$), the contribution of the second term in the $Q$-function can be ignored if it is at least one order of magnitude smaller than the first term, i.e.,

$$0.1 \frac{c_{1\text{-bit}}}{2\sigma(N-1)} \leq \frac{\sqrt{\text{MSE}}}{\sigma}. \quad (49)$$

For $\text{MSE} = 10^{-5}P$ and $c_{1\text{-bit}} = \sqrt{2/\pi}\sqrt{2P}\|h\|_2 \approx 0.8\sqrt{2PM}$, this condition translates to an upper-bound on the number of constellation points as:

$$N \leq 17.9\sqrt{M} + 1. \quad (50)$$

This condition is clearly satisfied in a typical single-user MISO system, with for example 128 antennas and with constellation size at most $N^2 = 2^{12}$. Therefore, the MSE of the proposed one-bit precoding has negligible influence on the SER in such a system.

Next, we show that the constellation range design for the multi-user case proposed in Section VI-A which sets $c_{1\text{-bit}} = \sqrt{2/\pi}\sqrt{2PM/4(K,N)}$ is also nearly optimal. Toward this aim, we consider a 8-user system with transmit power $P = 1$ and 16-QAM signaling, i.e., $N = 4$. We then vary the constellation range of 16-QAM constellation and plot the average MSE, which for the multi-user setup is defined as

$$\text{MSE}(s) = E_{\mathbf{H}} \left\{ \left| \frac{\mathbf{P}}{\mathbf{M}} \mathbf{Hx} - s \right|^2 \right\}, \quad (51)$$

against the parameter $\lambda$ defined as

$$\lambda = \frac{c}{\sqrt{2PM/4(K,N)}}. \quad (52)$$

Fig. 6 shows that for the multi-user scenario, there is a phase transition at $\lambda$ very close to 1 for infinite-resolution ZF precoding, and $\sqrt{2/\pi} \approx 0.8$ for one-bit precoding, respectively. This verifies our design choices (38) and (40), i.e., $c^*_{\text{ZF}} = \sqrt{2PM/4(K,N)}$ and $c_{1\text{-bit}} = \sqrt{2/\pi}\sqrt{2PM/4(K,N)}$.

B. SER Analysis for One-Bit Precoding Design

We now evaluate the SER performance of the proposed one-bit precoding scheme. In the following simulations, the performance of different methods are evaluated using the empirical average SER of the users calculated by averaging the SER over $10^4$ channel realizations and in each realization 200 symbols are transmitted, i.e., the coherence time of the channel is 200 symbol transmissions. Further, the signal-to-noise ratio is defined as $\text{SNR} = 10\log_{10} \left( \frac{P}{\sigma^2} \right)$.

First, we evaluate a single-user communication setup with 256-QAM, i.e., $N = 16$. We set the parameter $M_2 = 8$ in the proposed one-bit precoding algorithm. The BS is assumed to be equipped with $M = 256$ antennas. In Fig. 7 we show the performance of the proposed one-bit precoding method with different constellation range designs is compared to the infinite-resolution precoding benchmark with per-symbol power constraint and constellation range of $c = \sqrt{2P}\|h\|_2$. It can be seen from Fig. 7 that the constellation range of $\sqrt{2/\pi} \approx 0.8c$ achieves the overall best performance, justifying our proposed design (26) for one-bit precoding.
Fig. 8: Average SER versus the number of antennas, $M$, for different methods in a single-user MISO system with SNR $= -4$dB and $N = 4$.

Fig. 9: Average SER versus SNR for different methods in an 8-user MISO system with $M = 512$ and $N = 4$.

This paper considers the one-bit symbol-level precoding architecture for a downlink massive MIMO system. First, we consider the problem of designing the QAM constellation range and the precoder for the single-user scenario in order to minimize the SER. We propose to set the QAM constellation range of one-bit precoding as the optimal constellation range of infinite-resolution precoding reduced by the factor of $\sqrt{2/\pi}$ or about 0.8. We then propose a two-step heuristic algorithm to design the precoder, which enjoys a low complexity and exhibits excellent numerical performance. We also generalize the proposed designs for the multi-user scenario. In particular, we first propose constellation range design for the infinite-resolution ZF case then further scale it by $\sqrt{2/\pi}$ for the one-bit precoding case. Finally, we analytically study the performance of the proposed scheme and show that for large-scale antenna arrays, there is a 2dB gap between the proposed design and the conventional ZF scheme with per-symbol power constraint. The simulation results verify that the proposed design can achieve a promising performance for large-scale antenna arrays with low-resolution DACs.
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