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Abstract

Semi-Supervised Learning (SSL) has shown its strong ability in utilizing unlabeled data when labeled data is scarce. However, most SSL algorithms work under the assumption that the class distributions are balanced in both training and test sets. In this work, we consider the problem of SSL on class-imbalanced data, which better reflects real-world situations. In particular, we decouple the training of the representation and the classifier, and systematically investigate the effects of different data re-sampling techniques when training the whole network including a classifier as well as fine-tuning the feature extractor only. We find that data re-sampling is of critical importance to learn a good classifier as it increases the accuracy of the pseudo-labels, in particular for the minority classes in the unlabeled data. Interestingly, we find that accurate pseudo-labels do not help when training the feature extractor, rather contrariwise, data re-sampling harms the training of the feature extractor. This finding is against the general intuition that wrong pseudo-labels always harm the model performance in SSL. Based on these findings, we suggest to re-think the current paradigm of having a single data re-sampling strategy and develop a simple yet highly effective Bi-Sampling (BiS) strategy for SSL on class-imbalanced data. BiS implements two different re-sampling strategies for training the feature extractor and the classifier and integrates this decoupled training into an end-to-end framework. In particular, BiS progressively changes the data distribution during training such that in the beginning the feature extractor is trained effectively, while towards the end of the training the data is re-balanced such that the classifier is trained reliably. We benchmark our proposed bi-sampling strategy extensively on popular datasets and achieve state-of-the-art performances. Code is available at https://github.com/TACJu/Bi-Sampling.

1. Introduction

Deep neural networks [10, 20, 23] have revolutionised numerous fields in recent years and achieved huge success due to the existence of many high-quality, large-scale labeled datasets [18, 24]. Yet, collecting large amounts of labeled data is expensive and sometimes even impossible in some scenarios due to the labor-intensive annotation along with experts knowledge requirement. For example, labeling large-scale, long-range video sequential [1] for video classification task and medical datasets [12, 33] which requires experts involved to develop algorithms for detecting tumors might be two examples to well illustrate the high cost needed for annotating these datasets. In contrast, unlabeled data are usually much easier to acquire and can also be exploited to improve model performance.

A powerful approach for training models on large amounts of data with only part of it being labeled is semi-supervised learning (SSL). However, most existing works in SSL [3, 4, 28] work under the assumption that both labeled and unlabeled data have a balanced class distribution, i.e., each class has roughly the same number of samples (Figure 1 Left). SSL methods are effective under this assumption but have not been thoroughly evaluated when this assumption does not hold.

In contrast, compared to well-curated vision datasets which exhibit uniform distributions of class labels, real-world data usually has skewed distributions with a long tail, where a few classes (a.k.a. head classes) have most of the data points, while many classes (a.k.a. tail classes) only have rarely few samples (Figure 1 Middle). It has been widely observed [29, 34] that models directly trained on such long-tailed distributions are biased towards head classes and away from tail classes thus we need to balance the bias. A simple yet efficient idea for tackling long-tailed distributions is re-sampling, i.e. sampling more data from the tailed classes to account for their scarcity. Effects of different degrees of re-sampling strength have been studied in previous works [21, 27] and thus result in different re-sampling strategies. Recent works [13, 35] point out that in the supervised setting, it is better to first train the feature extractor and classifier jointly without any re-sampling strategy followed by only fine-tuning the classifier with re-sampling strategies. This process is called decoupling since it suggests that learning representation and classifier re-
Figure 1. **Left**: Data distribution of general semi-supervised learning. **Middle**: Data distribution of imbalanced classification. **Right**: Data distribution of imbalanced semi-supervised learning where both labeled and unlabeled sets are class-imbalanced but test sets are balanced.

quires different balancing strategies.

While the aforementioned methods have greatly improved the model performance when facing imbalanced data in a fully supervised setting, semi-supervised learning on imbalanced data has not been a lot of attention yet. In fact, in a semi-supervised learning setting, balancing the skewed data distribution becomes even more challenging because most of the data is not labelled and the pseudo labels generated by SSL algorithms are unreliable. A few recent works [11,14,30] tackle this problem in a joint learning manner and find out that these pseudo labels are biased towards head classes and subsequent training with such problematic pseudo labels may even intensify the bias which further degrades the model performance. However, they do not decouple the learning process and thus fail to analyze the effect of balancing strategies for the classifier and the feature extractor individually. As a result, all prior works only use a single fixed balancing strategy during the whole training process which is shown to be sub-optimal in our experiments.

In this paper, we investigate SSL in the context of long-tailed data distribution where both labeled and unlabeled data have the same imbalanced class ratio (Figure 1 Right). We conduct the first systematic study of different re-sampling strategies for SSL when training feature extractor and classifier jointly, as well as in a decoupled learning scheme, where we fine-tune the classifier of jointly trained models with a different re-sampling strategy. Interestingly, we find out that though producing much more biased pseudo labels for unlabeled data, models trained without re-sampling learn the best feature representation and get top performance after fine-tuning a class-balanced classifier.

This phenomenon indicates that re-sampling actually harms the learning of representations thus suggesting that different sampling strategies are required for training the representation and classifier. Based on that finding, we develop a novel yet simple two-sampler method named BiS which helps the model to first learn a good representation and then gradually transfer its focus to obtain a more balanced classifier that can be trained in an end-to-end manner. To be specific, two data samplers with different re-sampling strategies construct the training batches of the model together where the sample ratio of the two data samplers progressively changes during the training process. Extensive experiments on CIFAR-10 and CIFAR-100 datasets are conducted to evaluate our method under different experimental settings (e.g. various unlabeled data ratio and imbalanced data ratio) where our method shows consistent improvements compared to previous state-of-the-art methods.

In summary, we make following contributions in this paper:

1. We systematically analyze the effect of different re-sampling strategies for SSL on class-imbalanced data in a joint and a decoupled network training scenarios.

2. We find that the biased pseudo labels produced by SSL algorithms do harm the classifier, but do not harm the capabilities of the feature extractor, on the contrary, re-sampling reduces the quality of the feature representations.

3. Our experimental findings enable us to develop a novel training strategy called Bi-Sampling (BiS), which integrates two different re-sampling strategies for training the feature extractor and the classifier into a uniform end-to-end framework. Models trained with BiS achieve state-of-the-art performances on all imbalanced semi-supervised benchmarks.

2. Related Works

2.1. Semi-supervised learning

Semi-supervised learning aims at learning from both labeled data and unlabeled data. Many of existing meth-
ods [3, 4, 28] use pseudo labeling and consistency regularization. In particular, pseudo labeling [17, 22] leverages the idea of using the model itself to produce ‘hard’ artificial labels for unlabeled data. A manual threshold is adopted to decide whether to retain the artificial labels or not. This idea is closely related to entropy minimization [9, 25] which encourages the model predictions to be low-entropy (i.e. high confidence) on unlabeled data. Consistency regularization [2, 26] relies on the assumption that the model should output similar predictions when fed perturbed versions of the same image. The state-of-the-art SSL algorithm FixMatch [28] integrates these basic techniques all and achieves excellent results. However, all of the aforementioned works assume that the labeled data and unlabeled data share the same uniform distribution. In a class-imbalanced setting [14, 30] the pseudo labels are significantly biased and therefore in this work we analyze the effect of this phenomenon.

2.2. Class-imbalanced supervised learning

Class-imbalanced supervised learning has drawn increasing attention due to its relevance in real-world applications. Recent studies have mainly pursued three directions: re-sampling [13, 35], re-weighting [5, 8] and transfer learning [15, 19]. Re-sampling methods manually sample the data according to a pre-defined distribution to get a more balanced training set and re-weighting methods assign higher weights to tail classes instances to balance the overall contribution while transfer learning aims at transferring knowledge from head classes to tail classes. Recent work [13] shows that in a decoupled learning scenario, a simple re-sampling strategy can achieve state-of-the-art performance compared to more complicated counterparts. However, these methods highly rely on the labels of the data and their performance have not been tested under SSL scenarios extensively yet.

2.3. Class-imbalanced semi-supervised learning

Some very recent works started focusing on class-imbalanced semi-supervised learning setting, as it more accurately describes the real-world data distribution. Yang and Xu [31] claimed that leveraging unlabeled data either by semi-supervised learning or self-supervised learning can both help to alleviate the bias problem in class-imbalanced learning. Hyun et al. [11] proposed a suppressed consistency loss on minority classes to boost the performance. Kim et al. [14] proposed Distribution Aligning Refinery (DARP) to conduct a quick alignment between the predictions and desired distribution through solving convex optimization. Wei et al. [30] found that the raw SSL methods usually have high recall and low precision for head classes while the reverse is true for the tail classes and further proposed a reverse sampling method for unlabeled data based on that. In this work, we further analyze this interesting phenomenon and propose a simple yet effective Bi-Sampling strategy to boost the performance based on that.

3. An Empirical Study of Re-Sampling and Decoupling in Imbalanced SSL

In this section, we first define the problem setup of class-imbalanced semi-supervised learning and introduce different data sampling strategies. Then we present a detailed analysis on different strategies of sampling data when training the models in a joint manner followed by a discussion on the effects of re-sampling at learning representations.

3.1. Preliminaries

**Problem setup.** For a K-class classification problem, there is a labeled training set \( \mathcal{X} = \{(x_n, y_n): n \in \{1, \ldots, N\}\} \) and an unlabeled training set \( \mathcal{U} = \{(u_m): m \in \{1, \ldots, M\}\} \), where \( x_n, u_m \in \mathbb{R}^d \) are training examples and \( y_n \in \{1, \ldots, K\} \) are corresponding class labels. The number of training samples in \( \mathcal{X} \) of class \( k \) is denoted as \( N_k \), i.e., \( \sum_{k=1}^{K} N_k = N \). We assume that \( \mathcal{X} \) and \( \mathcal{U} \) share the same skewed distribution which is the most common situation in the real world. Without loss of generality, the classes are sorted by \( N_k \) in a descending order (\( N_1 \geq N_2 \geq \ldots \geq N_K \)) and thereby we can represent the imbalanced ratio \( \lambda = \frac{N_1}{N} \).

We denote the ratio of unlabeled data to labeled data as \( \beta = \frac{M}{N} \). Our model can be represented as a combination of a feature extractor \( f(x; \theta) \) and a classifier \( g \). Given the class-imbalanced datasets \( \mathcal{X} \) and \( \mathcal{U} \), we aim at training our model \( g(f(x; \theta)) \rightarrow \{1, \ldots, K\} \) in a semi-supervised manner to generalize well on a class-balanced test set.

**Sampling Strategies.** We focus on different sampling strategies to re-balance the data distribution for the learning process of our model. We will change the sampling strategy for both labeled dataset \( \mathcal{X} \) and the unlabeled dataset \( \mathcal{U} \). The following three sampling strategies are introduced.

**Random Sampling.** The most common way and also the standard way of sampling data is to completely sample data points from the dataset randomly which we name random sampling here. Formally, under our setting, the probability that a sample from class \( j \) is chosen from the dataset is \( \mu_j = \frac{N_j}{\sum_{i=1}^{K} N_i} \). The long-tailed distribution of the dataset is unchanged in this situation.

**Mean Sampling.** Mean sampling assigns an equal probability \( \mu_j = \frac{1}{K} \) for each class to be chosen has been shown to be better than random sampling when facing skewed data distribution [21, 27] since the tail classes will have more chances to be sampled.

**Reverse Sampling.** To face the challenges that sometimes mean sampling is not enough to solve the bias introduced with the skewed distribution. We further propose a more aggressive sampling strategy named reverse sampling that gives a higher chance for tail classes to be chosen. The
Table 1. Empirical study of different sampling strategies for the labeled and unlabeled data in class-imbalanced SSL using a joint learning scheme. We report the classification accuracy (%) on CIFAR-10 with varying class-imbalance ratio $\lambda$ and varying ratio of unlabeled data $\beta$. The best results are marked in bold.

| Labeled Data Sampling | Unlabeled Data Sampling | Imbalanced Ratio $\lambda$ / Unlabeled Ratio $\beta$ |
|-----------------------|------------------------|-----------------------------------------------|
|                       |                        | 50/1 | 100/1 | 150/1 | 50/2 | 100/2 | 150/2 |
| Random                | Random                 | 75.8 | 67.3  | 62.4  | 80.8 | 73.9  | 68.3  |
| Random                | Mean                   | 78.4 | 71.7  | 66.2  | 81.3 | 74.9  | 70.7  |
| Random                | Reverse                | 78.6 | 70.5  | 64.6  | 78.5 | 71.6  | 67.0  |
| Mean                  | Random                 | 77.8 | 70.0  | 65.5  | 83.1 | 76.2  | 71.4  |
| Mean                  | Mean                   | 79.5 | 71.8  | 68.3  | 82.5 | 76.8  | 71.5  |
| Mean                  | Reverse                | 79.0 | 72.3  | 68.8  | 79.8 | 73.5  | 69.4  |
| Reverse               | Random                 | 76.5 | 70.5  | 61.3  | 82.9 | 76.4  | 71.0  |
| Reverse               | Mean                   | 78.3 | 70.3  | 66.5  | 81.5 | 75.8  | 72.1  |
| Reverse               | Reverse                | 78.0 | 72.0  | 68.9  | 80.8 | 76.2  | 71.5  |

Figure 2. Bias comparison between FixMatch models w & w/o re-sampling on CIFAR-10. Left: Per-class recall comparison. Right: Per-class precision comparison. The class index is sorted by the number of examples in descending order. The models show a descending trend in recall while an ascending trend in precision.

probability of sampling a data point of class $j$ is given by $\mu_j = \frac{1}{\sum_{i=1}^{K} \frac{1}{N_i}}$. In this way, the data distribution is reversed.

Utilizing Unlabeled Data. Instead of utilizing all the samples in the unlabeled dataset $U$, we propose to only use a subset $S$ of $U$ to expand labeled dataset $X$. In details, the choice of subset $S$ contains two steps. First we rule out all the data that does not meet the quality threshold of SSL algorithms (e.g. FixMatch has a confidence threshold on the classification results of the augmented samples). Then with the chosen re-sampling strategy, we can calculate the probability $\mu_j$ for an unlabeled data sample of pseudo label $j$ with the formula above. We further add a hyper-parameter $q (q \geq 0)$ to control the strength of re-sampling thus the final keep probability adding the sample to $S$ can be expressed as $\mu_j q$, where $q$ can effectively tune the keep probability of each class. For example, when $q = 0$, then the probability for all classes becomes 1 thus the quality threshold becomes the only factor deciding $S$. While when $q = 1$, the keep probability is just the same as that for labeled data. Unlike [30], we do not manually select the most confident pseudo-labeled samples of each class because the biased pseudo label confidence is usually unreliable and the manual selection will require an offline process which complicates the whole pipeline.

Joint and Decoupled Training Schemes. Assume that our model is constructed with a feature extractor $f$ along with a classifier $g$. Joint training means that we use a standard cross-entropy loss to update $f$ and $g$ together. While following [13], decoupled training refers to the procedure that after obtaining a jointly trained model, we freeze the parameters of $f$ and only fine-tune the classifier $g$.

3.2. Data re-sampling in a joint learning process

Experimental Setup. We conduct thorough experiments on semi-supervised long-tailed datasets with differ-
ent imbalanced ratio $\lambda$ and unlabeled ratio $\beta$. To be specific, we follow the procedure of DARP [14] to build the desired version of CIFAR-10 [16] for a fair comparison with prior works and further extend it to CIFAR-100. We present results on CIFAR-10 in the main body while leaving the part of CIFAR-100 and the details of constructing such datasets in the Appendix. In all experiments, we use FixMatch [28] as our baseline model, which is the state-of-the-art method in SSL. Following [14, 30], we choose WRN-28 [32] as our backbone.

**Main Results.** Table 1 summarizes the results on CIFAR-10 dataset with $\lambda = 50, 100, 150$ and $\beta = 1, 2$ with a joint training scheme. FixMatch with random sampling performs reasonably well on the imbalanced ratio $\lambda = 50$, but the accuracy decreases significantly with increasing $\lambda$. In contrast, proper balancing strategies can strongly boost the overall performance compared to random sampling. On average with changing re-sampling strategies FixMatch can obtain 4% improvement. The absolute accuracy gain is as much as 6.5% when $\lambda = 150$ and $\beta = 1$ with the reverse sampler for both labeled data and unlabeled data.

**Per-class Precision & Recall Analysis.** To take a closer look at why the performance of the model is much lower than their balanced counterparts and to account for the reason why simple re-balancing strategies work, we analyze the per-class precision and recall in Figure 2 to better understand the observed performances in Table 1. We observe that our baseline FixMatch without re-sampling achieves high recall on head classes but very low recall on tail classes. For example, the recall on the most majority class of CIFAR-10 is 97.3%. On the contrary, that of the most minority class is only 15.7%. Meanwhile, the precision of head classes and tail classes follows exactly the opposite pattern, i.e. the precision of the minority class is 95.2%, while that of the most majority class is only 51.9%. These two trends clearly show that the model without re-sampling will wrongly classify most of the tail class samples into head classes with low confidence but have high confidence on the correctly classified tail classes samples. This provides us with empirical evidence that supports the manual re-sampling to increase the frequency of tail class data during training. As a comparison, FixMatch with a mean sampler for both labeled and unlabeled data, though still subject to these general trends, greatly alleviates the biases (e.g. the most minority recall: 15.7% → 52.8%, the most majority precision: 51.9% → 61.8%). This explains the overall accuracy gain on the class-balanced test sets (i.e. 67.3% → 72.3%).

**Summary.** From our study of different re-sampling strategies in a joint learning scheme, we observe that re-sampling helps to alleviate the model bias towards head classes and greatly improves the performance on tail classes. While this finding aligns with the conclusion in the supervised setting, we confirm its correctness in imbalanced SSL and further analyze the potential reason.

### 3.3. Data re-sampling in a decoupled learning process

In this section, we study the decoupled learning of the representation and the classifier in the context of class-imbalanced SSL. Though decoupling is shown to be effective in the supervised setting, we wonder whether it is still true when unlabeled data is involved. We use the models trained with different re-sampling strategies in Section 3.2 as our pretrained models. Then, we fix the parameters of the feature extractor and randomly initialize the parameters of the classifier followed by fine-tuning it with a different balancing strategy to handle the class-balanced test sets.

**The dilemma with unlabeled data in class-imbalanced SSL with decoupled training.** Previous works [13, 35] suggested that it is better not to apply data re-sampling when learning the representation in a fully supervised learning setup. However, in the class-imbalanced semi-supervised learning setting it remains controversial as the role of the unlabeled data needs to be considered. On the one hand, plenty of works [6, 7, 28] have shown that large amounts of
Table 3. Comparison of classification accuracy (%) with previous state-of-the-art methods on class-imbalanced semi-supervised CIFAR-10 based on different SSL algorithms. The numbers are averaged over 5 different folds. Best results are bolded.

| SSL Algorithm   | Imbalanced Ratio $\lambda$ / Unlabeled Ratio $\beta$ |
|-----------------|-----------------------------------------------|
|                 | 50/1 | 100/1 | 150/1 | 50/2 | 100/2 | 150/2 |
| MixMatch        | 71.1 ± 0.33 | 63.6 ± 0.41 | 58.5 ± 0.68 | 73.2 ± 0.29 | 64.8 ± 0.31 | 62.5 ± 0.80 |
| MixMatch + DARP + cRT | 72.1 ± 0.61 | 65.6 ± 0.47 | 61.6 ± 0.69 | 76.0 ± 0.18 | 68.6 ± 0.83 | 67.0 ± 0.77 |
| MixMatch + CReST+ | 76.3 ± 0.24 | 66.2 ± 0.15 | 62.9 ± 0.68 | 79.0 ± 0.40 | 71.9 ± 0.35 | 68.3 ± 0.74 |
| MixMatch + BiS   | 77.0 ± 0.24 | 67.8 ± 0.47 | 63.6 ± 0.58 | 80.0 ± 0.29 | 72.6 ± 0.51 | 68.7 ± 0.48 |
| FixMatch         | 75.8 ± 0.45 | 67.3 ± 0.36 | 62.4 ± 0.88 | 80.8 ± 0.11 | 73.9 ± 0.65 | 68.3 ± 0.62 |
| FixMatch + DARP + cRT | 78.2 ± 0.25 | 68.9 ± 0.32 | 66.2 ± 0.63 | 82.4 ± 0.41 | 76.1 ± 0.73 | 71.5 ± 0.70 |
| FixMatch + CReST+ | 79.9 ± 0.08 | 74.4 ± 0.21 | 69.8 ± 0.54 | 83.9 ± 0.40 | 77.4 ± 0.26 | 72.8 ± 0.55 |
| FixMatch + BiS   | **80.8 ± 0.07** | **75.5 ± 0.24** | **71.0 ± 0.72** | **85.5 ± 0.10** | **81.0 ± 0.36** | **76.9 ± 0.61** |

Table 4. Comparison of classification accuracy (%) with previous state-of-the-art methods on class-imbalanced semi-supervised CIFAR-100 based on different SSL algorithms. The numbers are averaged over 5 different folds. Best results are bolded.

| SSL Algorithm    | Imbalanced Ratio $\lambda$ / Unlabeled Ratio $\beta$ |
|------------------|-----------------------------------------------|
|                  | 10/1 | 20/1 | 50/1 | 10/2 | 20/2 | 50/2 |
| MixMatch         | 51.6 ± 0.40 | 45.6 ± 0.31 | 37.2 ± 0.69 | 52.8 ± 0.32 | 45.8 ± 0.45 | 37.6 ± 0.98 |
| MixMatch + DARP + cRT | 53.1 ± 0.82 | 47.9 ± 1.31 | 41.0 ± 1.02 | 55.7 ± 0.68 | 51.3 ± 0.80 | 44.2 ± 1.24 |
| MixMatch + CReST+ | 54.0 ± 0.22 | 48.7 ± 0.31 | 40.6 ± 0.50 | 55.9 ± 0.11 | 51.3 ± 0.59 | 44.7 ± 0.47 |
| MixMatch + BiS   | **55.2 ± 0.14** | **49.3 ± 0.44** | **41.5 ± 0.35** | **56.6 ± 0.17** | **51.9 ± 0.32** | **45.6 ± 0.73** |
| FixMatch         | 50.2 ± 0.13 | 44.1 ± 0.29 | 35.6 ± 0.59 | 54.9 ± 0.18 | 48.0 ± 0.15 | 40.5 ± 0.44 |
| FixMatch + DARP + cRT | 51.8 ± 0.86 | 45.9 ± 1.12 | 37.8 ± 1.47 | 56.2 ± 0.60 | 49.3 ± 0.72 | 42.3 ± 0.93 |
| FixMatch + CReST+ | 52.5 ± 0.31 | 46.6 ± 0.71 | 39.5 ± 0.59 | 56.1 ± 0.46 | 49.5 ± 0.65 | 43.2 ± 0.83 |
| FixMatch + BiS   | **53.4 ± 0.13** | **47.3 ± 0.42** | **40.6 ± 0.65** | **56.7 ± 0.21** | **50.7 ± 0.49** | **43.9 ± 0.57** |

unlabeled data can effectively help the model to learn better models when there is only limited labeled data or even when there is no labeled data available. This demonstrates the positive value of the unlabeled data. On the other hand, our experiments show that if we adopt a random sampling strategy for the labeled data, it will inevitably lead to biased pseudo labels and harm the quality of the unlabeled data. This will harm the performance of the model. The dilemma of unlabeled data can thus be summarised as existing experiences from supervised setting suggest that re-sampling is harmful at the representation learning stage but without re-sampling, the pseudo labels are biased and will further harm the model performance. Motivated by the intuition that random sampling at the representation learning stage might be sub-optimal, we conduct systematic experiments to analyze the effect of re-sampling at the representation learning stage.

**Experimental Setup.** Our experiments build on the jointly trained models with different re-sampling strategies from Table 1. We follow the idea of decoupling the representation and classifier by freezing the feature extractor and fine-tuning the classifier with a different data re-sampling strategy. Here we use a mean sampler for both labeled data and unlabeled data in the fine-tuning stage to obtain a class-balanced classifier as models fine-tuned with other re-sampling strategies produce similar performance trends and do not violate our conclusion.

**Main Results.** Table 2 summarizes the results on CIFAR-10. We observe that the fine-tuned FixMatch achieves a consistent improvement compared to the jointly trained counterparts in most scenarios. Recall that the performance of models without re-sampling (Random/Random) is much lower compared to those with re-sampling in Table 1, and the produced pseudo labels are biased. However, after fine-tuning the classifier, these models achieve the most significant performance improvements (see Table 2 underlined numbers) and obtain the best performance in almost all settings. This phenomenon clearly highlights that the biased pseudo labels in the unlabeled data do harm to the learning of representation. Even more, they improve the quality of the feature extractor, which can be revealed by fine-tuning the classifier with a proper data re-sampling strategy.

**Summary.** When comparing the results of jointly and decoupled trained models (Tables 1 & 2), we observe that re-sampling only helps to learn the classifier but harms the representation. Therefore, different data sampling strategies are required in those two learning stages.
Table 5. Per-class classification recall (%) on CIFAR-10 with imbalanced ratio $\lambda = 2$ and unlabeled ratio $\beta = 100$. Relative performance comparison is shown in gray.

| SSL Algorithm | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | Avg |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| FixMatch      | 98.3| 99.3| 87.8| 80.4| 88.5| 65.7| 75.9| 58.9| 46.8| 37.2| 73.9|
| FixMatch + BiS| 94.4| 98.0| 86.1| 78.7| 89.4| 74.2| 81.3| 69.4| 69.9| 68.6| 81.0|
|               | -3.9| -1.3| -1.7| -1.7| +0.9| +8.5| +5.4| +10.5| +23.1| +31.4| +7.1|

4. Bi-Sampling

As suggested before, the biased pseudo labels does not harm the model ability for learning good representations. Based on this interesting finding, we suggest to re-think the current paradigm of having a single data sampling strategy when training models for class-imbalanced semi-supervised learning. To exploit this finding, we propose a simple yet highly effective Bi-Sampling (BiS) method which adopts two data samplers with different sampling strategies to train a good feature extractor and classifier. BiS builds on the advantages of decoupled fine-tuning and takes a step further to integrate this decoupling process into an end-to-end framework.

Formally, at each training step, we use two samplers $A, B$, which will give a different probability $\mu_{A_j}, \mu_{B_j}$ for sampling a data point with label $j$ as indicated before. To combine the result of the two samplers, we introduce a ratio parameter $\alpha \in [0, 1]$ that controls the weights of two samplers. Thus the probability of sampling a data point with label $j$ to the current training batch is then:

$$\mu_j = \alpha \cdot \mu_{A_j} + (1 - \alpha) \cdot \mu_{B_j}.$$  

And that of adding an unlabeled sample with pseudo label $j$ becomes $\mu_j^u$. The ratio $\alpha$ progressively changes during the training process from 1 to 0. Concretely, when denoting the total training epochs as $T_{max}$ and the current training epoch as $T$, $\alpha$ is calculated by:

$$\alpha = 1 - \left(\frac{T}{T_{max}}\right)^2.$$  

Intuitively, with gradually decreasing $\alpha$, the focus of the network gradually changes from sampling data that benefits learning a discriminative feature representation into sampling data that helps to learn a well-balanced classifier to improve performance on long-tailed recognition. And since only at the last part of the training process the model tends to rely heavily on the re-sampling sampler, it has a very limited bad effect on the feature extractor thus achieves state-of-the-art performances. Different from decoupled fine-tuning strategies [13], the usage of $\alpha$ ensures the representation and classifier can be updated consistently instead of ignoring the other while training for one goal. Besides, unlike two-branch network design strategies [35], our BiS avoids introducing any additional network parameters and requires no further complicated mixup training strategy.

4.1. Experiments: Class-imbalanced Semi-Supervised Learning with Bi-Sampling

Experimental Setup. We choose random sampler for both labeled and unlabeled data as the first sampling strategy and mean sampler for both as the second in our experiments. We compare BiS with recent methods CReST+ [30] and DARP [14]. For fair comparison, we follow the paper to combine DARP with the classifier re-training (cRT) algorithm to adapt to long-tailed setting. Both MixMatch [4] and FixMatch [28] are chosen as baseline algorithms. Average results over 5 different folds are reported to avoid variance.

CIFAR-10. We report the performance of different methods on CIFAR-10 in Table 3. Our BiS achieves state-of-the-art performance in all settings. In particular, for MixMatch our BiS sampling strategy achieves roughly 6% improvement compared to the baseline and 1% improvement compared to CReST+. For FixMatch, the absolute performance gain compared to the baseline and CReST+ is further increased to 7.5% and 2% respectively.

CIFAR-100. Table 4 summarizes the performance on class-imbalanced semi-supervised CIFAR-100. Again, our proposed BiS strategy achieves top performance under various settings, providing around 4% and 1% absolute gain compared to FixMatch and CReST+ respectively.

Per-class recall. Table 5 summarizes the per-class recall on CIFAR-10 of FixMatch w/ & w/o BiS when $\lambda = 2$ and $\beta = 100$. Our Bi-Sampling strategy achieves significant gains on the two most minority classes (31.4% and 23.1%) while having only little loss the most majority classes, which causes the overall performance improvement of 7.1%.

Ablation Study on Decay Strategies. To better understand the effect of our progressive change between two different data samplers, we conduct an ablation study on the potential decay strategies using the class-imbalanced semi-supervised CIFAR-10 dataset. We use the setting of unlabeled ratio $\beta = 2$ with varying imbalanced ratio $\lambda$. We adopt four methods to calculate $\alpha$ as follows: Equal ($\alpha = 0.5$), Linear ($\alpha = 1 - \frac{T}{T_{max}}$), Cosine ($\alpha = \cos\left(\frac{T}{T_{max}} \cdot \frac{\pi}{2}\right)$), Parabolic ($\alpha = 1 - \left(\frac{T}{T_{max}}\right)^2$). The shape of each func-
Ablation Study on Keep Probability $q$. To better evaluate the effect of different re-sampling strength on the final performance, we conduct an ablation study on the keep probability $q$ of unlabeled data on the CIFAR-10 dataset under the setting of unlabeled ratio $\beta = 2$ with varying imbalanced ratio $\lambda$. We choose six values for $q$. As $q$ decreases, the re-sampling strength also gets weaker. Figure 4 shows the performance comparison of different values for $q$. If the value of $q$ is too low (i.e. $q = 0$) or too high (i.e. $q = 1$) the performance significantly decreases, while the remaining values provide similar results.

5. Conclusion

In this work, we studied the effect of data re-sampling strategies in class-imbalanced semi-supervised learning and made several interesting observations. We found that although long-tailed data distributions will lead to biased pseudo labels of the unlabeled data during SSL, these wrongly annotated samples do not harm the model when learning the feature extractor. On the contrary, accounting for the class-imbalanced through data re-sampling should be avoided as it harms the learning of the feature extractor. But on the other hand, data re-sampling was critical for training a well-balanced classifier. Based on these findings, we suggested to re-think the current paradigm of having only a single data re-sampling strategy in class-imbalanced SSL, and developed a simple yet highly effective Bi-Sampling training strategy which achieved state-of-the-art performance.
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