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Abstract. Scholars pay more and more attention to the spoken dialogue system after the emergence of deep learning technology. The task-based dialogue system has become one of the most important branches in the field of spoken dialogue systems. Dialogue management is the core of the task-based dialogue system, and its research theory and technology have been gained extensive attention. This paper summarizes the research progress and current situation of task-based dialogue system and dialogue management strategy. Firstly, it summarizes the status of the task-based dialogue system models and compares their advantages and disadvantages. Then it focuses on the analysis of various dialogue management research strategies from the perspective of model theory and research methods. Finally, it looks forward to the future research direction of task-oriented dialogue system combined with dialogue management.

1. Introduction

The spoken dialogue system mainly provides some kind of service for people, it is the bridge between human and intelligent machine. In recent years, the rapid development of big data and deep learning has provided great impetus for the scientific research fields such as dialogue system and computer vision. Moreover, it greatly encourages researchers to use deep learning and big data to study the spoken dialogue system from multiple perspectives. With the rise of the mobile Internet, spoken dialogue systems are tightly integrated with mobile products like Siri, Cortana, and Echo. Users can access information and services through the dialog system in a conversational manner.

Dialogue systems are generally divided into two types according to different application purposes: task-based spoken dialogue systems and non-task-based spoken dialogue systems (chattering systems). Non-task-based spoken dialogue systems are considered to be open domain chat systems, which provides gossip or entertainment to the user and does not accomplish a specific task. At present, researches on chattering systems usually include generation methods and retrieve-based methods. The purpose of a task-based dialog system is to help users complete certain tasks, such as booking train tickets, checking movie ticket, etc. It needs to collect data set for a specific domain. At present, the mainstream research methods of Task-based dialogue systems usually include pipeline method and end-to-end method. In addition, Task-oriented dialogue system has become the most prominent component in today's virtual personal assistant, which attracts more and more attention.

This paper has two objectives: (1) It summarizes the model of task-based dialog system and focuses on the latest development of dialog management; (2) It discusses possible research directions. The rest of this paper is arranged as follows: Section 2 introduces the research status of the task-based dialog system model, including pipeline method and end-to-end method; Section 3...
introduces several mainstream methods of dialogue management research technology, focusing on reinforcement learning and deep reinforcement learning. It elaborates and analyzes the model theory and research progress, and points out the advantages and disadvantages of each method. In the end, it summarizes and discusses several problems to be further studied and possible future research directions.

2. The research status of a task-based dialogue system model
The task-based spoken dialogue system is an important branch of the spoken dialogue system. This section describes the pipeline method and the end-to-end method.

2.1. Pipeline-based method
The pipeline model contains the following functional modules, as shown in figure 1: Natural Language Understanding (NLU), Dialogue Management (DM) and Natural Language Generation (NLG). First, it needs to understand the semantic information expressed by humans and translate it into an internal representation. Second, it takes a series of actions based on the strategy through internal representations. Third, it translates actions into natural language and feeds them back to the user.

![Figure 1. Traditional Pipeline for Task-oriented Systems.](image)

The pipeline model requires that the three modules be executed sequentially and independently of each other. In this way, the pipeline model has two advantages [1]: In each module, the problem is clear and the problems to be solved in each module are detailed. Although the pipeline model has obvious advantages, it also has some problems: (1) The three modules are strongly dependent, and errors in the previous modules may accumulate to the subsequent modules; (2) The change of the output structure of the previous module will affect the design and implementation of the subsequent modules; (3) The design of models is often determined according to specific tasks, so the portability of the domain is poor.

2.2. End-to-end method
The powerful distributed representation ability of neural networks in deep learning makes many natural language processing tasks successful [2, 3]. This makes it possible to build task-oriented end-to-end dialogue systems. The idea of the end-to-end model is to design a whole derivable model, and then transfer the gradient of the output end back to the whole neural network by back propagation. Finally, model parameters are jointly optimized. The overall framework adopts the encoder-decoder structure, as shown in figure 2.

![Figure 2. An Illustration of the Encoder-Decoder Model.](image)
Task-based dialogue systems often need to query the external knowledge base. Early models retrieved entries from the knowledge base by issuing a query symbol to the knowledge base retrieve entries from the knowledge base based on attributes [3, 4, 5]. But there were two problems in the end-to-end approach: (1) It does not model uncertainty in user input; (2) The end-to-end model cannot retrieve the knowledge base, because the end-to-end model neural network does not model the query symbol, so the parser and dialogue strategy are trained separately and it is difficult to End-to-end online learning from user feedback. Scholars have done a lot of research to solve the problem of interaction with the external knowledge base. Eric et al. [6] use the replication mechanism to retrieve the knowledge base and simultaneously record entities appearing in the dialogue history. It can accurately retrieve the items in the knowledge base and achieve good results. Later Eric et al. [7] expands the existing recursive network and establishes the key-value retrieval mechanism based on attention in the knowledge base items. The knowledge base is model in the form of triples (object, attribute name, attribute value). However, not all knowledge bases are presented in the form of key-value, so the applicability is not particularly wide. Wen et al. [8] uses internal state representation based on the attention mechanism to complete the retrieval of the knowledge base by combining the advantages of the pipeline model and the end-to-end model. Finally, the replication mechanism is used to extract entities from the knowledge base to generate responses, which significantly improves the retrieval efficiency.

In addition to the above research work, scholars have also studied a task-oriented dialogue system from another perspective. They see dialogue strategies as reinforcement learning strategies. This method can significantly improve the performance of the dialogue system. Li et al. [9] firstly provides a publicly available user simulator framework. Scholars can build different user simulators according to the characteristics of the dialogue task. This greatly promotes the application of reinforcement learning in a task-based dialogue system. Dhingra et al. [10] combines the soft attention retrieval process with reinforcement learning, which can achieve a higher task success rate and higher rewards. Although user simulator can reduce learning costs, there is no uniform standard to evaluate the advantages and disadvantages of user simulator. The effectiveness of training task-based dialog agents by simulating users has always been controversial.

3. Dialogue Management
Dialogue management controls the whole dialogue process, and its design directly affects the performance of the dialogue system. Dialogue management mainly includes two tasks: (1) Dialogue state tracking (DST); (2) Dialogue policy learning (DPL).

• Dialogue state tracking: It determines the current user target based on multiple rounds of conversations between the system and the user. Dialogue state tracking provides the basis for later decisions.

• Dialogue policy selection: It selects an executable action based on the results of the dialogue state tracing. The goal is to complete the task in a short conversation as possible.

3.1. Traditional research methods of dialogue management
Scholars have proposed many methods of dialogue management in early dialogue management study[11,12,13,14,15,16,17,18,19,20,21,22]. Among them, the main method includes Finite State Machine (FSM)[11,12], slot-fill Model (SFM)[13] and task-based structure method, etc. The FSM regards a dialogue process as a state transition path from the initial state to the termination state of the state machine. It can effectively control the dialogue flow and simple structure. But it has some problems such as incomplete state coverage, serious sequence dependence and poor portability[14]. The slot-filling method treats the dialog process as a process of filling a table with placeholders. This method extends the method based on finite automatic state machine, which has no strict order and the answer form is very flexible. However, SMF also has the problem of state explosion and cannot satisfy the task of multi-topic dialogue. Task-based structure method uses tree structure to express the element relations in the field, which can meet the multi-topic task [15]. But it is limited by the tree
structure and difficult to extend. In addition, there are other dialogue management research methods, such as the dialogue management method based on planning [16], the Information State Update method [17,18], the Agent method [19,20] and the self-organizing dialogue management planning model based on the theme forest structure [21,22]. These methods are widely used because they have the advantages of simple structure and easy implementation. However, these methods have common shortcomings and hinder the development of dialogue system: They cannot guarantee that all cases and dialogue rules will be covered and manual rules will need to be defined. Scholars propose a method based on reinforcement learning to solve the problems of traditional dialogue management.

3.2. Reinforcement learning

The method based on reinforcement learning has always been a hotspot in research of dialogue management. More classic models including Markov Decision Process (MDP) [23, 24] and Partially observables Markov Decision Process(POMDP)[25]. The idea of reinforcement learning is that agents interact with the environment by using their own experience and environmental feedback. It is the process of learning codes of conduct through trial and error. The goal of reinforcement learning is to select the “best” behavior by maximizing the discount reward of the expected value:

$$\text{Reward} = E\left[\sum_{t=0}^{\infty} \gamma^t (s_t, a_t)\right]$$

(1)

Where, $s_t$ is the state at time $t$, $a_t$ is the action at time $t$, and $\gamma$ is the discount factor. The optimal strategy can be obtained according to the maximum expected reward value:

$$\pi^* = \arg\max_{\pi} E\left[\sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \middle| s_0 = s\right]$$

(2)

Reinforcement learning method can effectively solve sequence decision-making problems so that it has the following advantages: (1) It gets rid of the dependence of manually defining rules in the decision-making process and improves the generalization ability; (2) It can fully explore the state space and solve the problem of insufficient coverage. In view of these advantages, reinforcement learning has been widely used in dialogue management, and it has been proved in experiments that POMDP model is superior to MDP model [26, 27, 28, 29, 30, 31, 32, 33]. Thomson et al. [32] used a POMDP model to construct a spoken dialogue system of home care robot, and it was proved that the POMDP model performed better than the MDP model in a certain noise environment. Young and Williams et al. also did a lot of research on dialogue management based on POMDP model [34, 35, 36]. Williams et al.[34] proposed a decomposed POMDP model based on Roy's model. The auto-generated policy of this model is directly compared with the MDP model and manually formulated state machine policy. The experimental results show that the POMDP model performs better than the MDP model in the case of high speech recognition error rate. Later, Williams et al. [35] constructs a tourism navigation system based on the mixed model, which combines the decomposition model in literature [34] with slot filling method. After that, Williams et al. [36] constructed an emotional dialogue system model based on POMDP. It added user emotion items into the decomposition model in literature [34], where user emotion is divided into stressed and unstressed.

Although the reinforcement learning is superior to the traditional method, it also has the following problems: (1) It has the problem of sparse data. The MDP model and POMDP model need a lot of dialogue data to train model parameters. Gasic et al. [27] provides samples to solve this problem by using the dialogue data of user simulator and systems; (2) How to design a reasonable reward function to guide the action selection. Young et al. [31] has adopted the Inverse Reinforcement Learning (IRL) method to learn Reinforcement function from dialogue corpus, but it also needs massive dialogue data. (3) As the state space increases, the computational complexity of the model solution will increase sharply[36]. Choi et al. [33] proposed Hidden information State Model to solve this problem; (4) How to automatically improve the dialogue policy in the interaction process based on the existing dialogue
policy. (5) The application of the POMDP dialog management model has limitations, and it cannot handle situations where slots or slot values are infinite.

3.3. Deep reinforcement learning techniques

3.3.1 DQN model. The traditional reinforcement learning algorithm is limited by the action space and sample space. When the state space is large or even infinite, the efficiency of learning will be greatly reduced. Later, with the development of deep learning, Mnih et al. [37] solves this problem by using deep reinforcement learning techniques. In particular, the proposal of DQN model is of ground breaking significance for the development of deep reinforcement learning techniques [38]. Before the appearance of DQN, when the neural network is used to approximate the action value function in RL, it will have the problem of unstable or non-convergence of Q value. DQN uses two techniques to solve this problem: the experience replay mechanism and the target network. The idea of the model is to approximate the value function of action with the function of a deep neural network:

$$Q(s,a) \approx f(s,a,\theta)$$  \hspace{1cm} (3)

Where, $\theta$ is the parameter of the neural network. State $s$ is used as input to output the Q value of each action.

Experience replay mechanism: It puts the collected samples $e = (s_i, a_i, r, s_{i+1})$ into the sample pool $D = \{e_1, e_2, ..., e_n\}$. It randomly selects small batches of samples from $D$ each time during training. This method can reduce the correlation between samples.

Target network: It establishes two neural networks with the same structure, denoted as Q network and target value network. The Q network is used to generate the current value, denoted as $Q(s,a,\theta)$. The target value network is used to generate the target Q value, denoted as $Q(s,a,\theta')$. The optimization objective of the target value network is:

$$y = r(s,a,s') + \gamma \max_a Q(s',a',\theta')$$  \hspace{1cm} (4)

Where $a'$ is the possible action, $s'$ is the state at the next moment, and $\theta'$ is the parameter of the target network. The loss function is expressed as follows:

$$loss(\theta) = [y - Q(s,a,\theta)]^2$$  \hspace{1cm} (5)

In this process, the parameters $\theta'$ in the target network are kept fixed, and then the parameters $\theta$ of Q network are updated with the stochastic gradient descent algorithm. The parameter of Q network is copied to the target value network after N rounds of iteration. The training process is shown in figure 3.

![Figure 3. DQN Training Process.](image)
The DQN model provides a new direction for the research techniques of dialogue management: (1) It provides two methods of experience replay mechanism and target network to stabilize the training process.; (2) It designed an end-to-end reinforcement learning method, which can input the state value and output the Q value of each action through the Q value network; (3) It uses the same model parameters, training algorithm and network structure in different tasks, which greatly improves the performance of the model.

Although DQN model improves the reinforcement learning algorithm and the performance of the dialogue system, it has the following disadvantages: (1) It has the problems of too long training time, low sample utilization and its reward function is hard to design; (2) It has the problem of Q network instability because Q network is sensitive to parameters; (3) It has the problem of over fitting the environment and it is difficult to adapt to the new environment.

Deep reinforcement learning technology greatly promotes the development of dialogue management research technology. For the first time, Li et al.[9] provides a publicly available framework of user simulator, which can interact with agents to learn dialogue strategies from samples. Among them, the success rate of DQN-based agents in the task of booking movie tickets is much higher than that of rule-based agents, which further illustrates the development potential of the deep reinforcement learning model in the task-based dialogue system. Volodymyr et al.[39] proposes a BBQN (Bayes-by-backdrop Q-network), which improves the DQN algorithm. It explores state space by using Thompson sampling, which greatly improves exploration efficiency.

3.3.2 Adversarial advantage actor-critic. Scholars are increasingly concerned about the use of deep reinforcement learning in task-based conversational systems [10, 27, 40, 41, 42, 43, 44, 45, 46] when the coming of deep reinforcement learning techniques. Zhao et al. [41] regards the retrieval operation of a knowledge base as a part of dialogue strategy learning through deep reinforcement learning. This method can be applied to any knowledge base and can be further optimized by supervised learning or reinforcement learning. Williams et al. [43] proposes an end-to-end task-oriented neural network model, which can improve training efficiency with only a small amount of effective data and has good mobility. However, this model requires a high-quality data set to achieve good results. Peng et al. [44] propose a hierarchical deep reinforcement learning model, which can learn dialogue management strategies in different time periods and complete multiple subtasks at the same time. Liu et al. [45] simulates the dialogue between two agents, and jointly optimizes the dialogue agent and the user simulator by using deep reinforcement learning. This approach achieves higher task success and rewards than single supervised learning and reinforcement learning.

Although these methods have achieved good results, they all have the problem of sparse reward. Scholars have come up with many different ways to solve this problem. These methods fall into two categories:(1) It learns transcendental knowledge from expert-generated dialogues and preliminary strategies from person-to-person dialogues. Peng et al. [46] and Lipton et al. [47] has proved that the pre-trained supervision strategy or the strategy based on weak rules can significantly improve the efficiency of exploration; (2) It introduces heuristic rules to guide the exploration through internal reward[48,49,50]. Jaderberg et al. [49] converts the training signals of three auxiliary tasks into intrinsic rewards, which can significantly improve the learning speed and robustness of agents. Houthoof et al. [50] added the intrinsic reward value into the reward function, which encouraged agents to explore those relatively unexplored regions. At present, the latest research method in the research field of dialogue management is the A2C model of confrontation learning proposed by Peng et al. [51]. The model combines the above two methods. The idea of the model is to use the dialogue generated by experts as the prior knowledge, but not to use the prior knowledge to construct the dialogue strategy. It trained a discriminator inspired by the antagonistic network (GAN) [52]. This discriminator can distinguish between action generated by agents and those generated by human experts. It uses the output of the discriminator as an intrinsic reward, encouraging agents to explore the state-action space like experts. This model easily leads to successful conversations and brings positive returns compared to other models. The adversarial A2C model consists of two parts, as shown in figure 4: (1) actor-critic
framework; (2) adversarial learning discriminator D. Please refer to the reference [51] for the specific implementation details of the model.

**Figure 4.** The adversarial advantage Actor-Critic.

### 4. Summary and Discussion
This paper mainly discusses the research progress of dialogue management of task-based dialogue system, and mainly introduces three kinds of dialogue management methods. At present, the end-to-end model has become a mainstream model of a task-oriented dialogue system, and the deep learning technology has become a basic technology to solve the problem of the dialogue system. In recent years, deep reinforcement learning technology has become one of the key technologies of dialogue management. Deep reinforcement learning technology can greatly improve the task success rate of end-to-end task-oriented dialogue system. At present, there are still the following problems in the task-based dialogue system:

- The end-to-end dialogue system model does not model the external knowledge base, which affects the performance of dialogue management using the external knowledge base. How to build a knowledge base suitable for a neural network to improve the performance of dialog management is a question worth exploring.

- The dialogue management based on deep reinforcement learning requires user simulators. But there is a big gap between user simulators and real users. How to improve the user simulator based on the neural network to have more human characteristics and how to find a unified standard to evaluate the user simulator needs further attention and exploration.

- There is a problem of poor domain portability in developing dialogue systems for different domains. How to use the transfer learning to transfer the original pre-trained dialogue management model to the new dialogue system management tasks, that is also an area worth exploring.

- Data set is an important factor affecting the performance of task-based dialogue system. However, at present, the data set of the task-oriented dialogue system is scarce, which affects the development of the dialogue system. How to build and collect conversational data sets with good universality and high dialogue quality is an urgent problem to be solved.
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