PITCH-ANGLE SCATTERING OF ENERGETIC PARTICLES WITH ADIABATIC FOCUSING
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ABSTRACT

Understanding turbulent transport of charged particles in magnetized plasmas often requires a model for the description of random variations in the particle’s pitch angle. The Fokker–Planck coefficient of pitch-angle scattering, which is used to describe scattering parallel to the mean magnetic field, is therefore of central importance. Whereas quasi-linear theory assumes a homogeneous mean magnetic field, such a condition is often not fulfilled, especially for high-energy particles. Here, a new derivation of the quasi-linear approach is given that is based on the unperturbed orbit found for an adiabatically focused mean magnetic field. The results show that, depending on the ratio of the focusing length and the particle’s Larmor radius, the Fokker–Planck coefficient is significantly modified but agrees with the classical expression in the limit of a homogeneous mean magnetic field.
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1. INTRODUCTION

The importance of a detailed understanding of charged particle transport had been realized since the early investigations of cosmic-ray acceleration (Jokipii 1966 and references therein). Due to the typically strong turbulence in astrophysical environments, these diffusion-like processes are significantly different from laboratory and fusion plasmas. Applications range from predicting the so-called space weather caused by solar energetic particles, over galactic cosmic rays to those rare events with the highest particle energies ever measured (e.g., Gleeson & Axford 1968; Forman & Gleeson 1975).

Any attempt to describe the turbulent transport needs to take into account the structure of the large-scale magnetic field. Especially if a guide magnetic field is only of the same order as a turbulent component and for particles with high energies, the gyration radius may become comparable with the coherence length of the magnetic field. This scale is defined as the typical distance over which the magnetic field appears relatively ordered and roughly corresponds to the integral scale of the turbulence (Plotnikov et al. 2011). In the interstellar medium, for example, it is of the order of 1–10 pc (Minter & Spangler 1996). Beyond the coherence length, both the velocity field and the magnetic field are turbulent (Armstrong et al. 1995), which is not only an observational fact, but is also required to confine galactic cosmic rays to those rare events with the highest particle energies ever measured (e.g., Gleeson & Axford 1968; Formal & Gleeson 1975).

In more realistic scenarios, therefore, a reduced (variable) coherence scale needs to be taken into account. This has been known to introduce additional difficulties, both in the derivation of a turbulence power spectrum (Ng et al. 2003; Shaikh & Zank 2007) and in the theoretical description of the particle transport (Tautz et al. 2012 and references therein). It is well-known that non-uniform magnetic fields cause particle drifts (Burger & Visser 2010; Schlickeiser & Jenko 2010; Tautz & Shalchi 2012), which violate the conditions for the applicability of a diffusive description (Kóta 2000). Therefore, the systematic derivation of a transport theory under such circumstances is extremely complicated so that often concentration has focused on singular aspects such as a diverging or converging mean magnetic field, which can be expressed in terms of a so-called focusing length (Roelof 1969; Kunstmann 1979).

Therefore, rather than finding a completely new description, the focusing length has been used to modify the diffusion parameters by including the large-scale geometry of the magnetic field. There are a plethora of practical applications of adiabatic focusing (see Tautz et al. 2012), including solar flares (Bieber et al. 2002), space weather, and in general energetic particle transport ranging from Earth’s magnetosphere (Zhang 2006) over the heliospheric termination shock (de Roux et al. 2007) to extragalactic radio sources (Spangler & Basart 1981).

The analytical determination of the parallel diffusion coefficient is typically based on the Fokker–Planck coefficient of pitch-angle scattering (e.g., Hasselmann & Wibberenz 1968; Earl 1974). It seems that there is currently no analytical theory that allows us to obtain the parallel diffusion coefficient directly. However, since it has turned out that parallel diffusion is often stronger than perpendicular diffusion by at least one order of magnitude, a one-dimensional treatment based solely on the parallel diffusion is often sufficient. It is therefore necessary to understand in detail the microphysics inherent in the stochastic variations of the pitch angles due to deflections at magnetic field fluctuations that lead to a description in terms of a Fokker–Planck equation.

However, despite the significant progress that has been made toward a reliable description of pitch-angle scattering (e.g., Goldstein 1976; Bieber et al. 1988; Jaekel 1998; Lemons et al. 2009), an all-encompassing theoretical understanding remains elusive. Here, we show the modifications obtained for the Fokker–Planck coefficient of pitch-angle scattering by introducing a new unperturbed orbit under the assumption of a (constant) adiabatic focusing length for the magnetic field. While the classic quasi-linear result is retained in the limit of a homogeneous magnetic field, it will be shown that in general the Fokker–Planck coefficient—and thus the parallel mean-free path—is strongly altered.
This article is organized as follows. In Section 2, the basic principle of adiabatically focused particle transport is introduced and the new unperturbed particle orbit for the quasi-linear framework is derived. Section 3 explains the derivation of the modified Fokker-Planck coefficient of pitch-angle scattering, and it is shown how the limit of a homogeneous background magnetic field is obtained. In Section 4, several results are shown for different values of the ratio of the particles’ Larmor radius and the focusing length. A comparison with numerical simulation results is given in Section 5. Sections 6 and 7 provide a discussion of the implications and a brief conclusion, respectively.

2. ADIABATIC FOCUSING

For a sufficiently tenuous plasma—often realized in astrophysical environments—Coulomb collisions can be neglected and the particle motion is determined by interactions with ambient electromagnetic fields. This is especially true if the investigation focuses on a population of energetic particles that moves due to turbulence induced by a low-energetic background plasma such as the solar wind. In that case, the phase-space distribution function, \( f \), can be described by a Fokker-Planck equation (Roelof 1969; Luhmann 1976; Earl 1976):

\[
\frac{\partial f}{\partial t} + \mathbf{v} \cdot \nabla f + \frac{\mathbf{v}}{2L} (1 - \mu^2) \frac{\partial f}{\partial \mu} = \frac{1}{\partial \mu} \left[ D_{\mu \mu} \frac{\partial f}{\partial \mu} \right],
\]

where terms due to momentum diffusion (see Litvinenko & Schlickeiser 2011) and catastrophic loss processes have been neglected. In Equation (1), the pitch-angle cosine has been introduced \( \mu = \cos \theta \) as a special coordinate. In addition, the background magnetic field, \( \mathbf{B} \), is assumed to be (approximately) oriented in the \( z \) direction. The parameter \( L \) is known as the magnetic focusing length and will be discussed in the following subsection.

By averaging over the pitch-angle cosine, the Fokker-Planck coefficients are replaced by the diffusion tensor and the equation for \( f \) becomes the transport equation (see, e.g., Parker 1965; Zank 2013). Analytically, the basic derivation from the Vlasov-Maxwell equations requires that the magnetic turbulence is stationary, homogeneous, and has a weak magnitude compared to the mean magnetic field (see, e.g., Schlickeiser 2002; Shalchi 2009 for an introduction).

2.1. Focused Magnetic Field

In the case of a spatially variable mean magnetic field, the effect on the particle distribution can be quantified by introducing the typical length scale of the converging or diverging field. Due to the condition that \( \nabla \cdot \mathbf{B} = 0 \), both the orientation and the field strength will vary. Physically, the value of the associated parameter \( L \) describes the effect of particle trapping and or adiabatic acceleration due to converging and diverging magnetic field lines, respectively. Based on the seminal work by Roelof (1969), the focusing length is introduced as

\[
L^{-1} = \nabla \cdot \left( \frac{\mathbf{B}}{B} \right) = - \frac{1}{B} \frac{\partial B}{\partial s},
\]

where \( s \) denotes the coordinate along the magnetic field and where \( B = |\mathbf{B}| \) is the total field strength. To simplify the investigation, the assumption will be made in what follows that \( s \) can be replaced by the Cartesian coordinate \( z \) (see Appendix A of Tautz et al. 2012 for a discussion). In addition, a constant focusing length will be chosen. This is in agreement with earlier analytical investigations (Earl 1976; Kunstmann 1979), where \( L = \text{const} \) was assumed on spatial scales that are large compared to the parallel mean free path of the particles. In combination with the second assumption, this leads to an exponential behavior of the mean magnetic field as

\[
B_z = B_0 e^{-z/L}.
\]

For most applications, the magnetic field is chosen to be axisymmetric. This is valid even for applications requiring a fully anisotropic diffusion tensor, such as the solar wind. Here, the Parker-spiral geometry of the mean magnetic field and the solar wind velocity, which induces the turbulent fields, forms a variable angle does not allow for a two-dimensional description (e.g., Effenberger et al. 2012 and references therein). From Equation (3a), the other two magnetic field components are then immediately obtained as

\[
B_x = B_0 \frac{x}{2L} e^{-z/L},
\]

\[
B_y = B_0 \frac{y}{2L} e^{-z/L},
\]

due to the condition that the divergence of the magnetic field be zero (see Tautz et al. 2012).

It should be noted that the procedure can be applied only to relatively smooth configurations (e.g., He & Wan 2012), as opposed to arbitrarily oriented magnetic fields with a twisted structure as obtained, for instance, in magnetohydrodynamical simulations of the interstellar medium (e.g., de Avillez & Breitschwerdt 2005). However, the approach described here should remain valid as long as the curvature radius of the \( x \) and \( y \) components of the magnetic field are large compared with that of the \( z \) component of the field (see Litvinenko & Schlickeiser 2011). This is ensured by the exponential \( z \) dependence as opposed to the linear dependence on \( x \) and \( y \). The general case has been briefly discussed in Appendix A of Tautz et al. (2012).

2.2. Undisturbed Trajectory

The following derivation is based on the geometry of the “magnetic bottle” as detailed, e.g., in Chen (2006). The basic assumption is that the magnetic field is predominantly oriented along a coordinate axis, which, following the convention in transport theory, is the \( z \) direction. As shown in the Appendix, the force acting on a charged particle has two components, causing (1) the usual gyro-motion around the magnetic field, and (2) an additional acceleration along the \( z \) direction. That force can be expressed as

\[
F_z = \gamma m \ddot{v}_z \simeq -\frac{\gamma m v_z^2}{2B} \frac{\partial B_z}{\partial z},
\]

where use has been made of the fact that, for a static magnetic field, \( |\mathbf{v}| = \text{const} \) and hence \( \gamma = \text{const} \). In Section 3, the case of magnetostatic turbulence will be considered, in which case the assumption of a constant particle speed remains true.

In the limit that the magnetic field components perpendicular to the \( z \) axis are small, i.e., \( B_x \ll B_z \) and \( B_y \ll B_z \), the focusing length from Equation (2) is approximately

\[
L = -B_z/(\partial B_z/\partial z).
\]

Inserting this into the parallel force component from Equation (4), one has

\[
\ddot{v}_z \simeq \frac{v_z^2}{2L},
\]
which, by using the fact that the total velocity $v^2 = v_\parallel^2 + v_\perp^2$ is conserved, can be rewritten as a differential equation for the parallel velocity component as

$$
\dot{v}_\parallel \approx \frac{v^2}{2L} - \frac{v_\perp^2}{2L}.
$$

(6)

With $v_\parallel(0) = v_0\mu_0$, this differential equation can be solved in closed analytical form, yielding

$$
v_\parallel(t) = v \tanh \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right)
$$

(7a)

$$
= v - \frac{2v(1 - \mu_0)}{1 - \mu_0 + (1 + \mu_0)e^{vt/L}},
$$

(7b)

where the first form is analytically more appealing, while the second form is more suitable for numerical evaluations. If $\mu_0 = 0$, the particle is initially at a turning point (i.e., the pitch angle is 90°).

Due to $v^2 = v_\parallel^2 + v_\perp^2 = \text{const}$, one has

$$
v_\perp = \sqrt{v^2 - v_\parallel^2} = v \text{sech} \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right)
$$

(8a)

$$
= v \sqrt{1 - \left[1 - \frac{2(1 - \mu_0)}{1 - \mu_0 + (1 + \mu_0)e^{vt/L}}\right]^2},
$$

(8b)

which is plausible for particles traveling toward weaker magnetic fields: even if initially $v_\parallel = 0$ (and so $\mu_0 = 0$), a particle will eventually move parallel to an (exponentially) decreasing magnetic field. In the limit of weak focusing, i.e., $L \to \infty$, Equation (8) gives $v_\perp \approx v\sqrt{1 - \mu_0^2}$, as required.

Furthermore, the parallel coordinate, $z(t)$, can be obtained by integrating Equation (7) over time, which yields

$$
z(t) = 2L \ln \left[ \cosh \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right) \right] + L \ln \left( 1 - \mu_0^2 \right) + z_0
$$

(9a)

$$
= 2L \left[ \frac{1}{2} \left( 1 - \mu_0^2 + (1 + \mu_0)e^{vt/L} \right) \right] - vt + z_0,
$$

(9b)

with the integration constant chosen so that so that $z(0) = z_0$. In Figures 1 and 2, $\mu(t)$ and $z(t)$ are shown for different initial pitch angles, respectively. Particles initially moving toward stronger magnetic fields at some point turn around and move toward weaker magnetic fields, just as expected.

By combining the results and using the Cartesian representation of the Lorentz force, the time derivative of the parallel velocity components reads

$$
\dot{v}_\parallel(t) = \frac{q}{mc} [v_x(B_\perp + \delta B_x) - v_y(B_\parallel + \delta B_z)],
$$

(10)

with $v_x$ and $v_y$ from Equation (A2) and $v_\perp$ from Equation (8).

3. FOKKER–PLANCK COEFFICIENT

The general definition of the Fokker–Planck coefficient for pitch-angle scattering reads (Shalchi 2009)

$$
D_{\mu\mu} = \int_0^\infty dt \langle \dot{\mu}(t) \dot{\mu}(0) \rangle
$$

(11a)

$$
= \frac{1}{2} \frac{d}{dt} \langle (\Delta \mu(t))^2 \rangle \approx \frac{1}{2t} \langle (\Delta \mu(t))^2 \rangle,
$$

(11b)

with $\Delta \mu(t) = \mu(t) - \mu(0)$, which can be derived systematically from the relativistic Vlasov equation (e.g., Schlickeiser 2002; Shalchi 2011a).

Note also that, according to Equation (11b), the Fokker–Planck coefficient is usually taken to be a function of the pitch-angle cosine, $\mu$. However, a perturbation theory for the description of particle scattering always requires the specification of a particle trajectory, which connects $\mu$ to the time, $t$, with initially $\mu(t = 0) = \mu_0$. For a homogeneous background magnetic field, $\mu = \mu_0 \forall t$ so that the functional dependence on $\mu$ is seemingly retained, even though in Equation (11b) one integrates over time. However, if $\mu$ is a non-trivial function of time, then the functional dependence of $D_{\mu\mu}$ on $\mu$ is lost during the time integration, unless both the dependence on $\mu$ and the time are taken into account. Such would require $D_{\mu\mu}$ in Equation (11a) to be a function of $t$, where $t$ is the upper limit of the integral.

In what follows, the two contributions to the Fokker–Planck coefficient will be derived that arise from (1) the large-scale
3.1. Large-scale Contribution

The large-scale contribution to the Fokker–Planck can be obtained by using \( \dot{\mu} = v_{\parallel} / v \), as given by Equation (6). In addition, one requires \( \dot{\mu}(0) = v/(1 - \mu_0^2) / (2L) \) and, for the insertion of \( \dot{\mu}(t) \dot{\mu}(0) \) into Equation (7a), the integral over the squared pitch angle,

\[
\int_0^\infty dt (1 - \mu(t)^2) = \frac{2L}{v} (1 - \mu_0^2). \tag{12}
\]

The resulting Fokker–Planck coefficient reads

\[
D_{\mu\mu}^{(0)}(\mu_0) = \frac{v}{2L} (1 - \mu_0^2) (1 - \mu_0), \tag{13}
\]

where the index(0) indicates that Equation (13) describes the systematic changes in the particle motion due to the curvature of the mean magnetic field. The resulting effect is strongest for particles with negative initial pitch angles as they are reflected due to the magnetic mirror effect (see Figure 1).

In Figure 3, the large-scale contribution to the Fokker–Planck coefficient is shown for different values of the focusing length, \( L \). By using the connection with the parallel scattering mean-free path, a mean-free path equivalent can be obtained as (Earl 1974)

\[
\lambda_\parallel^{(0)} = \frac{3v}{8} \int_{-1}^1 d\mu_0 \left(1 - \mu_0^2\right)^2 D_{\mu\mu}^{(0)}(\mu_0) = \frac{3L}{2}. \tag{14}
\]

This result merely illustrates that a curved magnetic field behaves as though the particles were scattered in a classic sense due to a turbulent magnetic field. In Section 4, therefore, only the contribution due to the turbulent magnetic field, as derived in the following subsection, is taken into account. Note, however, that a more detailed derivation reveals that the relation between the Fokker–Planck coefficient and the parallel mean-free path is modified, as shown, e.g., by Shalchi (2011b, his Equation (33)). In the case of Equation (14), however, this results only in the reduction of the parallel mean-free path by a constant factor of \( \sim 0.8 \) so that the general behavior remains unchanged.

It has previously been shown analytically and numerically (see, e.g., Shalchi 2013; Danos et al. 2013, and references in both papers) that the standard relation between the Fokker–Planck coefficient and the parallel mean-free path as shown in Equation (14) is no longer valid if there is a non-vanishing focusing term. Therefore, focusing changes fundamental quantities and relations in transport theories in two ways.

1. The relation between \( D_{\mu\mu} \) and \( \lambda_\parallel \) is much more complicated. This effect is well-known and was previously investigated in several papers (Shalchi 2013; Danos et al. 2013).

2. The Fokker–Planck coefficient itself can be different if there is focusing. This case was not investigated in previous work and is subject of the present article.

3.2. Turbulent Contribution

The second contribution to \( D_{\mu\mu} \) can be obtained by making use of \( v_{\parallel} = v \dot{\mu} \). Accordingly, the time derivative of the pitch-angle cosine can be expressed by the parallel velocity component, which has two contributions

\[
\dot{\mu} = \frac{q}{mcv} [v_x(B_y + \delta B_y) - v_y(B_z + \delta B_z)], \tag{15}
\]

where the magnetic field components from Equation (3) have to be inserted.

Now for the pitch-angle Fokker–Planck coefficient, \( D_{\mu\mu} \), one needs

\[
\langle \dot{\mu}(t) \dot{\mu}(0) \rangle = \left( \frac{q}{mcv} \right)^2 \left[ v_x(t)v_x(0)(B_y + \delta B_y)(B_z + \delta B_z)_0 \right.
\]

\[
- v_x(t)v_y(0)(B_z + \delta B_z)(B_x + \delta B_x)_0
\]

\[
- v_y(t)v_x(0)(B_x + \delta B_x)(B_z + \delta B_z)_0
\]

\[
+ v_y(t)v_y(0)(B_x + \delta B_x)(B_y + \delta B_y)_0 \right]. \tag{16}
\]

where the subscripts \( t \) and \( 0 \) mean “to be evaluated at time \( t \) and time \( t = 0 \), respectively.”

To proceed, several assumptions have to be made that allow the analytical tractability of Equation (16):

1. \( x(0) = y(0) = 0 \) so that \( B_x(0) = B_y(0) = 0 \)

2. \( \langle \delta B_z(t) \delta B_z(0) \rangle = \langle \delta B_y(t) \delta B_y(0) \rangle = 0 \)

3. \( \langle \delta B_z(t) \delta B_x(0) \rangle = \langle \delta B_x(t) \delta B_y(0) \rangle = R_{xz} \),

with \( R_{ij} \) the magnetic two-point, two-time correlation tensor in position space. Note that, without the first condition, several additional terms would appear in the following equations, i.e., after applying the correlation operator.

For the correlation of the pitch-angle time derivative, it follows that

\[
\langle \dot{\mu}(t) \dot{\mu}(0) \rangle = \left( \frac{q}{mcv} \right)^2 \langle \delta B_x(t) \delta B_x(0) \rangle \times (v_x(t)v_x(0) + v_y(t)v_y(0)). \tag{17}
\]

In the quasi-linear theory (Jokipii 1966), the unperturbed orbit is used for the calculation of particle scattering. In contrast to a homogeneous background magnetic field, in which case the
unperturbed motion corresponds to $\mu = \mu_0$, now the more complex velocity components derived in Section 2.2 have to be used. Therefore, by inserting Equation (8) in Equation (A2), one has

$$v_x(t)v_x(0) = v^2 \sqrt{1 - \mu_0^2} \text{sech} \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right) \times \cos(\Phi_0 - \Omega t) \cos \Phi_0 \quad (18a)$$

$$v_y(t)v_y(0) = v^2 \sqrt{1 - \mu_0^2} \text{sech} \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right) \times \sin(\Phi_0 - \Omega t) \sin \Phi_0. \quad (18b)$$

The next step is to average over the gyro phase, $\Phi_0$, which leads to

$$\frac{1}{2\pi} \int_0^{2\pi} d\phi \cos(\Phi_0 - \Omega t) \cos \Phi_0 + \sin(\Phi_0 - \Omega t) \sin \Phi_0 = \cos(\Omega t). \quad (19)$$

A Fourier transformation allows one to introduce the magnetic correlation tensor in wavenumber space, $P_{ij}(k)$, which, in the magnetostatic limit, reads

$$P_{ij}(k) = \langle \delta B_i(k) \delta B_j^*(k) \rangle, \quad (20)$$

with $i, j \in \{x, y, z\}$. Then, one has

$$\langle \dot{\mu}(t) \dot{\mu}(0) \rangle = \frac{\Omega^2}{B_0^2} \sqrt{1 - \mu_0^2} \cos(\Omega t) \times \int \delta \ln \left( \delta B_x(k) \delta B_\parallel^*(k) e^{ikr} \right) \times \text{sech} \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right). \quad (21)$$

According to quasi-linear theory, the unperturbed trajectory is again inserted on the right-hand side. The Fourier factor is therefore well-defined and can be approximated via $e^{ikr} = e^{ik_{z(t)}}$, i.e., through the parallel motion (see Shalchi 2005).

For simplification, the case of magnetostatic slab geometry is considered, which is characterized as $\delta B(r, t) = \delta B_z(z)$, so that the Fourier modes are aligned with the predominant direction of the mean magnetic field. The correlation tensor component is then given through

$$P_{xx}(k) = \langle \delta B_x(k) \delta B_x^*(k) \rangle = G(k_1) \delta(k_\perp) k_\perp, \quad (22)$$

with the turbulence power spectrum (Shalchi & Weinhorst 2009)

$$G(k_1) = \frac{D(s, q)}{2\pi} \frac{\delta B^2 \ell_0}{(1 + \delta B^2 k_1^2)^{s+q/2}} = \frac{D(s, q)}{2\pi} \frac{\delta B^2 \ell_0}{g(\delta(k_\perp) k_\perp)} \quad (23)$$

where $s = 5/3$ and $q$ are the inertial and energy range spectral indices, respectively. The normalization function, $D(s, q)$, is obtained from the condition that the integral of the trace of the correlation tensor has to be equal to the total turbulence strength, so that

$$D(s, q) = \frac{\Gamma((q + 1)/2)}{2\Gamma((s - 1)/2) \Gamma((q + 1)/2)} \quad (24)$$

For the Fokker–Planck coefficient, it follows that

$$D_{\mu\mu} = \frac{\Omega^2}{|B|^2} \sqrt{1 - \mu_0^2} \int \delta \ln \left| \frac{\delta B}{|B|} \right| \frac{\delta(k_\perp)}{k_\perp} \times \int_0^{\infty} dr \text{sech} \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right) \times [\cos(k_\perp z(t) + \Omega t) + \cos(k_\perp z(t) - \Omega t)]. \quad (25)$$

Finally, use normalized variables $\tau = \Omega t, R = v(t)/\Omega \ell_0$ and normalize $L$ as $\tilde{L} = L/\ell_0$ as well. The resulting form for the Fokker–Planck coefficient $D_{\mu\mu}$ reads

$$\frac{D_{\mu\mu}}{\Omega} = 2D(s, q) \frac{\delta B}{|B|} \sqrt{1 - \mu_0^2} \int_0^{\infty} dx \frac{g(x)}{\text{sech} \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right)} \times [\cos(x z(t) + \tau) + \cos(x z(t) - \tau)]. \quad (26)$$

Therefore, $D_{\mu\mu}$ now depends on the initial pitch-angle cosine, $\mu_0$, since $\mu$ has been inserted as a function of $t$.

### 3.3. Limit of Weak Focusing

First, in the formal limit of $L \to \infty$, one has

$$\lim_{L \to \infty} \text{sech} \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right) = \sqrt{1 - \mu_0^2} \quad (27a)$$

$$\lim_{L \to \infty} \text{tanh} \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right) = \mu_0 \equiv \mu, \quad (27b)$$

so that the parallel coordinate yields

$$z(t) = v(t) t = \mu v_t t, \quad (28)$$

which corresponds to the unperturbed motion without adiabatic focusing as used in the classic quasi-linear theory. Note that, alternatively, the latter expression for the parallel coordinate, $z(t)$, can be obtained by taking the limit $L \to \infty$ in Equation (9). In that case, the Fokker–Planck coefficient is reduced to the well-known form (e.g., Shalchi 2005)

$$D_{\mu\mu} = 2D(s, q) \frac{\Omega^2}{|B|^2} (1 - \mu_0^2) \int \delta \ln \left| \frac{\delta B}{|B|} \right| \frac{\delta(k_\perp)}{k_\perp} \times \int_0^{\infty} dr \cos(k_\perp v_\mu + \Omega t) + \cos((k_\perp v_\mu - \Omega t)] \quad (29a)$$

$$= D(s, q) \frac{\pi}{v|\mu|} \left( \frac{\delta B}{|B|} \right)^2 (1 - \mu^2) g \left( \frac{1}{R|\mu|} \right). \quad (29b)$$

The validity of Equation (29b) can be tested, for instance, using numerical test-particle simulations. There, the trajectories of a large number of test particles are integrated so that the individual pitch angles can be recorded, thus allowing for a direct evaluation of the Fokker–Planck coefficient via a suitable averaging process. As shown in Qin & Shalchi (2009) and Tautz et al. (2013), the functional dependence of the pitch-angle Fokker–Planck coefficient on $\mu$ can indeed be reproduced—except for pitch angles close to 90°, i.e., at $\mu$ close to zero.
Second, for weakly focused magnetic fields, in which case $L$ is large compared to the Larmor radius, $R_L = \gamma v_0 / \Omega$, a series expansion of the hyperbolic function entering the parallel velocity components yields

$$
\tanh \left( \frac{vt}{2L} + \text{Artanh} \mu_0 \right) \approx \mu_0 + \frac{vt}{2L} (1 - \mu_0^2) + \mathcal{O}(L^{-2}),
$$

(30)

thereby providing the first correction to the parallel coordinate as

$$
z(t) \approx v_0 t + \frac{v^2 t^2}{2L} (1 - \mu_0^2).
$$

(31)

Note that for the sech function in $D_{\mu\mu}$, a Taylor expansion is not possible because the magnitude of $vt/L$ depends on time. However, when $L$ is large, the additional increase of $z$ with $t^2$ causes a more rapid oscillation of the cosine factors in $D_{\mu\mu}$, thereby allowing one to use the formal limit of infinitely large $L$ in the sech function. The first correction to the Fokker–Planck coefficient is thereby provided through

$$
D_{\mu\mu} = \frac{\Omega^2}{|B|^2} (1 - \mu_0^2) \int \frac{d^3k}{|k|} G(k_\perp) \frac{\delta(k_\perp)}{k_\perp} 
\times \int_0^\infty dr \left[ \cos \left( (k_\parallel v_0 + \Omega) t + \frac{v^2 t^2}{2L} (1 - \mu_0^2) \right) + \cos \left( (k_\parallel v_\mu - \Omega) t + \frac{v^2 t^2}{2L} (1 - \mu_0^2) \right) \right] + \mathcal{O}(L^{-2}),
$$

(32)

which, on $L \to \infty$, reduces to the well-known quasi-linear limit.

4. RESULTS

From the last term in Equation (26), the obvious observation can be made that $D_{\mu\mu}$ is not symmetric in $\mu_0$ in contrast to most derivations for homogeneous background magnetic fields. However, this is plausible since the cases of particles initially moving toward stronger magnetic fields ($\mu_0 < 0$) or weaker magnetic fields ($\mu > 0$) are fundamentally different. As shown in Figure 1, all particles will eventually attain positive values for their pitch angles.

The result is shown in Figures 4 and 5 for different values of the focusing length, $L$, as the initial pitch-angle cosine is varied in the interval $-1 \leq \mu_0 \leq 1$. The two figures reveal the following features.

1. For $L$ smaller than the Larmor radius, i.e., $L \lesssim R_L$, only one maximum is exhibited, which is asymmetrically located at negative $\mu_0$. For $L \to 0$, pitch-angle scattering is suppressed and it is found that the Fokker–Planck coefficient tends to zero.

2. For $L$ much larger than the Larmor radius, i.e., $L \gg R_L$, the well-known “double-hump” from quasi-linear theory appears. In particular, the Fokker–Planck coefficient becomes symmetric with respect to the negative and positive pitch-angle regimes.

3. For intermediate $L \sim R_L$, a complicated structure appears in the negative $\mu_0$ regime.

Furthermore, it can be seen from the results shown above that $D_{\mu\mu}$ becomes negative in certain—especially negative—initial pitch-angle cosine regimes. According to Equation (11a), this corresponds to an anti-correlation between $\mu(t)$ and $\mu_0$. However, as shown in Figure 1, particles with negative initial pitch-angle cosines reverse their parallel motion at some point so that their later pitch-angle cosines become positive, hence the anti-correlation between these two quantities.

Even though a negative diffusion coefficient is puzzling at first glance, it is not unheard of (e.g., Christov 1996; White et al. 2008; Argyrakis et al. 2009). The physical meaning is that of an inverse diffusion process, where a concentration gradient is not reduced—as normally the case—but instead particles converge toward some point. For the scenario investigated here, this is supported by the converging magnetic field lines. For a constant turbulence strength (see Section 6), this will eventually overcome all turbulence-induced scattering and so be responsible for the negative diffusion coefficient.
specifically, the negative \( D_{\mu\mu} \) that appeared in the evaluation shown here has to be interpreted in the following way. first, note that for magnetostatic turbulence the pitch-angle derivative,

\[
\dot{\mu} = \frac{d}{dt} \left( \frac{v_{\parallel}}{v} \right) = \frac{1}{v} \frac{dv_{\parallel}}{dt} \propto F_{\parallel}, \tag{33}
\]

corresponds to the force acting on the particles along the field lines. according to equation (11a), the pitch-angle fokker–planck coefficient is defined as the correlation of the parallel force acting on the particle initially and later at later times, which usually is either positive or, in some cases, zero. in addition, it should be noted that in equation (26) only the turbulent contribution is taken into account. as the turbulence tends to trap particles and to isotropize their velocities, it is to be expected that significant differences to the homogeneous case are to be expected. in particular,

1. initial pitch-angle cosine \( \mu_0 \geq -1 \) with \( \dot{\mu}(0) > 0 \) and \( \dot{\mu}(t \leq \tau) > 0 \) with \( \tau \), the correlation time, it follows that \( D_{\mu\mu} > 0 \).

2. Initial pitch-angle cosine \( -1 < \mu_0 < 0 \):
   
   a. for \( L \gg R_L \), the particles turn around slowly so that \( \dot{\mu} \) stays positive for \( t \leq \tau \), yielding \( D_{\mu\mu} > 0 \).
   
   b. for \( L \ll R_L \), the particles are quickly mirrored so that \( \dot{\mu} \) becomes negative due to the directed motion toward larger \( z \); accordingly, \( D_{\mu\mu} < 0 \).

3. initial pitch-angle cosine \( 0 < \mu_0 \leq 1 \): no turning point is reached and, accordingly, \( \dot{\mu}(t) \) does not, on average, change its sign so that \( D_{\mu\mu} > 0 \).

It should be noted that a negative fokker–planck coefficient is not permitted by the second, approximate expression in equation (11b), which is positive by definition. however, that contradiction is a statement more about the validity of that expression than about the results given here.

5. numerical evaluation

To support the analytical results obtained in the previous sections, a numerical investigation was performed using the padian code (tautz 2010). such codes determine the trajectories of test particles in artificial magnetic turbulence, \( \delta B \), on top of a background magnetic field, \( B_0 \). the turbulence is generated by superposing a number of plane waves with random phase angles and random directions of propagation. the relative weight of each mode is specified by the turbulence power spectrum according to the magnitude—and, for anisotropic turbulence, also the orientation with respect to \( B_0 \)—of the wave vector. such simulations are frequently used to investigate (1) the diffusion of cosmic-ray particles, (2) the random walk of magnetic field lines, or (3) diffusive or stochastic acceleration processes.

For a sufficiently large number of test particles (here: \( 2 \times 10^7 \)), the fokker–planck coefficient for pitch-angle scattering can be obtained (see tautz et al. 2013) by averaging over all individual contributions. based on equation (11a), a time-dependent (“running”) fokker–planck coefficient can be derived as

\[
D_{\mu\mu}(\mu_0, t) = \left( \int_0^t dt' \dot{\mu}(t') \dot{\mu}(0) \right) \tag{34a}
\]

\[
= \langle \dot{\mu}(0) \Delta \mu(t) \rangle \tag{34b}
\]

because \( \dot{\mu}(0) \) is a constant so that only \( \dot{\mu}(t) \) has to be integrated. by sorting all particles according to their original pitch-angle cosine, \( \mu_0 = \cos \Omega (v(0), B(r(0))) \), the pitch-angle dependence of \( D_{\mu\mu} \) can be evaluated as required for a comparison with the results in section 4.

the result for the running fokker–planck coefficient as obtained from the simulation is shown in figure 6. as seen, there is a considerable variation of \( D_{\mu\mu} \) as the time increases. in particular, negative values are found only for \( \Omega t \gtrsim 2 \), as predicted by the analytical results. therefore, it can be concluded that the coherent motion of particles streaming toward weaker magnetic field strengths can lead to a negative \( D_{\mu\mu} \) especially if for a negative initial pitch-angle cosine, i.e., for particles initially moving toward the magnetic bottleneck.

6. discussion

the derivation presented in the previous sections already contains many places where qualifiers and conditions are placed on the results. in addition, several additional points have been left unclear and merit a separate discussion.

1. A discussion as to whether the expression for the Fokker–Planck coefficient \( D_{\mu\mu} \) given in equation (11b) is valid in general has recently been given by tautz et al. (2013) and tautz (2013). it has been shown that the validity is restricted to relatively small times, where the mean-square displacement can still grow without experiencing the “walls” resulting from the limits \( \mu \in [-1, 1] \). for large times, in contrast, the correlation function of the parallel velocity components provides a considerably better agreement due to the generally unlimited value range. accordingly, the second definition, equation (11b) has to be regarded with suspicion for either late times or for strong turbulence that causes significant variations in the particles’ pitch angle.

2. It has to be noted that the quasi-linear approximation for the fourier factor that appears in equation (21) is a dramatic assumption. this corresponds to a drastic simplification of the problem and so must be regarded as not always
permitted. A discussion of the problems inherent in the quasi-linear approach and possible non-linear formulations have been given by, e.g., Tautz et al. (2006), Shalchi (2005), Tautz et al. (2008), and Shalchi (2009). Note also that Corrsin (1959a, 1959b) independence hypothesis has been used to separate the Fourier factor from the correlation function (see Tautz & Shalchi 2010).

3. The focusing length has been set to $L = -B_r / (∂ B_r / ∂ z)$ which is not strictly correct if $z$ were taken as the Cartesian coordinate. As discussed in Tautz et al. (2012, Appendix A), such a treatment is valid only within a cylinder along the $z$ axis with a limited radius $\sqrt{x^2 + y^2} \ll 2L$. A correct treatment with the focusing length, $L$, left constant would require the solution of the equation $1/L = \nabla \cdot (B / |B|)$ (Roelof 1969). This would result in rather complicated expressions for the magnetic field components and, due to the curved coordinates, would require the re-derivation of the unperturbed particle trajectory.

Another interesting point is the turbulence strength in relation to the variable background magnetic field strength. After the expression for the pitch-angle derivative, Equation (16), was inserted into the original form of the Fokker–Planck coefficient, Equation (11a), the ratio of the turbulent to the background magnetic field was factored out as $\delta B / |B|$. This corresponds to the requirement that said ratio be spatially constant, which is necessary for the perpetuation of the precondition for a quasi-linear treatment that $\delta B \ll |B|$. From a physical point of view, however, the opposite case of a spatially constant turbulence strength $\delta B \propto B_0$ cannot be excluded, in which case the ratio of the turbulent to the mean magnetic field would be highly variable. As shown in Tautz et al. (2012), both cases lead to fundamentally different particle behavior.

As shown in Section 5, a precise comparison to the analytical results presented in Section 4 turns out to be difficult for several reasons. Most importantly, the geometry chosen for the analytical derivation is valid only for particles near the central axis, i.e., for $\sqrt{x^2 + y^2} \ll 2L$ (see Tautz et al. 2012). Likewise, the pitch angle is taken with respect to the $z$ axis whereas, in reality, it refers to the magnetic field orientation. The aforementioned problem of the variable turbulence strength (either absolute or relative) is also likely to influence the outcome of the numerical simulations.

Finally, the applicability of the Fokker–Planck equation, in which the focusing length is a constant parameter, might not always be given. Such is even more true as the Fokker–Planck coefficient is usually taken to be a function of the pitch-angle cosine, $\mu$. Here, in contrast, the initial pitch angle, $\mu_0$, appears as a parameter, which somewhat obscures the use of the Fokker–Planck coefficient. Nevertheless, the transition to the homogeneous case together with the additional physical insight gained by a variable initial pitch angle underlines the validity of our results.

7. CONCLUSION

To describe the small-scale deflections of charged particles in a turbulent plasma in the case of a non-constant background magnetic field, the Fokker–Planck equation with adiabatic focusing is typically used. Here, the Fokker–Planck coefficient of pitch-angle scattering has been derived for the case of a constant adiabatic focusing length. Accordingly, the unperturbed orbit has been derived for a cylindrically symmetric field that fulfills the following conditions: (1) a vanishing azimuthal field component, (2) a constant focusing length, and (3) the parallel variation depends only weakly on the radial coordinate. Based on the quasi-linear derivation of the Fokker–Planck equation (e.g., Schlickeiser 2002, Section 12.1), the only requirement is that a timescale, $T$, exists so that $t_c \ll T \ll t_F$, where $t_c$ is the correlation time for the turbulent magnetic field and where $t_F$ is the timescale on which the turbulent affects the ensemble-averaged distribution function.

In order to deepen the understanding for the connection between the various parameters entering the Fokker–Planck coefficient and the resulting expressions, additional numerical test-particle simulation might prove useful. However, both the geometry and the time dependence—due to the necessarily finite numerical time in such simulations—seem to be critical issues, as already discussed. Accordingly, obtaining the exact same expressions that have been assumed here for the Fokker–Planck coefficient have turned out to be delicate. The precise comparison with numerical results is therefore left to future work.
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APPENDIX

MAGNETIC BOTTLE

The following derivation is based on the assumption that the magnetic field is predominantly oriented along one of the coordinate axis, which here is the $z$ direction. The classic “magnetic bottle” geometry then states that, in addition to the usual Lorentz force causing the gyro-motion, a second force is present along the $z$ axis. It is precisely this force that is used here to describe the adiabatic focusing of particle being scattered in such a magnetic field geometry.

Following Chen (2006), the two contributions to the Lorentz force are separated using cylindrical coordinates. Therefore, one has

\[
F_z = -\frac{q}{c} v_\phi B_r, \quad (A1a)
\]

causing an additional force along the preferred direction of the mean background field and

\[
F_\perp = \frac{q}{c} (v_\perp \times B_r), \quad (A1b)
\]

causing normal gyromotion perpendicular to the $z$ axis so that

\[
v_\parallel(t) = v_\perp \cos(\Phi_0 - \Omega t), \quad (A2a)
\]

\[
v_\perp(t) = v_\perp \sin(\Phi_0 - \Omega t), \quad (A2b)
\]

with $v_\perp$ still to be determined. Note that $v_\parallel = v_\perp \hat{e}_\phi$ and $B_r = B_\phi \hat{e}_r$.

Assuming azimuthal symmetry for the magnetic field (i.e., $B_\phi = 0$), the next step is to use Maxwell’s equation $\nabla \cdot B = 0$ in cylindrical coordinates

\[
\frac{1}{r} \frac{\partial}{\partial r} (r B_r) + \frac{\partial B_z}{\partial z} = 0, \quad (A3)
\]
which can be integrated to obtain \( rB_r \) as

\[
    r B_r = - \int_0^r r' \, r' \, \frac{\partial B_z}{\partial z} \, dr'.
\]

(A4)

Here, \( \partial B_z / \partial z \) is assumed to vary only weakly with \( r \) (note that, according to Equation (3a), \( B_z \) does not depend on \( x \) and \( y \) at all) so that it can be removed from the integral. Then,

\[
    r B_r \simeq - \frac{\partial B_z}{\partial z} \int_0^r r \, dr = - \frac{1}{2} \left( \frac{\partial B_z}{\partial z} \right)_{r=0}.
\]

(A5)

so that the radial magnetic field component can be written as

\[
    B_r \simeq - \frac{1}{2} \frac{r}{\partial z}.
\]

(A6)

Note that for the magnetic field components from Equation (3), Equation (A6) is exactly fulfilled. Alternatively, a different magnetic field structure of course could be assumed, as long as the requirement is fulfilled that \( \partial B_z / \partial z \) varies only weakly with \( r \) in order to retain the validity of Equation (A5).

Now for \( r \) use the Larmor radius, \( R_L = \gamma v_\parallel / \Omega \), and insert Equation (A6) in \( F_z \) from Equation (A1a) so that

\[
    F_z = \gamma m \dot{v}_\parallel \simeq - \frac{\gamma m v_\parallel^2}{2 B} \frac{\partial B_z}{\partial z}.
\]

(A7)

Note that the relativistic force is given as \( F = d(\gamma m v)/dr \). If \( v \parallel F \), as is the case for the magnetostatic Lorentz force, then \( F = \gamma m \dot{v} \) due to \( \gamma = \text{const.} \)
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