Abstract—Sleep stage recognition is crucial for assessing sleep and diagnosing chronic diseases. Deep learning models, such as Convolutional Neural Networks and Recurrent Neural Networks, are trained using grid data as input, making them not capable of learning relationships in non-Euclidean spaces. Graph-based deep models have been developed to address this issue when investigating the external relationship of electrode signals across different brain regions. However, the models cannot solve problems related to the internal relationships between segments of electrode signals within a specific brain region. In this study, we propose a Pearson correlation-based graph attention network, called PearNet, as a solution to this problem. Graph nodes are generated based on the spatial-temporal features extracted by a hierarchical feature extraction method, and then the graph structure is learned adaptively to build node connections. Based on our experiments on the Sleep-EDF-20 and Sleep-EDF-78 datasets, PearNet performs better than the state-of-the-art baselines.

Index Terms—Sleep stage recognition, EEG measurement, Feature representation, Graph attention neural network.

I. INTRODUCTION

The prevalence of sleep disorders and deprivation poses a significant burden on public health, affecting millions globally. Typically, sleep recordings are collected by sensors attached to various body parts [1]. The recorded signals are called polysomnography (PSG), including electroencephalography (EEG), electrooculogram (EOG), and other physiological signals [2]. According to the American Academy of Sleep Medicine (AASM) sleep standard, recorded signals are divided into 30s sleep episodes named sleep epochs. Each of these can be divided into five different stages of sleep (W, N1, N2, N3, REM) [3]. It is a laborious and time-consuming manual labeling process since several sensors are needed to be attached to each subject over multiple nights to record PSGs. At present, sleep diagnostics and assessment still relies heavily on human expertise. Researchers have therefore attempted to develop automated systems to identify sleep stages.

Recent studies have demonstrated the ability of deep learning to automatically recognize sleep stages due to its powerful feature representation learning mechanism. In the PSG, for example, different sleep stages usually have different salient waves, and Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) are often used to learn appropriate salient wave representations. While these deep learning methods can achieve high accuracy when recognizing sleep stages, they are limited to using grid data as input for the models. When considering the external relationships of signals in different parts of the brain, however, due to the non-Euclidean nature of the brain region, graph structure data is better suited to represent the signal relationships between the electrodes attached to distinct brain areas than a grid input. Reference [4] developed a graph-based deep model to address this challenge, in which each EEG channel collected from the electrodes behaves as a node of the graph, and the connections between the nodes are edges. However, their model is specially designed for external relationships of signals with multi-channels, and cannot handle problems related to the internal relationships between the segments of individual electrode signals in a specific brain region.

In consideration of the internal relationships between signal segments in a specific brain area, although the signal itself is a Euclidean data structure, its segments internal relations, like correlations and connections between signal segments, represent non-Euclidean geometry. In this study, we propose a Pearson correlation-based graph attention network, PearNet, to graphically model the internal relationships between the signal segments with different receptive fields in a specific brain area. We divide the thirty-second sleep EEG signal into a specific number of base segments of equal length (e.g., five-second slice) and extract salient waves from each segment. The spatial information of salient waves is captured from the base segments through a Spatial Convolutional Network, and then these spatial features are used as an input to extract the
temporal features through a Temporal Convolutional Network.

To capture the temporal connection from various types of salient waves, a hierarchical feature extraction structure is designed where each level’s receptive field is gradually expanded in an attempt to obtain more diverse wave forms from neighboring segments. In PearNet, internal relationships between EEG signal segments are evaluated based on the spatial-temporal features derived from all levels. Since not every segment contributes to sleep stage recognition, correlations and connections between segments are established through a graph structure, based on which attention coefficients between the relevant segments are learned to represent their recognition contributions. In the graph structure, each segment corresponds to a node of the graph, and the connection between the segments corresponds to the edge of the graph.

The key contributions of the PearNet are summarized as follows:

- We propose PearNet, a Pearson correlation-based graph attention neural network to model the internal spatial-temporal relationships between the segments of individual electrode signals in a specific brain region\(^1\). To the best of our knowledge, this is the first attempt to identify sleep stages from the pairwise intrinsic connections between signal segments derived by the graph structure of bio signals.

- We design a node generation mechanism to produce spatial-temporal graph nodes, where 1D convolutions and a squeeze-and-excitation block are used to extract spatial information, while Temporal Convolutional Network (TCN) with dilated causal convolutions is employed to obtain temporal information. To learn the graph structure of nodes, we propose a novel adaptive graph structure learning method that is integrated with a Pearson correlation-based graph attention mechanism.

- We evaluate PearNet against the existing models. Experimental results demonstrate that the PearNet achieves state-of-the-art performance in sleep stage recognition. We also conduct an ablation and sensitivity study to better understand how our proposed solution works and point out some future directions.

II. RELATED WORK

Sleep Stage Recognition. Machine learning methods such as Support Vector Machine (SVM) [5], Random Forest (RF) [6] and K-means [7] were used in earlier research to recognize sleep stages. These methods, however, require the extraction of handcrafted features, which demands a great deal of prior knowledge. Due to this, many researchers have been turning to deep learning techniques for recognizing sleep stages. CNNs and RNNs have been widely used in sleep stage recognition. A CNN model with a joint classification-and-prediction framework [8] was proposed to retrieve sleep power spectrum information hidden in EEG signals. A similar study was provided in [9] where the authors transformed raw EEG signals into power spectral images and used a hierarchical RNN to classify multiple epochs simultaneously. Moreover, a deep CNN was developed to improve the accuracy of sleep stage recognition by taking into account the transitional rules between each stage using a long short-term memory (LSTM) [10]. Similarly, DeepSleepNet [11] used Bi-directional Long Short-Term Memory (BiLSTM) to learn the transition rules among sleep stages. In addition, many studies developed attention mechanisms for recognizing sleep stages, such as SleepEEGNet [12], AttenSleepNet [13], TS-TCCNet [14], and SalientSleepNet [15].

Though the models above can detect salient waves and learn transition rules from PSG signals, one major limitation remains: data input must be in grid form. In many cases, the data gathered on grids cannot be used to observe the intrinsic relationships of signals from an internal and external perspective because of their non-Euclidean nature. In this regard, the graph is an appropriate data structure.

Graph Neural Network. In dealing with graph structure data, Graph Neural Networks with attention mechanisms have demonstrated enhanced performance. Existing GNNs, such as the Graph Attention Network (GAT) [16] used feedforward neural networks to learn attention scores, while GraphSAGE [17] relied on cosine similarity to compute attention scores. However, these methods utilize a fixed graph structure, which is not optimal for sleep stage recognition. To address this issue, GraphSleepNet [4] adaptively learned the external relationships of EEG signals (graph structure) between different brain regions. Spatial-Temporal Graph Convolution was used in this model to extract spatial-temporal features of the nodes, whereas it cannot handle problems related to the internal relationships between the segments of individual electrode signals in a specific brain region.

III. PRELIMINARIES

In our study, a sleep stage recognition network is defined as an undirected graph \( G = (V, E) \), where \( V = \{v_1, v_2, ..., v_n\} \) denotes the set of \( n \) nodes. Each node in the network represents a signal segment; \( E = \{e_{ij}\}_{i, j \in V} \) denotes the set of edges, indicating the connections between nodes. The raw signal sequence is defined as \( S = \{s_1, s_2, ..., s_L\} \in \mathbb{R}^{L \times M} \), where \( L \) is the number of samples, and \( M \) is the number of data points of each sample.

The sleep staging problem is defined as: Given the raw signal sequence \( S \), the signal graph nodes \( V \) are generated and the signal internal relationships (edges) \( E \) are learned to establish a graph \( G \) that maps \( S \) into the corresponding sequence of sleep stages \( \hat{Y} \), where \( \hat{Y} = \{\hat{y}_1, \hat{y}_2, ..., \hat{y}_L\} \) and \( \hat{y}_i \) is the recognition result of \( s_i \). Following the AASM sleep standard, each \( \hat{y}_i \in \{0, 1, 2, 3, 4\} \) matches with the five sleep stages W, N1, N2, N3, and REM, respectively.

IV. METHOD

As illustrated in Figure 1, PearNet is a graph-based attention network, in which graph nodes are firstly derived from

\(^1\)The GitHub link for the prototype source code is hidden for double-blind compliance.
signal segments using spatial-temporal convolutions, followed by an adaptive graph structure learning method to construct the pairwise relationships between these nodes. After that, a Pearson correlation-based graph attention network is proposed to pay higher attention to the valuable nodes in the graph so as to recognize the sleep stages.

A. Node Generation

Node generation is the first key part of PearNet, which is used to extract spatial-temporal features from raw signals and generate graph nodes. As illustrated in Figure 1, the base segments of signals are predefined to capture the spatial information (spatial graph nodes) through a Spatial Convolutional Network, and then these spatial features are used as an input to extract the temporal features (temporal graph nodes) through a Temporal Convolutional Network. In general, the types of salient waves in different sleep stages vary. For example, the salient waves of stage N2 could be spindle waves or K-complex waves, while the salient waves of stage N3 are delta waves [4], [18], [19]. In order to capture the temporal connection from various types of salient waves, a hierarchical feature extraction structure is designed where each level’s receptive field is gradually expanded to obtain more diverse wave forms from neighboring segments (nodes). For example, Level 0 is the input layer which represents the spatial features extracted from the Spatial Convolutional Network, and the Level 1 layer denotes the temporal features extracted from the combination of each spatial feature segment (node) with its neighbours from the Level 0 layer so that the Level 1 layer contains more diverse wave forms. Similarly, the Level 2 layer refers to the temporal features extracted from combining each Level 1’s feature segment (node) with its neighbours’ neighbours, and so on. In this study, our hierarchical feature extraction is restricted to Level 2.

1) Spatial Convolution: The Spatial Convolutional Network, as shown in Figure 2, starts from a 1D convolution layer with the input \( X = \{x_1, x_2, \ldots, x_M\}, x_i \in \mathbb{R} \), where \( M \) is a hyperparameter that represents the length of a base segment. After that, a max pooling is used to down sample the feature map from \( I = Conv_1d(X), I \in \mathbb{R}^{C \times L} \) to \( I' = \text{Maxpooling}(I), I' \in \mathbb{R}^{C' \times L'} \), where \( C \) and \( C' \) denote the 1D convolution output size before and after the max pooling, \( L \) and \( L' \) refer to a length of feature sequence before and after the max pooling. Following this, two 1D convolution layers and another max pooling are sequentially implemented to \( I' \) such that \( \varphi = \text{Maxpooling}(Conv_{1d\_2}(Conv_{1d\_1}(I'))), \varphi \in \mathbb{R}^{C'' \times L''} \), where \( C'' \) is the output size after two 1D convolution layers and max pooling, and \( L'' \) is the dimension of the feature output. Afterward, we utilize a residual Squeeze-and-Excitation (SE) block [20] to recalibrate the features learned from previous convolutional layers, thus improving the performance. Given the feature map \( \varphi \) learned from previous convolutional layers, we apply two 1D convolution layers to


\[ \varphi' = Conv2(Conv1(\varphi)), \varphi' \in \mathbb{R}^{N \times D}, \]

where \( N \) is the output dimension, \( D \) is the length of features, and \( Conv1 \) and \( Conv2 \) are two 1D convolution operations. A method of adaptive average pooling [21] is then used to compress spatial information, thereby shrinking \( \varphi' \) to \( \phi = \text{Avgpooling}(\varphi'), \phi \in \mathbb{R}^{N \times D} \). Next, two fully connected (FC) layers are applied to make use of the aggregated information \( \psi = \delta(W_2\sigma(W_1(\phi))), \psi \in \mathbb{R}^{N \times D} \), where \( \delta \) and \( \sigma \) refer to Sigmoid and Rectified Linear Unit (ReLU) activation functions respectively, and \( W_1 \) and \( W_2 \) represent two FC layers. The feature map \( \varphi' \) is subsequently scaled by \( \psi \) as follows:

\[ F = \varphi' \otimes \psi \]  

where \( \otimes \) represents a point-wise multiplication between \( \varphi' \) and \( \psi \). Lastly, a shortcut connection is applied to combine \( \varphi \) learned from previous convolutional layers with the enhanced features \( F \) derived from the residual SE block:

\[ O = \sigma(\varphi + F) \]  

where \( \sigma \) is a ReLU activation function. The output \( O \) is the spatial features extracted from the basis segments.

2) Temporal Convolution:: Based on the spatial features generated from the basis segments, TCN [22] is then used to extract temporal features. The main architecture is described as:

\[ TCN = 1D \text{FCN} + DCC \]  

where 1D FCN is 1D fully-convolutional network, and DCC (see Figure 3) is dilated causal convolution block with zero padding for keeping subsequent layers the same length as previous layers. Generally, the types of salient waves vary across sleep stages. In order to capture the temporal connection between different types of salient waves, a hierarchical level feature extraction structure is designed by using dilated convolutions to gradually enlarge the convolution's receptive field in an attempt to explore more types of salient waves. The dilated causal convolution \( D \) in the DDC on input \( h \) is defined as [22]:

\[ D(h) = (O \ast_d f)(h) = \sum_{i=0}^{k-1} f(i) \cdot O_{h-d-i} \]  

where input \( O \) is the spatial features extracted from the base segments, \( f : \{0, ..., k-1\} \rightarrow \mathbb{R} \) is a convolutional filter, \( k \) is the convolutional filter size, \( d \) is the dilation factor which is used to determine the level of the hierarchical feature extraction, and \( h-d-i \) accounts for the direction of the past.

Using Spatial Convolution and Temporal Convolution, the node generation is summarized in Algorithm 1, where a spatial and temporal feature extraction process is described in lines 1 to 4. In line 6, the base segments (spatial features) and expanded segments (temporal features) corresponding to each level of the hierarchical feature extraction module are united as graph nodes.

**Algorithm 1: Node Generation**

**Input**: single channel EEG data

\[ X = \{x_1, x_2, \ldots, x_M\}, \]  

the number of base segments \( S \), the level of feature extraction module \( L \)

1. \( h_s \leftarrow \) Spatial segments \( (X, S) \);
2. \( h_t \leftarrow \emptyset \);
3. for \( l \in L \) do
4. \( h_t \leftarrow h_t \cup \) Temporal convolution \( (h_s, l) \);
5. end
6. \( \mathcal{V} \leftarrow h_s \cup h_t \);
7. Return \( \mathcal{V} \);

3) Node Generation Learning and VIF based Loss:: Considering the dependency among these nodes generated from the hierarchical temporal convolution (three layers), it is likely that the generated nodes exhibit a multicollinearity property. Multicollinearity can lead to inaccurate or skewed results in the statistical models when determining how each variable is used to make a prediction [23]. In order to address this issue, the weights of the spatial and temporal convolution networks in Node Generation are updated by minimizing the following loss function:

\[ \mathcal{L}_{vif} = \frac{1}{M} \sum_{i=1}^{M} \text{smooth}L1(\delta(VIF_i) - T) \]  

where \( \text{smooth}L1 \) is Smooth L1-loss which combines the advantages of L1-loss (steady gradients) and L2-loss (less smooth) where \( \delta \) is a modified sigmoid function, \( M \) is the total number of graph nodes, and \( T \) is the training target. We use VIF to determine the degree of multicollinearity [25], defined as:

\[ VIF_i = \frac{1}{1 - R_i^2} = \frac{M_{ii}}{|P|} \]  

where \( R_i^2 \) is the \( R^2 \)-value obtained by regressing the \( i \)-th node on the remaining nodes, \( P \) is the Pearson correlation coefficient matrix of the graph nodes, \( |P| \) is the determinant of the matrix, and \( M_{ii} \) is the determinant of the Pearson correlation coefficient matrix without considering the value in the \( i \)-th raw and \( i \)-th column. The training target value \( T \) for VIF is 1, which indicates that the target node does not correlate with other nodes. Taking into account the range of \( VIF_i \in (1, +\infty) \), a sigmoid function is used to normalize its value between 0 and 1 so that no rather large loss value will be presented. To facilitate the setting of the target value after the VIF passes through the sigmoid function, we let the
function curve cross 0.5 at $T = 1$. Therefore, a modified sigmoid function is defined as follows:

$$
\delta(VIF_i) = \frac{1}{1 + e^{-\gamma VIF_i}}
$$

(7)

After normalization through the modified sigmoid function, the new range of $VIF_i \in (0.5, 1)$, and the VIF training target $T$ is changed from 1 to 0.5.

B. Adaptive Graph Structure Learning

The input to the adaptive graph structure learning is a set of nodes which contain spatial-temporal features generated from the node generation layer, $h = \{\vec{h}_1, \vec{h}_2, \ldots, \vec{h}_N\}$, $\vec{h}_i \in \mathbb{R}^F$, where $N$ is the number of nodes, and $F$ is the dimension of features in each node. A learnable linear transformation, which is parameterized by a weight matrix, $W \in \mathbb{R}^{F \times F}$, is applied to input node features $h$ in order to obtain sufficient expressive power to convert them into higher-level features. Self-attention is then performed on the transformed output with a shared attention mechanism $a: \mathbb{R}^F \times \mathbb{R}^F \rightarrow \mathbb{R}$ to compute attention coefficients,

$$
e_{ij} = a(W\vec{h}_i, W\vec{h}_j)
$$

(8)

that indicate how node $j$ impacts node $i$ [16]. As an alternative to graphs constructed manually or through prior knowledge (e.g., k-nearest neighbor graph [26]), we dynamically learn the graph structure. We define a non-negative function $A_{ij} = F(x_i, x_j) = \sigma(e_{ij} + (W_2(\sigma(W_1(e_{ij})))))$ to represent the connection relationship between nodes $x_i$ and $x_j$, based on the attention coefficients ($e_{ij}$) of the nodes. $F(x_i, x_j)$ is implemented through double layer residual MLP. The learned graph structure (adjacency matrix) $A$ is defined as:

$$
A_{ij} = F(x_i, x_j) = \sigma(e_{ij} + (W_2(\sigma(W_1(e_{ij})))))
$$

(9)

where $W_1$ and $W_2$ denote a double layer MLP, and $\sigma$ is a ReLU activation function that guarantees $A_{ij}$ is non-negative. The function $F(x_i, x_j)$ indicates that the graph structure is determined by the attention coefficients of nodes ($e_{ij}$) along with adjustment factors $W_2(\sigma(W_1(e_{ij})))$ for learning relationships under various sleep stages. We then construct the edges based on the adjacency matrix for all $A_{ij}$ that are greater than 0, and we remove the connections for those $A_{ij}$ with the value of 0.

C. Graph Attention and Recognition

For easy comparison of coefficients across different nodes, we use the softmax function to normalize them across all choices of $j$:

$$
\alpha_{ij} = softmax(e_{ij}) = \frac{\exp(e_{ij})}{\sum_{k \in N_i} \exp(e_{ik})}
$$

(10)

We employ a Pearson correlation coefficient-based attention mechanism to $a$ in Equation (8). While negative correlations play the same important role as positive correlations, their negative value can also cause the central nodes’ influence to wane when aggregating the nodes. As a result, in Equation (10), we use absolute Pearson correlation to compute the attention coefficients:

$$
\alpha_{ij} = \frac{\exp(\beta \times |\text{Pearson}(W\vec{h}_i, W\vec{h}_j)|)}{\sum_{k \in N_i} \exp(\beta \times |\text{Pearson}(W\vec{h}_i, W\vec{h}_k)|)}
$$

(11)

where $\beta \in \mathbb{R}$ is a trainable scaling factor [27]. $\text{Pearson}(x, y) = \frac{\text{Cov}(x, y)}{\sigma_x \sigma_y}$, $\text{Cov}$ is the covariance, and $\sigma$ is the standard deviation. Following the attention coefficients normalization, node aggregation is then performed on the edges with exactly the direct neighbors of the central node and the central node itself:

$$
\vec{h}^i_i = \sum_{j \in N_i} \alpha_{ij} W\vec{h}_j
$$

(12)

where $N_i$ is the neighborhood of node $i$ in the graph. We then use the multi-head attention, as recommended by [28], which is beneficial in stabilizing the self-attention learning process. Afterward, two dense layers with a softmax are employed to recognize sleep stages.

D. PearNet Loss Function

In various sleep datasets, we observe that sleep stages are imbalanced, and a standard multi-class cross-entropy loss shows a bias toward the majority classes due to equally penalizing miss-classifications. To address the above issue, we apply a class-aware loss function using weighted cross-entropy [13] as follows:

$$
\mathcal{L}_{\text{cross entropy}} = -\frac{1}{M} \sum_{k=1}^{K} \sum_{i=1}^{I} \omega_k y^k_i \log(\hat{y}^k_i)
$$

(13)

where $y^k_i$ is the ground truth of $i$-th sample for the class $k$, $\hat{y}^k_i$ is the prediction of $i$-th sample for the class $k$, $K$ is the number of classes, $M$ is the total number of samples, and $\omega_k$ represents the weight assigned to the class $k$. Finally, the PearNet loss function for the entire model is defined as:

$$
\mathcal{L}_{\text{loss}} = \mathcal{L}_{wij} + \mathcal{L}_{\text{cross entropy}}
$$

(14)

E. Discussion

1) Adjacency matrix learning:: A number of previous studies have used Pearson correlations to derive the adjacency matrix [29]–[31] through setting a threshold value. However, the Pearson correlation implies only the positive and negative correlation between graph nodes but not the internal connection relationship [32], and thus directly using Pearson correlation to determine internal relationships of signal segments is not appropriate. As a result, we design adjustment factors $W_2(\sigma(W_1(e_{ij})))$ in Equation (9) to adjust the Pearson correlation so that segments’ internal relationships can be learned.

2) Graph attention coefficient:: By measuring the cosine similarity, the study [27] captures how $j$ is relevant to $i$ as follows:

$$
\alpha_{ij} = \frac{\exp(\beta \times \cos(W\vec{h}_i, W\vec{h}_j))}{\sum_{k \in N_i} \exp(\beta \times \cos(W\vec{h}_i, W\vec{h}_k))}
$$

(15)
where $\beta \in \mathbb{R}$ is a trainable scaling factor, and $\cos$ is the cosine similarity. In the study [16], the attention coefficient is learned via a single-layer feed-forward neural network, which can be expressed as:

$$\alpha_{ij} = \frac{\exp(\text{LeakyReLU}(\vec{v}^T [W_h_i||W_h_k]))}{\sum_{k \in N_i} \exp(\text{LeakyReLU}(\vec{v}^T [W_h_i||W_h_k]))}$$  \hspace{1cm} (16)$$

where $\vec{v}^T$ is the weight vector of single-layer feed-forward neural network and $||$ is the concatenation operation. Considering our proposed node generation module is constructed by VIF derived from Pearson correlation, as well as the fact that positive and negative correlations are important when learning how nodes are connected, we apply the Pearson similarity to compute the attention coefficient.

V. EXPERIMENTS

A. Datasets and Experimental Setting

In this study, two publicly available datasets, Sleep-EDF-20 and Sleep-EDF-78 [33], are used. The former consists of data files for 20 subjects, while the latter includes 78 subjects. Specifically, each PSG file contains two EEG channels (Fpz-Cz, Pz-Oz) with 100 Hz sampling frequencies: one EOG channel, and one chin EMG channel. In order to construct and evaluate the internal relationship between the segments of an individual electrode signal in a specific brain region, we use the data with the Fpz-Cz channel as the input for our experiments following the previous studies [8], [10]–[12].

The hyperparameters of the experiment are shown in Table I. We implement PearNet using Pytorch 3.7 under Ubuntu 20.04 with two Nvidia GeForce RTX 2080Ti GPUs.

B. Baseline Methods

We compare our model with five baselines:

- **DeepSleepNet [11]**: The model exploits a custom CNN architecture followed by an LSTM with a residual connection for sleep stage classification.
- **ResnetLSTM [10]**: The model implements a ResNet architecture for feature extraction, followed by an LSTM to classify EEG signals into different sleep stages.
- **MultitaskCNN [8]**: The model starts by converting the raw EEG signals into power spectrum images, and then applies a joint classification and prediction technique using a multi-task CNN architecture for identifying sleep stages.
- **SleepEEGNet [12]**: This model employs the same CNN architecture as DeepSleepNe [11] followed by an encoder-decoder with attention mechanism.
- **AttnSleepNet [13]**: The model starts with a feature extraction module that draws on a multi-resolution convolutional neural network and adaptive feature recalibration, followed by a temporal context encoder that uses a multi-head attention mechanism to capture the temporal dependency feature for recognizing sleep stages.

C. Comparison and Result Analysis

Table II shows the comparison of PearNet with five baseline algorithms for recognizing sleep stages on the Sleep-EDF-20 and the Sleep-EDF-78. Specifically, PearNet’s accuracy and macro F1-score (MF1) are 84.9 and 79.3 on Sleep-EDF-20, and 81.4 and 75.3 on Sleep-EDF-78. From the results, it proves that the adaptively learned graph representation for the underlying EEG signals is more suitable than the grid representation as used by CNN and LSTM [8], [10]–[13]. Further, PearNet’s MF1 for each class performs better than all baseline methods on Sleep-EDF-20, while for Sleep-EDF-78, the results of Wake, N1, and N3 are the best. Due to the possibly ineffective settings of the number of the base segments and the level of the hierarchical feature extraction for Sleep-EDF-78, PearNet’s MF1 for N2 (84.9) and REM (74) are lower than those of AttnSleeNet (85 and 74.2, respectively). Moreover, while PearNet is the best over all baseline methods for class N1, the MF1 is still below 50, indicating that it is worth considering both internal signal segment relationships and external connections across different brain regions to recognize sleep stages, which is our next-stage work.

D. Ablation and Sensitivity Experiment

To further investigate the effectiveness of PearNet, we conduct an ablation and sensitivity study on the Sleep-EDF-20 dataset as shown in Table III. Specifically, we derive a set of model variants from PearNet as follows:

1) **PearNet-Base(x base segments, 2 levels of the feature extraction)**: PearNet-Base(x, 2) is investigated in terms of the input nodes that are generated from x base segments with 2 levels of feature extraction. We vary x from {2, 5, 8}.

2) **PearNet-Level(5 base segments, x levels of the feature extraction)**: PearNet-Level(5, x) is investigated in terms of the input nodes that are generated from 5 base segments with x levels of feature extraction. We vary x from {0, 2, 3}.

3) **PearNet-Atten(5, 2) with x attention**: PearNet-Atten(5, 2) with the input nodes that are generated from 5 basis segments and 2 levels of feature extraction is investigated in terms of the x types of attention mechanisms. We
level nodes have better temporal resolution, PearNet with extraction with a fixed number of base segments. Since higher findings imply that, with a fixed window size of 30 seconds, we notice that PearNet with 5 and 8 base segments performs feature extraction. The results verify that PearNet can recognize the sleep stages under various base segments; meanwhile, we notice that PearNet with 5 and 8 base segments performs better than PearNet with 2 segments. PearNet with 8 base segments, however, has a lower accuracy and MF1 (84.4 and 78.5) than PearNet with 5 base segments (84.9 and 79.3). The findings imply that, with a fixed window size of 30 seconds, more segments with fewer data points are not always better, since important signal patterns can be missed. PearNet-Level(5, x) is evaluated at different levels of feature extraction with a fixed number of base segments. Since higher level nodes have better temporal resolution, PearNet with 2-level feature extraction has a higher accuracy and MF1 (84.9 and 79.3) than PearNet with 0-level feature extraction. Because the proposed hierarchical feature extraction method uses zero padding to keep successive layers the same length, the less number of segments from the lower layer generates a greater number of zero-padding related nodes. It causes more redundant information, negatively affecting recognition accuracy. We can observe that PearNet with 3-level feature extraction and 5 base segments has a lower accuracy (84.8) and MF1 (78.7) than PearNet with 2-level feature extraction and 5 base segments (84.9 and 79.3).

PearNet-Atten(5, x) with x attention evaluates the performance of PearNet with different attention mechanisms. Pearson attention achieves the best performance (84.9 on accuracy and 79.3 on MF1), which is consistent with our design intent. Pearson correlation is used to train the key modules of PearNet (node generation with VIF loss and graph structure). It may lead to better performance after an end-to-end training using a Pearson correlation related attention.

PearNet-VIF(5, 2) with (resp. without) VIF Loss examines PearNet’s performance once VIF loss is adopted, and optimizing the multicollinearity problem reduces the detrimental effects of highly correlated nodes on model performance. From these findings, we can conclude that using Pearson correlation for node generation, edge construction, and graph attention is suitable for graph representation of the underlying data. As a promising future direction, our proposed PearNet architecture can be adopted to study its suitability for time-series applications in general including activity recognition, driving fatigue detection, and many other fields.

### Table II
THE PERFORMANCE COMPARISON OF THE STATE-OF-THE-ART APPROACHES

| Datasets   | Method               | Overall results | F1-score for each class |
|------------|----------------------|-----------------|-------------------------|
|            |                      | Accuracy        | Wake | N1 | N2 | N3 | REM |
| Sleep-EDF-20 | DeepSleepNet [11]    | 81.9            | 76.6 | 86.7 | 45.5 | 85.1 | 83.3 | 82.6 |
|            | ResnetLSTM [10]      | 82.5            | 73.7 | 86.5 | 28.4 | 87.7 | 89.8 | 76.2 |
|            | MultitaskCNN [8]     | 83.1            | 75.0 | 87.9 | 33.5 | 87.5 | 85.5 | 80.3 |
|            | SleepEEGNet [12]     | 81.5            | 76.6 | 89.4 | 44.4 | 84.7 | 84.6 | 79.6 |
|            | AttnSleepNet [13]    | 84.4            | 78.1 | 89.7 | 42.6 | 88.8 | 90.2 | 79.0 |
| Sleep-EDF-20 | PearNet (ours)       | 84.9            | 79.3 | 89.0 | 46.2 | 89.1 | 90.3 | 80.6 |
| Sleep-EDF-20 | PearNet (ours)       | 77.8            | 71.8 | 90.9 | 45.0 | 79.2 | 72.7 | 71.1 |
| Sleep-EDF-20 | PearNet (ours)       | 78.9            | 71.4 | 90.7 | 34.7 | 83.6 | 80.9 | 67.0 |
| Sleep-EDF-20 | PearNet (ours)       | 79.6            | 72.8 | 90.9 | 39.7 | 83.2 | 76.6 | 73.5 |
| Sleep-EDF-20 | PearNet (ours)       | 74.2            | 69.6 | 89.8 | 42.1 | 75.2 | 70.4 | 70.6 |
| Sleep-EDF-20 | PearNet (ours)       | 81.3            | 75.1 | 92.0 | 42.0 | 85.0 | 82.1 | 74.2 |
| Sleep-EDF-20 | PearNet (ours)       | 81.6            | 75.3 | 92.1 | 43.0 | 84.9 | 82.6 | 74.0 |

### Table III
ABLATION AND SENSITIVITY STUDY

| Method                          | Overall results |               |
|---------------------------------|-----------------|---------------|
|                                 | Accuracy        | MF1           |
| PearNet-Base(2, 2)              | 84.2            | 78.1          |
| PearNet-Base(5, 2)              | **84.9**        | **79.3**      |
| PearNet-Base(8, 2)              | 84.4            | 78.5          |
| PearNet-Level(5, 0)             | 84.6            | 78.3          |
| PearNet-Level(5, 2)             | **84.9**        | **79.3**      |
| PearNet-Level(5, 3)             | 84.8            | 78.7          |
| PearNet-Atten(5, 2) with GAT attention | 84.4          | 78.5          |
| PearNet-Atten(5, 2) with AGNN attention | 84.2          | 78.3          |
| PearNet-Atten(5, 2) with Pearson attention | **84.9**       | **79.3**      |
| PearNet-VIF(5, 2) without VIF Loss | 84.7            | 78.7          |
| PearNet-VIF(5, 2) with VIF Loss  | **84.9**        | **79.3**      |

- vary x from {GAT attention [16], AGNN attention [27], Pearson attention}
- 4) **PearNet-VIF(5, 2) with (without) VIF Loss**: PearNet-VIF(5, 2) with the input nodes that are generated from 5 basis segments and 2 levels of feature extraction is investigated with and without VIF loss.

In this paper, we propose a novel deep graph attention network called PearNet for identifying sleep stages. The main advantage of PearNet is that it models the internal spatial-temporal relationships between the segments of individual
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