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**Abstract**

**Rationale:** Covid-19 is certainly one of the worst pandemics ever. In the absence of a vaccine, classical epidemiological measures such as testing in order to isolate the infected people, quarantine and social distancing are ways to reduce the growing speed of new infections as much as possible and as soon as possible, but with a cost to economic and social disruption. It is therefore a challenge to implement timely and appropriate public health interventions. **Objective:** This study investigates a reinforcement learning based approach to incrementally learn how much intensity of each public health intervention should be applied at each period in a given region. **Methods:** First we define the basic components of a reinforcement learning (RL) set up (i.e., states, reward, actions, and transition function), this represents the learning environment for the agent (i.e., an AI-Model). Then we train our agent using RL in an online fashion, using a reinforcement learning algorithm known as REINFORCE. Finally, a developed flow network, serving as an epidemiological model is used to visualize the results of the decisions taken by the agent given different epidemic and demographic state scenarios. **Main Results:** After a relatively short period of training, the agent starts taking reasonable actions allowing a balance between the public health and economic considerations. In order to test the developed tool, we ran the RL-agent on different regions (demographic scale) and recorded the output policy which was still consistent with the training performance. The flow network used to visualize the results of the simulation is considerably useful since it shows a high correlation between the simulated results and the real case scenarios. **Conclusion:** This work shows that reinforcement learning paradigm can be used to learn public health policies in complex epidemiological models. Moreover, through this experiment, we demonstrate that the developed model can be very useful if fed in with real data. **Future Work:** When treating trade-off problems (balance between two goals) like here, engineering a good reward (that encapsulates all goals) can be difficult, therefore future work might tackle this problem by investigating other techniques such as inverse reinforcement learning and Human-in-the-Loop. Also, regarding the developed epidemiological model, we aim to gather proper real data that can be used to make the training environment more realistic, as well as to apply it for network of regions instead of a single region.
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1 INTRODUCTION

1.1 Background:
Epidemics of infectious diseases are an important threat to public health and global economies. As of 16 September 2020, Covid-19 has generated over 29 million of confirmed infected cases and 900 thousand deaths [1]. This been said, the development of timely precise and demographically tailored public health policies is a challenging process, as epidemics are non-linear and complex processes.

There is also intense debate about policies for limiting the damage, both to health and to the economy. On the one hand, some studies [2] suggest that quarantine and social distancing measures might be needed for as long as 18 months and will only be turned on and off alternatively during that period. Other studies on the other hand, predict that the economic harm of these measurements is estimated to be much more than that of the economic crisis of 2008 [3].

1.2 Related work:
For this matter, researchers have used till now pretty much all kinds of artificial intelligence (AI) techniques to fight the current pandemic. Ranging from detecting the disease in medical images [4], predicting next number of infections and deaths [5], to discovering new medical drugs to treat patients [6], and many other applications that can be consulted in detail here [7].

There were also various prevention strategies proposed to reduce the desolation of the pandemic, while maintaining economical balance such as age-based lockdown [8] and n-work-m-lockdown [9].
Another specific area of AI that was used is Reinforcement learning (RL) [10], which is a sub-family of machine learning that deals mainly with learning optimal decision making. In recent years, RL coupled with deep learning (i.e., Deep Reinforcement Learning) has been very successful at solving complex sequential decision-making problems in various domains such as video games [11]. Deep reinforcement learning (DRL) has proven its strength in various occasions such as playing Atari like human [12] and StarCraft II [13], playing hide and seek [14], mastering the game of go [15], and the game of DOTA [16].

Reinforcement learning is not used in video games only, but also in financial markets [17], robotics [18], healthcare domains [19], including pathologies like cancer, diabetes, anaemia, schizophrenia, epilepsy, anaesthesia, and drug discovery, just to name a few.

In the context of epidemiology and public health, learning optimal policies by formulating the problem at hand as a Markov decision process (MDP), was first introduced in [20]. Similarly, RL was used for controlling the spread of emerging infectious diseases such as the current Corona Virus pandemic [21], where an agent (trained using reinforcement learning) takes actions in different possible scenarios of a pandemic depending on the spread of disease and economic factors.

![Figure 1: illustration of the final objective of this work](image)

However, there is still a lack of effective tools to provide tailored decision support for regions (country, city, district, etc.) with different demographics, health care systems, economy and during different epidemics.

To further investigate this problem and contribute to the relatively limited state of the art, this article addresses the following points:

Section 2 is an overview and presentation of the developed epidemiological model. In section 3 we go over the methods used for the development of the epidemic’s control decision support algorithms. Section 3 lists the main findings of this study and related measurements. In section 4 we discuss the advantages and drawbacks of some techniques exploited here and ways to ameliorate the performance. Finally, section 5 summarizes the key contributions and suggests what might be future work in respect to this study.

2 METHODS

The objective of this work is to create an AI-agent whose inputs are data describing the current epidemic state as well as the demographics of the studied region and outputs are intensities/percentages of each public health measures, as illustrated in figure 1.

For this purpose, we developed an epidemiological model that is intended to help us in both computing the inputs data evolution/transitions necessary for the learning of the agent as well as in visualizing the results of the simulation.

2.1 The epidemiological Model

Below in figure 2, is the developed epidemiological model, where:

- **S1**: The transmission rate,
- **S2**: The identification rate,
- **S3**: The death rate (see definitions).

**Cur Inf**: current infections, **N**: normal, **Nxt Inf**: next infection, **U**: unknown carriers, **K**: known carriers, **R**: recovered, **D**: deaths.
We consider that a region with a normal population size ‘N’, will get in contact with an initial number of current infected people ‘Cur Inf’ and will generate $S1 \times N$ amount of new infected people ‘Nxt Inf’. The newly infected people will either be known carriers by a $S2$ rate ‘K’ or unknown carriers ‘U’. The unknown carriers ‘U’ (e.g., those that didn’t show symptoms) will represent exactly the current infected people for the next run/loop. The known carriers (e.g., those that showed symptoms or being tested and hospitalized) will either die or recover depending on the parameter $S3$.

The transmission rate: In our previous paper [22], we used modelling and simulation techniques to extract the most important demographic data of a given region (country, city, district, etc.) that contribute to the state of an epidemic in that region. In summary, we define three parameters:

1- Population density: the number of people per square kilometre.

2- Movement rate: degree of dynamism in the studied region.

3- Region’s connectedness: reflects how much attractive and important is the studied region relative to regions in its network. A region with high connectedness is usually a region that provides jobs, hospitals, schools, etc. They often tend to be the big metropolitan cities of a country.

These three parameters are impacted via public health interventions such as “travel restriction, lock-down and distance work & study”, and these are also what makes the contact rate (i.e., how many person-to-person contacts one makes in a given period of time). Note that we are not talking about the transmission rate here; a contact doesn’t necessarily imply a transmission of the disease. Actually, the transmission rate can be defined as: the contact rate * probability of transmitting the disease while making a contact without any barriers * the proportion of people that aren’t doing barriers. Barriers can be masks for example in the case of a respiratory virus such as Covid-19.

This way, the transmission rate * population size represents the number of people susceptible to receiving the disease from one infected person. Thus, if multiplied by the number of previously infected people, it will give us the number of new infections.

The identification rate: While the transmission rate enables us to calculate the next number of infections, the identification rate tells us how many among those new infected people will be known carriers or unknown carriers. Depending on the studied epidemic, the incubation period and symptoms manifestation and the ability to conduct testing will differ. Therefore, we define the identification rate as: the testing rate * incubation coefficient, where the incubation coefficient represents how long is the incubation period of a given epidemic (i.e., how long does it take for an infected person to show symptoms). It has a big impact on identifying infected people. Covid-19 for example has a relatively long incubation period (of around 10 days) as opposed to Ebola for example which will severely manifest in the infected person as quickly as 2 days at maximum. That’s one of the main reasons why Covid-19 has spread much more than other
epidemics. In the developed epidemiological model (figure 2), we consider that people that didn’t get identified will be considered as the number of current infections in the next run.

The death rate: As illustrated in the model, the previously identified ‘K’ amount of infected people will be divided into two categories, those who will recover from this disease and those who will die because of this disease. The degree of fatal danger varies from one epidemic to another (e.g., Corona-Virus and Ebola), but also the health care capacity differs from one region to another. Here we define the death rate as: Health care capacity * vulnerability coefficient. Where the vulnerability coefficient represents the proportion of people the studied epidemic is dangerous for (i.e., does it kill everyone got infected? Or only people above 70years old or maybe only people with heart disease, etc.) relative to all identified infected people.

2.2 The learning environment
The developed tool consists mainly of a Reinforcement Learning (RL) set up. In RL, an agent is interacting with its environment with a goal to maximize a reward function.

In our case, the Agent is modelling Public Health Authorities (PHA) that decides which Actions (interventions and measures) to implement given certain States of the environment.

States of the epidemic, actions allowed for the agent, transition function that describes the dynamics of the epidemic and reward function that tells the agent how good it is doing in this process, is called a Markov Decision Process (MDP).

A Markov Decision Processor MDP: = {S, A, TF, R} models an agent's sequential decision-making process, where:

- S is a set of states and includes:
  Transmission rate (S1)
  Identification rate (S2)
  Death rate (S3)

- A is a set of possible actions and includes:
  A1: Travel restriction
  A2: Lock down
  A3: Distance work & study
  A4: Use Barriers
  A5: Increase the test rate
  A6: Increase the health care capacity

- TF is the transition function:
  Given a state S, and executing action A, the agent will follow T to get to another state S’ receiving a reward R.

More about how the Transition Function (TF) was made in the next section.

- R is the reward:
  Received when action A is performed at state S. the reward function should be defined in a way to encourage the agent to learn the best trade-off actions getting the maximum out of health benefit and maximum out of economic benefit.

2.3 The Transition function
The transition function (TF) is what tells us, the relationship between actions and states (S1, S2, S3). It is basically another way of saying, how each action impacts the value of each state. It is also used to tell the agent how well it is doing in this process via a reward signal.

Formally, TF (s, a) → s’, r. Where:

s is an input vector that represents the current values of S1, S2 and S3,
a is an input vector that represents the intensities of the applied actions,
s’ in an output vector representing the new values of S1, S2 and S3, and r is the reward signal.

4) Reward function

Here we define two scores that will dictate the agent’s success or failure:

Economic score = $1 - \frac{A1 + A2 + A3 + A4 + A5 + A6}{6}$

Health score = $1 - \frac{R0 + \text{Death rate}}{2}$

Where:

$R0 = \frac{\text{current number of the class Nxt Inf}}{\text{Previous number of the class Nxt Inf}}$

The agent succeeds if: economic score > 0.3 and health score > 0.6 and thus scoring a Reward of ‘1’, and fails otherwise, thus scoring a Reward of ‘0’.

The numbers 0.3 and 0.6 represent a chosen threshold that can be changed by the user to define the trade off limits for the allowed budget for the agent to spend and the R0 and death rate that should not be exceeded.

As illustrated in figure 3, the agent controls the intensity of the 6 actions (in black) to maximize the cumulated reward. Initial states (S1, S2, S3) are defined by the user, given some studied region and epidemic’s parameters.

3 The RL-Agent

The RL-agent is a policy network that consists of a multi-output regressor, with a multi-layer perceptron (MLP) of one hidden layer of size equal to 100 units as estimator (figure 4).

The training process of the agent is to initially set the agent’s parameters randomly and launching it to interact with the environment. The agent observes the states and takes actions (i.e., choose certain intensity for each defined action). The algorithm used variant of a famously known RL-algorithm as REINFORCE[23], which is a basic RL algorithm updated using stochastic gradient descent [24] and whose pseudo-code is presented in figure 5.
4 RESULTS

4.1 Agent’s performance analysis

We launched the agent for a 20000 episodes/simulation where each episode consists of 100 interactions and plotted the smoothed average reward over each episode. As shown in figure 6, the reward function is progressively maximized and stabilized near a maximum value of 0.7, meaning that the agent is successful in about 70% out of each of the 100 interactions that will be played. The agent learned a trade-off policy that balances between health and economic considerations given different demographic and epemics states.

And below are some examples that show the mentioned learned trade off policy:

| Table 1: Examples of agent’s policy given different states |
|----------------|-----------------|----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|   S1 | S2 | S3 | A1 | A2 | A3 | A4 | A5 | A6 |
| 0.60 | 0.50 | 0.61 | 0.72 | 0.71 | 0.68 | 0.67 | 0.67 | 0.68 |
| 0.67 | 0.66 | 0.46 | 0.49 | 0.49 | 0.66 | 0.77 | 0.46 | 0.66 |
| 0.69 | 0.60 | 0.57 | 0.29 | 0.49 | 0.49 | 0.60 | 0.69 | 0.46 |

Where:
- S1, S2 and S3 are the current states (The transmission rate, the identification rate, the death rate, respectively).
- A1, A2, A3, A4, A5, and A6 are the actions applied (Travel restriction, Lock-down, Distance work & study, Barriers, Increase the test rate, Increase the health care capacity).
- S1’, S2’, S3’: next states.

As observed in these examples of table 1, the agent is minimizing the intensity of actions: Travel restriction, Lock-down, Distance work & study and maximizing on the other hand actions: Use barriers, Increase the test rate and Increase the health care capacity. This is due to the way the reward function is defined (see reward definition).

In order to maximize the reward, the agent should maximize both economic score and health score at each 100 interaction of each episode.

Economic score is at its maximum when all applied actions have minimum intensities. Health score on the other hand is at its maximum when R0 and death rate have minimum values; to have a minimum R0 (i.e., number of new infections / number of previous infections) the agent will have to get the number of new infections to as minimum as possible, so it does this by increasing moderately the barriers usage intensity and in the test rate, which in the epidemiological model, it helps dividing the number of next infections to known and unknown carriers, unknown carriers will be the new initial infections in the next run/iteration. If the initial number of infections is lower than previously, then the agent succeeded at decreasing the R0. And for the death rate, the agent could not help but maximizing the health care capacity as possible as it can.

This way the agent’s policy can be formulated as follow:

**Travel restriction, lock-down and distance work & study** should be intensified depending on how much contact rate is in the studied region. The denser and dynamic is the region, the more they should be applied but to a moderate extent of 0.4, 0.5 and 0.6, respectively.

**Barriers usage** must be as high as the transmission rate.

**Testing rate** will depend on epidemic’s incubation period; the longer it is the greater the intensity of the testing rate must be. Also, the test rate should be applied in such a way to get as little unknown carriers as possible relatively to the last time (e.g., the week before) to iteratively reduce the reproduction rate R0.

**Health care capacity** must be always as max as it can be.

Note that this is not a universal policy, changing the reward function and/or the epidemiological model will cause a considerable change in the agent’s policy, therefore good understanding of epidemics dynamics might help at approximating the simulated results to match reality.

5 **DISCUSSIONS**

5.1 **Main contributions**

a) The developed epidemiological model reflects relatively well the process of how public health interventions contribute to the evolution of the epidemic in the studied region and captures more the natural dynamics of epidemics. One example would be the fact that having more unknown carriers will generate more new infections, which shows up more when comparing epidemics with different incubation periods and ways of manifestation. Also captures some demographic properties of the studied region, such as, when travel restriction is applied, the density and dynamics of the population is reduced, yielding reduction in the contact rate and therefore in the transmission rate.

b) The developed epidemiological model can be used to manually simulate the evolution of any given epidemic in any given region. But simulating many scenarios by hand can be difficult. Therefore, we added a reinforcement learning approach that gives an AI-Agent the ability to automatically recommend an optimal policy for the given situation. The agent itself is a simple model (i.e., multi-output regressor with a MLP as estimator), which means that better learning performance can still be achieved if using other complex models.

c) The policy is meant to reduce both the reproduction rate (R0) and death rate (S3) while still being fully aware of economic considerations and given how the reward function is predefined makes the policy fully explainable.

d) The learning environment (the transition function) and the reward can be modified by the user to be adapted to whatever the desired goal is and to make importance on each component to better model states and actions impact.
e) The learning environment can be considered as a non-stochastic MDP view the fact that the transition probabilities of the epidemiological model (S1, S2 and S3) are changing each time given the applied actions and region-epidemic characteristics.

f) The whole framework (epidemiological model plus the reinforcement learning approach) is flexible, meaning that it can be used to recommend the optimal epidemic’s control policy (i.e., public health interventions) for any given region (i.e., any demographics) and for any given epidemic’s characteristics (incubation period, transmission probability, vulnerability coefficient, etc.). Therefore, the same framework/approach can be used to compute the optimal policy for any changes in (i) demographic data of the studied region (ii) data characteristics of the epidemic, and (iii) the reward definition.

5.2 Future directions
a) The epidemiological model
Scaling towards a network of regions:
In this paper, we present an epidemiological model that is meant to be applied on one region only. One way to scale this framework is to make a network of these epidemiological models in order to be able to study the spread of a given infectious disease in a whole network of regions (e.g., cities of a country, districts of a city, etc.). To cite some similar ideas and work done, Harshad et al. in their paper [25] present a quantitative way to compute lockdown decisions for individual cities or regions in a network set-up with a relatively basic variation of the SEIR model, while balancing health and economic considerations. Another related work by [26] conducts an experiment where the aim is to learn a joint policy to control the districts in a community of 11 tightly coupled districts. This experiment shows that deep reinforcement learning can be used to learn mitigation policies in complex epidemiological models with a large state space and that there can be an advantage to consider collaboration between districts when designing prevention strategies.

For this purpose, we might consider using a Multi-Agent-RL (MARL) [27], where agents represent public health authorities of each connected region, and the goal is to cooperate in order to mitigate the spread of an infectious disease while still optimizing the economic considerations.

b) The learning environment
Adding other states:
The presented learning environment (or the MDP) is composed out of 3 states meant to comprehend demographic parameters of the studied region such as density, movement, and connectedness as well as some epidemic’s properties. This been said, there exist other types of data that should be included, data reflecting statistics of the population living in the studied region such as age and gender distribution, chronic disease occurrence distribution. Adding these types of data might help approximating the results to real case scenarios as much as possible.

Adding other actions:
In our environment, we make use of 6 actions (i.e., Travel restriction, Lock-down, Distance work & study, Barriers, Increase the test rate and increase the health care capacity) considering that that no vaccination is produced yet. But these are not meant to be all existing actions allowed for the agent. In real world, some countries might use other interventions such as contact tracing as well, this helps increasing the identification rate (B), and each country might have the capacity to trace contacts at different levels.

A learned AI transition function (AI-TF):
The transition function is a function that maps actions impact on states and returned reward. Being as complex as it is, coding a real-world epidemic dynamics model manually might be very time consuming and requires highly skilled graphics experts. Therefore, considering a learning approach might be of great benefit. Perhaps the most famous paper in this respect is the recent work done by [28] where the simulated environment is a trained learning model introduced as GameGAN used to generate next frames (states) and scores of the game (reward) given actions (keyboard input) applied.

Another way is to make use of the Human in the loop techniques [29] to augment the AI-TF capabilities, especially when new epidemics show up and we know very little about the dynamics of the virus and its related disease.

This is also important if we want to anticipate the damages that might be caused by a wrong decision made by Public Health Authorities (PHA). This approach (of building a realistic generalizable model of the dynamics of epidemics) can be coupled with Model-based Reinforcement Learning [30] techniques such as Monte Carlo tree search (MCST) [31] and Deterministic Deep Policy Gradient (DDPG) [32], to enable the
AI-agent to do as much planning and look-ahead as it needs to ensure the safest and most rewarding strategies.

6 CONCLUSIONS

Defining separate optimal public health strategies (i.e., strategies that mitigate the spread of an epidemic with minimal disruption to the global economy) for each different region/demographic is a difficult and time-consuming task where time is crucial to anticipate catastrophic damages. In this respect, the present work investigates an RL based approach coupled with a general epidemiological model that helps in the making of an adaptable learning environment for AI-agents in order to derive tailored optimal public health policies.

We trained the developed agent in an online fashion against a 20000 different demographics and disease parameters, where it was stabilized in a success rate of about 70% of the cases.

The agent was able to satisfy a trade-off condition that balances between a predefined health score and economy score. Therefore, RL provides a promising tool for making state-dependent optimal strategies and also easily interpretable by decision makers. Finally, future research will focus on scaling this same approach and adding other features to it.
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