On the nature of the single eclipse per 80d orbit of the H-rich luminous WN star WR22
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ABSTRACT

WR22 = HD 92740 is a bright (V = 6.4 mag), intrinsically luminous, double-line WN7h + O9III-V binary exhibiting one sharp 8% deep eclipse near periastron in its elliptical (e = 0.6) 80-day orbit, when the WR-star passes in front of the O star, with no secondary eclipse. We apply two models (L96, A13) to probe the optical space-based light curves from BRITE-Constellation, including three separate, complete eclipses, that show increased (o-c) scatter compared to the rest of the observations outside the eclipses, likely due to O-star light encountering WR wind-clumps. L96 is a simple atmospheric-eclipse model, often applied to close WR+O binaries, where the O-star is considered a point-source. A13 considers a finite-disk O-star and allows for atmospheric, photospheric and reflection components to the eclipse, permitting a better characterization of its shape through a more physically realistic description of the structures for both stars in WR22. Nevertheless, A13 is still susceptible to uncertainties in the luminosity of the O-star before unique values for the orbital inclination and WR mass-loss rate can be estimated. We present solutions for the two extremes of the O-star, O9V and O9III. As photometry alone cannot allow us to discriminate between these, we compared our results to the spectral models found in the literature and determined the correct solution to be O9V. Our best-fit A13 Model 1 gives i = 83.5 ± 0.4°, with MWR = (1.86 ± 0.2) × 10⁻⁵ M☉/yr. The flux ratio in the red BRITE band in this model is F₀/FWR = 0.064 ± 0.002.
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1 INTRODUCTION

When normal stars reveal eclipses, there are usually two eclipses per orbit. However, when the orbit is highly elliptical there could be only one eclipse, depending on the stellar sizes in relation to the projected (variable) separation. Clearly though, a relatively high orbital inclination is required in any case, especially for longer orbital periods.

However, in the case of stars with extended envelopes, such as WR stars with very strong winds, there is also the possibility of only an atmospheric eclipse when the WR star passes in front of its (usually) much weaker-wind O-type companion. This produces only one eclipse (via scattering by WR-wind free electrons of O-star light out of the line-of-sight) per orbit, whether circular or not (the equivalent atmospheric eclipse of WR-star light scattered off the O-star wind half an orbit later will be at least an order-of-magnitude weaker and thus of little concern). An atmospheric eclipse can also occur even for relatively low inclinations, although it may require high S/N to detect and characterize, especially for the lowest inclinations, when the eclipse amplitude is also low.

This led Lamontagne et al. (1996) to examine a fairly complete sample of short-period (P < 30 d) WR+O binaries known at the time, for such atmospheric eclipses. This significantly enlarged the number of binary systems with known inclination and thus allowed more masses to be obtained from radial-velocity (RV) orbits, which only yield M sin²(i). As an important by-product, it also allowed one to get an estimate of the WR mass-loss rate independent of clumping in the wind.

However, it was noted by Lamontagne et al. (1996) that the WN7h + O9III-V binary system WR22 = HD 92740, whose long 80 d-period was first determined by Moffat & Seggewiss (1978) and confirmed by Conti, Niemela & Walborn (1979), shows only one relatively shallow but sharp eclipse near its periastron passage in its e = 0.6 elliptical orbit (Balona et al. 1989; Gosset et al. 1991). There is no trace of a second eclipse half an orbit later near apastron, suggesting that the observed eclipse may be either photospheric and partial, or, since the eclipse occurred when the WR-star passed in front, leaving open the possibility of a purely atmospheric instead of a more general combined photospheric/atmospheric eclipse.

WR22 is an important system, containing a highly luminous, H-
rich WN star in a long-period binary. The two other known bright WR stars in the Carina Nebula are also luminous H-rich WN stars, with WR24 likely being single and WR25 being a 208d binary (Gamen et al. 2006), though almost two visual magnitudes fainter than WR22 and WR24 due to higher interstellar extinction. This makes WR22 a very useful target, the apparently brightest binary among known WNLh stars, along with the bonus of being a eclipsing system.

In this study, we explore the nature of WR22’s eclipse in more detail, thanks to the ability of the nanosatellites of the BRITE-Constellation to intensively monitor bright stars in precision optical photometry for up to half a year non-stop. Previous ground-based observations of WR22 show only marginal coverage of this eclipse due to both the long orbital period and the short (but not short enough for proper coverage from one ground-based site) three-day duration of the eclipse.

2 OBSERVATIONS

BRITE-Constellation (Weiss et al. 2014; Pablo et al. 2016) consists of a network of five nano-satellites each housing a 35-mm format KAI-11002M CCD imaging detector fed by a 30-mm diameter f/2.3 telescope through either a blue (b) filter (390–460 nm) or a red (r) filter (545–695 nm): BRITE-Austria (BAb), Uni-BRITE (UBr), BRITE-Heweliusz (BHR), BRITE-Lem (BLr) and BRITE-Toronto (BTr). All the satellites were launched into low-earth orbits of period ~100 min, and are now fully operational. With a ~24°×20° effective field of view, each component of BRITE-Constellation performs simultaneous monitoring of 15–30 stars brighter than $V \sim 6$ mag. A given field is observed typically over a ~6-month time base.

WR22 was monitored by BHR in the BRITE Carinae field no. 24 (2017 Jan 10 - July 12) and no. 36 (2018 Feb 15 - July 15). The BRITE detector pixel-size is 27.3”, with a resolution of FWHM ~5 pixels and thus comfortably including, yet isolating, the light from WR22. Short 4-5 s exposures were taken at a median cadence of 20 s during ~1–30% of each ~100 $min$ BRITE orbit, the remaining time unused due to stray light interference, blocking by the Earth, and limited data-download capacity.

All observations were performed in chopping mode (Pablo et al. 2016; Popowicz 2016; Popowicz et al. 2017). Raw light curves were extracted using the reduction pipeline for BRITE data which also includes corrections for intra-pixel sensitivity (Popowicz 2016). Then post-extraction decorrelations with respect to instrumental effects due to CCD temperature variations, centroid position and satellite orbital phase were performed on each observational setup for each satellite according to the method described by Pigulski et al. (2016).

In the resulting final decorrelated light curves, we see no obvious and significant variations on timescales less than the short sampling time during each BRITE orbital period, that could be qualified as intrinsic to the star rather than pure instrumental noise. Therefore in order to gain in precision, we calculated satellite-orbital mean fluxes and their uncertainties to create the final light curves in the optical red band. This would also essentially eliminate any linear trends, if any should prevail during a BRITE orbit. We also performed removal of outliers during the decorrelation process, such that it is reasonable to adopt orbital mean fluxes instead of median fluxes.

3 LIGHT CURVE ANALYSIS

3.1 General

We show the reduced BRITE light curves from the 2017 and 2018 runs in Figs. 1 and 2, respectively. The de-trended data presented in these figures are available online: see the Data Availability section at the end of this article. A total of three eclipses were covered, basically identical except for the intrinsic noise pattern mainly of the much brighter WN component, which will be examined in a separate study (Lenoir-Craig et al., submitted) after subtracting off the best-fitted eclipse. The data from the 2018 run appear to show some additional instrumental scatter associated with the general and gradual degradation of the detector. Since we have no way of separating this from the intrinsic noise mainly of the WN component (which is generally much larger than the instrumental noise), we ignore this difference. Fig. 3 shows a combined phased light curve using the ephemeris in Table 1.

Figs. 4 and 5 show periodograms of the 2017 and 2018 data, respectively. These include for the observed data (upper panel), for the best atmospheric model eclipse (see below) without data but for the same distribution of data-points (middle) and for after subtraction of the model eclipse (bottom). In the periodogram of the observed data from 2017 (upper panel of Fig. 4), the peak corresponding to the orbital period is effectively suppressed by noise interference from the rest of the light curve (and no such significant peak was expected in the 2018 observed data periodogram since only one eclipse was observed then). The observed periodograms obtained after subtracting off the eclipse are dominated by a forest of low-frequency peaks reflecting the stochastic nature of the variability that likely arises from random clumping in the WR wind (as, for example, in the WNLh star WR40: Ramíramanantsoa et al. (2019)), whose stochastic nature manifests itself by the lack of a match in the detailed power peaks for each run. The 2018 periodogram also appears somewhat different in overall nature with lower density of low-frequency power peaks, probably a result of what seems to be increased instrumental noise in the 2018 light curve in Fig. 2. The difference in the model eclipse periodogram for each run reflects the fact that there are two eclipses in 2017 and only one eclipse in 2018, leading to a higher amplitude and clearer harmonics in the former, due mainly to the interfering effects of the two narrow eclipses. Note that the models in this paper assume smooth winds, with no allowance for stochastic wind-clumping.

We then used the well-known ephemeris of WR22’s binary parameters (Rauw et al. (1996); Schweickhardt et al. (1999), with priority for the latter, which are generally more precise) to combine these three eclipses into one phased light curve, as already shown in Fig. 3. Besides the eclipse itself, the stochastic nature of the rest of the light curve is obvious, with a total spread of ~0.06 $mag$.

The basic question arises whether the eclipse is photospheric or (purely) atmospheric. In the former case (which can also include an atmospheric component), if the orbit were circular and the orbital inclination were high enough, one is likely to see two eclipses, one at either conjunction as each star in turn eclipses the other. But in an elliptical orbit as here for WR22, it is possible that one could only be seeing one eclipse near periastron when the two stars are closer together, while the second eclipse is hindered by a larger orbital separation towards apastron. In the case of an atmospheric eclipse, the question of seeing more than one detectable eclipse is irrelevant when the companion to the WR star is a weak-wind O-star, as is the case here. As for the nature of the eclipse, we first explore the possibility of an atmospheric eclipse, mainly because it is so simple and easy to apply. Another motivation for using this model
Figure 1. De-correlated time-dependent light curve of WR22 obtained by the BRITE-Heweliusz satellite in its 2017 coverage of the Carina field, after subtracting off the mean. The two-sigma error bars are based (mainly) on the instrumental scatter during a BRITE orbit (see text). The two eclipses separated by ~80 $d$ are obvious.

Figure 2. As in Fig. 1 except for 2018. The single eclipse observed near the middle of the run is obvious.
was that it had been applied to a number of WR+O binaries with small inclination angles. Thus it would be interesting to see how well (or badly) this model performs while being applied deliberately to a binary system with a large orbital inclination. After this we will explore the much more complex, but physically more rigorous, model allowing for both photospheric and atmospheric extinction, which is physically more appropriate. In both models, the wind of the WR component is assumed to be spherically symmetric. Although there is a wind-wind collision in the system, the contact surface is the WR component is assumed to be spherically symmetric. Although there is a wind-wind collision in the system, the contact surface is physically more appropriate. In both models, the wind of the WR component is assumed to be spherically symmetric. Although there is a wind-wind collision in the system, the contact surface is.

### 3.2 Analysis as an atmospheric eclipse, treating the O-star as a point-source

We follow the simple recipe for fitting an atmospheric eclipse developed by Lamontagne et al. (1996) for short-period WR + O binary systems with circular orbits (L96 model), with minor modifications, the most important of which being the removal of the optically-thin wind approximation. We adapt this to the longer elliptical orbit of WR22 using the orbital elements of Schweickhardt et al. (1999), slightly preferred over the earlier work of Rauw et al. (1996).

In the L96 model with or without the optically thin wind approximation, the O-star is assumed for simplicity to be a point-source, with flux variations due to extinction caused by single scattering of free electrons in the WR wind. This model does not include the possibility of a geometrical eclipse of the O star by the WR disk, which we add here, even if it may be somewhat artificial due to the assumption of a point-source O-star. The optical depth is an integral along the line of sight from the O star to the observer (and becomes less accurate for high inclinations where these simplifications no longer apply):

\[
\tau(\phi) = \tau_0 \int_{z_0/a}^{\infty} \frac{d(z/a)}{(r/a)^2 V(r)/V_\infty},
\]

where

\[
(r/a)^2 = (d/a \cos(i) \cos(v + \omega - \pi/2))^2 + (d/a \sin(v + \omega - \pi/2))^2 + (z/a)^2,
\]

\[
d \text{ is the current distance between the components, } \omega \text{ is the longitude of periastron of the O star, and } v \text{ is the true anomaly,}
\]

\[
z_0/a = -d/a \sin(i) \cos(v + \omega - \pi/2).
\]

The wind velocity \(V(r)\) follows the usual \(\beta\)-law

\[
V(r) = V_\infty \left(1 - \frac{R_{WR}}{r} \right)^\beta,
\]

Also

\[
\tau_0 = \sigma_T n_0 a,
\]
where $\sigma_T$ is the Thomson cross-section, $a$ is the semi-major-axis, and $n_0$ is a fiducial electron density, with
\[
\frac{M}{4\pi m_p \mu_e a^2 v_{\infty}},
\]
where $M$ is the WR mass-loss rate, $m_p$ is the proton mass, $\mu_e \approx 2/(1+X)$ is the mean electron molecular weight in the WR wind and $X$ is the H fraction. The observed light curve is fitted by
\[
\Delta m(\phi) = \Delta m_0 - 2.5 \log \frac{1 + F_r \exp(-\tau(\phi))}{1 + F_r \exp(-\tau(\phi_0))},
\]
where $\Delta m_0$ is the arbitrary magnitude zero-point; $F_r = F_O/F_{WR}$ is the O/WR flux ratio; $\phi_0$ is the reference phase such that the relative magnitude (the second term in eq. 7) at this phase is equal to 0; and the solution for $\tau$ was taken from $B = (\Delta m - \Delta m_0)/A$ in eq. 13 of Lamontagne et al. (1996) for $\beta = 1$, leading to $\tau(\phi) = \tau_0 B$. While computing a model light curve, at each orbital phase we verify the condition for a total eclipse (the sky plane projected distance between the O star, assumed to be a point-source, and the center of the WR star is smaller than the WR radius). Thus our model can in principle be applied to the case of a total (geometrical) eclipse. However, as such an eclipse is clearly not observed in WR22 (none of our three observed eclipses has a flat bottom), we restrict the range of possible inclination angles so that the minimal projected distance is equal to $R_{WR}$. This maximal allowable inclination is defined by the simple formula
\[
\tan(i) \leq \frac{a \sin(i)(1 - e^2)}{(1 + e \cos(v_{\text{conj}})) R_{WR}},
\]
where $v_{\text{conj}} = \pi/2 - \omega$ is the true anomaly at superior conjunction of the O star.

The L96 model has five free parameters: $F_r$, $i$, $\tau_0$, $\Delta m_0$ and $\Delta \phi$. We consider $F_r$ as a free parameter, since the fixed flux ratio of Schweickhardt et al. (1999) was obtained assuming a total eclipse, which is not a valid assumption here.

Fitting $\Delta \phi$ is necessary since the ephemeris from Schweickhardt et al. (1999) corresponds to periastron passage, and with their eccentricity and argument of periastris values, the eclipse should occur at phase +0.001, which is not the case as can be seen in Fig. 7 where the eclipse bottom is at phase -0.0075. This discrepancy is possibly related to an inaccuracy in their $T_0$ measurement, their orbital period calculation, or both. $\Delta \phi$ is searched for by translating the phased light curve (with phases calculated using the Schweickhardt et al. (1999) ephemeris) during the fitting process, and the resulting phase shift is then added to all the data-points in the light curve, allowing us to correct for the discrepancy.

Some of the free parameters may correlate with each other, most notably $F_r$, $i$ and $T_0$. To avoid the risk of trapping the minimization algorithm in a spurious local minimum, we chose to run the algorithm on a grid of $F_r$ to fully explore $\chi^2$ as its goodness-of-fit function.

The photometric errors (see the error bars in Figs. 1 and 2) are much smaller than the actual scatter even out of eclipse and the empirical distribution of data points is not Gaussian. This is due to the random nature of WR-wind clumps that create light changes that are coherent on time-scales of hours rather than all points being completely independent from each other. However, the overall number of data points in the part of the light curve which is far from the deviating influence of the eclipse and its wings is very large compared to the other parts, and hence includes a large enough number of coherent substructures that are stochastic and independent from each other, so that deviations of the empirical distribution from a Gaussian distribution are relatively small. For this reason we adopted $\sigma = 0.0105$ calculated between phases 0.1 and 0.9 as the basic empirical data scatter for the calculation of the reduced $\chi^2$, preferred over the scatter calculated over the whole light curve of $\sigma = 0.0131$. This interval was chosen as it is far from the eclipse and its wings, where the sigma values would be larger.

Using the proper beta-law to describe the velocity profile of the WR wind is also important, since the eclipse is very narrow in orbital phase and thus includes part of the WR wind near its base, where the choice of the beta exponent becomes more critical. As in other H-rich WNL stars and some extreme Of stars, we take beta $\sim 1$ (Lépine & Moffat 2008), as opposed to larger beta-values in classical WR winds with higher density (Lépine & Moffat 1999).

The fitting procedure begins with the definition of the fixed stellar radius ($R_* = 22.65 R_{\odot}$) and $X_H = 0.44$ for the WR star, both from Hamann et al. (2019). We then define a grid of flux ratios ($F_r$) to be tested. For each flux ratio value, the four remaining free model parameters are adjusted using a non-linear least-squares algorithm minimizing the $\chi^2$ to reach the required light curve shape.

Fig. 6 shows how the free L96 parameters vary with the flux ratio, along with the reduced $\chi^2$ from the fit. At small flux ratio, in order to respect the required eclipse depth, the model needs to increase $i$ and decrease $\tau_0$, while $\Delta m_0$ is adjusted to keep the out-of-eclipse part of the model aligned with the data and $\Delta \phi$ varies to keep the lowest part of the model centered on the eclipse minimum. However, since $i$ has a maximum value of 80.36° (above that value, the point-source O star goes behind the WR disk and the eclipse becomes total), only $\tau_0$ can be adjusted until an $F_r$ value of $\sim 0.08$ is reached. Past this point, the projected point-source O star can move away from the WR disk and both $i$ and $\tau_0$ decrease to compensate for the rising $F_r$. The local minimum in the reduced $\chi^2$ at $F_r = 0.073$ is within the error bars of the spectrum-based value of the flux ratio of $F_r = 0.13 \pm 0.12$ calculated when adopting the typical visual absolute magnitudes for WN7h and O9V stars shown in Table 1, but well outside the flux ratio $F_r = 0.24 \pm 0.06$ calculated when using the typical visual absolute magnitude for O9III stars. The asymptotic behavior of the $\chi^2$ at large $F_r$ can be explained by taking the second order Taylor expansion of eq. 7 applied to the phase of eclipse minimum, resulting in the expression below for the eclipse depth:
\[
depth \approx \frac{\tau_{\phi_0}}{(1 + 1/F_r)},
\]
where at large $F_r$, the $1/F_r$ term becomes very small and $depth \approx \tau_{\phi_0} \approx 0.08$, thus becoming independent of $F_r$. Hence this is why, even if the reduced $\chi^2$ of the model follows a decreasing trend with increasing flux ratio past $F_r \sim 0.08$ and reaches lower values than that of the local minimum, we choose to adopt the parameter values corresponding to the local minimum in $\chi^2$ at $F_r = 0.073$, as the corresponding value of flux ratio is more coherent with previous estimations of the contribution of the O-component to the total flux of the system (Rauw et al. 1996 & Hamann et al. 2019).

Of particular interest in the parameter summary of Table 1 are the orbital inclination $i = 80.36 \pm 0.08°$ and the WR mass-loss rate $M_{WR} = (2.6 \pm 0.2) \times 10^{-5} M_{\odot} / yr$. While the latter is normal for luminous WN stars with hydrogen, being within the average $M$ range for WN7h stars of $M_{WR} = (2.8 \pm 0.8) \times 10^{-5} M_{\odot} / yr$ from Hamann et al. (2019), the former could have a problem with the
Figure 6. The four free parameters of the L96 model, along with reduced $\chi^2$ from the fit, varying with the flux ratio $F_p = F_0/F_{WR}$. The solid black, dash-dotted red, dashed blue, dotted green and dash-dash-dotted magenta curves respectively correspond to the reduced $\chi^2$, the inclination angle $i$ and the parameters $\tau_0$, $\Delta m_0$ and $\Delta \phi$.

Table 1. Parameters of the adopted L96 light curve solution.

| Parameter                      | Value                      |
|--------------------------------|----------------------------|
| **Assumed Parameters**         |                            |
| $P$ [days]                     | $80.336 \pm 0.0013^a$      |
| $T_0$ [HJD]                    | $2 450 126.97 \pm 0.14^a$  |
| $R_{WR}$ [R$_\odot$]          | $22.65^b$                  |
| $X_H$                          | $0.44^b$                   |
| $c$                            | $0.598 \pm 0.010^a$        |
| $\omega_0$ [°]                | $88.2 \pm 1.6^a$          |
| $a_{WR} \sin i [10^6 \text{ km}]$ | $62.5 \pm 0.9^a$       |
| $a_0 \sin i [10^6 \text{ km}]$ | $168.2 \pm 9.0^a$        |
| $M_{WR}$                       | $-6.8^b$                   |
| $M_{O9V}$                      | $-4.0^c$                   |
| $M_{O9III}$                    | $-5.3^c$                   |
| $v_{\infty}^{WR}$ [km/s]      | $1785^b$                   |
| $\beta$                       | $1^d$                      |
| $\mu_e$                       | $1.39^b$                   |
| **Fitted Parameters**          |                            |
| $F_0/F_{WR}$                   | 0.073 (the grid point of the best-fit model) |
| $\tau_0$                      | $0.0093 \pm 0.0006$        |
| $\Delta m_0$ [mmag]            | $-0.00097 \pm 0.00002$     |
| $i$ [°]                        | $80.36 \pm 0.06$          |
| $\Delta \phi$ [phase]         | $-0.0085 \pm 0.0003$       |
| $\chi^2$/d.o.f                | $4027/3442 = 1.17$        |
| **Derived Parameter**          |                            |
| $M_{WR} [10^{-5}M_\odot / \text{ year}]$ | $2.6 \pm 0.2$             |

$^a$ Schweickhardt et al. (1999); $O9V$ preferred over $O9III$

$^b$ Hamann et al. (2019)

$^c$ Martins et al. (2005)

$^d$ Wind velocity-law exponent

We can gain an idea for the need of applying photospheric as opposed to only atmospheric eclipses by simply examining the conditions for photospheric eclipses, i.e. no eclipse if $r \cos(i) > R_{WR} + R_O$, where

assumptions in applying the Lamontagne et al. (1996) model, even if the fit is formally acceptable. In that model, it is assumed that the O-star is a point-source, which is ultimately untenable.

In the next section, we explore models allowing for a finite disk for the O-star plus scattering in the WR wind, thus enabling the eclipse to have a photospheric component, which is a much more complicated and difficult case but a better approximation. Once this is done, we compare the light curve solutions in Section 4.

3.3 Analysis using a Roche model plus wind

We can gain an idea for the need of applying photospheric as opposed to only atmospheric eclipses by simply examining the conditions for photospheric eclipses, i.e. no eclipse if $r \cos(i) > R_{WR} + R_O$, where
Table 2. Parameters that determine if there are photospheric eclipses. All distances and radii are in Rs. The conjunctions are those of the O star. i is assumed to be 80.36°, the orbital inclination value of the adopted L96 light curve solution.

| Parameter          | Rauw et al. (1996) | Schweickhardt et al. (1999) |
|--------------------|--------------------|-----------------------------|
| e                  | 0.559 ± 0.009      | 0.598 ± 0.010               |
| a sin i            | 361.1 ± 14.4       | 331.5 ± 12.9                |
| d^sup cos i        | 24.83              | 22.64                       |
| d^inf cos i        | 87.72              | 89.11                       |

| Minimum | Maximum |
|---------|---------|
| RWR     | 22.65(Rs) | 28.5(R2/3) |
| R_O     | 7.53(V)   | 13.38(III) |
| RWR + R_O | 30.38    | 42.2      |

r is the separation between the centres of the two stars at the respective conjunctions and RWR, R_O are the photospheric radii of the stars.

We list in Table 2 the pertinent parameters between both conjunctions (almost exactly as it turns out) at periastron (where we know that one eclipse does occur) and apastron (where a second eclipse might have occurred), based on the orbits of Rauw et al. (1996) and Schweickhardt et al. (1999). For the WR star we take R* and R2/3 as extreme values between the hydrostatic stellar radius (Hamann et al. 2019) and the pseudo-photosphere in the wind (Schweickhardt et al. 1999). For the O-star we take mean radii for O9V stars and O9III stars (Martins et al. 2005).

From Table 2, we see that, indeed, a photospheric eclipse is likely at/near periastron and unlikely at/near apastron. In order to explore the former case, the WR22 light curve is fitted in this section with the A13 model of Antokhina et al. (2013), extending the standard Roche lobe model by including a wind around the WR component and assuming the wind of the O companion to be negligibly weak by comparison. The model is based on a computer code which allows one to calculate light and radial velocity curves, as described by Antokhina (1988, 1996) and Antokhina et al. (2000). The code is similar to that of Wilson & Devinney (1971) and Wilson (1979) and has been applied to binary systems of various types, enabling the computation of light and radial velocity curves for circular or eccentric orbits.

The shapes of both components in A13 are computed according to Roche geometry. The model subdivides the surfaces of both components into small areas and computes the flux of each area while accounting for limb and gravitational darkening, as well as mutual irradiation (reflection effects). The wind of the WR component is considered to be spherically symmetric, with a radial velocity distribution corresponding to the velocity law described in eq. 4. RWR in eq. (4) is assumed to be equal to the radius of a sphere with an equivalent volume to the one of the WR body computed with the Roche geometry. The optical depth of the wind is computed for each elementary area of the O star by numerical integration of eq. (1). The program computes monochromatic fluxes at the central wavelength of the observational pass-band.

Other methods for solving light curves of WR+O binaries have been used in the past. For example, Perrier et al. (2009) proposed a method based on the use of the empirical moments of the light curve, which are integral transforms evaluated from the observed time-series. The model moments are computed using very simple analytical expressions for limb darkening and wind transparency, which are then compared to the observations. The method assumes spherical symmetry for both stars and does not account for any reflection effect. To determine the observational moments, a smoothed observed light curve is required, which is achieved by spline approximation. This method can thus be applied to well-defined light curves, for which the photometric errors are much smaller than the eclipse depth, so that the spline smoothing of the observed light curve produces an unambiguous result. Unfortunately, this is not the case for the BRITE data of WR22 used in this paper (see below).

Another method for solving light curves of WR+O binaries was proposed by Cherepashchuk et al. (1984) and further developed by Antokhin (2012, 2016). By directly solving integral equations describing the light curve via regularizing algorithms, this method has the advantage of not requiring a parametric description of the limb darkening, the wind velocity law, etc. For example, the minimum a priori constraint on the distribution of the wind transparency function (sufficient to get a stable solution) is that this function is non-negative and does not increase with increasing impact distance. However, this method also ignores the tidal distortion of the stellar shapes and the reflection effects. In addition, to obtain the transparency function, it is required that the orbital inclination angle be large enough that during the eclipse the disk of the O star overlaps the center of the WR disk. Thus, both methods are not very well suited for solving the light curve of WR22.

The input A13 model parameters are as follows:

(i) P – orbital period.
(ii) T0 – time of periastron.
(iii) e – eccentricity.
(iv) ω – longitude of periastron for the O star.
(v) i – orbital inclination.
(vi) M1 sin^3 i, M2 sin^3 i – masses of the components multiplied by sin^3 i. These are the observed parameters usually available from the radial velocities. M1 and M2 are then computed for a given i.
(vii) μ1, μ2 – Roche lobe filling factors, μ = R/Rc, where R is the polar radius of a stellar body and Rc is the polar radius of the critical Roche lobe at periastron (0 < μ ≤ 1). At other orbital phases, μ1, μ2 are recomputed from the condition that the volumes of stellar bodies are constant.
(viii) T1, T2 – stellar temperatures. Note that as the program computes the monochromatic flux assuming a black-body spectrum, these temperatures are essentially the flux scaling parameters and may not directly correspond to the actual stellar temperatures, especially for the WR star.
(ix) F1, F2 – ratios of surface rotation to synchronous rate.
(x) β1, β2 – gravity-darkening coefficients.
(xi) A1, A2 – bolometric albedos.
(xii) (x, y)1, (x, y)2 – limb-darkening coefficients.
(xii) a – effective wavelength of the monochromatic light curve.
(xiv) Δm0 – the zero point of stellar magnitudes as in the L96 model.
(xv) Δϕ – the phase shift of the observed light curve (observed minus predicted phase) due to the inaccuracy of T0 and/or P and/or period change.
(xvi) β – index parameter of the β-law.
(xvii) V∞ – terminal velocity of the WR wind.
(xviii) μ_e – mean electron molecular weight of the WR wind.
(xix) M – WR mass-loss rate.

Note that the last three parameters are only used when solving the direct problem, i.e. when computing the model light curve for a given set of model parameters. These parameters are not independent, being interrelated by eqs. (5) and (6). When carrying out the fitting procedure, the actual model parameter is T0. Once it is found, the value of M can then be derived by assuming values for V∞ and μ_e.
Several model parameters are either known from previous studies or can be fixed to reasonable values. \( P, T_0 \) (theperiastron passage date), \( e, \omega, M_1 \sin^3 i, M_2 \sin^3 i \) were taken from Schweickhardt et al. (1999). The rotation of both components was assumed synchronous so the \( F_{1,2} \) values were set to unity. The gravity darkening coefficients \( \beta_{1,2} = 0.25 \) were set according to von Zeipel (1924). The non-linear "square-root" limb darkening for both components was computed according to van Hamme (1993). Note that for the WR star the limb darkening is formal. However, due to extinction through electron scattering in the wind, the influence of a particular limb darkening law on the results is negligible. This is confirmed by our numerical tests with no limb darkening. Albedos were set to unity as appropriate for radiative atmospheres. We set the wind velocity parameter \( \beta = 1 \) as in the L96 model. \( A \) was set to the central wavelength of the BRITE satellite red pass-band (6200 Å).

Usually the filling factors \( \mu \) are of greatest interest in binary studies along with the inclination angle, masses and temperatures. However, the obtaining of reliable estimates for the values of these parameters is hampered by the fact that even in systems with two eclipses, they are correlated with one another, most notably the inclination. In addition, in the A13 model, there is an additional parameter degeneracy due to the wind. Given that WR22 has only one shallow eclipse, we therefore had to fix the filling factors by setting fixed radii of both components.

As with the L96 model, we adopted the value from Hamann et al. (2019) for the radius of the WR component. In that paper, the authors did not fit each studied WR star individually, and instead pre-computed a grid of stellar atmosphere models against which they visually compared the observed WR spectra to find the closest grid model. They state that the uncertainty in the selection of the final model is plus or minus one grid mesh (the grid step size is 0.1 dex). Clearly, the uncertainty defined in this manner is very informal. In any case, it represents the internal uncertainty of the model, and inaccuracies in observed parameters (e.g. distance) may further influence the final uncertainty of the model parameters. However, given the informal nature of the internal uncertainty, it is very hard to determine how it would be affected by such additional sources of uncertainty. For this reason, we will consider the informal uncertainty given in Hamann et al. (2019) as a very rough estimate of the WR radius accuracy.

Since the A13 model does not assume a point-source O star, we also have to adopt a radius for that component of the system. This radius depends sensitively on the O-star luminosity class (V or III). Schweickhardt et al. (1999) noted that the ratios of equivalent widths of several spectral lines hinted towards luminosity class III. On the other hand, by assuming that the eclipse in WR22 was total (the exact shape of the eclipse was unknown at the time), they obtained a flux ratio which pointed towards luminosity class V. They favoured the latter based on the marginal quality of their equivalent-width measurements. However, from the absence of a flat bottom in the eclipse shape of the present data, it is reasonable to assume that the eclipse is not total, although the eclipse could be total and not appear as such if the time spent as total is no longer than a few \( \sim 100 - \text{min} \) BRITE orbits and if during that time the stochastic WR variability due electron scattering off clumps in the winds masks its photometric signature.

In view of the uncertainty in the luminosity class of the O star, we ran our fitting procedure for two values of \( R_O \) corresponding to luminosity class V or III (Models 1 and 2, respectively). The radii were assigned to the respective mean deduced radii of large samples of O9 stars by Martins et al. (2005). The list of major model parameters (assumed, fitted, and derived) is presented in Table 3. As in the L96 model, a single uncertainty of \( \sigma = 0.0105 \) was assigned to all data points.

The principal difference between the two models is the finite size of the O star in the A13 model, as opposed to the point-source O star approximation in the L96 model. Thus, in the A13 model, the eclipse may be made up of two components: (1) a partial geometric eclipse and (2) the decrease of the O star flux due to electron scattering in the wind. Also, the flux ratio \( F_O \) cannot be set as an input parameter, since the O-star flux is affected by heating caused by the radiation of the more luminous WR star. Thus, the O/WR flux ratio can be computed only after a fit is done. For this reason, we compute a grid of models similarly to what was done with the L96 model, but for a range of \( T_{WR} \) instead of \( F_T \).

One of the main difficulties in modeling light curves of eclipsing binaries is the accurate determination of the stellar temperatures. A common practice is to assume the temperature of one star based e.g. on its spectrum (Kaltrath & Milone 2009). We therefore fixed the better-known temperature of the O star according to an average O9V and O9III star for Models 1 and 2, respectively, from Martins et al. (2005).

A note on the WR temperature is appropriate here. Although it is said in item (viii) above that the temperature is a flux scaling parameter, it turns out that the spectrum of the WN7h star in WR22 does not differ much from the spectrum of a black body in the UV and visual domains. We verified this by plotting the best-fit model spectrum of WR22 from Hamann et al. (2019) (the spectral data were obtained from the website of the Potsdam group (Todt et al. 2015); the model for WR22 is MW WN-L50 06-08) versus a black body spectrum of a star with the radius and temperature equal to those from the above paper. The two spectral shapes are very similar except in the far IR range. The flux of the black body spectrum in the BRITE band 5500 – 7000Å is 0.935 of the Hamann et al. model spectrum. Thus, despite using the black body spectrum to calculate the WR monochromatic flux, the WR temperature of our best-fit model should not be very different from the temperature determined from the spectrum modeling \( T_{WR} = 44,700 \text{K} \) (Hamann et al. 2019).

For each tested \( T_{WR} \), the best-fit solution for the light curve was found by using the Levenberg-Marquardt (Strutz 2016) method. The covariation matrix was computed to estimate the errors of the best-fit parameters. As no total eclipse is observed, we used a penalty function restricting the orbital inclination by the maximal value defined by the total eclipse condition \( r \cos(\sin^{-1} \frac{R_{WR}}{R_O}) \). Here \( r \) is the orbital separation at the superior conjunction of the O star. The resulting fits of Models 1 and 2 for the chosen grid of WR temperatures are shown in Figs. 8-10, and the best-fit and derived parameters are presented in Tables 3 and 4. Note that the value of reduced \( \chi^2 \) in Fig. 8 changes just by a few hundredths between the best and worst fit models. However, the change is still significant, since at a large number of degrees of freedom (3442 in our case), even a change of reduced \( \chi^2 \) by 0.01 results in a large change of the null hypothesis probability, i.e. of the significance level of a model.

The behaviour of Models 1 and 2 are somewhat different. We consider them in turn:

**Model 1.** At low WR temperatures, the best fit is achieved by the combination of a partial geometric eclipse and wind scattering of flux from the non-eclipsed parts of the O star disk. The reason is that at smaller inclination, atmospheric-only scattering would make the model eclipse wider than observed, while at larger inclinations the eclipse would be too deep because of the high flux ratio \( F_O/F_{WR} \). As the WR temperature (and hence its flux) increases, the flux ratio \( F_O/F_{WR} \) decreases and one needs a larger geometric eclipse (hence larger inclination). As the non-eclipsed part of the O-star disk be-
On the single eclipse in WR22

Figure 8. Best-fit model parameters as a function of the WR temperature. Left: Model 1, $R_O = 7.53 R_\odot$ (luminosity class V). Right: Model 2, $R_O = 13.38 R_\odot$ (luminosity class III). The dashed lines in the inclination plots mark the borders between wind-only, partial geometric, and total eclipses.

comes smaller, one needs to increase the optical depth of the wind to fit the eclipse ingress and egress. The overall best fit is achieved at $T_{WR} = 50,000$ K, where the flux ratio $F_O/F_{WR} = 0.064$ (see Table 3). The inclination angle is just marginally smaller than the critical angle where the total eclipse begins (the critical angle is defined by the condition that the whole O star disk is eclipsed and touches the circumference of the WR disk at the moment of conjunction: for Model 1 it is equal to $83.53^\circ$). At even higher WR temperatures, the flux ratio $F_O/F_{WR}$ becomes so small that even a total eclipse is unable to reproduce the eclipse depth. This is why at these WR temperatures the inclination angle remains constant and equal to the critical value.

Model 2. At low WR temperatures, the behavior of this model is qualitatively similar to Model 1. For the same reasons as with the latter, the best fit is achieved when the model eclipse is a combination of wind scattering and a geometric eclipse. The inclination angle is smaller than that found in Model 1 for the same WR temperatures, since the O star radius is about 1.7 times larger (thus requiring a smaller inclination for the geometric overlapping of the stellar disks). By increasing the WR temperature, the inclination angle increases more slowly than in Model 1, again because of the larger O star radius, so smaller inclination angles are needed to reach the same eclipse depth. The flux ratio $F_O/F_{WR}$ in Model 2 at a given WR temperature
is roughly proportional to \((R_O/R_{WR})^2\), and so is higher than in Model 1. For this reason, the combination of partial geometric eclipse and wind scattering remains relevant at higher WR temperatures than in Model 1. By increasing the WR temperature, the reflection effect becomes more and more important (see Fig. 10). To compensate for this effect, the wind optical depth has to be increased, leading to an increase of the eclipse depth, which in turn is compensated by a slow decrease of the inclination angle starting from \(T_{WR} \approx 80,000\) K (see Fig. 8, right panel). The overall best fit is achieved at \(T_{WR} = 100,000\) K, where the flux ratio \(F_O/F_{WR} = 0.085\) (see Table 3)

In Fig. 11 the sky plane view of the overall best-fit Models 1 and 2 from Table 3 is shown at orbital phases immediately before, at the moment of, and after superior conjunction of the O star.

The three observed eclipses appear to be somewhat different from one another when taken at face value. We explain in the next section however that the differences in the intrinsic eclipse shapes are only apparent, being the result of stochastic variability caused by clumping in the WR wind, as seen outside the eclipses, where one sees variations with similar amplitude and timescale. To check the sensitivity of the A13 model parameters when applied to individual eclipses, we carried out a fitting procedure similar to that previously described for Model 1 for each of the three orbital cycles containing the observed eclipses. As before, all observed data points were assigned the empirical \(\sigma\) calculated between phases 0.1 and 0.9 of the corresponding orbital cycle. The empirical standard deviations for the first, second, and third orbital cycles are 0.0088, 0.0099, and 0.0114 respectively. The results for the best overall fits are shown in Table 4. As expected, in the case of the first orbital cycle, the overall best fit is achieved at a lower flux ratio and, consequently, a higher WR temperature. The reason for this is that the first eclipse appears to be shallower than the next two. This means that the relative modeled contribution of the WR flux to the total system flux appears to be larger, resulting in the higher WR temperature. The second and third eclipses are deeper than the first one so the situation for them appears to be the opposite. The WR temperature of the solution for the complete data set is between that for the individual orbital cycles.

It may seem surprising that the WR mass-loss rates in the individual solutions are systematically smaller than the mass-loss rate of the combined solution. This result can be understood by observing the difference between the complete model light curves (shown in Fig. 10 by black solid lines) and the model light curves without any wind contribution (shown in the same figure by red dotted lines). It is the difference between these curves which defines the wind optical depth. The individual eclipses are slightly shifted in phase (see \(\Delta\phi\) parameter in Table 4) and have different depths. As a result, the best-fit model eclipse of the combined data is wider that the best-fit model eclipses of each individual data set. Yet the geometrical eclipse remains basically the same, as the inclination angles of all solutions are very similar. Thus the difference between the “no wind” and “wind” model light curves is larger for the complete data set, resulting in larger \(\tau_0\) and the mass-loss rate.

4 DISCUSSION

As stated in Section 3.3, the black body spectrum used by the best-fit A13 model when calculating the WR flux should have a temperature close to the value found by spectral modeling of \(T_{WR} = 44,700\) K (Hamann et al. 2019). This means that although the best fit in Model 2 is formally slightly better than in Model 1, Model 2 should be rejected because of the strong discrepancy between the model WR temperature and that of Hamann et al. (2019). In other words, our analysis shows that O star in WR22 has a luminosity class of V, not III. On the other hand, the WR temperature in Model 1 is quite close to that of Hamann et al. (2019). Therefore, we take the Model 1 results as the final light curve solution. It should be noted that while we made our choice between the models based on the WR temperature of Hamann et al. (2019), the latter depends on the brightness of the system. Thus we effectively made our choice based on the system.
Figure 10. Characteristic best-fit light curves at different $T_{\text{WR}}$ for Model 1 (left) and 2 (right). The observed light curve is shown by coloured dots (the colour legend as above). The model light curves are shown by solid black lines. The red dotted lines show the Roche component of the light curves, i.e. not including the decrease of the O star flux due to scattering in the WR wind. The values of reduced $\chi^2$, $T_{\text{WR}}$, inclination, flux ratio, and $\dot{M}$ (in units $10^{-5} M_\odot$/year), respectively, are shown for each individual light curve.

brightness. A WR star with the adopted radius and a temperature of e.g. $10^5$ K would simply be too bright.

Our best-fit model temperature of $T_{\text{WR}} = 50000$ K is still larger than $T_{\text{WR}} = 44700$ K from Hamann et al. (2019). This cannot be explained by the spacing in the grid of temperatures used in our model. At $T_{\text{WR}} = 45000$ K, close to the Hamann et al. value, the value of our reduced $\chi^2$ is larger. The ratio of our model WR flux to that of Hamann et al. is about $(50000/44700)^4 \sim 1.5$. This may mean that our model WR temperature is overestimated, which is possible if the assumed O9V star temperature (Martins et al. 2005) is overestimated as well. To bring our model WR temperature to 44700 K, we would have to reduce the O9V star temperature to 29400 K. This value is too low considering the accuracy of stellar temperatures in Martins et al. (2005). Another explanation may be related to variations of the eclipse shape and depth from one orbital cycle to another (see below). Thus, the three observed eclipses might not reveal the regular variability at the eclipse phases with sufficient accuracy. Another possibility is that either the WR radius of the
Table 3. Major A13 model parameters.

| Parameter | Value |
|-----------|-------|
| Assumed Roche model parameters | |
| $P$ [days] | 80.336 \(^a\) |
| $T_0$ [HJD] | 2450 127.47 \(^a\) |
| $M_0 \sin^3 i$ [$M_{\odot}$] | 20.6 \(^a\) |
| $M_{WR} \sin^3 i$ [$M_{\odot}$] | 55.3 \(^a\) |
| $\omega_0$ [$^\circ$] | 88.2 \(^a\) |
| $T_0$ [K] | 32,900 (Model 1); 31,850 (Model 2) \(^b\) |
| $T_{WR}$ [K] | 20,000 - 160,000 |
| $R_0$ [$R_{\odot}$] | 7.53 (Model 1); 13.38 (Model 2) \(^b\) |
| $R_{WR}$ [$R_{\odot}$] | 22.65 \(^c\) |
| Assumed wind parameters | |
| $\beta$ | 1.0 |
| $V_\infty$ [km s\(^{-1}\)] | 1785 \(^c\) |
| $\mu_c$ | 1.39 \(^c\) |
| Best-fit parameters, Model 1 (WR + O9V) | |
| $T_{WR}$ [K] | 50,000 ± 600 \(^d\) |
| $i$ [$^\circ$] | 83.5 ± 0.4 |
| $r_0$ | 0.0064 ± 0.0006 |
| $\Delta m_0$ | −0.0007 ± 0.0003 |
| $\Delta \phi$ | −0.0080 ± 0.0004 |
| $\chi^2$/d.o.f | 3830.95/3442 = 1.113 |
| Derived parameters, Model 1 (WR + O9V) | |
| $F_0/F_{WR}$ | 0.064 ± 0.002 \(^d\) |
| $M_{WR}$ [10\(^{-5}\) $M_{\odot}$/year] | 1.86 ± 0.2 |
| $\mu_0$ | 0.184 |
| $\mu_{WR}$ | 0.340 |
| $M_0$ [$M_{\odot}$] | 21.00 |
| $M_{WR}$ [$M_{\odot}$] | 56.38 |
| log($g_0$) \(^e\) | 4.01 |
| log($g_{WR}$) \(^e\) | 3.05 |
| Best-fit parameters, Model 2 (WR + O9III) | |
| $T_{WR}$ [K] | 100,000 ± 1500 \(^d\) |
| $i$ [$^\circ$] | 78.8 ± 0.4 |
| $r_0$ | 0.0191 ± 0.0007 |
| $\Delta m_0$ | 0.00007 ± 0.000002 |
| $\Delta \phi$ | −0.0080 ± 0.0004 |
| $\chi^2$/d.o.f | 3763.61/3442 = 1.087 |
| Derived parameters, Model 2 (WR + O9III) | |
| $F_0/F_{WR}$ | 0.085 ± 0.002 \(^d\) |
| $M_{WR}$ [10\(^{-5}\) $M_{\odot}$/year] | 5.6 ± 0.2 |
| $\mu_0$ | 0.323 |
| $\mu_{WR}$ | 0.336 |
| $M_0$ [$M_{\odot}$] | 21.82 |
| $M_{WR}$ [$M_{\odot}$] | 58.57 |
| log($g_0$) \(^e\) | 3.52 |
| log($g_{WR}$) \(^e\) | 3.07 |

\(^a\) Schweickhardt et al. (1999)  
\(^b\) Martins et al. (2005)  
\(^c\) Hamann et al. (2019)  
\(^d\) 1 - $\sigma$ error was estimated by exploring $\chi^2$ in the vicinity of the best-fit grid point.  
\(^e\) Logarithm of the surface gravity.

Table 4. Best-fit A13 Model 1 parameters for three individual eclipses.

| Parameter | Value |
|-----------|-------|
| Best-fit parameters, Model 1 (WR + O9V) | |
| $T_{WR}$ [K] | 52,500 ± 1100 \(^a\)  
| $i$ [$^\circ$] | 83.5 ± 0.4  
| $r_0$ | 0.0049 ± 0.0008  
| $\Delta m_0$ | −0.001 ± 0.001 |
| $\Delta \phi$ | 0.0060 ± 0.0006 |
| $\chi^2$/d.o.f | 914.48/884 = 1.034 |
| Derived parameters, Model 1 (WR + O9V) | |
| $F_0/F_{WR}$ | 0.060 ± 0.003 |
| $M_{WR}$ | 1.4 ± 0.2 |
| $[10^{-5} M_{\odot}$/year] | 0.070 ± 0.002 |
| $\mu_0$ | 0.184 |
| $\mu_{WR}$ | 0.340 |
| $M_0$ [$M_{\odot}$] | 21.00 |
| $M_{WR}$ [$M_{\odot}$] | 56.38 |
| log($g_0$) \(^b\) | 4.01 |
| log($g_{WR}$) \(^b\) | 3.05 |

\(^a\) $1 - \sigma$ error was estimated by exploring $\chi^2$ in the vicinity of the best-fit grid point.  
\(^b\) Logarithm of the surface gravity.

Figure 11. Sky plane view of the system for best-fit A13 models at orbital phases before, at the moment of, and after conjunction. Top panel: Model 1 (WR + O9V), bottom panel: Model 2 (WR + O9III). The WR star is in front. The phase difference of the side plots with the conjunction moment (central plot) is ±0.01. The picture does not include the WR wind.

Hamann et al. model or its temperature are underestimated. Recall that the model of Hamann et al. does not account for the O9V (lower temperature) star contribution to the total flux of the system. However, since the flux ratio is small, this explanation is not very likely.

Note that in our Model 1 $M_{WR} = 1.86 \cdot 10^{-5} M_{\odot}$/year, which is approximately two times less than $M_{WR} = 3.98 \cdot 10^{-5} M_{\odot}$/year in Hamann et al. (2019). The mass loss rate in spectral modeling depends on the adopted clumping model and its magnitude. The clumping model used most commonly is a simple model of optically thin clumps and a constant clumping contrast $D$ (inverse to the spatial filling factor). In this case, the modeling of spectral lines actually
determines the value of $M \sqrt{D}$. In Hamann et al. (2019), $D = 4$. As noted by the authors (Hamann et al. 2006), this value is rather conservative: “There are indications that the clumping is actually even stronger, and hence the mass loss rates might still be overestimated generally by a factor of 2 or 3”. Hillier (2020) also notes that values of $D = 10$ or 20 are “routinely used in the literature” (see the above paper for more details on difficulties of determining mass loss rates from spectral modeling). Clumping mainly affects spectral lines, as the recombination rate is proportional to the square of density. As electron scattering has a linear dependence on density, our derived mass-loss rate is insensitive to clumping.

The flux ratio of our best-fit Model 1 is 0.064 (Table 3). Rauw et al. (1996) obtained a flux ratio of $\sim 0.08 - 0.2$ (at the reference wavelength 5500Å) from different spectral lines. Taking into account the accuracy of measurements, they give the mean luminosity ratio $F_{\text{WR}}/F_{\text{O}} = 8.2$ (corresponding to $F_{\text{O}}/F_{\text{WR}} = 0.122$). Schweickhardt et al. (1999) estimated the lower limit of the flux ratio as being $\sim 0.08$, assuming that the eclipse is total. Thus, our estimate of the flux ratio seems to be smaller than those above. However, the estimate of Schweickhardt et al. (1999) was based on the adopted eclipse depth of 0.083 taken from the $b$ (4670Å) light curve of Gosset et al. (1991), adjusted to $y$ (5470Å) by using $\Delta(b - y)$. The eclipse in the original light curve is rather poorly defined, so its actual depth is hard to estimate accurately. Our eclipses have a smaller depth (especially the first one), thus the estimate of Schweickhardt et al. (1999) should probably be reduced. These authors also note that in their spectra the O-star absorption lines are weaker than those in Rauw et al. (1996), i.e. for the He I 4471 line the equivalent widths are 0.057Å and 0.035Å, for He II 4542 0.052Å and 0.016Å respectively. This means that the flux ratio of Rauw et al. (1996) might be overestimated. Note also that to estimate the flux ratio, the latter authors had to account for the different slopes of O and WR star spectra and used a “typical” equivalent width of a single O-star’s spectral lines (which they did by using a power-law approximation of the WR spectrum and Kurucz’s model for the O-star spectrum) and used average equivalent widths of spectral lines taken from a list of lines of single O-stars shown in Conti (1973). The uncertainties involved in the procedure make it hard to reliably estimate the actual error of the flux ratio. Note also that the reference wavelengths of both Rauw et al. (1996) and Schweickhardt et al. (1999) are smaller than ours, although this probably has only a minor effect. We conclude that the flux ratio obtained in the current study is at least not in strong contradiction with the previous estimates.

In A13 Models 1 and 2, we have used a single fixed WR radius and two fixed radii of the O star. Evidently, the actual stellar radii may be quite different from these values. How strong will the change in radii affect the results? We already saw that increasing the O-star radius by $\sim 1.7$ times significantly changed the results. As we discussed in the previous section, the uncertainty of the WR radius can be very rough and informally estimated as $\sim 0.1$d. Our Models 1 and 2 correspond to two values of $R_{\text{WR}}/R_{\text{O}}$. If other WR and/or O star radii are suggested, one could roughly estimate the expected results by interpolating between our Models 1 and 2, to the desired radius ratio.

We used the L96 model along with A13, since the former was used in numerous studies of WR + OB binaries with small orbital inclination angles. So it was interesting to see how well this model can handle a situation where the inclination is large so that a photospheric eclipse could occur. It turns out that the solution in the L96 atmospheric model gives an inclination angle equal to the critical value such that the projection of the O star point-source on the sky plane just touches the WR disk at superior O-star conjunction. With such a solution, it is clear that the assumption of the point-source O star is not appropriate. Still, it seems that the L96 model can be used to quickly estimate approximate parameters. It should be borne in mind that in the case of obtaining a critical inclination angle, its value should be increased by a few degrees. The fact that the L96 model produces a slightly worse fit in comparison with that of the A13 model is explained by the point-source approximation for the O star; this makes the model eclipse narrower than the observed one.

A visual inspection of the model and observational light curves in Figs. 7, 9 gives the impression that the scatter of the observational data points during the eclipse is larger than outside of it. This may be due to two reasons: an actual change of the eclipse shape over time, allowing the depth to increase from the first to the second observed eclipse, or an increased random scatter of data points during eclipses compared to parts of the light curve outside of eclipses. If the first reason is correct, it could mean that the WR mass loss rate has increased during the time elapsed from the first to the second eclipse. However, the required increase $(1\pm3) \times 10^{-4} M_\odot$/year (Table 4) seems to be too large for a timescale of about a year. If the second is true, this may be due to the effect of scattering of the O-star emission by clumps in the WR wind. To verify this quantitatively, Table 5 gives a comparison between the L96 and A13 Model 1 (the latter being applied to the full light curve and to the three eclipses separately) on the basis of scatter and reduced $\chi^2$ for various key parts of the light curve. From this, we conclude the following:

(i) For the full light curve, A13 gives a better result, although not overwhelmingly so.

(ii) During the part outside the eclipse (and excluding the wings) both L96 and A13 are equal (which is not surprising given that the observed flux is constant and both models produce a constant flux in this part).

(iii) In the reflection wings and eclipse both A13 Model 1 and L96 computed for the whole light curve show large scatter (the former being somewhat smaller). The lack of systematic deviations in the residuals in either case suggests that the scatter is intrinsic to the clumpy nature of the WR wind.

(iv) Solutions of the A13 Model 1 for the individual orbital cycles generally show large scatter in the eclipse and the wings. Two exceptions are: the eclipse of the first orbital cycle and the wings of the second cycle. However, the small (o-c) scatter in an eclipse is not supplemented by a small scatter in its wings and vice versa. The fact that the scatter in the eclipses and their wings is still generally large does not agree well with the assumption of changing mass-loss rate.

(v) Finally, we conclude that a likely explanation for the origin of an increased (o-c) scatter within the eclipse is O-star light scattered off WR-wind clumps during the eclipse, in contrast to WR starlight being scattered by WR-wind clumps during the whole orbit.

The apparently variable data scatter in different parts of the light curve is the reason why we do not provide the significance levels of the models in our tables. All models are formally rejected at a significance level, for example, of 1 percent. However, this is apparently not due to a bad fit per se, but due to the fact that we apply the same data error to the entire light curve, while in reality it appears to be variable with orbital phase. To obtain a formally satisfactory fit, many more observations are required to provide an adequate estimate of the data scatter in different parts of the light curve. Then the scatter could be calculated as e.g. standard deviations in narrow phase intervals independently of any modeling. Until then, we have no reliable and model independent way of obtaining the data uncertainties at the eclipse phases of the light curve. Our analysis above of the (o-c) of individual eclipses implicitly assumed that A13 Model
1 was adequate and could be accepted. Then, the individual eclipses are statistically consistent, and the data scatter during the eclipses can be estimated by \( \sigma (o-c) \) of the best fit model of the complete observed light curve (A13 Model 1 in Table 5).

Finally, we estimated a possible change in the period following from the discovered phase-shift, assuming that it is solely due to inaccuracy in the determination of the period. Given that the best-fit A13 Model 1 phase shift is equal to \(-0.008P = -0.643\) days, the period 80.336 days of Schweickhardt et al. (1999) should be decreased by 0.0065 days. Note that Schweickhardt et al. (1999) give the accuracy of the period 0.0013 days. However, they also give the error of \( T_0 = 0.14 \) days, so it is difficult to say whether the observed phase shift is fully due to the inaccuracy of the period or if it is also in part due to an inaccuracy in the determination of \( T_0 \). Furthermore, the period of a WR+O binary should actually increase due to loss of angular momentum by the WR star through its stellar wind. This unknown potential period increase only adds to the uncertainty. For this reason, we did not attempt to refine the period value.

It should also be noted that the values of our best-fit model parameters are defined not only by the shape of the light curve, but also by the values of the assumed parameters. This is clearly demonstrated by the large difference between the WR temperatures in Models 1 and 2, even though their \( 1 - \sigma \) errors are much smaller than the difference.

### 5 CONCLUSIONS

Thanks to the ability of the BRITE nano-satellites to lock onto a field for up to six months at a time, we were able to extract a complete, high-precision light curve for WR22 that reveals three complete single eclipses. The increased scatter in the eclipses is an interesting result and might be worth following up with other grazing eclipsers among WR+O systems. Considering the observed eclipse shape variations from one orbital cycle to another, it would be a worthy endeavor to acquire more eclipse observations of WR22. Unfortunately, while the length of an eclipse is moderately small (about three days), the long orbital period makes this task very time consuming as the accuracy of the mean light curve is proportional to the square root of the number of observations. Obtaining more spectra with high signal-to-noise ratio would also be helpful in improving the value of the flux ratio. These observations do not require especially lengthy efforts.

The more appropriate A13 photospheric plus wind model has shown that it is impossible to give a unique value of the orbital inclination and WR mass-loss rate based solely on photometric observations. However, the information on the WR temperature from the spectral analysis of Hamann et al. (2019) allows us to make an unambiguous conclusion that the luminosity class of the O star is V, not III, and, therefore, to choose the unique solution (A13 Model 1). The best-fit orbital and stellar parameters obtained from this model, when fitted over the three BRITE-observed eclipses, are \( i = 83.5 \pm 0.4^\circ \), \( T_{WR} = 50000 \) K and \( M_{WR} = (1.86 \pm 0.2) \times 10^{-5} M_\odot/yr \).

The L96 model, while being very simple and generally not suited for binaries with large inclination angles, can be used for quick and rough estimates of stellar and wind parameters.
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