The Effect of Different EEG Signal Processing Techniques Applied to Hand Movement BCIs
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Abstract—This paper reports the research on the influence of different methods for feature extraction and classification of Electroencephalogram (EEG) data and how they can affect the accuracy of a Brain-Computer Interface (BCI) on interpreting the EEG signal due to Motor Imagery (MI). For this purpose, a BCI was built and programmed to run multiple Feature Extraction methods in time-domain for different ranges of frequencies and two Machine Learning classifiers. It was compared the Linear Discriminant Analysis (LDA) and the Support Vector Machine (SVM) machine learning techniques. It was concluded that EEG frequency bands have a great influence in the performance of the BCI, mainly for Alpha and Beta bands. Furthermore, by utilizing the SVM method, it was possible to identify differences on the performances of the feature extraction methods evidencing higher accuracies for the Willison Amplitude (WAMP) and a combination of WAMP and the Root Mean Square (RMS) techniques. Contrastingly, the LDA demonstrated a higher mean accuracy and lower standard deviation between the subjects, however compared to the SVM, it was not possible to detect meaningful differences between the time domain techniques. Therefore, it was verified that LDA is more robust with greater accuracy, in addition to having lower computational cost compared to SVM for the feature extraction techniques used in this article.
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I. INTRODUCTION

Individuals who suffer from a spinal cord trauma on the cervical region can lose partially or completely the movement of the superior members. In case the damage is located in between the C1 and the C3 vertebrae, the ability of speaking, breathing, and moving the head can also be compromised. This spine lesion results in biologic tissue loss, including myelinated nerve fibers that are responsible for transmitting motor and sensory impulses [1]. The people affected by this condition experience difficulty to accomplish essential tasks that require using the superior members, such as feeding.

It is estimated that in Brazil, there are 40 new cases of spinal cord trauma per one million people, resulting in 6 to 8 thousand new cases every year [2]. Due to these circumstances, the development and improvement of the control for rehabilitation devices, prosthetics and orthotics have been a major challenge to improve the life quality of people with this type of condition. The control for this kind of technology is usually done by reading and interpreting data captured by Electromyography (EMG), Electroencephalography (EEG) or Electoretinography (ERG) [3-4]. Therefore, the EEG enables the use of a Brain-Computer Interface (BCI) to create a new communication pathway from the brain to assistive devices that could help a person with physical disabilities [5].

The state of the art for a BCI would be to classify the intention of movement and motor control of fine movements such as for the fingers of the hand. However, to achieve this level of result it is necessary to better understand the classification of hand movements [6]. In this way, several different approaches can be applied for the signal processing of a BCI involving a group of preprocessing, feature extraction and classification techniques, thus it is relevant to evaluate among a set of techniques which one would bring the best results. Hence, the goal of this research is to investigate the hypothesis that different methods of feature extraction in time domain as the Mean Absolute Value (MAV), Line Length (LL), Nonlinear energy (NE), Root Mean Square (RMS), Willison Amplitude (WAMP) and a combination of WAMP and RMS (WAMP+RMS) calculated to different EEG bands, combined with different types of classification as Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) may affect the accuracy of the results in order to improve the performance of the Brain Computer Interfaces applied to hand movement. The software employed in this research were entirely designed for this specific purpose and the signals analyzed are the ones generated from Motor Imagery (MI) for the simple task of moving the right or the left hand. Additionally, the development of a hardware for EEG was also exemplified in the form of an electric circuit to better understand how a BCI works.

II. MATERIAL AND METHODS

A. The Physiology of the Electroencephalogram

The EEG captured the neuropsychologic signals by means of electrodes attached to the scalp according to the international 10-20 system. Therefore, three monopolar channels located at CZ, C3 and C4 were utilized and the data obtained from these channels were then compared to the fourth electrode A1, which is the reference electrode. There is also a fifth electrode for ground that can be placed at Fz position. The signal captured by these electrodes descends mostly from the activity of the primary motor area (M1) within the brain cortex.

It is known that the primary motor area is topographically organized in a form called Somatotopic Arrangement in which each part of the body is controlled by a specific part of the M1. Additionally, the body parts that require finer and more accurate movements such as hands and pectoral region are controlled by larger regions of the cortex [1-4].

B. The Brain-Computer Interface

The BCI can be usually divided into many stages, such as signal acquisition, signal processing (processing, feature extraction and classification) and application interface [7,8].
The specific elements used to build the BCI for this research can be shown in Fig. 1.

The signal acquisition stage is composed of the electrodes that capture the brain signal and the hardware which is made of amplification and filtering circuits. Moreover, there is the preprocessing task, which aims to attenuate the artifacts through frequency domain filtering and attenuate the EOG artifacts. After that, it is necessary to extract the signal features, and in this work were utilized the MAV, LL, NE, RMS, WAMP and a combination of WAMP and RMS WAMP+RMS. Then, these features were classified by two different algorithms, SVM and LDA. Finally, the application interface was responsible to receive the prediction of the subject’s brain intention to drive an assistive device or a computer. All these stages will be better explained in the next sections.

C. The Hardware

The hardware to be exemplified is composed of a Printed Circuit Board (PCB) to make the signal acquisition. The first stage of the PCB is an instrumentation amplifier which will make the subtraction between the C3 or Cz or C4 and the A1 electrode (depending on the channel). This subtraction reduces the common mode artifacts mainly due to electromagnetic interference. Furthermore, the instrumentation amplifier makes a pre-implication in the signal.

The next stage is to reduce the Direct Current (DC) level of the signal. It was achieved by using a passive high pass filter to eliminate the signal. To amplify the signal, a variable gain amplifier controlled by a microcontroller is necessary. The last stage of amplification is done by a variable gain amplifier controlled by a microcontroller.

In order to read only the frequency range of the EEG signal, two 3-Pole Butterworth Active Filters were made to build a band pass filter with a range of frequency above 0.5 Hz and below 100 Hz. To digitize the signal, a 16 bits A/D converter was used with a sample frequency of 250 Hz. This digitized signal is read by the microcontroller and transferred to the computer for the Signal Processing stages.

Moreover, the ground of the circuit is connected to the A1 electrode, and each channel C3, Cz and C4 has its own circuit which starts in the instrumentation amplifier and ends in the 3-Pole Butterworth Active High Pass filter. For more details of the circuit [9]. In addition, a block diagram of the circuit is shown in Fig. 2.

D. Preprocessing

Preprocessing is designed to lower the noise ratio that can be considerably high for EEG by consequence of low amplitudes that make the signal susceptible to artifacts generated by other sources such as eyes and head muscles movements [8]. The signal captured by the EEG appears to be stochastic and its amplitude range is in the order of microvolts for electrodes positioned at the scalp. In addition, the relevant frequency interval for Electroencephalography can be divided into bands as shown by Table 1 [10, 11].

Additionally, the dataset utilized was the 2b Motor Imagery Dataset from the BCI competition IV [12], that provides the signals for C3, C4 and Cz and also the signal for the Electrooculography (EOG) that can be useful to reduce artifacts generated by the blinking [13]. The data was collected in a section in which each individual was asked to execute tasks such as moving, closing and keeping their eyes open. In this way, the signal obtained can be used to estimate the linear regression coefficients that relate the EOG to the EEG patterns [14], enabling to estimate the EEG signal with lower noise due to eye artifacts.

Another preprocessing technique employed was a pass band digital filter implemented by Fast Fourier Transform (FFT) [8] that can divide the signal into a discrete frequency domain. This way is possible to separate only the frequency ranges that are useful to detect the intention to move the hand. According to the literature, the frequency range that is related in both cases the primary motor area is the part of the brain that generates signals of activity [15].

| Bands | Frequencies (Hz) | Amplitudes (µV) |
|-------|-----------------|----------------|
| Delta (δ) | 0.5-4 | 20-200 |
| Theta (θ) | 4-8 | <20 |
| Alpha (α) | 8-14 | 2-100 |
| Beta (β) | 14-30 | 5-10 |
| Gamma (γ) | 30-100 | 5-10 |

TABLE I. AMPLITUDE AND FREQUENCY OF EEG BANDS
Thus, the FFT was utilized to divide the signal into the five EEG bands as shown by Table 1. Furthermore, two sub bands were created inside the alpha band and four sub bands inside the beta band to increase the number of features extracted and improve the input for the classifier.

E. Feature Extraction

Feature extraction is one of the most important parts in signal processing. This stage aims to extract the relevant information in the EEG signal in order to describe the mental states while rejecting the non-relevant information and noise [16], moreover it makes a dimension reduction of data for the classification stage [17]. There are many feature extraction techniques employed for different applications. They are grouped in time domain, frequency domain, time-frequency domain, non-linear parameters, spatial filter and many others [7,8].

In this paper the time domain techniques were utilized due to the simplicity and similarity between them. Most complex techniques such as Common Spatial Pattern (CSP) which is a spatial filter give better results but demand a higher computational power and is more recommended for multichannel EEG [18], which is not the case for this research.

Hence, the feature extractions compared in this paper are Root Mean Square (RMS) [5,17], Mean Absolute Value (MAV) [5,18], Willison Amplitude (WAMP) [5,17], Line Length (LL) [17,18] and Nonlinear energy (NE) [18]. All these techniques were applied in a window of 2 seconds, the recording starts 0.5 s before the MI is requested to the individual and stops 1.5 seconds later. The reason why these characteristics were chosen is the simplicity of their calculations, as well as their similarity due to the fact that all of them are time domains, making their comparison fairer, in addition to having a close computational cost.

These five techniques of extraction features were calculated for each EEG band (Delta, Theta, Alpha, Beta, Gamma), for the whole raw signal (between 0.5 Hz and 100 Hz) and for the six sub bands of Alpha and Beta. Where \( N \) is the size of the time window, \( x \) is the amplitude of the signal in respective time.

\[
RMS = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2} \quad (1)
\]

\[
WAMP = \sum_{i=1}^{N-1} f(|x_i - x_{i+1}|) \rightarrow f(x) = \begin{cases} 1 & x > \varepsilon \\ 0 & \text{otherwise} \end{cases} \quad (2)
\]

\[
NE = \sum_{i=1}^{N-2} (x^2[i] - x[i+1] x[i-1]) \quad (3)
\]

\[
MAV = \frac{1}{N} \sum_{i=1}^{N} |x_i| \quad (4)
\]

\[
LL = \sum_{i=1}^{N-1} |x[i] - x[i-1]| \quad (5)
\]

F. Classification

Classification stage is intended to convert the features extracted from the signals into brain activity patterns [8] that, for this study, are the intention to move the right or the left hand. The classification methods employed were the Linear Discriminant Analysis (LDA) and the Support Vector Machine (SVM) [8]. About the differences of these approaches, the LDA can only classify patterns by applying linear separability, which requires lower computational power, the SVM can alternatively classify patterns that are not suitable for linear separability by means of the kernel function. These machine learning techniques were chosen due to their simplicity, thus reducing the computational cost and making the BCI easier to be embedded in a microcontroller, besides making it more suitable for real-time applications. Another technique that could be used in the comparison is neural networks due to their better ability to classify nonlinearly separable classes [8], however this technique was not utilized because their greater complexity also increases the computational cost.

The reason Scikit-learn library was used to classify the features instead of an original code implementation is the fact that it is a reliable open-source framework and widely employed in python language for machine learning techniques, as SVM and LDA. The specific kernel function employed for the SVM method was the Radial Basis Function (RBF) and the solver for the LDA was the Least Square Solution. Combining the Machine Learning techniques together with the different feature extractions, this research intends to compare the variation of the accuracy on the results. For training and testing of Artificial Intelligence (AI), the Dataset was destined 70% for training data and 30% for testing data.

III. RESULTS

To analyze the results of these distinct feature extraction techniques, each one of them were combined with different types of frequency bands, and then tested by the two classifiers. For this task, the EEG signal collected from a group of nine subjects was utilized to train the classifiers for each one of the combinations. An example of the result of one of these trainings is shown in Fig. 4. In order to have more accurate results, each model was calculated twenty times for each subject and the mean accuracy was used, as done in other studies [17]. Moreover, the test protocol performed in this research were similar to those performed by other authors to compare different processing techniques [5,15,17,19].

The mean accuracy and standard deviation of accuracy of each model composed by 9 subjects were calculated, and their result is shown Fig. 3. In this graphic each color indicates a different feature extraction in the time domain. Furthermore, this graphic also indicates on the Y axis the group of frequency bands utilized in the classification.

The “Raw” indicates the data without any pass-band filter, “\( 0\delta 0\beta \delta \beta \)’’ indicates the signal divided into Delta, Theta, Alpha, Beta and Gamma bands, “\( 0\delta 0\beta \)’’ indicates the signal divided only into Alpha and Beta bands, and “\( 0\delta 0\beta \)’’ indicates the signal divided into two sub bands of Alpha frequencies and four sub bands of Beta frequencies, resulting in a total of six sub bands.

By analyzing Fig. 3 it is evident the lower accuracy of Raw data compared with the other groups of bands. Furthermore,
the $\alpha\beta^*$ sub bands have an average of greater accuracy than $\alpha\beta$ which in turn is greater than $\delta\theta\gamma$. Moreover, the accuracy of LDA was greater than SVM for most cases, and the standard deviation was lower. Besides that, SVM had a bigger difference of accuracy between the feature extraction techniques, indicating the relevance of choosing the technique when using SVM.

In the Fig. 4 it is possible to visualize the accuracy of each subject with $\alpha\beta^*$, applying EMS feature extraction and LDA classifier. From this graphic it is possible to observe a greater accuracy and lower standard deviation for the subjects four and five, and lower accuracy and higher standard deviation for the two, three, seven and eight subjects.

IV. DISCUSSION

In this work the result shows that the range of frequencies, the feature extraction method and the algorithm of classification affect the performance of a BCI. It also explains how these variables impact the accuracy of the Interface.

The low accuracy of Raw signal is coherent because it has many other frequencies that are not relevant for the hand movement classification. Furthermore, the EEG bands are associated with different mental tasks [15, 20], hence dividing the signal into these bands to extract the features of each band separately makes the classification easier to the classifier. The use of only Alpha and Beta bands gave a slightly better result, because they are associated with motor imagery and motor execution respectively [15], and the dataset used is a set of IM signals. Therefore, using only these two groups of range of signals reduces the amount of irrelevant data, which can enhance the performance of the BCI [7, 22]. Moreover, the improvement of accuracy by using sub bands inside Alpha and Beta allows extracting more information inside the same range of frequency which may slightly increase the accuracy, but also increase the number of extracted features and the dimensionality, which makes the classification problem more complex [7, 22].

The use of the extracting feature is crucial to make dimensionality reduction of the data [7, 18, 19, 22], because in this case it used only one extracted feature for each selected band, except for WAMP+RMS which used two features. These time domain techniques show in Fig. 3 a great impact in the accuracy for SVM classifiers, WAMP and WAMP+RMS gave better results in most cases, other authors have reported better results for WAMP method when using SVM [17, 5]. However, for LDA the extracted feature did not seem to influence considerably in the accuracy, so it seems more robust, with mean accuracy greater and standard deviation was lower than SVM, indicating that LDA can be more suitable when the chosen features are used. Nevertheless, LDA is not recommended for more complex classifications where linear separation is not possible. In this case, the SVM can lead to better accuracy and better generalization properties [8, 17]. For more complex classifications, the Artificial Neural Networks (ANN) can achieve better results [8], however, the better accuracy of the LDA compared to SVM indicates that extraction feature results in a linearly separable problem, and because of that, ANN would probably not improve considerably the accuracy of the model as occurred in another test [23].

Moreover, the high difference of accuracy that can be seen between the subjects shown in Fig. 4 causes a high standard deviation of accuracy illustrated by Fig. 4(b, d). This variation
of accuracy between the subjects can be explained by several variables. The employment of scalp electrodes generates signals 20 to 100 times worse in terms of quality in comparison to invasive electrodes [21]. Besides that, depending on how the subjects perform the IM, different signal patterns may be generated [15]. Another factor that might generate the high standard deviation on results is the different number of samples for each subject, as the dataset utilized provides distinct amounts of signals for the individuals. Additionally, the machine learning technique could have a better performance with a larger dataset because the capability of learning and generalizing the problem of the LDA and SVM is qualitatively proportional to the amount of data employed [24].

V. CONCLUSION

In this paper, we expose the effects of using different signal processing techniques to classify motor imagery EEG data. The range of the utilized frequencies may improve the accuracy of the BCI, the employment of only Alpha and Beta bands can provide good results with less information, which can reduce computational complexity. Furthermore, the time-domain feature extraction selected may have different performances depending on the classifier. For the SVM classifier, WAMP, WM and MAV gave better results, however for LDA all tested feature extractions had similar results. Moreover, for the condition tested in this research, LDA had on average better results than SVM. In addition, LDA needs less computational requirements and is simpler to use compared to SVM [8,16]. All this information can be useful to improve the performance of BCI, by having greater accuracy with a lower computational demand.

For future studies, the results of this article about time-domain feature extractions can be useful to compare the accuracy and computational cost in a future research about techniques in frequency domain and time-frequency domain.
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