ABSTRACT
Cognitive biases are mental shortcuts humans use in dealing with information and the environment, and which result in biased actions and behaviors (or, actions), unbeknownst to themselves. Biases take many forms, with cognitive biases occupying a central role that inflicts fairness, accountability, transparency, ethics, law, medicine, and discrimination. Detection of biases is considered a necessary step toward their mitigation. Herein, we focus on two cognitive biases - anchoring and recency. The recognition of cognitive bias in computer science is largely in the domain of information retrieval, and bias is identified at an aggregate level with the help of annotated data. Proposing a different direction for bias detection, we offer a principled approach along with Machine Learning to detect these two cognitive biases from Web logs of users’ actions. Our individual user level detection makes it truly personalized, and does not rely on annotated data. Instead, we start with two basic principles established in cognitive psychology, use modified training of an attention network, and interpret attention weights in a novel way according to those principles, to infer and distinguish between these two biases. The personalized approach allows detection for specific users who are susceptible to these biases when performing their tasks, and can help build awareness among them so as to undertake bias mitigation.
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1 INTRODUCTION
Cognitive biases run through the disparate base literatures in fairness [15], in accountability [19], in transparency [19, 26], in ethics [5], in law [8, 30], in medicine [6] and in discrimination [18, 31]. Biases pose in many forms [20], with cognitive biases occupying key roles. Cognitive biases are mental shortcuts humans use in dealing with information and the environment, and which result in biased actions and behaviors (or, actions), unbeknownst to themselves [32]. A distinction of cognitive biases is that they occur without the human actor being aware of their impact on actions the person takes. That does not mean cognitive biases inflict less often than say, data bias and model / algorithm bias [1, 20]. On the contrary, the types of cognitive bias are many [11, 21] and they are omnipresent in a wide variety of situations with the potential for adverse effect on social good of the web, as the influential studies in the above literatures imply. Furthermore, these studies highlight the biased human actions that manifest from unobserved “mental” cognitive biases. With increased interest in using Machine Learning (ML) and Artificial Intelligence (AI) toward societal issues, the attention to detection of cognitive biases may be a worthwhile avenue to pursue. Our attempt is to offer an ML approach built on first principles from the cognitive psychology literature [12], for individual level detection of cognitive biases from actions, since actions are observed in data, but what is on the mind is not observable in data.

It is accepted in Computer Science (CS) that “Any remedy for bias must start with awareness that bias exists (page 54)” [2]. At the same time, “Biases can be difficult to distinguish (page 2)” [34]. The major difficulty of cognitive biases is that, being mental shortcuts, they are not observable, and thus cannot be directly ascertained. In CS, cognitive biases are recognized in Information Retrieval (IR) research. Information search can become prey to unbeknownst cognitive bias of the user, if the information conforms to prior held beliefs and restricts the search [10, 22, 34, 36, 37]. When users’ actions are affected by cognitive biases then these biases can adversely impact tasks performed. Users can benefit from detection of their unbeknownst biases so that they can try to overcome those biases in their actions while performing their tasks [2]. The detection performed in IR is at the aggregate level of users with the help of annotated data. While the use of annotated data is received wisdom,
any reasonably sized annotation of the many types of cognitive bias is not available, is costly and arguably, is not likely to be practicable. Instead, we start with first principles codified in cognitive psychology [12] that are amenable to log data of users’ actions, modify training of an ML network and interpret results according to those principles, to arrive at individual user level detection, without using annotated data.

Although detection of cognitive biases can extend to many areas, the exposition of our approach uses the following context. For concreteness and as a running example for the rest of the paper, consider a Web based platform with which users interact to accomplish professional tasks; the interactions produce behavior log of users’ actions. Examples include platforms used for searching information, selecting data, running analysis, and so on. Professional tasks are emphasized to distinguish from personal tasks users’ perform on Web platforms because professional tasks require objectivity and cognitive biases become very important to examine [21], whereas personal tasks can be guided by subjective personal beliefs and tastes. For such professional task oriented platforms, we focus on anchoring and adjustment bias (hereafter, anchoring bias) and recency bias. The number of cognitive biases is large [21]; the scope of this paper confines to the detection of only two of them. With our focus on detection from observed actions we define these two biases as follows. Anchoring bias emanates from relying excessively on actions in initial past periods to guide actions in current period, instead of making sufficient adjustment to learn from recent past. Recency bias emanates from relying excessively on actions in the recent past periods to perform current period actions, instead of learning from earlier past. The research questions we ask are:

- How to distinguish between anchoring and recency biases and to uncover from users’ behavior logs?
- How to detect these biases at an individual level?
- How to perform detection, when no annotation for biases is available?

We posit that these professional tasks come with objective goals and are meant to be performed devoid of users’ own personal taste, belief and preference. For example, when asked to seek information about market trends, a professional is expected to find facts from reliable sources, rather than the information search becoming guided merely by one’s personal beliefs. Another example is about fetching data for a presentation to senior executives, where a professional needs to get objective data, instead of data which has a personal slant. Yet another example is when analysts are required to use data, run models and produce findings that represent objectivity as much as is possible. In performing these kinds of tasks, users are likely to be inflicted with cognitive biases [21].

In CS, less attention is paid to cognitive bias detection, notable exceptions being [2, 22, 34–37]. These works in IR examine the important problem of establishing biases in users’ beliefs and how that may impact search. In addressing our research questions around biases in users’ actions, we depart from the prior art on cognitive bias detection in three significant ways. First, unlike detection at an aggregate level, we propose detection for each individual user. Performed at the individual level, the detection helps specific users who are susceptible to these biases when performing their professional tasks. Alerting them conforms to the need for creating awareness in them about specific biases that may inflict their actions [2]. Second, we analyze user logs in line with some previous work, but, unlike those, propose detection with an ML approach, by drawing from principles in cognitive bias literature [12]. Third, we do not use annotated data, which prior art relies upon.

In particular, for a Web platform, the behavior logs of users’ click-actions (hereafter, actions) are observable, although the mental states of the users remain unobservable. We posit that users’ actions can be analyzed to ascertain cognitive biases. Drawing upon core principles from the cognitive bias literature [12], we introduce a principled formulation of the bias detection problem, which is amenable to log data. Modifying the training of a Hierarchical Attention Network (HAN) [3], we interpret attention weights from HAN according to the principles in a novel way to infer biases. Experiments find that our model can reliably detect these biases at the individual user level. As a first step toward individualized bias detection, our contributions are:

- Offering a new principled framework for identifying anchoring and recency biases in actions from behavior logs, without annotated (ground truth) data.
- Proposing an ML model for individual level detection, which can overcome limitations of human studies and human annotations.
- Extending HAN through novel interpretation of its weights to this new domain of individual level bias detection.

We note that although our context is interactions with Web platforms for professional tasks, such interactions are de rigueur in personal tasks as well. Interactions in personal tasks include digital consumption such as music and movies, purchases across a broad swath of product categories, and communication exchanges on social sites, among others. For an individual user, these interactions are often guided by her own personal taste and preference. While these actions could also be inflicted by cognitive biases of the individuals as well as biases of the algorithms that the platforms rely upon (e.g., recommendations), examination of those are outside the scope of this paper.

### 2 RELATED LITERATURE

Impact of the Web and related technologies on society can be observed through multiple lenses of fairness, accountability, transparency, ethics, law, medicine, discrimination and others. Examination of each lens through its literature can contribute to a deeper understanding of what comprises social good, and calls out the role of biases. In particular, we note the connection to cognitive biases recognized across literatures in fairness [15], in accountability [19], in transparency [19, 26], in ethics [5], in law [8, 30], in medicine [6] and in discrimination [18, 31]. For example, in medicine, “Over the past 40 years, work by cognitive psychologists and others has pointed to the human mind’s vulnerability to cognitive biases, logical fallacies, false assumptions, and other reasoning failures. More than 100 biases affecting clinical decision making have been described, and many medical disciplines now acknowledge their pervasive influence on our thinking” [6]. Or, with regard to ethics, it is stated that “Recognizing and removing a powerful bias will sometimes do more to improve our judgments than accumulating or analyzing a large body of particular facts. In
this way, applied ethics could benefit from incorporating more empirical information from psychology and the social sciences about common human biases” [5]. In accountability research an influential review paper [19] highlights the key position of cognitive bias in “accounting for the effects of accountability”. In particular they propose and find evidence that “the effect of accountability depends on a complex host of moderators, including the cause of a given bias, the type of accountability, and the decision maker’s knowledge of formal decision rules [pp.259]” [19].

Research on cognitive biases, with roots in Psychology [7, 11, 27, 28] in 1950s, permeates many disciplines. Prior art on cognitive biases come from Cognitive Psychology [11], Psychology [12, 32], Behavioral Finance [4, 21], Economics [23, 24], among other fields. “People rely on a limited number of heuristic principles which reduce the complex tasks of assessing probabilities and predicting values to simpler judgmental operations (page 1124)” Tversky and Kahneman [32]. Focusing on judgmental operations we restrict to actions humans take because actions are manifestations of cognitive biases. As evidence, research in Behavioral Finance scrutinizes how cognitive biases manifest in choice of actions (decisions) of financial analysts [4, 21]. It is established that even actions with large financial stakes may fall prey to one long list of cognitive biases, unbeknownst to them [21]. In particular, we focus on Anchoring bias and Recency bias, as a first step toward individualized detection. The rich prior art in these disciplines motivates our thinking. These works rely on human studies - both laboratory setting and crowd-sourcing platforms (e.g., MTurk) - where vignettes of information-scenarios are presented to participants, based on which they choose among actions [4]. But, human studies suffer from four deficiencies: (i) limited to a few users, (ii) use scenarios instead of real data, (iii) detection is at an aggregate level, and (iv) not data driven. We overcome all four deficiencies.

In computer science, study of cognitive biases is relatively recent, although position bias and domain bias are examined for some time [9, 13, 14]. Pioneering work within IR [34, 35] examine beliefs and, anchoring and confirmation biases in the context of search. In search for medical and health information, it is shown that users’ pre-search beliefs bias search results and reinforces human bias [22, 36, 37]. Besides showing existence of biases in search, the research extends to how beliefs change as search progresses [35, 37]. The works show how belief dynamics are affected by search results. Collectively, these works use multiple methods including survey, human annotations, human experimental studies, and analysis of large search engine logs to detect bias at the aggregate level. The use of search log data is reduced to aggregate metrics, but are not used in modeling the sequence of actions users take. The aggregate metric is used as a basis of evaluation, and bias identification is shown for a group of individuals. By not modeling the sequence of actions the prior art forgoes an opportunity to learn from them. To our best knowledge, individual level bias detection from user behavior logs is novel, distinguishing our work. Moreover, we model the sequence of actions using ML to learn biases. A conceptual paper [17] describes the potential effects of cognitive biases on interpretation in ML and draws attention to the importance of studying cognitive biases, lending support to our endeavor, although it does not offer a model to uncover them. A large body of ML research is devoted to biases in data, models and algorithms [1, 16, 20], but does not address detection of cognitive biases.

3 THE PRINCIPLES

Individualized detection of cognitive biases from behavior logs has no established framework. We do not have ground truth for anchoring and recency biases in actions. Our principled framework builds upon two principles established in the literature on cognitive biases.

**Principle PN1:** A cognitive bias is a systematic, predictable deviation from a norm [12].

**Principle PN2:** To be classified a bias, the deviation has to occur consistently and cannot be random [12].

Following principle PN1, we compute a norm for actions, and then judge individual’s bias by examining deviation of his / her actions from the norm. Adhering to principle PN2, we test for consistency of deviation for each user across many instances, to rule out the alternative of randomly occurring deviations. Unlike our personalized detection, in prior art, aggregate level deviations are shown with group of participants by examining a predictable pattern of deviations either from a norm defined by a utility model or a probability model [12], or, from a norm of annotated truth [35]. Predictable deviation conforms to PN1. But, to satisfy PN2 requires examination of consistency of deviation over time, which is not embedded in the approach of this prior art. As a deviation from this prior art, our approach starts from both PN1 and PN2, and then builds the ML approach to conform to them.

4 DATA AND FRAMEWORK

We now describe the data, present the framework, provide rationale of the model, and posit the properties of deviation for bias detection. The mathematical formulation of deviation is presented in the subsection on Training Strategy, equation 4.

4.1 Data and Preprocessing

The dataset comes from a Web enabled analysis platform, where users are marketing analysts (hereafter, *users*). Users interact with the UI to fetch data stored in the platform’s database and to perform analysis tasks (hereafter, *task*) with the help of tools available on the UI. Behavior logs show time-stamped, click actions (actions) of users, for different tasks. Each user may perform multiple tasks; some tasks are performed multiple times a week, while others are performed once a week. Each user’s visits to the UI across time are stitched. A *visit* comprises a sequence of actions for a task. Examples of actions include *new report, select data, select model, etc.* From the data of over two months, for nearly 1,050 users, 81 click-actions covering 95%-ile of all actions taken by users, are grouped into 33 action-categories (hereafter, *actions*), based on similarity of click-actions. This grouping is done for model parsimony and is verified by experienced analysts. The dataset uses these 33 actions. We drop users with nine or fewer visits, as they present few data points for activities. To avoid outliers, we drop users with 83 or more visits (*mean + 3 * SD*). After preprocessing, number of users for bias detection is 244 and the number of visits per user varies from 10 to 82. Remaining users, numbering around 800, contribute
to establishing the norm (principle PN1), described in Subsection Training Strategy.

4.2 Conceptual Framework

For context, the framework is described with respect to the data at hand. There is nothing unique about this type of data. Increasingly Web enabled platforms are being used for completing professional tasks as the move to the cloud expands, making the availability of this kind of behavior log data of users’ actions quite common. Notably, the framework and the modeling approach naturally extends to other data with behavior log of actions, as applied to professional tasks, which require objectivity. We assume that different tasks require different sets and sequences of actions to be performed. For example, if the analysis task is segmentation of consumers, the set of actions is \{select timeline for fetching data, select attributes, set rules for each attribute, segment creation, etc\}. However, for a different task, attribution analysis, the set of actions is \{select target label, select duration of analysis, run attribution analysis, etc\}.

It is crucial to fix a task since selection of actions is tied to the task, and detection of biases in actions is defined for the task. Given a specific task, our goal is to learn, for each user, over many visits, how sequences of actions performed in past visits impact choices of sequence of actions in the current visit. The model learns the degree of influence each of the past visits has on the current visit. A relevant question is that if a task requires a user to perform a set of actions in a sequence, pre-defined by the platform’s UI, does that constitute any form of bias? The answer is no. To address this question, our modeling approach recognizes that for a task performed on the UI, some actions are taken following a common sequence inherently required by the task, while other sequence of actions is individual specific. In line with principle PN1, we compare individual user’s actions, over visits, against the norm of common sequence, to detect biases in individual user’s choice of actions. Following principle PN2, to check consistency of deviations, we analyze a large number of visits for each user. To test sensitivity of results, we experiment with different numbers of visits.

4.3 Rationale for Our Model

Without annotated (ground truth) data we cannot model detection of these biases in a direct manner. Instead, we take an indirect approach, whose intuition is offered through a simple visualization. Later we present a formal model.

The heat map in Figure 1 shows actions of a randomly chosen user, for a specific analysis task done periodically. We observe the frequency of each action, out of 33 possible actions for the task, over 15 different visits, with the visits spread across weeks. The frequencies depicted by shades of color show that her choice of actions in later visits (visit numbers 10 - 14) is rooted in choice of actions in initial visits (visit numbers 0 - 5). There is little exploration of new actions in visit number 6 and thereafter. The user is likely anchored to actions in early visits and does not make much adjustment during later visits, possibly indicating anchoring bias in actions. This intuitive rationale is formalized in a model. We need a model, applicable to all users’ sequence of actions, which (a) assigns weights across past visits, such that weights indicate degrees of dependency of actions in current visit upon actions in past visits; and (b) distinguishes between anchoring and recency biases. Task specific requirements of an UI necessitate users to mimic certain action-sequence over repetitive visits and does not constitute a bias. Based on principle PN1, our approach should compute the norm (common effect) for the task and then identify each individual’s bias as deviation from the norm.

4.4 Properties of Deviation for Bias Detection

Above description of anchoring and recency biases maps to their detection as follows:

1. For anchoring bias the deviations have larger weights for early visits relative to recent visits.
2. For recency bias the deviations have smaller weights for early visits relative to recent visits.
3. When the deviations have similar weights for early and later visits, it shows lack of evidence of either bias. Note that for (3), we cannot claim the user is cognitively unbiased.

To examine whether these properties conform to the notion of these two biases in the minds of experts, we recruited 9 experienced marketing analysts, with median number of years of experience as 7 years. While the number of study participants is small, we note that their expertise and experience add much value to the study since unlike inexperienced participants these experts can relate to the study-context well. No input from experts enter the model or analysis. These experts gave their interpretation of the patterns of deviation. To every expert three separate graphs were shown, each constructed from Figure 4. Each graph showed three lines: graph 1 for flat pattern, graph 2 for decreasing pattern, and graph 3 for increasing pattern. For a deeper exposition of the task to these experts, we also provided them with more context by showing them several tables of sequences of actions from behavior logs of marketing analysts, across many visits. With each graph shown separately, experts responded by selecting one option out of four possible options: (i) neither anchoring nor recency, (ii) anchoring, (iii) recency, (iv) cannot tell. Increasing weights were associated with recency bias by 8 out of 9 experts, confirming our interpretation for recency bias. Out of 9 experts, decreasing weights were associated with anchoring bias by the modal frequency of 4 analysts, while 1 analyst selected (i), 2 selected (iv), and 2 did not answer. This provides support for our interpretation of anchoring bias. Overall, these experts corroborate the interpretation of pattern of deviations for bias detection.

Figure 1: Heatmap of 33 actions performed by a user over 15 visits, visualizing frequency of each action across visits.
5 MODEL - HIERARCHICAL ATTENTION NETWORK

To check for properties of deviation stated above, we estimate weights for visits by a formal model. To reiterate, on the analysis UI, the task is performed through a sequence of actions. Since actions are selected within a visit, and bias is to be identified by relating action-sequences in several past visits to action-sequence in current visit, we employ a Hierarchical Attention Network (HAN) [3] with action level attention and visit level attention. The gist of the modeling framework is shown in Figure 2. The HAN comprises dual encoders and a decoder, with attention layers at each encoder [3, 33, 38].

We employ the visit-level attention weights as the degrees of influence of action-sequences in the previous visits on the action-sequence in the current visit $T$. These weights are in turn learned by sequential prediction of actions in visit $i = T - m, \ldots, T - 1$, given the sequence of actions of previous $m$ visits, i.e. $i = \{T - m, \ldots, T - 1\}$, with each visit comprising $n$ actions. Say $a_{i,1}, a_{i,2}, \ldots, a_{i,n}$ represents the action sequence in the $i$-th visit. In the action-level encoder, the LSTM processes this action input sequentially to output hidden vector $h_{i,j}^m$, for $j = 1, 2, \ldots, n$. The action-level context vector $c_i$ captures the complete $i$-th action sequence by employing an attention mechanism on top of these hidden representations. The context vector $c_i$ is the weighted average of $h_{i,j}^m$, where attention weights $a_{ij}$ represent importance of $j$-th action in the context of $i$-th visit.

More formally,

$$c_i = \sum_{j=1}^{n} a_{ij} h_{i,j}^m.$$  \hspace{1cm} (1)

Similarly, visit-level encoder estimates state representation of a sequence of $m$ successive visits, $T - m \text{ to } T - 1$, using an LSTM. The input to this encoder are context vectors $c_{T-m}^T, \ldots, c_{T-1}^T$ calculated using equation 1 which encodes information from actions performed in each of these visits. The visit-level LSTM calculates the hidden representations $h_i^v$ for $i = T - m, \ldots, T - 1$ and the visit-level context vector is the weighted average of hidden states $h_i^v$ of this LSTM. We represent this visit-level context vector of the visits $i = T - m, \ldots, T - 1$ as $c_i^v$, as it used to predict the action-sequence in the subsequent visit (i.e. $i = T$). Thus,

$$c_i^v = \sum_{i=1}^{T-1} a_{i}^v h_{i}^v.$$ \hspace{1cm} (2)

This attention mechanism allows the decoding process to appropriately attend to different visit sequences during decoding, emulating the action selection process of a user. The sequential decoder uses context vector $c_i^v$ and predicts sequence of actions in visit $T$. The $j$-th term in output sequence is computed as softmax of the $j$-th hidden state $s_j$ of decoder level LSTM. The decoder assigns the probability of $j$-th action, $p(a_{T,j})$ conditional on the context vector $c_i^v$ and its previous hidden state $s_{j-1}$, over the entire action space. Thus, the probability $p(a_{T,j})$ is conditional on the actions $1:n$ from visits $T - m, \ldots, T - 1$ and the actions $1:j - 1$ from the visit $T$. The end-to-end model is trained to minimize the Cross-Entropy loss of predicting the action-sequence $[a_j]_{j=1}^{n}$ of $T$-th visit from action-sequence of sequence of visits $T - m, \ldots, T - 1$, across rolling windows of visits. The overall training loss is defined as,

$$L = \mathbb{E}_{T - D} \left[ \sum_{j=1}^{n} -a_{T,j} p(a_{T,j}|a_{T-m,1:n}, \ldots, a_{T-1,1:n}, a_{T-1:j-1}) \right].$$ \hspace{1cm} (3)

Here, $D$ is the training corpus from which the window $(T-m, \ldots, T-1)$ of visits is sampled, as described next.

5.1 Training Strategy

Following principle PN1, a norm is computed through Common training, which represents actions required by the UI to be commonly taken by all users for the CS task. This norm is a set of attention weights (hereafter, weights) over visits, common for all users. Then, Personalized training [29] is performed for each user. The personalized training is used to establish deviations in actions of individual user from the norm. For each user, the weights over visits are computed, and then deviations in weights from that of the norm are computed. Following principle PN2, an Extended-personalized training yields robust weights for each individual user, which tests whether the deviations in weights observed for each user, are consistent over rolling windows.

The training strategy in Figure 3 has the left section showing that each of 244 users’ data are split 20:50:30 to contribute respectively, for common : personalized : extended-personalized training. The 20% data from each of 244 users and data from the remaining users,
numbering around 800, form input for common training. The middle section shows the three successive training steps: Common, personalized, Extended-personalized (Middle section). personalized training step yields attention weights, over 6 visits, for each user (Rightmost Section). The graphs show pattern of deviation in weights from the norm for each user, and are used to assign label for types of bias. Reliability is assessed in the step, Extended-personalized training. Topmost group of graphs yields weights over 6 visits for several rolling windows of visits, for each user. Reliability is tested across rolling windows.

6 EXPERIMENTAL DETAILS

Training Data. Our dataset restricts to the most popular task on this data-provider’s UI, segmentation analysis. As a first study in ML based individualized detection, we showcase our approach using this task as an exemplar. The approach extends to other analysis tasks generating behavior log data. Our detection model is implemented for this segmentation analysis task, identified in logs through the focal action, Creating Segment (hereafter, CS or task). A sequence of additional actions is taken around the focal-action - both before and after the focal-action - to capture the context of the focal-action. We use a sequence of 10 actions immediately before CS and 10 actions immediately after CS, yielding n=21 actions as input, per visit. This action set is labeled (CS +/- 10). The choice of 10 is informed by histogram of types of action per visit, and the number of actions and number of visits available in data for each user. The number of visits for each user is broken into rolling windows (hereafter, windows) of successive visits, satisfying two opposing forces: (i) each window spans a minimum number of visits so that anchoring bias can be uncovered going back to somewhat-past visits; and (ii) an adequate number of windows for training HAN. With k-th user’s data having altogether $N_k$ visits and $m$ successive visits in a window, we obtain $N_k - m$ windows of visits for k-th user. For example, if a user has 20 visits, $m = 6$ implies 14 windows. Action-sequences in visits 1-6 predict action-sequence in visit 7, ..., those in visits 14-19 predict for visit 20. Across users, the number of windows varies since the number of visits range from 10 to 82. Table 1 shows statistics for number of visits by data split. First we present results with $m = 6$. Then, we conduct sensitivity experiments by varying the number of visits in the window. A window of $m$ visits is one data point for training.

Hyper-parameters. Action-level encoder is a bi-directional LSTM to capture the context of the action-sequence. The hidden space dimensions for action-level encoder, visit-level encoder, and decoder LSTMs are 512, 2048 and 2048, respectively. Randomly initialized parameters are trained with loss in equation 3, for over 25 epochs, until convergence. An Adam optimizer with learning rate $10^{-3}$ and batch size 40 is used. Dropout to the output of each LSTM layer occurs with $p_{drop} = 0.2$.

Table 1: Statistics for Number of Visits

| Data Split       | Mean | SD  |
|------------------|------|-----|
| Common           | 8.45 | 3.47|
| Personalized     | 12.60| 5.01|
| Extended-personalized | 8.62 | 3.09|

Table 2: Frequency distribution based detection. For each number of successive visits, quantity and percentage of statistically inconclusive detection, out of all 244 users, are shown. We find more than 2/3-rd inconclusive detection.

| No. of successive Visits | Inconclusive | Percentage |
|--------------------------|--------------|-------------|
| $m = 4$                  | 172          | 70.5        |
| $m = 6$                  | 167          | 68.4        |
| $m = 8$                  | 176          | 72.1        |
Figure 4: Personalized Bias Detection. Using personalized training, deviation $\delta_{k,i}$, over 6 visits, for 244 users is shown. Trends in $\delta_{k,i}$ are: decreasing (blue) for anchoring, increasing (red) for recency, flat (greenish) for inconclusive.

7 RESULTS

7.1 Baseline

In the absence of established baseline for personalized bias detection, we construct a baseline from the frequency distribution of actions to detect these biases. The idea is to determine whether we can identify individual biases depending upon the repetitiveness / similarity of the sets of actions that users employ over different visits. For each user, each visit yields a frequency distribution over actions. We use the Wasserstein distance $w(v_i, v_j)$ between frequency distributions ($v$) of actions across visits $i$ and $j$ as a measure of similarity in sets of actions between visits [25]. For discrete frequency distributions $v_i$ and $v_j$, the Wasserstein distance is defined as

$$w(v_i, v_j) = \sum |U_i - U_j|,$$

where $U_i$ is the cumulative distribution function of frequency distribution $v_i$. We also need to distinguish between anchoring and recency biases. Consider successive visits. If we focus merely on two successive visits, both anchoring and recency biases provide identical similarities between successive visits, because anchoring bias suggests that visit 1’s pattern of actions carries over to visit 2, and recency bias suggests that visit 2’s pattern of actions is rooted in those of visit 1. Thus, similarity between two successive visits is not informative in distinguishing anchoring bias from recency bias. It behooves looking for similarities between visits that are farther apart. Now consider a set of $m$ successive visits, where, $m \gg 1$. We compute $m$ Wasserstein distances in frequency distributions as follows: Distance between visit 1 and visit $m+1$, between visit 2 and visit $m+1$, ..., between visit $m$ and visit $m+1$. We compute the slope across these $m$ distances. If the slope is significantly decreasing (increasing), we identify with anchoring (recency) bias. That is, we expect in anchoring (recency) bias, the dependencies of visit $m+1$ on visits 1, 2, ..., $m$ progressively decreases (increases). Performing this analysis we find that a large number of inconclusive detection results. As shown in Table 2, with $m = 4$, $m = 6$, $m = 8$, we get that 70.5%, 68.4%, 72.1%, respectively, of all users cannot be classified into either of these two biases. It is to be noted that the failure to classify a user into either an anchoring bias or a recency bias does not imply that the user is cognitively unbiased. This baseline may be failing to detect biases of some users.

7.2 Model results - Personalized Bias Detection

All detection results are shown for deviation in weights, $\delta_{k,i}$, defined in equation 4. Figure 4 shows deviations, $\delta_{k,i}$, $i=1,...,6$ visits, for each user $k$, where $a_k^j$ and $a_k^j$ are, respectively, outputs of the last rolling window of personalized training and common training. Across 244 users, $\delta_{k,i}$ values trend from increasing (red shades) to flat (greenish) to decreasing (blue). Thus, there are substantial differences across users in tendencies to rely on actions in visits 1 and 2, versus actions in visits 5 and 6, to guide actions in visit 7. Following the Properties of Deviations, the increasing trend (red) indicates recency bias since actions in visit 7 are influenced more by actions in visits 5 and 6, instead of by actions in visits 1 and 2. The decreasing trend (blue) indicates anchoring bias since visits 1 and 2 have higher influence, relative to visits 5 and 6, on actions in visit 7. The lines with almost equal deviation (greenish), indicate lack of evidence for any of these two biases. Notably, more users in blue shades than in red shades indicate higher incidence of anchoring bias relative to recency bias.

Table 3: Detection-Reliability. Distribution of reliable slope coefficients, $\beta_{k,i}$, for deviation $\delta_{k,i}$ over 6-step visit sequence, among 244 users, using statistical test at $\alpha = 0.05$.

| Bias        | Frequency | Percentage |
|-------------|-----------|------------|
| Anchoring   | 192       | 79         |
| Recency     | 29        | 12         |
| Inconclusive| 23        | 9          |

Implemented per Scipy library (https://www.scipy.org)
7.3 Detection-Reliability Experiment
We test whether the trend in deviations $\delta_{k,i}$ is consistent over a longer set of windows. The Extended-personalized training, performed on data of each user, outputs attention weights for 6 visits, for each window of visits. The number of windows is different across users. For illustration, a randomly selected user’s $\delta_{k,i}$ values are shown in Figure 5. The $\delta_{k,i}$ values (Z-axis) decrease over visits 1 to 6 (X-axis), and importantly, the trend in decreasing $\delta_{k,i}$ values over 6 visits is consistent across 17 windows (Y-axis), lending reliability to detection of anchoring bias for this user.

This intuitive notion is put to a formal reliability test through a set of regression analyses. Since the goal is individual level detection, we run a separate regression for each user, as follows. Deviation, $\delta_{k,i} = f(\beta_{k,1} x_{k,1,i}, \beta_{k,2} x_{k,2,i})$, where, $x_{k,1,i}$ and $x_{k,2,i}$ are visit-sequence number and window-sequence number, respectively, of user $k$ for visit $i$. The index $k$ for $\beta$ indicates user specific regression coefficient. The error follows $N(0, \sigma^2)$. The quantity of interest, slope of $\delta_{k,i}$ over visit-sequence $x_{k,1,i}$ is given by $\beta_{k,1}$. Notably we account for the effect of window sequence $x_{k,2,i}$ in estimating $\beta_{k,1}$. Each user’s $\beta_{k,1}$ is tested statistically for $<0$ (anchoring), $>0$ (recency), or $=0$ (inconclusive). Table 3 shows that at $\alpha$-significance $=0.05$, across 244 users, the break-up is: 79% indicate anchoring bias, 12% recency bias and 9% are inconclusive. Comparing the 9% of inconclusiveness in our model (Table 3) with the 68% to 72% of inconclusiveness in the baseline (Table 2), we conclude that...
and distinguishing between these two biases. From principle \( PN_1 \), we introduce a mathematical formulation of deviation in attention weights between common training and personalized training, to detect individual user specific bias. We offer two statistical approaches for testing. Our reliability experiment shows consistent detection across time, in line with principle \( PN_2 \). Additional experiments justify our approach by showing good paired-concordance in detection as window size and number of windows vary. We take a small step toward ML based individualized cognitive bias detection, a necessary step for bias mitigation. We examine only two out of many cognitive biases. We hope more AI and ML research examine cognitive biases from observable data to heighten awareness about these biases in humans performing objective tasks.
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