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Abstract

To effectively interrogate UAV-based images for detecting objects of interest, such as humans, it is essential to acquire large-scale UAV-based datasets that include human instances with various poses captured from widely varying viewing angles. As a viable alternative to laborious and costly data curation, we introduce Progressive Transformation Learning (PTL), which gradually augments a training dataset by adding transformed virtual images with enhanced realism. Generally, a virtual2real transformation generator in the conditional GAN framework suffers from quality degradation when a large domain gap exists between real and virtual images. To deal with the domain gap, PTL takes a novel approach that progressively iterates the following three steps: 1) select a subset from a pool of virtual images according to the domain gap, 2) transform the selected virtual images to enhance realism, and 3) add the transformed virtual images to the training set while removing them from the pool. In PTL, accurately quantifying the domain gap is critical. To do that, we theoretically demonstrate that the feature representation space of a given object detector can be modeled as a multivariate Gaussian distribution from which the Mahalanobis distance between a virtual object and the Gaussian distribution of each object category in the representation space can be readily computed. Experiments show that PTL results in a substantial performance increase over the baseline, especially in the small data and the cross-domain regime.

1. Introduction

Training an object detector usually requires a large-scale training image set so that the detector can acquire the ability to detect objects’ diverse appearances. This desire for a large-scale training set is bound to be greater for object categories with more diverse appearances, such as the human category whose appearances vary greatly depending on its pose or viewing angles. Moreover, a person’s appearance becomes more varied in images captured by an unmanned aerial vehicle (UAV), leading to a wide variety of camera viewing angles compared to ground-based cameras, making the desire for a large-scale training set even greater. In this paper, we aim to satisfy this desire, especially when the availability of UAV-based images to train a human detector is scarce, where this desire is more pressing.

As an intuitive way to expand the training set, one might consider synthesizing virtual images to imitate real-world images by controlling the optical and physical conditions in a virtual environment. Virtual images are particularly useful for UAV-based object detection since abundant object instances can be rendered with varying UAV locations and camera viewing angles along with ground-truth information (e.g., bounding boxes, segmentation masks) that comes free of charge. Therefore, a large-scale virtual image set covering diverse appearances of human subjects that are rarely shown in existing UAV-based object detection benchmarks [1,3,53] can be conveniently acquired by controlling entities and parameters in a virtual environment, such as poses, camera viewing angles, and illumination conditions.

To make virtual images usable for training real-world object detection models, recent works [19, 29, 38, 39] transform virtual images to look realistic. They commonly use the virtual2real generator [36] trained with the conditional GAN framework to transform images in the source domain to have the visual properties of images in the target domain to have the visual properties of images in the target domain. Here, virtual and real images are treated as the source and target domains, respectively. However, the large dis-
crepancy in visual appearance between the two domains, referred to as the "domain gap", result in the degraded transformation quality of the generator. In fact, the aforementioned works using virtual images validate their methods where the domain gap is not large (e.g., digit detection [19]) or when additional information is available (e.g., animal pose estimation with additional keypoint information [29,38,39]). In our case, real and virtual humans in UAV-based images inevitably have a large domain gap due to the wide variety of human appearances.

To address the large domain gap, one critical question inherent in our task is how to measure accurately the domain gap. Consequently, we estimate the domain gap in the representation space of a human detector trained on the real images. The representation space of the detector is learned such that test samples, which have significantly different properties than training samples from the perspective of the detector, are located away from the training samples. In this paper, we show that the feature distribution of object entities belonging to a certain category, such as the human category, in the representation space can be modeled with a multivariate Gaussian distribution if the following two conditions are met: i) the detector uses the sigmoid function to normalize the final output and ii) the representation space is constructed using the output of the penultimate layer of the detector. This idea is inspired by [28], which shows that softmax-based classifiers can be modeled as multivariate Gaussian distributions. In this paper, we show that the proposition is also applicable to sigmoid-based classifiers, which are widely used by object detectors. Based on this modeling, when the two aforementioned conditions are met, the human category in the representation space can be represented by two parameters (i.e., mean and covariance) of a multivariate Gaussian distribution that can be computed on the training images. With the empirically calculated mean and covariance, the domain gap from a single virtual human image to real human images (i.e., the training set) can be measured using the Mahalanobis distance [35].

To add virtual images to the training set to include more diverse appearances of objects while preventing the transformation quality degradation caused by large domain gaps, we introduce Progressive Transformation Learning (PTL) (Figure 1). PTL progressively expands the training set by adding virtual images through iterating the three steps: 1) transformation candidate selection, 2) virtual2real transformation, and 3) set update. When selecting transformation candidates from a virtual image pool, we use weighted random sampling, which gives higher weights to images with smaller domain gaps. The weight takes an exponential term with one hyperparameter controlling the ratio between images with smaller domain gaps and images with more diverse appearances. Then, the virtual2real transformation generator is trained via the conditional GAN, taking the selected transformation candidates as the “source” and the images in the training set as the “target”. After transforming the transformation candidates by applying the virtual2real transformation generator, the training set is expanded with the transformed candidates while the original candidates are excluded from the pool of virtual images.

The main contribution of this paper is that we have validated the utility of virtual images in augmenting training data via PTL coupled with carefully designed comprehensive experiments. We first use the task of low-shot learning, where adequately expanding datasets has notable effects. Specifically, PTL provides better accuracy on three UAV-view human detection benchmarks than other previous works that leverage virtual images in training, as well as methods that only use real images. Then, we validate PTL on the cross-domain detection task where training and test sets are from distinct domains and virtual images can serve as a bridge between these two sets. The experimental results indicate that a high-performance human detection model can be effectively learned via PTL, even with the significant lack of real-world training data.

2. Related Works

Leveraging virtual images in training. In this section, we have listed previous works that demonstrate how virtual images can play a role in a variety of real-world applications when used for training. In fact, virtual images are desirable for model training as large-scale labeled datasets can be built virtually almost free of charge. Unfortunately, when virtual images are used without proper care, it is shown that the performance improvement is limited due to the domain gap between the virtual images and the real test images. Generally, previous works leveraging virtual images during model training can be summarized into three approaches according to how they exploit the advantages of virtual images and address the challenges of using virtual images.

The most intuitive and widely used approach of using virtual images is to pre-train a model on virtual images and fine-tune the pre-trained model on real images acquired in the same domain as the test images [2,10,12,16,17,21,26,37,38,45]. This approach aims to avoid the domain gap by fine-tuning the model on real images acquired under the same conditions and environments of test images. While the first approach seeks to use the representative capability learned from large-scale virtual datasets, the second approach seeks to exploit additional information that can be easily labeled on virtual images. For example, [33] annotates part segmentation maps when acquiring virtual vehicle images, and uses the part segmentation results from the pre-trained model on the virtual images during the fine-tuning process. Similarly, [50] uses depth and semantic information labeled when acquiring virtual images.

The third approach directly builds training batches con-
sisting of both virtual images and real images. [41] and [40] adopt the most naive approach to build a batch by randomly selecting a fixed number of images from each of the real and virtual image sets. However, even if the number of virtual images is several orders of magnitude greater than the number of real training images, this approach does not provide remarkably better accuracy and may even provide worse accuracy than its counterparts using only real images for training. In this case, the effect of using virtual images during model training does not appear as expected because the large domain gap between the real (test) images and the virtual images is not adequately addressed. In this paper, we also use virtual images directly for model training while considering appropriately reducing this domain gap.

**Progressive learning.** Progressive learning is a machine learning strategy that continuously trains a model from easy to hard tasks, primarily for the purpose of training stabilization or fast optimization. One of the most common applications for progressive learning is incrementally increasing the network capacity to improve network capability. The most intuitive approach in this category is to gradually increase the network size (e.g., depth or width) to ease the training difficulty of very deep networks [4,8,11,13,31,43,49]. Conversely, [51] uses progressive learning in the direction of reducing the network size for fast training. Progressive learning is also used in GAN frameworks to enhance the generator’s ability to transform input images of larger resolution [23]. Curriculum learning [5,14,25,44], which continuously raises the level of training from easy to difficult samples, also falls into this category.

Progressive learning is also used to deal with the scalability of datasets that are incompletely labeled. In a semi-supervised learning task, [7,46,48] adopt progressive learning by gradually increasing the number of unlabeled data used for training. Self-learning in [24,27] uses progressive learning by repeating the two steps, assigning labels depending on the current detector and updating the current detector with these labels.

Our method can be seen as similar to the second approach in that it also intend to expand the training dataset. However, our method uses progressive learning to reliably add realistically transformed virtual images to the training dataset by avoiding quality degradation of the transformation, which has never been attempted before using the progressive learning strategy.

3. Method

3.1. Measuring the Domain Gap between Real and Virtual Images

Modeling training set with multivariate Gaussian distribution. The purpose of adopting progressive transformation learning, which progressively expands the training set with a subset of the realistically transformed virtual images instead of expanding it with the full set at once, is to avoid the significant domain gap between the real and virtual images when training the transformation generator. Here, the domain gap is measured in the representation space of the detector, which is learned so that two samples with different properties from the perspective of the detector are separated far from each other.

In general, the representation space of the detector refers to the space formed by the output of the penultimate layer of the detector since all layers of the detector except for the last layer can be transferred for different downstream tasks [9,15,18]. In [28], it is shown that for the softmax-based classifier, the distribution of each category in the representation space can be modeled as a multivariate Gaussian distribution. Object detector generally uses the sigmoid function (i.e., $f_{\text{sigmoid}}(x) = 1 / (1 + \exp(-w^T x - b_c))$ for the category $c$), which does not consider outputs for other categories, instead of the softmax function (i.e., $f_{\text{softmax}}(x) = \exp(w^T x + b_c) / \sum_{c'} \exp(w^T x + b_{c'})$ for the category $c$) that competes for outputs for all categories to normalize the model output to $[0\;1]$. This is because, unlike classification, the detection task must take into account that two or more co-located objects may be active on a single output. In the supplementary material, we show that even for the sigmoid-based detector, the distribution of each category in the representation space can also be modeled as a multivariate Gaussian distribution.

Specifically, let $x \in \mathcal{X}$ and $y = \{ y_c \}_{c=1,\ldots,C} \in \mathcal{Y}$, $y_c \in \{ 0,1 \}$ be an input and its label, respectively. Then, the representation space of the sigmoid-based detector can be expressed as follows:

$$P(f(x)|y_c = 1) \sim \mathcal{N}(f(x)|\mu_c, \Sigma_c),$$

where $f(\cdot)$ denotes the output of the penultimate layer of the detector. $\mu_c$ and $\Sigma_c$ are the mean and the covariance of the multivariate Gaussian distribution for the category $c$. $\mu_c$ and $\Sigma_c$ can be calculated over the entire set of training images as follows:

$$\mu_c = \frac{1}{|D_c|} \sum_{x \in D_c} f(x),$$

$$\Sigma_c = \frac{1}{|D_c|} \sum_{x \in D_c} (f(x) - \mu_c)(f(x) - \mu_c)^\top,$$

where $D_c$ is the set of instances for the category $c$. Practically, any detection whose IoU with the groundtruth of the category $c$ is greater than 0.5 belongs to $D_c$.

**Measuring domain gap.** After $\mu_c$ and $\Sigma_c$ are empirically calculated to represent $D_c$, the domain gap between a new image $x_{\text{new}}$ and $D_c$ can be measured using the Mahalanobis distance, as follows:

$$d(x_{\text{new}}) = (f(x_{\text{new}}) - \mu_c)^\top \Sigma_c^{-1} (f(x_{\text{new}}) - \mu_c).$$
This measurement of the domain gap is highly dependent on the detector’s ability to detect objects in the image. It is commonly known that the detection capability of a detector is greatly affected by the image size as well as the object appearance in the image. To mitigate the effect of image size on measuring the domain gap, the Mahalanobis distance for $x_{new}$ is calculated at multiple image scales, and the minimum distance is used as the domain gap, as follows:

$$d(x_{new}) = \min_{s \in S} \{d(x_{new}^s)\},$$  \hspace{1cm} (4)$$

where $x_{new}^s$ is the resized image of $x_{new}$ to be $s \times s$. $S$ is the set of resizing factors. In our experiments, we use $S = \{128, 256, 384, 512\}$.

### 3.2. Progressive Transformation Learning

Our objective is to expand the training set consisting of real images by adding virtual images which are transformed to intimate real images. The virtual2real transformation can be performed by a generator trained by treating virtual images and real images as “source” and “target”, respectively, in the conditional GAN framework. Inevitably, the transformation quality of the trained generator is degraded when the domain gap between the source domain and the target domain is large. To prevent the degraded transformation quality due to the large domain gap, we introduce Progressive Transformation Learning (PTL), which progressively and iteratively expands the training set with a subset of virtual images carefully selected to avoid the large domain gap. PTL goes through three steps for each iteration (Fig 2): i) sampling a subset of virtual images from a virtual image pool by giving heavier weights to images close to the current training set (Transformation candidate selection), ii) transforming the selected images to be realistic (Virtual2real transformation), and iii) adding the transformed images to the training set while excluding the selected images from the virtual image pool (Set update). The details of each step are described next.

**Transformation candidate selection.** When selecting transformation candidates, we must consider two conflicting claims simultaneously: i) to suit the purpose of PTL, virtual images with a small domain gap should be selected, but ii) to suit the purpose of expanding the training set, virtual images with appearances that rarely appear in the training set, which usually implies a large domain gap, should also be selected.

To jointly consider these two claims, we use weighted random sampling. The sampling weight takes the exponential term which gives higher weights to virtual images with smaller domain gaps, while introducing one hyperparameter $\tau$ to control the amplitude of the weights, as follows:

$$w(x) = \exp\left(-\frac{d(x)}{\tau}\right),$$  \hspace{1cm} (5)$$

where $d(x)$ is the Mahalanobis distance, which is used to measure the domain gap of $x$ from the current training set (eq 4). Intuitively, using a small $\tau$ allows a more frequent selection of images with smaller domain gaps by giving them larger weights than using a large $\tau$. (We use $\tau=5.0$ throughout all experiments.)

In practice, transformation candidates are selected from virtual image pool through the following four steps: i) training the human detector $f^H_{\mu}$ on the current training set of real images $R^t$, ii) calculating $\mu^t$ and $\Sigma^t$ on $R^t$ as in eq. 2, iii) calculating weights for each image in the current set of virtual images $V^t$ as in eq. 5, and iv) applying weighted random sampling to $V^t$ to select a pre-defined number $n$ of transformation candidates. (We use $n=100$ throughout all experiments.)

**Virtual2Real transformation.** In line with the goal of this paper to obtain a human detector that can identify humans with diverse appearances captured by a UAV, we design the virtual2real transformation to focus on the person region rather than the background of the selected virtual images. To do so, we crop the person region in the virtual image, apply the transformation only to this region, and segment the transformed person back to the original background. For
Then, CVCRing images are used as the “target”. Cropped image regions around each human from the training make the virtual2real transformation generator, the tightly training the human detector. More precisely, when training, the region and the background is added to the training set for set update. After the transformed images CV\textsuperscript{t} are acquired from the selected transformation candidates C\textsubscript{V}\textsuperscript{t}, PTL updates the current real image set R\textsuperscript{t} and the current virtual image set V\textsuperscript{t} as follows:

\[ R^{t+1} = R^t \cup C_{R}^{t} \quad V^{t+1} = V^t / C_{V}^{t} \]  

When this progressive learning is terminated, the final human detection model can be acquired by training on the final set of real images. In practice, the virtual2real transformation generator \( f_{O} \) is trained using the CycleGAN framework by treating the selected transformation candidates C\textsubscript{V}\textsuperscript{t} and the current set of real images R\textsuperscript{t} as “source” and “target”, respectively. Then, C\textsubscript{V}\textsuperscript{t} are transformed to realistic transformed images C\textsubscript{R}\textsuperscript{t} by applying the virtual2real transformation generator.

Set update. After the transformed images C\textsubscript{R}\textsuperscript{t} are acquired from the selected transformation candidates C\textsubscript{V}\textsuperscript{t}, PTL updates the current real image set R\textsuperscript{t} and the current virtual image set V\textsuperscript{t} as follows:

\[ R^{t+1} = R^t \cup C_{R}^{t} \quad V^{t+1} = V^t / C_{V}^{t} \]  

4. Experiments

Datasets and evaluation metrics. We perform experiments on three real UAV-based datasets, VisDrone [53], Okutama-Action [3], and ICG [1], and one virtual dataset, Archangel-Synthetic [42], all including human instances. Archangel-Synthetic consists of various virtual characters with different poses across a range of altitudes and circle radii with different camera pitch angles (i.e., 17.3K images with eight characters, three poses, ten altitudes, six circle radii, and twelve camera pitch angles). Each image in Archangel-Synthetic accompanies metadata about the above imaging conditions, allowing us to analyze how the feature distributions of virtual characters evolve with respect to these imaging conditions when PTL progresses. We use AP@.5 and AP@[.5:.95] as evaluation metrics for all experiments.

Detector. For the detector, we use RetinaNet [32] that uses the feature pyramid network (FPN) to provide a rich multi-scale feature pyramid and processes features at all scale levels with the same subnetwork responsible for the final classification and bounding box regression. It is important to use the same subnetwork across all scale levels since the domain gap for each virtual image should be measured in a shared representation space regardless of the image size. Most other object detectors using FPN (e.g., SSD [34] and v4 or later versions of YOLO [6, 22, 30, 47]) use different subnetworks at each scale level. However, PTL is not structurally limited to RetinaNet as it can be used with any detector with minor modifications, such as adding one shared layer across all scale levels.

4.1. Properties of Progressive Learning

Which virtual images are selected for each PTL iteration? The top row of Figure 3 shows the change in the accumulated distribution of virtual images added to the training set via each PTL iteration with respect to camera locations. By examining the distribution, we can identify which camera locations of the virtual images contribute more to the training set at each PTL iteration. It is observed that after the 1st PTL iteration, most virtual images included in the training set are taken from the camera locations close to the human subjects. As PTL progresses, the camera locations of the virtual images included in the training set gradually spread across the UAV altitudes and rotation circle radii. Consequently, after the 5th PTL iteration, transformed virtual images with diverse appearances from much broader camera locations are included in the final training set. This demonstrates that the proposed transformation candidate selection process is adequately designed to consider the two conflicting claims together.

How close does the domain gap get as PTL progresses? The bottom row of Figure 3 shows the domain gap between the virtual images and the training set at each PTL iteration. We can observe the domain gap distribution of virtual images to the training set gradually spreads across the UAV altitudes and rotation circle radii. Consequently, after the 5th PTL iteration, transformed virtual images with diverse appearances from much broader camera locations are included in the final training set. This demonstrates that the proposed transformation candidate selection process is adequately designed to consider the two conflicting claims together.

Accuracy variation as PTL evolves. Figure 4 shows how the accuracy changes as PTL progresses on the three datasets. Overall, for AP@.5, accuracy increases rapidly until the 3rd iteration and does not change significantly
thereafter. On the other hand, for AP@[.5:.95], accuracy continues to increase even after the 3rd iteration on the Okutama-Action and ICG datasets. This can be interpreted such that human bounding boxes are estimated more accurately as PTL progresses on these two datasets.

4.2. Results on Low-shot Learning

Baselines. We compare PTL with the method utilizing only real images for training (i.e., ‘baseline’) and other three methods also leveraging virtual images in conjunction with real images for training (i.e., ‘pretrain-finetune’, ‘naive merge’, and ‘naive merge w/ transform’) in terms of human detection accuracy. ‘Pretrain-finetune’ is the strategy to train a model by pre-training on virtual images and then fine-tuning on real images, which is the most widely used approach leveraging virtual images in previous works [2, 10, 12, 16, 17, 21, 26, 37, 38, 45]. ‘Naive merge’ is the strategy that uses a training set naively merging from real and virtual images for model training, which has also been used in previous works [40, 41]. ‘Naive merge w/ transform’ naively adds transformed virtual images to the training set, where the transformation generator is trained with the CycleGAN framework by considering all virtual images and all real images as “source” and “target”.

Main Results. In Table 1, we compare PTL to the baselines in terms of human detection accuracy in two low-shot detection regimes (i.e., 20 and 50 real images are used for training) on the three real-world UAV-based datasets. Low-shot detection is a suitable task to validate the proper use of virtual images as notable effects can be expected from adequately expanded datasets.

In all cases, the previous methods leveraging virtual images do not present significantly better, or even worse, accuracy than their counterpart (i.e., ‘baseline’) using real images only for training. ‘Pretrain-finetune’ is the only method, except for PTL, that presents better accuracy than the baseline in some cases. This two-step method is effective in avoiding adverse effects due to the large domain gap while indirectly taking advantage of the large-scale dataset. However, the increase in accuracy is marginal as the task-specific properties (i.e., human detection) of the large-scale virtual dataset used for pre-training are not fully exploited due to the catastrophic forgetting issue inherent in this indirect method. In addition, ‘naive merge w/ transformation’, which is the only previous method that uses transformed virtual images, presents significantly reduced accuracy, which can be regarded as the adverse effects (e.g., transformation quality degradation) when the large domain gap is not properly addressed. The final model obtained after the 5th PTL iteration or the best model achieved when PTL progresses consistently presents significantly better performance than any compared method. This demonstrates the effectiveness of PTL such that accuracy is substantially improved by expanding the training set using virtual images while the large domain gap is appropriately addressed.

Ablation: The effect of $\tau$. In Table 2, we compare five different $\tau$ values to investigate the effect of $\tau$ used to control the sampling weights when selecting transformation candidates (eq. 5). It is found that as large $\tau$ values ($\geq 100$) are used, the accuracy on the VisDrone dataset decreases
Table 1. Low-shot learning accuracy with 20 and 50 real images. AP@.5 and AP@[.5:.95] are reported in each bin. For PTL, the margin from the baseline accuracy is shown below the reported accuracy. The best accuracy for each setting is shown in bold. R and V denote the set of real images and the set of virtual images, respectively.

Table 2. Varying \(\tau\) in PTL (after 5th iteration). Models are trained on the VisDrone dataset with 50 shot learning setup.

In Table 4, we show the accuracy for the cross-domain setups on the three datasets. The "cross-domain detection" claim that the domain gap between virtual images and real images should be considered when training the virtual2real transformation generator.

4.3. Results on Cross-domain Detection

In Table 4, we show the accuracy for the cross-domain setups on the three datasets. The "cross-domain detection" significantly improved as more virtual images (i.e., \(n=200\)) are used per PTL iteration. This implies that using more virtual images through more PTL iterations tends to further reduce the cross-domain gap when the discrepancy between the training set and the test set is considerably large, such as VisDrone vs. ICG, resulting in improved PTL scalability. Considering the trade-off between the training optimality and the PTL scalability, we use \(n=100\) throughout all other experiments in this paper.

Qualitative analysis of transformation. Figures 5 show several samples of transformed virtual images included in the training set using methods with virtual2real transformation (i.e., PTL and ‘naive merge w/ transformation’) in the ‘VisDrone and 50-shot’ setup. First, the quality of the transformed image by ‘naive merge w/transformation’ generally deteriorates a lot, and there are samples, in some severe cases, in which it is difficult to recognize the human appearance anymore. On the other hand, in the case of the virtual image transformed by PTL considering the domain gap when training the transformation generator, it can be seen that only the pattern is changed to be similar to the image of the real dataset while the human pose is maintained well. This qualitative analysis supports the validity of our claim that the domain gap between virtual images and real images should be considered when training the virtual2real transformation generator.
setups are used to validate the impact of using virtual images for training when training and test images have distinct characteristics, such as when the distributions of human appearances with respect to human poses and viewing angles are different.

First, it is observed that using PTL yields much better accuracies than the baseline when using the same real training dataset. Despite the inherent difficulty of cross-domain learning, it is also observed that leveraging virtual images through PTL produces results not far behind the accuracy of the baseline (shown in the first row of Table 4) which uses the training images from the same domain as the test images. However, the improvement in the cross-domain detection accuracy when using the ICG dataset for training is relatively low compared to other cases. This is because the ICG dataset has very different characteristics from other datasets, and virtual images added to the training set do not reduce this difference. Note that if the real images in the initial training set have very distinct appearances, a very different set of virtual images may be selected in the first PTL iteration. Thus, the disparity may not be overcome even if the PTL progresses further. Nevertheless, in general, we can confirm that human detectors trained using virtual images through PTL can improve substantially detection accuracy, regardless of which real dataset is used during training.

5. Discussion

Our method has been proved effective in leveraging virtual images during training as it presents much better accuracy than any other previous methods for low-shot learning task, where scaling up the training dataset can significantly impact. In addition, compared to the baseline which does not use virtual images, our method also presents remarkable accuracy on cross-domain detection, where the real training and test datasets are from two distinct domains with very different characteristics.

Despite the merit of the proposed method, there is still room to improve PTL further. Specifically, the current version of PTL can only leverage a subset of the entire virtual images within a limited number of iterations, beyond which the accuracy may decrease. We hope that more advanced methods can be developed to address this issue so that PTL can progress for more iterations with a continuous accuracy increase until all virtual images are leveraged for training.

Acknowledgements. This research was sponsored by the Defense Threat Reduction Agency (DTRA) Contract Number: A2205097021023559.

Table 4. Cross-domain detection accuracy. The table shows experiments with $3 \times 3$ cross-domain setups. For each setup, datasets shown to the left and right of the arrow are the training and test sets, respectively. The accuracies of PTL and the baseline without using virtual images for training are shown. Setups on the top use training and test images from the same domain, which provides a baseline accuracy in the cross-domain setups. All setups in each column are tested on the same dataset and the same low-shot regime.
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