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Abstract
We study the partition function of the six-vertex model in the rational limit on arbitrary Baxter lattices with reflecting boundary. Every such lattice is interpreted as an invariant of the twisted Yangian. This identification allows us to relate the partition function of the vertex model to the Bethe wave function of an open spin chain. We obtain the partition function in terms of creation operators on a reference state from the algebraic Bethe ansatz and as a sum of permutations and reflections from the coordinate Bethe ansatz.
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1. Introduction

In 1987, Baxter suggested an intriguing relation between the partition function of the six-vertex model on an arbitrary (Baxter) lattice and the Bethe wave function of the XXZ spin chain [1]. More precisely, for a lattice of $N$ lines crossing in an arbitrary way the partition function was identified up to a simple factor with the coordinate wave function of a half-filled inhomogeneous XXZ spin chain of length $L = 2N$, see [2]. Depending on the lattice shape Baxter gave a prescription to identify the $2N$ inhomogeneities and $N$ Bethe roots of the spin chain with the $N$ rapidities of the lattice model. Furthermore, he noticed that this identification solves the Bethe equations of the inhomogeneous XXZ spin chain exactly. The final expression for the partition function emerging in this way is given explicitly by a sum of $N!$ terms. The method described is referred to as the perimeter Bethe ansatz.

Baxter’s perimeter Bethe ansatz was reformulated in the framework of the quantum inverse scattering method [3]. In particular, for the rational limit it was shown that the eigenstates of the spin chain, whose entries correspond to partition functions of a given Baxter lattice with different external state configurations, are Yangian invariant. This allowed to generalise Baxter’s perimeter Bethe ansatz to symmetry algebras of higher rank and different representations; we refer the reader to [4] for an introduction to the quantum inverse scattering method.
Again, as in [1], the inhomogeneities and Bethe roots have to be identified with the rapidities of the lattice model. Moreover, it was pointed out in [3] that these identifications yield solutions to certain Bethe type equation which imply the ordinary Bethe equations.

A natural question that arises is whether the perimeter Bethe ansatz can be generalised to integrable models with boundaries, or formulated differently for the rational limit: what is the lattice model that corresponds to the invariants of a twisted (boundary) Yangian? Integrable models with boundary are well studied and enjoy increasing popularity. The open XXZ spin chain with diagonal boundary conditions was solved in [5] using the coordinate Bethe ansatz. Shortly after, Sklyanin formulated the quantum inverse scattering method for boundary models and solved the open XXZ chain using the algebraic Bethe ansatz [6]. Finally, also the quantum groups underlying the boundary Yang–Baxter equation [7] are well studied. For the twisted Yangian appearing in the rational limit see [8] but also [9] for an excellent overview.

In the following we combine these methods for integrable spin chains with boundaries and generalise the perimeter Bethe ansatz. We find that the invariants of the twisted Yangian are related to the partition functions of Baxter lattices with boundary as shown in figure 1. After deriving the Bethe equations for the invariants of the twisted Yangian, we obtain the partition function in terms of creation operators on a reference state in the framework of the algebraic Bethe ansatz. Furthermore, we derive the inhomogeneous wave function for the open spin chain as familiar from the coordinate Bethe ansatz and relate it to the partition function.

The paper is organised as follows: instead of starting with the study of twisted Yangian invariants in the framework of the algebraic Bethe ansatz we first introduce the lattice model and define its partition function. In section 3, we show that the defined lattices yield invariants of the twisted Yangian employing its so-called RTT-realisiation. We introduce elementary invariants and discuss how their tensor product and multiplication by R-matrices yield further invariants. In section 4, we formulate the algebraic Bethe ansatz for twisted Yangian invariants and express the partition function in terms of creation operators on a reference state. Finally, in section 5, we employ the coordinate representation of the Bethe vectors (coordinate Bethe ansatz) to rewrite the partition function as a sum of $2^N \times N!$ terms and end with a conclusion.

2. Baxter lattice with boundary

We consider a lattice model defined on the domain of a half-disk consisting of $N$ lines that are enclosed by the arc segment (perimeter). Lines get reflected on the diameter segment (boundary). Three lines should not meet in one point and none of the points where lines get reflected...
on the boundary should coincide. We label the points where the lines meet the arc segment counterclockwise from $1, \ldots, 2N$. In this way we assign two integers to each line $(i, j)$ with $2N \geq i > j \geq 1$ and define the ordered set

$$G = \{(i_1, j_1), \ldots, (i_N, j_N)\}.$$  

(1)

where $i_1 > i_2 > \ldots > i_N$. Here we implicitly associated an integer $k = 1, \ldots, N$ to every line $(i_k, j_k)$, see [3]. To distinguish the lines that get reflected from the diameter segment from the ones that do not, we introduce the set

$$B \subseteq \{1, 2, \ldots, N\}.$$  

(2)

It contains the lines $k \in B$ that get reflected at the diameter segment. The complement $\bar{B} = \{1, 2, \ldots, N\} \setminus B$ contains the lines that do not get reflected. All lines $(i_k, j_k)$ are oriented, which is indicated by an arrow pointing towards the end point $j_k$. Furthermore, we assign a rapidity $\theta_k$ to every oriented line $k$ and introduce the set of rapidities

$$\Theta = \{\theta_1, \ldots, \theta_N\}.$$  

(3)

It is important to note that the rapidities associated to lines $k \in B$ change sign $\theta_k \rightarrow -\theta_k$ when reflected at the boundary, see (7). An example of a lattice described here can be found in figure 1.

Next we assign Boltzmann weights to the lattice. To do so we first associate state labels $\alpha, \beta, \gamma, \delta = 1, 2$ to the edges of the lattice. The weights of the four-valent vertices are determined by the entries of an $R$-matrix

$$R(\theta_1) \otimes R(\theta_2).$$  

(4)

Here we use the bra-ket notation to denote the basis vectors $|1\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and $|2\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$ while $|\beta_1 \beta_2\rangle = |\beta_1\rangle \otimes |\beta_2\rangle$ and $\langle \alpha_1 \alpha_2 | = \langle \alpha_1 | \otimes \langle \alpha_2 |$ denote four-vectors built from the tensor product. The $R$-matrix is a $4 \times 4$-matrix with $R(\theta) : \mathbb{C}^2 \otimes \mathbb{C}^2 \rightarrow \mathbb{C}^2 \otimes \mathbb{C}^2$ and has to satisfy the Yang–Baxter equation

$$R_{12}(\theta_1 - \theta_2)R_{13}(\theta_1 - \theta_3)R_{23}(\theta_2 - \theta_3) = R_{23}(\theta_2 - \theta_3)R_{13}(\theta_1 - \theta_3)R_{12}(\theta_1 - \theta_2).$$  

(5)

Here $R_{12}$ acts trivially in space 3, i.e. $R_{12}(\theta) = R(\theta) \otimes 1$ with the $2 \times 2$ identity matrix $I$, and similarly for $R_{13}$ and $R_{23}$. We concentrate on the six-vertex model in the rational limit such that at each vertex the weights are determined by the $R$-matrix

$$R(\theta) = \frac{1}{\theta + 1} \begin{pmatrix} \theta + 1 & 0 & 0 & 0 \\ 0 & \theta & 1 & 0 \\ 0 & 1 & \theta & 0 \\ 0 & 0 & 0 & \theta + 1 \end{pmatrix}.$$  

(6)

In addition to the four-valent vertices in the bulk we also associate Boltzmann weights to the vertices where a line is reflected from the boundary. The Boltzmann weights of the boundary vertices are determined by a $K$-matrix
The K-matrix is a $2 \times 2$-matrix and has to satisfy the boundary Yang–Baxter equation

$$R(\theta_1 - \theta_2)K_1(\theta_1)R(\theta_1 + \theta_2)K_2(\theta_2) = K_2(\theta_2)R(\theta_1 + \theta_2)K_1(\theta_1)R(\theta_1 - \theta_2).$$

Here we use the same notation as for the $R$-matrix such that the K-matrix $K_1(\theta) = K(\theta) \otimes I$ acts trivially in the second space. As indicated in (7) and remarked earlier, the sign of the rapidity changes when a line is reflected at the boundary. We restrict ourselves to the case of the diagonal K-matrix

$$K(\theta) = \frac{1}{q + \theta} \begin{pmatrix} q + \theta & 0 \\ 0 & q - \theta \end{pmatrix},$$

which is a solution to the boundary Yang–Baxter equation (8). Finally, we also introduce Boltzmann weights for single lines that neither get reflected at the boundary of the lattice nor cross any other lines. These weights do not depend on the rapidities and are defined as

$$\delta_{\alpha,\beta} = \langle \alpha | \beta \rangle = \alpha,\theta \rightarrow \beta,\theta.$$

We are now in the position to define the partition function of a Baxter lattice with boundary for a given lattice denoted by the sets $G$ and $B$ and a fixed configuration of states at the edges on the perimeter labelled by

$$\alpha = \{\alpha_1, \ldots, \alpha_N\}, \quad \beta = \{\beta_1, \ldots, \beta_N\}.$$ (11)

Here a pair $(\alpha_i, \beta_i)$ labels the state at the in- and outpointing arrows on the edges of the $i$th line, see figure 1. The partition function is defined as the product of internal vertices with the subsequent sum over all internal state configurations

$$Z(G, B, \Theta, \alpha, \beta) = \sum_{\text{internal state configure}} \prod_{\text{vertices}} \text{(Boltzmann weight)}. $$ (12)

As for the six-vertex model on an ordinary Baxter lattice the ice-rule applies, i.e. the partition function vanishes if the total number of external states on the arc of type ‘1’ (‘2’) at edges with ingoing arrows $i$ is not equal to the total number of states ‘2’ (‘1’) at edges with outgoing arrows $j$, see [3]. Further we note that our choice of normalisation of the $R$-matrix (6) and the K-matrix (9) ensures that

$$Z(G, B, \Theta, \alpha_0, \beta_0) = 1,$$ (13)

where $\alpha_0 = \{1, \ldots, 1\}$ and $\beta_0 = \{1, \ldots, 1\}$.

Finally, we note that the Yang–Baxter equation (5) together with the boundary Yang–Baxter equation (8) ensure that the partition function (12) remains unchanged when moving a line through a four-valent vertex or a boundary point through another one without changing the order of the end points. In particular, the Yang–Baxter equation in (5) also holds when $\theta_i \rightarrow -\theta_i$ for any $i = 1, 2, 3$ and thus for any combination of reflected and non-reflected lines. The invariance of the partition function under the Yang–Baxter equation is usually referred to as $Z$-invariance [1], see also [10]. Here, in the case of the described boundary model, we additionally have to require that the boundary Yang–Baxter equation is satisfied at the diameter segment.
3. Invariants of the twisted Yangian

In the following we discuss how the partition function of a given boundary Baxter lattice with different external state configurations relates to invariants of a twisted Yangian. Let us first introduce the double-row monodromy and a set of eigenvalue equations which serve as a definition of the invariants of the twisted Yangian relevant to describe the partition function of Baxter lattices with boundary. As usual when studying XXX spin chains in the framework of the quantum inverse scattering method we introduce the $\mathfrak{gl}(2)$-invariant Lax operator acting on the tensor product of two fundamental representations \[4\]. It reads

$$L_i(z) = z + \sum_{a,b=1}^{2} e_{ab}^{(i)} \otimes e_{ba},$$

where $e_{ab}$ are the elementary $2 \times 2$ matrices with $(e_{ab})_{cd} = \delta_{ac} \delta_{bd}$. The Lax operator $L_i$ acts non-trivially on the $i$th site of the spin chain and in the auxiliary space. It coincides with the $R$-matrix introduced in (6) up to a normalisation and satisfies the unitarity relation

$$L_i(z)L_i(-z) = 1 - z^2.$$ (15)

The Lax operator $L_i$ in (14) and the K-matrix

$$K(z) = (q + z)K(z),$$ (16)

see (9), are the basic building blocks of the double-row monodromy of the open XXX Heisenberg spin chain \[6\]. It can be defined as

$$U(z) = M(z)K(z)\hat{M}(z).$$ (17)

The double-row monodromy $U$ is a $2^L \times 2^L$-matrix in the quantum space and a $2 \times 2$-matrix in the auxiliary space. While the boundary K-matrix only acts non-trivially in the auxiliary space, the single-row monodromies $M$ and $\hat{M}$ also act non-trivially on the quantum space. They are built from the tensor product of the Lax operators at sites $i$ for $i = 1, \ldots, L$ and multiplication in the auxiliary space as

$$M(z) = L_1(z - v_1) \cdots L_L(z - v_L), \quad \text{and} \quad \hat{M}(z) = L_L(z + v_L) \cdots L_1(z + v_1).$$ (18)

As a consequence of the Yang–Baxter equation (5) and the boundary Yang–Baxter equation (8), the double-row monodromy (17) satisfies the boundary Yang–Baxter equation

$$R(x - y) \left( U(x) \otimes I \right) R(x + y) \left( I \otimes U(y) \right) = \left( I \otimes U(y) \right) R(x + y) \left( U(x) \otimes I \right) R(x - y).$$ (19)

The boundary Yang–Baxter equation provides the definition of the twisted Yangian \[8\]. In order to establish the relation between the open Heisenberg chain and the boundary Baxter lattice introduced in section 2 we recall that a given lattice is labelled by the ordered set $G$ of start and end points of the lines and the set $B$ labelling the lines that get reflected from the diameter segment, see (1) and (2). As we will see, it is convenient to introduce the Lax operator with the conjugate representation $e_{ab} \rightarrow -e_{ba}$ at site $i$ of the quantum space, i.e.

$$\hat{L}_i(z) = z + 1 - \sum_{a,b=1}^{2} e_{ab}^{(i)} \otimes e_{ba}. $$ (20)

For $\mathfrak{gl}(2)$ these representations are equivalent and the Lax operators are related through a similarity transformation at site $i$ via
\[ \mathcal{L}_i(z) = S_i \mathcal{L}_i(z) S_i^{-1}, \quad \text{with} \quad S_i = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \] (21)

Thus, the Lax operator \( \mathcal{L}_i \) satisfies the same unitarity relation as the Lax operator \( \mathcal{L}_j \), see (15).

We are interested in double-row monodromies that contain the Lax operators \( \mathcal{L}_i \) as well as \( \mathcal{L}_j \). More precisely, the double-row monodromy relevant in the following can be written as

\[ \mathcal{U}(z, G, B, \Theta) = S_G \mathcal{U}(z) S_G^{-1}, \quad \text{with} \quad S_G = \prod_{k=1}^{N} S_{j_k}. \] (22)

As follows from (21), the similarity transform \( S_G \) generates the double-row monodromy \( \mathcal{U}(z, G, B, \Theta) \) with single-row monodromies \( S_G \mathcal{M}(z) S_G^{-1} \) and \( S_G \mathcal{M}(z) S_G^{-1} \) which have Lax operators \( \mathcal{L}_{j_k} \) at sites \( j_k \) for \( k = 1, \ldots, N \) corresponding to the end points of the lines in \( G \), see (17). As the K-matrix only acts in the auxiliary space it remains unchanged. Furthermore, we identified the inhomogeneities of the double-row monodromy on the right hand side of (22) with the rapidities as

\[ v_i = \theta_k, \quad v_j = -\theta_k - 1 \quad \text{if} \quad k \in B, \]
\[ w_i = \theta_k, \quad w_j = +\theta_k - 1 \quad \text{if} \quad k \in \bar{B}, \]

where \( k = 1, \ldots, N \) and \( \bar{B} \) denotes the complement of \( B \), see (2). Finally, we present the invariance condition satisfied by any lattice introduced in section 2. It reads

\[ \mathcal{U}(z, G, B, \Theta) | \Psi^\beta_G(\Theta) \rangle = \Lambda(z, G, B, \Theta) \mathcal{K}(z) | \Psi^\beta_G(\Theta) \rangle. \] (24)

with

\[ \Lambda(z, G, B, \Theta) = \prod_{k \in B} f(z, \theta_k) \prod_{k \in \bar{B}} f(z, -\theta_k) \] (25)

and

\[ f(z, \theta) = (z - \theta - 1)(z - \theta + 1)(z + \theta)(z + \theta + 2). \] (26)

The function \( \Lambda(z, G, B, \Theta) \) is derived toward the end of this section. The eigenvectors satisfying (24) can be identified with the the partition function introduced in section 2 via

\[ Z(G, B, \Theta, \alpha, \beta) = \frac{\langle \alpha \beta | \Psi^\beta_G(\Theta) \rangle}{\langle \alpha_0 \beta_0 | \Psi^\beta_G(\Theta) \rangle}. \] (27)

Here we used the notation \( \langle \alpha, \beta \rangle \) to denote the contraction with the \( \langle \alpha_k \rangle \) and \( \langle \beta_k \rangle \) at the corresponding sites \( i_k \) and \( j_k \) determined by the set \( G \). To match with the conventions in section 2 we divided by the normalisation \( \langle \alpha_0 \beta_0 | \Psi^\beta_G(\Theta) \rangle \) which cannot be fixed by (24) and in particular ensures (13). A proof is provided in section 3.3. Furthermore, we note that \( \mathcal{K} \) is a diagonal matrix such that the condition (24) implies that the off-diagonal entries in the auxiliary space of the double-row monodromy annihilate the state \( | \Psi^\beta_G(\Theta) \rangle \). Thus after choosing an appropriate normalisation one finds that \( | \Psi^\beta_G(\Theta) \rangle \) by the generators of the twisted Yangian obtained from the expansion the double-row monodromy in (24).

In the remaining part of this section we discuss two elementary sample invariants, study how to generate other invariants to show (27) and fix the function \( \Lambda(z, G, B, \Theta) \).
3.1. Line invariant

The first invariant we encounter is the line solution in (10) with
\[ G = ((2,1)), \quad B = \emptyset, \quad \bar{B} = \{1\}, \quad \Theta = \{\theta_1\}. \tag{28} \]

From (27) we define the invariant corresponding to the line in (10) up to a normalisation as the four-vector
\[ |\Psi_\tau\rangle = |\Psi_{((2,1))}(\theta_1)\rangle = (1,0,0,1). \tag{29} \]

It is a solution to the Yangian invariance conditions in (24). This can be seen when considering the monodromy
\[ U(z, ((2,1)), \emptyset, \emptyset) = \mathcal{L}_1(z - \theta_1 + 1)|\Psi_\tau\rangle = (z + \theta_1 - 1)|\Psi_\tau\rangle, \tag{30} \]

see (22). First we note that the unitarity relation in (15) is equivalent to the relations
\[ \mathcal{L}_2(z + \theta_1)|\Psi_\tau\rangle = (z + \theta_1 - 1)|\Psi_\tau\rangle, \tag{31} \]

and
\[ \mathcal{L}_1(z - \theta_1 + 1)|\Psi_\tau\rangle = (z - \theta_1)(z - \theta_1 + 2)|\Psi_\tau\rangle. \tag{32} \]

This follows from transposing (31) and (32) in the first and second space respectively and using the relation
\[ \mathcal{L}'(z) = -\mathcal{L}(-z - 1). \tag{33} \]

We obtain the eigenvalue
\[ \Lambda(z, ((2,1)), \emptyset, \theta_1) = f(z, -\theta_1). \tag{34} \]

3.2. Boundary-line invariant

The next invariant we encounter is the boundary-line solution
\[ G = ((2,1)), \quad B = \{1\}, \quad \bar{B} = \emptyset, \quad \Theta = \{\theta_1\}, \tag{35} \]

which depends on the boundary parameter \( q \). Up to a normalisation it reads
\[ |\Psi_\wedge(\theta_1)\rangle = |\Psi^1_{((2,1))}(\theta_1)\rangle = K_1(\theta_1)|\Psi_\tau\rangle = \frac{1}{q + \theta_1}(q + \theta_1, 0, 0, q - \theta_1). \tag{36} \]

The corresponding double-row monodromy is the same as for the line solution, see (30), but the identification of the rapidities with the inhomogeneities changes according to (23). As a consequence of the boundary Yang–Baxter equation (8) the boundary-line invariant in (36) satisfies
\[ \mathcal{L}_2(z - \theta_1)K_\wedge(z)|\Psi_\wedge(\theta_1)\rangle_{1,2} = K_1(\theta_1)\mathcal{L}_2(z + \theta_1)|\Psi_\tau\rangle_{1,2}. \tag{37} \]

Using this relation as well as the unitarity relations for the line solution in (31) and (32) we find that
\[ \Lambda(z, ((2,1)), \{1\}, \theta_1) = f(z, \theta_1). \tag{38} \]

The sign of the rapidity of the function \( f \) is changed. This is a consequence of the change of sign in the rapidity when bouncing off the boundary as observed in (37).
3.3. Initial conditions and further invariants

So far we have shown that lines and boundary-lines are Yangian invariants. We can now combine line and boundary-line solutions to obtain Yangian invariants of monodromies of higher length, i.e. configurations

\[ G_0 = (\langle L, L - 1 \rangle, \langle L - 2, L - 3 \rangle, \ldots, \langle 2, 1 \rangle), \]  

with arbitrary \( B \). The corresponding invariant reads

\[ |\Psi^B_{G_0}(\Theta)| = |\Psi_{\{\wedge, \vee\}}(\theta_1) \otimes \ldots \otimes |\Psi_{\{\wedge, \vee\}}(\theta_N)|, \]  

where depending on the set \( B \) the \( |\Psi_{\{\wedge, \vee\}}(\theta)| \) denotes the line invariant (29) or the boundary-line invariant (36). See figure 3 for an example with \( N = 4 \) lines. As a consequence of the previous analysis of the two site invariants this configuration satisfies the Yangian invariance condition (24) with

\[ \Lambda(z, G_0, B, \Theta) = \prod_{k \in B} f(z, \theta_k) \prod_{k \in B} f(z, -\theta_k). \]  

By construction, every invariant can be related to the initial condition (40) by a product of \( R \)-matrices, for a similar argumentation see [1]. Starting from an arbitrary configuration \( G \) we note that for any lattice we have \( i_1 = L \). Then the index \( i_2 \) can take the values \( i_2 = L - 1, L - 2 \). If \( i_2 = L - 2 \) we have \( j_1 = L - 1 \) and nothing to do, see (39). Else \( i_2 = L - 1 \) and \( L - 2 \geq j_1 \geq 1 \). In this case we use the relation

\[ |\Psi^B_{G'}(\Theta)| = \mathbb{P}_{j_1 - 1, j_1} \cdots \mathbb{P}_{L - 1, j_1} S_G R_{L - 1, j_1} R_{L - 2, j_1} \cdots R_{j_1 - 1, j_1} S_G^{-1} |\Psi^B_G(\Theta)|, \]  

which relates the configuration labelled by the set \( G = ((L, j_1), (L - 2, j_2), \ldots, (i_N, j_N)) \) to \( G' = ((L, L - 1), (L - 2, j_2'), \ldots, (i_N', j_N')) \). Here \( R_{ij} \) denotes the \( R \)-matrix \( R_{ij} = R_{ij}(v_i - v_j) \) with the inhomogeneities identified according to (23) depending on the set \( B \). The matrix \( \mathbb{P} \) denotes the permutation acting on a tensor product of two vectors \( v, w \), as \( \mathbb{P}(v \otimes w) = w \otimes v \). See figure 2 for a diagrammatic portrayal of (42).

Proceeding recursively we obtain a relation among any lattice configuration and the initial one (40). Diagrammatically it is straightforward to show that

\[ \mathcal{U}(z, G', B, \Theta) = \mathbb{P}_{j_1 - 1, j_1} \cdots \mathbb{P}_{L - 1, j_1} S_G R_{L - 1, j_1} R_{L - 2, j_1} \cdots R_{j_1 - 1, j_1} S_G^{-1} \mathcal{U}(z, G, B, \Theta) \]  

and thus we obtain

\[ \mathcal{U}(z, G', B, \Theta)|\Psi^B_{G'}(\Theta)| = \mathbb{P}_{j_1 - 1, j_1} \cdots \mathbb{P}_{L - 1, j_1} S_G R_{L - 1, j_1} R_{L - 2, j_1} \cdots R_{j_1 - 1, j_1} S_G^{-1} \mathcal{U}(z, G, B, \Theta)|\Psi^B_{G}(\Theta)| \]  

This procedure is invertible and allows us to relate a lattice of given \( G \) to the initial condition (40). As a consequence, we find that every Baxter lattice with given sets \( G \) and \( B \) satisfies the Yangian invariance condition (24) with

\[ \Lambda(z, G, B, \Theta) = \Lambda(z, G_0, B, \Theta), \]  

as given in (41).
In the following we construct invariants of the twisted Yangian satisfying the condition (24) using the algebraic Bethe ansatz for integrable models with boundary [6]. We find that the Bethe ansatz equation are exactly solvable and present the corresponding Bethe roots and Baxter $Q$-functions. This allows us the obtain another representation of the partition function (12) in terms of creation operators on a reference state.

It is convenient to define the $2^L \times 2^L$ matrices $A(z), B(z), C(z)$ and $D(z)$ as the entries of the double-row monodromy matrix (22) in the auxiliary space 

$$U(z, G, B, \Theta) = \begin{pmatrix} A(z) & B(z) \\ C(z) & D(z) \end{pmatrix}. \quad (46)$$

Here we suppressed the dependence on the rapidities. Following [6] we introduce the operator 

$$D(z) = \tilde{D}(z) + \frac{1}{2z+1} A(z), \quad (47)$$

in order to diagonalise the transfer matrix. The fundamental commutation relations which arise from the boundary Yang–Baxter equation (19) and are relevant in the following can be found in appendix A. The ansatz for the eigenvectors of the transfer matrix reads 

$$|\psi_m\rangle = B(z_1) \cdots B(z_m)|\Omega\rangle, \quad (48)$$

where $|\Omega\rangle = S_G |1\rangle \otimes \ldots \otimes |1\rangle$ denotes a reference state with 

$$A(z)|\Omega\rangle = \alpha(z)|\Omega\rangle, \quad \tilde{D}(z)|\Omega\rangle = \tilde{\delta}(z)|\Omega\rangle, \quad C(z)|\Omega\rangle = 0. \quad (49)$$

The functions $\alpha(z)$ and $\tilde{\delta}(z)$ can be determined from the definition of the double-row monodromy (22). By acting on the reference state one obtains 

$$\alpha(z) = (q + z) \Xi(z, G, B, \Theta), \quad \tilde{\delta}(z) = \frac{2z}{2z+1} (q - z - 1) \Xi(z - 1, G, B, \Theta). \quad (50)$$

Here the function $\Xi$ only depends on the set $B$ and $\bar{B}$ denoting the reflected and unreflected lines respectively. We have 

$$\Xi(z, G, B, \Theta) = \prod_{k \in B} g(z, \theta_k) \prod_{k \in \bar{B}} g(z, -\theta_k), \quad (51)$$

with 

$$g(z, \theta_k) = (z - \theta_k)(z - \theta_k + 1)(z + \theta_k + 1)(z + \theta_k + 2). \quad (52)$$
From the fundamental commutation relations in appendix A we obtain the action of the diagonal elements of the double-row monodromy on our off-shell Bethe states (48). It reads
\[
\mathcal{A}(z)|\psi_m^\prime\rangle = \alpha(z) \frac{Q(z - 1)}{Q(z)} |\psi_m^\prime\rangle + \sum_{k=1}^{m} M_k(z, z_k)|\psi_m^{(k)}\rangle,
\]
(53)
and
\[
\mathcal{D}(z)|\psi_m^\prime\rangle = \delta(z) \frac{Q(z + 1)}{Q(z)} |\psi_m^\prime\rangle + \sum_{k=1}^{m} N_k(z, z_k)|\psi_m^{(k)}\rangle,
\]
(54)
with \( |\psi_m^{(k)}\rangle = B(z_1) \cdots B(z_{k-1})B(z_{k+1}) \cdots B(z_m)|\Omega\rangle \) and Baxter’s \( Q \)-function
\[
Q(z) = \prod_{i=1}^{m} (z - z_i)(z + z_i + 1).
\]
(55)
Here the coefficients \( M_k \) and \( N_k \) proportional to \( |\psi_m^{(k)}\rangle \) are usually referred to as the ‘unwanted terms’ and can be found in (A.5) and (A.6) respectively. While in the ordinary Bethe ansatz for the transfer matrix one demands that the sum of those terms vanishes we want them to vanish individually. This would yield a common eigenstate of \( \mathcal{A}(z) \) and \( \mathcal{D}(z) \). In order to determine the Bethe roots for which (48) is a solution of the Yangian invariance condition (24) we first make sure that the eigenvalues match. From (53) and (54) we obtain the conditions
\[
\Xi(z, G, B, \Theta) \frac{Q(z - 1)}{Q(z)} = \Lambda(z, G, B, \Theta),
\]
(56)
and
\[
\Xi(z - 1, G, B, \Theta) \frac{Q(z + 1)}{Q(z)} = \Lambda(z, G, B, \Theta).
\]
(57)
This is the counterpart of the degenerate Baxter equation obtained in [3] for closed spin chains. By construction we already know the explicit expressions of \( \Lambda \) and \( \Xi \), see (25) and (51). They satisfy the identity
\[
\frac{\Lambda(z + 1, G, B, \Theta)}{\Xi(z + 1, G, B, \Theta)} = \frac{\Xi(z - 1, G, B, \Theta)}{\Lambda(z, G, B, \Theta)}.
\]
(58)
Thus after shifting the spectral parameter \( z \) we find that (56) and (57) are equivalent. The remaining equation is exactly solved by the \( Q \)-function
\[
Q(z) = \prod_{k \in B} (z - \theta_k)(z + \theta_k + 1) \prod_{k \in \bar{B}} (z + \theta_k)(z - \theta_k + 1).
\]
(59)
The magnon number is thus given by \( m = N \). Note that the \( Q \)-function is symmetric under the transform \( z \to -z - 1 \). We can read off the Bethe roots
\[
z_k = +\theta_k \quad \vee \quad z_k = -\theta_k - 1 \quad \text{if} \quad k \in B,
\]
(60)
\[
z_k = -\theta_k \quad \vee \quad z_k = +\theta_k + 1 \quad \text{if} \quad k \in \bar{B}.
\]
We further note that the creation operator satisfies
\[
B(z) = -\frac{z}{z + 1} B(-z - 1),
\]
(61)
see (75), thus the Bethe vector (48) is invariant up to a factor under the transformation \( z_i \to -z_i - 1 \). We conclude that there is exactly one solution to the Bethe equations and therefore one eigenvector for a given lattice labelled by \( G \) and \( B \).

We arrive at the expression of the partition function (12) written in terms of the creation operators \( B \) acting on the reference state \( |\Omega\rangle \) in the framework of the algebraic Bethe ansatz

\[
Z(G, B, \Theta, \alpha, \beta) = \frac{\langle \alpha, \beta|B(z_1) \cdots B(z_N)|\Omega\rangle}{\langle \alpha_0, \beta_0|B(z_1) \cdots B(z_N)|\Omega\rangle}. \tag{62}
\]

Here the Bethe roots have to be identified appropriately via (60). Note that due to the commutation relations (A.1) the off-shell Bethe vector (48) is symmetric in the Bethe roots \( z_i \).

In the following section we show that (62) indeed yields the partition function and thus conclude that the constructed Bethe vectors not only are eigenstates of \( A \) and \( D \) but also are annihilated by \( B \) and \( C \).

4.1. Initial conditions from ABA

We have seen that the action of the operators \( A \) and \( D \) yields the desired eigenvalues under the identification of the Bethe roots (60). We now argue that also \( B \) and \( C \) vanish by evaluating the partition function for the initial condition in analogy to [1].

For a generic lattice the initial configuration is given by

\[
G = ((2N, 2N - 1), (2N - 2, 2N - 3), \ldots, (2, 1)), \tag{63}
\]

with some set of boundary lines \( B \), see figure 3. As discussed in the previous section we have to identify

\[
v_{2(N-k+1)} = \theta_k, \quad v_{2(N-k)+1} = -\theta_k - 1 \quad \text{if} \quad k \in B,
\]

\[
v_{2(N-k+1)} = \theta_k, \quad v_{2(N-k)+1} = +\theta_k - 1 \quad \text{if} \quad k \in \bar{B}. \tag{64}
\]

see (23), to obtain the corresponding monodromy.

To show that under the identification (64) the Bethe vector defined in (48) yields the initial condition with the choice of Bethe roots as stated in (60) we consider a general off-shell Bethe state of length \( 2N \) and magnon number \( m \)

\[
|\psi_{2N,m}\rangle = B(z_1) \cdots B(z_m)|\Omega\rangle \tag{65}
\]

Here we explicitly spelled out the dependence on the length of the spin chain. Now, we identify only one of the Bethe roots and two of the rapidities and leave the rest arbitrary

\[
v_{2N} = \theta_1, \quad v_{2N-1} = \mp \theta_1 - 1, \quad z_1 = \pm \theta_1. \tag{66}
\]

Under this identification we can express \( |\psi_{2N,m}\rangle \) in terms of a Bethe state of lower length and magnon number \( |\psi_{2N-2,m-1}\rangle \). A convenient way to show this relation is diagrammatically. In general a Bethe vector can itself be represented as a lattice as shown in figure 4. We proceed in analogy to [1] in the framework of the coordinate Bethe ansatz. In the algebraic framework it is important to notice that given the identification (66) two Lax matrices in the \( B \) operators are evaluated at the special values

\[
\mathcal{L}(0) = \mathbb{P}, \quad \mathcal{L}(-1) = -2\mathbb{A}, \tag{67}
\]

where \( \mathbb{P} = \sum_{a,b=1}^2 e_{ab} \otimes e_{ba} \) denotes the permutation operator and \( \mathbb{A} = \frac{1}{2}(I - \mathbb{P}) = Y Y' \) the antisymmetric projector on the singlet with \( Y' = (0, +1, -1, 0) \). First we argue that the Bethe
vector evaluates to zero if $\alpha_1 \neq \beta_1$, see figure 4. This can be seen from the matrix element in the lower right corner. Using (67) and the Yang–Baxter equation we can make the antisymmetric projector act on the external states. This is shown in figures 5 and 6 where the antisymmetric projector is denoted by the dotted vertex and the dotted line denotes the matrix $S$ in (21). We find that the Bethe vector vanishes for $\alpha_1 \neq \beta_1$.

We now focus on the case where $\alpha_1 = \beta_1$. Here it is convenient to take $z_m = \pm \theta_1$. This can be done as the Bethe vector is symmetric in the Bethe roots, see (A.1). This time we have the matrix elements depicted in figures 5 and 6 in the upper right corner of figure 4. Noting that the vertices are frozen in the upper two rows and using the bootstrap equations

$$ (L_a(z)L_b(z-1))Y_{ab} = (z+1)(z-1)I \otimes Y_{ab}, \quad (68) $$

$$ (L_b(z)L_a(z-1))Y_{ab} = (z+1)(z-1)I \otimes Y_{ab}, \quad (69) $$

we can evaluate the Bethe vector and relate it to the Bethe state of lower length. Under the identification in (66) we obtain

$$ |\psi_{2N,m} \rangle = |\psi_{2N-2m-1} \rangle \otimes |\phi \rangle, \quad (70) $$

with

$$ |\phi \rangle = \begin{cases} h(+\theta_1)|\Psi_+(\theta_1)\rangle & \text{if } 1 \in B \\ h(-\theta_1)|\Psi_-(\theta_1)\rangle & \text{if } 1 \notin B. \end{cases} \quad (71) $$

Here we defined the function

$$ h(\theta_1) = 4\theta_1(\theta_1+1)(\theta_1+2)\prod_{l=2}^{N}(\theta_1+z_l+2)(\theta_1-z_l-1)(\theta_1+z_l)(\theta_1-z_l+1) \times \prod_{k=1}^{2N-2}(\theta_1+v_k)(\theta_1-v_k+1). \quad (72) $$

Proceeding recursively we arrive at the invariant for the initial condition (40) up to a normalisation. As discussed this normalisation cancels in the definition of the partition function (62). We have thus shown that (62) yields the correct partition function (12) for the initial configuration. Also as shown in section 3.3 the invariant for the initial condition satisfies the Yangian invariance condition (24). Thus $B$ and $C$ vanish on the corresponding Bethe vector evaluated here.
Figure 4. Vertex representation of the Bethe vector with length $2N$ and magnon number $m$. Here the similarity transform on site $L - 1$ is denoted by a black dot. The inhomogeneities and Bethe roots are identified as in (66).

Figure 5. Element with $v_{2N} = \theta_1$, $v_{2N-1} = -\theta_1 - 1$ and $z = -\theta_1$. The dotted vertex denotes the antisymmetric projector $L(-1)$.

Figure 6. Element with $v_{2N} = \theta_1$, $v_{2N-1} = -\theta_1 - 1$ and $z = \theta_1$. Again, the dotted vertex denotes the antisymmetric projector $L(-1)$. 
Following the same logic as in section 3.3 we find that any other Bethe vector with the choice of rapidities in (23) and Bethe roots (60) satisfies the Yangian invariance condition. This follows from the exchange properties given in (43) which hold for every element of the double-row monodromy and in particular the $B$-operators.

5. Invariants from the coordinate wave function

Finally, we would like to present the partition function expressed in terms of the coordinate wave function of the open XXX spin chain. Such a formula can be obtained from the expression derived using the algebraic Bethe ansatz (62) when expressing the creation operators of the open chain in terms of the ones of closed chains, see e.g. [11], and using its well known coordinate wave function.

First we note that the two single-row monodromies in the double row monodromy are not independent. They can be related via

$$
\hat{M}^L_a(z) = (-1)^L S M(-z-1) S^{-1},
$$

(73)

where $t_a$ denotes the transposition in the auxiliary space and $S$ was defined in (21). As a consequence we can express the creation operator $B$ of the open chain in terms of the single-row monodromy matrix in the auxiliary space

$$
S_G M(z) S^{-1}_G = \left( \begin{array}{cc} A(z) & B(z) \\ C(z) & D(z) \end{array} \right).
$$

(74)

One finds

$$
B(z) = (-1)^L \frac{2z}{2z+1} \sum_{\tau \in R_1} (-1)^{|\tau|} (q - z^\tau - 1) B(z^\tau) A(-z^\tau - 1),
$$

(75)

where $\tau$ denotes the reflections in $R_1$ given by $z \rightarrow -z - 1$ and $|\tau|$ counts the number of such reflections. From the definition of the double-row monodromy in (17) and using the fundamental commutation relations for the closed chain in appendix B we can write the off-shell Bethe vector introduced in (48) as

$$
|\psi_m\rangle = N_{L,m} \sum_{\tau \in R_m} (-1)^{|\tau|} \prod_{i<j} h(z_i^\tau, -z_j^\tau - 1) \prod_{i=1}^m (q - z_i^\tau - 1) \kappa(-z_i^\tau - 1) B(z_i^\tau) |\Omega\rangle.
$$

(76)

Here the first sum denotes the sum over the $2^m$ reflections $R_m$ of the Bethe roots $z_i \rightarrow -z_i - 1$ and $N_{L,m} = (-1)^m \prod_{i=1}^m \frac{2z_i}{2z_i+1}$. The functions defined read

$$
\kappa(z) = \prod_{i=1}^L (z - v_i + 1), \quad h(x, y) = \frac{1 + x - y}{x - y}.
$$

(77)

The above relation (76) can be derived using the commutation relations in appendix B and the identity

$$
\sum_{\tau \in R_1} (-1)^{|\tau|} (q - z_i^\tau - 1)(q - z_j^\tau - 1) k(z_i^\tau, -z_j^\tau - 1) = 0,
$$

(78)

with $k(x, y) = 1/(x - y)$, see (B.2). Now, it is straight forward to obtain the coordinate wave function of the open spin chain introduced in section 3 as the translation among these two representations is well understood for the closed chain, see e.g. [12]. The off-shell Bethe vectors
in the coordinate representation can be found in appendix C. We find that the off-shell Bethe state in (48) can be written as

$$|\psi_m\rangle = N_{L,m} \sum_{1 \leq n_1 < \ldots < n_k \leq L} \Upsilon(v, z, x) S_G e_{21}^{(x_1)} \cdots e_{21}^{(x_k)} S_G^{-1}(\Omega),$$

(79)

where the parameters $x_i \in \mathbf{x}$ with $1 \leq x_i \leq L$ denote the positions of the magnons on the chain, $z_i$ the set of Bethe roots $z_i$ and $v$ the set of inhomogeneities $v_i$. The coordinate wave function takes the form

$$\Upsilon(v, z, x) = \sum_{\tau \in S_k} \sum_{\sigma \in S_m} (-1)^{|\tau|} A(z, \sigma(1), \ldots, z, \sigma(m)) \prod_{i=1}^{m} \phi(z, \sigma(i), v).$$

(80)

Here the amplitude part reads

$$A(z, \sigma(1), \ldots, z, \sigma(m)) = \prod_{1 \leq k < j \leq m} \frac{(z_{\sigma(k)} - z_{\sigma(j)} + 1)(z_{\sigma(k)} + z_{\sigma(j)} + 2)}{(z_{\sigma(k)} - z_{\sigma(j)})(z_{\sigma(k)} + z_{\sigma(j)} + 1)},$$

(81)

and the wave part takes the form

$$\phi(z, v) = (-1)^L (q - z - 1) \prod_{j=1}^{L} (z + v_j) \prod_{j=1}^{k-1} (z - v_j + 1) \prod_{j=x+1}^{L} (z - v_j).$$

(82)

The sum in the wave function (80) goes over $m!$ permutations $S_m$ and $2^m$ reflections $R_m$, i.e.

$$z_i \rightarrow -z_i - 1 \quad \text{for} \quad i = 1, \ldots, m.$$  

(83)

Taking $L = 2N$ and $m = N$ we obtain the Bethe vectors relevant to calculate the partition function (12). The positions of the magnons $x_i$ follow from the set $G$ and the external states at the perimeter $\alpha$ and $\beta$. As discussed in [3] we have the following rule to determine the set of magnon numbers from the state configuration at the perimeter

$$\mathbf{x} = \{i_k | \alpha_k = 2\} \cup \{j_k | \beta_k = 1\}, \quad k = 1, \ldots, N.$$  

(84)

Identifying the inhomogeneities and the Bethe roots with the rapidities as discussed in the previous section we arrive at the expression for the partition function using (62). It can be written as

$$Z(G, B, \Theta, \alpha, \beta) = (-1)^{Z(\beta)} \frac{\Upsilon(G, B, \Theta, \mathbf{x})}{\Upsilon(G, B, \Theta, \mathbf{x}_0)},$$

(85)

where the function $Z(\beta)$ counts the total number of states $\beta_i = 2$ and is an artefact of the transformation matrix $S_G$.

6. Conclusions

We defined Baxter lattices with boundary and studied their partition function. In particular we gave a recipe to evaluate the partition function from the off-shell Bethe states in the coordinate and algebraic Bethe ansatz framework. Furthermore, we argued that the resulting expressions can be interpreted as invariants of the twisted Yangian generated by the double-row monodromy.

We found that all invariants of the Yangian of the XXX spin chain monodromy which can be obtained from [1, 3] are also invariants of the twisted Yangian considered here. It should be straightforward to lift the results obtained to the trigonometric case where the spin chain would be given by the open XXZ spin chain. The generalisation to higher rank algebras and
in particular using realisations along the lines of [3] and [13], see also [14] where a relation to matrix models is discussed, would be interesting. In the case of the twisted Yangian there might be a similar story for the relation between the Yangian and the Graßmannian, see e.g. [15]. A more challenging task is to generalise our construction to the case with non-diagonal boundary where the off-diagonal Bethe ansatz [16] applies. For this purpose it might in particular be interesting to find a purely algebraic prove that the eigenvectors of the operators $\mathcal{A}$ and $\mathcal{D}$ are annihilated by $\mathcal{B}$ and $\mathcal{C}$ as presented for the single-row monodromy in [3].

The expressions for the partition function in terms of the Bethe vectors derived in this article can be used to compute the partition functions with domain wall boundary conditions. It might be interesting to rederive the determinant formula for the six-vertex model with reflecting end [17] and relate it to the approach in [18].

Another interesting direction to pursue is to understand whether the $Q$-functions obtained here explicitly have an interpretation as spectral determinants as studied in the continuum limit of the XXZ chain in the ODE/IM correspondence [19]. Here the $Q$-operators for the open Heisenberg chain were recently constructed in [20] may become practical.

The work [3] was predominantly motivated by the study of scattering amplitudes in planar $\mathcal{N} = 4$ super Yang–Mills theory where the Yangian symmetry becomes manifest when formulated in terms of on-shell diagrams [15, 21] in the planar [22] but also non-planar [23] contribution to amplitudes and form factors [24]. It remains to see whether the invariants studied here will reappear in the study of integrability in the AdS/CFT correspondence where boundary and related problems where studied in e.g. [25].
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Appendix A. FCR: open chain

The relevant fundamental commutation relations that arise from the boundary Yang–Baxter equation (19) read

\begin{equation}
[B(x), B(y)] = 0, \tag{A.1}
\end{equation}

\begin{equation}
\mathcal{A}(x)B(y) = h_\mathcal{A}(x, y)B(y)\mathcal{A}(x) + g_\mathcal{A}(x, y)B(x)\mathcal{A}(y) + g_\mathcal{D}(x, y)B(x)\mathcal{D}(y), \tag{A.2}
\end{equation}

\begin{equation}
\mathcal{D}(x)B(y) = h_\mathcal{D}(x, y)B(y)\mathcal{D}(x) + k_\mathcal{A}(x, y)B(x)\mathcal{A}(y) + k_\mathcal{D}(x, y)B(x)\mathcal{D}(y), \tag{A.3}
\end{equation}

with\n
\begin{align*}
h_\mathcal{A}(x, y) &= \frac{(x+y)(x+y-1)}{(x-y)(x+y+1)}, & g_\mathcal{A}(x, y) &= \frac{2y}{(x-y)(x+y+1)}, & g_\mathcal{D}(x, y) &= \frac{-1}{x+y+1}, \\
h_\mathcal{D}(x, y) &= \frac{(x+y+1)(x+y+2)}{(x-y)(x+y+1)}, & k_\mathcal{A}(x, y) &= \frac{4y(x+1)}{(x-y)(x+y+1)(x+y+1)}, & k_\mathcal{D}(x, y) &= \frac{-2(x+y+1)}{(x-y)(x+y+1)}. \tag{A.4}
\end{align*}
The unwanted terms in (53) and (54) read

\[ M_k(z, z) = g_A(z, z) \prod_{i \neq k} h_A(z_i, z) \alpha(z_k) + g_B(z, z) \prod_{i \neq k} h_B(z_i, z) \tilde{\delta}(z_k) \]

\[ = - \left[ \frac{\alpha(z_k)Q(z_k - 1)}{(z - z_k)(2z_k + 1)} + \frac{\tilde{\delta}(z_k)Q(z_k + 1)}{2(z + z_k + 1)(z_k + 1)} \right] \prod_{i \neq k} \frac{1}{(z_k - z_i)(z_k + z_i + 1)} \]

and

\[ N_k(z, z) = k_A(z, z) \prod_{i \neq k} h_A(z_i, z) \alpha(z_k) + k_B(z, z) \prod_{i \neq k} h_B(z_i, z) \tilde{\delta}(z_k) \]

\[ = - \frac{2z + 2}{2z + 1} \left[ \frac{\alpha(z_k)Q(z_k - 1)}{(z + z_k + 1)(2z_k + 1)} + \frac{\tilde{\delta}(z_k)Q(z_k + 1)}{2(z - z_k)(z_k + 1)} \right] \prod_{i \neq k} \frac{1}{(z_k - z_i)(z_k + z_i + 1)} \]

\[ (A.5) \]

\[ (A.6) \]

Appendix B. FCR: closed chain

The relevant fundamental commutation relations that arise from the Yang–Baxter equation read

\[ [B(x), B(y)] = 0, \]

\[ A(x)B(y) = h(y, x)B(y)A(x) - k(y, x)B(x)A(y), \]

with

\[ h(x, y) = \frac{1 + x - y}{x - y}, \quad k(x, y) = \frac{1}{x - y}. \]  

\[ (B.1) \]

\[ (B.2) \]

\[ (B.3) \]

Appendix C. Wave function of the closed chain

The off-shell Bethe vectors of the closed chain are given by, see e.g. [12],

\[ \prod_{i=1}^{m} B(z_i) |\Omega\rangle = \sum_{1 \leq k_1 < \ldots < k_m \leq L} \Phi(v, z, x) S_G e_{z_1}^{(k_1)} \cdots e_{z_m}^{(k_m)} S_G^{-1} |\Omega\rangle. \]  

\[ (C.1) \]

Here the wave function is of the form

\[ \Phi(v, z, x) = \sum_{\sigma \in S_m} A^\xi(z_{\sigma(1)}, \ldots, z_{\sigma(m)}) \prod_{i=1}^{m} \phi^\xi_z(z_{\sigma(i)}, v), \]

\[ (C.2) \]

with the amplitude

\[ A^\xi(z_{\sigma(1)}, \ldots, z_{\sigma(m)}) = \prod_{1 \leq k < l \leq m} \frac{z_{\sigma(k)} - z_{\sigma(l)} + 1}{z_{\sigma(k)} - z_{\sigma(l)}}. \]  

\[ (C.3) \]

and the wave part

\[ \phi^\xi_z(z_{\sigma(i)}, v) = \prod_{j=1}^{x-1} (z_{\sigma(j)} - v_j + 1) \prod_{j=x+1}^{L} (z_{\sigma(j)} - v_j). \]  

\[ (C.4) \]
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