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Abstract—Identifying important nodes in complex networks is a fundamental problem in network analysis. Although a plethora of measures has been proposed to identify important nodes in static (i.e., time-invariant) networks, there is a lack of tools in the context of temporal networks (i.e., networks whose connectivity dynamically changes over time). The aim of this paper is to propose a system-theoretic approach for identifying important nodes in temporal networks. In this direction, we first propose a generalization of the popular Katz centrality measure to the family of Markovian temporal networks using tools from the theory of Markov jump linear systems. We then show that Katz centrality in Markovian temporal networks can be efficiently computed using linear programming. Finally, we propose a convex program for optimizing the Katz centrality of a given node by tuning the weights of the edges in the temporal network with a minimum cost.

This paper is organized as follows. After introducing necessary mathematical notations, we define the Katz centrality for Markovian temporal networks in Section II and state the problem studied in this paper. In Section III, we present an optimization framework for efficiently computing the Katz centrality. We then give solutions to the problem of optimizing the Katz centrality of Markovian temporal networks in Section IV. We illustrate the effectiveness of the proposed optimization approach in Section V.

I. INTRODUCTION

Identifying key nodes in complex networks is a fundamental problem in, for example, social network analysis [1], viral marketing [2], and biological networks [3]. In this direction, a variety of centrality measures have been proposed in the literature to assign importance scores to the nodes in the network. For example, the PageRank [4], originally introduced for ranking web pages [5], has found application in a broad range of areas including chemistry, biology, and neuroscience [4]. Alternative centrality measures, such as the Bonacich [6], Katz [7], or HITS [8] centralities are also popular in the analysis of complex networks. In practice, many complex networks of practical interests present a time-varying topology, as frequently observed in human contact networks, online social networks, biological, and ecological networks [9]. In this context, most of the centrality measures proposed for static topologies are not able to faithfully capture the effect of temporal variations on the importance of nodes [10].

Although we find in the literature various generalizations of static centrality measures for temporal networks, such as the path-based [11], betweenness [12], Katz [13], and PageRank [14] centrality measures, most of these generalizations are based on heuristic arguments, without a rigorous mathematical justification. Furthermore, there is also a lack of tools to optimize the centrality measures in the context of temporal networks (see [15]–[17] for recent results on the optimization of centrality measures of static networks).

In this paper, we extend the concept of Katz centrality [7] for discrete-time temporal networks. Utilizing the theory of Markov jump linear systems, we first show that the Katz centrality measure for Markovian temporal networks is given as the solution of a linear program. Based on this fact, we then propose an optimization framework for increasing the centrality of a given node by tuning the weights of the edges in the temporal network with a minimum cost.
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exist \( c > 0 \) and \( a_1, \ldots, a_m \in \mathbb{R} \) such that \( f(x) = cx_1^{a_1} \cdots x_m^{a_m} \).

Also, we say that \( f \) is a polynomial function if it is a sum of monomial functions of \( x \). Given polynomial functions \( f_0, \ldots, f_p \) and monomial functions \( g_1, \ldots, g_q \), the optimization problem

\[
\begin{aligned}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 1, \quad i = 1, \ldots, p, \\
& \quad g_j(x) = 1, \quad j = 1, \ldots, q,
\end{aligned}
\]

is called a geometric program. It is known [19] that a geometric program can be easily converted into a convex optimization problem.

II. KATZ CENTRALITY FOR TEMPORAL NETWORKS

In this section, we introduce the Katz centrality measure for discrete-time temporal networks. We focus our attention to the tractable case in which the process describing changes in the topology of the network presents Markovian properties. We then state the problem of optimizing the Katz centrality measure of a given node in a Markovian temporal networks by tuning the weights of certain edges. Let us first introduce the class of temporal networks studied in this paper. Let \( L \) be a positive integer. For each \( \ell \in [L] \), let \( G_\ell \) be a weighted graph having nodes \( 1, \ldots, n \). We call a discrete-time \( \{G_1, \ldots, G_L\}\)-valued stochastic process \( G = \{G(k)\}_{k \geq 0} \) a temporal network. Each \( G_\ell \) is called a layer of the temporal network \( G \). We say that \( G \) is Markovian if the stochastic process \( G \) is a time-homogeneous Markov chain. We say that \( G \) is i.i.d. if the random variables \( G(k) \) \( (k = 0, 1, \ldots) \) are independent and identically distributed.

We assume that a temporal network \( G \) is Markovian throughout this paper. It is remarked that the class of Markovian temporal networks includes several mathematical models of temporal networks, including the edge-swapping model [20], the activity-driven model [21], and the aggregated Markovian edge-independent model [22]. We also note that the optimal intervention to the spreading processes over continuous-time Markovian temporal networks is studied in [23]. In order to motivate our definition of Katz centrality for Markovian temporal networks, we here recall the definition of the Katz centrality for static networks [7]:

Definition 2.1 ([7]): Let \( G \) be a weighted graph having \( n \) nodes and adjacency matrix \( A \). Let \( \alpha < 1/\rho(A) \) be an arbitrary positive parameter. Then, the Katz centrality of \( G \) is defined as

\[
v = (I - \alpha A)^{-1}1_n.
\]

Since this definition of the Katz centrality does not allow networks to be time-varying, in this paper we utilize the following alternative formulation of the Katz centrality. Let us consider the linear time-invariant autonomous system

\[
x(k + 1) =\alpha A x(k), \quad k \geq 0,
\]

with the initial condition \( x(0) = 1_n \). Since \( x(k) = \alpha^k A^k 1_n \) for every \( k \geq 0 \), we can see that

\[
v = \sum_{k=0}^{\infty} (\alpha A)^k 1_n = \sum_{k=0}^{\infty} x(k)
\]

because \( \alpha < 1/\rho(A) \) guarantees the convergence of the power series. Based on this alternative expression, we can naturally introduce the Katz centrality of Markovian temporal networks as follows:

Definition 2.2: Let \( G = \{G(k)\}_{k \geq 0} \) be a Markovian temporal network. Let \( A(k) \) denote the adjacency matrix of the graph \( G(k) \). Let \( x \) be the solution of the discrete-time difference equation

\[
x(k + 1) =\alpha A(k) x(k), \quad x(0) = 1_n,
\]

where \( \alpha \) is a positive constant. We define the Katz centrality of \( G \) as the vector

\[
v = \sum_{k=0}^{\infty} E[x(k)].
\]

We remark that the convergence of the power series (4) is not necessarily guaranteed for all values of \( \alpha \). We discuss the admissible range of \( \alpha \) in Section III, where we also give an efficient method for computing the Katz centrality using convex optimizations.

One of our main objectives in this paper is to optimize the Katz centrality of a given node in a temporal networks by tuning edge weights. As described below, we assume that tuning these weights has an associated cost and our objective is to minimize the total tuning cost. More formally, let \( G \) be a Markovian temporal network. For each \( \ell \in [L] \) and \( \{i, j\} \in E_\ell \), we let \( f_{\ell,ij} : [0, \infty) \rightarrow [0, \infty) \) be a function. For a nonnegative scalar \( \Delta_{\ell,ij} \), the quantity \( f_{\ell,ij}(\Delta_{\ell,ij}) \) represents the cost for changing the weight of the edge \( \{i, j\} \) in \( G_\ell \) from \( a_{\ell,ij} \) to \( a_{\ell,ij} + \Delta_{\ell,ij} \). If we define the matrix \( \Delta_\ell = [\Delta_{\ell,ij}]_{ij} \), then the sum \( \sum_{\{i, j\} \in E_\ell} f_{\ell,ij}(\Delta_{\ell,ij}) \) represents the cost for changing the adjacency matrix of the \( \ell \)-th layer from \( A_\ell \) to \( A_\ell + \Delta_\ell \). Let us denote the weighted graphs having the resulting adjacency matrices by \( G'_1, \ldots, G'_L \), and denote the resulting Markovian temporal network by \( G' \). We notice that we do not consider the design of the transition probabilities of the Markovian temporal networks, which is indeed an important problem. We finally define

\[
C(\Delta) = \sum_{\ell=1}^{L} \sum_{\{i, j\} \in E_\ell} f_{\ell,ij}(\Delta_{\ell,ij}),
\]

which represents the total cost for changing the temporal networks from \( G \) to \( G' \).

Under the above notations, we consider the following optimization problem in Section IV:

Problem 2.3: Let \( v' \) be the Katz centrality of the Markovian temporal network \( G' \). For each \( \ell \in [L] \), let \( \aleph_\ell \) be an \( n \times n \) symmetric, nonnegative matrix, representing the maximum allowable change of the weights of the \( \ell \)-th layer. Let \( i \in \{1, \ldots, n\} \) and \( \epsilon \geq 0 \) be arbitrary. Find symmetric and nonnegative matrices \( \Delta_1, \ldots, \Delta_L \in \mathbb{R}^{n \times n} \) such that

\[
\Delta_\ell \leq \aleph_\ell
\]

for every \( \ell \in [L] \),

\[
v'_i \geq (1 + \epsilon)v'_j
\]

for every \( j \neq i \), and \( C(\Delta) \) is minimized.
III. ANALYSIS

The aim of this section is to present efficient methods for computing the Katz centrality of Markovian temporal networks. Throughout this paper, we let $P \in \mathbb{R}^{L \times L}$ denote the transition probability matrix of the Markovian temporal network $G$. We first prove the following proposition, which gives a closed-form expression of the Katz centrality similar to (2) for the static case:

**Proposition 3.1:** Define the $(nL) \times (nL)$ matrix

$$A = (P^\top \otimes I_n) \bigoplus A_\ell,$$

where $A_\ell$ is the adjacency matrix of the graph $G_\ell$ for all $\ell \in [L]$. Then, the Katz centrality of $G$ exists if and only if $\alpha < 1/\rho(A)$, under which we have

$$v = (1_L^\top \otimes I_n)(I_{nL} - \alpha A)^{-1}(\zeta_0 \otimes I_n),$$

where the vector $\zeta_0 \in \mathbb{R}^L$ is defined by

$$(\zeta_0)_{\ell} = P(G(0) = G_\ell)$$

for each $\ell \in [L]$.

For the proof of this theorem, we recall the following fact from the theory of Markov jump linear systems:

**Lemma 3.2 ([24, Proposition 3.8]):** For each $\ell \in [L]$ and $k \geq 0$, define the $\{0,1\}$-valued random variable $\zeta(k)_{\ell}$ by

$$\zeta(k)_{\ell} = \begin{cases} 1, & \text{if } G(k) = G_\ell, \\ 0, & \text{otherwise}. \end{cases}$$

Let $\zeta(k) = \text{col}(\zeta(k)_1, \ldots, \zeta(k)_L)$, and $x(k)$ be the solution of the difference equation (3). Then, it holds that

$$E[\zeta(k + 1) \otimes x(k + 1)] = \alpha A E[\zeta(k) \otimes x(k)]$$

for every $k \geq 0$.

Let us prove Proposition 3.1

**Proof of Proposition 3.1** From (9), we see that

$$\sum_{k=0}^{\infty} E[\zeta(k) \otimes x(k)] = \sum_{k=0}^{\infty} (\alpha A)^k (\zeta_0 \otimes I_n) = (I_{nL} - \alpha A)^{-1}(\zeta_0 \otimes I_n),$$

where the convergence of the power series is guaranteed by the assumption on $\alpha$ in Proposition 3.1. Since $1_L^\top \zeta(k) = 1$ for every $k \geq 0$ with probability one, multiplying the matrix $1_L^\top \otimes I_n$ from the left to this equation completes the proof of the theorem.

Based on Proposition 3.1, we can further show that the Katz centrality of Markovian temporal networks is given by the optimal solution of a linear program, which allows an efficient computation of the centrality for large-scale networks. For this purpose, we need to show the following preliminary result:

**Proposition 3.3:** Assume that $\alpha < 1/\rho(A)$. Let $\bar{v} \in \mathbb{R}^n$ be a positive vector. Then, we have $v < \bar{v}$ if and only if there exist positive vectors $\lambda_1, \ldots, \lambda_L \in \mathbb{R}^n$ satisfying the following inequalities:

$$\zeta_\ell I_n + \alpha \sum_{k=1}^L p_{\ell k} A_\ell \lambda_k < \lambda_\ell, \ell \in [L],$$

$$\sum_{\ell=1}^L \lambda_\ell < \bar{v}.$$

**Proof:** Assume that $v < \bar{v}$. Notice that the matrix $\alpha A - I_{nL}$ is Metzler and, furthermore, Hurwitz stable because $\alpha \in [0, 1/\lambda_{\max}(A)]$. We can, therefore, take $[25]$ a positive vector $\xi \in \mathbb{R}^{nL}$ such that $(\alpha A - I_{nL})\xi < 0$. Since $v < \bar{v}$, we can take $e > 0$ such that

$$v + \varepsilon (1_L^\top \otimes I_n)\xi < \bar{v}. \tag{12}$$

Define

$$\lambda = (I_{nL} - \alpha A)^{-1}(\zeta_0 \otimes I_n) + \varepsilon I_{nL}.$$ \tag{13}

We can then show that $(I_{nL} - \alpha A)\lambda = (\zeta_0 \otimes I_n) + \varepsilon (I_{nL} - \alpha A)\xi > \zeta_0 \otimes I_n$ and, therefore

$$\zeta_0 \otimes I_n + \alpha A \lambda < \lambda. \tag{14}$$

Also, from the definition (13) of $\lambda$, we see that

$$(1_L^\top \otimes I_n)\lambda = v + \varepsilon (1_L^\top \otimes I_n)\xi < \bar{v} \tag{15}$$

by (12). Now, define positive vectors $\lambda_1, \ldots, \lambda_L \in \mathbb{R}^n$ by

$$\lambda = \text{col}(\lambda_1, \ldots, \lambda_L). \tag{16}$$

Then, it is straightforward to see that the inequalities (14) and (15) imply the inequalities (10) and (11), respectively.

On the other hand, assume that there exist positive vectors $\lambda_1, \ldots, \lambda_L \in \mathbb{R}^n$ satisfying (10) and (11). Define $\lambda$ by (16). We can see that $\lambda$ satisfies (14) and (15). From (14), we have

$$\zeta_0 \otimes I_n < (I_{nL} - \alpha A)\lambda. \tag{17}$$

Since $\alpha A - I_{nL}$ is Hurwitz stable, we have $(\alpha A - I_{nL})^{-1} \leq 0$ (see [25]). Therefore, multiplying $(\alpha A - I_{nL})^{-1}$ to both hand sides of (17), we obtain $(I_{nL} - \alpha A)^{-1}(\zeta_0 \otimes I_n) \leq \lambda$. In fact, since $(\alpha A - I_{nL})^{-1}$ does not have a zero-row and both $\zeta_0 \otimes I_n$ and $\lambda$ are positive, the strict inequality $(I_{nL} - \alpha A)^{-1}(\zeta_0 \otimes I_n) < \lambda$ holds. This inequality and (15) shows $v = (1_L^\top \otimes I_n)(I_{nL} - \alpha A)^{-1}(\zeta_0 \otimes I_n) \leq (1_L^\top \otimes I_n)\lambda < \bar{v}$, as desired. This completes the proof of the proposition.

We now provide a theorem that enables us to find the Katz centrality of Markovian temporal networks by solving a linear program:

**Theorem 3.4:** Assume that $\alpha < 1/\rho(A)$. Then, the following linear program

$$\begin{array}{ll}
\text{minimize} & \sum_{\ell=1}^L \bar{v}_\ell \\
\text{subject to} & (10) \text{ and } (11)
\end{array}$$

is solvable. Moreover, the optimal solution $\bar{v}^*$ equals the Katz centrality of $G$.

The proof of this theorem is omitted because it is a direct consequence of Proposition 3.3.
A. I.I.D. Temporal Networks

One of the drawbacks of the results presented so far is in the size of the matrix $A$ (defined in (8)), whose size grows linearly with respect to both the number $n$ of the nodes and the number $L$ of the layers in temporal networks. The latter dependence is not desirable because $L$ can be significantly large when the networks exhibit rather complicated dynamics. This subsection shows that, in the case of i.i.d. temporal networks, we can avoid the possible computational complexity and rely on using a matrix whose size equals always $n$, independent of $L$.

Let $G$ be an i.i.d. temporal network taking values in the set of weighted graphs $\{G_1, \ldots, G_L\}$ having nodes $1, \ldots, n$. Let $p_\ell = P(G(k) = G_\ell)$ for every $\ell \in [L]$. The next proposition summarizes the computation of the Katz centrality of i.i.d. temporal networks:

**Proposition 3.5:** Define the $n \times n$ matrix

$$A_{\text{iid}} = \sum_{\ell=1}^{L} p_\ell A_\ell,$$

where $A_\ell$ is the adjacency matrix of $G_\ell$ for each $\ell \in [L]$. Then, the Katz centrality of $G$ exists if and only if $\alpha < 1/\rho(A_{\text{iid}})$, under which we have

$$v = (I_n - \alpha A_{\text{iid}})^{-1} 1_n.$$

Furthermore, the Katz centrality is given as the solution of the linear program

$$\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} v_i \\
\text{subject to} & \quad 1_n + \alpha A_{\text{iid}} v < v.
\end{align*}$$

**Proof:** Since $G$ is i.i.d., we can easily see that $E[x(k+1)] = A_{\text{iid}} E[x(k)]$ for every $k \geq 0$. We therefore have the formal power series $\bar{v} = (\sum_{k=0}^{\infty} \alpha^k A_{\text{iid}}^k) 1_n$, which converges to $(I_n - \alpha A_{\text{iid}})^{-1} 1_n$ if and only if $\alpha < 1/\rho(A_{\text{iid}})$. We can prove the latter claim of the proposition in the same way as the proofs of Proposition 3.3 and Theorem 3.4.

IV. OPTIMIZATION

Using the analytical framework presented in the last section, this section presents a convex optimization-based approach to the problem of raising the Katz centrality of a given node, as stated in Problem 4.2. In this paper, we place the following reasonable assumption on the cost functions $f_{i,j}$, stated as follows:

**Assumption 4.1:** The functions $f_{i,j}$ are strictly increasing, continuous, and satisfies $f_{i,j}(0) = 0$ for all $\ell \in [L]$ and $(i,j) \in E_\ell$.

Then, instead of solving Problem 4.2 directly, we consider the following slightly modified problem, where we find the optimal resource allocation, with a fixed budget, for denoting all the nodes except the target node $i$:

**Problem 4.2:** Let $\ell \in \{1, \ldots, n\}$, $C > 0$, and $\delta > 0$ be arbitrary. Find nonnegative, and symmetric matrices $\Delta_1, \ldots, \Delta_L \in \mathbb{R}^{n \times n}$ that minimizes

$$\sum_{j \neq i} (\max \bar{v}_j + \delta \sum_{j=1}^{n} \bar{v}_j)$$

while satisfying (6) and $C(\Delta) \leq \bar{C}$.

We remark that the second term in the objective function is introduced for the purpose of regularization. We can therefore take the parameter $\delta$ to be very small so that the main part of the objective function effectively equals $\max_{j \neq i} \bar{v}_j$.

The next proposition shows that Problem 4.2 can be reduced to a geometric program under a certain assumption on the cost functions:

**Theorem 4.3:** If $C(\Delta) \geq \bar{C}$, then the solution of Problem 4.2 is given by the solution of the optimization problem

$$\begin{align*}
\text{minimize} & \quad (\max \bar{v}_j + \delta \sum_{j=1}^{n} \bar{v}_j) \\
\text{subject to} & \quad (6) \text{ and } (11), \\
& \quad C(\Delta) \geq \bar{C}.
\end{align*}$$

Moreover, if there exists a nonnegative and symmetric matrix $A_\ell \leq A_\ell$ for each $\ell \in [L]$ such that $\rho(C(\Delta))$ is polynomial in the entries of the matrices $A_\ell + \Delta_\ell$ ($\ell = 1, \ldots, L$), then the optimization problem (18) is a geometric program.

Before giving the proof for Theorem 4.3 we remark that the following straightforward formulation is not appropriate in the current problem setting:

$$\begin{align*}
\text{minimize} & \quad (\max \bar{v}_j + \delta \sum_{j=1}^{n} \bar{v}_j) \\
\text{subject to} & \quad (6), (11), \text{ and } (18c), \\
& \quad C(\Delta) \leq \bar{C}.
\end{align*}$$

The only difference between this optimization problem and (18) is in the constraints for the cost functions. We can trivially see that the optimization problem (19) yields the solutions $\Delta_1^* = \cdots = \Delta_L^* = 0$, which are meaningless for solving Problem 4.2.

We now give the proof of Theorem 4.3:

**Proof of Theorem 4.3.** It is easy to see that the optimization problem (18) is a geometric program under the assumptions stated in the proposition. We shall prove the former claim of the theorem. We remark that the existence of the optimal solution is guaranteed by the assumption $C(\Delta) \geq \bar{C}$. Therefore, we need to show that the optimal solution, denoted by $\Delta^*$, satisfies $C(\Delta^*) \leq \bar{C}$, as required in Problem 4.2.

Assume the contrary, i.e., $C(\Delta^*) > \bar{C}$. Since $C(\Delta^*) > 0$ and $C$ is strictly increasing by Assumption 4.1, there exists $\ell_0 \in [L]$ such that $\Delta^{*}_{0} \neq 0$. Define $\Delta^*_\ell = \Delta^*_{\ell}$ for every $\ell \neq \ell_0$ and $\Delta^*_{0} = (1-\varepsilon)\Delta^*_{0}$ for a constant $\varepsilon > 0$. By the continuity of $C$, there exists $\varepsilon_0 > 0$ such that $C(A^*_\ell) \geq \varepsilon_0$. Define $\Delta^*_\ell = \Delta^*_{\ell} - \varepsilon_0 \alpha p_{i,j} (\Delta^*_{0})^\alpha \Delta^*_j$ for each $\ell \in [L]$.
and \( \vec{v} = \vec{v}^* - \varepsilon_0 \alpha \sum_{i=1}^L p_{ik} \Delta_i^\alpha \lambda_i^\alpha \). Notice that, by taking a sufficiently small \( \varepsilon_0 \), we can guarantee that the vectors \( \lambda_i^\alpha \) and \( \vec{v}^* \) are positive. Then, we can easily see that the triple \((\vec{v}^*, \lambda_i^\alpha, \Delta_i^\alpha)_{i \in [L]}\) satisfies the constraints in the optimization problem (18). Moreover, \( \vec{v}^* \) achieves a smaller value of the objective function than \( \vec{v}^\alpha \) does. This however contradicts to the optimality of \( \vec{v}^* \).

Although Theorem 4.3 allows us to find the optimal investment for suppressing the Katz centralities of all the nodes except the target node \( i \) with a prescribed budget \( \bar{C} \), the theorem does not directly allow us to find the minimum cost \( \bar{C} \) for solving Problem 2.3. We therefore propose Algorithm 1 where we use a binary search for finding the minimum \( \bar{C} \) achieving the constraint (7). The effectiveness of Algorithm 1 is illustrated in Section V with numerical simulations.

A. Decreasing Weights

This subsection briefly discusses the case where we can decrease the weights of edges by paying costs. We specifically consider the following situation. Let \( G \) be a Markovian temporal network. For each \( \ell \in [L] \) and \( \{i, j\} \in \mathcal{E}_\ell \), we let \( f_{\ell, ij} : [0, \infty) \to [0, \infty) \) be a function satisfying Assumption 4.1.

For a nonnegative number \( \Delta_{\ell, ij} \), the quantity \( f_{\ell, ij}(\Delta_{\ell, ij}) \) now represents the cost for decreasing the weight of the edge \( \{i, j\} \) in the layer \( \mathcal{G}_\ell \) from \( a_{\ell, ij} \) to \( a_{\ell, ij} - \Delta_{\ell, ij} \). As is already done, we denote the modified layers by \( \mathcal{G}_1', \ldots, \mathcal{G}_{L}' \), and denote the resulting Markovian temporal network by \( G' \). We then define the total cost \( C \) by (5).

In this dual problem setting, we can still prove the following theorem that is an analogue of Theorem 4.3.

**Theorem 4.4:** If \( C(\Delta) \geq \bar{C} \), then the solution of the optimization problem (19) is given by the solution of the optimization problem (18). Moreover, if there exists a nonnegative and symmetric matrix \( A_\ell \leq A_\ell' \) for each \( \ell \in [L] \) such that \( C(\Delta) \) is a posynomial in the entries of \( \Delta - \Delta_\ell \) (\( \ell = 1, \ldots, L \)), then the optimization problem (19) is a geometric program.

The proof of this theorem is almost the same as the proof of Theorem 4.3 and hence is omitted. Using Theorem 4.4, we can construct an algorithm, similar to Algorithm 1, for solving Problem 2.3 in the case where we can decrease the weights of edges. We omit the details due to limitations of the space.

V. Numerical Simulations

We illustrate the results obtained in this paper with numerical simulations. Let \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) be two independent realizations of Erdős-Rényi graphs with \( n = 20 \) nodes and edge probability \( p = 0.15 \) (shown in Fig. 1). We assume that the weights of the edges in both the graphs are all one. We consider the Markovian temporal network \( \mathcal{G} \) taking values in the set \( \{ \mathcal{G}_1, \mathcal{G}_2 \} \) and having the transition probability matrix

\[
\begin{bmatrix}
0.5419 & 0.4581 \\
0.1914 & 0.8086 \\
\end{bmatrix}
\]

We fix \( \alpha = 0.1321 = 1/(2p(\mathcal{A})) \) and \( \xi_0 = 1/2 \). We sort the nodes in \( \mathcal{G} \) in the decreasing order of its Katz centrality.

For all \( \ell \in \{1, 2\} \) and \( \{i, j\} \in \mathcal{E}_\ell \), we use the increasing cost function \( f_{\ell, ij}(\Delta_{\ell, ij}) = 2(1 - (\Delta_{\ell, ij} + 1)^{-1}) \) defined over \([0, 1]\). Let \( \Delta_{\ell, ij} = A_\ell \) and \( \Delta_{\ell, ij} = A_\ell' \) for all \( \ell \). Notice that the function \( f_{\ell, ij} \) is a posynomial in \( \Delta_{\ell, ij} + 1 = \Delta_{\ell, ij} + \Delta_{\ell, ij} \) and therefore satisfies the assumption of Theorem 4.3. We let \( i \) be the 4th important node, in terms of the Katz centrality of the original temporal network \( \mathcal{G} \). We apply Algorithm 1.
and obtain the optimal additional weights $\Delta_1^*$ and $\Delta_2^*$ with the cost $C = 31.2$. We show the weighted graphs having the adjacency matrices $A_1$ and $A_2$ in Fig. 2. The Katz centralities of the original and optimized temporal networks are shown in Fig. 3.

For another but a larger-scale example, we again consider the Markovian temporal network whose layers are realizations of the Erdős-Rényi graphs. Here we choose the parameters $n = 50$, $p = 0.05$, and

$$P = \begin{bmatrix} 0.1503 & 0.8497 \\ 0.4381 & 0.5619 \end{bmatrix}.$$  

We fix $\alpha = 0.1908 = 1/(2p(\lambda))$ and $\zeta_0 = 1/2$. We again sort the nodes in $\mathcal{G}$ in the decreasing order of its Katz centrality. We set the target node to be $i = 8$, and use Algorithm 1 to obtain the optimal additional weights $\Delta_1^*$ and $\Delta_2^*$ (illustrated in Fig. 4) with the cost $C = 43.05$. The Katz centralities of the original and optimized temporal networks are shown in Fig. 5.

**VI. CONCLUSION**

In this paper, we have introduced an extension of Katz centrality for Markovian temporal networks. The definition is based on the solution of a Markov jump linear system, which is consistent with the standard definition of Katz centrality for static networks. We have first shown that the Katz centrality of a Markovian temporal network is the solution of a linear program, which enables us to efficiently find the centrality in the case of large network sizes. We have then presented a convex optimization-based approach for controlling the Katz centrality by tuning the weights of the temporal network in the most cost-efficient manner. Numerical simulations have been given to illustrate the effectiveness of the obtained results.
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