Abstract. This paper provides theoretical consistency results for compressed modes. We prove that as a $L^1$ regularization term in certain non-convex variational optimization problems vanishes, the solutions of the optimization problem and the corresponding eigenvalues converge to a sequence of Wannier-like functions and the eigenvalues of the Hamiltonian, respectively.
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1. Introduction. In [6, 7] the authors pioneered a new methodology of using sparsity techniques to obtain localized solutions to a class of problems in mathematical physics that can be recast as variational optimization problems. The typical method used for finding orthogonal functions that span an eigenspace of a Hamiltonian and are spatially localized is to choose a particular unitary transformation of the eigenfunctions of the Hamiltonian. In solid state physics and quantum mechanics these functions are known as Wannier functions [10]. There are many approaches to finding the “right” unitary transformation. The most widely used approach for calculating maximally localized Wannier functions (MLWFs) was introduced in [4]. There are two difficulties associated with this approach. First, the eigenfunctions of the Hamiltonian must be calculated. Second, one needs to determine a distance to manually cut off the resulting MLWFs.

In [6], it was demonstrated that introducing $L^1$ regularization in the variational formulation of the Schrödinger equation of quantum mechanics and solving the new non-convex optimization problem, results in a set of localized functions called compressed modes (CMs). It was shown numerically that CMs have many desirable features, for example, the energy calculated using CMs approximates the ground state energy of the system. Moreover, there is no requirement to cut off the resulting CMs “by hand”. In a more recent development, the ideas of [6] were used in [7] to generate a new set of spatially localized orthonormal functions, called compressed plane waves (CPWs), with multi resolution capabilities adapted for the Laplace operator.

The idea of using the $L^1$ norm as a constraint or penalty term to achieve sparsity has attracted a lot of attention in a variety of fields including compressed sensing [3, 2], matrix completion [8], phase retrieval [1], etc. Recently, sparsity techniques began being used in physical science (see for example [5]) and partial differential equations (see for example [9]). In all these examples sparsity means that in the representation of a corresponding vector or function in terms of a well-chosen set of modes (i.e. a basis or dictionary), most coefficients are zero. However, [6, 7] for the first time advocates the use of $L^1$ norm regularization to achieve spatial sparsity (i.e. functions that are spatially localized).
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In this paper we prove consistency results for compressed modes (CMs) introduced in [6]. In particular, we show that as the $L^1$ regularization term vanishes the approximate energy calculated using CMs converges from above to the actual energy of the system. This is done in section §2. More importantly, in section §3, we show that under some necessary assumptions on the spectrum of the Hamiltonian, as the $L^1$ regularization term vanishes, CMs converge to a sequence of unitary transformations of the eigenfunctions (i.e. Wannier-like functions) in $H^1$ norm. Moreover, we verify a conjecture stated in [6].

Throughout this paper for the ease of exposition we assume that the domain $\Omega$ is a bounded rectangular subset of $\mathbb{R}^d$ with periodic boundary conditions. Other boundary conditions can be handled in a similar way. Let $\hat{H} = -\frac{1}{2}\Delta + V(x)$ denote the Hamiltonian of a system with normalized eigenfunctions $\phi_1, \phi_2, \ldots$, and corresponding eigenvalues $\lambda_1 \leq \lambda_2 \leq \ldots$. We assume that the potential $V(x)$ is bounded; that is,

$$||V(x)||\infty := \sup_{\Omega}|V(x)| < \infty.$$  

These assumptions, in particular, imply that the spectrum of the Hamiltonian $\hat{H}$ is discrete and its eigenvalues grow to positive infinity. Observe that $\phi_1, \ldots, \phi_N$ are a solution to the optimization problem:

$$\min_{\tilde{\phi}_i, \ldots, \tilde{\phi}_N} \sum_{i=1}^{N} \langle \tilde{\phi}_i, \hat{H} \tilde{\phi}_i \rangle \quad \text{s.t.} \quad \langle \tilde{\phi}_j, \tilde{\phi}_k \rangle = \delta_{jk},$$

where $\langle \phi_j, \phi_k \rangle = \int_{\Omega} \phi_j^*(x) \phi_k(x) dx$.

In [6], the compressed modes $\{\psi_i\}_{i=1}^{N}$, corresponding to the number $N$, are defined as the solution to the $L^1$ regularized optimization problem

$$\min_{\tilde{\psi}_1, \ldots, \tilde{\psi}_N} \frac{1}{\mu} \sum_{i=1}^{N} \|	ilde{\psi}_i\|_1 + \langle \tilde{\psi}_i, \hat{H} \tilde{\psi}_i \rangle \quad \text{s.t.} \quad \langle \tilde{\psi}_j, \tilde{\psi}_k \rangle = \delta_{jk},$$

where $\|\psi_i\|_1 = \int_{\Omega} |\psi_i| dx$. As shown in [6, 7], compressed modes have many desirable features. In particular, consider the $N \times N$ matrix $\langle \Psi_j, \hat{H} \Psi_k \rangle$ with the $(j, k)$-th entry defined by $\langle \psi_j, \hat{H} \psi_k \rangle$ and let $(\sigma_1, \ldots, \sigma_N)$ denote its eigenvalues in non-decreasing order. In [6, 7], it was conjectured that as $\mu \to \infty$, the $\sigma_i$’s converge to the $\lambda_i$’s. In theorem 3.5 we verify this conjecture. We also show that under some necessary assumptions on the spectrum of the Hamiltonian, as $\mu \to \infty$, the CMs $\psi_i$’s converge to a sequence of unitary transformations of the eigenfunctions $\phi_i$’s in the $H^1$ norm. Observe that the orthonormality constraints in optimization problems (1.1) and (1.2), render them to be non-standard. In particular note that the space of feasible functions in (1.1) and (1.2) is not a convex set and many convex optimization techniques and analysis cannot be applied here.

Indeed, we show that the results hold in a more general setting: Suppose $J : L^2 \to \mathbb{R}^+$ is a nonnegative bounded operator on the space of $L^2(\Omega)$ functions; that is, there exists a constant $C$ such that

$$0 \leq J(g) \leq C\|g\|_2 \quad \text{for all} \quad g \in L^2.$$  

Let $\{f_i\}_{i=1}^{N}$ denote a set of solutions, corresponding to the number $N$, of the optimization problem

$$\min_{\tilde{f}_1, \ldots, \tilde{f}_N} \sum_{i=1}^{N} \frac{1}{\mu} J(\tilde{f}_i) + \langle \tilde{f}_i, \hat{H} \tilde{f}_i \rangle \quad \text{s.t.} \quad \langle \tilde{f}_j, \tilde{f}_k \rangle = \delta_{jk}.$$
Let \( (F_N^T, \hat{H}F_N) \) denote the \( N \times N \) matrix whose \((j,k)\)-th entry is \( \langle f_j, \hat{H}f_k \rangle \) and let \( (\nu_1, \ldots, \nu_N) \) denote its eigenvalues in non-decreasing order. Define the energy associated with this solutions by

\[
E = \sum_{i=1}^{N} \langle f_i, \hat{H}f_i \rangle = \text{Tr}( (F_N^T, \hat{H}F_N) ) = \nu_1 + \cdots + \nu_N. \tag{1.4}
\]

Recall that the domain \( \Omega \) is bounded; in particular, the operator \( J(\cdot) = \| \cdot \|_1 \) satisfies the above conditions. Therefore, the results shown for solutions \( f_1, \ldots, f_N \) and the corresponding \( \nu_1, \ldots, \nu_N \), in particular hold for the CMs \( \psi_1, \ldots, \psi_N \) and corresponding \( \sigma_1, \ldots, \sigma_N \). Nevertheless, the case \( J(\cdot) = \| \cdot \|_1 \) is the most interesting application and the main motivation for considering this problem in the first place.

The remainder of this paper is as follows. In section \( \S \) 2, we show that \( E \) converges from above to the actual energy of the system as \( \mu \to \infty \). Section \( \S \) 3 contains the main results of the paper: assuming \( \lambda_{N+1} > \lambda_N \), as \( \mu \to \infty \), the \( f_i \)'s converge to a sequence of unitary transformations of \( \phi_i \)'s, and the eigenvalues \( (\nu_1, \ldots, \nu_N) \) converge to \( (\lambda_1, \ldots, \lambda_N) \). In section \( \S \) 4, we make some concluding remarks.

2. Convergence of Energies. In this section we show that \( E \) converges to the ground state energy \( E_0 = \sum_{j=1}^{N} \lambda_j \) as \( \mu \to \infty \). Although the result of this section can be readily deduced from theorem 3.5, we have included it here for its independent interest and simplicity of argument.

First observe that

\[
E_0 = \lambda_1 + \cdots + \lambda_N = \sum_{i=1}^{N} \langle \phi_i, \hat{H}\phi_i \rangle \leq \sum_{i=1}^{N} \langle f_i, \hat{H}f_i \rangle = \nu_1 + \cdots + \nu_N = E, \tag{2.1}
\]

where we used property (1.1) for the inequality and equation (1.4) for the last equality.

Next choose \( \mu \) large enough such that

\[
\frac{1}{\mu} \sum_{i=1}^{N} J(\phi_i) < \epsilon.
\]

This is possible due to the boundedness of the operator \( J \) and the assumption that \( \| \phi_i \|_2 = 1 \) for \( i = 1, \ldots, N \).

We have

\[
E = \nu_1 + \cdots + \nu_N = \sum_{i=1}^{N} \langle f_i, \hat{H}f_i \rangle \leq \frac{1}{\mu} \sum_{i=1}^{N} J(f_i) + \sum_{i=1}^{N} \langle f_i, \hat{H}f_i \rangle 
\leq \frac{1}{\mu} \sum_{i=1}^{N} J(\phi_i) + \sum_{i=1}^{N} \langle \phi_i, \hat{H}\phi_i \rangle < \epsilon + \lambda_1 + \cdots + \lambda_N = \epsilon + E_0, \tag{2.2}
\]

where we used (1.4) for the first equality, positivity of the operator \( J \) for the first inequality, and property (1.3) for the second inequality.

From equations (2.1) and (2.2) it follows that

\[
E \downarrow E_0 \quad \text{as} \quad \mu \to \infty.
\]
3. Consistency Results for $L^1$ Regularization. This section contains the main results of the paper. In theorem 3.5, we show that as $\mu \to \infty$, the eigenvalues of matrix $\langle F_N^T, \hat{H} F_N \rangle$ converges to the first $N$ eigenvalues of the Hamiltonian $\hat{H}$. This provides an affirmative answer to the conjecture stated in [6]. Furthermore, in theorem 3.7, we show that as $\mu \to \infty$, the solutions to the regularized optimization problem (1.3) converge to a sequence of unitary transformations of the eigenfunctions in $H^1$ norm.

First we prove the following lemmas.

**Lemma 3.1.** Suppose that for $i,j = 1, \ldots, N$

\[
\sum_{k=1}^{\infty} a_{ik}^* a_{jk} = \delta_{ij}.
\]  

(3.1)

Then, for any $k$,

\[
\sum_{i=1}^{N} |a_{ik}|^2 \leq 1.
\]

**Proof:** It suffices to show the result for $k = 1$ (by relabeling the indices, the result follows for other $k$'s). Let $A$ be the $N \times N$ matrix whose $ij$-th entry is $a_{ij}, 1 \leq i, j \leq N$. Hypothesis (3.1) implies that $AA^\dagger \preceq I$ (i.e. $I - AA^\dagger$ is positive semidefinite), where $I$ is the $N \times N$ identity matrix. Since $AA^\dagger$ and $A^\dagger A$ have the same spectrum, we conclude that $A^\dagger A \preceq I$. In particular, the first diagonal entry of $I - A^\dagger A$,

\[
1 - \sum_{i=1}^{N} |a_{i1}|^2
\]

must be nonnegative. The result follows. \qed

**Lemma 3.2.** Suppose $\lambda_N < \lambda_{N+1}$. For any $\epsilon > 0$ there exists an $\epsilon_0$ such that if the set of orthonormal functions \( \{g_i\}_{i=1}^{N} \) satisfies

\[
\left| \sum_{i=1}^{N} \langle g_i, \hat{H} g_i \rangle - \sum_{i=1}^{N} \langle \phi_i, \hat{H} \phi_i \rangle \right| < \epsilon_0,
\]

then $\|g_i - \varphi_i\|_2 < \epsilon$, for $1 \leq i \leq N$, where $\varphi_1, \ldots, \varphi_N$ is some unitary transformation of $\phi_1, \ldots, \phi_N$ depending on the $g_i$'s and $\epsilon$.

**Proof:** Since $\{\phi_i\}_{i=1}^{\infty}$ form a complete set of orthonormal basis vectors in $L^2$, for every $i = 1, \ldots, N$, we have

\[
g_i = \sum_{k=1}^{\infty} a_{ik} \phi_k.
\]

Moreover, the orthonormality assumptions on the $g_i$'s imply that

\[
\sum_{k=1}^{\infty} a_{ik}^* a_{jk} = \delta_{ij}.
\]

\[\text{---The proof of lemma 3.1 was suggested by one of the anonymous referees, and is simpler than the proof that appeared in the first draft of this paper.}---\]
By spectral decomposition,
\[
\hat{H} = \sum_{l=1}^{\infty} \lambda_l |\phi_l\rangle \langle \phi_l|.
\]

Thus, for \(i = 1, \ldots, N\)
\[
\langle g_i, \hat{H} g_i \rangle = \langle g_i, \sum_{l=1}^{\infty} \lambda_l |\phi_l\rangle \langle \phi_l| g_i \rangle = \sum_{l=1}^{\infty} \lambda_l \langle g_i, \phi_l \rangle \langle \phi_l, g_i \rangle = \sum_{l=1}^{\infty} \lambda_l |a_{il}|^2.
\]

Summing over \(i\) on both sides of the above equality, we have
\[
\sum_{i=1}^{N} \langle g_i, \hat{H} g_i \rangle = \sum_{i=1}^{N} \sum_{l=1}^{\infty} \lambda_l |a_{il}|^2 = \sum_{l=1}^{\infty} \lambda_l \sum_{i=1}^{N} |a_{il}|^2 = \sum_{l=1}^{\infty} \lambda_l b_l,
\]
where
\[
b_l := \sum_{i=1}^{N} |a_{il}|^2.
\]

Observe that the \(b_l\)'s satisfy the following properties:
\[
0 \leq b_l \leq 1 \quad \text{for} \quad l = 1, \ldots, (3.3)
\]
and
\[
\sum_{l=1}^{\infty} b_l = N. (3.4)
\]

We can see the first property using lemma 3.1. To see the second property note that
\[
\sum_{l=1}^{\infty} b_l = \sum_{l=1}^{N} \sum_{i=1}^{\infty} |a_{il}|^2 = \sum_{i=1}^{N} \sum_{l=1}^{\infty} |a_{il}|^2 = \sum_{i=1}^{N} 1 = N.
\]

Now observe that
\[
\sum_{i=1}^{N} \langle g_i, \hat{H} g_i \rangle = \sum_{i=1}^{N} \langle \phi_i, \hat{H} \phi_i \rangle
\]
\[
= \sum_{l=1}^{\infty} \lambda_l b_l - (\lambda_1 + \cdots + \lambda_N)
\]
\[
\geq (b_1 - 1)\lambda_1 + \cdots + (b_N - 1)\lambda_N + (\sum_{l=N+1}^{\infty} b_l)\lambda_{N+1}
\]
\[
= (b_1 - 1)\lambda_1 + \cdots + (b_N - 1)\lambda_N + (N - b_1 - \cdots - b_N)\lambda_{N+1}
\]
\[
= (1 - b_1)(\lambda_{N+1} - \lambda_1) + \cdots + (1 - b_N)(\lambda_{N+1} - \lambda_N),
\]
where we used the nondecreasing ordering of the \(\lambda_i\)'s in the third line, and (3.4) in the fourth line. Now from (3.3) and nondecreasing ordering of \(\lambda_i\)'s, each of the terms in the last sum in (3.5) is positive. Hence
\[
\left| \sum_{i=1}^{N} \langle g_i, \hat{H} g_i \rangle - \sum_{i=1}^{N} \langle \phi_i, \hat{H} \phi_i \rangle \right| \geq (1 - b_1)(\lambda_{N+1} - \lambda_1) + \cdots + (1 - b_N)(\lambda_{N+1} - \lambda_N).
Now using the assumption that $\lambda_{N+1}$ is strictly greater than $\lambda_1, \ldots, \lambda_N$, we may conclude that for every $\epsilon_1 > 0$, there exist an $\epsilon_0$ such that if the LHS of the above inequality is smaller than $\epsilon_0$, then

$$1 - b_l < \epsilon_1 \quad \text{for} \quad l = 1, \ldots, N.$$  

Moreover, using equation (3.4), we conclude that

$$\sum_{l=N+1}^{\infty} b_l < N \epsilon_1 \implies \sum_{l=N+1}^{\infty} \sum_{i=1}^{N} |a_{il}|^2 = \sum_{i=1}^{N} \sum_{l=N+1}^{\infty} |a_{il}|^2 < N \epsilon_1.$$  

In particular, for $i = 1, \ldots, N$, we have

$$\sum_{l=N+1}^{\infty} |a_{il}|^2 < N \epsilon_1. \quad (3.6)$$

Next we show that the $N \times N$ matrix $\{a_{ik}\}_{i,k=1}^{N}$ is “almost” unitary in the sense that

$$\left| \delta_{ij} - \sum_{k=1}^{N} a_{ik}^* a_{jk} \right| = \sum_{k=N+1}^{\infty} a_{ik}^* a_{jk} \leq \left( \sum_{k=N+1}^{\infty} |a_{ik}|^2 \right)^{1/2} \left( \sum_{k=N+1}^{\infty} |a_{jk}|^2 \right)^{1/2} < (N \epsilon_1)^{1/2} (N \epsilon_1)^{1/2} = N \epsilon_1,$$

where we used (3.2) for the first equality, Cauchy-Schwarz for the first inequality, and (3.6) for the second inequality. We can orthonormalize the rows of the matrix $\{a_{ik}\}_{i,k=1}^{N}$ using the Gram-Schmidt process, to form a new unitary matrix $\{a'_{ik}\}_{i,k=1}^{N}$.

Indeed, because of the above inequality, for any $\epsilon_2 > 0$, we can choose $\epsilon_1$ small enough such that

$$\sum_{k=1}^{N} |a_{ik} - a'_{ik}|^2 < \epsilon_2 \quad \text{for every} \quad i = 1, \ldots, N. \quad (3.7)$$

Now, for $i = 1, \ldots, N$, set

$$\varphi_i = \sum_{k=1}^{N} a'_{ik} \phi_k.$$

Observe that

$$\|g_i - \varphi_i\|^2 = \sum_{k=1}^{N} |a_{ik} - a'_{ik}|^2 + \sum_{k=N+1}^{\infty} |a_{ik}|^2 < \epsilon_2 + N \epsilon_1,$$

where we used (3.7) and (3.6) for the inequality.

Hence, for any $\epsilon > 0$, we can choose $\epsilon_1$ and $\epsilon_2$ small enough such that $\|g_i - \varphi_i\|^2 < \epsilon$ for $i = 1, \ldots, N$. The result follows. \[\square\]

Now, we prove the main results of this section.
Theorem 3.3. Assume $\lambda_{N+1} > \lambda_N$. For every $\epsilon > 0$, there exists a $\mu_0$ such that for $\mu > \mu_0$, the solutions to the regularized optimization problem (1.3) satisfy

$$\|f_i - \varphi_i\|_2 < \epsilon \quad \text{for} \quad i = 1, \ldots, N,$$

where $\varphi_1, \ldots, \varphi_N$ is some unitary transformation of $\phi_1, \ldots, \phi_N$ depending on $\mu$ and $\epsilon$.

Proof: For a given $\epsilon$, choose $\epsilon_0$ as indicated by lemma 3.2. Choose $\mu_0$ large enough such that

$$\frac{1}{\mu_0} \sum_{i=1}^{N} J(\phi_i) < \epsilon_0.$$  (3.8)

Let $\mu > \mu_0$. Observe that

$$\sum_{i=1}^{N} \langle \phi_i, \hat{H} \phi_i \rangle \leq \sum_{i=1}^{N} \langle f_i, \hat{H} f_i \rangle \leq \frac{1}{\mu} \sum_{i=1}^{N} J(f_i) + \sum_{i=1}^{N} \langle \phi_i, \hat{H} \phi_i \rangle \leq \frac{1}{\mu} \sum_{i=1}^{N} J(\phi_i) + \sum_{i=1}^{N} \langle \phi_i, \hat{H} \phi_i \rangle,$$

where we used property (1.1) for the first inequality, positivity of operator $J$ for the second inequality, and property (1.3) for the last inequality. Hence, using (3.8), we have

$$\sum_{i=1}^{N} \langle \phi_i, \hat{H} \phi_i \rangle \leq \sum_{i=1}^{N} \langle f_i, \hat{H} f_i \rangle \leq \epsilon_0 + \sum_{i=1}^{N} \langle \phi_i, \hat{H} \phi_i \rangle,$$

which implies that

$$\left| \sum_{i=1}^{N} \langle f_i, \hat{H} f_i \rangle - \sum_{i=1}^{N} \langle \phi_i, \hat{H} \phi_i \rangle \right| < \epsilon_0.$$  (3.9)

Now applying lemma 3.2, completes the proof. □

Remark 3.4. The assumption $\lambda_{N+1} > \lambda_N$ is essential. Because otherwise, we can have situations in which $\psi_N$ converges to $\phi_{N+1}$ in $L^2$ norm and the result of theorem 3.3 would clearly not hold.

Theorem 3.5. The Eigenvalues $(\nu_1, \ldots, \nu_N)$ of the matrix $(F^T, \hat{H} F)$, converge to $(\lambda_1, \ldots, \lambda_N)$, the eigenvalues of the Hamiltonian $\hat{H}$.

Proof: Using the same notation as before, let $\phi_i$, for $i = 1, \ldots, N$, be the unitary transformation of the eigenfunctions $\phi_1, \ldots, \phi_N$ as described by theorem 3.3. Let $(\Phi^T, \hat{H} \Phi)$ be the $N \times N$ matrix whose $(j, k)$-th entry is equal to $\langle \varphi_j, \hat{H} \varphi_k \rangle$. Note that both matrices $(F^T, \hat{H} F)$ and $(\Phi^T, \hat{H} \Phi)$ are not fixed and depend on the value of regularization parameter $\mu$; however, we suppress the explicit dependence on $\mu$ to avoid cumbersome notation. We show that the matrix $(F^T, \hat{H} F)$ converges to the matrix $(\Phi^T, \hat{H} \Phi)$ entry-wise. This yields the result because the matrix $(\Phi^T, \hat{H} \Phi)$ has the same eigenvalues $(\lambda_1, \ldots, \lambda_N)$ as the Hamiltonian, since the $\varphi_i$’s are unitary transformation of the eigenfunctions $\phi_i$’s. To that end, it suffices to show that

$$\langle f_i, \hat{H} f_j \rangle \rightarrow \langle \phi_i, \hat{H} \varphi_j \rangle \quad \text{for} \quad i, j = 1, \ldots, N.$$  (3.10)

Suppose

$$\varphi_i = \sum_{k=1}^{N} a_{ik} \phi_k \quad \text{for} \quad i = 1, \ldots, N,$$
and
\[ f_i = \sum_{k=1}^{\infty} a_{ik} \phi_k \quad \text{for} \quad i = 1, \ldots, N. \]

From the result of theorem 3.3 we know that
\[ \| f_i - \varphi_i \|_2^2 = \sum_{k=1}^{N} |a_{ik} - a'_{ik}|^2 + \sum_{k=N+1}^{\infty} |a_{ik}|^2 \to 0, \quad \text{as} \quad \mu \to \infty. \]  
(3.11)

This also implies that as \( \mu \to \infty \), for \( i = 1, \ldots, N \),
\[ a_{ik} \to a'_{ik}, \quad \text{where} \quad 1 \leq k \leq N, \quad \text{and} \quad a_{ik} \to 0, \quad \text{where} \quad k > N. \]  
(3.12)

Since
\[ \sum_{i=1}^{N} \langle \varphi_i, \hat{H} \varphi_i \rangle = \sum_{i=1}^{N} \langle \varphi_i, \hat{H} \varphi_i \rangle, \]  from the proof of theorem 3.3 (i.e. equation (3.9)), we conclude that
\[ \sum_{i=1}^{N} \langle f_i, \hat{H} f_i \rangle \to \sum_{i=1}^{N} \langle \varphi_i, \hat{H} \varphi_i \rangle \quad \text{as} \quad \mu \to \infty. \]

Rewriting the above expression we have
\[ \sum_{i=1}^{N} \sum_{k=1}^{\infty} \lambda_k |a_{ik}|^2 \to \sum_{i=1}^{N} \sum_{k=1}^{\infty} \lambda_k |a'_{ik}|^2 \quad \text{as} \quad \mu \to \infty. \]
(3.13)

Now for \( i, j = 1, \ldots, N \), consider
\[ \langle f_i, \hat{H} f_j \rangle - \langle \varphi_i, \hat{H} \varphi_j \rangle = \sum_{k=1}^{\infty} \lambda_k a_{ik}^* a_{jk} - \sum_{k=1}^{N} \lambda_k a'_{ik}^* a'_{jk} \]
(3.14)
\[ = \sum_{k=1}^{N} \lambda_k (a_{ik}^* a_{jk} - a'_{ik}^* a'_{jk}) + \sum_{k=N+1}^{\infty} \lambda_k a_{ik}^* a_{jk} \]
\[ \to \sum_{k=N+1}^{\infty} \lambda_k a_{ik}^* a_{jk} + \sum_{k=M+1}^{\infty} \lambda_k a_{ik}^* a_{jk}. \]
Again the first summation in the above expression goes to zero as $\mu \to \infty$ because of (3.12). For the second summation in the above expression, note that by Cauchy-Schwarz

$$
\left| \sum_{k=M+1}^{\infty} \lambda_k a_k a_{jk} \right| \leq \left( \sum_{k=M+1}^{\infty} \lambda_k |a_k|^2 \right)^{1/2} \left( \sum_{k=M+1}^{\infty} \lambda_k |a_{jk}|^2 \right)^{1/2}.
$$

The reason that we use $\lambda_k$ instead of $|\lambda_k|$ on the RHS is due to the assumption that $\lambda_k$’s are positive for $k > M$. Equation (3.13), in particular, yields that the RHS of the above expression goes to zero as $\mu \to \infty$. Thus, we have shown that the expression on line (3.14) goes to 0 as $\mu \to \infty$. This completes the proof.

**Remark 3.6.** Observe that theorem 3.5 does not immediately follow from the result of theorem 3.3. This is due to the fact that the Hamiltonian $H$ is not generally a bounded operator on $L^2$ functions.

**Theorem 3.7.** Assume $\lambda_{N+1} > \lambda_N$. Suppose $\{\mu_t\}_{t=1}^{\infty}$ is an increasing positive sequence of parameters with $\mu_t \to \infty$. Let $\{f_t^i\}_{i=1}^{N}$ denote the solutions to the regularized optimization problem (1.3) with $\mu_t = \mu_t$. For every $t$, there exist a unitary transformation of $\phi_1, \ldots, \phi_N$, denoted by $\{\phi_t^i\}_{i=1}^{N}$, such that for $i = 1, \ldots, N$,

$$
\|f_t^i - \phi_t^i\|_{H^1} \to 0 \quad \text{as} \quad t \to \infty.
$$

**Proof:** It suffices to show the result for a fixed index $i$. To ease the notation we drop index $i$. Theorem 3.3 implies that there exists a sequence $\{\varphi_t^i\}_{t=1}^{\infty}$ such that

(3.15) \[ \|f_t^i - \varphi_t^i\|_2 \to 0 \quad \text{as} \quad t \to \infty. \]

To show the result, it suffices to show that

$$
\|\nabla f_t^i - \nabla \varphi_t^i\|_2 \to 0 \quad \text{as} \quad t \to \infty.
$$

From the proof of theorem 3.5 (equation (3.10) with $j = i$), we know that

(3.16) \[ \langle f_t^i, H f_t^i \rangle \to \langle \varphi_t^i, H \varphi_t^i \rangle \quad \text{as} \quad t \to \infty. \]

Applying integration by parts to (3.16) (recall that $\Omega$ has periodic boundary) and using the assumption $\|V(x)\|_{\infty} < \infty$ and equation (3.15), yield that

(3.17) \[ \int_{\Omega} |\nabla f_t^i|^2 \, dx \to \int_{\Omega} |\nabla \varphi_t^i|^2 \, dx \quad \text{as} \quad t \to \infty. \]

Now, observe that

$$
\int |\nabla f_t^i - \nabla \varphi_t^i|^2 \, dx \\
= \int |\nabla f_t^i|^2 \, dx + \int |\nabla \varphi_t^i|^2 \, dx - 2 \int \nabla f_t^i \cdot \nabla \varphi_t^i \, dx \\
= \int |\nabla f_t^i|^2 \, dx + \int |\nabla \varphi_t^i|^2 \, dx - 2 \int (\nabla f_t^i - \nabla \varphi_t^i) \cdot \nabla \varphi_t^i \, dx - 2 \int |\nabla \varphi_t^i|^2 \, dx \\
(3.18) = \left( \int |\nabla f_t^i|^2 \, dx - \int |\nabla \varphi_t^i|^2 \, dx \right) + 2 \int (f_t^i - \varphi_t^i) \Delta \varphi_t^i \, dx
$$
As \( t \to \infty \), the first term in (3.18) converges to 0 because of equation (3.17). On the other hand, because \( \varphi^t \) is formed from a unitary transformation of \( \phi_1, \ldots, \phi_N \) and \( \|V(x)\|_{\infty} \) is bounded, there exists a constant \( C \) (independent of \( t \) but depending on \( \Omega, N \) and \( \|V(x)\|_{\infty} \)) such that

(3.19) \[ \|\Delta \varphi^t\|_2 < C \quad \forall t. \]

Applying Cauchy-Schwarz and using equations (3.15) and (3.19) imply that the second term in (3.18) converges to 0 as \( t \to \infty \). This completes the proof.

4. Conclusion. In this paper we prove consistency results for compressed modes introduced in [6]. Although we show that the results hold in a more general setting, the most important application of the results of this paper is for compressed modes.

In [6, 7], the authors pioneered the use of \( L^1 \) regularization to compute modes that are spatially localized. We proved that, under some necessary assumptions on the spectrum of the Hamiltonian, as the regularization term in the non-convex optimization problem (1.2) vanishes, the compressed modes indeed converge to a sequence of Wannier-like functions. We also provided an affirmative proof for a conjecture in [6].
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