DEEPGONET: Multi-label Prediction of GO Annotation for Protein from Sequence Using Cascaded Convolutional and Recurrent Network
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Abstract—The present gap between the amount of available protein sequence due to the development of next generation sequencing technology (NGS) and slow and expensive experimental extraction of useful information like annotation of protein sequence in different functional aspects, is ever widening, which can be reduced by employing automatic function prediction (AFP) approaches. Gene Ontology (GO), comprising of more than 40,000 classes, defines three aspects of protein function names Biological Process (BP), Cellular Component (CC), Molecular Function (MF). Multiple functions of a single protein, has made automatic function prediction a large-scale, multi-class, multi-label task. In this paper, we present DEEPGONET, a novel cascaded convolutional and recurrent neural network, to predict the top-level hierarchy of GO ontology. The network takes the primary sequence of protein as input which makes it more useful than other prevailing state-of-the-art deep learning based methods with multi-modal input, making them less applicable for proteins where only primary sequence is available. All predictions of different protein functions of our network are performed by the same architecture, a proof of better generalization as demonstrated by promising performance on a variety of organisms while trained on Homo sapiens only, which is made possible by efficient exploration of vast output space by leveraging hierarchical relationship among GO classes. The promising performance of our model makes it a potential avenue for directing experimental路线 from our model. Our proposed model is also very simple and efficient in terms of computational time and space compared to other architectures in literature. Our source code is available in https://github.com/saifulislampharma/go_annotator.

Index Terms—deep learning in bio-informatics, GO annotation prediction, multi-label protein prediction, cascaded convolutional and recurrent network

I. INTRODUCTION

With ever increasing application of next generation sequencing techniques and concomitant decrease in sequencing, millions of protein sequence can be generated within short time and low cost [1]. Though information about the protein sequences facilitates advancement in many applications like phylogenetics and evolutionary biology, knowledge of the proteins functions is required to elucidate the nature and behavior of living systems as well as for more important application such as biomedical and pharmaceutical ones [2], [4]. Assigning functions to protein is challenging and in vitro or in vivo experiments is generally employed [3]. There is an obvious gap between rapid increasing amount of novel protein sequences and experimental functional annotation of proteins, is ever widening.

Computational prediction of protein functions is very promising to address the challenge of annotating function to protein [2]. A predictive pipeline, capable of predicting function from primary sequence of protein, can form an manageable subset of high confidence candidates by filtering astronomically large data set, which would ultimately be validated by experimental tools, is greatly sought.

Gene ontology (GO) is a major project undertaken to standardize the representation of gene and gene product attributes across all species [8]. GO annotation is divided into three domains, Biological process (BP), Molecular function (MF), cellular component (CC). GO uses controlled vocabulary which is called term to represent above mentioned aspects. The terms are hierarchically represented, where ancestor represent an general concept while the descendant indicates more specific concept. Currently there are more than 40,000 GO terms presented in GO ontology.

There are some significant challenges for computational prediction of protein function. One of the challenges is that protein sequence, structure and function are related to each other in a complex way [9]. Before using protein structure to predict protein function, we need protein structure with sufficient quality which require a considerably large endeavor. Huge and intricate output space for classifying protein function constitute second largest challenge.

Gene Ontology (GO) [8] has more than 40,000 terms also known as classes with complex hierarchical relationship among them. For this hierarchical representation, protein has to be assigned to multiple classes. Additionally, numerous proteins have several function, which makes the protein function classification a multi-label, multi-class problem. But, present prevailing state-of-the-art deep learning based GO annotation prediction model do not consider hierarchical relationship.
among the GO term explicitly. As a result it makes difficult for the model to explore the vast output space efficiently as there is not sufficient samples for this task in present GO ontology dataset.

In this paper, we propose a novel deep learning method to predict top-level of hierarchy of GO annotation function of protein from protein primary sequence only. We extract local features of amino acid by using several convolutional layers with different kernel size which is followed by bidirectional long short term recurrent neural network (Bi-GRU) to extract global pattern in amino acid. These two different features, local and global, are then combined and finally fed into densely connected layers on top of followed by a classifier which predicts the top-level hierarchical classes for each domain in GO ontology.

We demonstrated that our model has state-of-the-art performance in predicting GO classes for proteins from different species, and performs particularly well in domain of cellular location prediction of proteins. The prime contributions of our paper are as follows:

1. Our model can efficiently explore the enormous output space by considering hierarchical relationship among GO classes.
2. Our network uses the same model for predicting classes on three domains in GO ontology, which proves the better generalization of our model.
3. Our model takes no external information for any protein which is a significant because there is not same external information available for every protein, making our model perfectly suitable for prediction, if there is only sequence available for a protein, which is most frequent case for proteins.

The rest of the paper is organized as follows: section II discusses related work, while section III describes our proposed cascaded convolutional and recurrent network along with the steps regarding data preprocessing and network architecture for protein function predictions. Experiments and evaluations are presented in section IV Finally, we summarize our results in section V

II. RELATED WORK

Protein function prediction is inherently a multi-label classification problem as single protein can perform different functions in the biological system. Over the last few decades, various computational methods had been tried for this problem (11)–(13), which can be broadly categorized into the following methods.

Basic Local Alignment Search Tool (BLAST) (5) is the most used method for protein function prediction. Databases of experimentally determined functions of protein are queried against target protein, and function is assigned to target protein on the basis of most homologous proteins in the databases. The methods of Gotcha (16), OntoBlast (17), and Goblet (18) are also in this category.

The second category consists of network based methods. Majority of the methods in this category, leverages protein-protein interaction (PPI) networks for predicting proteins function with underlying assumption of interacted proteins having similar functions (20)–(22). Beside this, other kind of networks such as gene-gene interaction network, and domain co-occurrence networks are used in predicting proteins function (15), (19).

The machine learning based methods which infer function to a protein sequence without input from any database or other sources, constitute the third category. Most of the existing machine learning methods perform model training by using generated features from the sequences of protein, after which it is used to predict protein function from an input sequence (6), (7). Protein sequence, protein secondary structure, hydrophobicity, sub-cellular location, solvent accessibility, etc., are most frequent used features in these methods. But with exception of protein sequence, vast majority of features are predicted from the protein sequence, so protein function prediction can be more erroneous.

Employing deep learning in multiple layers representation and abstraction of data, has revolutionized many fields including many branches of Bioinformatics, though, not very common in tackling protein function prediction, some deep learning based method are tested (23)–(25). In (25), multimodal input consists of primary sequence and protein-protein interaction network was used, while in (23) proteins primary sequence was mapped to GO term using neural machine translational model. Authors in (24) employed task dissimilarity along with task similarity for better prediction of rare classes.

III. PROPOSED METHOD

A. Data Preprocessing

Firstly, we converted primary protein sequence of amino acid which is represented by one character assigned by UNIPAC, into 26 dimensional one-hot vector. These 26 type of amino acid includes 20 different types of amino acids along with the existing derivatives of these 20 amino acid. For each GO domain, we derived the ancestors in the top-level of hierarchy and mapped every GO term to one or more ancestors in the top-level of respective domain. This top-level ancestors constitute our target set. The top-level ancestor has 33, 22, 16 term, for BP, CC, MF respectively. For a protein, we converted each of it’s top-level ancestor to form our final target vector using dictionary, consisting of top-level terms in respective GO domain.

B. Network Architecture

As illustrated in Fig. 1 our proposed DEEPGONET has four parts, one feature embedding layer with 50 neurons, followed by three parallel multi-scale convolutional layers, followed by one bidirectional gated recurrent unit (BiGRU) (27), (28) layer with 300 neurons and on top it, one fully connected dense layer and one output dense layer with sigmoid activation. The input matrix of our network is comprised of one-hot encoded amino acid sequence of protein. Since, the sparse one-hot encoding does not provide sufficient generalization, feature embedding layer is used to transform sparse one-hot encoded feature vectors into denser feature vectors. The
Fig. 1. Proposed architecture of our DEEPGONET network. The Input of our network is the matrix of one-hot encoded amino acid of primary sequence of a protein. Thereafter, an embedding layer is used to produce a dense representation of input feature space from sparse one-hot encoded features. Three sets of local features are extracted in parallel by three convolutional layers with kernel size of 3x50, 7x50, 11x50. The concatenated local features are fed into a BiGRU layer with 300 neurons to extract global features. The local and global features are concatenated and spatially averaged to reduce dimension of the feature space. Thereafter, a fully connected layer with 256 neurons followed by another final fully connected layer with sigmoid activation are used to predict top-level of GO Ontology hierarchy. The number of neurons in the final output dense layer varies with 33, 22, 16 in the prediction of BP, CC, MF domains respectively in three different models.

resulting dense features are then fed into CNN layers with kernel of three different sizes 3 x 50, 7 x 50, 11 x 50 to extract local features in parallel. Thereafter, these local features are concatenated and fed into BiGRU layers to extract global features. Spatial average of the concatenated local and global feature maps extracted by CNN and BiGRU respectively are done by adding a average pooling layer. Thereafter, a fully connected layer of 256 neurons followed by a sigmoid activated final fully connected layer performs top-level of GO hierarchy classification.

C. Multi-Label Joint Feature Learning

Since, a protein has more than one member in top-level of GO hierarchy, we went for multi-label binary classification for this work. For predicting the top-level of GO hierarchy, our networks produced 33, 22, 16 dimensional output vector for BP, CC, MF GO ontology domains respectively. Each output vector index \(i\) was set to 1 when the respective member of the top-level hierarchy is a parent of current protein, otherwise set to 0. So, our prediction task became multi-label binary classification problem for which we used sigmoid activation and multi-label binary classification loss shown in (1).

\[
- \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{k} (y_{j}^{(i)} \log \hat{y}_{j}^{(i)} + (1 - y_{j}^{(i)}) \log (1 - \hat{y}_{j}^{(i)}))
\]

We evaluated the performance of our models with two measures. The first one is \(F_1\)-score using precision and recall for proteins.

\[
F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

\[
MCC = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

The second one is Mathew correlation coefficient (MCC) \([26]\), which is the state-of-the art performance evaluation metric in case of classes which have very different sample size. Equation (2) and (3) calculates \(F_1\) and MCC respectively. Since, our experiment of GO ontology dataset is a multi-label binary classification problem where each member of top-level have very different number of true positive samples, \(F_1\)-score and MCC are two perfect metrics to evaluate.

D. Training

To train each of the three models of our DEEPGONET network we did the following: we used Adam \([30]\) optimizer function, which is known to work very well for training on recurrent neural networks (RNNs). We used multi-label binary classification loss \([1]\) as our objective function. We tried several learning rates and found out that the best initial learning rate is \(10^{-5}\) for our experiment. As the training progress, we reduce our learning rates further. Our network shows some overfitting. We used dropout with rate of 0.5 on the output of first fully connected layer to combat overfitting. We also implemented batch normalization layer \([29]\) before

| Dataset                  | Hyperparameter | Value  |
|--------------------------|----------------|--------|
| Biological Process (BP)  | Optimizer      | Adam   |
|                          | Learning rate  | 1e-5   |
|                          | Mini-batch size| 100    |
|                          | Epochs         | 48     |
| Cellular Component (CC)  | Optimizer      | Adam   |
|                          | Learning rate  | 1e-5   |
|                          | Mini-batch size| 100    |
|                          | Epochs         | 128    |
| Molecular Function (MF)  | Optimizer      | Adam   |
|                          | Learning rate  | 1e-5   |
|                          | Mini-batch size| 100    |
|                          | Epochs         | 155    |

TABLE I

HYPERPARAMETERS SETTING OF PROPOSED NETWORK
the recurrent layer to reduce internal co-variance shift. ReLU was used as activation function for fully connected layer. The batch size was set to 100. The entire deep network is trained on a single NVIDIA Tesla K40 GPU with 11GB memory. It takes about three hours to train our model. In the testing stage, one sample takes on average about 7ms. We took 90% of data for the training and rest for the validation purpose. The summary of our training hyperparameters is shown in Table I.

**E. Post-processing**

After training we need to output the predicted members of top-level hierarchy of GO ontology in three different domains. For prediction, we used key-value dictionary. As depicted in the Fig. 2, from the output of any of three models, we extracted the index of 1’s in the output vector. We used the index value(s) of 1’s to get the GO term label of top-level members in hierarchy.

**IV. EXPERIMENTAL RESULTS**

**A. Dataset**

We used largest publicly available GO annotation database form GO ontology consortium for protein annotations. GO annotation uses controlled vocabulary for defining proteins annotations. It uses three domains for ontology purpose. It has three set of predefined ontology terms for representing biological process, cellular component, and molecular function.

For annotation, we used reviewed protein sequences with GO annotations for Homo sapiens from SwissProt\[10\], a curated protein sequence database, downloaded on 08th July 2017 from https://www.ebi.ac.uk/QuickGO/. This dataset contains 647,006 annotations. We included proteins with experimentally determined annotations, excluding automatic annotation, annotation without biological data, and annotation with unsupported biological data, resulting in total 403,781 annotation.

For each annotation terms, Gene Ontology (GO)\[8\], downloaded on 08th July 2017 from http://geneontology.org/page/download-ontology in OBO format was used. In this version of ontology term dataset there are 44,683 term out of which 1,968 are obsolete. GO consists of three domains which are CC, BP, MF, each having 3907, 10161, 28647 terms respectively.

**B. Experimental Result on Aggregated Biological Process, Cellular Component and Molecular Function Dataset**

Table IV shows the performance of our proposed DEEPGONET for predicting protein annotation. We have achieved impressive $F_1$-score 0.731, 0.763 and 0.590 in MF, CC, BP domains respectively. Also we have achieved astonishing score in Mathew Correlation Coefficient (MCC), which are 0.706, 0.700 and 0.511 in MF, CC, BP domains respectively. Fig. 3\[4\], 4\[5\], 5\[6\] shows the performance of our models in $F_1$-score and MCC for MF, BP, CC dataset.

**C. Experimental Result on Various Organisms**

In order to test how much generalization our DEEPGONET has achieved, we tested our network to predict GO annotation.
in three domains for various organisms. The Table V shows the results.

**V. CONCLUSIONS**

In this paper, we present a novel architecture, DEEPGONET, for predicting top-level of GO ontology hierarchy in three domains. We trained our network using protein annotation from *Homo sapiens* species only and tested it on various other organisms with impressive performance. With high performance measures in classification, DEEPGONET also allows the accurate automated annotation of proteins with respect to top-level of GO ontology hierarchy in all three domains by only modeling primary sequence of protein.
Besides this, our DEEPGONET, to our best knowledge, first time implemented cascaded convolutional and recurrent neural network in GO ontology annotation prediction. Another contribution of this paper is the development of deep hierarchical classification model which optimizes predictive performance on top-level of hierarchies, and learns features in a hierarchical manner by accounting for dependencies among various classes. It is optimized concurrently through learning features in end-to-end fashion while using only primary sequence as input. This work has potential for being used in other application with similar structured output and can lead to paradigm shift in GO ontology experimental research because, instead of investing huge money and resource to explore all the branches of hierarchy, one can efficiently explore function of an protein by investigation the predicted branch(s) of the GO ontology hierarchy by our models.

So, in future, we intend to further extend this cascaded convolutional and recurrent hierarchical model in several directions. First, we plan to extend our model for predicting second top-level hierarchy of GO Ontology. We also plan to use multi-model input which includes different type of interactions such as protein-protein interaction, genetic interaction, co-expression network, and regulatory network.
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