During the last several decades, researchers have made significant advances in sedimentary environment interpretation of grain-size analysis, but these improvements have often depended on the subjective experience of the researcher and were usually combined with other methods. Currently, researchers have been using a larger number of data mining and knowledge discovering methods to explore the potential relationships in sediment grain-size analysis. In this paper, we will apply bipartite graph theory to construct a Sample/Grain-Size network model and then construct a Sample network model projected from this bipartite network. Furthermore, we will use the Mini Batch K-means algorithm with the most appropriate parameters (reassignment ratio $\epsilon = 0.025$ and mini batch = 25) to cluster the sediment samples. We will use four representative evaluation indices to verify the precision of the clustering result. Simulation results demonstrate that this algorithm can divide the Sample network into three sedimentary categorical clusters: marine, fluvial, and lacustrine. According to the results of previous studies obtained from a variety of indices, the precision of experimental results about sediment grain-size category is up to 0.92254367, a fact which shows that this method of analyzing sedimentary environment by grain size is extremely effective and accurate.

1. Introduction

Data mining, knowledge discovery, and machine learning algorithms have virtually permeated into research in various fields [1–4]. The complex network as a significant method of data mining gives top priority to discovering concealed information between things. Therefore, a great number of researchers from various research fields, including mathematics, physics, biology, chemistry, and oceanology, used the complex network to explore the potential relationships between data [5–9]. The complex network has some characteristics: self-similarity, self-organization, scale-free, small-world, community structure (cluster), and node centrality. The community structure is one of the most important traits because it can objectively reflect the potential relationships between nodes. A community is made of one group of nodes within which the links between nodes are densely connected but between which they are sparsely connected with other clusters [10, 11].

The grain-size analysis is one of the basic tools for classifying sedimentary environments, an analysis which can provide important clues to the provenance, transport history, and depositional conditions [12]. In general, the representative statistical parameters of grain-size analysis involve median, mode, mean, separation parameter, skewness, and kurtosis [13]. During the last few decades, two computing methods of grain-size parameters were developed: the graphical method and the moment method [12]. Blott and Pye (2011) presented that these two analysis methods had some advantages and disadvantages in computing sediment grain-size samples with various parameters. As most sediments are polymodal, curve shape and statistical measures
usually simply reflect the relative magnitude and separation of populations. Polymodal grain-size spectrum can be considered as a result of the superposition of several unimodal components [14]. Many works have shown that different grain-size distribution is related to special transport and deposition process [15]. Three kinds of functions are commonly used to fit the grain-size distribution: Normal function, Lognormal function, and Weibull function [15]. Base on experimental results, Sun et al. [15] found that the Weibull function was appropriate for the mathematical description of the grain-size distribution of all kinds of sediments while the application of Normal function for fluvial and lacustrine sediments was also acceptable. Although these methods, especially Weibull function, performed well in sediment in fitting grain-size distribution, they often need subjective experience of the researchers, and the definite criteria for environmental determination have not been given. Based on the data of borehole Lz908, Yi et al. analyzed the evolution of the sedimentary environment. Besides grain-size data, they also used the data of magnetic susceptibility, tree pollen, radiocarbon dating, and optically stimulated luminescence (OSL) dating [16, 17]. Can the same conclusion be obtained by using only the grain-size data which are the relatively convenient and low-priced indices?

In this paper, we introduce complex network into the data modeling of sediment grain-size data. Based on the theory of bipartite graph [18], we construct the Sample Grain-Size bipartite weighted network model which can objectively reflect the association relationships between sediment samples and grain sizes. By using projection, we will construct the Sample network model from the bipartite network. After repeatedly testing based on tens of representative clustering algorithms, we have selected the Mini Batch K-means algorithm [19], an optimization algorithm combined with the K-means algorithm [20], and the classical batch algorithm [21] to split the Sample nodes into their categories and find the relationships between the sedimentary environment and grain size. After 400 tests, we can find the most appropriate parameters in Mini Batch K-means algorithm. Finally, we will use four evaluation indices AMI, NMI, completeness, and precision to verify the accuracy and efficiency of clustering divisions.

\[ \text{MI}(U, V) = \sum_{i=1}^{\left| U \right|} \sum_{j=1}^{\left| V \right|} P(i, j) \log \left( \frac{P(i, j)}{P(i)P(j)} \right), \]

where \( P(i, j) = |U_i \cap V_j|/N \) represents the probability that an object picks at random falls into both classes \( U_i \) and \( V_j \). The two label assignments \( U \) and \( V \) have the corresponding entropy \( H(U) \) and \( H(V) \) defined as follows:

\[ H(U) = - \sum_{i=1}^{\left| U \right|} P(i) \log (P(i)), \]

\[ H(V) = - \sum_{j=1}^{\left| V \right|} P'(j) \log (P'(j)). \]

The NMI and the Adjusted Mutual Information (AMI) [25] are defined as

\[ \text{NMI}(U, V) = \frac{\text{MI}(U, V)}{\sqrt{H(U)H(V)}}, \]

\[ \text{AMI}(U, V) = \frac{\text{MI} - E[\text{MI}]}{\max (H(U), H(V)) - E[\text{MI}]} \]

where \( E[\text{MI}] \) is the expected value for MI. The range of NMI and AMI is \([0, 1]\) and \([-1, 1]\), respectively.

2. Evaluation Functions

In the research field of complex networks, researchers always use several representative performance evaluation indices AMI, NMI, completeness, and precision to verify the accuracy and efficiency of clustering divisions. It is universally acknowledged that the higher the value of one index is, the better the result of clustering division is. Therefore, we will also use these four evaluation indices to verify the clustering result of sediment grain-size samples.

2.1. NMI and AMI. Normalized Mutual Information (NMI) [22, 23] is an approach to measure shared information between two data distribution by the information theory in which entropy is defined as the information included in a distribution [24].

2.2. Completeness. Based on the standard partitioning precious study results of known grain-size samples, conditional entropy analysis is used to define some intuitive measures. The completeness assigns all nodes in the given class to the same cluster [26, 27]. The completeness is formally given by

\[ c = 1 - \frac{H(K|C)}{H(K)}, \]

where \( H(K) \) is the entropy of the classes and \( H(C|K) \) is the conditional entropy of the classes given the cluster assignments.

2.3. Precision. Precision [28] \((P)\) is the number of true positives \((T_p)\) over \(T_p + F_p\) plus the number of false positives \((F_p)\). The precision is given by

\[ P = \frac{T_p}{T_p + F_p}. \]

3. Dataset of Sediment/Grain-Size

The sediment samples of this study came from borehole Lz908 (37° 09’N, 118° 58’E), which is located in the southern Bohai Sea, China (Figure 1). The borehole was drilled to 101.3 m below the surface in 2007, and the recovery rate
reached 75%. The existing research results show that this region developed into three transgressive layers from late Pleistocene, and the thickness of fluvial, lacustrine, and marine sediments reached 2000–3000 m in this basin [16]. We extracted 2141 sediment samples of grain size from the borehole based on a 2 cm interval. We tested the grain size by using a thorough pretreatment method at the First Institute of Oceanography, State Oceanic Administration, China. The measuring instrument for grain size was a Mastersizer 2000 laser particle analyzer produced by the UK company Malvern; the measurement range was 0.02–2000 μm; the repeated measuring error was less than 3%.

We calculate the Phi value of every sediment sample by using 51 sequences (Table 1), which represent the corresponding magnitude of various grain sizes. The data describe the percentage of the magnitude of each grain size accounting for the total magnitude of the grain size. Consequently, we constructed a dataset $X$ with the $2141 \times 51$ matrix, where $X_{ij}$ denoted the percentage composition of the $j$th grain size in the $i$th sample (Table 1).

### Table 1: The dataset of “Sediment/Grain-Size” in the borehole Lz908.

| No. of samples | No. of layers | Depth of top (m) | Depth of bottom (m) | >11.75(φ) | 11.75–11.50 | … | 0.25–0.00 | 0.00–0.25 | −0.25–−0.50 | <−0.5 (φ) |
|----------------|--------------|-----------------|-------------------|-----------|-------------|---|---------|---------|----------|---------|
| Lz01-01        | 0001         | 2.45            | 2.47              | 0.00      | 17%         | … | 0.00    | 0.00    | 0.00     | 0.00    |
| …              | …            | …               | …                 | …         | …           | … | …       | …       | …        | …       |
| Lz59-77        | 2141         | 101.32          | 101.34            | 0.00      | 16%         | … | …       | …       | …        | …       |

(The size of sediment samples is 2141, and the number of various magnitudes of grain size is 51; 0.17 denotes the percentage of grain sizes with the magnitude of 11.75–11.50 accounting for the total number of 51 magnitudes of grain size in sample Lz01-01).

### 4. Construction of Sample/Grain-Size Bipartite Network

In this paper, we construct the Sample/Grain-Size network based on the bipartite graph theory [18] in which the graph is denoted as $G = (V, E)$, where $V$ is the node set and $E$ represents the edge set. In the bipartite graph theory, $V$ is divided into two disjoint subsets $(A, B)$, where $A$ is one class of nodes and $B$ represents the other class; $E$ denotes the association relationships between a node in the set $A$ and a node in the set $B$.

According to this theory, the construction process of Sample/Grain-Size bipartite weighted network model is as follows.

In this process, one class, $A$, is the sample nodes and another class, $B$, denotes the grain-size nodes. As shown in Figure 2, the sample node numbered as Lz04-076 includes several grain-size nodes with the magnitude of 7.25–7.00. If the sample node includes a grain-size node, an edge will exist between this sample node and the corresponding grain-size
node. The weight of edge denotes the number of grain sizes included in one sample. Based on this regular, we construct the final Sample/Grain-Size bipartite weighted network model as follows (Figure 3).

In this bipartite network, we identify the grain-size nodes as a green color, corresponding to the 51 class grain sizes with different magnitudes; we mark sample nodes as a pink color, corresponding to 2141 sets of samples. This model can clearly reflect the association relationships between the sample nodes and the grain-size nodes.

We construct a Sample network model projected from the Sample/Grain-Size bipartite network model (Figure 4). The Sample network model has 2141 nodes and 44,198 edges; a node denotes a sample and an edge represents that the two samples contain a grain size with the same magnitude. The weight of edge shows the frequency of the two samples having the same grain size.

5. Sediment Grain-Size Sample Analysis Based on Mini Batch K-Means

5.1. Idea of Sediment Grain-Size Data Analysis. In this paper, we cluster the Sample network model by the Mini Batch K-means algorithm. In the processing of every iteration time for the sediment samples, we randomly extract the mini batch subsamples from the total samples and update every mini batch sample by using the method of convex combination. At the same time, we use the per-center learning rates to increase the speed of the convergence rate. As the iteration times increased, we detect the convergence condition of this algorithm when the clustering result has no change in successive iterations. In the end, we divide the sample nodes into several clusters.

5.2. Steps of Sediment Grain-Size Sample Data Analysis

Step 1 Randomly extract $b$ mini batch subsamples $M$ from sediment sample dataset $X$ with 2141 samples and 51 properties.

Step 2 Randomly select $k$ samples as the initial clustering centers; save them into an array $C$ storing $k$ clustering centers which will be changed as the algorithm runs.

Step 3 Select a sample $x$ from $M$; calculate the clustering central sample node $d_x$ having the nearest distance to the sample $x$ by using Euclidean distance; save results in an array $d$. The Euclidean distance is as follows:

$$f(C,x) = \min_{c \in C} \sqrt{\sum_{i=1}^{51} (x_i - c_i)^2},$$

where $f(C,x)$ indicates the nearest Euclidean distance between the sample $x$ and the central nodes in $C$. The $i$th property in the sample $x$ is $x_i$.

Step 4 Acquire sample $x$ and $d_x$; update the per-center counter $v$:

$$v[c] \leftarrow v[c] + 1.$$  \hspace{1cm} (8)

Step 5 Get the real-time per-center learning rates $\eta$, which speeds up the convergence of this algorithm:

$$\eta \leftarrow \frac{1}{v[c]}.$$  \hspace{1cm} (9)

Step 6 Take the gradient step:

$$c \leftarrow (1 - \eta)c + \eta x.$$  \hspace{1cm} (10)

Step 7 If $M = \text{null}$, all the samples have been divided into a cluster, otherwise, return to step 4.
Step 8 If $\text{iteration time} \leq t$, return to step 1. The algorithm will stop when the convergence condition is satisfied or the $\text{iteration time} > t$.

Algorithms 1 and 2 show the pseudocode of Mini Batch K-means algorithm for sediment sample data processing.

6. Simulations and Analysis

6.1. Multi-Index Analysis of Clustering Results. In this paper, we use the four indices AMI, NMI, completeness, and precision to verify the clustering result of sediment samples. We set the classical two parameters as mini batch and reassignment ratio in the Mini Batch K-means algorithm. After repeatedly testing 400 times, we acquire the corresponding results in Table 2. The maximum values in different evaluation indices are marked as bold numbers: 0.40919072, 0.41485376, 0.44747697, and 0.92254367.

6.2. Heatmap Analysis of Clustering Results. The following heatmaps can objectively reflect the accuracy and efficiency of the clustering division of sediment sample data calculated by Mini Batch K-means algorithms. In each figure, every square represents the index score with different mini batch and reassignment ratio in a certain evaluation index. The various colors in the rightmost dashboard show the different scores, and the score range of every index is $[0, 1]$. The gradation of color in every square represents the size of the value.

As shown in Figures 5 and 6, the AMI can acquire the maximum value 0.40919072 when $\text{reassignment ratio} = 0.025$ and $\text{mini batch} = 25$. The maximum value of NMI is 0.41485376 under the same parameters.
| Evaluation indices | Mini batch | AMI | NMI | Completeness |
|-------------------|------------|-----|-----|--------------|
|                   | 10         | 25  | 50  | 100          |
| 0                 | 0.228121362 | 0.25517102 | 0.246499356 | 0.21748105 | 0.22942857 | 0.361703405 | 0.371481989 | 0.236873987 | 0.34965912 | 0.228301649 |
| 0.001             | 0.373092772 | 0.324590503 | 0.234202515 | 0.239467411 | 0.22129395 | 0.229442857 | 0.227561299 | 0.223790795 | 0.220360264 | 0.37526487 | 0.218485929 |
| 0.002             | 0.287940243 | 0.229004742 | 0.3374708 | 0.225374328 | 0.233574328 | 0.235566424 | 0.385927006 | 0.221894111 | 0.228575807 | 0.23965912 | 0.228301649 |
| 0.005             | 0.220865936 | 0.379613278 | 0.395471433 | 0.328717495 | 0.24129445 | 0.227166056 | 0.22900056 | 0.229179683 | 0.22522543 | 0.228301649 |
| 0.01              | 0.358589182 | 0.224356998 | 0.321456804 | 0.387382703 | 0.386584589 | 0.379123233 | 0.335335515 | 0.384883676 | 0.261293993 | 0.228301649 |
| 0.015             | 0.210690796 | 0.257350101 | 0.368430163 | 0.233628522 | 0.372797418 | 0.231384 | 0.233574328 | 0.22848663 | 0.221894111 | 0.228301649 |
| 0.02              | 0.370419215 | 0.38086717 | 0.225687744 | 0.286139436 | 0.234934679 | 0.23374328 | 0.235566424 | 0.23374328 | 0.221894111 | 0.228301649 |
| 0.025             | 0.220488612 | 0.40991072 | 0.38521657 | 0.362715555 | 0.3521657 | 0.23374328 | 0.235566424 | 0.23374328 | 0.221894111 | 0.228301649 |
| 0.03              | 0.363837358 | 0.404243026 | 0.398269621 | 0.365365022 | 0.372797418 | 0.231384 | 0.233574328 | 0.22848663 | 0.221894111 | 0.228301649 |
| 0.04              | 0.366158042 | 0.236552972 | 0.239042077 | 0.257480966 | 0.236364478 | 0.234551192 | 0.2295108 | 0.375532013 | 0.375173865 | 0.22942857 |

**Table 2:** Values of different parameters, reassignment ratio and mini batch, in different evaluation indices.
Table 2: Continued.

| Evaluation indices | Mini batch | 10     | 25     | 50     | 100    | 150    | 200    | 250    | 300    | 350    | 400    |
|--------------------|------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Reassignment ratio |            |        |        |        |        |        |        |        |        |        |        |
| 0                  | 0.656160673| 0.320345633| 0.450546474| 0.218505371| 0.43829986| 0.420252219| 0.202391406| 0.46034563| 0.297141523| 0.43829986|
| 0.01               | 0.241709482| 0.427986922| 0.297786081| 0.287473143| 0.425408688| 0.207547875| 0.203035965| 0.425408688| 0.199813171| 0.21463802|
| 0.002              | 0.205614199| 0.660028024| 0.890742644| 0.437010743| 0.203680523| 0.205614199| 0.297786081| 0.286828585| 0.290695936| 0.431209715|
| 0.005              | 0.429276039| 0.198524054| 0.511779542| 0.409294722| 0.208836992| 0.431854274| 0.653582438| 0.433143391| 0.297786081| 0.297786081|
| 0.01               | 0.366109295| 0.210126109| 0.230751985| 0.921368519| 0.253956095| 0.369332088| 0.297141523| 0.599439514| 0.366109295| 0.273292854|
| 0.015              | 0.288762261| 0.207547875| 0.204325082| 0.204325082| 0.446034563| 0.435721625| 0.437010743| 0.437655301| 0.215282578| 0.296496964|
| 0.02               | 0.355796357| 0.750910789| 0.209481551| 0.510490425| 0.299719757| 0.204325082| 0.422185894| 0.427986922| 0.206903316| 0.436366184|
| 0.025              | 0.870798692| **0.92254367**| 0.406071929| 0.35901915 | 0.29843064 | 0.281027557| 0.431854274| 0.436366184| 0.273937412| 0.297786081|
| 0.03               | 0.211415227| 0.422830453| 0.191433909| 0.20496964 | 0.288762261| 0.299075199| 0.210126109| 0.370621205| 0.340971509| 0.441522653|
| 0.04               | 0.24235404 | 0.435077067| 0.288117702| 0.487930873| 0.297141523| 0.297786081| 0.255889771| 0.252022419| 0.43829986| 0.43829986|
Figure 5: Heatmap of AMI scores.

Figure 6: Heatmap of NMI scores.

Figure 7: Heatmap of completeness scores.
Based on Figures 7 and 8, the completeness and precision can acquire the maximum values 0.44747697 and 0.92254367, respectively, when reassignment ratio $\epsilon = 0.025$ and mini batch = 25.

Through clustering analysis, we can assign these samples to their actual sediment clusters. Objectively, precision is the most significant index from these four performance evaluation indices. By analyzing the simulation results above, we can know that the clustering result of sediment grain-size samples calculated by Mini Batch K-means algorithm with appropriate parameters, $\epsilon = 0.025$ and mini batch = 25, has high precision: 0.92254367. The other three indices can also acquire maximum values: AMI = 0.40919072, NMI = 0.41485376, and completeness = 0.44747697.

6.3. Network Characteristic Analysis of Clustering Results and Comparison with Other Studies. We calculate the clustering result of sediment grain-size samples by using the Mini Batch K-means algorithm with the most appropriate parameters, $\epsilon = 0.025$ and mini batch = 25. The simulation results are in Table 3 and Figure 9.

According to Table 3 and Figure 9, we divide the Sample network model into three clusters calculated by the Mini Batch K-means algorithm. Yi et al. divided the sedimentary environment of Lz908 through a variety of indices in the representative manuscripts [12, 16]. Compared with their results, the three clusters correspond three sedimentary environments: marine, fluvial, and lacustrine. The green cluster shows that these samples can be assigned to the marine sediment category; the orange cluster indicates that these samples can be split into fluvial; the blue cluster represents that these samples can be divided into lacustrine. This network can require a high precision, 0.92254367, of clustering division when the parameters of Mini Batch K-means algorithm are set as $\epsilon = 0.025$ and mini batch = 25. Furthermore, we find that most of the different points with precious studies are located at the junction of different sediment types (Figure 10). These results show that this method of analyzing sedimentary environment by using grain size is extremely effective and accurate.

7. Conclusions

During the last several decades, researchers have made significant advances in the environmental interpretation of grain-size analyses, but the definite criteria for environmental determination have not been given. Previous studies often overemphasized the subjective experience of the researcher and usually combined grain-size analysis with other methods and rarely used only grain size for sedimentary environment analysis. Recently, complex networks have been playing an increasingly significant role in data mining and knowledge discovery because they can reveal the potential relationship and concealed information between things. In this paper, we use complex networks and the bipartite graph theory to construct a Sample/Grain-Size network model and a Sample network model. Furthermore, we use the Mini Batch K-means algorithm to cluster the sediment grain-size samples.
We use the representative evaluation indices AMI, NMI, completeness, and precision to verify the precision of the clustering results for the sample division. Simulation results show that this algorithm can divide the Sample network into three clusters—marine, fluvial, and lacustrine—a fact which is almost identical to the division in the classical manuscripts. At the same time, the evaluation indices can also acquire high values when we set the appropriate parameters as $\varepsilon = 0.025$ and mini batch $= 25$. The results also denote that the clustering results are efficient; for example, the samples that have the same classification with traditional method are up to $0.92254367$, an excellent calculation result through a relatively convenient and low-priced way.
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