Active Learning Pipeline for Brain Mapping in a High Performance Computing Environment
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Abstract—This paper describes a scalable active learning pipeline prototype for large-scale brain mapping that leverages high performance computing power. It enables high-throughput evaluation of algorithm results, which, after human review, are used for iterative machine learning model training. Image processing and machine learning are performed in a batch layer. Benchmark testing of image processing using pMATLAB shows that a 100× increase in throughput (10,000%) can be achieved while total processing time only increases by 9% on Xeon-G6 CPUs and by 22% on Xeon-E5 CPUs, indicating robust scalability. The images and algorithm results are provided through a serving layer to a browser-based user interface for interactive review. This pipeline has the potential to greatly reduce the manual annotation burden and improve the overall performance of machine learning-based brain mapping.
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I. INTRODUCTION

One of the top priorities of the BRAIN Initiative led by the US Government is to map human brains at multiple scales (https://braininitiative.nih.gov/). Detailed maps of connected neurons in both local circuits and distributed brain systems, once reconstructed, will facilitate our understanding of the relationship between neuronal structure and function. Advances in brain imaging techniques have made it possible to image the brain structures at high throughput (on the order of terabytes/hour), over a large field of view (multiple brain regions), and at high resolution (cellular or sub-cellular) [1]–[6]. Datasets of a whole human brain are estimated to be on the order of up to several petabytes, which is effectively impossible to process manually. Image processing and visualization techniques are being developed to assist the neuroscientific discovery [7]–[9]. While there are many methods to analyze high-resolution neuroimaging data, accurate neuron segmentation and tracing at scale (terabyte and above in size) are some of the fundamental processing tasks that still need to be optimized.

II. RELATED WORK

A. Existing deep learning algorithms for neuron segmentation

Deep learning-based methods, such as convolutional neural networks, often use segmentation techniques to distinguish neurons from the background [10]–[12]. Two architectures in particular, Mask Regional CNN (R-CNN) [13], [14] and 2D or 3D U-net [15], [16], are gaining popularity in this area. Vuola et al. [17] examined the strengths and weaknesses of the two techniques on the nuclei segmentation data from the Kaggle 2018 Data Science bowl [18]. Various improvements have been suggested for the use of 3D U-Net to trace axons [12]. Flood-filling to trace neurons outward from an initial neuron voxel [19] has also been reported. Our recent work has explored transfer learning and domain adaptation methods for neuron segmentation with limited annotations [20].

B. Active learning for brain mapping

While deep learning-based approaches have shown to be effective in neuron segmentation and tracing, one major challenge is the lack of annotated data, which often requires domain knowledge. The manual process is also laborious and time consuming. In addition, there is lack of tools that allow domain experts to review the algorithm results at scale.

In the scenarios where data may be abundant but labels are scarce or expensive to obtain, active learning is a viable solution and has been used in modern machine learning. Active learning is a special case of machine learning in which a learning algorithm can interactively cue a user to label new data points with the desired outputs. Active learning aims to achieve high accuracy using as few labeled instances as
possible, thereby minimizing the cost of obtaining labeled data [21]. How to select data samples for human annotation is an ongoing research area, where a variety of algorithms have been investigated [22], [23]. Another key component of an active learning process is the interactive user interface through which a human annotator reviews the selected queries. Even though there are open source neuroscientific software [8], [24] and commercial products such as Neurolucida 360 (MBF Bioscience, Williston, VT) available, existing tools are primarily workstation-based and are limited to processing a few neurons at a time. Thus, they are not scalable to densely labelled microscopy brain data of multiple brain regions.

To address this unmet need, we developed a prototype active learning pipeline in a high performance computing (HPC) environment, which enables parallel data processing tasks (including image processing and machine learning) behind the scenes, while supporting an interactive browser-based front-end graphical user interface with 2D/3D views. Users can review the images and algorithm outputs through the browser interface. Modification of the algorithm outputs are saved and sent back to the data management server for the next iteration of machine learning model training. Fig. 1 illustrates the main components of the pipeline.

III. Materials and Methods

A. Dataset

In this paper, we will primarily focus on data acquired using microscopy (e.g., light-sheet) from brain tissue samples prepared with tissue clearance (e.g., CLARITY [2]) and labeled with dense-labeling markers. Each dataset, composed of multiple partially overlapping z-stacks that can be registered into a consolidated 3D volume, often reaches multiple terabytes in size. To develop and test our pipeline, we used a dataset acquired from the cortex region of a rat brain as an example. The tissue sample measured approximately 4mm × 3mm × 2mm, and free floating sections went through immunofluorescence staining and labeling of cell nuclei. A fluorescent DNA stain, DAPI (4,6-diamidino-2-phenylindole), was used to mark nuclei, and a protein stain was used to tag the proto-oncogene c-Fos that is expressed within some neurons following neuronal activity [25]. A light-sheet microscope (ZEISS Lightsheet Z.1, Oberkochen, Germany) with a 20× objective acquired images of the sample in a 5 × 5 snake-like grid pattern, yielding 25 separate image volumes. Each volumetric stack consisted of 1920 × 1920 × 397 voxels (volumetric pixels) at a resolution of 0.227 µm × 0.227 µm × 1 µm. The data were stored as 16-bit grayscale slices on two channels corresponding to the signals from each of the two stains. As the microscope sweeps across the sample, there is typically 5% to 10% of overlap between adjacent locations in the grid so that cells are not clipped at the edges of the field of view. Thus, a stitching algorithm is needed in post-processing to account for variable overlap when merging the image volumes back together.

B. High performance computing environment

We used the MIT Supercloud as the HPC environment for our pipeline prototype development. The MIT Supercloud enables traditional enterprise computing and cloud computing workloads to be run on an HPC cluster. The software stack, which contains all of the system and application software, resides on every node [26].

HPC systems require efficient mechanisms for rapidly identifying available computing resources, allocating those resources to programs, and launching the programs on the allocated resources. The open-source SLURM software [27] provides scalable cluster management, a job scheduling sys-
tem, and is independent of programming language or parallel programming models [26].

One unique tool on the MIT Supercloud is parallel MATLAB (pMATLAB), which parallelizes MATLAB scripts by implementing parallel global array semantics using standard operator overloading techniques [28]. This allows scientists and engineers to quickly prototype algorithms in MATLAB and launch the runs on HPC through SLURM job scheduling without having to acquire in-depth parallel programming knowledge beforehand.

C. Proposed active learning pipeline

In our proposed active learning pipeline, neuron detection algorithms are applied to brain imaging datasets using pMATLAB so that all the volumes in a dataset are processed at the same time. The raw images and results are then stitched together to form the original large field of view. The stitched data and results are ingested into a data management server called a precomputed server (PCS) (https://github.com/chunglabmit/precomputed-tif), initially developed by the Chung Lab at MIT. The data and results can then be served/queried through a browser-based tool called Neuroglancer (https://github.com/google/neuroglancer), originally developed by Google.

We made a number of modifications and extensions to the PCS and Neuroglancer in order to ingest, serve, and visualize raw images and algorithm results, as well as save any changes made by users for iterative machine learning model training:

- Ingest raw image volumes and neuron/glia/centroid/axon algorithm outputs
- Support visualization of algorithm detections overlaid on the raw imagery (along with existing visualization of imagery)
- Save updated annotation data after human review
- Provide data scalability (for use with Neuroglancer) by breaking up annotation data into blocks and keeping stitched imagery
- Support JSON, CSV, and HDF5 formats
- Support serving multiple datasets at once

We augmented the concept of layers in Neuroglancer to display image data from each channel (e.g., images from multiple stains such as DAPI and c-Fos) and algorithm results in layers, which can be turned on and off dynamically by the user. All of the layers are displayed by default. We also extended existing functions or implemented new features in Neuroglancer to facilitate the review of data. Fig. 2 is a list of major actions and key combos that we extended/developed for human evaluation.

D. Batch Layer

Fig. 3 provides a more detailed view of the HPC environment, which is divided into a batch layer and a serving layer. The batch layer performs the image processing that generates results to be reviewed by the end user. For the example dataset used in this paper, the batch layer first uses pMATLAB code to perform automatic 3D segmentation of cell nuclei in each image volume in the 25-block dataset, which contains approximately \(37 \times 10^9\) voxels. Our segmentation method employs the difference of Gaussians technique in combination with a 3D morphological watershed algorithm to extract nuclei edges and segment individual regions [29]. The next step is to separate neurons and glial cells within the cortex images in order to perform multi-channel coincidence analysis on neurons only. The signals from the DAPI stain correspond to nuclei locations of all cell types within the cortex. In addition to neurons, this brain region includes glia, such as astrocytes, oligodendrocytes, and Schwann cells. After 3D segmentation, a support vector machine (SVM) was applied to split the cell nuclei detection into neuron and glia classes. The SVM was previously trained on an image volume containing manually labeled cells with several features, including volume, diameter, and statistical measures of voxel intensity (mean, standard deviation, kurtosis, and skew). Through five-fold cross-validation, the SVM achieved a mean accuracy of 97% as measured by area under the receiver operating characteristic (ROC) curve. After nuclei detection is completed throughout each image volume, the dataset is stitched back together in the original grid pattern, with overlapping regions automatically detected and merged with our dynamic stitching algorithm. The images are initially aligned with one voxel of overlap starting at the edges, and then stepped in one voxel increments up to 10% of their width and height. A difference image of each overlap region is computed to serve as a loss function, which is normalized by
the total number of voxels in the region. The minimum loss value occurs at the optimal number of overlapping voxels.

E. Serving Layer

The serving layer of this pipeline consists of a browser-based front-end interface (Neuroglancer) used for visualization of brain imagery (e.g., axons and neuron centroids) and the PCS services which acts as a back-end for hosting the images for use with Neuroglancer. HAProxy is used to enable the web proxy capabilities for HTTPS requests for the Neuroglancer and PCS services. All of these components of the serving layer are started using a single master SLURM batch script in the HPC environment.

IV. RESULTS

Fig. 4 is an example of the DAPI channel raw imagery and algorithm results displayed in the Neuroglancer interface. The four-pane view consists of 3 orthogonal cross-sectional views as well as a 3D view (bottom left pane). Raw data imagery is displayed as grayscale images in 3D. The algorithm-segmented neurons are outlined in red, and the detected centroids are marked with red dots. Glial cells are marked in blue.

In this example, there are 25 volumes/blocks of raw images, and all are displayed to provide a global overview. To maintain the interactive nature of the interface, only the algorithm results from the block where the mouse cursor is positioned will be overlaid on top of the raw imagery. The user can zoom and pan, scroll through the slices, and move, add, or delete an annotation. The header at the top of the Neuroglancer interface displays the information of the dataset and annotation layers. All of the layers are displayed by default. The user can choose to turn off a layer by clicking on the name.

Fig. 5 shows the performance benchmarking results of the timing and scalability of the parallel image processing pipeline in the batch layer. We assessed the scenarios of processing a single image volume, a $5 \times 5$ grid (25 volumes), and a $10 \times 10$ grid (100 volumes) using pMATLAB, and reported these sizes as the total number of voxels processed. The experiments were repeated on two CPU types: Intel Xeon CPU E5-2680 v4 (abbreviated as Xeon-E5) and Intel Xeon Gold 6248 CPU (abbreviated as Xeon-G6). The plot shows how utilizing an HPC environment with parallelized code can generate results at large scales without a significant increase in time cost. The trend holds up on both the Xeon-E5 and Xeon-G6 CPUs. Specifically, we achieved a $100 \times$ increase in throughput (10,000%) while only increasing the total processing time by 9% on the Xeon-G6 and by 22% on the Xeon-E5.

V. SUMMARY AND FUTURE WORK

This paper presented a scalable active learning pipeline prototype for large-scale brain mapping that leverages high performance computing power. Image processing and machine learning are performed in a batch layer, while images and algorithm results are provided through a serving layer to a browser-based user interface for interactive review. This pipeline has the potential to greatly reduce the manual annotation burden and improve the overall performance of machine learning-based brain mapping.

With the active learning pipeline prototype established, we will process more large-scale brain imaging datasets in the batch layer, visualize the neuron detection results in the serving layer for user review, and then incorporate the corrected segmentation maps as labels for re-training machine learning algorithms. Moving towards imaging of a whole rat brain, we could expect data acquisition on the order of a $100 \times 100$
Fig. 4. Example of the DAPI channel in Neuroglancer. The four-pane view consists of 3 orthogonal cross-sectional views as well as a 3D view (bottom left pane). Raw data are displayed as grayscale images in 3D. The algorithm segmented neurons are outlined in red, and the detected centroids are marked with red dots. Glial cells are marked in blue.

Fig. 5. Performance evaluation of the batch layer in parallel processing 1, 25, and 100 image volumes with pMATLAB, reported as the number of image voxels. The time difference to process 1 and 100 image volumes is within 0.5 hours on the Xeon-G6 CPUs and about one hour on the Xeon-E5 CPUs, indicating robust scalability.

grid, yielding 10,000 image volumes. At our current scaling rate on Xeon-G6 CPUs, assuming resource availability, we estimate that a 10,000$x$ increase in throughput (1,000,000%) over a single volume would only cost an additional 30% in computing time. More functions in Neuroglancer will be implemented to facilitate the human evaluation. We will also explore advanced algorithms, including query strategy frameworks [21], to optimize the selection of data samples to be reviewed by the user in order to maximize the learning outcome with as few number of samples to review as possible. Over time, we expect this active learning framework to yield increasingly better accuracy in segmenting and tracing neurons in unlabeled image volumes.
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