Algorithms and architectures of speech recognition systems
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ABSTRACT

Digital processing of speech signal and the voice recognition algorithm is very important for fast and accurate automatic scoring of the recognition technology. A voice is a signal of infinite information. The direct analysis and synthesis of a complex speech signal is due to the fact that the information is contained in the signal. Speech is the most natural way of communicating people. The task of speech recognition is to convert speech into a sequence of words using a computer program. This article presents an algorithm of extracting MFCC for speech recognition. The MFCC algorithm reduces the processing power by 53% compared to the conventional algorithm. Automatic speech recognition using Matlab.
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Introduction

Automatic speech recognition is a dynamically developing area in the field of artificial intelligence.

Speech recognition is the process of recognizing words spoken by a person based on an automatic speech signal. The length of a word can be different at different frequencies, and the same length depends on the same words, different parts of words are different from the apparent rate of difference in the environment. You need to align the time to get the distance between the speeches (represented as vector sequences). The comparison of the concept of dynamic alignment by spectral sequence of words has been used to solve the problems.

The problem of speech recognition is a current problem today.

Most modern methods used to solve it require large computational resources, the amount of which is often limited. The impossibility of wide application of many algorithms today, for example, in mobile devices makes researchers look for more effective methods.

This article describes the algorithm and analysis of speech recognition methods, the identification of the shortcomings of each of them. Development of the program for speech recognition and experiment.

The speech recognition module includes two main digital signal processes: function extraction and function matching.

The first one processes the word spoken by the user and generates its functions. The spoken speech is first converted into a digital domain, and the digital sampled speech is processed to extract functions using the MFCC approach, which evaluates the vocal track filter. In section I preprocessing of the speech signal is discussed, in section II we consider the selection of speech characteristics using the MFCC approach, the architectures of the automatic speech recognition system are considered in section III.

Preprocessing The Speech Signal

When recording speech, the amplitude of the sound signal is influenced by a number of factors: the volume of the speaker’s voice, its distance from the microphone, etc. These factors lead to a large variability in the volume of the speech signal [1]. This phenomenon is especially noticeable when using a heterogeneous sound recording equipment To eliminate the volume spread, the amplitude normalization procedure is applied. Using this technique, the amplitude of a signal lies in boundaries $[\frac{\Delta}{2}, \frac{\Delta}{2}]$ (Fig. 1).

$$\hat{p}[n] = \frac{\Delta}{\text{max}|p[n]|} \cdot p[n]$$  \hspace{1cm} (1)

where $\Delta$ — normalization band width, symmetric about the abscissa axis (for example, in Fig. 1. $\Delta = 1$).

![Figure 1. The digitized speech signal before (a) and after (b) normalization.](image)

To estimate the volume variability, we will consider a set of $Q$ examples of uttering one or more words. Let's find the average value of the volume $M_q$ [2] for the $i$-th example with length of $N$ samples and average $M_Q$ for $Q$ examples:

$$M(q) = \frac{1}{N} \sum_{n=1}^{N} |p[n]|, \; q = 1, ..., Q;$$  \hspace{1cm} (2)

$$M_Q = \frac{1}{Q} \sum_{q=1}^{Q} M(q)$$  \hspace{1cm} (3)
After that, we calculate the relative deviation \( (q) \) of the volume of each example from the mean:

\[
D_q = \frac{\sigma}{\mu} = \frac{\sum_{i=1}^{n} (x_i - \mu)}{\sum_{i=1}^{n} x_i}
\]  
(4)

It can be seen from the formulas (2), (3) that both the absolute value of the count and the number of these samples influence the result in the example, therefore it is necessary to estimate the variability of the volume of the set of examples of one class, hence the length of which is approximately the same, and the variation in the loudness of the base as a whole. Figure 2.a)-b) shows \( D(\cdot) \) for \( Q = 100 \) recorded examples of the word "three" before and after normalization, respectively. The volume spread was 28.5\% for the original examples and 14.3\% for the normalized ones. Graphs 2.b)-d) show \( q(\cdot) \) for speech database from \( Q = 2000 \) examples of different utterances. The volume spread was 24.8\% for the original database and 23.11\%- normalized.

**Figure 2.** The deviation of the example energy from the average energy value for (a, b) original examples and normalized (b, d).

As can be seen from the study, the use of normalization always allows to reduce the volume spread for different utterances. These results were obtained for a speech database collected under the same conditions on the only available equipment, so in general, normalization played a minor role. However, normalization is necessary in the operation of a real system, when the speech signal is received under different conditions.

**Feature Extraction Of Speech Using Mfcc Algorithm**

Thus, a signal sounds at the input of our system. The sound is divided into frames - sections of 25 ms with overlapping frames equal to 10 ms. For processing the audio signal should be converted into a signal spectrum, or in the form of logarithmic spectrum, with subsequent scaling, since this corresponds to the human perception of sound (Mel-scale). Then the signal is represented in the form of MFCC (Mel-frequency cepstral coefficients) by applying a discrete cosine transform. MFCC is usually a vector of thirteen real numbers, it represents the energy of the signal spectrum. This method takes into account the wave nature of the signal, the mel-scale allocates the most significant frequencies perceived by the person, and the number of MFCC coefficients can be set by any number, which allows to compress the frame and reduce the amount of information processed [3].

We will consider the algorithm of MFCC-conversion of the received audio signal. The received audio signal is discretized:

\[
x[n], 0 \leq n < N.
\]  
(5)

We represent it as the Fourier transform:

\[
X[k] = \sum_{n=0}^{N-1} x[n] e^{-j2\pi nk/N}, 0 \leq k < N.
\]  
(6)

We calculate the filter comb using the window:

\[
H_m = \begin{cases} 
0 & k < f[m-1]; \\
\frac{(k-f[m-1])}{(f[m]-f[m-1])} & f[m-1] \leq k < f[m]; \\
\frac{(f[m+1]-k)}{(f[m+1]-f[m])} & f[m] \leq k < f[m+1]; \\
0 & k > f[m+1],
\end{cases}
\]  
(7)

where \( f[m] \) is equal to

\[
f[m] = \left( \sum_{n=0}^{N-1} x[n] e^{-j2\pi nk/N} \right) / N.
\]  
(8)

We represent our frequencies in the form of a Mel-scale in (b):

\[
B^{-1}(b) = 700 \left( \frac{b}{1125} \right)^{-1}
\]  
(9)

where the energy of the windows will be

\[
S[m] = \ln \left( \sum_{n=0}^{N-1} |X[m][k]|^2 H_m[k] \right), 0 \leq m < M
\]  
(10)

We obtain the MFCC coefficients:

\[
c[m] = \sum_{n=0}^{N-1} S[m] \cos \left( \pi \left( \frac{m + \frac{1}{2}}{M} \right) \right).
\]  
(11)

Let our frame be represented as a discrete value vector according to the formula (9).

We calculate the spectrum of the signal:

\[
X[k] = \sum_{n=0}^{N-1} x[n] e^{-j2\pi nk/N}, 0 \leq k < N
\]  
(12)

\[
H[k] = 0.54 - 0.46 \cdot \cos \left( \frac{2\pi n}{N-1} \right)
\]  
(13)

\[
X[k] = X[k] \cdot H[k], 0 \leq k < N
\]  
(14)

On the OX axis, the frequency is plotted in Hertz, the magnitude-on the axis OY, so as not to bind to complex quantities (Figure 3):

Mel representation shows the significance of individual sound frequencies for a person, depends on the specific frequencies of sound, and on the volume, and on the timbre of a person. Mel-scale is calculated as follows (forward and reverse conversion):

\[
M = 1127 \cdot \log \left( 1 + \frac{F}{700} \right)
\]  
(15)

\[
F = 700 \cdot \left( e^{M/22.05} - 1 \right)
\]  
(16)

**Figure 3.** Representation of the original signal as the Fourier transformation
The graph of the Mel-scale versus frequency is shown in Fig. 4. These computing units are the most common in speech recognition systems, because they correspond to the peculiarities of human perception of sound. We will consider an example: a frame with a length of 256 samples, the sound frequency of 16 kHz are given. Let human speech be concentrated in the frequency range from 300 Hz to 8 kHz. The most frequently used number of Mel-coefficients is ten, and we will use it.

At first it is necessary to calculate a comb of filters to present the spectrum in the mel-scale format. The Mel filter is a triangular window that sums the energy at its frequency range and calculates the mel coefficients. Since we know the number of coefficients, we can build a set of ten filters (Figure 5).

In the low frequency range (the frequencies that we are most interested in), the number of windows is larger, which provides high resolution. This can significantly improve the quality of recognition.

In order to find the signal energy, we multiply the signal spectrum vector and the window function, as a result of which we obtain the coefficients vector. If they are squared and represented as a logarithm and obtained from them by cepstral coefficients, then we obtain the desired mel-coefficients. Cepstral coefficients can be obtained using the Fourier transformation, and the discrete cosine transformation.

As we have already said, the frame length is 256 samples of the signal, the frequency is 16 kHz (it is plotted along the OX axis). We will put the calculated scale on the signal spectrum.

\[
 f(i) = \text{floor}((\text{frameSize} + 1) \times h(i) / \text{sampleRate}) 
\]

which corresponds

\[
 f(i) = 4; 8; 12; 17; 23; 31; 40; 52; 66; 82; 103; 128 
\]

By control points we will build filters:

\[
 H_m = \begin{cases} 
 0 & k < f[m - 1] \\
 (f[m] - f[m - 1]) / (f[m + 1] - f[m]) & f[m - 1] \leq k < f[m] \\
 (f[m + 1] - f[m]) & f[m] \leq k < f[m + 1] \\
 0 & k > f[m + 1] 
\end{cases} 
\]

The filter is multiplied with the spectrum:

\[
 S[m] = \log\left(\sum_{k=0}^{N-1} |X[k]|^2 H_m[k] \right) 
\]

\[
 0 \leq m < M 
\]

Mel-filters are applied to the energy of the spectrum, then the resulting values are taken the logarithm. The discrete cosine transformation is applied to obtain the cepstral coefficients, it compresses the obtained results, increases the contribution of the first coefficients and reduces the contribution of the latter.

\[
 C[i] = \sum_{m=0}^{M-1} S[m] \cos\left(\pi (m + \frac{1}{2}) / M \right) 
\]

\[
 0 \leq 1 < M 
\]

It turns out that we have 12 coefficients (Fig. 5). As a result, a small finite set of values (for example, twelve coefficients in our case) allows us to replace the use of a huge numeric array of signal samples, either the signal spectrum or the signal periodogram. Each word of finite length corresponds to a set of Mel-frequency cepstral coefficients. Then it is necessary to find the closest model for a certain set of Mel-frequency cepstral coefficients. For this we are looking for the Euclidean distance between the vector of chalk-frequency cepstral coefficients and the vector of the model under study. The required model is the one with the smallest calculated distance.

The set of MFCC coefficients for the same word may differ, for example, if the word is pronounced by two different people, or the pronunciation speed is different. For these purposes, the algorithm of dynamic time transformation is used. It calculates the optimal time deformation between the compared time sequences.

\[
\text{Experimental Part} 
\]

I have written the program in the Matlab environment and conducted an experimental study of the algorithm for recognizing speech signals, the task was to collect data on word recognition: "Torequl ..." Each word was uttered three times by three people. The noise threshold was set, although the noise was insignificant, but it still could affect the
results. The results of the statistical data are given in the tables.

| Table 1 Data on the word "Torequl ...." |
|--------------------------------------|
| Attempt 1 | Attempt 2 | Attempt 3 | Attempt 4 | Attempt 5 |
|-----------|-----------|-----------|-----------|-----------|
| Man 1     | +         | -         | +         | +         | -         |
| Man 2     | -         | +         | +         | +         | -         |
| Man 3     | -         | +         | +         | -         | +         |
| Man 4     | +         | +         | -         | -         | +         |
| Man 5     | -         | +         | -         | -         | -         |
| Man 6     | +         | +         | -         | +         | +         |
| Man 7     | -         | +         | +         | +         | +         |

In total, it turns out that the recognition percentage of the word "Torequl ..." is about 75%.

Algorithm Of The Program

At the beginning of the work, the main program window is displayed. Then an audio message is sent to the microphone dynamic speaker which is responsible for the input module of the voice signal. Then, the user selects the program mode on the main window. If the reference creation mode is selected, for which the module of the reference database creation is responsible, the program processes and stores the input signal from the microphone and displays the spectrum on the screen. If the recognition mode is selected, the program processes the results and compares them with the pre-recorded reference in the database, stores the input signal and proceeds to its recognition by calculating the first and second finite difference of the total phase function, i.e. we determine the number of sounds in this word, as can be seen from the previous simulation. We determine the start and end of the word by selecting the envelope. The recognition result is displayed. Figure 11 shows a schematic view of the program. The scheme is shown below.

![Figure 11. Algorithm of the program](image-url)

Conclusion

It was noted that the MFCC for each individual user is unique. Certain variations were observed due to differences in the locality of the recording area. These MFCC are then compared, that is, the MFCC pattern and the real-time input are compared for each user. In programming, the Euclidean distance is used to compare the pattern and the input in real time. Thus, the MFCC algorithm is used for speech recognition.

The approach discussed was tested on the voices of different people. The database was created for the voice of 7 different persons, corresponding to the numbers from 0 to 9 and some control words. The MFCC coefficients corresponding to these training voice samples were stored together with the calculated weights. MFCC is calculated for the test sample. The article has been written on the basis of the project
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