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The Euclidean space, obtained by the analytical continuation of time, to an imaginary time, is used to model thermal systems. In this work, it is taken a step further to systems with spatial thermal variation, by developing an equivalence between the spatial variation of temperature in a thermal bath and the curvature of the Euclidean space. The variation in temperature is recast as a variation in the metric, leading to a curved Euclidean space. The equivalence is substantiated by analyzing the Polyakov loop, the partition function and the periodicity of the correlation function. The bulk thermodynamic properties like the energy, entropy and the Helmholtz free energy are calculated from the partition function, for small metric perturbations, for a neutral scalar field. The Dirac equation for an external Dirac spinor, traversing in a thermal bath with spatial thermal gradients, is solved in the curved Euclidean space. The fundamental behavior exhibited by the Dirac spinor eigenstate, may provide a possible mechanism to validate the theory, at a more basal level, than examining only bulk thermodynamic properties. Furthermore, in order to verify the equivalence at the level of classical mechanics, the geodesic equation is analyzed in a classical backdrop. The mathematical apparatus is borrowed from the physics of quantum theory in a gravity-induced space-time curvature. As spatial thermal variations are obtainable at QCD or QED energies, it may be feasible for the proposed formulation to be validated experimentally.
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I. INTRODUCTION

Systems with spatial thermal gradients is ubiquitous from the Quantum Chromodynamic (QCD) systems like the Quark Gluon Plasma (QGP) [1, 2], to astronomical objects like the interior of the Sun. This paper focuses on the smaller scales where quantum mechanical effects can be influenced by thermal gradients. The Euclidean space-time, obtained by analytical continuation of time in Minkowski space-time to an imaginary time, is often used to model thermal systems [3-5]. More recent literature on the applications of thermal field theory is available in Refs. [6-17]. The temperature is modeled as the inverse of imaginary time. In this work, the temperature variation is modeled by recasting it as a variation in the metric. This leads to a curved Euclidean space. In Ref. [18], this concept has been used to evaluate the Wilson loop using gauge-gravity duality, for the purpose of calculating the effect of temperature gradient on quark, antiquark potential. The current work places the concept on a firmer footing by exploring the important aspects of imaginary time formalism, like the partition function and the correlation function, in a curved Euclidean space. The thermal bath needs to be in local thermal equilibrium. The current formalism may not be good enough for systems in non-equilibrium or very far from equilibrium. The analysis is restricted to a canonical ensemble, and thus would be applicable to a system with vanishing chemical potential. However, the grand canonical ensemble is touched upon in Sec. [VIII B] The thermal bath is considered to be static (time independent). This work also elaborates the physical implications of the theory which can be used to validate the theory experimentally.

A covariant approach could involve considering a complex 4-D space as \( X^\mu \equiv x^\mu + i\beta^\mu \), with \( x^\mu \) being the conventional space-time, and \( \beta^\mu = \beta u^\mu \), where, \( u^\mu \) is the four-velocity representing the flow of the thermal medium, and \( \beta \) is the inverse temperature. It is trivially seen that this space, under a Lorentz boost, would transform as, \( X'^\nu = \Lambda^\nu_\mu X^\mu \), where, \( \Lambda_\mu^\nu \) represents the Lorentz transformation. If the thermal medium is stationary, i.e., \( u^\mu = (1, 0, 0, 0) \), then the complex space-time reduces to \( (t + i\beta, x, y, z) \). In the case of a time invariant system, it is sufficient to consider the sub-space \( (i\beta, x, y, z) \), which forms the co-ordinate space for the imaginary time formalism, considered in this work. One might also be tempted to view the original 4-D complex space, \( x^\mu + i\beta^\mu \), as a 8-D, \( \beta^\mu \times x^\nu \), space. The 8-D space under a Lorentz boost would transform as:

\[
\begin{pmatrix}
\beta^{\gamma} \\
\chi^{\delta}
\end{pmatrix} = \begin{pmatrix}
\Lambda_{\gamma}^\alpha & 0 \\
0 & \Lambda_{\beta}^\delta
\end{pmatrix}
\begin{pmatrix}
\beta^{\alpha} \\
\chi^{\beta}
\end{pmatrix}.
\]

The sub-space, \( \beta^\mu \), can be thought of as the sub-space spanned by the thermal bath. The sub-space, \( x^\nu \), could be used to describe the system immersed in the thermal bath. Additionally, \( \beta^\mu \) could itself depend on \( x^\nu \). A formulation that captures the interaction between the thermal bath and the system within it, would be expected to involve both the sub-spaces. Let us consider the following

*Corresponding author:
Email: gans.phy@gmail.com
metric tensor in this 8D space:

\[ G^{8D} = \begin{bmatrix} h_{00} & 0 \\ 0 & g_{\mu\nu} \end{bmatrix} \tag{2} \]

The \( \rho, \sigma, \mu \) and \( \nu \) indices vary within their 4-D subspaces respectively. The metric elements, \( g_{\mu\nu} \), are the usual metric elements describing the curvature of space-time, \( x^\mu \), under a gravitational field. The interpretation of \( h_{\rho\sigma} \) is yet to be ascertained. In the limit \( u^\mu = (1, 0, 0, 0) \), the 8-D \( \beta^\mu \times \beta^\nu \) space, reduces to the five dimensional space \( (i\beta, t, x, y, z) \). Under the additional more restrictive conditions,

- the thermal bath and the system immersed in it is time invariant,
- \( g_{00} = 1; \ g_{0i} = 0 \ \forall i = 1, 2, 3, \)

it suffices to consider the 4-D Euclidean subspace, \( (i\beta, x, y, z) \), which again leads to the imaginary time formalism. The metric for the 4-D sub-space, \( (i\beta, x, y, z) \), can be inferred from Eq. (2) as:

\[ G^{Euc} = \begin{bmatrix} h_{00} & 0 \\ 0 & g_{i\beta} \end{bmatrix} \tag{3} \]

where \( i, j = 1, 2, 3 \). The rest of the paper develops the interpretation of \( h_{00}(x, y, z) \) as the spatial thermal gradient. In other words, the equivalence between a curved Euclidean space and spatial thermal gradients is developed. It may be emphasized, that, treating \( t \) and \( i\beta \) as distinct dimensions, provides a simple mechanism to enable the metric elements, \( g_{00} \) and \( h_{00} \), to be independent of each other. In particular, the Euclidean space is curved, whilst, the underlying Minkowski space-time is flat. Another consequence of the 8-D space is the doubling of the degrees of freedom, which is shown as a necessity to define a thermal vacuum in thermo field dynamics [19, 20]. Since, the current work deals with the special case of a 4D Euclidean subspace, it can be seen as a step towards a generic covariant treatment of systems with both spatial and temporal thermal gradients. For the sake of future reference, the gravity induced metric in the Lorentzian space-time is denoted as:

\[ G_{\mu\nu}^{grav} = g_{\mu\nu}, \tag{4} \]

with \( \mu, \nu = 0, 1, 2, 3 \). The values of \( g_{ij}(i, j = 1, 2, 3) \) are actually irrelevant to the development of the proposed formalism. Since \( g_{00} \) is already taken as 1 in the context of imaginary time formalism, one can then assume \( g_{\mu\nu} = \eta_{\mu\nu} \), without any further loss of generality.

In his seminal work, Matsubara [3] had evaluated the partition function using the mathematical apparatus of quantum field theory (QFT). In the current work, we show that the evaluation of the partition function, in the context of a temperature gradient, is consistent with the reformulation of a system with a temperature gradient as a curved Euclidean space. The correlation function is central to the calculation of the propagators in the imaginary time formalism. The periodicity of the correlation function, leads to a cylindrical topological space. It is shown that the periodicity of the correlation function is maintained when the temperature variation is recast as a variation in the Euclidean metric. After the above theoretical foundations, the partition function is used to calculate bulk thermodynamic parameters like energy, Helmholtz free energy and entropy, for a neutral scalar field in the curved Euclidean space. A curved Euclidean space leads to the introduction of geodesics. The meaning and interpretation of the geodesic in the Euclidean space is explored. Comparing the geodesic equations with the kinetics of a test particle in a classical framework, helps to explore the equivalence at the level of classical mechanics. These aspects help to establish the concept of a curved Euclidean space to model temperature gradients, on a firmer footing. The equivalence between the spatial thermal gradients and the curved Euclidean space is introduced using a Wilson-Polyakov loop. This has been explained in Ref. [19], but is mentioned here again for clarity. The equivalence is then substantiated by developing the partition function, periodicity of the correlation function and the geodesic equation.

Having established a reasonable justification for such a mathematical model to capture thermal gradients, the question arises, whether there is any non-trivial, peculiar physical phenomenon, which can be used to check if the hypothesis is or is not a valid description of the physical world. The thermodynamic properties of a neutral scalar field, and the interpretation of the geodesic equation, at a classical level, are steps towards this objective. For a more persuasive phenomenon, the Dirac equation is subsequently explored in the curved static Euclidean space, in Sec. VII. This involves modeling an external Dirac spinor, traversing a thermal system with spatial thermal gradients. The fundamental behavior of the eigenstate is intriguing. One would see later in Fig. 1, that, even when the temperature is non-zero, in the case of a negative temperature gradient, the wave-function can actually increase in a thermal bath. This aspect seems peculiar, as one would normally expect a wave-function to only decay in a thermal bath. If this is observed experimentally, it can provide evidence that the curved Euclidean space approach is indeed a valid mathematical description of the physical systems having a temperature gradient. The analysis of the behavior of a single eigenstate instead of the bulk thermodynamic properties, might be a more fundamental validation of the proposed theory. While writing this manuscript, it has come to my attention, that, Ref. [21] has proposed an analogous formalism for modeling local thermal equilibrium in the context of a hydrodynamic flow. Reference [21] has attempted to model the thermal bath in a covariant way, by considering the "space-time" to be spanned by \( \beta^\mu = \beta u^\mu \), where \( u^\mu \) is the four-velocity of the thermal bath. However, for a static thermal bath, with \( u^\mu = (1, 0, 0, 0) \), the space-time reduces to a 1-D space. Additionally, it considers
only the 4-D space, $\beta^\mu$, instead of the 8-D space, $\beta^\mu \times x^\nu$. Consequently, the formalism in Ref. [21], could preclude certain important phenomenon of interest, like the one highlighted in this paper, in Sec. VII from being manifested. Furthermore, the 4D sub-space of $\beta^\mu \times x^\nu$, i.e., the sub-space $(i, x, y, z)$, is required for the equivalence hypothesis in Sec. [11] Thus, there are fundamental differences between the current approach and the approach adopted in Ref. [21].

If the curved Euclidean space hypothesis indeed describes the physical world, it may open up interesting possibilities. Since the energies required for obtaining a curved Euclidean space can be obtained in the lab, it may be feasible to validate the quantum theory in a curved Euclidean space experimentally, unlike the quantum theory in a gravitational field.

The primary goal of this paper is to help establish the concept of a curved Euclidean space, i.e., $G_{Euc} \neq I$, for modeling thermal gradients. However, it could be tempting to compare it with quantum mechanics in a curved Lorentzian space, i.e., $G_{grav} \neq \eta_{\mu\nu}$, as it could provide insights for either theory. Quantum theory, in a gravity induced curved space-time, with Lorentzian signature (referred to as a curved Lorentzian space for short), is a topic of intense research [22–29]. In fact, it has led to many interesting phenomena like the Hawking radiation [30] and Unruh effect [31]. However, testing the quantum theory in a curved space-time is a formidable challenge due to the high energies required to curve space-time. It may be interesting to analyze the similarities and differences between the quantum theory in the curved Lorentzian space and the quantum theory in the curved Euclidean space. We elucidate the effect of the curvature on a fermion wave-function, when it passes through the curved Euclidean space ($G_{Euc} \neq I$), and a curved Lorentzian space ($G_{grav} \neq \eta_{\mu\nu}$), by solving the Dirac equation, which models an external massive Dirac spinor, traversing a curved Euclidean space. This section also captures the numerical work performed for solving the Dirac equation.

Another phenomenon that bears mathematical resemblance to the proposed phenomenon, but occurs in the curved Lorentzian space, is the Ehrenfest-Tolman effect [32, 33]. The Ehrenfest-Tolman phenomenon is about the appearance of thermal gradients, in a thermal system at global equilibrium, in the presence of a gravitational field. This topic is touched upon in Sec. [III].

The thermal bath can either be a QCD plasma or a Quantum Electrodynamics (QED) plasma [34, 35]. If the thermal bath were to be a QCD plasma, namely the QGP, then the energies involved would be in the GeV scale, and the distances involved would be in femtometer scale. QGP is currently being produced at the Large Hadron Collider (LHC) and the Relativistic Heavy Ion Collider (RHIC) [1]. If, however the thermal bath were to be a QED plasma, then the energies reduce further to keV or even tens of ev [36], and the distances involved would be in nanometer (nm) or picometer (pm) range. Additionally, it may be easier to obtain the stationarity (not time dependent) conditions, required for the applicability of the proposed formalism, in a QED plasma.

The rest of the paper is as follows. The equivalence is first intuitively introduced using a Wilson Polyakov loop correlator in Sec. [III]. The Euclidean path integral formulation of the partition function is then developed for a system in local thermal equilibrium in Sec. [III] which substantiates the mathematical equivalence with a curved Euclidean space. Section [IV] explores the periodicity of the correlation function. For small variations in the temperature, the thermodynamic parameters like energy, entropy and the Helmholtz free energy are calculated for a neutral scalar field in Sec. [V]. The geodesic equation, in a classical context, is explored in Sec. [V]. In Sec. [VI] we solve the Dirac equation, which models an external massive Dirac spinor, traversing a curved Euclidean space. This section also captures the numerical work performed for solving the Dirac equation. The effect of spatial curvature on the fermion 3-momentum is explored. This is then compared with the Dirac equation in a curved Lorentzian space-time. The physical interpretations of aspects like the Matsubara eigenstates and other subtle aspects of the formalism are covered in Sec. [VIII]. Finally, in Sec. [IX] we draw the conclusions.

II. THE EQUIVALENCE: A HYPOTHESIS

Let us first consider a scenario, where a heavy Quark and anti-Quark are placed in a thermal bath, having a temperature gradient. The Wilson-Polyakov loop that has been used to model the scenario of the temperature gradient is depicted in Fig. [1] [18]. The relation of the Wilson-Polyakov loop correlator to the potential between the Quark and anti-Quark could be modeled as [37]:

$$<P(0)P(L)> = e^{-VQQ^{\beta}},$$

where, $\beta = \frac{1}{\Theta}$ and $\Theta$ is the temperature of the system. $V_{QQ}$ is the potential between the Quark and anti-Quark. In the case of a QCD system, the two particles in the system are the Quark and anti-Quark. One can however, choose a QED system, in which the particles in the thermal bath could be two oppositely charged leptons, e.g., muon and anti-muon. The Polyakov loop is the trace of the Wilson line integrated from 0 to $\beta$ in the Euclideanized time, i.e., $P(x) = \frac{1}{T}Tr [T \exp (-i \int_0^\beta A_0(x, \tau) d\tau) ]$. Here, $A(x, \tau)$ is the pure gauge field. In the case of QCD, a time ordering operator, $T$, would be required. While evaluating the Polyakov loop correlator, the Minkowski space time is converted to a Euclideanized time by the use of an imaginary periodic time.
FIG. 1: Wilson-Polyakov loop to model the potential between two particles in a potential gradient. The two solid vertical lines represent the two Wilson lines, corresponding to the two Polyakov loops $P(0)$ and $P(L)$.

If there is a temperature gradient, then the R.H.S. of Eq. 5 poses a problem. There is no provision to have a spatial variation of $\beta$. To resolve this issue, let us probe the Euclidean space further. In the imaginary time formalism, the space-time fabric is a uniform topological cylinder, in a Euclidean space of radius $\frac{\beta^2}{\pi}$. The contour in Fig. 1 seems to indicate that the cylinder is non-uniform, with radii $\frac{\beta^2}{\pi}$ and $\frac{\beta^2 + \Delta \beta}{\pi}$ at the two ends. Thus, application of Eq. 5 becomes a challenge. However, it is possible to alternatively view the topological cylinder as a uniform cylinder in a curved Euclidean space (a straight line in curved space would be curved). If one were to evaluate the Polyakov loop correlator, in Eq. 5 in the field theoretic domain, one would then in principle, evaluate the correlator in the curved Euclidean space, with a "constant" $\beta$. In Sec. IV and VII we determine the value of this constant $\beta$.

Another perspective is that, in a Minkowski space-time, if time were to depend on the spatial location, then, the dependence can be seen as a result of curvature in the Minkowski space-time. Analogously, if the temperature were to depend on spatial location, then the Euclidean space should be curved.

This gives rise to an equivalence principle, that variation in temperature can be recast as a variation in the metric, leading to a curved Euclidean space. This equivalence principle has been used in Ref. 18 to evaluate the quark anti-quark potential in the presence of thermal gradients, using the gauge-gravity duality. An inverse argument can also be made. In the gravity dual domain, the temperature gradient is introduced by perturbing a black string metric, which in turn perturbs the AdS space. Due to gauge-gravity duality, the perturbation of the AdS space, translates to the perturbation of the Euclidean space in the field theoretic domain. A diagrammatic representation of how the gauge-gravity duality naturally leads to the equivalence principle, is depicted in Fig. 2. Figure 2 summarizes the basic concept behind Ref. 18. In Fig. 2 block C is obtained by perturbing the AdS space (block B). The Euclidean metric in block A, is equivalently perturbed to obtain block D. Gauge-gravity duality, then implies that block D and block C are duals of each other. Thus, the calculation of the Wilson loop in Fig. 1 using gauge-gravity duality, in Ref. 18, can be seen to substantiate the proposed equivalence hypothesis.

Since spatial temperature variation is required, the thermal bath (either the QCD or QED thermal bath), would be in a state of local thermal equilibrium, instead of a full-fledged global thermal equilibrium.

Before concluding this section, let us explore the mechanism of arriving at a desired spatial temperature profile, which is stationary in time. From Ref. 38, the variation of temperature with time is given by:

$$\rho C_v \frac{\partial \Theta}{\partial t} = \dot{q} + \nabla \cdot k \nabla \Theta,$$

where $\rho$ is the density, $C_v$ is the specific heat at constant volume, $k$ is a constant and $\dot{q}$ is the energy generated (or sunk) per unit volume. For temperature to be stationary in time ($\frac{\partial \Theta}{\partial t} = 0$), we get,

$$\dot{q} = -\nabla \cdot k \nabla \Theta.$$

Thus, with the help of appropriate external heat sources and sinks, a desired temperature profile could be generated, which is stationary in time.
III. THE PARTITION FUNCTION

The partition function is a very fundamental thermodynamic quantity.

A time invariant Hamiltonian lends itself to a more explicit analysis. Hence we shall start with a time invariant Hamiltonian, and subsequently, touch upon the case of a generic Hamiltonian. In either case, the temperature does not vary with time, i.e., $\frac{dT}{dt} = 0$.

A. Time invariant Hamiltonian

Kapusta and Gale [39], have outlined the derivation of the partition function in a functional integral form for a time invariant Hamiltonian. The derivation in this section parallels Ref. [39], albeit, modified for spatial thermal variation.

We rewrite the Hamiltonian, $H$, in terms of the spatial Hamiltonian density $\mathcal{H}$ [39],

$$H = \int d^3x \mathcal{H}(\hat{\pi}(x,0), \hat{\phi}(x,0)) \equiv \int d^3x \mathcal{H}(x).$$

For economy of notation, the form $\mathcal{H}(x)$ is used as a shortened representation of $\mathcal{H}(\hat{\pi}(x,0), \hat{\phi}(x,0))$.

The evolution of a quantum state from $|\phi_0\rangle$ to a state $|\phi_t\rangle$, in time $t$, is given by $\langle \phi_0 | U(H, t) | \phi_t \rangle$, with, $U(H, t) = e^{-i \int H dt}$. The analytical continuation, $t \rightarrow -i \tau$, gives, $U(H, \beta) = \exp(\int_0^\beta -H d\tau)$. We wish to extend this for systems with spatial thermal variation, $\beta(x)$. We represent $\beta(x) = s(x) \beta_0$, with $\beta_0 = \beta(x = (0, 0, 0))$, i.e., $s(0) = 1$. This relegates the spatial variation to $s(x)$. Then,

$$U(\mathcal{H}, \beta_0) = \exp\left(-\int_0^{\beta(x)} \mathcal{H}(x)d\tau d^3x\right) = \exp\left(-\int s(x) \mathcal{H}(x) \beta_0 d^3x\right).$$

To develop the path integral formulation, we proceed in a manner, which is very similar to the uniform temperature case. Let $\beta_0$ be sliced into $N$ slices, i.e., $\beta_0 = N \Delta \beta$, with $N \rightarrow \infty$ and $\Delta \beta \rightarrow 0$. This gives,

$$U(\mathcal{H}, \beta_0) = \lim_{\Delta \beta \rightarrow 0} \exp \left(- \sum_n \left[ \int s(x) \mathcal{H}(x)d^3x \right] \Delta \beta\right)$$

$$= \lim_{\Delta \beta \rightarrow 0} \prod_n \exp \left(- \int s(x) \mathcal{H}(x)d^3x \right) \Delta \beta.$$  \hspace{1cm} (12)

Let $|\pi_j\rangle$ be the conjugate momentum eigenstate. Inserting a complete set of eigenstates:

$$I = \int \langle \phi_j | \langle \phi_j | d\phi_j \times \int \langle \pi_{j-1} | \langle \pi_{j-1} | d\pi_{j-1} \frac{d\Delta \beta}{2\pi}.$$ 

between each product term in Eq. (12) and

$$I = \int \langle \pi_{N-1} | \langle \pi_{N-1} | d\pi_{N-1} \frac{d\Delta \beta}{2\pi}; \hspace{1cm} I = \int \langle \phi_1 | \langle \phi_1 | d\phi_1,$$

in the beginning and the end of R.H.S. of Eq. (12) respectively, we get the expression for $\langle \phi_f | U(\mathcal{H}, \beta_0) | \phi_0 \rangle$, represented by $K(\phi_f, \phi_0, \beta_0)$:

$$K(\phi_f, \phi_0, \beta_0) = \lim_{\Delta \beta \rightarrow 0} \int \prod_{j=1}^{N-1} \langle \phi_{j+1} | \langle \phi_j |$$

$$\times \langle \pi_j | \exp \left(-\int s(x) \mathcal{H}(x) \Delta \beta d^3x \right) |\phi_j \rangle |\phi_0 \rangle d\phi_j \frac{d\pi_j}{2\pi}.$$  \hspace{1cm} (13)

where, $\phi_N = \phi_f$. $Z(\beta_0) = tr[K(\phi_f, \phi_0, \beta_0)]$ would provide the partition function in a thermal medium with spatial thermal distribution. $\frac{1}{\mathcal{H}(x)}$ Equation (13) contains the integrand $s(x) \mathcal{H}(x) \Delta \beta d^3x$, instead of $\mathcal{H}(x) \Delta \beta d^3x$. This can also be viewed as multiplying $\mathcal{H}(x)$ with an infinitesimal 4-volume element $\sqrt{|G^{Euc}|} d^3x \Delta \beta$ (as $\Delta \beta \rightarrow 0$), in a curved Euclidean space with metric $G^{Euc} = diag(s(x)^2, 1, 1, 1)$. The factor, $s(x)^2$, is identified with the metric element $G^{Euc}_{00} = h_{00}(x)$ (refer Eq. (9)). Thus, Eq. (13) can be interpreted as a path integral in a curved space with the metric, $G^{Euc}$. In fact, the element, $s(x)^2$, can be identified with the metric element, $h_{00}(x)$, in Eq. (11) itself, by re-writing the R.H.S. as $\exp \left(-\int_0^{\beta(x)} s(x) \mathcal{H}(x) d\tau d^3x\right)$, thus, either in the form of the path integral formulation, Eq. (11) or the basic form in Eq. (11) the partition function naturally lends itself to the re-interpretation of a thermal gradient as a curvature of the Euclidean metric.

We now evaluate Eq. (13) and determine the partition function in the curved Euclidean space. The expression in Eq. (13) can be evaluated using the relations:

$$\langle \phi_{j+1} | \langle \pi_j \rangle = \exp \left(i \int d^3x \pi_j(x) \phi_{j+1}(x) \right).$$  \hspace{1cm} (14)
\[ \langle \pi_j \rangle \exp \left( -i \int s(x) \mathcal{H} d^3x \Delta \beta \right) |\phi_j \rangle = \langle \pi_j | \phi_j \rangle \exp \left( -i \int s(x) \mathcal{H}_j d^3x \Delta \beta \right), \quad (15) \]

with, \( \mathcal{H}_j = \mathcal{H}(\pi_j, \phi_j) \), and

\[ \langle \phi_1 | \phi_0 \rangle = \prod_x \delta (\phi_1(x) - \phi_0(x)). \quad (16) \]

Inserting Eqs. [14] [15] and [16] in Eq. [13] we obtain,

\[ K(\phi_f, \phi, \beta_0) = \lim_{\Delta \beta \to 0} \int \prod_j d\phi_j \frac{d\tau_j}{2\pi} \exp \left\{ \int d^3x \right. \]
\[ \times \left[ i\pi_j(x) \left( \phi_{j+1}(x) - \phi_j(x) \right) - s(x) \mathcal{H}_j \Delta \beta \right] \right\} \quad (17) \]
\[ = \lim_{\Delta \beta \to 0} \int \left( \prod_j d\phi_j \frac{d\tau_j}{2\pi} \right) \exp \left\{ \sum_l (\Delta \beta \int d^3x \right. \]
\[ \times s(x) \left[ i\pi_l(x) \left( \frac{\phi_{l+1}(x) - \phi_l(x)}{s(x) \Delta \beta} - \mathcal{H}_l \right) \right] \right\}. \quad (18) \]

Let us recollect that, \( s(x) = \sqrt{g_{00}(x)} \). Moreover, for the metric \( G^{Euc} = (s(x)^2, 1, 1, 1) \), we have, \( \sqrt{g^{Euc}} = s(x) \). Denoting the determinant of the Euclidean metric, \( |G^{Euc}| \), by \( g_e \), we obtain in the continuum limit:

\[ K(\phi_f, \phi, \beta_0) = \int D\phi \int \frac{D\pi}{2\pi} \exp \left\{ \int_0^{\beta_0} d\tau \int d^3x \sqrt{g_e} \right. \]
\[ \times \left[ i\pi(x, \tau) \frac{1}{\sqrt{g_{00}(x)}} D_0 \phi(x, \tau) - \mathcal{H}(\pi(x, \tau), \phi(x, \tau)) \right] \right\}. \quad (19) \]

where, \( S_E \) is the Euclidean action in the curved Euclidean space, and

\[ S_E(\beta_0) = \int_0^{\beta_0} d\tau \int d^3x \sqrt{g_e} \times \left[ i\pi(x, \tau) \frac{1}{\sqrt{h_{00}(x)}} D_0 \phi(x, \tau) - \mathcal{H}(\pi(x, \tau), \phi(x, \tau)) \right]. \quad (21) \]

The partition function is then:

\[ Z(\beta_0) = tr [K(\phi_f, \phi_0, \beta_0)] = tr \left[ \int D\phi \int \frac{D\pi}{2\pi} e^{S_E(\beta_0)} \right] \]
\[ = \int_{periodic} D\phi \int \frac{D\pi}{2\pi} e^{S_E(\beta_0)}, \quad (22) \]

The trace operation implies, \( \phi_f = \phi_0 \Rightarrow \phi(x, \beta_0) = \phi(x, 0) \). This leads to periodicity being introduced in the curved Euclidean space, just like in the flat Euclidean space. We shall look at the periodicity in more detail in Sec. [IV]. Equation [19] plays a pivotal role in establishing the concept of a curved Euclidean space, as an elegant formalism to model spatial thermal gradients. For a small temperature variation, i.e., for small values of \( s(x) = 1 \), the partition function, \( Z(\beta_0) \), and subsequently, the energy expectation value and entropy, have been calculated for a neutral scalar field in Sec. [VI].

In the current proposal, with the interpretation of the variation of temperature as a variation in the metric, we have,

\[ \beta(x) = \sqrt{h_{00}(x)} \beta_0. \quad (23) \]

This is reminiscent of the Ehrenfest and Tolman relation [32] [33]. The Ehrenfest and Tolman relation for a diagonal metric tensor \( diag(g_{00}(x), 1, 1, 1) \), gives,

\[ \beta(x) = \sqrt{-g_{00}(x)} \beta_0. \quad (24) \]

Apart from the replacement of \( -g_{00}(x) \) with \( h_{00}(x) \), the two relations, given by Eqs. [23] and [24], are similar, mathematically. The physics, however, is significantly different. Equation [24] is interpreted as the appearance of thermal gradients, in a system under global equilibrium, in the presence of a gravitational field. The Lorentzian spacetime is curved due to gravity. On the other hand, Eq. [23] is interpreted as the curvature of the Euclidean space (not Lorentzian) due to thermal gradients. The thermal gradients arise due to heat sources and sinks (Ref. Eqs. [6] and [7]). Gravitational field is absent, and the Lorentzian space continues to be flat. The thermal system is under local thermal equilibrium, and not global equilibrium. The similarities and differences lead to physical consequences. Figures [5] and [8] highlight the similarities and differences between the effect of a curved Euclidean and a curved Lorentzian space, on a Dirac fermion eigenstate. This is discussed further in Sec. [VII F].
B. Generic Hamiltonian

Let $H(t)$ be the form of the Hamiltonian, and $\mathcal{H}(\hat{\tau}(x), \phi(x), t) \equiv \mathcal{H}(x, t)$, be the corresponding Hamiltonian density. The analytic continuation, $t \to i\tau$, gives:

$$U(\mathcal{H}, \beta_0) = \exp \left( - \int \int_0^{s(x)\beta_0} \mathcal{H}(x, \tau) d\tau d^3x \right)$$

$$= \exp \left( - \int \left\{ F(x, s(x)\beta_0) - F(x, 0) \right\} d^3x \right),$$  \hspace{1cm} (25)

where $F(x, \tau) = \int \mathcal{H}(x, \tau) d\tau$. In the case of uniform temperature, the result can be written as:

$$U(\mathcal{H}, \tau_0) = \exp \left( - \int_0^{\tau_0} \mathcal{H}(x, \tau) d\tau d^3x \right)$$

$$= \exp \left( - \int \left\{ F(x, \tau_0) - F(x, 0) \right\} d^3x \right).$$  \hspace{1cm} (26)

Comparing Eqs. 25 and 20, the final result in Eq. 26 is obtained by a transformation, $\tau_0 \to s(x)\beta_0$, where $\tau_0$ itself is given by $i\tau_0 \rightarrow t$. The metric, $ds^2 = -dt^2 + dx^2 + dy^2 + dz^2$, would then transform to:

$$ds^2 = s(x)^2 d\beta^2 + dx^2 + dy^2 + dz^2.$$  \hspace{1cm} (27)

Note: $x \equiv (x, y, z)$. Again, this is a curved space with $h_{00}(x) = s(x)^2$, indicating a curved Euclideanized space.

The results of Sec. 3.1A and Sec. 3.1B indicate, that the evaluation of the partition function in the context of a spatial thermal variation, seamlessly leads to the re-interpretation of the spatial thermal variation as a curved Euclidean space.

C. Other Thermodynamic Quantities

With the re-interpretation of the temperature gradient as a system with uniform temperature, $\beta_0$, in a curved Euclidean space, the other thermodynamic quantities can be determined from the partition function $Z(\beta_0)$. The Helmholtz free energy, $A$, can be defined as:

$$A(\beta_0) = -\frac{1}{\beta_0} \ln(Z(\beta_0)).$$  \hspace{1cm} (28)

Since $g_{ij} = \delta_{ij}\forall i, j = 1, 2, 3$, the volume, $V$, remains the same as a flat Euclidean space. The entropy, $S(\beta_0)$, becomes:

$$S(\beta_0) = -\left( \frac{\partial A}{\partial \Theta_0} \right)_{\beta_0},$$  \hspace{1cm} (29)

where $\Theta_0 = \frac{1}{\beta_0}$.

IV. PERIODICITY OF THE CORRELATION FUNCTION

For the proposed equivalence between the thermal gradients and the curved Euclidean space to be valid, the periodicity of the correlation function, in a curved Euclidean space, needs to be established. We had touched upon the periodicity of the curved Euclidean space in Eq. 22. This section explores the periodicity of the correlation function in greater detail.

A. Time invariant Hamiltonian

The case where $\mathcal{H}(x)$ is time invariant, is first considered. From Eq. 11 we get,

$$U(\mathcal{H}, \beta_0) = \exp \left( - \left[ \int s(x)\mathcal{H}(x)d^3x \right] \beta_0 \right)$$

$$= \exp(-H'\beta_0).$$  \hspace{1cm} (30)

The periodicity of the correlation function is now manifest. An Heisenberg operator, $A$, would evolve as $e^{-H'\beta_0}A(t, i\beta_0)e^{H'\beta_0} = A(t, i\beta_0)$. For any two Heisenberg operators, $A$ and $B$, and partition function, $Z = Z(\beta_0)$, we proceed on lines similar to the standard (KMS) approach [4, 40, 41].

$$\langle A(t, i\beta_0)B(t', i\beta_0) \rangle = Z^{-1} \text{Tr} \left[ e^{-\beta_0H'}A(t, i\beta_0)B(t', i\beta_0) \right]$$

$$= Z^{-1} \text{Tr} \left[ e^{\beta_0H'}A(t, i\beta_0)e^{\beta_0H'}B(t', i\beta_0) \right]$$

$$= Z^{-1} \text{Tr} \left[ e^{-\beta_0H'}B(t', i\beta_0)A(t, i\beta_0) \right]$$

$$= \langle B(t', i\beta_0)A(t, i\beta_0) \rangle.$$  \hspace{1cm} (31)

This result reinforces the interpretation, that, in the curved Euclidean space, the topology is that of a cylinder of uniform radius $\frac{1}{\beta_0}$. The value of the "constant" $\beta$, in the R.H.S. of Eq. 25 would then be $\beta_0$.

B. Generic Hamiltonian

We now look at a generic Hamiltonian, $H(t) = H_0 + H_1(t)$, where $H_0$ is the free Hamiltonian, and $H_1(t)$ is the interaction part. $H_0$ continues to be time invariant, and the time dependence comes from $H_1(t)$. Let $\mathcal{H}(x, t)$, $\mathcal{H}_0(x)$ and $\mathcal{H}_1(x, t)$ be the corresponding Hamiltonian densities. In the curved Euclidean space, the effective free Hamiltonian becomes, $H'_0 = \int s(x)\mathcal{H}_0(x)d^3x$. Then, the interaction picture is given by (as $H'_0$ part of the Hamiltonian is time invariant),

$$\phi_I(\tau_0) = \exp(\tau_0H'_0) \phi(0) \exp(-\tau_0H'_0).$$  \hspace{1cm} (32)
The Heisenberg operator, $\phi_H(\tau_0)$, is given by:
\[
\phi_H(\tau_0) = \exp \left( \int_0^{s(\tau_0)} \mathcal{H} d\tau d^3x \right) \phi(0) 
\times \exp \left( - \int_0^{s(\tau_0)} \mathcal{H} d\tau d^3x \right).
\]  
(33)

The relation between the Heisenberg and Interaction picture is then:
\[
\phi_H(\tau_0) = \exp \left( \int_0^{s(\tau_0)} \mathcal{H} d\tau d^3x \right) \exp(-\tau_0 H'_0) \phi_I(\tau_0) 
\times \exp(\tau_0 H'_0) \exp \left( - \int_0^{s(\tau_0)} \mathcal{H} d\tau d^3x \right) 
= S^{-1}(\tau_0) \phi_I(\tau_0) S(\tau_0),
\]
(34)

where, $S(\tau_0) = \exp(\tau_0 H'_0) \exp \left( - \int_0^{s(\tau_0)} \mathcal{H} d\tau d^3x \right)$.

For convenience, let us define $R(\tau_0)$ as:
\[
R(\tau_0) = \exp \left( - \int_0^{s(\tau_0)} \mathcal{H}(\mathbf{x}, \tau)d\tau d^3x \right) 
= \exp(-\tau_0 H'_0)S(\tau_0).
\]
(35)

The periodicity of the correlation function is now analyzed for $0 < \tau_0 < \beta_0$.
\[
G_{\beta_0}(0, \tau_0) = \langle T \left[ \phi_H(0) \phi_H^\dagger(\tau_0) \right] \rangle 
= Z^{-1}(\beta_0) Tr \left\{ R(\beta_0) T \left[ \phi_H(0) \phi_H^\dagger(\tau_0) \right] \right\} 
= Z^{-1}(\beta_0) Tr \left\{ \pm R(\beta_0) \phi_H^\dagger(\tau_0) \phi_H(0) \right\} 
= \pm Z^{-1}(\beta_0) Tr \left\{ R(\beta_0) R^{-1}(\beta_0) \phi_H(0) R(\beta_0) \phi_H^\dagger(\tau_0) \right\}.
\]
(36)

It is easily seen from Eq. 33 that,
\[
R^{-1}(\beta_0) \phi_H(0) R(\beta_0) = \phi_H(\beta_0).
\]
(37)

This gives,
\[
G_{\beta_0}(0, \tau_0) = \pm Z^{-1}(\beta_0) Tr \left\{ R(\beta_0) \phi_H(\beta_0) \phi_H^\dagger(\tau_0) \right\} 
= \pm G_{\beta_0}(\beta_0, \tau_0),
\]
(38)

which manifests the periodicity of the correlation function. The ± sign depends on whether the particle is a fermion or a boson. The results of Eqs. 34 and 38 are similar in form, to the results of the uniform temperature case (flat Euclidean space) [11]. The evaluation of the Green’s function, however, is a lot more involved as compared to the uniform temperature case.

The question that now arises is, what happens to periodicity, if we had taken $s(x_i) = 1$ instead of $s(0) = 1$? Let $s_i(x_i) = 1$ and $\beta(x) = s(x_i) \beta_i$. Let’s define
\[
R'(\beta_i) = \exp \left( - \int_0^{s_i(x_i)} \mathcal{H}(\mathbf{x}, \tau)d\tau d^3x \right).
\]
(39)

Equation 38 would now read,
\[
G_{\beta_i}(0, \tau_0) = \pm G_{\beta_i}(\beta_i, \tau_0).
\]
(40)

This however does not mean that the periodicity has changed from $\beta_0$ to $\beta_i$, by merely redefining $s(x)$. The function $R'(\beta_i)$ is exactly identical to $R(\beta_0)$ since $s_i(x) \beta_i = s(x) \beta_0$. The correlation function, $G_{\beta_i}(0, \tau_0)$, is identical to $G_{\beta_0}(0, \tau_0)$. The topological cylinder is non-uniform as shown in Fig. 1 and hence possesses a non-uniform periodicity. Only the reference point related to the non uniform periodicity, has changed from $\beta_0$ to $\beta_i$.

In summary, it is seen that the periodicity of the correlation function, continues to be maintained in a curved Euclidean space.

V. NEUTRAL SCALAR FIELD

In this section, Eq. 22 is used to determine the partition function for a neutral scalar field, for the case where the temperature variations are small. This requirement translates to $s(x) - 1 (= \eta(x))$ being small. Subsequently, the energy, the Helmholtz free energy and entropy are calculated.

From Eq. 23 the transition amplitude for a scalar, $\phi(x, \tau)$, would be given by:
\[
K(\phi_f, \phi, \beta_0) = \int \mathcal{D}\phi \int \frac{D\pi}{2\pi} \exp \left\{ \int_0^{\beta_0} d\tau \int d^3x \sqrt{g} \right. 
\times \left[ i\pi(x, \tau) \frac{1}{\sqrt{h_{00}(x)}} \frac{\partial \phi(x, \tau)}{\partial \tau} - \mathcal{H}(\pi(x, \tau), \phi(x, \tau)) \right].
\]
(41)

The Lagrangian density for a neutral scalar field reads:
\[
\mathcal{L} = \frac{1}{2} \left( \partial_\mu \phi \partial^\mu \phi - m^2 \phi^2 \right),
\]
(42)

and the proper conjugate momenta is, $\pi \equiv \frac{1}{\sqrt{h_{00}}} \partial_\tau \phi$. Consequently, the Hamiltonian density is:
\[
\mathcal{H} = \frac{1}{2} \left( \pi^2 + (\nabla \phi)^2 + m^2 \phi^2 \right).
\]
(43)

The partition function then reads,
\[
Z = tr K(\phi_f, \phi, \beta_0) = \int_{\text{periodic}} \mathcal{D}\phi \int \frac{D\pi}{2\pi} 
\times \exp \left\{ \int_0^{\beta_0} d\tau \int d^3x \sqrt{g} \left[ i\pi(x, \tau) \frac{1}{\sqrt{h_{00}(x)}} \frac{\partial \phi(x, \tau)}{\partial \tau} 
- \frac{1}{2} \left( \pi^2 + (\nabla \phi(x, \tau))^2 + m^2 \phi(x, \tau)^2 \right) \right] \right\}.
\]
(44)

To perform the $D\pi$ integrals, we switch to the discretized version and divide the space into $M^3$ cubes of length $\Delta a$. 
each. Completing the square and integrating out $\pi(x)$, we get,

$$
Z = \left[ \prod_{N} \prod_{l=1}^{M^3} \left( \frac{1}{2\pi} \Delta \tau \Delta a^3 \sqrt{g_{c}(x_l)} \right) \right]^{1/2} \times \int_{\text{periodic}} D\phi \exp \left\{ \frac{1}{2} \int d\tau \int d^3x \sqrt{g_{c}} \left\{ \frac{1}{h_{00}(x)} \frac{\partial \phi}{\partial \tau} \frac{\partial \phi}{\partial \tau} - (N \phi)^2 - m^2 \phi^2 \right\} \right\}.
$$

For the sake of convenience, the continuum domain has been retained for the $\int D\phi$ integrals. Now, $\phi(x, \tau)$ can be decomposed as:

$$
\phi(x, \tau) = \sqrt{\frac{\beta_0}{V}} \sum_{n=-\infty}^{\infty} e^{iC_n \tau} e^{iP \frac{x}{\Phi n_{P_i}}},
$$

with, $P^0 = \hbar \omega C_n$, being the discrete Matsubara frequency, and $C_n = \frac{2n\pi}{\hbar \omega}$ for integer $n$. Also, $\Theta_0 = \frac{1}{\beta_0}$, is the “constant” temperature in the curved Euclidean space, and $V$ is the volume. This, finally, provides the Fourier decomposition as:

$$
\phi(x, \tau) = \sqrt{\frac{\beta_0}{V}} \sum_{n=-\infty}^{\infty} e^{iC_n \tau} e^{iP \frac{x}{\Phi n_{P_i}}}.
$$

The Matsubara frequency has been discretized due to the periodicity condition imposed on $\phi$. The above form of the Matsubara frequency, keeps the phase factor, $e^{iC_n \tau}$, independent of $x$, and in Sec. VIIA can be seen to also solve the Dirac equation for a spinor. A more detailed explanation of the Matsubara frequency, in the context of a curved Euclidean space, can be found in Sec. VIIA.

Substituting $\phi(x, \tau)$ from Eq. 47, the exponent in Eq. 45 can be written as:

$$
\int d\tau \int d^3x \sqrt{g_{c}} \left[ -\frac{1}{h_{00}(x)} \frac{\partial \phi}{\partial \tau} \frac{\partial \phi}{\partial \tau} - (N \phi)^2 - m^2 \phi^2 \right] = -\sum_{n=-\infty}^{\infty} \beta^2 \sum_{i} \sum_{j} \left\{ C_n^2 + s(x)p_i p_j \right\} e^{iP \frac{x}{\Phi n_{P_i}}} \Phi n_{P_i} \phi_{n_{P_i}}.
$$

Let $s(x) = 1 + \eta(x)$. If $\eta(x)$ is small, then $\frac{1}{s(x)} \approx 1 - \eta(x)$.

Expand $\eta(x)$ in terms of its Fourier components, $\eta(x) = \frac{1}{2} \sum_q \eta(q) \exp(iq \cdot x)$. After carrying out the $\int d^3x$ integral, and summing over $q$ to eliminate the resulting $\delta$

$$
\int d\tau \int d^3x \sqrt{g_{c}} \left[ -\frac{1}{h_{00}(x)} \frac{\partial \phi}{\partial \tau} \frac{\partial \phi}{\partial \tau} - (N \phi)^2 - m^2 \phi^2 \right] = -\sum_{n=-\infty}^{\infty} \beta^2 \sum_{i} \sum_{j} \left\{ C_n^2 + p_i p_j + m^2 \right\} \phi_{n_{P_i}}.
$$

where, the $\delta$ function, in the discretized space, is defined as:

$$
\delta_{ij} = \begin{cases} 
1 & \text{if } p_i = p_j, \\
0 & \text{otherwise}.
\end{cases}
$$

Let $J$ be the Jacobian for converting the integral measure, $\int D\phi(x, \tau)$, to the measure $\int D\phi_{n_{P_i}}$. The Jacobian, $J$, is lumped along with the factor $\prod_N \prod_l (\frac{1}{2\pi \Delta a^3})^{1/2}$, into an overall factor, $\mathcal{N}$. The factor, $\mathcal{N}$, does not affect the dynamics of the system [39, 42]. The new factor, $\frac{1}{\sqrt{\Phi(x_i)}}$, is independent of $\beta_0$ and $V$. Consequently, it is irrelevant to the thermodynamics, and is clubbed into $\mathcal{N}$.

The volume, $V$, can be represented in the discrete momentum domain as, $V = \left( \frac{2\pi}{\Delta r} \right)^3$. Substituting the expression in Eq. 49 inside the exponent of Eq. 45, we get,

$$
Z = \mathcal{N} \left( \frac{1}{2\pi} \right)^{N M^3} \int D\phi_{n_{P_i}} \exp \left\{ -\frac{1}{2} \sum_{n=-\infty}^{\infty} \sum_{i} \sum_{j} \right\} \left[ \frac{\beta^2}{\Theta_0} \left( \frac{C_n^2 + p_i p_j + m^2}{\Theta_0} \right) \phi_{n_{P_i}} \phi_{n_{P_j}} \right] \left( I_{ij} + \frac{\delta_{ij}}{C_n^2 + p_i p_j + m^2} \eta_{f}(p_j - p_i) \right) \left( \frac{\Delta \beta^3}{(2\pi)^3} \right) \left( C_n^2 + p_i p_j + m^2 \right) \phi_{n_{P_i}}.
$$

Note that the matrix, $\frac{\delta_{ij}}{C_n^2 + p_i p_j + m^2}$, is the inverse of the diagonal matrix, $(C_n^2 + p_i p_j + m^2) \delta_{ij}$, and there is no implied sum over repeated indices. Finally, evaluating the $\int D\phi_p$ Gaussian integrals,

$$
Z = \mathcal{N} \left( \frac{1}{2\pi} \right)^{N M^3} \left\{ \det \left[ \frac{\beta^2}{\Theta_0}(C_n^2 + p_i p_j + m^2) \right] \right\} \left( I_{ij} + \frac{\delta_{ij}}{C_n^2 + p_i p_j + m^2} \eta_{f}(p_j - p_i) \right) \left( \frac{\Delta \beta^3}{(2\pi)^3} \right) \left( C_n^2 + p_i p_j + m^2 \right)^{-1/2}.
$$

To calculate $\ln(Z)$, we make use of the identities, $\det(M) = \exp(tr \ln(M))$, and $\ln(1 + X) = \sum_r \frac{(-1)^{r-1} X^r}{r}$. After dropping the irrelevant factor, $\mathcal{N}$, we get,
\[
\ln(Z) = \sum_{n=-\infty}^{\infty} \sum_{i} \left[ -\frac{1}{2} \ln \left( \beta_0^2 \left( C_n^2 + p_i^2 + m^2 \right) \right) \right] \\
- \sum_{n=-\infty}^{\infty} \frac{1}{2} \frac{r}{r} \sum_{r} \frac{-1}{r} \left\{ C_n^2 + p_i p_j + m^2 \eta_f (p_j - p_i) \right\} \times \frac{\Delta p^3}{(2\pi)^3} \left( -C_n^2 + p_i p_j + m^2 \right) \right]^r. \tag{52}
\]

The trace operation is on the indices, \(i, j\). We substitute \(C_n = \frac{2\pi n}{\beta_0}\). Approximating the power series in \(r\) to the first order, and differentiating w.r.t. \(\beta_0\), and finally, going over to the continuum limit in the momentum space,

\[
-\frac{\partial \ln(Z)}{\partial \beta_0} = \frac{1}{2} \frac{(2\pi)^3}{\Delta p^3} \int \frac{d^3 p}{(2\pi)^3} \sum_n \left[ \frac{\beta_0 \omega_p}{2n^2 + \left( \frac{\beta_0}{2\pi} \right)^2 \omega_p^2} \right] \\
+ \frac{1}{2} \eta_f(0) \int \frac{d^3 p}{(2\pi)^3} \left[ \frac{\partial}{\partial \beta_0} \sum_n \left\{ 2 \left( \frac{\beta_0}{2\pi} \right)^2 \omega_p^2 \right\} \right] - 1 \right], \\
\tag{53}
\]

where, \(\omega_p = \sqrt{p^2 + m^2}\). The above is easily evaluated to obtain,

\[
-\frac{\partial \ln(Z)}{\partial \beta_0} = \int \frac{d^3 p}{(2\pi)^3} \left[ V \omega_p \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right] \\
+ \eta_f(0) \left\{ \frac{\partial}{\partial \beta_0} \left( \frac{\beta_0 \omega_p}{2} \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right) \right\}. \tag{54}
\]

The factor, \(\eta_f(0) = \left( \frac{\nu}{\int d^3 x} \right) \int \eta(x) d^3 x = \nu \langle \eta(x) \rangle\), where \(\langle \eta(x) \rangle\) is the mean value of \(\eta(x)\). Finally, after carrying out the explicit differentiation in Eq. \ref{eq:54}, we obtain the expected value of energy, \(\langle E \rangle\).

\[
\langle E \rangle = -\frac{\partial \ln(Z)}{\partial \beta_0} = \nu \int \frac{d^3 p}{(2\pi)^3} \left[ \frac{\omega_p}{2} \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right] \\
+ \langle \eta(x) \rangle \left\{ \frac{\omega_p}{2} \coth \left( \frac{\beta_0 \omega_p}{2} \right) + \frac{\beta_0 \omega_p^2}{4} \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right\}. \tag{55}
\]

It is seen that the contribution to the energy, \(\langle E \rangle\), due to the variation in the temperature scale, \(\eta(x)\), is proportional to \(\langle \eta(x) \rangle\), to a first order approximation. This corroborates with a naive expectation.

Now, \(\ln(Z)\) can easily be evaluated by integrating Eq. \ref{eq:54} w.r.t. \(\beta_0\), and discarding the \(\beta_0\) independent constant of integration.

\[
\ln(Z) = -\nu \int \frac{d^3 p}{(2\pi)^3} \left[ \frac{\beta_0 \omega_p}{2} \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right] \\
+ \langle \eta(x) \rangle \left( \frac{\beta_0 \omega_p}{2} \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right). \tag{56}
\]

The Helmholtz free energy, \(A(\beta_0)\), is obtained by using the relation specified in Eq. \ref{eq:28}

\[
A(\beta_0) = -\frac{1}{\beta_0} \ln(Z) = \nu \int \frac{d^3 p}{(2\pi)^3} \left[ \frac{\omega_p}{2} + \frac{1}{\beta_0} \ln \left( 1 - \exp \left( -\beta_0 \omega_p \right) \right) \right] \\
+ \langle \eta(x) \rangle \left( \frac{\omega_p}{2} \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right). \tag{57}
\]

By using the relation in Eq. \ref{eq:29} the entropy, \(S(\beta_0)\), can be obtained from Eq. \ref{eq:57}

\[
S(\beta_0) = -\frac{\partial}{\partial \beta_0} (A(\beta_0)) = \beta_0^2 \partial A(\beta_0) \frac{\partial}{\partial \beta_0}. \tag{58}
\]

This gives,

\[
S(\beta_0) = \nu \int \frac{d^3 p}{(2\pi)^3} \left[ -\ln \left( 1 - \exp \left( -\beta_0 \omega_p \right) \right) \right] \\
+ \langle \eta(x) \rangle \left( \frac{\omega_p}{2} \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right). \tag{59}
\]

The Ricci scalar curvature, \(R\), has not been included in the Lagrangian in Eq. \ref{eq:12}. But the above analysis can be extended in a straightforward manner, albeit involving more tedious calculations, to include \(R\). For the Lagrangian,

\[
\mathcal{L} = \frac{1}{2} \left( \partial_{\mu} \phi \partial^{\mu} \phi - m^2 \phi^2 - \zeta R \right), \tag{59}
\]

Eq. \ref{eq:55} becomes,

\[
\langle E \rangle = -\frac{\partial \ln(Z)}{\partial \beta_0} = \nu \int \frac{d^3 p}{(2\pi)^3} \left[ \frac{\omega_p}{2} \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right] \\
+ \langle \eta(x) \rangle \left\{ \frac{\omega_p}{2} \coth \left( \frac{\beta_0 \omega_p}{2} \right) + \frac{\beta_0 \omega_p^2}{4} \coth \left( \frac{\beta_0 \omega_p}{2} \right) \right\} \right]. \tag{60}
\]

where, \(\langle s(x) R(x) \rangle = \frac{\int d^3 x s(x) R(x)}{\int d^3 x}\).
VI. CLASSICAL SYSTEM AND THE GEODESIC EQUATION

This section explores the applicability of the equivalence between spatial thermal gradients, and curved Euclidean space, in a classical scenario. We determine the equations describing the kinetics of a massive test particle in thermal medium with spatial thermal gradients, and compare it with the geodesic equations of the curved Euclidean space. Besides, this provides an interpretation of the geodesics in a curved Euclidean space.

A. The Geodesic Equation

Let us consider a candidate metric, where the temperature varies across the two dimensional $x - z$ plane.

$$ds^2 = h_{00}(x, z)dt^2 - dx^2 - dy^2 - dz^2,$$

with $t = i\beta$. The temperature variation is given by

$$\Theta(x, z) = \frac{1}{\beta_0 \sqrt{h_{00}(x, z)}}.$$

Two of the geodesic equations for the above metric include,

$$\left(\frac{\partial \beta}{\partial \lambda}\right)^2 \frac{\partial h_{00}(x, z)}{\partial x} - \frac{2}{2} \frac{\partial^2 x}{\partial \lambda^2} = 0,$$

$$2 \frac{\partial^2 \beta}{\partial \lambda^2} \left(\frac{\partial \beta}{\partial \lambda}\right) \frac{\partial h_{00}(x, z)}{\partial z} = 0,$$

where, $\lambda$ is an affine parameter. Eliminating $\left(\frac{\partial \beta}{\partial \lambda}\right)^2$ between the set of equations in Eq. 62 we obtain,

$$\frac{\partial h_{00}}{\partial x} \frac{\partial^2 \beta}{\partial \lambda^2} = \frac{\partial h_{00}}{\partial z} \frac{\partial^2 x}{\partial \lambda^2}.$$

Equation 63 indicates that, for any non-zero $\frac{\partial h_{00}}{\partial x}$ and $\frac{\partial h_{00}}{\partial z}$, the particle will bend, and the geodesic is not straight. For photons, the above may be seen equivalent to bending of light in a medium of varying refractive index. Since no quantum condition has been imposed in arriving at the geodesic equation, it is expected to be valid in the classical limit, where the deBroglie wavelength of the particle is much smaller than the space-time curvature. This section makes use of the geodesic equation to provide a physical validation of the theory, albeit, at a classical level.

B. Interpretation at a classical level

We now look at the possible origins of the geodesic curve, given by Eq. 63, from a kinetic theory point of view, for a massive particle. We study the propagation of a massive test particle in a plasma. Let $\langle v^2(x, z) \rangle$ be the expected r.m.s. velocity of a constituent particle of the medium at a spatial location, $(x, z)$. Classically, $\frac{1}{2} m_p v^2 = \frac{1}{2} k\Theta$, where $n_p$ and $m_p$ are the degrees of freedom and the effective mass of the constituent plasma particle, and $\Theta$ is the temperature. This means,

$$\sqrt{\langle v^2(x, z) \rangle} = \frac{k'}{h_{00}(x, z)} = \frac{k'}{h_{00}(x, z)^{1/4}},$$

with $k' = h_{00} \sqrt{\beta_0}$. The gradient in the velocity along the $x$-direction, would then become,

$$\partial_x \sqrt{\langle v^2(x, z) \rangle} = \frac{k''}{h_{00}(x, z)^{3/4} h_{00x}},$$

where, $h_{00x} = \partial h_{00}(x, z)/\partial x$. The variation in r.m.s. velocity of the plasma constituents will bring about a change in momentum of the test particle in the plasma. The momentum change of the test particle over a unit distance $\Delta x = \Delta l$, is given by:

$$\Delta p_x \propto \partial_x \sqrt{\langle v^2(x, z) \rangle} \Delta l.$$

Acceleration of the test particle would be proportional to the rate of change of momentum. This gives, $a_x \propto \frac{\Delta p_x}{\Delta t}$. Under conditions of local thermodynamic equilibrium and stationarity, $\partial_x \sqrt{\langle v^2(x, z) \rangle}$ is static in time. Furthermore, the time variable, $t$, is analytically continued and replaced by the affine parameter $\lambda$ (i.e. $\frac{\partial}{\partial \lambda} \propto i\frac{\partial}{\partial \lambda}$). This finally gives,

$$a_x \propto i\partial_x \sqrt{\langle v^2(x, z) \rangle} \frac{\Delta l}{\Delta \lambda} = \frac{ik'' h_{00x}}{h_{00}(x, z)^{3/4} \Delta \lambda}.$$

In the $z$-direction, we again calculate the momentum change, $\Delta p_z$, over the same (in magnitude) unit distance, $\Delta z = \Delta l$. This gives,

$$a_z \propto \frac{ik'' h_{00z}}{h_{00}(x, z)^{3/4} \Delta \lambda}.$$

Rewriting, $a_x = \frac{\partial^2 x}{\partial \lambda^2}$ and $a_z = \frac{\partial^2 z}{\partial \lambda^2}$, and taking the ratio of Eqs. 67 and 68 we get,

$$\frac{1}{h_{00z}} \frac{\partial^2 x}{\partial \lambda^2} = \frac{1}{h_{00x}} \frac{\partial^2 z}{\partial \lambda^2},$$

which is nothing but the geodesic equation, Eq. 63.

What has been achieved here, is that the curved path taken by the test particle, determined by the kinetic considerations after an analytic continuation ($\frac{\partial}{\partial \lambda} \rightarrow i\frac{\partial}{\partial \lambda}$), is seen to be the geodesic in the curved Euclidean space. This result plays an important role, and is a step towards establishing the physical validity of the theory.

A note: Equation 61 begins with the signature, $(+,-,-)$, and after the analytical continuation, $t \rightarrow i\beta$, it
becomes \((-,-,-,-)\). One could begin with \((-,+,-,+)\), leading to a more pleasing, \((+,-,+,-)\), after the analytic continuation. The geodesic (Eq. \(72\)) remains the same in either case. The former signature \((+,-,-,-)\) has been chosen to be consistent with the convention used in particle physics, in order to facilitate solving the Dirac equation in Sec. VII

VII. DIRAC SPINOR EIGENSTATE TRANSFIGURATION

Having justified the concept of a curved Euclidean space in a generic field theoretic and a classical setup, in the earlier sections, we now attempt to understand the important properties of the solutions of the relativistic Dirac equation. This section models an external Dirac spinor, with energy, \(E\), and mass, \(m_g\), propagating through a thermal medium with spatial thermal gradients. The external Dirac spinor is modeled via the Dirac equation in vacuum (0 temperature), \(V\) remains the same in either case. The former signature \((+,-,-,-)\) has been chosen to be consistent with the convention used in particle physics, in order to facilitate solving the Dirac equation in Sec. VII
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In the notation used, \(\mu\), \(\nu\), etc., are indices in curved space-time, and \(a\), \(b\), etc., are indices in flat space-time.

The mass, \(m\), is not the gravitational mass, \(m_g\), but an effective mass, \(m = m_g - i\gamma^0 E\), where \(E\) is the energy eigenvalue of a stationary state. The effective mass has been so chosen, so that this equation boils down to the Dirac Equation in vacuum, whose solution is the stationary plane wave, \(\exp(-iEt - \vec{p}\cdot\vec{z})\), when the temperature \(\Theta(\equiv \frac{1}{2}) \rightarrow 0\). An alternate viewpoint could be that, \(\gamma^0 E\psi\) is the result of the operation, \(\gamma^0 \partial_t \psi\), for a time invariant system. This is revisited in Sec. VIII

We now solve the Dirac equation given by Eq. \(71\)

The coordinate axes used are \((\tau, x, y, z)\). The term, \(-i\omega^{ab}\sigma_{ab}\), for the metric in Eq. \(70\) evaluates to \(\frac{f(z)}{8}\gamma^0\gamma^3\), with \(\gamma^0\) and \(\gamma^3\) being the Dirac matrices in flat space, and \(f(z) = \frac{-2V'(z)}{\sqrt{V(z)}}\). We take the solution to be of the form

\[
\psi = u(z)\exp(-ih_00p^0\tau),
\]

where the spinor \(u(z)\) is given by:

\[
u(z) = \left(\begin{array}{c} \zeta_1(z) + i\eta_1(z) \\ \zeta_2(z) + i\eta_2(z) \end{array}\right).
\]

Here, \(\zeta_0 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}\), \(\zeta_1 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}\), i.e., \(\zeta_0\) indicates a spin up or spin down particle. Substituting in Eq. \(71\) and equating both the real and imaginary parts to 0, we get:

\[
-k_2u_1 - s\eta_1 + im_\beta u_2 = 0,
-k_1u_2 + s\eta_2 + im_\beta u_1 = 0,
\]

where,

- \(u_j = \zeta_j + i\eta_j; j = 1,2\),
- \(s\) is the eigenvalue of the Pauli \(\sigma^3\) matrix,
- \(k_1 = iE + \frac{C_n - f(z)i\pi/8}{\sqrt{V(z)}}\), and \(k_2 = iE + \frac{C_n + f(z)i\pi/8}{\sqrt{V(z)}}\).

In the notation used, \(\mu\), \(\nu\), etc., are indices in curved space-time, and \(a\), \(b\), etc., are indices in flat space-time.
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The coordinate axes used are \((\tau, x, y, z)\). The term, \(-i\omega^{ab}\sigma_{ab}\), for the metric in Eq. \(70\) evaluates to \(\frac{f(z)}{8}\gamma^0\gamma^3\), with \(\gamma^0\) and \(\gamma^3\) being the Dirac matrices in flat space, and \(f(z) = \frac{-2V'(z)}{\sqrt{V(z)}}\). We take the solution to be of the form
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\psi = u(z)\exp(-ih_00p^0\tau),
\]

where the spinor \(u(z)\) is given by:

\[
u(z) = \left(\begin{array}{c} \zeta_1(z) + i\eta_1(z) \\ \zeta_2(z) + i\eta_2(z) \end{array}\right).
\]

Here, \(\zeta_0 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}\), \(\zeta_1 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}\), i.e., \(\zeta_0\) indicates a spin up or spin down particle. Substituting in Eq. \(71\) and equating both the real and imaginary parts to 0, we get:

\[
-k_2u_1 - s\eta_1 + im_\beta u_2 = 0,
-k_1u_2 + s\eta_2 + im_\beta u_1 = 0,
\]

where,

- \(u_j = \zeta_j + i\eta_j; j = 1,2\),
- \(s\) is the eigenvalue of the Pauli \(\sigma^3\) matrix,
- \(k_1 = iE + \frac{C_n - f(z)i\pi/8}{\sqrt{V(z)}}\), and \(k_2 = iE + \frac{C_n + f(z)i\pi/8}{\sqrt{V(z)}}\).

It is to be noted that \(m_g\) is the gravitational mass. In coming up with the equations in Eq. \(71\) we have taken \(p^0 = \frac{C_{\pm}g}{C_{\pm}g}\) where, \(C_n = \frac{(2n+1)\pi}{\beta_0}\), \(n = 0,1,2,:\); \(\beta(z)\) is the inverse temperature and \(\beta_0 = \beta(0)\). In flat space-time, with \(V(z) = V_0 = \text{constant}\), \(C_n\) would be the Matsubara frequency. In this article, \(C_n\) itself is sometimes referred to as the Matsubara frequency. This choice of \(p^0\), keeps

A. Formulation

A candidate Euclidean metric representing spatial temperature variation along the 1 dimensional \(z\)-direction is:

\[
ds^2 = h_{00}(z)dt^2 - dx^2 - dy^2 - dz^2,
\]

with \(h_{00}(z) = V(z)\), and \(t = i\tau\).

The Ricci scalar curvature for the metric in Eq. \(70\) is given by, \(R = \frac{2V''-V'^2}{2V^2}\), where the \(\prime\) refers to differentiation w.r.t \(z\).

The Dirac equation in curved space time is given by [13-16],

\[
i\gamma^a\sigma^a_{ab}D_{\mu}\psi - m\psi = 0,
\]

where,

- \(D_{\mu} = \partial_{\mu} - \frac{i}{2}\omega^{ab}_{\mu}\sigma_{ab}\), with \(\omega^{ab}_{\mu}\) = spin connection,
- \(\sigma_{ab} = \frac{1}{2}[\gamma_a, \gamma_b]\), and \(\gamma_a\) being the Dirac matrices in flat space-time, and
- \(\epsilon^a_{\mu}\) is the vierbein.

In vacuum (0 temperature), \(m\) is the gravitational mass. But in the proposed thermal system, an effective mass, \(m\), has been used.
the exponent in Eq. (72) independent of $z$, and is also seen to solve the Dirac equation. The anti-periodicity of $\psi$ is discussed in Sec. VIII B.

A simple algebraic manipulation of the equations in Eq. (73) results in:

$$u''_1 + \frac{f}{4\sqrt{V}} u'_1 + (-k_1 k_2 + s k'_1 - m_0^2) u_1 = 0,$$
$$u''_2 + \frac{f}{4\sqrt{V}} u'_2 + (-k_1 k_2 - s k'_1 - m_0^2) u_2 = 0. \tag{75}$$

### B. Matsubara frequency

We now explore the anti-periodicity of the fermionic wave-function, $\psi$, around the topological cylinder at all points in space. As discussed earlier, let $C_n = \frac{(2n+1)\pi}{\beta(0)}$. Then, $\exp \{-i\hbar_0 (z)p^0(\tau)\} = \exp \{-i(2n + 1)\pi\} = \exp \{-i\beta(0)\}$, which is independent of $z$. In other words, the anti-periodicity of the fermion wave-function is retained at all values of $z$. This also determines that, $\beta = \beta(0)$, would be the value used in R.H.S. of Eq. (5). This result corroborates with the result obtained in Sec. IV. We note that the inverse temperature at a point, $z$, is given by “proper” $\beta = \beta_p = \hbar_0 (z)\tau$. A “proper” Matsubara frequency could then be given as, $\omega_p = \hbar_0 \sqrt{z} = \frac{C}{\sqrt{V(z)}}$.

### C. Thermal Bath with zero temperature gradient

To gain an insight into Eq. (75) we first solve Eq. (75) in flat space, i.e., when the temperature gradient is 0. This would provide the set of baseline solution, $u_1^{flat}$ and $u_2^{flat}$. When, the gradient $V'(z) = 0$, and $V(z) = V_0$, the equations in Eq. (75) simplify to

$$u''_1 + (-iE - \frac{C_n}{\sqrt{V_0}})^2 - m_0^2) u_1 = 0,$$
$$u''_2 + (-iE - \frac{C_n}{\sqrt{V_0}})^2 - m_0^2) u_2 = 0, \tag{76}$$

whose solution is given by:

$$u_1^{flat} = A_1 \exp \left(\frac{1}{\sqrt{2}} \{ -Q_r + \sqrt{Q_r^2 + Q_i^2} \} z + i \sqrt{Q_r + \sqrt{Q_r^2 + Q_i^2}} \} z \right) + A_2 \exp \left(\frac{1}{\sqrt{2}} \{ -Q_r + \sqrt{Q_r^2 + Q_i^2} \} z + i \sqrt{Q_r + \sqrt{Q_r^2 + Q_i^2}} \} z \right), \tag{77}$$

where, $Q_r = (E^2 - m_0^2) - \frac{C_n^2}{\sqrt{V_0}}$ and $Q_i = \frac{2EC_n}{\sqrt{V_0}}$. As the temperature $\Theta \to 0$, $V_0 \to \infty$, the resulting solution $e^{i(\sqrt{Q_r} - z)} \to e^{i(\sqrt{E^2 - m_0^2} + \tau)}$. This is nothing but the spatial part of the plane wave $e^{-i(Et - \vec{p} \cdot \vec{x})}$, namely, $e^{i\vec{p} \cdot \vec{x}}$, where $\vec{p}$ is the 3-momentum and $p^2 = (E^2 - m_0^2)$. For finite temperatures, one can infer the following two observations

- The resultant 3-momentum in the thermal bath, $q_i$, is given by:

$$q_i = \sqrt{\frac{1}{2} (Q_r + \sqrt{Q_r^2 + Q_i^2}),}$$

which is less than the 3-momentum in vacuum, namely, $\sqrt{E^2 - m_0^2}$.

- There is a decay factor, $q_r$, given by:

$$q_r = \sqrt{\frac{1}{2} (-Q_r + \sqrt{Q_r^2 + Q_i^2})}.$$

The fermion then acts as a particle, with energy $E$, 3-momentum $q_i$, and mass $\sqrt{E^2 - q_r^2}$.

It may be possible then to reduce Eq. (75) to the form of Eq. (76) i.e., without the first derivative term, $\frac{f}{4\sqrt{V(z)}}$. In the form present in Eq. (76) the second derivative can be used to provide the square magnitude of the 3-momentum. This would be the subject matter of discussion in the Sec. VIII D. As a reminder, we have seen that, in the case of nil temperature gradient, the term disappears, and $q_i = \text{Imag}(\sqrt{q_i^2}) = \text{Imag}(\sqrt{Q_r^2 + Q_i^2})$ directly provides the 3-momentum observable.

### D. Thermal Bath with a temperature gradient

We now look at the scenario, where there is a temperature gradient.

Define $h(z)$ and $l(z)$ as follows:

$$h(z) = \exp \left( -\frac{1}{2} \int \frac{f(z)}{4\sqrt{V(z)}} dz \right) = \exp \left( -\frac{1}{4} \int \frac{V'(z)}{V(z)} dz \right) = C' V(z)^{-1/4}, \tag{78}$$

where $C'$ is a constant of integration and,

$$l_i(z) = h(z) u_i(z), i = 1, 2. \tag{79}$$

The function, $h(z)$, depends on the ratio $\frac{V'(z)}{V(z)}$, and hence is scale independent. In the current context, scale implies the temperature scale, $\beta_0$. It is a factor which depends purely on the thermal gradient. We express $h(z)$ as: to highlight the fact that $d(z)$ is scale independent. Equation (79) indicates that the function $h(z)$ becomes then an exponential decay or recovery factor for $u_i(z)$, and depends only on the curvature. The set of equations (79)
can then be cast in the form,
\[
\frac{t''_1}{t'_1} = -(k_1k_2 + sk'_2 - m^2) - \hbar''(z),
\]
\[
\frac{t''_2}{t'_2} = -(k_1k_2 - sk'_1 - m^2) - \hbar''(z). \tag{80}
\]

It can be observed that this is of a similar form as Eq. \[76\].

The exact solution to the above has to be determined numerically. However, if the temperature gradient is very small, one can further analyze Eq. \[80\] analytically.

1. Small temperature gradient

The temperature gradient being small implies that the derivative, \(\frac{\partial}{\partial z} \left\{ -(k_1k_2 + sk'_2 - m^2) - \hbar''(z) \right\} \sim 0\). It can be seen that,

\[
\frac{u'_1}{t'_1} = \left\{ -(k_1k_2 + sk'_2 - m^2) - \hbar''(z) \right\} = \left\{ -(E^2 - m^2) + \frac{C^2}{V(z)} - s \frac{\partial}{\partial z} \left( \frac{C}{V(z)} \right) + i 2EC \right\}.
\]

\[
\frac{u'_2}{t'_2} = \left\{ -(k_1k_2 - sk'_1 - m^2) - \hbar''(z) \right\} = \left\{ -(E^2 - m^2) + \frac{C^2}{V(z)} + s \frac{\partial}{\partial z} \left( \frac{C}{V(z)} \right) + i 2EC \right\}.
\]

From the above two expressions for \(\frac{u'_1}{t'_1}\) and \(\frac{u'_2}{t'_2}\), it can be observed that the factor that is different for \(\frac{u'_1}{t'_1}\) and \(\frac{u'_2}{t'_2}\), and thus eventually \(\frac{\partial}{\partial z}\), is the term \(s \frac{\partial}{\partial z} \left( \frac{C}{V(z)} \right)\). This term causes the two spinor functions, \(u_1\) and \(u_2\), to have somewhat different derivatives, which implies that the Dirac spinor exists in a non-inertial frame.

Let us then state the small gradient approximation as:

\[
\frac{\partial}{\partial z} \left( \frac{C_n}{V(z)} \right) \sim 0,
\]

\[
\frac{\partial}{\partial z} \left\{ -(k_1k_2 + sk'_2 - m^2) - \hbar''(z) \right\} \sim 0. \tag{81}
\]

In the small gradient approximation, one can define \(q(z)\), to be the complex 3-momentum, where,

\[
q(z)^2 = -(k_1k_2 + sk'_2 - m^2) - \hbar''(z) \tag{82}
\]

\[
\approx \left\{ -(E^2 - m^2) + \frac{C^2}{V(z)} - i 2EC \frac{\partial}{\partial z} \left( \frac{C}{V(z)} \right) \right\}. \tag{83}
\]

The imaginary part of \(q(z)\), i.e. \(\text{Imag}(q(z))\) gives the 3-momentum of the Dirac fermion, while the \(\text{Real}(q(z)) + h^{-1}(z)\) determines the total decay rate. \(\text{Imag}(q(z))\) is given by:

\[
\text{Imag}(q(z)) = \left( \sqrt{\frac{1}{2} \left( -\text{Real}(q(z)) + |q(z)| \right)} \right). \tag{84}
\]

This could then be interpreted as the “instantaneous” 3-momentum. Alternatively, \(\frac{1}{\text{Imag}(q(z))}\) can be seen as the “instantaneous” de-Broglie wavelength inside the thermal bath. The change in the 3-momentum leads to a time lag as the fermion passes through the thermal bath, which can then be measured. We can then write the solution as:

\[
u_j(z) = h^{-1}(z) l_j(z) = e^{d(z) \epsilon_n(z)} e^{i q(z)}, \tag{85}
\]

where \(q(z) = \text{Real}(q(z)), \quad q_i(z) = \text{Imag}(q(z)),\) and \(d(z) = 1/\int \sqrt{V(z)} \, dz\) from Eq. \[75\]. Thus, the solution is seen as a product of three terms, namely,

a) a scale invariant factor, \(e^{d(z)}\), which depends only on the thermal gradient, \(\frac{\partial}{\partial z}\),

b) a decay factor, \(e^{\epsilon_n(z)}\), which depends on the temperature, and

c) a phase factor, \(e^{i q(z)}\).

It can also be inferred that, if the temperature gradient and the initial momentum of the fermion are in perpendicular directions, then the change in the momentum along the direction of the temperature gradient would lead to curving of the fermion path.

The curving of the fermion path is reminiscent of the geodesic equations in Sec. \[VI\] albeit in a quantum mechanical context.

2. Large temperature gradient

In this case, \(e^{\int q(z) \, dz}\) would not solve Eq. \[80\]. The solution has to be obtained numerically. Secondly, \(\frac{u'_1}{t'_1} - \frac{u'_2}{t'_2} = 2s \frac{\partial}{\partial z} \left( \frac{C}{V(z)} \right)\) and thus, \(\frac{u'_1}{t'_1} \neq \frac{u'_2}{t'_2}\). For the above reasons, it is not straightforward to determine the 3-momentum observable. We now attempt to interpret the solution \(l_1(z)\) and \(l_2(z)\) obtained numerically. Define,

\[
l(z) = \begin{pmatrix} l_1(z) \\ l_2(z) \end{pmatrix}, \tag{86}
\]

and

\[
u_p^f = \begin{pmatrix} \sqrt{p} \sigma_0 \zeta_0 \\ \sqrt{p} \sigma \zeta_0 \end{pmatrix}, \tag{87}
\]

with \(\sigma\) being the Pauli spin matrices, and \(\zeta_0\) was defined previously as part of Eq. \[73\].

Fourier decompose \(l(z)\) as:

\[
l(z) = \int c_p u_p^f e^{ipz} dp, \tag{88}
\]

where,

\[
c_p = \frac{1}{2m_\gamma} \int u_p^f \gamma^0 l(z) e^{-ipz} dz. \tag{89}
\]

The decomposition allows the wave-function \(l(z)\) to be interpreted as a superposition of several fermionic waves of 3-momentum \(p\), and amplitude \(c_p\).
E. Numerical analysis and Basic Setup

In this proposed setup, a fermionic particle, say an electron, is fired through a plasma and is detected on the other side of the plasma. Both the source and detector are in a near vacuum, i.e. close to zero temperature, and the high temperature plasma is sandwiched in-between. Figure 3 shows the experimental setup. The temperature is Gaussian-like (but not Gaussian). The temperature, Θ, and its derivative, both approach 0 on either side, near the source and the detector. The wave equation near the source and the detector would then asymptotically tend to the vacuum solution of the Dirac equation. The wave-function of the fermion emanating from the source would be of the form:

$$\psi = \sum_n a_n u_n(z)e^{-j\hbar k_0 \rho \sigma_\tau},$$

where, $p_n^0 = \frac{\hbar k_0}{V(z)}$, are the various Matsubara frequencies, with the constraint $\sum_n (a_n)^2 = 1$ and $u_n(z) = \left( u_{1n}(z)\zeta_0 \right)\left( u_{2n}(z)\zeta_0 \right)$. The Dirac equation is numerically solved for $n = 0$ and $n = 20$, i.e., $C_0 = \frac{\pi}{\beta_0}$ and $C_{20} = \frac{41\pi}{\beta_0}$. The temperature curve, Θ, depicted in Fig. 3 is constructed using $V(z)$ as follows. Define $\frac{dV(z)}{dz}$ as:

$$\frac{dV(z)}{dz} = V_{init} \left( \frac{1}{\sqrt{2\pi\sigma_1^2}} \exp\left( -\frac{(z-z_1)^2}{2\sigma_1^2} \right) \right)$$

$$+ \left[ \frac{1}{\sqrt{2\pi\sigma_2^2}} \exp\left( -\frac{(z-z_2)^2}{2\sigma_2^2} \right) \right].$$

Subsequently, $V(z)$ and $\Theta(z)$, are determined as:

$$V(z) = \int_{z_0}^{z_f} \frac{dV}{dz} dz, \quad \Theta(z) = \frac{1}{\sqrt{V(z)}}. \quad (92)$$

The temperature, $\Theta(z)$, for $\sigma_1 = \sigma_2 = 0.81$, and $(z_1, z_2) = (0.39460\text{pm}, 1.5784\text{pm})$, is depicted in Fig. 3. This construction ensures that both $V(z)$ and $\frac{dV}{dz}$ are nearly flat near the boundaries, allowing both $Θ$ and curvature, $f(z)$, to be flat and small near the boundary. The effective mass of the electron taken = $m = m_e - i\gamma^0 E$, where $m_e = 0.511MeV$ and $E = 5MeV$, for simulation.

A linearly spaced grid of fifty thousand points was chosen for the simulation, and ranged from $z = z_0 = 0$ to $z = z_l = 10MeV^{-1} \approx 1.973\text{pm}$. The initial conditions for simulations were estimated as: $u_1^{\text{sim}}(z_l) \approx u_1^{\text{flat}}(z_l)$, and $u_1^{\text{imag}}(z_l) \approx u_1^{\text{flat}}(z_l)$ (refer Eq. 77).

We now analyze the general solution, which has been obtained numerically, for a large temperature gradient. Figures 4 and 5 depict the waveforms, Real($u_1$) and Imag($u_1$), for the Matsubara frequencies, $C_0 = \frac{\pi}{\beta_0}$ and $C_{20} = \frac{41\pi}{\beta_0}$. It can be seen in Fig. 3 that in the region where the temperature decreases (refer corresponding temperature curve in Fig. 3), the wave-function actually recovers, after a period of reduction in magnitude, due to the thermal bath. The reduction in magnitude may be interpreted as the partial loss of the particle wave-function to the thermal bath, and the recovery as the regain of the particle wave-function from the thermal bath. The region where the recovery happens is actually a region with non-zero temperature. In any region of the thermal bath, comprising of non-zero temperature, one would expect a further reduction in the wave-function, and not an...
enhancement. This enhancement is then purely due to the temperature gradient effect, as predicted by the proposed hypothesis (analogous to the $e^{d(z)}$ factor in Eq. 55). The recovery in the wave-function would only be partial, as a result of decay due to the thermal bath (analogous to the $e^{q_r(z)}$ factor in Eq. 85).

The Ricci scalar curvature, $R(z)$, corresponding to the temperature curve in Fig. 3 is plotted in Fig. 6.

Towards the purpose of comparison with the results obtained in Sec. VII E the Dirac fermion is now solved in gravity induced space-time curvature. Let us consider the metric,

$$ds^2 = g_{00}(z)dt^2 - dx^2 - dy^2 - dz^2,$$

with $g_{00}(z) = V_s(z)$. The function $V_s(z)$ is a scaled and normalized version of $V(z)$, determined in Eq. 92. The final function, $V_s(z)$, is depicted in Fig. 7. After a simple algebraic manipulation, the Dirac equation boils down to:

$$u''_1 - \frac{f}{4V_s}u'_1 + (k_1k_2 + isk'_1 - m^2)u_1 = 0,$$
$$u''_2 - \frac{f}{4V_s}u'_2 + (k_1k_2 - isk'_2 + m^2)u_2 = 0,$$

where

- $k_1 = \frac{E+i(f(z)s/8)}{\sqrt{V_s(z)}}$;
- $k_2 = \frac{E-i(f(z)s/8)}{\sqrt{V_s(z)}}$;
- $f(z) = \frac{2V_s'(z)}{V_s(z)}$.

Comparing Eq. 94 with Eq. 75 the two equations are very similar, but with some important differences, which are now analyzed. Figure 8 shows the solution of Eq. 94. Comparing Fig. 8 and Fig. 5 one can observe some of the important similarities and differences.

- Differences

1. At the center, the wavelength contracts (as a result of blue shift) in the case of Fig. 8 (Lorentzian signature), which is a well known

FIG. 5: Plot of the wave-function $u_1(z)$ for Matsubara frequency $C_{20} = \frac{41\pi}{\beta_0}$ (Euclidean Signature).

FIG. 6: Plot of the Ricci scalar curvature at various values of $z$.

FIG. 7: Plot of $g_{00}(z) = V_s(z)$.

F. Dirac fermion in gravity induced space-time curvature
result due to time contraction. However the wavelength marginally expands in case of Fig. 5 (Euclidean signature). The expansion in the case of the Euclidean signature, can be explained as slowing down of the fermion in a thermal medium having a higher temperature.

2. When one compares the wave-function at the left and right end of the plot in Fig. 5 (i.e. at 0pm and 2pm), an overall decay of wave-function emerges in the case of the Euclidean signature. There is no overall decay for the Lorentzian signature (Fig. 8). The decay of a wave-function in a thermal medium is expected conventionally.

• Similarities

1. There is a sharp dip in the wave-function in both the figures between 0.5pm and 1.3pm. In the case of Fig. 5 the dip is due to the much higher temperature in the region (refer Fig. 3), leading to a higher decay. In the case of Fig. 8 the dip is due to space-time warping.

2. Beyond roughly 1.3pm, there is a recovery of the wave-function in both cases. In the case of Fig. 8 (Lorentzian signature), it is easily explained by the un-warping of space-time. However, in the case of Fig. 5 (Euclidean signature), the recovery has no obvious explanation. Since it is a non-zero temperature everywhere, one would expect the wave-function to continuously decay. The magnitude of the decay may vary, but one would expect it to only decay, and never recover, as long as the temperature is non-zero. However, there is a recovery in regions of negative thermal gradient. As mentioned earlier in Sec. VII this seems to be purely the result of modeling thermal gradients as a curved Euclidean space, and probably, without any other obvious rationale.

The question is, does this recovery actually happen? Thermal experiments can be performed due to the much lower energy involved. If the recovery of the wave-function in a thermal medium with negative thermal gradient is indeed observed, then it indicates that the curved Euclidean space is indeed the correct mathematical tool for modeling thermal gradients.

In case the recovery is not observed, then either some additional terms in the Lagrangian or Hamiltonian may be required, or in the worst case, the curved Euclidean space concept does not describe a thermal system with spatial gradients. In either case, it could lead to better understanding of the physics of thermal systems.

FIG. 8: Plot of the wave-function $u_1(z)$ in gravity induced space-time curvature (Lorentzian Signature)

VIII. INTERPRETATION OF THE MATSUBARA EIGENSTATES, AND OTHER CONSIDERATIONS

A. Interpretation of the Matsubara Eigenstates and energy $E$

This section outlines a physical interpretation of the subtle aspects of the formalism developed so far. Section VI looks at the bulk thermodynamic properties, while Sec. VII analyzes the properties of a single eigenstate of an external particle, i.e., a particle which is not part of the thermal medium. Both the scenarios are now compared.

For the purpose of the physical interpretation of aspects like the Matsubara frequency, it is not a necessity to consider a curved space, and hence we revert to the uniform temperature case, i.e., $h_{00} = 1$. In the original Matsubara formalism, the imaginary time theory does not introduce the particle energy, $E$, in the Lagrangian. The energy, $E$, is the energy of the particle when it emanates from the source. Clearly, $E$ is an intrinsic property of the particle, and not the result of interaction with the thermal medium. It does not obey Fermi-Dirac or Bose-Einstein distribution. The introduction of $E$ has been enabled as a result of modeling the 8-D space, $\beta^a \times x''$, since time axis is treated as a separate dimension from temperature. The viewpoint of 8-D space $\beta^a \times x''$, is a subtle difference having profound implications. In Eq. [76] if we remove the contribution of $E$, by substituting $E = 0$, we
VII

Introduction of a momentum observable in the Euclidean space is Lorentz invariant, as shown in Eq. \( V \) and Sec. \( V \), respectively. This allows one to explore the equivalence between the curved Euclidean space and the internal particle of energy, \( E \), and spatial thermal variations can be extended to the bulk thermodynamic properties in a conventional 4-D Euclidean space, while, Sec. \( VI \) explores the external single particle behavior and includes \( E \) in the modeling.

The application of the Dirac’s theory, rather than the Field theory, leads to approximations, because the contributions due to particle creation and annihilation are ignored. However, this approximation should be much smaller for QED, relative to QCD, due to the much smaller QED coupling constant. The approximation may also work well for heavy quarks, such as the bottom or top quark, where the corrections due to the creation and annihilation of particles may be small.

B. The Grand Canonical Ensemble

The equivalence between the curved Euclidean space and spatial thermal variations can be extended to the grand canonical ensemble. This allows one to explore the effect of the chemical potential on the Matsubara frequency. In the case of uniform temperature, \( \beta \), the partition function is, 

\[
Z = \text{Tr} \exp[\beta(H - \mu Q)],
\]

where, \( \mu \) is the chemical potential, \( H \) is the Hamiltonian and \( Q \) is the conserved charge with \( Q = \int j^0 dx \). In the case of a thermal system with spatial thermal variations, the partition function with a time independent chemical

\[
E_c \approx \frac{1}{V_0} + m_0^2,
\]

equation arising from the free field Lagrangian, do not lead to meaningful results. The drawback can be root caused to the space \( (i\beta, x, y, z) \). This space does not lend itself to a Lorentz invariant measure. However, the 2-norm of the \( \beta \times x^\nu \) space is Lorentz invariant, as shown in Eq. \( 4 \). In a 8-D space, the consequence of the presence of the time axis is the introduction of particle energy, \( E \), via the operator \( \partial_\mu \). The presence of \( E \) leads to the availability of a real valued momentum observable, as detailed in Sec. \( VII \).

To summarize, the introduction of \( E \) leads to the following, highly desirable properties:

1. Enables modeling of the particle energy when it emanates from the source. This particle energy is distinct from the kinetics of the thermal medium.

2. Introduction of a momentum observable in the Euler Lagrange equations of motion.

3. In the limit of zero temperature (\( \beta \rightarrow \infty \)), one gets back the zero temperature Dirac equation.

The Matsubara frequencies are viewed upon as the poles of the Bose-Einstein or Fermi-Dirac distribution. Consequently, the Matsubara frequency can be viewed as imaginary energy, \( iE_c \) (\( = C_n/\sqrt{|V|} \)), and is unrelated to the particle energy \( E \). Thereupon, the energy, \( E_c \), would be the energy of interaction of the particle with the thermal medium. The periodicity of the Euclidean space, affects the interaction energy, \( E_c \), to be quantized. The interaction, then, leads to the decay of the wave-function, as depicted in Eq. \( 17 \). This seems to be a reasonable outcome, as interaction may lead to a part of the particle wave-function merging with the thermal medium. The various Matsubara frequency eigenstates, would then imply, that the particle is in a superposition of Matsubara frequency eigenstates, wherein, each eigenstate determines the degree (or energy) of interaction with the thermal medium. Ergo, the spatial variation of temperature, would naturally lead to varying degrees of interaction of the particle with the thermal medium, giving way to the spatial variation of the Matsubara frequency.

The standard imaginary time formalism can be seen to be a limiting case when \( E \rightarrow 0 \). In Sec. \( VII \) an external particle of energy, \( E \), has been analyzed. This particle had not equilibrated and was distinct from the thermal system. If, however, the particle "dissolves" or "equilibrates" and becomes a part of the thermal system, then, the only energy it would posses, would be the thermal interaction energy, \( E_c \). It would no longer posses its own energy, \( E \), which is distinct from the thermal system. The momentum of a single particle becomes meaningless, as only the ensemble average carries physical significance. The single particle Dirac equation seems to become redundant. Thus, the classical imaginary time formalism can be used to model the bulk properties of an ensemble of particles which have been equilibrated and have become part of the thermal system. The concept of curved Euclidean space, obtained by recasting the temperature variation as a variation in the metric, is applicable in either case. As a case in point, Sec. \( V \) explores the equivalence in the context of bulk thermodynamic properties in a conventional 4-D Euclidean space, while, Sec. \( VII \) explores the external single particle behavior and includes \( E \) in the modeling.

get,

\[
\begin{align*}
 u''_1 + \left( -\frac{C^2}{V_0} - m_0^2 \right) u_1 &= 0, \\
 u''_2 + \left( -\frac{C^2}{V_0} - m_0^2 \right) u_2 &= 0.
\end{align*}
\]

(95)

The solution is straightforward, namely, 

\[
u_i = \pm \sqrt{\frac{C^2}{V_0} + m_0^2} \alpha, \quad \text{where } \alpha = 1, 2.
\]

This is a pure decay (enhancement) function, and the decay rate (enhancement rate) increases with mass. There is no real valued momentum observable (wave-function of the form \( \exp(i\beta z) \)), and the lack of the momentum observable is independent of the particle energy. This seems unrealistic. It is evident that at sufficiently high energy, a particle will have some momentum inside a plasma, and not just decay.

Let us take the example of bottom quark in a QGP. Taking \( m_0 \approx 4.5 \text{GeV} \), and radius of QGP \( \approx 5 \text{fm} \approx 25 \text{GeV}^{-1} \), we get \( e^{-m_0 \beta} \approx 2.9 \times 10^{-50} \). If this were correct, there would not be any bottom quark production at all in a QGP. However, there is sufficient production of these particles in QGP \[47, 5\]. While, the interaction Lagrangian, in the imaginary time formalism, leads to reasonable results for the bulk properties like entropy etc., the Euler-Lagrange equations of motion, as detailed in Sec. \( VII \), explore the external single particle behavior and includes \( E \) in the modeling.

The Matsubara frequencies are viewed upon as the poles of the Bose-Einstein or Fermi-Dirac distribution. Consequently, the Matsubara frequency can be viewed as imaginary energy, \( iE_c \) (\( = C_n/\sqrt{|V|} \)), and is unrelated to the particle energy \( E \). Thereupon, the energy, \( E_c \), would be the energy of interaction of the particle with the thermal medium. The periodicity of the Euclidean space, affects the interaction energy, \( E_c \), to be quantized. The interaction, then, leads to the decay of the wave-function, as depicted in Eq. \( 17 \). This seems to be a reasonable outcome, as interaction may lead to a part of the particle wave-function merging with the thermal medium. The various Matsubara frequency eigenstates, would then imply, that the particle is in a superposition of Matsubara frequency eigenstates, wherein, each eigenstate determines the degree (or energy) of interaction with the thermal medium. Ergo, the spatial variation of temperature, would naturally lead to varying degrees of interaction of the particle with the thermal medium, giving way to the spatial variation of the Matsubara frequency.

The standard imaginary time formalism can be seen to be a limiting case when \( E \rightarrow 0 \). In Sec. \( VII \) an external particle of energy, \( E \), has been analyzed. This particle had not equilibrated and was distinct from the thermal system. If, however, the particle "dissolves" or "equilibrates" and becomes a part of the thermal system, then, the only energy it would posses, would be the thermal interaction energy, \( E_c \). It would no longer posses its own energy, \( E \), which is distinct from the thermal system. The momentum of a single particle becomes meaningless, as only the ensemble average carries physical significance. The single particle Dirac equation seems to become redundant. Thus, the classical imaginary time formalism can be used to model the bulk properties of an ensemble of particles which have been equilibrated and have become part of the thermal system. The concept of curved Euclidean space, obtained by recasting the temperature variation as a variation in the metric, is applicable in either case. As a case in point, Sec. \( V \) explores the equivalence in the context of bulk thermodynamic properties in a conventional 4-D Euclidean space, while, Sec. \( VII \) explores the external single particle behavior and includes \( E \) in the modeling.

The Matsubara frequencies are viewed upon as the poles of the Bose-Einstein or Fermi-Dirac distribution. Consequently, the Matsubara frequency can be viewed as imaginary energy, \( iE_c \) (\( = C_n/\sqrt{|V|} \)), and is unrelated to the particle energy \( E \). Thereupon, the energy, \( E_c \), would be the energy of interaction of the particle with the thermal medium. The periodicity of the Euclidean space, affects the interaction energy, \( E_c \), to be quantized. The interaction, then, leads to the decay of the wave-function, as depicted in Eq. \( 17 \). This seems to be a reasonable outcome, as interaction may lead to a part of the particle wave-function merging with the thermal medium. The various Matsubara frequency eigenstates, would then imply, that the particle is in a superposition of Matsubara frequency eigenstates, wherein, each eigenstate determines the degree (or energy) of interaction with the thermal medium. Ergo, the spatial variation of temperature, would naturally lead to varying degrees of interaction of the particle with the thermal medium, giving way to the spatial variation of the Matsubara frequency.

The standard imaginary time formalism can be seen to be a limiting case when \( E \rightarrow 0 \). In Sec. \( VII \) an external particle of energy, \( E \), has been analyzed. This particle had not equilibrated and was distinct from the thermal system. If, however, the particle "dissolves" or "equilibrates" and becomes a part of the thermal system, then, the only energy it would posses, would be the thermal interaction energy, \( E_c \). It would no longer posses its own energy, \( E \), which is distinct from the thermal system. The momentum of a single particle becomes meaningless, as only the ensemble average carries physical significance. The single particle Dirac equation seems to become redundant. Thus, the classical imaginary time formalism can be used to model the bulk properties of an ensemble of particles which have been equilibrated and have become part of the thermal system. The concept of curved Euclidean space, obtained by recasting the temperature variation as a variation in the metric, is applicable in either case. As a case in point, Sec. \( V \) explores the equivalence in the context of bulk thermodynamic properties in a conventional 4-D Euclidean space, while, Sec. \( VII \) explores the external single particle behavior and includes \( E \) in the modeling.

The application of the Dirac’s theory, rather than the Field theory, leads to approximations, because the contributions due to particle creation and annihilation are ignored. However, this approximation should be much smaller for QED, relative to QCD, due to the much smaller QED coupling constant. The approximation may also work well for heavy quarks, such as the bottom or top quark, where the corrections due to the creation and annihilation of particles may be small.
potential, $\mu$, can be written as:

$$Z = Tr \exp \left( - \int_0^{\beta(x)} (\mathcal{H} - \mu_j^0) \, d\tau d^3x \right)$$

$$= Tr \exp \left( - \int_0^{\beta_0} s(x) (\mathcal{H} - \mu_j^0) \, d\tau d^3x \right),$$

where $\mathcal{H}$ is the Hamiltonian density. This suggests, that, like the case of the canonical ensemble, the grand canonical ensemble may also be recast in the framework of the curved Euclidean space, with the metric, $diag[s(x)^2, 1, 1, 1]$. Let us consider the following Lagrangian density for a fermion in the curved Euclidean space given by the metric $diag[s(x)^2, 1, 1, 1]$.

$$\mathcal{L} = \bar{\psi} \left( i e^a_\alpha \gamma^a D_{i\tau} + i\gamma.\nabla - m \right) \psi,$$

where, $e^a_\alpha$ is the vierbein, and the transformation, $t \rightarrow i\tau$ is incorporated in the spinor covariant derivative, $D_{i\tau}$. The conserved charge density for the above Lagrangian density is

$$j^0 = \bar{\psi} (e^0_\alpha \gamma^a) \psi,$$

With all this, the partition function can be written as:

$$Z = \int D\psi^3 D\bar{\psi} \exp \left[ \int_0^{\beta_0} \int d^3x \sqrt{g_c} \bar{\psi} \left( i e^0_\alpha \gamma^a D_{i\tau} + i\gamma.\nabla - m + \mu e^0_\alpha \gamma^a \right) \psi \right],$$

where, $\sqrt{g_c} = s(x)$ as before. If we decompose, $\psi(x, \tau) \rightarrow \sum_n \exp(-iC_n \tau) \psi_n(x)$, the term, $(ie^0_\alpha \gamma^a D_{i\tau} + \mu e^0_\alpha \gamma^a) \psi(x, \tau) \rightarrow [e^0_\alpha \gamma^a (-iC_n + \mu)\psi_n(x) + \text{spin connection terms}]$. The shift in the Matsubara frequency, along the imaginary axis, due to the chemical potential, is akin to the uniform temperature case.

In Sec. VII the eigenstate transfiguration of a Dirac particle is modeled. In case the chemical potential of the thermal medium, were to affect the Dirac spinor, the results of Sec. VII would be an accurate representation, predominantly for those thermal systems, where chemical potential is close to zero.

It is planned to probe the grand canonical ensemble case, in more detail, in future research.

### C. The 8-D space

Another significant outcome of the 8-D point of view, is the doubling of the degrees of freedom. The expansion to 8-D space from 4-D space involves the introduction of additional variables, namely, the 4-D conjugate momenta $\psi$ in the $\beta^0$ subspace. In thermo field dynamics [19, 20], the doubling of degrees of freedom is shown to be a necessity, in order to define a thermal vacuum. The product space, $|p^\mu \rangle \otimes |\omega^\nu\rangle$, may seem to correspond to the tilde and non-tilde states, $|\tilde{m}\rangle \otimes |m\rangle$, in thermo field dynamics [19, 20], in the sense of the degrees of freedom being doubled. It remains to be seen, as to the extent the correspondence can be developed further.

Introduction of the 8-D, $\beta^0 \times x^\nu$ space, leads to a field theory in a eight dimensional space. There has been research in the renormalizability of $\phi^4$ theory in higher dimensional space (for example, Ref. [51]). Unfortunately, adaptation to thermal field theory may be a bigger challenge due to the presence of discrete frequencies. However, Eqs. 11 and 22 indicate that the 8-D space is not irreducible. It can be factored into two 4-D spaces. The factorization may likely enable analyzing the $\phi^4$ theory in dimensions lesser than 8-D. These issues are hoped to be addressed in future research.

### IX. CONCLUSION

Starting with the help of a Polyakov loop correlator, we have propounded a mathematical equivalence between the temperature gradient and the curvature of the Euclidean space. The variation in the temperature is recast as a variation in the metric. Bulk thermodynamic parameters, like the energy expectation value, Helmholtz free energy and entropy is calculated for a neutral scalar field in a thermal bath with spatial thermal gradients, using the concept of a curved Euclidean space. Subsequently, the Dirac equation for an external massive fermion is solved in the curved Euclidean space. This analyzes the behavior of an individual eigenstate, instead of examining only bulk thermodynamic properties. The recovery of the fermion wave-function in the regions of negative thermal gradient is unexpected, and thus, can be a key indicator of the physical validity of the curved Euclidean model. In case the recovery does not happen, it may likely require further research into discovering a valid model for systems with thermal gradients. The properties of the Dirac function, highlighted in this paper, is expected to carry over to a field theoretic approach as well, as the basis functions can remain the same.

If the Euclidean space model, indeed models the quantum behavior in a thermal medium, then, it may have other implications. The similarity of the particle behavior in the Euclidean and Lorentzian spaces, may lead to better understanding of particle behavior in a curved Lorentzian space-time. As a case in point, for a scalar field, $\phi$, the curved Euclidean space experiments may help establish, whether, $R\phi^2$ is a required term in the Lagrangian.

It would be desirable to generalize the proposed formalism to a covariant framework. A fully covariant field theoretic approach can help analyze the vacuum structure.
Acknowledgments

I would like to thank Prof. Michael E. Peskin (SLAC National Accelerator Lab.) for useful discussions.

[1] P. Braun-Munzinger and Johanna Stachel, Nature 448, 302–309 (2007).
[2] PHENIX Collaboration, Nature Physics 12, (2018); arXiv:nucl-ex/1805.02973 (2018).
[3] Matsubara, T. A New Approach to Quantum-Statistical Mechanics. Progress of Theoretical Physics, 14, 4, 351–378 (1955).
[4] Martin, P. C., Schwinger, J. Physical Review, 115(6), 1342–1373 (1959).
[5] A.A. Abrikosov, L.P. Gor’kov, I.E. Dzyaloshinskii JETP, Vol. 9, No. 3, p. 636 (1959)
[6] Arnold, P., Vokos, S., Bedaque, P., Das, A. Physical Review D. 47(10), 4698 (1993).
[7] Y. Aoki, G. Endrodi, Z. Fodor, S. D. Katz, and K. K. Szabo, Nature 443, 675-678 (2006). arXiv:hep-lat/0611014
[8] Kenji Fukushima and Tetsuo Hatsuda, Rept. Prog. Phys. 74, 014001 (2011). arXiv:1005.4814
[9] Kraemmer and Rebuffa, Rept.Prog.Phys. 67 (2004).
[10] Kraemmer, Rebuffa and H. Hchulz, Annals. of Phys. 238 (1995).
[11] Heng-Tong Ding, Frithjof Kar asch, and Swagato Mukherjee, Int. J. Mod. Phys. E24, 1530067 (2015), arXiv:1504.05274
[12] Blaizot J. P. and Lancu E., Phys. Rep., 359 355–528 (2002); arxiv hep-ph/0101103
[13] David E. Morrissey and Michael J. Ramsey-Musolf, New J. Phys. 14, 125003 (2012), arXiv:1206.2942
[14] Andrew G. Cohen, D. B. Kaplan, and A. E. Nelson, Ann. Rev. Nucl. Part. Sci. 43, 27-70 (1993), arXiv:hep-ph/9302210
[15] V. A. Rubakov and M. E. Shaposhnikov, Usp. Fiz. Nauk 166, 493-537 (1996), arXiv:hep-ph/9603208
[16] Yasushi Takahashi, Hiroomi Umezawa, International journal of Modern Physics B, 10 (1996).
[17] Torbjorn Lundberg and Roman Pasechnik, European Physical Journal A, 57, (2021).
[18] S Ganesh and M Mishra, Progress of Theoretical and Experimental Physics, 2021, 1, 013B09 (2021).
[19] H. Matsumoto, Y. Nakano, H. Umezawa, F. Mancini and M. Marinaro, Prog. Theor. Phys., Progress Letters, 70 (1983).
[20] Yasushi Takahashi and Hiroomi Umezawa, International Journal of Mod. Phys. B 10, 13 and 14 (1996).
[21] Masaru Hongo, Annals of Phys., 383 (2017).
[22] Leonard Parker, David Toms, "Quantum Field theory in Curve Spacetime", Cambridge University Press (2009).
[23] V. Mukhanov and S. Winitzki, Introduction to Quantum effects in Gravity, Cambridge University Press (2007).
[24] L. Sriramkumar and T. Padmanabhan, Phys. Rev. D, 71, 103512, (2005); arXiv [gr-qc] 0408034 (2004).
[25] L. Sriramkumar and T. Padmanabhan, Int. Jour. Mod. Phys D 11, 1 (2002); arXiv [gr-qc] 9903054 (2001).
[26] Goncalo M. Quinta, Antonino Flachi, Jose P. S. Lemos, J. High Energy Phys. 139 (2019).
[27] Thomas T. Dumitrescu, J. Phys. A, 50 44, 443005 (2017).
[28] Christian Koke, Changsuk Noh, Dimitris G. Angelakis "Annals Phys" 374 162-178 (2016).
[29] Luis C. Barbado, Carlos Barcelo, Luis J. Garay, Class. Quant. Grav. 28, 125021 (2011)
[30] S. W. Hawking, Commun. math. Phys. 43, (1975).
[31] W. G. Unruh, Phys. Rev. D, 4, 4 (1976).
[32] R. C. Tolman, Phys. Rev. 35 904–924 (1930).
[33] R. C. Tolman and P. Ehrenfest, Phys. Rev. 36, 12, 1791–1798 (1930).
[34] Richard Fitzpatrick, "Plasma physics: an introduction", CRC Press (2015).
[35] Patrick R. Taylor and Shahid A. Pirzada, Advanced Performance Materials, 1, 35-50 (1994).
[36] A. Gleizes, J. J. Gonzalez and P. Freton, J. Phys. D: Appl. Phys. 38 R153 (2005).
[37] Soo-Jong Rey, Stefan Theisen and Jung-Tay Yee, Nuclear Phys B 527, 171-186 (1998).
[38] J.P. Holman, Heat Transfer, McGraw-Hill Publications, (1986).
[39] J. Kapusta, C. Gale, "Finite Temperature Field Theory and Applications", Cambridge University Press, 2e (2006).
[40] R. Kubo, J. Phys. Soc. Japan, 12, 570 (1957).
[41] Ashok Das, "Finite Temperature Field Theory", World Scientific, (1997).
[42] Bernard, C. W., Phys. Rev. D. 9[12], 3312 (1974).
[43] F.W. Hehl and B. K. Datta, J. Math. Phys. 12, 1334 (1971).
[44] Jeffrey Yepez, arXiv:1106.2037 [gr-qc] (2011).
[45] M.D. Pollock, Acta Physica Polonica B, 8, 41 (2010).
[46] Peter Collas, David Klein, "The Dirac Equation in Curved Spacetime, A Guide for calculations", Springer (2019).
[47] The CMS Collaboration, Phys. Rev. Lett. 109, 222301 (2012).
[48] ALICE collaboration, Phys. Rev. Lett. 109 (2012) 072301, arXiv:1209.1333v2 [hep-ex], 2012.
[49] Enrico Scomparin, ALICE Collaboration, Nucl. Phys. A 904-905 (2013) 202c–209c.
[50] The CMS Collaboration, J. High Energy Phys., 05 (2012) 0 63.
[51] J.A. Gracey and R.M. Simms, Phys. Rev. D, 96, 025022 (2017).