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Abstract. While previous Industrial Revolutions have increasingly seen the human as a cog in the system, each step reducing the cognitive content of work, Industry 4.0 contrarily views the human as a knowledge worker putting increased focus on cognitive skills and specialised craftsmanship. The opportunities that technological advancement provide are in abundance and to be able to fully take advantage of them, understanding how humans interact with increasingly complex technology is crucial. The Operator 4.0, a framework of eight plausible scenarios attempting to highlight what Industry 4.0 entails for the human worker, takes advantage of extended reality technology; having real-time access to large amounts of data and information; being physically enhanced using powered exoskeletons or through collaboration with automation; and finally real-time monitoring of operator status and health as well as the possibility to collaborate socially with other agents in the Industrial Internet of Things, Services, and People. Some of these will impose larger cognitive challenges than others and this paper presents and discusses parts of the Operator 4.0 projections that will have implications on cognitive work.
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1. Introduction

The Fourth Industrial Revolution is ever-present in most types of manufacturing sciences along with being under heavy focus from companies wanting to be competitive and take advantage of new and potentially revolutionising technological opportunities. Where previous Industrial Revolutions have inherently also transformed the nature of human work, the Fourth Industrial Revolution is no exception [1,2].

The First Industrial Revolution, taking off with the introduction of steam power and mechanisation as well as assisted and dextrous work, started a slow transition from a focus on crafts and craftsmanship organised in guilds, to the first modern factories (1761). Human knowledge and skills were still very much at the centre of manufacturing while the introduction of electrical power and mass-production during the Second Industrial Revolution towards the end of the 19th century ultimately reduced the human to being a cog in the system and human work became more about performing single specialised and highly repetitive tasks in the production line [3]. The Third Industrial Revolution came in the mid-20th century and was the result of automation and computerization of work. The development of automation and robotics diversified roles among workers and created the need for monitoring while the desire for product customisation led to new demands on manual workers [1-3]. From a cognitive ergonomics perspective [4], new aspects of
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study such as vigilance and attention theory were introduced from neighbouring fields. The Fourth Industrial Revolution, which we very much find ourselves in the midst of, has in many ways reverted to seeing the human as a knowledge worker again [2]. One-piece flows lead to high demands on manual work and at the same time, the possibilities to support manual work through technology is increasing [1,2]. While Human Factors started as an attempt to fit “the human to the task” [5], we are finally at a stage where it is technologically feasible to turn the tables and “adapt technology to the human” [6-8].

2. The Operator 4.0 – Typology

Romero et al. [1,2] proposed the Operator 4.0, which is a framework of eight plausible scenarios attempting to highlight what Industry 4.0 entails for the human worker. These eight projections [2] include technology enhancing operators’ physical and cognitive capabilities as it is likely that these augmentations will appear in the future, or indeed, as they already do [6-8]. The Operator 4.0 is also supported by the ACE Factories Cluster whitepaper focus on “Human-Centred Factories” [6] and is also one of the foundations for the European Commission brief on – Industry 5.0 – towards “Sustainable, Human-Centric and Resilient European Industry” [8].

The Super-Strength Operator visualizes the use of exoskeletons to enhance human strength. Exoskeletons, as they appear today, can be passive, using springs and wires, or they can be powered, using electrical motors, hydraulics or pneumatics to enhance biomechanical strength even further. The use of exoskeletons can allow for more flexibility and efficiency in manual work tasks, reduce work-related injuries, and can also help overcome one of the major challenges in the western industry today, namely that of a changing demographic and an ageing workforce [2]. The current status of this technology is not however without challenges as they often limit the range of motion, cannot fully cope with a huge diversity of anthropometrics, and can, if not used properly, result in pressure injuries [9].

The Augmented Operator takes advantage of the rapid development of Augmented Reality (AR) technology and wearables for allowing human workers real-time visual access to information in the form of visual overlays in smart glasses, tablets, smartphones, etc. There are several ways of presenting information through AR technology where smart glasses such as the Microsoft HoloLens or Google Glass might receive the most attention, but it is by no means the only way of augmenting reality [2]. Some of the first and still most effective ways of utilizing the technology are through smartphones or tablets [2] where several cases have applied this technology to maintenance and remote guidance for example [10].

The Virtual Operator, much like the augmented operator, deals with information visualisation and takes advantage of Virtual Reality (VR) technology for this. While AR focuses on overlaying information on the visual array, VR completely replaces the physical world with a virtual one. It simulates a fully immersive experience and allows a user to “step into” the virtual world where it can be used for factory planning, design considerations, or, as is most relevant from a cognitive perspective, virtual training [2].

The Healthy Operator makes use of the boom of wearable devices and bio-signal trackers that have become increasingly popular in later years. Several attempts at using both medicinal bio-signal equipment as well as off the shelf fitness trackers have shown promising results in allowing monitoring of a workers biological and cognitive status and wellbeing [2,11].
The **Smarter Operator** scenario is a result of the abundance of information available at the click of a button, or even of a text or voice command. Utilizing smartphones, personal assistants, and computers gives direct access to information previously distant. Having maintenance manuals, inventory lists, or task instructions available all the time and everywhere, potentially increases productivity and operational efficiency [2,12].

A **Collaborative Operator** is a human worker cooperating with collaborative robots (cobots) or other types of collaborative automation [2]. Cobots allow different levels of cooperation and collaboration between humans and cobots/automation ranging from co-existence to full collaboration in a shared physical space, which is challenging both due to safety aspects of humans interacting in close quarters with cobots as well as because of communication between these two agents: human and cobot [13].

The **Social Operator** is a human worker utilizing industrial social networks and enterprise social networking services to allow for collaboration, knowledge sharing, and knowledge transfer within social groups (incl. smart machines) in manufacturing [2,14].

The **Analytical Operator**, concludes the list of projections and, regards human workers having access to big data analytics to leverage data to drive decision-making for better forecasts, understanding of shop-floor performance, and greater visibility of both production status as well as other relevant KPIs [2].

Romero et al. [2] classify all these human-technology interactions but the super-strength operator and the collaborative operator to include cognitive interaction between the human workers and these human-centric Industry 4.0 technologies.

### 3. The Cognitive Operator 4.0 – Potentials & Challenges

The degree of cognitive interaction involved in the eight human-technology interactions listed above varies to a considerable degree although the argument for its inclusion in all of them can easily be made. This section will outline in detail how cognitive interaction affects them, highlighting scientific and industrial potential as well as the challenges involved and questions that remain unanswered.

#### 3.1. Mental Workload

There is a fundamental difference between classical ergonomics being mainly concerned with the body and how it is affected by work, and cognitive ergonomics also including the mental aspects and increasingly viewing the human as a cognitive agent that not only perceives the world but acts in it [4]. This relevant difference lies in the former being objectively observable and often measurable while the latter is not. If the problem of other minds [15] has taught us anything, it is that we cannot ever know what happens within the mind of someone else, ergo we cannot objectively measure their mental workload. What we can do, however, is assess subjective mental workload [16] or estimate mental workload or complexity of work from different rating scales [17,18]. Furthermore, there is potential for collecting bio-signal data corresponding with mental workload using wearables such as proposed by the Healthy Operator 4.0 [2,11,19]. The potential for such technology is great but also inflicted with large integrity issues as found by Kaasinen et al. [20], where manufacturing personnel voiced concern with this type of tracking technology. It is clear though, that with the increased focus on humans as knowledge workers rather than cogs in a production system, and human centricity being pointed out as one of the main pillars of Industry 5.0 [8], there is a need for better methods of assessing and understanding optimal levels of mental workload.
3.2. Communication

With regards to the Collaborative Operator, Romero et al. [2] mainly saw cobots as a way of offloading physically demanding or unsafe tasks onto a robot sharing the same physical space as the worker. To be fair, most industrial collaborative applications have not come much further today and most certainly had not in the year 2016. However, the classifications of human-robot collaboration levels [13,21] do range from that type of independent co-existence in a shared space to full collaboration, meaning that the human and the robot can work on the same product at the same time with shared task allocation which does infer some kind of communication between the two. The robot (or the system rather) must be able to recognize what the human is doing, or even more importantly, is going to do and what space they will occupy in the near future to avoid confusion, conflicts, and even collision. And consequently, the robot must have a behaviour that can be predictive to the human user so as to avoid physical conflicts in the shared workspace [22]. A safety issue for sure but seeing as collaborative applications do have extensive safety procedures (e.g., ISO15066) implemented to guarantee safety, perhaps it becomes less about safety and more of a way to avoid unnecessary machine stops and optimize robot utilization.

Increasing access to (big) data and information as described in both the Analytical Operator 4.0 & the Smarter Operator 4.0 [2] also creates a higher demand for properly designed information interfaces. User experience design in different forms has been an increasingly popular and potent topic of study since the introduction of the personal computer but applied research on data/information visualization in manufacturing is still fairly occasional and most often a result of initiatives by individual researchers or projects, never getting the kind of proliferation it needs and indeed deserves. For example, using AR technology to visualize task information requires new knowledge on how to design for AR and while there are novel attempts at investigating this, the field is very much in its infancy [23].

3.3. Cognitive Embodiment

Viewing exoskeletons and physical enhancement as mainly having to do with physical interaction might be reasonable given where the cognitive ergonomics field is largely influenced by theories from cognitive psychology where the separation of human factors into physical and mental aspects is still far too common. However, development in cognitive science during the past few decades have somewhat successfully started to question these assumptions and this argument is also finding its way into the applied ergonomics field [4, 24-26]. In essence, it is argued and demonstrated in many ways how our physical bodies not only affect how we cognize in the world but that it is necessary for cognition [26-30]. Changing the capabilities and limitations of the said physical body would therefore also change how that human interacts and cognizes with the world.

By its very nature, human cognition involves perception and action and is evolved to be most effective within a situation, here and now [26,31]. This does not mean that offline cognition does not happen, but that “even when decoupled from the environment, the activity of the mind is grounded in mechanisms that evolved for interaction with the environment – that is, mechanisms of sensory processing and motor control” [31]. So, where we cannot be situated, tools that simulate physical presence have proven very advantageous, such as the case of the Virtual Operator 4.0 [2]. Therefore, the use of VR tools to simulate ergonomics, to allow us to “step into” a factory before it is even built
or to virtually simulate the placement of new equipment in shop floors, allows us to better utilize our cognition and ultimately make better and more informed decisions. For the same reasons, VR also has great potential in the training of new personnel where it allows us to do realistic, offline training in a cost-efficient and safety-conscious way.

3.4. A Working Definition for The Cognitive Operator 4.0

Cognitive Interaction is critical to realize systems in which humans and technology work in symbiosis [32]. The Cognitive Operator 4.0 emerging term aims to stand for those knowledge workers and their cognitive interactions in which they exchange and jointly process information with the help of technologies to symbiotically perform a task (e.g., a physical action and/or a decision). This by combining computational and sensing technologies as well as interaction design to realize deep perception, awareness, and understanding between both collaborative agents.

4. Discussion and Industry 5.0 Outlook

Industry 5.0 – as described in a political brief from the European Commission (EC) will rest upon three main pillars: sustainability, resilience, and human-centricity [8], the last of which being heavily influenced by the Operator 4.0 vision [1,2]. The EC envisions large needs for education, training, re-skilling, and up-skilling as being some of the most pressing issues to address in the ongoing digital transformation of industry and society, making digital competencies a key factor. A precaution though, just because something involves humans, does not automatically mean that it is human-centred. Many initiatives sail under the flag of human-centricity while being more focused on the technology in itself. The key difference being that true human-centred approaches focus on the interaction and what can be achieved by human and technology in symbiosis [1].

The Operator 4.0 and human-centricity also responds to an even more pressing matter in western society, the challenge of changing demographics. An ageing workforce coupled with difficulties for the manufacturing industry to attract workers presents huge challenges with securing tomorrow’s manufacturing [7]. Challenges that can, at least in part, be met by utilizing technology that allows for a more diverse industrial workforce and a technologically stimulating environment that raises the value of competence rather than physical fitness and youth [2,7].

So, ultimately the human worker of the future will have to be able to interact and communicate comfortably and efficiently with diverse technologies, they need to collect and consume large quantities of information, they need to transfer knowledge between virtual and real worlds and back again, and they need to be responsible not only for the continuing development of their own skills and knowledge but also for their colleagues. For this to happen and for us to be able to utilize the possibilities offered by technology, we need to know more about how to make these systems human-centred, and for that, the unit of study must be both the physical and the cognitive interaction between humans and technology, as well as the social and material context in which it emerges.
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