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Abstract

One of the main drawbacks of deep neural networks, like many other classifiers, is their vulnerability to adversarial attacks. An important reason for their vulnerability is assigning high confidence to regions with few or even no feature points. By feature points, we mean a nonlinear transformation of the input space extracting a meaningful representation of the input data. On the other hand, deep-RBF networks assign high confidence only to the regions containing enough feature points, but they have been discounted due to the widely-held belief that they have the vanishing gradient problem. In this paper, we revisit the deep-RBF networks by first giving a general formulation for them, and then proposing a family of cost functions thereof inspired by metric learning. In the proposed deep-RBF learning algorithm, the vanishing gradient problem does not occur. We make these networks robust to adversarial attack by adding the reject option to their output layer. Through several experiments on the MNIST dataset, we demonstrate that our proposed method not only achieves significant classification accuracy but is also very resistant to various adversarial attacks.

1 Introduction

Deep Neural Networks are stacks of several layers of simple computational units which can collectively compute highly complex and structured functions [11]. They have recently outperformed other machine learning methods in various tasks, such as image classification [8, 19, 22], object detection [9, 15, 16], and speech recognition [1, 5]. However, it has been shown that common deep learning methods, like many other machine learning algorithms for classification, can be easily fooled by a small imperceptible change in the input [13, 18]. This vulnerability is due to a flaw in their generalization mechanism, that is, some feature points in the support of the feature space distribution get low confidence while feature points in the areas far from the support obtain high confidence. One reason for such behavior could lie in the linear classifier they use at their last layer. Almost all modern deep neural networks used for classification are made up of a feature extractor and a linear classifier. Ideally, the goal of the feature extractor is to map data to a feature space where different classes are linearly separable. Although the linear classifiers are very efficient in classifying the linearly separable classes, they force the model to assign high confidence to regions which are far from the decision boundary, i.e., regions without any data-point. An adversarial attack can easily make small changes in many dimensions of the input image to land in these areas of the feature space and lead the network to misclassify the perturbed example with high confidence. According to the linear explanation of adversarial examples [7], the attack only needs to find the right direction of perturbation to reach those areas.

Unlike common networks, RBF networks do not use linear classifiers, and instead, they have Radial Basis Function units in their last layers. Goodfellow et al. [7] claimed that RBF networks are naturally immune to adversarial and rubbish-class examples, in the sense that they give low confidence to such examples. RBF units, unlike linear units, are activated within a well-circumscribed region of their input-space [10]. In this case, the aim of the feature extractor network would be mapping the data to a new representation where the data for each category form a cluster. By adding a reject option in our classifier, e.g., whenever we are far from the center of the clusters, we can make the regions of each class in the feature space finite and narrow. Bottou and Vapnik [3] called this property of RBF networks, as a local classifier, the ability of rejection by lack of data. We hypothesize that this ability of RBF networks make them not only robust to adversarial examples but a perfect choice in tasks
where dealing with negative examples\(^1\) is necessary. This claim follows from the assumption that non-typical patterns usually fall outside those clusters.

The first deep-RBF network, called LeNet5, is introduced in the seminal work of LeCun et al. [10]. They proposed a simple form of the deep-RBF networks and two cost functions for learning, in addition to performing many tricks for avoiding the vanishing gradient problem. On MNIST, they achieved significant results for their method. After LeNet5, Simard et al. [17] came with a slightly different model with a softmax output layer instead of the RBF output layer and used the cross-entropy loss. They reported that these modifications yield a small outperformance in the accuracy and a faster optimization procedure. To the best of our knowledge, the RBF output layer, surprisingly, has disappeared from the literature of deep learning afterward, and the linear classifier output layer has become the standard choice for the output layer of deep networks.

In this paper, we reintroduce the deep-RBF networks with a formulation more general than LeNet5. We also mention a simple yet efficient way to incorporate the reject option in these networks. Inspiring from the literature on metric learning, we propose an example of a class of cost functions, in the optimization of which the vanishing gradient problem does not occur. We then present the soft version of the proposed cost and its probabilistic viewpoint. Using a variety of experiments on MNIST, we demonstrate that this method can be trained efficiently to achieve high accuracy in the task of classification.

Furthermore, we show that by assigning a threshold for rejection and incurring a small cost on the classification, we can make the deep-RBF networks resistant to multiple adversarial attacks. We show that this robustness can be further improved using noise injection in training and decreasing the threshold of rejection. Finally, we examine the cross-model generalization of the adversarial examples between our methods and the ordinary CNN, together with the effect of noise injection on the percentage of transferrable adversarial examples. The results show, unlike other deep neural networks, there is a relatively low percentage of adversarial examples transferrable between deep-RBF networks and CNNs.

## 2 Deep-RBF networks

A radial basis function is a real-valued function which depends only on the distance from the origin or a point [4]. In this paper, we use the following formula with \(\ell_p\)-norm to define the RBF unit:

\[
\phi(x) = \|A^T x + b\|_p^p,
\]

where \(x \in \mathbb{R}^n\), \(A \in \mathbb{R}^{n \times l}\), and \(b \in \mathbb{R}^l\) for \(l \leq n\). If \(p = 2\), it is trivial to see that this RBF unit is equivalent to \((x - \mu)^T \Sigma (x - \mu)\), given the factorizations \(\Sigma := AA^T\) and \(b := -A^T \mu\).

In the shallow-RBF network, there exists a unique RBF unit for each class, and the output of the network is

\[
d_k(x) = \|A_k^T x + b_k\|_p^p,
\]

for \(k \in \{1, 2, \ldots, c\}\). In the evaluation phase, the category with the smallest distance would be selected as the correct class. In the deep-RBF network, as its name suggests, a function, say \(f(\cdot)\), transforms the raw input data \(x\) to high-level features, then they enter the RBF units:

\[
d_k(x) = \|A_k^T f(x) + b_k\|_p^p, \quad k \in \{1, \ldots, c\}.
\]

The above equation is the definition of deep-RBF networks, about which we talk in the rest of this paper. Note that the outputs of the network are not considered to be the probability of classes; an output layer (like softmax) may turn them into probabilities. The schematic diagram of this network appears in Fig. 1.

The decision rule of deep-RBF network, in the evaluation, is as follows:

\[
\hat{y}(x) = \arg\min_{k \in \{1, \ldots, c\}} d_k(x).
\]

One can look at this method as a generalization of the nearest centroid classifiers. In these classifiers, each class has a centroid, and the category of the nearest one would be selected [20]. As an example, Gaussian discriminant analysis with uniform prior is the nearest centroid classifier with the metric \(d_k(x, \mu_k) = (x - \mu_k)^T \Sigma_k^{-1} (x - \mu_k)\), where \(\mu_k\)s are the per-class centroids [12]. To connect the nearest centroid classifier with the deep-RBF network, assume Eq. 2.3 is the parametric distance of the nearest centroid classifier.

\(^1\) A negative example or a null example belongs to none of the classes or categories.
Figure 1: The diagram of a deep-RBF network with \( c \) classes. As the diagram shows, there is an RBF unit for every class on the transformation of the input, i.e., \( f(x) \).

2.1 Deep-RBF networks in the literature of deep learning

As far as we know, LeNet5 \( [10] \) is the only form of the deep-RBF networks introduced in the literature of deep learning. As shown in Fig. 2 this model has some convolutional, subsampling and fully connected layers. These layers are to compute the feature vector of the input image, which is associated with \( f(x) \) in the deep-RBF network. At the end of its last fully connected layer (whose activation function is a scaled-tanh), there is a layer with so-called Gaussian connections. In this layer, there exists the parameter vector \( W_k \) for each class (equivalent to the negative bias in the deep-RBF network), and each output is the Euclidean distance between the feature vector and the corresponding parameter vector. From deep-RBF networks viewpoint, all covariances are identity matrices in this network, and the output distance is \( \hat{d}_k(x) = \| f(x) - W_k \|_2^2 \). In the evaluation phase, LeNet5 selects the output with the smallest value, whose parameter vector is nearest to the feature vector.

Figure 2: Architecture of LeNet5. Source: Fig. 2 from [10].

For training LeNet5, the authors proposed two strategies with two different loss functions. In the first strategy, parameter vectors are fixed. The authors chose the binary image of a character’s ASCII code (binary with components \(+1\) and \(-1\)) as the value of its fixed parameter vector\(^2\). Another trick they used to prevent the gradient vanishing problem (resulting from the saturation of sigmoids) is choosing the scale parameter of the scaled-tanh activation functions of the last fully connected layer to be 1.7159. By doing so, the components of the parameter vectors, \(+1\) and \(-1\), are the points of sigmoids with maximum curvature. The following mean

\(^2\) They claimed this choice of parameter vector works better than one-hot coding and random binary vectors.
squared error function is the loss function of the first strategy:

\[
J = \frac{1}{N} \sum_{i=1}^{N} \hat{d}_{y_i}(x^{(i)}) = \frac{1}{N} \sum_{i=1}^{N} ||f(x^{(i)}) - W_{y_i}||^2_2, \tag{2.5}
\]

where \( y_i \) is the correct class of input data \( x^{(i)} \) and \( N \) is the number of data-points. In the second strategy, they also trained the parameter vectors. They are initialized with the images of their corresponding characters' ASCII code, just like the previous strategy. The authors also used the other tricks to have an efficient optimization. The loss function of this strategy is

\[
J_{\text{LeNet5}} = \frac{1}{N} \sum_{i=1}^{N} \left( \hat{d}_{y_i}(x^{(i)}) + \log \left( \exp(-\lambda) + \sum_j \exp \left( -\hat{d}_j(x^{(i)}) \right) \right) \right), \tag{2.6}
\]

where \( \lambda > 0 \). The second, new, term in this loss function aims to prevent collapsing, in which all the parameter vectors are equal. The constant \( \lambda \) prevents the penalties of classes which are already large enough from being pushed further up. As they pointed out, this penalty term acts as a prior for the model – that the input image can come from only one of the classes or a negative class.

As we mentioned in the previous section, the output layer of LeNet5 and these cost functions were substituted by the softmax output layer and cross-entropy loss function afterward. One of the main reasons for this substitution lies in the fact that this new setting relieves us of doing many tricks to prevent the gradient vanishing problem. Besides, these tricks were tuned for MNIST, which makes it very difficult to reuse the network for other datasets.

In this paper, we generalize and modify LeNet5, with its second training strategy, from three perspectives. First, generalizing the distance of LeNet5; second, throwing all the saturating units away in order to have an efficient training without multiple tricks; third, proposing other loss functions which outperform that of LeNet5 in terms of classification accuracy and the ability of rejection by lack of data, thereby resisting to the adversarial examples better. The first two generalizations can be achieved by substituting LeNet5 with the deep-RBF network and using other activation functions instead of the sigmoid. The third generalization is the subject of the next section.

### 3 Learning algorithm

According to the decision rule of the deep-RBF networks, the primary goal of training such networks is to find distances, or outputs, that are small for their associated class and big otherwise. Conceptually, this is a task similar to metric learning problems although the original metric learning problem is weakly-supervised, with similar and dissimilar pairs. We can substitute the distance of pairs of similar objects with the distance of the wrong classes. Inspired from the metric learning methods, we propose the following cost function:

\[
J_{\text{ML}} = \sum_{i=1}^{N} \left( d_{y_i}(x^{(i)}) + \max_{j \neq y_i} \left( 0, \lambda - d_j(x^{(i)}) \right) \right), \tag{3.1}
\]

where \( \lambda > 0 \) and \( y_i \) is the correct class of the input \( x^{(i)} \). We name it Metric Learning (ML) loss. While the first term in this cost function, like in LeNet5, aims to decrease the distance of the correct class \(^3\), the other term, using the hinge loss, pushes the distance of the wrong classes outside a margin and also prevents collapsing. Note that this cost function is just an example of numerous cost functions available in the metric learning literature [2]. We can propose many alternative costs, each of which has its merits and demerits.

In theory, the value of parameter \( \lambda \) should not affect the classification accuracy. Let us assume \( \lambda' = \alpha \lambda \), where \( \alpha \) is a positive real number. The distances \( d_{k,s} \), given in (2.3), depends on \( A_{k,s} \), \( b_{k,s} \) and the parameters of the function \( f(\cdot) \). Using the notation \( J_{ML}(\{A_k, b_k\}_{k=1}^{c}, f(\cdot); \lambda) \) for showing the parameters in the \( J_{ML} \) cost function, it is trivial to see that

\[
J_{ML}(\{\alpha A_k, \alpha b_k\}_{k=1}^{c}, f(\cdot); \lambda') = \alpha J_{ML}(\{A_k, b_k\}_{k=1}^{c}, f(\cdot); \lambda).
\]

Therefore, the optimal distances for the ML loss with \( \lambda' \) and \( \lambda \) only differ in a scale. Since the decision rule of the deep-RBF network is scale invariant with respect to distance, the classification accuracy of the two cases

\(^3\) Or as a nearest centroid classifier, it decreases the distance between the \( i \)-th sample and its corresponding centroid.
would be the same. However, due to the non-convexity of the loss, this parameter can affect the optimization procedure. We will see in Section 4 that in practice for a wide range of $\lambda$, the classification accuracy on the test dataset does not change significantly, so choosing a proper $\lambda$ is quite easy.

Taking it into account that the log-sum-exp function is a smooth approximation to the maximum function, one can notice a difference between ML loss and the loss function of LeNet5. In ML loss, all the wrong classes inside the margin incur a penalty, but in loss 2.6, just the one with the minimum distance inside the margin incurs the penalty. Moreover, if the smallest distance is the correct class and inside the margin, the two terms of LeNet5 cost for that data-point cancel out each other while ML always tries to decrease the distance of the correct class. We will see that these differences lead to an improvement in both accuracy and robustness of the network trained with the ML loss.

### 3.1 Rejection

After training, in the evaluation phase, deep-RBF’s decision rule 2.4 determines the category of the input among $c$ classes. However, as explained before, these networks can reject by lack of data as a result of using RBF units at the last layer of the network. In other words, we expect that the regions in the feature space without data get low confidence. Adding a reject option can be beneficial in many tasks where a negative class exists. Unlike the standard non-negative examples, a negative sample usually does not have a specific pattern, and the set of all negative samples, in a given task, is vast. This vast region of negative examples often makes it impossible to provide a training dataset spanning all over that region. Consequently, an ordinary network which treats the negative and non-negative examples, in the same way, may have an issue because the training samples for the class of negative examples are incomplete. Furthermore, as we observe in the next section, the rejection will also make the network robust to adversarial attacks.

The easiest way to incorporate the reject option in this classifier is to compare the distance of the selected class with a threshold using the condition $\min_{i \in \{1, \ldots, c\}} d_i(x) > T$. If the condition holds, then the input data will be rejected; i.e., it belongs to none of the classes and gets a negative class label. We can imagine several other ways to incorporate the rejection; for example, we can assign different thresholds for different classes. In this case, if the minimum distance belongs to class $k^*$, then $T_{k^*}$ will be the threshold for rejection. However, as reported in Section 4, this simple choice works well empirically.

While not common, there is the possibility that some regions in the input space which have to be rejected wrongly map to the non-rejected areas in the feature space. The deep-RBF network can even learn where is the negative area in the input space if a set of negative examples is available in the training phase too. Similar to the ML loss, we can use the following cost for these examples:

$$\sum_j \max \left(0, \lambda - d_j(x^{(i)})\right),$$

(3.2)

where $x^{(i)}$ is a negative sample. This cost aims to increase the distance of all existing categories, up to a margin. Hence, for a given threshold, we will make the non-rejected areas in the input space more compact, improving the ability of rejection by lack of data.

In order to visually illustrate the ability of rejection by lack of data, which the deep-RBF networks have, we experiment with a 2D toy dataset. Fig. 3 displays the results of the experiment. This figure shows the decision surfaces of two trained networks on a toy dataset with three classes. The left plot is the decision surface of a simple one hidden layer MLP with softmax output layer. The plot in the middle is the same network but with a threshold on the confidence of the output. If the most significant output of the softmax is lower than an arbitrary threshold (here, 0.9), we reject the decision of the network, i.e., assign a negative class. The rejected sections are colorless. The right plot is the result of a deep-RBF network when the same one hidden layer MLP is used as the feature extractor network $f(x)$. We used $\ell_1$-norm for the distance of this deep-RBF network. Also, the dimensionality of the output is two.

It is crystal clear that the rejection made by the threshold on softmax confidence is not plausible at all because the regions without any data have high confidence. As the plot in the middle clearly shows, the low confidence in vanilla softmax networks is only associated with the high ambiguity, not the lack of data. The ambiguity is high whenever the classifier is unsure which category it has to select. However, our proposed method can assign low confidence, i.e., large distance, to the regions without enough data-point, besides rejection by the ambiguity. This

---

4 Here, the decision surface of one class refers to the regions associated with that class; it differs from decision boundary.
Figure 3: The decision surfaces of two trained networks on a 2D toy dataset. Different classes correspond to different colors, and the rejected sections are colorless. (a) The left plot is the decision surface of a simple one hidden layer MLP with the softmax output layer. (b) The plot in the middle is the same network but with a threshold on the confidence of the softmax. (c) The right plot is the decision surface of a deep-RBF network with reject option when the same one hidden layer MLP is the feature extractor. As the plot in the middle displays, the low confidence in the network with the softmax output layer corresponds only to high ambiguity, not the lack of data. The network with the RBF output layer, on the other hand, can assign low confidence to the regions without enough data-point or with high ambiguity.

is the crucial advantage of our proposed method over the classifiers with the softmax output layer. If we assign a threshold, the deep-RBF networks will reject vast regions without data, and not lose much classification accuracy at the same time.

3.2 The soft version of the metric learning loss and its probabilistic viewpoint

It is common in the literature of deep learning to look at the classifiers from a probabilistic point of view. In other words, consider one output of the network as the probability of a category. For example, the softmax function after the last layer of neural networks transforms the outputs of the network to probabilities, but does not affect the decision of the network in the evaluation. In this setting, training the network is merely minimizing the cross-entropy between the training data and the model’s predictions [6]. In order to make a connection between the learning of deep-RBF networks and maximum likelihood learning, we introduce the soft version of the ML loss. We show that this cost is equivalent to the Negative Log-Likelihood when choosing a specific output layer.

Using the log-sum-exp smooth approximation in the second term of the ML loss, we propose the following cost function, called Soft Metric Learning (SoftML) loss:

\[
J_{\text{SoftML}} = \sum_{i=1}^{N} \left( d_{y_i}(x^{(i)}) + \sum_{j \neq y_i} \log \left( 1 + \exp \left( \lambda - d_j(x^{(i)}) \right) \right) \right)
\]

(3.3)

This new cost, which does not differ much from the ML loss, help us find an output layer to map the outputs of the deep-RBF network to unnormalized probabilities. Let \( O_i := \exp(-d_i(x)) \)
\(^5\), then one can observe that

\[
J_{\text{SoftML}} = -\log \prod_{i=1}^{N} \left( \frac{O_{y_i}(1 + \exp(\lambda) O_{y_i})}{\prod_{j}(1 + \exp(\lambda) O_j)} \right),
\]

(3.4)

which is the negative log-likelihood when we use the following output layer after a deep-RBF network:

\[
p(y = k | x) = \frac{O_k(1 + \exp(\lambda) O_k)}{\prod_{j}(1 + \exp(\lambda) O_j)}, \quad k \in \{1, 2, \ldots, c\}.
\]

(3.5)

\(^5\) Note that \( O_i \)s are equivalent to the outputs of the deep-RBF network if the RBF units are \( \phi(x) = \exp(-\|Ax + b\|^p) \).
For the negative class, i.e., rejection, we use the following output which is equivalent to the smooth approximation of Eq. 3.2:

\[ p(y = c + 1|x) = \frac{1}{\prod_j (1 + \exp(\lambda O_j)).} \]  

(3.6)

These outputs, which we call probabilities, are all positive and less than but not normalized to one. In the evaluation phase, we choose the output with the highest probability. It is easy to see that the output with the highest \( p(y = k|x) \) is associated with the output with the smallest distance \( d_k \). Furthermore, one can show that whenever \( p(y = c + 1|x) \) is the biggest output, the smallest distance is greater than a threshold, i.e., \( \min_{i \in \{1, \ldots, c\}} d_i(x) > T \). This threshold is

\[ T = -\log \left( \frac{-1 + \sqrt{1 + 4 \exp(\lambda_{\text{eval}})}}{2 \exp(\lambda_{\text{eval}})} \right), \]  

(3.7)

which is always positive. Note that the parameter \( \lambda_{\text{eval}} \) differ from \( \lambda \) that we use in training. This parameter only affect the threshold, and we can regard it as another reparameterization of the threshold.

### 3.2.1 Looking at LeNet5 loss from this probabilistic viewpoint

We can treat the loss 2.6, used in the second strategy of LeNet5, as what we did above, and derive an output layer.

If we assume \( O_i := \exp(-d_i) \), then loss 2.6 will be

\[ J_{\text{LeNet5}} = -\frac{1}{N} \log \prod_{i=1}^{N} \left( \frac{O_{\hat{i}}}{\exp(-\lambda) + \sum_j O_j} \right). \]  

(3.8)

If we ignore the constant \( 1/N \), the above loss is the negative log-likelihood when we use the following output layer after a deep-RBF network with distance \( \hat{d}_k(x) = \|f(x) - W_k\|_2^2 \):

\[ p(y = k|x) = \frac{O_k}{\exp(-\lambda) + \sum_j O_j}, \quad k \in \{1, 2, \ldots, c\}, \]

\[ p(y = c + 1|x) = \frac{\exp(-\lambda)}{\exp(-\lambda) + \sum_j O_j}. \]  

(3.9)

With this choice of output for the negative class, the rejection occurs when \( \min_{i \in \{1, \ldots, c\}} \hat{d}_i(x) > \lambda \), so the threshold is \( \lambda \). The \( c + 1 \) outputs are normalized to one. We can generalize the distance \( \hat{d}_k(x) \) to Eq. 2.3 so that the above output layer can be employed for the general formulation of the deep-RBF networks.

### 4 Experimental results

In this section, by running some experiments on the MNIST dataset, we evaluate the deep-RBF networks and our approach for training them. First, we compare the performances of the ordinary CNN and the deep-RBF network trained with ML, SoftML, and LeNet5 cost functions. We then examine the robustness of the deep-RBF networks against adversarial attacks and compare it with the robustness of other networks. In all the experiments, we used the same 2-layer ConvNet as the feature extractor, whose activation function is ReLU. The dimensionality of the feature-space is ten, and two batch normalization layers were employed. We used the Adam optimization algorithm and initialized the weights of the network randomly with samples drawn from a standard normal distribution. While fixing the structure of the network, we chose some hyper-parameters including the learning rate, the parameter \( \lambda \), and the number of epochs to achieve the best accuracy on the validation dataset.

Firstly, we compare the classification accuracy of the deep-RBF network in different settings. As mentioned earlier, our method uses a generic definition of distance, appearing in 2.3. For the norm of the distance, we consider two cases: \( \ell_1 \)-norm and \( \ell_2 \)-norm. Also, four different types of weight matrix \( A_k \) are used. These types are the identity matrix \( A_k = I_{10 \times 10} \), \( A_k \in \mathbb{R}^{10 \times 1} \), \( A_k \in \mathbb{R}^{10 \times 5} \), and \( A_k \in \mathbb{R}^{10 \times 5} \). The difference between the last three cases is the dimensionality of the output, which is equal to the rank of the covariance matrix \( \Sigma_k = A_k A_k^T \). The classification accuracy of the ordinary CNN (i.e., the same 2-layer ConvNet with the softmax output layer) on the MNIST’s test dataset is equal to 99.06 percent. Table 1 displays this result for different settings of the deep-RBF network trained with three different cost functions: ML loss, SoftML loss, and LeNet5.
As explained in Section 3, the parameter with high probability belong to the same category, which is a desirable property. Additionally, using the $\ell_2$-norm often yields to a better classification accuracy than the $\ell_2$-norm. It has been observed that the optimization algorithm converges faster when distances have the $\ell_1$-norm. In addition to the advantages provided by using a more general distance, our proposed methods have at least one other benefit over the ordinary LeNet5: that our proposed cost functions work better than the loss of LeNet5. One can acknowledge this fact by comparing the results in Table. 1. On the other hand, we observed in practice that the optimization procedure for our cost functions is faster and easier than that of LeNet5. The original method of LeNet5 [10] had tanh saturating units in its last layer, which we threw away because these units can deteriorate the optimization by causing the vanishing gradient problem.

As mentioned in Section 2, the authors of LeNet5 exploited some tricks to escape from local minimums and to make the network operate better; also the feature extractor network on their paper was bigger and more powerful than ours. Note that although the best accuracy of the deep-RBF network is somewhat near the state-of-the-art accuracy in the classification of MNIST, the experiments of this section were conducted only for the purpose of comparing the properties of these methods. By applying some tricks and choosing more powerful networks, we can improve the results. For example, several papers have proposed to utilize data augmentation methods, like affine distortion and elastic distortion to further increase the accuracy of the classifier [10, 17]. They may improve the performance of our method too.

In order to provide some insight into the feature space of the deep-RBF network, i.e., the output units of the last layer before the classifier, we passed the test samples of MNIST through a deep-RBF network, trained with the ML loss, and recorded their feature vectors. Fig. 4 displays the results of the t-SNE dimensionality reduction algorithm (with perplexity = 120) performing on them. As this figure illustrates, feature points near each other with high probability belong to the same category, which is a desirable property.

Table 1: The classification accuracy of the deep-RBF network, with different distance forms, on MNIST. Three loss functions are employed for training. One can notice that the distance with the $\ell_1$-norm performs better, and our proposed cost functions typically yield to better classification accuracies than the cost function of LeNet5.

| DEEP-RBF DISTANCE FORM | ML LOSS   | SOFTML LOSS | LeNet5 LOSS |
|------------------------|-----------|-------------|-------------|
| $\ell_1$-NORM & IDENTITY COV. | 98.39% | 98.35% | 98.61% |
| $\ell_1$-NORM & 3 DIM. OUTPUT | 99.21% | 99.21% | 98.17% |
| $\ell_1$-NORM & 2 DIM. OUTPUT | 99.22% | 99.23% | 98.93% |
| $\ell_2$-NORM & 5 DIM. OUTPUT | 99.18% | 99.20% | 98.80% |
| $\ell_2$-NORM & IDENTITY COV. | 98.46% | 98.35% | 97.18% |
| $\ell_2$-NORM & 1 DIM. OUTPUT | 98.49% | 99.03% | 88.13% |
| $\ell_2$-NORM & 2 DIM. OUTPUT | 98.99% | 99.00% | 93.64% |
| $\ell_2$-NORM & 3 DIM. OUTPUT | 98.88% | 98.96% | 95.58% |

As explained in Section 3, the parameter $\lambda$ only scales the optimal values of weights and biases in the last layer. It should not affect the classification accuracy if the initialization and learning method is also scaled with the same scaling factor. In reality, however, we have a fixed initialization and optimization method, and therefore, the parameter can affect the classification accuracy. The plots in Fig. 6 show the effect of the parameter $\lambda$ on the classification accuracy of the deep-RBF network when we avoid rejecting. In this plots, we use various values of...
Figure 4: Visualizing the feature space of the deep-RBF network using the t-SNE algorithm when the MNIST test dataset is passed through the network. Each color corresponds to a digit.

Figure 5: The histogram of each category’s output when the MNIST test dataset is given to a trained deep-RBF network. In this network, the output of each category is one-dimensional, and its bias parameter is set to zero. The green color corresponds to the samples with the same label as each category whereas the red color corresponds to the samples with other labels. As shown in these plots, the green histograms center around the mean of the outputs, which is zero, and the red histograms lie only one side of them: the side to which the green histograms are slightly skewed. Moreover, the green histograms have lower variances than the red ones.
Figure 6: The effect of the parameter $\lambda$ on the classification accuracy of the deep-RBF network when we avoid rejecting in the evaluation phases.

$\lambda$ in training and then report the accuracy on the MNIST test dataset. In this figure, while the horizontal axis of the left plot is on a linear scale, that of the right one is on a logarithmic scale. As we see in the figure, the accuracy is flat for a wide range of $\lambda$ that shows the ease of its selection in practice.

When our method is to reject in the evaluation phase, i.e., assigning the negative label to a sample with low confidence, we should determine the amount of threshold. If we use the SoftML cost with the probabilistic viewpoint, according to Eq. 3.7, the threshold only depends on the parameter $\lambda_{\text{eval}}$, which is another reparameterization of the threshold. Fig. 7 illustrates the relationship between $\lambda_{\text{eval}}$, i.e., the threshold, and the classification accuracy of the deep-RBF networks trained with different values of $\lambda$. We see in this figure that changing $\lambda$ only scales the results. As expected, the curves are increasing functions of $\lambda_{\text{eval}}$. That happens because increasing the threshold causes the [hyper-]volume of the decision surfaces of the non-negative categories to go up; in other words, the rejection regions become smaller. Consequently, it yields to a growth in the classification accuracy. Moreover, each curve converges to a point where no rejection is performed as if we avoid rejecting.

One can imply from Fig. 7 that as the threshold grows, the accuracy of our classifier in the absence of negative examples increases. However, as we see in the next subsection, increasing the threshold also makes the classifier more vulnerable to the adversarial attacks, and if the negative examples exist, the chance of assigning a non-negative category to a negative sample will become higher. Therefore, there is a trade-off, and we must find the right balance. In the tasks where negative examples exist, we can use the cross-validation to find this parameter. The criterion used in the cross-validation could be, for example, the classification accuracy when the negative class is regarded as an ordinary class. On the other hand, if the classifier is to cope with the adversarial attacks, we can choose the threshold after running adversarial attack methods on the trained network for various thresholds.

### 4.1 Adversarial attacks

In the introduction, we claimed that our method is resistant to adversarial attacks. Now, we want to support it by conducting some experiments. We run the attacks Fast Gradient Sign Method (FGSM), Iterative Gradient Sign Attack (IGSA), Gradient Attack (GA), and L-BFGS on our the deep-RBF network, trained with ML, SoftML, and LeNet5 losses, and compare their results with those of ordinary CNN. The python package Foolbox [version 1.1.0] [14] with its default hyper-parameters has been used to perform the attacks. In all of the following experiments, we have used the first 100 samples of the MNIST test dataset as the input samples for the adversarial attacks, in order to achieve a fair comparison.
Figure 7: The relationship between the parameter $\lambda_{\text{eval}}$, i.e., the threshold, and the classification accuracy of deep-RBF networks when the network rejects the samples with low confidence. We know from Eq. 3.7 that $\lambda_{\text{eval}}$ is just another reparameterization of the threshold. Here, we used the SoftML cost function and trained the network with three different values of $\lambda$; each one is associated with one color in this figure. All the curves are increasing functions and converge to the accuracy of the method in which the rejection is avoided. An appropriate $\lambda_{\text{eval}}$ for having a particular accuracy is dependent on the value of $\lambda$ in the training phase. For example, these networks attain accuracies around 98% by choosing the $\lambda_{\text{eval}}$ equal to the $\lambda$ with which the method is trained.

Before jumping into the results, let us talk about noise injection. In our experiments, we noticed that adding noise to the inputs during the deep-RBF network’s training can improve the robustness of our methods substantially whereas it does not have the same effect on other methods like the ordinary CNN. We used additive isotropic Gaussian noise in the input: $\hat{x} = x + \epsilon, \epsilon \sim \mathcal{N}(0, \sigma^2 I)$. Two different perspectives can explain this phenomenon. From one point of view, towards which we incline, adding noise to inputs is a way to regularize the network, as it is in the denoising auto-encoders [21]. In this point of view, we consider the amount of noise’s variance as the degree of regularization. Note that weight decay differs from this regularization as it does not improve the resistance to the adversarial examples. In the other viewpoint, this is just a way for data augmentation, and it fills some empty regions of the space with virtual data.

Table 2 shows the classification accuracy of some networks trained with three different standard deviations: 0, 0.2, and 0.4. As you can see, the noiseless cases have the best accuracies in our methods, but injecting noise with standard deviation 0.2 improves the accuracy of the ordinary CNN slightly. We can further observe that the classification accuracies of the losses ML and SoftML are about the same, and they are both better than LeNet5. Note that, here, the structure of the deep-RBF network for different cost functions are the same: $\ell_1$-norm with two dimensional outputs.

Table 2: The effect of noise injection on the classification accuracy on MNIST. The standard deviations of additive Gaussian noise are 0.2, and 0.4. The three first rows show the result of the same deep-RBF network with different cost functions.

| METHODS                     | NOISELESS | NOISE = 0.2 | NOISE = 0.4 |
|-----------------------------|-----------|-------------|-------------|
| ML LOSS ($\ell_1$-NORM & 2 DIM.) | 99.22%    | 99.02%      | 98.74%      |
| SOFTML LOSS ($\ell_1$-NORM & 2 DIM.) | 99.23%    | 99.03%      | 98.64%      |
| LeNET5 LOSS ($\ell_1$-NORM & 2 DIM.) | 98.93%    | 98.79%      | 98.38%      |
| CNN                         | 99.06%    | 99.12%      | 98.78%      |
4.1.1 Targeted FGSM, IGSA, and GA attacks

Now we want to examine the robustness of the deep-RBF network to the targeted FGSM, IGSA, and GA attacks. In the experiments, deep-RBF networks and CNN have the same feature extractor. The distance form of the deep-RBF network has $\ell_1$-norm and a two-dimensional output; this setting achieves the best classification accuracy in Table 1. The threshold is chosen such that the classification accuracy of all the deep-RBF networks on the MNIST is either 98% or 95%. The ordinary CNN does not have this parameter, so its accuracy is not changing. We have chosen different accuracies to show that lowering the threshold of rejection would increase the robustness of our methods. In order to analyze the effect of noise injection on the resistance of the methods, we considered two cases: the noiseless case and the case with noise, whose standard deviation is 0.2. Furthermore, we employed $L^2$-regularization in the deep-RBF to compare the effect of which on robustness with noise injection.

Fig. 8 and Table 3 show the results of the targeted adversarial attacks FGSM, IGSA, and GA. In these experiments, for every input image, we chose all the nine wrong classes, one by one, as the target and performed the attacks to fool the classifiers. Fig. 8 displays the success rate of the attacks, which is the percentage of the input images which have been fooled at least in one target. In Table 3, MSpS stands for Mean Success per Sample and is the average number of targets with which each input sample is fooled. The Ratio of Confidences (RoC) expresses the ratio of the average confidence of the network for the correct class of the original examples to the average confidence of the network for the target class of adversarial examples, which were successful in fooling the network. The confidence, as usual, is the network’s outputs, so for the ordinary CNN, it is the output of the softmax for the chosen class. Lastly, RMSD is the average Root Mean Squared Distortion between the original image $x$ and the distorted one $x'$. It is measured by $\sqrt{\sum (x'_i - x_i)^2/n}$, where $n = 784$.

As can be seen in Table 3 and Fig. 8, the deep-RBF networks are much more resistant to adversarial examples than the ordinary CNN, especially for the FGSM and IGSA attacks. Besides, we can see that the cost functions ML and SoftML result in more robust classifiers than the cost of LeNet5. As expected, one consequence of decreasing the threshold for rejection, i.e., moving from the accuracy of 98% to 95%, is increasing the resistance of the classifiers to adversarial examples. Its other consequence is declining the ratio of confidences, as Table 3 reports. Moreover, the data in this table and figure indicate that noise injection can improve the robustness of deep-RBF network substantially, and this improvement occurs in every attack. However, this is not happening in the ordinary CNN; it implies that noise injection affects CNN and our methods differently.

As can be seen in Table 3 and Fig. 8, the deep-RBF networks are much more resistant to adversarial examples than the ordinary CNN, especially for the FGSM and IGSA attacks. Besides, we can see that the cost functions ML and SoftML result in more robust classifiers than the cost of LeNet5. As expected, one consequence of decreasing the threshold for rejection, i.e., moving from the accuracy of 98% to 95%, is increasing the resistance of the classifiers to adversarial examples. Its other consequence is declining the ratio of confidences, as Table 3 reports. Moreover, the data in this table and figure indicate that noise injection can improve the robustness of deep-RBF network substantially, and this improvement occurs in every attack. However, this is not happening in the ordinary CNN; it implies that noise injection affects CNN and our methods differently.
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Figure 8: The success rate of the targeted adversarial attacks FGSM, IGSA, and GA on the deep-RBF networks and CNN. In the experiments, the same deep-RBF network is trained with different cost functions: ML loss, SoftML loss, and LeNet5 loss. While in the noiseless cases, the training is ordinary, in the cases with noise, we inject an additive Gaussian noise into the training samples. As we can see, the deep-RBF network is more resistant to these attacks than CNN with softmax output layer, primarily when we train the deep-RBF network using the ML loss and noise injection.

Table 3 reports another desirable property of our proposed cost functions for training the deep-RBF networks: that the ratios of the average confidences for ML and SoftML losses are remarkably larger than when the LeNet5 cost function is used. This difference in the ratios of confidences, which is also significant between deep-RBF network and CNN, means the few adversarial examples that are successful in fooling deep-RBF networks have very low confidences. The other fact showed by this table is that the ML loss yields to more robust classifiers than the SoftML loss.
Table 3: The results of several targeted adversarial attacks on different settings of the deep-RBF networks and the ordinary CNN. MSpS stands for Mean Success per Sample. The Ratio of Confidences (RoC) expresses the ratio of the average confidence of the original examples to the average confidence of adversarial examples. Indeed, the RoC shows how much the confidences of the clean and adversarial examples differ. RMSD is the average Root Mean Squared Distortion between the original and the distorted images. The noiseless cases refer to the standard training, and “with noise” indicates that additive Gaussian noise is injected into the network during the training phase. To evaluate the effect of the threshold on the robustness, we run the experiments for the deep-RBF networks with two different accuracies. In other words, we find the thresholds such that the classification accuracy on the MNIST test dataset is either 98% or 95%. As reported in the table, deep-RBF networks usually have smaller MSpS, bigger ROC, and bigger RMSD, all of which are signs of robustness. The gain is most significant when we train the network with ML loss and noise injection.

| Methods                  | FGSM          | IGSA          | GA             |
|--------------------------|---------------|---------------|----------------|
|                          | MSpS | RoC | RMSD | MSpS | RoC | RMSD | MSpS | RoC | RMSD |
| SoftML loss – noiseless – 98% | 0.97 | 9e+116 | 0.229 | 4.86 | 11091 | 0.169 | 0.73 | 8e+116 | 0.203 |
| SoftML loss – with noise – 98% | 0.67 | 6e+128 | 0.441 | 0.96 | 4.7e+48 | 0.214 | 0.65 | 1e+128 | 0.228 |
| ML loss – noiseless – 98% | 0.79 | 7e+116 | 0.247 | 3.93 | 2069 | 0.175 | 0.6 | 8e+115 | 0.207 |
| ML loss – with noise – 98% | 0.48 | 6e+129 | 0.416 | 0.76 | 4935 | 0.213 | 0.54 | 5e+127 | 0.225 |
| LeNet5 loss – noiseless – 98% | 1.80 | 2.12 | 0.254 | 2.15 | 1.61 | 0.127 | 1.41 | 2.08 | 0.138 |
| LeNet5 loss – with noise – 98% | 1.63 | 2.37 | 0.312 | 1.1 | 1.87 | 0.149 | 1.12 | 2.28 | 0.161 |
| SoftML loss – noiseless – 95% | 0.65 | 4e+66 | 0.294 | 1.41 | 1036 | 0.186 | 0.45 | 1e+66 | 0.273 |
| SoftML loss – with noise – 95% | 0.19 | 2e+69 | 0.516 | 0.09 | 1.5e+9 | 0.278 | 0.22 | 1e+68 | 0.226 |
| ML loss – noiseless – 95% | 0.36 | 8e+65 | 0.264 | 1.09 | 2389 | 0.178 | 0.25 | 6e+65 | 0.206 |
| ML loss – with noise – 95% | 0.15 | 1e+71 | 0.496 | 0.03 | 1e+23 | 0.230 | 0.18 | 6e+68 | 0.193 |
| LeNet5 loss – noiseless – 95% | 1.25 | 2.12 | 0.260 | 1.4 | 1.66 | 0.121 | 1.05 | 2.08 | 0.169 |
| LeNet5 loss – with noise – 95% | 0.8 | 2.30 | 0.306 | 0.64 | 1.80 | 0.159 | 0.51 | 2.28 | 0.146 |
| CNN – noiseless | 1.8 | 2.00 | 0.305 | 1.03 | 1.62 | 0.050 | 0.66 | 1.97 | 0.125 |
| CNN – with noise | 2.18 | 2.26 | 0.323 | 1.16 | 1.82 | 0.102 | 1.32 | 2.16 | 0.161 |

Table 4: The results of targeted adversarial attacks FGSM, IGSA, and GA on the deep-RBF network when we employed ML loss with $L^2$-regularization for training. SR stands for Success rate, and MSpS stands for Mean Success per Sample. The Ratio of Confidences (RoC) expresses the ratio of the average confidence of the original examples to the average confidence of adversarial examples. RMSD is the average Root Mean Squared Distortion between the original and the distorted images.

| Methods                  | FGSM          | IGSA          | GA             |
|--------------------------|---------------|---------------|----------------|
|                          | SR | MSpS | RoC | RMSD | SR | MSpS | RoC | RMSD | SR | MSpS | RoC | RMSD |
| ML loss & L2-reg – 98%   | 77% | 0.90 | 1e+135 | 0.224 | 99% | 3.42 | 8e+90 | 0.139 | 65% | 0.81 | 1e+135 | 0.195 |
| ML loss & L2-reg – 95%   | 43% | 0.46 | 6e+80 | 0.344 | 70% | 0.97 | 26.3 | 0.141 | 28% | 0.30 | 6e+80 | 0.262 |

In order to compare the effect of noise injection and weight-decay regularization on the robustness of the deep-RBF networks, we trained the same deep-RBF network appearing in Table 3 with ML loss and $L^2$-regularization (without noise injection). The classification accuracy of the network on the test dataset is 98.91, and the regularization parameter is 0.05. We also set the threshold to have two accuracies: 98% and 95%. The result of this experiment appears in Table 4. SR in this table stands for Success Rate. Comparing the results in Tables 4 with Table 3 and Fig. 8, we can confirm that the weight decay regularization worsens the resistance of deep-RBF network, even worse than the noiseless case. Hence, noise injection acts differently from the weight-decay regularization on the deep-RBF networks.

Now, we want to evaluate the cross-model generalization of the adversarial examples between our methods and the ordinary CNN. In these experiments, for the sake of compactness, we only examine the adversarial examples transferable between CNN and the deep-RBF network that is trained with ML loss because the results of other costs are approximately the same. The performed attacks, like Table 3, are the targeted version of FGSM, IGSA, and GA. Tables 5, 6 and 7 show the results of FGSM, IGSA, and GA attacks, respectively. Each row of the tables corresponds to the adversarial examples of a model, and the columns indicate the error induced by distorted examples which are fed to one given model. While the entries report the percentage of the adversarial examples transferable between the two models, the number between the parentheses is the percentage of distorted examples deep-RBF rejects.
Table 5: The cross-model generalization of adversarial examples when the targeted FGSM attack runs. Each row corresponds to the adversarial examples of one model, and every column indicates the error induced by distorted examples which are fed to one given model. The entries report the percentage of the adversarial examples transferable between the two models, and the number between the parentheses is the percentage of rejection. Here, the cost function of the deep-RBF networks is the ML loss; we trained them with and without noise injection. While the Deep-RBF network rejects the adversarial examples which received low confidence, CNN does not.

|                  | CNN             | CNN             | CNN             | CNN             | CNN             | CNN             |
|------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                  | noiseless       | with noise      | noiseless       | with noise      | noiseless       | with noise      |
| CNN              | 100%            | 39.4%           | 23.8%           | (34.4%)         | 4.44%           | (50.0%)         |
|                  | —               | —               | 4.6%            | (5.0%)          | 10.5%           | (57.2%)         |
| Deep-RBF         | 54.1%           | 100%            | 49.5%           | (28.4%)         | 9.63%           | (61.0%)         |
| 98% - noiseless  | —               | —               | 9.63%           | (61.0%)         | 23.8%           | (60.5%)         |
| Deep-RBF         | 27.8%           | 15.4%           | 100%            | (0%)            | 0.00%           | (86.0%)         |
| 98% - with noise | —               | —               | 0.00%           | (86.0%)         | 13.9%           | (70.6%)         |
| Deep-RBF         | 64.5%           | 66.6%           | 56.2%           | (37.5%)         | 100%            | (64.5%)         |
| 98% - noiseless  | —               | —               | 100%            | (0%)            | 100%            | (64.5%)         |
| Deep-RBF         | 19.4%           | 19.4%           | 100%            | (0%)            | 100%            | (77.7%)         |
| 95% - noiseless  | —               | —               | 0.00%           | (69.4%)         | 0.00%           | (100%)         |
| Deep-RBF         | 86.6%           | 86.6%           | 66.6%           | (33.3%)         | 100%            | (60.0%)         |
| 95% - with noise | —               | —               | 100%            | (0%)            | 100%            | (0%)           |

Table 6: The cross-model generalization of adversarial examples when the targeted IGSA attack runs.

|                  | CNN             | CNN             | CNN             | CNN             | CNN             | CNN             |
|------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                  | noiseless       | with noise      | noiseless       | with noise      | noiseless       | with noise      |
| CNN              | 100%            | 1.94%           | 0.00%           | (3.88%)         | 0.00%           | (5.82%)         |
|                  | —               | —               | 0.00%           | (3.88%)         | 0.00%           | (5.82%)         |
| CNN              | 14.6%           | 100%            | 9.48%           | (8.62%)         | 9.48%           | (8.62%)         |
| with noise       | —               | —               | 9.48%           | (8.62%)         | 9.48%           | (8.62%)         |
| Deep-RBF         | 19.1%           | 11.9%           | 100%            | (8.62%)         | 79.6%           | (20.3%)         |
| 98% - noiseless  | —               | —               | 100%            | (8.62%)         | 79.6%           | (20.3%)         |
| Deep-RBF         | 43.4%           | 39.4%           | 39.4%           | (15.7%)         | 22.3%           | (47.3%)         |
| 98% - with noise | —               | —               | 39.4%           | (15.7%)         | 22.3%           | (47.3%)         |
| Deep-RBF         | 13.6%           | 11.9%           | 100%            | (15.7%)         | 100%            | (44.7%)         |
| 95% - noiseless  | —               | —               | 100%            | (15.7%)         | 100%            | (44.7%)         |
| Deep-RBF         | 100%            | 66.6%           | 33.3%           | (66.6%)         | 100%            | (66.6%)         |
| 95% - with noise | —               | —               | 100%            | (66.6%)         | 100%            | (66.6%)         |

Table 7: The cross-model generalization of adversarial examples when the targeted GA attack runs.

|                  | CNN             | CNN             | CNN             | CNN             | CNN             | CNN             |
|------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                  | noiseless       | with noise      | noiseless       | with noise      | noiseless       | with noise      |
| CNN              | 100%            | 22.7%           | 16.6%           | (18.1%)         | 6.06%           | (24.2%)         |
|                  | —               | —               | 6.06%           | (24.2%)         | 3.03%           | (37.8%)         |
| CNN              | 49.2%           | 100%            | 31.8%           | (12.8%)         | 18.2%           | (29.5%)         |
| with noise       | —               | —               | 18.2%           | (29.5%)         | 12.1%           | (46.9%)         |
| Deep-RBF         | 36.6%           | 30.0%           | 100%            | (12.8%)         | 6.66%           | (35.0%)         |
| 98% - noiseless  | —               | —               | 6.66%           | (35.0%)         | 16.6%           | (83.3%)         |
| Deep-RBF         | 68.5%           | 61.1%           | 51.8%           | (27.7%)         | 100%            | (59.2%)         |
| 98% - with noise | —               | —               | 100%            | (0%)            | 27.7%           | (59.2%)         |
| Deep-RBF         | 36.0%           | 32.0%           | 100%            | (0%)            | 8.00%           | (40.0%)         |
| 95% - noiseless  | —               | —               | 8.00%           | (40.0%)         | 100%            | (0%)            |
| Deep-RBF         | 100%            | 77.7%           | 77.7%           | (16.6%)         | 100%            | (27.8%)         |
| 95% - with noise | —               | —               | 77.7%           | (16.6%)         | 72.2%           | (27.8%)         |

It has been reported in lots of papers that different networks will misclassify a relatively large fraction of adversarial examples; in other words, adversarial examples usually generalize across different architectures [18].
Goodfellow et al. [7] have conjectured that this happens due to the highly linear nature of deep networks. On the other hand, our experiments regarding the cross-model generalization show that our proposed methods have a relatively low number of adversarial examples transferable between our methods and the ordinary CNN. We can see in tables 5, 6, and 7 that the found adversarial examples of CNN do not often fool our models. And as the threshold decreases, our methods are fooled less. Additionally, the found adversarial examples for the deep-RBF networks fool CNN more commonly, especially if the threshold is low and we use noise injection.

As we can see in these tables, the deep-RBF network has a low number of transferable adversarial examples between the noiseless case and the case with noise injection. We have observed that the cross-hyperparameter generalization of our methods is lower than the ordinary CNN, and even observed that two deep-RBF networks without noise and with precisely similar hyperparameters can have different adversarial examples just because of the random initialization in their training. Therefore, the decision surfaces of the trained deep-RBF networks are also dependent on the initialization.

In all of these tables, the adversarial examples of the deep-RBF network with the accuracy of 95% always fool the same network with 98% accuracy because these are the same network with the same initialization and training; their only difference is the amount of threshold. Another observation one can make is that the adversarial examples found for the noiseless deep-RBF are often unable to fool its counterpart with noise injection; the reverse occurs less frequently. When interpreting these tables, note that the remaining percentage of the mutual adversarial examples and the rejected ones are the percentages of the adversarial examples that the other model does not even reject them because of its tiny distortions. We can observe that this amount is almost large for the adversarial examples of CNN when we feed them to the deep-RBF network with the high threshold, i.e., the one with 98% accuracy, especially for the attacks IGSA and GA.

4.1.2 Untargeted attacks

Thus far, we have evaluated the resistance of the deep-RBF network only to the targeted attacks; we now want to analyze our method when the attacks are untargeted. The aim of this attack is decreasing the score (confidence) of the correct class so that misclassification occurs. Fig. 9 shows the success rate of the attacks FGSM, IGSA, GA and L-BFGS on the deep-RBF network, together with the ordinary CNN. As we can see, the results of our methods are pretty much the same, and the attacks often result in a distorted example whose class is negative. Therefore, the sample will be rejected, and our methods will not be fooled. That is why the success rate for our methods is often small especially when the threshold is low (the case with 95% accuracy). Here, like the targeted version, the version with noise injection perform better than the noiseless one.

Figure 9: The success rate of the untargeted adversarial attacks FGSM, IGSA, GA, and L-BFGS against the deep-RBF network and CNN. Here, we try to decrease the score of the correct class. The attack is only considered successful when the found distorted example has a non-negative label. The hatched sections show the percentage of the adversarial examples with a negative label, i.e., the deep-RBF network rejects these adversarial examples. We can see that most distorted examples adversarial attacks found for the deep-RBF networks have the negative class label, which is not harmful.
While the first row is the adversarial examples of the deep-RBF network for different targets, the second row is absolute distortion, and L-inf expresses the maximum of the differences between the pixels of the original image. We can say that the attack moves on the manifold of the dataset. If we call it fooling, sometimes, it can even switch to those classes (and fool humans). Therefore, something like morphing is happening when the L-BFGS attack runs on a deep-RBF network because the adversarial examples are near, and sometimes on, the manifold.

At the end of this section, we want to test the resistance of the deep-RBF network to the targeted L-BFGS (RoC) for the rubbish case because the rubbish examples do not have a valid class. Therefore, we draw figures 10 and 11 to show that the adversarial examples of our methods found by L-BFGS are usually somewhere near the manifold of the target label of the attack. Fig. 10 shows the adversarial examples of the networks deep-RBF and CNN when noise injection is performed. The attack is targeted L-BFGS, and the input sample (real image) for all attacks is one random sample of Gaussian noise (i.e., a rubbish image). In Table 8, we report some measures of the found adversarial examples for two cases: ordinary and rubbish. The networks and experiments are the same as Fig. 10, but with ten ordinary examples instead of rubbish example. The images in the main diagonal of each plot are the input samples of the attacks, and each column is a target label for the attacks. The plot on the left (a) shows the adversarial examples for deep-RBF, and the examples in the right one (b) are for CNN. Both networks have been trained with noise injection. If we compare these plots, we can admit that the magnitude of distortion in the adversarial examples of our method is bigger than the magnitude of distortion in those of CNN. Also, if we look at the left plot carefully, we can see that the adversarial examples of the deep-RBF network are usually similar to the examples whose classes are the target label, and they may sometimes actually switch to those classes (and fool humans). Therefore, something like morphing is happening when the L-BFGS attack runs on a deep-RBF network because the adversarial examples are near, and sometimes on, the manifold.

| Methods          | Ordinary | Rubbish |
|------------------|----------|---------|
| SoftML loss – noiseless – 98% | 4e+39 | 0.037 | 0.049 | 0.347 | 0.063 | 0.048 | 0.259 |
| SoftML loss – with noise – 98% | 3e+11 | 0.111 | 0.059 | 0.727 | 0.075 | 0.054 | 0.325 |
| ML loss – noiseless – 98% | 5e+13 | 0.072 | 0.047 | 0.339 | 0.040 | 0.030 | 0.183 |
| ML loss – with noise – 98% | 8.5e+5 | 0.116 | 0.059 | 0.737 | 0.089 | 0.064 | 0.389 |
| SoftML loss – noiseless – 95% | 6.4e+6 | 0.063 | 0.040 | 0.334 | 0.054 | 0.041 | 0.228 |
| SoftML loss – with noise – 95% | 5150 | 0.105 | 0.048 | 0.714 | 0.079 | 0.058 | 0.338 |
| ML loss – noiseless – 95% | 2100 | 0.063 | 0.039 | 0.336 | 0.040 | 0.030 | 0.187 |
| ML loss – with noise – 95% | 12374 | 0.108 | 0.050 | 0.725 | 0.094 | 0.067 | 0.403 |
| CNN – noiseless | 2.061 | 0.049 | 0.027 | 0.305 | 0.019 | 0.010 | 0.125 |
| CNN – with noise | 2.132 | 0.075 | 0.033 | 0.538 | 0.010 | 0.007 | 0.050 |

4.1.3 Targeted L-BFGS attack

At the end of this section, we want to test the resistance of the deep-RBF network to the targeted L-BFGS attack [18]. The results for its untargeted version appear in Fig. 9. This attack is more potent than FGSM, IGSA, and GA; it can often find an adversarial example in the targeted version. However, we claim that when this attack is performed on our methods, it usually distorts an image such that its correct class also changes. In these cases, we can say that the attack moves on the manifold of the dataset. If we call it fooling, sometimes, it can even fool humans. In Table 8, we report some measures of the found adversarial examples for two cases: ordinary and rubbish. In the ordinary case, the input samples are the first 100 images of the MNIST test dataset whereas in the rubbish case, the input samples are 200 isotropic Gaussian noises. The mean of the noise is 0.5, and its standard deviation is 0.1 while each pixel takes a value between zero and one. Here, MAD is the average of Mean Absolute distortion, and L-inf expresses the maximum of the differences between the pixels of the original image and the distorted one (i.e., the L-infinity distance). We have not mentioned the ratio of the average confidences (RoC) for the rubbish case because the rubbish examples do not have a valid class.

The measures in Table 8 indicates that our methods, especially the case with noise injection, are more robust than the ordinary CNN because the original image should change more to fool the network. However, these measures are not necessarily perfect criteria because the direction of change in the images does not affect them; the image could just become noisy, blurry, or could switch to another class, and these measures do not distinguish them. Therefore, we draw figures 10 and 11 to show that the adversarial examples of our methods found by L-BFGS are usually somewhere near the manifold of the target label of the attack. Fig. 10 shows the adversarial examples of the networks deep-RBF and CNN when noise injection is performed. The attack is targeted L-BFGS, and the input sample (real image) for all attacks is one random sample of Gaussian noise (i.e., a rubbish image). While the first row is the adversarial examples of the deep-RBF network for different targets, the second row is for CNN. We can see that the change in the adversarial images of CNN is imperceptible whereas, in the first row, where the adversarial images of our method exist, we can quickly notice a change. Moreover, if we look carefully, we may see the pattern of each digit in the image with its corresponding target. This image suggests that the direction of change in the adversarial examples of our method is also correct.

Fig. 11 displays the adversarial examples of the deep-RBF network and the CNN. The networks and experiments are the same as Fig. 10, but with ten ordinary examples instead of rubbish example. The images in the main diagonal of each plot are the input samples of the attacks, and each column is a target label for the attacks. The plot on the left (a) shows the adversarial examples for deep-RBF, and the examples in the right one (b) are for CNN. Both networks have been trained with noise injection. If we compare these plots, we can admit that the magnitude of distortion in the adversarial examples of our method is bigger than the magnitude of distortion in those of CNN. Also, if we look at the left plot carefully, we can see that the adversarial examples of the deep-RBF network are usually similar to the examples whose classes are the target label, and they may sometimes actually switch to those classes (and fool humans). Therefore, something like morphing is happening when the L-BFGS attack runs on a deep-RBF network because the adversarial examples are near, and sometimes on, the manifold.
Figure 10: The adversarial examples for the deep-RBF network (the first row) and CNN (the second row), found by the targeted L-BFGS attack. The input sample (real) is a rubbish image which appears in the first column. While the change in the second row is imperceptible, we can easily notice a change in the adversarial examples of the deep-RBF network. Also, if we look carefully, we may even see the pattern of each digit.

![Figure 10: Adversarial examples for deep-RBF network and CNN](image)

Figure 11: The adversarial examples for the deep-RBF network and the ordinary convolutional neural network found by the targeted L-BFGS attack. The input samples appear in the main diagonal of each plot, and each column is associated with a target for the attacks. The plots on the left (a) and right (b) show the adversarial examples of the networks deep-RBF and CNN respectively. By comparing these plots carefully, we can admit that the magnitude of distortion in the adversarial examples of the deep-RBF network is bigger than CNN. Also, we can see that the adversarial examples of the deep-RBF network are usually more similar to the examples whose classes are the target label, and some of them may even fool humans.

![Figure 11: Adversarial examples for deep-RBF network and CNN](image)

Table 9 reports the results for the cross-model generalization of adversarial examples when the targeted L-BFGS attack is performed. We can see that the percentage of transferable adversarial examples between CNNs is tiny. Furthermore, the percentage of adversarial examples of CNN that deep-RBF network rejects is also relatively small. It means that the distortion of the adversarial examples which are successful in fooling the ordinary CNN is so insignificant that the deep-RBF network would not even reject them. On the other hand, the adversarial examples found for the deep-RBF network with noise injection fool other networks more frequently.
Table 9: The cross-model generalization of adversarial examples when the targeted L-BFGS attack runs.

|                | CNN noiseless | CNN with noise | Deep-RBF 98% - noiseless | Deep-RBF 98% - with noise | Deep-RBF 95% - noiseless | Deep-RBF 95% - with noise |
|----------------|---------------|----------------|---------------------------|---------------------------|---------------------------|---------------------------|
| CNN noiseless  | 100%          | 2.22%          | 0.53% (2.22%)             | 0.00% (3.00%)             | 0.11% (6.55%)             | 0.00% (8.44%)             |
| CNN with noise | 7.66%         | 100%           | 2.88% (5.44%)             | 0.44% (6.00%)             | 1.22% (24.4%)             | 0.00% (23.3%)             |
| Deep-RBF 98% - noiseless | 4.05%         | 3.47%          | 100% (0%)                 | 0.11% (6.04%)             | 28.4% (71.5%)             | 0.11% (11.7%)             |
| Deep-RBF 98% - with noise | 20.49%        | 17.8%          | 26.2% (18.4%)             | 100% (0%)                 | 11.5% (54.3%)             | 11.5% (76.6%)             |
| Deep-RBF 95% - noiseless | 3.22%         | 2.77%          | 100% (0%)                 | 0.22% (3.77%)             | 100% (0%)                 | 0.00% (9.77%)             |
| Deep-RBF 95% - with noise | 19.6%         | 16.5%          | 25.1% (10.2%)             | 100% (0%)                 | 10.7% (47.3%)             | 100% (0%)                 |

5 Conclusion

We have introduced a general formulation for the deep-RBF networks and proposed an example of cost functions for training these networks inspired from metric learning literature. We have also incorporated the reject option using a threshold on confidences. We have then examined two aspects of our method on the MNIST: first, we have evaluated its classification accuracy; second, we have assessed the vulnerability of the method to various adversarial attacks. We have observed that our method can attain significant classification accuracy on the MNIST test dataset and be very robust and resistant to adversarial examples at the same time using the reject option. By decreasing the threshold of rejection, the robustness of the method and the classification error rate both rise. This observation suggests that deep-RBF networks have the ability of rejection by the lack of data, especially when trained with our proposed cost function, and the noise injection regularization is applied. Other experiments involving negative examples could obtain further evidence for supporting this ability.

So far we have investigated our proposed method only on the MNIST dataset with a 2-layer ConvNet as the feature extractor. However, there exist many other datasets which are harder to classify, like ImageNet and CIFAR-10. In order to appraise the method better, we should compute the performance and robustness of our method on these datasets using more powerful network architectures as the feature extractor. Moreover, the proposed cost functions, i.e., ML and SoftML are just two samples of many possible metric learning losses. In the future, we should introduce and evaluate other metric learning cost functions for the deep-RBF networks.
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