Performance of the Uniform Closure Method for open knotting as a Bayes-type classifier
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Abstract

The discovery of knotting in proteins and other macromolecular chains has motivated researchers to more carefully consider how to identify and classify knots in open arcs. Most definitions classify knotting in open arcs by constructing an ensemble of closures and measuring the probability of different knot types among these closures. In this paper, we think of assigning knot types to open curves as a classification problem and compare the performance of the Bayes MAP classifier to the standard Uniform Closure Method. Surprisingly, we find that both methods are essentially equivalent as classifiers, having comparable accuracy and positive predictive value across a wide range of input arc lengths and knot types.
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1 Introduction

Many physical systems contain long, open chain-like objects with two free ends, e.g. DNA, RNA, and other proteins. Anyone who has ever packed away a string of lights, a garden
hose, or headphone cables knows that these sorts of objects tend to be entangled. However, it is not clear how to measure this entanglement mathematically.

Several techniques have been proposed [5, 14]. In most (the exception being knotoids [40]), entanglement of open chains is measured by generating an ensemble of closures and measuring their knot types using traditional tools from mathematical knot theory.

There are a number of proposals for how to generate the closures (for a review, see [5, 14]) which vary in computation speed. In the simplest of cases (such as when the endpoints are close to each other or lie on the surface of the convex hull), all of the techniques generally agree. However, in more ambiguous situations, such as when the endpoints are well inside the convex hull, the different techniques can disagree.

These ambiguous situations cannot be neglected. In proteins, for example, it has been proposed that the borders of the “knotted cores” (i.e. the shortest subchains realizing a particular knot type) are rich with intra-chain contacts, provide structural stability, and may be correlated with their active sites [11]. The determination of which subchains determine the knotted cores requires that one computes the knotting in all subchains [1, 10, 24, 28, 29, 38, 42], which necessarily include the difficult-to-classify subchains. These papers show that the “core” knotting and linking has been preserved within classes of proteins which have the same function in different organisms. The proteins within these classes are separated by hundreds of millions of years of evolution, suggesting that their entanglement is critical to their function [12, 38].

While trying to compare different approaches to building ensembles of closures for open arcs, we were struck by the similarity to a problem in machine learning: design a classifier which predicts the knot type of a closed polygon $P$ given a subarc $A$ of that polygon (for some existing machine learning approaches to knot classification, see [20, 22, 25, 27, 41]). In this paper, we will focus on equilateral closed polygons chosen from the uniform probability measure [6, 8] on such polygons. For polygons $P$ of various knot types randomly sampled from this measure, we will compare the performance of the classical Bayes maximum a posteriori probability (MAP) classifier to the performance of the Uniform Closure Method, which is one of the most-used definitions for measuring entanglement in open chains [5, 10, 14, 19, 23, 35, 38, 38].

The Uniform Closure Method is defined as follows. For a given open chain and a given direction (seen as point on the unit sphere $S^2$), one can create a closed knot by extending rays in that direction from the two endpoints and closing the knot at infinity. Then the Uniform Closure Method “knot type” of the open chain is the probability distribution of closed knot types obtained over all points on $S^2$. A close relative of this method was initially introduced in [31], with the small difference that the authors closed the knot by extending line segments from the endpoints to random points on a large sphere encompassing the chain. Note that in practice, one needs only to have the rays extend beyond the convex hull of the chain, and then the configuration can be closed via a straight line segment, as seen on the

\footnote{This probability distribution is not meant to be a good approximation of the distribution of shapes of biological macromolecules (for instance, it ignores steric effects and bending stiffness), but it is a mathematically natural object of study.}
Figure 1: Examples of closures used by PU (left) and PR (right) associated with a subchain of the 98-edge KnotPlot +75 knot \cite{37} with 11 edges removed. Note that the configurations analyzed in this paper are random, and thus are not as elegant as the configuration shown here.

Our main experimental finding is that the Uniform Closure Method is almost exactly as good at classifying subarcs as the Bayes MAP classifier.

**Definition 1.1.** Given a $k$-edge arc $A$ and any $n > k$, the Bayes classifier with maximum a posteriori probability (MAP) decision rule for the knot type of $A$ is

$$
\text{BC}(A, n) := \text{the most common knot type among closed equilateral n-gons with subarc } A.
$$

If several knot types are equally common, the classifier selects among them at random. If there are no closed $n$-gons with subarc $A$ the classifier is undefined.

It is a standard theorem that the Bayes MAP classifier minimizes the probability of misclassification \cite{13}, so BC is the maximum accuracy classifier for the knot type of $P$. If we can sample from closed equilateral $n$-gons with subarc $A$ by choosing random $(n - k)$-edge arcs to close $A$ (see Figure 1B), we can approximate BC as follows:

**Definition 1.2.** Given a $k$-edge arc $A$ and any $n > k$, the random closure classifier of the knot type of $A$ is

$$
\text{PR}(A, n) := \text{the most common knot type among 100 random closed equilateral n-gons with subarc } A.
$$

As one would expect, we could build improved versions of the classifier PR by increasing the number of samples or (potentially) by choosing closures from a low discrepancy sequence in the space of possible closures rather than at random. However, in practice, computer time is limited and the metric structure of the space of closures is not well-understood. So
we investigated the performance of PR as a reasonable proxy for the performance of the maximum accuracy classifier BC.

The posterior distribution on knot types defined by the Uniform Closure Method has its own MAP classifier which is, like BC, impractical to compute. It is typically approximated as follows:

**Definition 1.3.** Given a \( k \)-edge arc \( A \), the *uniform closure classifier* of the knot type of \( A \) is

\[
PU(A) := \text{the most common knot type among 100 closures of } A \text{ by parallel rays from the endpoints of } A \text{ (see Figure 1)}.
\]

The directions of the rays are a fixed set chosen by the applet [1] to cover the sphere evenly. We weight the knot type associated with each direction by the relative size of the spherical Voronoi cell of the corresponding ray, and define the “most common” knot type to be the one with the largest total weight.

PU is clearly important for several reasons. The entanglement measured by PU has shown itself to be biologically relevant (again, see [5, 14, 23, 24, 35]). PU is considerably faster to compute than PR because it deals with \( k + 2 \) edge polygons instead of \( n \) edge polygons. And perhaps most usefully, given an open arc \( A \), PU does not require one to fix a length \( n - k \) for the closing arc.

The posterior distribution on knot types given by the Uniform Closure Method appears very different from the “true” posterior distribution of random arc closures. Because the Bayes MAP classifier has the maximum possible accuracy, PU cannot be more accurate than BC, and it is very unlikely to be more accurate than PR, which approximates BC. Indeed, we might expect PU to be much less accurate than PR because the posterior distributions are so different.

We now argue informally that, under plausible assumptions, the distribution of knot types in the posterior distributions used by PR and PU may not be so different. If one believes that knots in random polygons tend to be localized, then the \( (n - k) \)-edge section of a random polygon \( P \) joining the ends of a \( k \)-edge subarc \( A \) containing a local knot is likely to stay well away from the small knot in \( A \). In this case, if the \( (n - k) \)-edge arc is short enough that it does not introduce additional knotting, the knot type of \( P \) is likely to be the same as that of a knot formed by joining the ends of \( A \) “to infinity” with parallel rays. If this argument is right, at least for some \( n \), PU and PR may perform similarly.

We can go a little further. In probability problems with a large number of degrees of freedom, concentration of measure often leads the distribution of some relatively coarse labeling function on the space to be highly concentrated on its expected value or mode. Therefore, we might guess that almost all closures of \( A \) (whether by random arcs or rays) have the same knot type. If so, then the following classifiers might be almost as accurate as PR and PU at much lower computational cost.

\[\text{We do this because this matches the implementation of approximations to the Uniform Closure Method used elsewhere in the literature. Choosing evenly-spaced points provides a better approximation to the true posterior distribution than choosing random points.}\]

\[\text{Again, this is an intuitive argument and is not meant as a proof!}\]
Definition 1.4. Given a $k$-edge arc $A$ and any $n > k$, the single **random closure classifier** of the knot type of $A$ is
\[
\text{SR}(A, n) := \text{the knot type of one random closed equilateral } n\text{-gon with subarc } A.
\]

Definition 1.5. Given a $k$-edge arc $A$, the **single uniform closure classifier** of the knot type of $A$ is
\[
\text{SU}(A) := \text{the knot type of the closure of } A \text{ by parallel rays from the endpoints of } A \text{ whose direction is chosen randomly from the 100 fixed directions used in PU.}
\]

We now have two hypotheses about accuracy to test: when $n$ is not too much larger than $k$, PR and PU should be approximately equally accurate (and both close to the maximum possible accuracy), and for reasonably large $n$ and $k$, even SR and SU should be close to the maximum possible accuracy. We will see data below which supports both of these hypotheses. We will also see support for a much stronger result: the accuracies of all four classifiers are very close even when we restrict our attention to the tiny subspace of quite rare and complicated random knots.

However, when studying the performance of classifiers, accuracy is not the only important quantity. So we also compare the positive predictive value\(^4\) (PPV) of a variety of predictions made by each of our four classifiers from unknots to 9-crossing knots. Here we see that the (easier to compute) PU is just as good as PR, but that there are large differences between the PPV of these two and the PPV of SU and SR. Interestingly, though SR may seem “more natural” than SU\(^5\), the observed PPV for SU is substantially higher for every predicted knot type than the PPV of SR.

Our experiments are computationally expensive, so we could not choose a wide range of $n$ and $k$. Instead, we focused on random closed 100-edge equilateral polygons, analyzing the performance of our four classifiers at recovering the knot type of a particular polygon given the partial information in a subarc of length $k$. We computed accuracy and PPV for all $k$ from 1 to 100, finding as expected that all of our classifiers performed better when given more information.

## 2 Experimental procedure

### 2.1 Generation of random closures for PR and SR

In the random closure method, we must sample 100 random $n$-gons containing the initial $k$-edge arc $A$. It is a classical observation\(^6\) that the uniform probability distribution\(^6\) on equilateral $n$-edge polygons can be written as the probability distribution of $(n - k)$-edge

\(^4\)The chance that a prediction of knot type $K$ is accurate.

\(^5\)At least to some of the authors of this paper!

\(^6\)That is, the Hausdorff measure on the subspace of $(S^2)^n$ consisting of edge directions which sum to $\vec{0}$. 
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open arcs and $k$-edge open arcs\footnote{The distribution of a $m$-edge arc is the uniform distribution of edge directions in $(S^2)^m$.} conditioned on the hypothesis that the end-to-end distances of the two arcs agree.

Since the end-to-end distance $\ell$ of $A$ is fixed, we can therefore construct a sample from the conditional distribution of closed equilateral $n$-gons containing $A$ by constructing a random $(n-k)$-edge arc $B$ with the end-to-end distance $\ell$ and joining its ends to $A$. Constructing such a $B$ is equivalent to sampling a random closed $(n-k+1)$-gon with $n-k$ edges of length 1 and one edge of length $\ell$. To do so, we used \texttt{plcurve} \cite{cantarella2007random}, which implements an algorithm of Cantarella and Shonkwiler \cite{cantarella2011random}. We note that $A$ and $B$ can be rotated independently around the vector joining their endpoints, and that we must choose the rotation angle uniformly to get the correct posterior distribution of $n$-gons. We see an example on the right of Figure 1.

2.2 Determination of knot types

Throughout this paper, the knot types of the polygons were determined using a combination of Ewing and Millett’s HOMFLYPT \cite{ewing2021knottype, millett2017knottype} polynomial software \cite{millett2016knottype} and Hoste and Thistlethwaite’s \texttt{knotfind} program (which is a part of the Knotscape software \cite{hoste2002knotscape}). Thistlethwaite’s \texttt{unraveller} program \cite{thistlethwaite2010unraveller} was used to simplify projections, easing the burden in computing the knot types. Using these programs, we were able to identify knot types of closed polygons as long as the knot type has a crossing number of 16 or less (implicitly assuming that the crossing number of a composite knot type is the sum of the crossing numbers of the factor knots, which is conjectured but has not been proven).

For all but a handful of knot types (those for which the HOMFLYPT polynomials match for chiral pairs), we can distinguish between the chiralities of the knot types as well. For chiral knot types, we designated one of the pair as the + version and one as the − version, based on the writhe of the standard diagram for the knot, or the spatial writhe of the ropelength-minimization \cite{cantarella2004random} if the writhe of the standard diagram for the knot is zero.

2.3 Sampling procedure for test data

We first generated 5,000,000 random 100-edge equilateral polygons using the \texttt{plCurve} library from Cantarella’s lab \cite{cantarella2007random}. We computed the knot type of each polygon as above, obtaining the distribution of knot types in Table 1.

Since the frequency of different knot types varies by several orders of magnitude, it is interesting to compare the performance of the classifiers both on the overall data set and on particular knot types (even very rare ones). The reason for this is that a classifier which was particularly good at recognizing unknots might have a very good overall accuracy score (because unknots are very common), but perform very poorly at recognizing the complicated knots that one is presumably most interested in.

So we took 100 samples from each of the knot types $0_1$, $+3_1$, $4_1$, $+5_1$, $+5_2$, $+6_1$, $+6_2$, $6_3$, $+3_1\# + 3_1$, $+3_1\# - 3_1$, $+7_1$, $+7_2$, $+8_2$, $+8_8$, $+8_{16}$, $+8_{19}$, $+8_{20}$, $+8_{21}$, $+9_2$, $+9_{15}$, $+9_{21}$, $+9_{36}$, $+9_{43}$, $+9_{44}$, and $+9_{46}$. These knot types were chosen to provide a variety of different
crossing numbers, and a combination of alternating and non-alternating, composite and prime, and chiral and amphichiral knot types. Note that we need to include chirality in the computations to avoid false-positives. For the chiral knot types, we always analyzed the configurations with the positive version of the knot type. The results for the other chirality were similar (up to computational error). The amphichiral prime knots analyzed are $0_1$, $4_1$, and $6_3$. The knots $+3_1 \# - 3_1$ and $+3_1 \# + 3_1$ are the composite granny and square knots, respectively. The knots $+8_{19}$, $+8_{20}$, $+8_{21}$, $+9_{43}$, $+9_{44}$, and $+9_{46}$ are non-alternating.

### 2.4 Experiments measuring accuracy of classifiers

For each 100-edge polygon, there were 9900 different open, connected subchains of various lengths. We ran all four classifiers on each subchain, recording their predictions as accurate when they matched the knot type of the overall closed polygon. We also computed the PPV. We recorded the accuracy for each classifier by subchain length and knot type. We recovered an overall accuracy score for all samples and all knots by reweighting each polygon by the probability of its knot type. Our overall accuracy scores are shown in Figure 2. Note that each of the data points is based on 1,000,000 closures (100 samples per knot type, 100 subchains of the given length per sample, 100 closures per subchain).

We can check that the data makes sense by considering the small $k$ limit. Every ray closure of a small arc is unknotted, so PU and SU always classify short arcs as unknots. Since about 70% of the random 100-gons are unknots, these classifiers are accurate about 70% of the time, which is the (best possible) Bayes accuracy. The PR classifier constructs 100 completely random equilateral 100-gons and returns the most common knot type observed. This most common knot type is $0_1$ virtually all of the time, so PR is also very close to Bayes accuracy for small $k$. On the other hand, SR is only accurate for small $k$ when two

---

Table 1: Percentage of the 5,000,000 randomly generated equilateral 100-gons which form the knot types in our sample.

| Knot     | %       | Knot     | %       | Knot     | %       |
|----------|---------|----------|---------|----------|---------|
| $0_1$    | 70.6613 | $+3_1 \# - 3_1$ | 0.7738 | $+9_2$   | 0.0024  |
| $+3_1$   | 8.4252  | $+7_1$   | 0.0234  | $+9_{15}$| 0.0035  |
| $4_1$    | 3.2827  | $+7_2$   | 0.0499  | $+9_{21}$| 0.0028  |
| $+5_1$   | 0.4994  | $+8_2$   | 0.0113  | $+9_{36}$| 0.0023  |
| $+5_2$   | 0.8546  | $+8_8$   | 0.0201  | $+9_{43}$| 0.0107  |
| $+6_1$   | 0.2066  | $+8_{16}$| 0.0039  | $+9_{44}$| 0.0162  |
| $+6_2$   | 0.2358  | $+8_{19}$| 0.0263  | $+9_{46}$| 0.0054  |
| $6_3$    | 0.2694  | $+8_{20}$| 0.0518  |          |         |
| $+3_1 \# + 3_1$ | 0.3865 | $+8_{21}$| 0.0293  |          |         |

---

8Because we analyze all subchains of a given polygon, there is some worry about self-correlations within our data set. We did an experiment where we analyzed only a single subchain per closed polygon and the results were similar to what we report below, albeit with more noise in the graphs.
Figure 2: The accuracy of each classifier is shown as a function of subchain length $k$ for a random 100-gon of any knot type including unknots (left plot), and a random 100-gon known to be nontrivially knotted (right plot).

independent random 100-gons happen to have the same knot type. The probability that both samples agree and are unknots is roughly $0.7^2 = 0.49$. Other possible coincidences of knot type are unlikely, but possible; the total probability of agreement is about 52%, consistent with the results we see for the red SR curve on the left hand side of the left plot in Figure 2.

A striking feature of Figure 2 is the essentially equal accuracy of PU and PR for all $k$, whether over the entire sample (left plot) or just the knotted curves (right plot). As $k$ approaches $n$, we see the reassuring result that all classifiers approach 100% accuracy; that is, they essentially always yield the correct knot type when given the entire knot as input!

It might be somewhat disconcerting that the red SR classifier outperforms our approximation PR of the Bayes MAP classifier for small $k$ in the right hand plot. Is it not the case that the MAP classifier always has the maximum possible accuracy? The solution to this apparent paradox is that the inputs on the right-hand plot are chosen only from knotted polygons, so PR is approximating the wrong Bayes MAP classifier. The correct Bayes MAP classifier would predict the most likely nontrivial knot ($\pm 3_1$) and be accurate $\sim 8.42\%$ of the time for small $k$; better than both SR and PR.

We found that the accuracy of all four classifiers remained comparable if we restricted our attention to curves of any single (nontrivial) knot type. Figure 3 shows some example accuracy plots for the $+3_1$, $4_1$ and $+9_{15}$ knots. The only significant difference in performance was observed for the SR classifier on unknots, which started at the expected $\sim 70\%$ accuracy and gradually improved to 100% as $k$ increased.

We can see from Figure 3 that our classifiers require a larger fraction of the curve to recognize knot type when the knot type of the host is more complicated. Table 2 shows the number of segments required to reach 50% accuracy for each of our classifiers for the non-trivial knot types studied here. We note that the PU and PR classifiers are consistently

\footnote{We note that when $k = n - 1$, SR and PR are always correct. In theory, SU or (less likely) PU could be wrong if the ray closure directions pass back through the body of the knot in just the wrong way. But this does not seem to occur often enough to be visible in our experimental data.}
Figure 3: With the exception of the unknot, our four classifiers have comparable accuracy across all \( k \) when the input set was restricted to curves of a given knot type. We observed this effect in all the knot types we tested.

very slightly faster at recognizing knots (though only by a few segments). One way to think about the number of segments required to recognize a knot is that it is a qualitative measure of something like an average size of the knot in a random configuration. This size generally increases with crossing number. However, the 8-crossing non-alternating knots (\(+8_{19}, +8_{20}, +8_{21}\)) are a few segments smaller than the 8-crossing alternating knots (\(+8_2, +8_8, +8_{16}\)), behaving more like 7-crossing alternating knots. The same is true for the 9-crossing non-alternating knots (\(+9_{43}, +9_{44}, +9_{46}\)) which compare to 8-crossing alternating knots. This phenomenon is shared with other “geometric” measures of knot complexity: generally non-alternating knot types have higher probabilities in random knot studies [15] and lower knot energy values [3, 26, 32] than alternating knot types with the same crossing number.

2.5 Experiments measuring positive predictive value

In the last section, we analyzed the accuracy of each of our classifiers and found them to be comparable in almost all cases. However, accuracy is not the only important measure of a classifier. In particular, one might be interested in the positive predictive value (PPV), which, as discussed in the Introduction, measures the probability that a knot type detected in a subchain actually matches the knot type of the host polygon. Like accuracy values, higher
Table 2: Minimum number of edges at which SU, PU, SR, and PR reach 50% classification accuracy.

| Knot  | SU | PU | SR | PR |
|-------|----|----|----|----|
| $+3_1$ | 75 | 73 | 79 | 73 |
| $4_1$ | 82 | 79 | 84 | 80 |
| $+5_1$ | 86 | 83 | 87 | 84 |
| $+5_2$ | 87 | 84 | 88 | 85 |
| $+6_1$ | 90 | 87 | 90 | 88 |
| $+6_2$ | 90 | 87 | 90 | 87 |
| $6_3$ | 90 | 87 | 90 | 88 |
| $+3_1\#+3_1$ | 90 | 88 | 90 | 89 |
| $+3_1\#-3_1$ | 90 | 88 | 90 | 88 |
| $+7_1$ | 92 | 89 | 91 | 90 |
| $+7_2$ | 92 | 89 | 92 | 89 |
| $+8_2$ | 94 | 92 | 93 | 92 |

PPV values represent better performance. Unlike the accuracy, which is always bounded by the Bayes accuracy, the PPV can be arbitrarily close to 1.

We start by considering the mean PPV for each method as a function of $k$. Unlike accuracy, this mean is not weighted by the frequency with which the classifier makes a given prediction: it is simply the total PPV of all outputs of the classifier, divided by the number of possible outputs. It is important to note that this number of possible outputs changes with $k$, at least for the SU and PU classifiers; for small numbers of segments, ray closure simply cannot generate any very complicated knots. SR, by contrast, can make any prediction, even for $k = 1$, as can PR.\(^{10}\)

Figure 4 shows the mean PPV of all predictions produced by each classifier for each value of $k$. This reveals two surprises. First, PU and PR are again essentially tied! Second, we see that SU is significantly better than SR for almost all $k$.

We see a clear trend in the data that predictions of more complicated knotting are more likely to be correct. This is especially true for the MAP classifiers PU and PR, which seem very unlikely to see a complicated knot a preponderance of the time unless the knot is really present in the host polygon.

In fact, the low PPV for predictions of trefoil knots tell us that many other host knots have arcs which are classified as trefoils, even by the high standards of the MAP classifiers PU and PR. Some of this effect is doubtless due to the presence of composite knot types in our data such as $+3_1\#+3_1$. However, we suspect that other knots in the same family, such as $+5_1$, also contain subarcs classified as the trefoil knot $[7, 9, 17, 23, 30, 33, 35]$.\(^{10}\)

\(^{10}\)Although it is overwhelmingly probable that PR will predict the unknot in this case, as we discussed above.
Figure 4: The mean PPV of the predictions produced by each classifier on our entire data set (100 knots of each type), for all predictions (left) and for predictions of nontrivial knots (right). Since the SU and PU classifiers cannot predict a nontrivial knot for very small $k$, we start the right hand plot at $k = 10$.

Figure 5: The PPV of the PU and PR classifiers was essentially the same, and increased with the complexity of the predicted knot type, eventually getting close to 1. The data is noisier for predictions of very complicated knots such as $+9_{15}$ because this prediction was made very rarely.
3 Discussion

In this paper, we found a surprising near-equivalence between the performance of the (approximate) Bayes MAP classifier PR and the uniform closure MAP classifier PU despite what seemed to be large differences in the posterior distributions sampled by each method. The methods were comparable both in terms of accuracy and PPV, so experimenters should feel confident using them interchangeably, at least for $n \approx 100$.

In the process, we noticed that the SU classifier (which is $100\times$ faster than the standard PU method) has comparable accuracy. Therefore, SU may be an acceptable substitute for PU or PR when speed is more important than PPV.

Our experiments leave open the question of whether these phenomena persist when $n$ is much larger. As discussed above, it seems very plausible that for very large $n$, PR would predict additional knotting that PU cannot. Whether this is desirable seems to be up to the experimenter.

It would be interesting to compare PU to a different measurement of “surplus knotting”. Suppose $\mathcal{P}(n, K)$ is the probability of finding knot type $K$ in the prime decomposition of the knot type of a random polygon of $n$ edges and $\mathcal{P}(n, K, A)$ was the corresponding probability for a random polygon of $n$ edges containing $A$ as a subarc. Intuitively, a measure of surplus knotting would compare $\mathcal{P}(n, K)$ to $\mathcal{P}(n, K, A)$ as $n \to \infty$. It seems reasonable to conjecture that this might be a better approximation of what PU is detecting.
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A Appendix

The accuracies of the PR, PU, SR, and SU classifiers for each of the knot types in our data set, shown as a function of subchain length.
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The PPV of the PR, PU, SR, and SU classifiers for each of the knot types in our data set, shown as a function of subchain length.
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