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Abstract

In this work we define a novel metric structure for a family of tree-like topological summaries. This family of objects is a natural combinatoric generalization of merge trees of scalar fields and hierarchical dendrograms. The metric introduced can be computed with a dynamical integer linear programming approach and we showcase its feasibility and the effectiveness of the whole framework with simulated data sets. In particular we stress the versatility of these topological summaries, which prove to be very effective in situation where other topological data analysis tools, like persistence diagrams, can not be meaningfully employed.
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1. Introduction

Topological Data Analysis (TDA) is the name given to an ensemble of techniques which are mainly focused on retrieving topological information from different kinds of data Lum et al. (2013). Consider for instance the case of point clouds: the topology of a point cloud itself is quite poor and it would be much more interesting if, using the point cloud, one could gather information about the topological space data was sampled from. Since, in practice, this is often not possible, one can still try to capture the “shape” of the point cloud. The idea of persistent homology (PH) Edelsbrunner and Harer (2008) is an attempt to do so: using the initial point cloud, a nested sequence of topological spaces is built, which are heavily dependent on the initial point cloud, and PH tracks along this sequence the persistence of the different topological features which appear and disappear. As the name persistent homology suggests, the topological features are understood in terms of generators of the homology groups Hatcher (2000) taken along the sequence of spaces. One of the fundational results in TDA is that this information can be represented by a set of points on the plane Edelsbrunner et al. (2002); Zomorodian and Carlsson (2005), with a point of coordinates \((x, y)\) representing a topological feature being born at time \(x\) along the sequence, and disappearing at time \(y\). Such representation is called persistence diagram (PD). Persistence diagrams can be given a metric structure through the Bottleneck and Wasserstein metrics, which, despite having good properties in terms of continuity with respect to perturbation of the original data Cohen-Steiner et al. (2007, 2010), provide badly behaved metric spaces. Various attempts to define tools to work in such spaces have been made Mileyko et al. (2011); Turner et al. (2012); Lacombe et al. (2018); Fasy et al. (2014), but still it proves to be an hard problem. In order to obtain spaces with better properties and information which is more easily represented in terms of fixed length vectors (needed for many Machine Learning techniques) a number of topological summaries, alternative
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to PDs, have been proposed, such as: persistence landscapes Bubenik (2015), persistence images Adams et al. (2017) and persistence silhouettes Chazal et al. (2015).

All the aforementioned machinery has been successfully applied to a great number of problems in a very diverse set of scientific fields: complex shape analysis MacPherson and Schweinhart (2010), sensor network coverage Silva and Ghrist (2007), protein structures Kovacev-Nikolic et al. (2016); Gameiro et al. (2014), DNA and RNA structures Emmett et al. (2015); Rizvi et al. (2017), robotics Bhattacharya et al. (2015); Pokorny et al. (2015), signal analysis and dynamical systems Perea and Harer (2013); Perea et al. (2015); Maletić et al. (2015), materials science Xia et al. (2015); Kramár et al. (2013), neuroscience Giusti et al. (2016); Curto (2016), network analysis Sizemore et al. (2015); Pal et al. (2017), and even deep learning theory Hofer et al. (2017); Naitzat et al. (2020).

Related Works

Close to the definition of persistent homology for 0 dimensional homology groups, lie the ideas of merge trees of functions, phylogenetic trees and hierarchical clustering dendrograms. Merge trees of functions Morozov and Weber (2013) are a particular case of Reeb Graphs Shinagawa et al. (1991); Biasotti et al. (2008), occurring when using the sub-level sets of a bounded Morse function Audin et al. (2014) defined on a simply connected domain. Phylogenetic trees and clustering dendrograms are very similar objects which describe the evolution of a set of labels under some similarity measure or agglomerative criterion. Both objects are widely used respectively in phylogenetic and statistics and many complete overviews can be found, for instance see Felsenstein and Felenstein (2004); Garba et al. (2021) for phylogenetic trees and Murtagh and Contreras (2017); Xu and Tian (2015) for clustering dendrograms. Informally speaking, while persistence diagrams record only that, at certain level along a sequence of topological spaces, some path connected components merge, merge trees, phylogenetic trees and clustering dendrograms encode also the information about which components merge with which. Usually tools like phylogenetic trees and clustering dendrograms are used to infer something about a fixed set of labels, for instance an appropriate clustering structure, however, we are more interested in looking at the information they carry as unlabeled objects obtained with different sets of labels. For this reason most of the metrics available for phylogenetic trees and clustering dendrograms are not valuable for our purposes.

In the last years a lot of research sparkled on such topics, starting from the more general case of Reeb graphs, to some more specific works on merge trees. Different but related metrics have been proposed to compare Reeb graphs Di Fabio and Landi (2012); Bauer et al. (2016); Di Fabio and Landi (2016); Bauer et al. (2020, 2014a,b); Carrière and Oudot (2017), which have been shown to possess very interesting properties in terms of Morse functions on manifolds, connecting the combinatorial nature of Reeb Graphs with deformation-invariant characterizations of manifolds which are smooth, compact, orientable and without boundary. On the specific case of merge trees, there has been some research on their computation Pascucci and Cole-McLaughlin (2003); Morozov and Weber (2013) and on using them as visualization tools wu and Zhang (2013); Bock et al. (2017), while other works Beketayev et al. (2014); Morozov et al. (2013) started to build frameworks to analyze sets of merge trees, mainly proposing a suitable metric structure to compare them, as do some recent preprints Gasparovic et al. (2019); Touli (2020). The main issue with all the proposed metrics is their computational cost, causing a lack for examples and applications also when approximation algorithms are available Touli and Wang (2018). When applications and analysis are carried out Sridharamurthy et al. (2020), the employed metric does not have suitable properties and thus the authors must resort to
a “computational solution to handle instabilities” (Sridharamurthy et al. (2020), Section 1.2) to use their framework. Along with that, such metrics are difficult to be extended to more general objects than merge trees. Lastly, there is a recent preprint investigating structures lying in between merge trees and persistence diagrams, to avoid computational complexity while retaining some of the additional information provided by such objects Elkin and Kurlin (2020).

**Main Contributions**

The success of PDs highlighted before, strongly motivates the development of more refined and computable techniques to work with merge trees, phylogenetic trees and clustering dendrograms. Our contribution to such topic is three folded: first we introduce a novel use of tree-like structures as topological summaries with objects called *generalized dendrograms*, second we propose a metric structure for the space of *generalized dendrograms* in the form of a novel edit distance between weighted (in a very broad sense), unlabeled, unordered trees; lastly we develop a dynamical integer programming algorithm to make this metric viable for a good range of applications.

If we consider our framework restricted just to the case of merge trees, the works Di Fabio and Landi (2012); Bauer et al. (2016); Di Fabio and Landi (2016) contain a perspective which is very similar to ours, since they define edit distances for Reeb Graphs, and thus, for merge trees. However, at a closer look, the two approaches diverge immediately: the approach in Di Fabio and Landi (2012); Bauer et al. (2016); Di Fabio and Landi (2016) is focused of interpreting modifications of the graphs in terms of deformations of the initial topological space, while our is more concerned on the computational advantages offered by accurately defined edit distances and the possibility to extend the metric to more general kinds of trees. Thus, we end up with very different definitions and properties (see Section 4 and Remark 6 for more details). The edit distance we propose starts from usual tree edit distances Tai (1979); Bille (2005) but adds fundamental modifications in order to obtain the properties needed to compare topological information. A simplified but similar definition has already been considered in Koperwas and Walczak (2011), but it is just cited in few lines as a possibility without a real motivation, which lacks any kind of investigation (even whether or not it defines a proper metric). As already stated, we follow the path of edit distances instead of looking for modifications of other metrics for trees Billera et al. (2001); Feragen et al. (2012); Wang and Marron (2007) because of the computational properties which they often possess, making them suited for dealing with unordered and unlabelled trees Hong et al. (2017). The computational issues raised by those kind of trees are in fact a primary obstacle to designing feasible algorithms Hein et al. (1995). Nevertheless, we are able to obtain an Integer Linear Programming (ILP) algorithm which can compute the distance between two binary trees with $N$ and $M$ leaves respectively, by solving $\mathcal{O}(N \cdot M)$ ILP problems with $\mathcal{O}(N \cdot \log(N) \cdot M \cdot \log(M))$ variables and $\mathcal{O}(N + M)$ constraints.

**Outline**

The paper is organized as follows. In Section 2 we describe the main facts that motivate our work. In Section 3 we give formal definitions of generalized dendrograms. In high generality, with Section 4 we tackle the problem of finding a suitable metric structure to compare those objects. In Section 5 we detail how generalized dendrograms can be employed to build new topological summaries. In Section 6 we prove some properties of the metric previously defined, which lead to the algorithm presented in Section 7. In
Section 8 we present some simulations and examples to showcase the effectiveness of the proposed framework and we end up with some conclusions in Section 9. Proofs of results are found in Appendix A.

2. Main Ideas and Driving Examples

In TDA the main sources of information are sequences of homology groups with field coefficients: using different pipelines a single datum is turned into a sequence of topological spaces, which, in turn, induces - via some homology functor with coefficients in the field $\mathbb{K}$ - a sequence of vector spaces with linear maps which are usually all isomorphisms but for a finite set of points in the sequence. Any such sequence $A_i \xrightarrow{\psi_{i+1}} A_{i+1}$ is then turned into a topological summary, for instance a persistence diagram, which completely classifies such objects up to sequence isomorphisms. That is, if for two vector spaces sequences $A_i \xrightarrow{\psi_{i+1}} A_{i+1}$ and $B_i \xrightarrow{\eta_{i+1}} B_{i+1}$ exists a family of linear isomorphisms $g_i : A_i \to B_i$ such that for all $i$ holds $\eta_{i+1} \circ g_i = g_{i+1} \circ \psi_{i+1}$, then they are represented by the same persistence diagram. As already highlighted in the introduction, PDs have proven to be useful in a wide variety of tasks. However there might be cases where a more discriminative topological summary is needed, or a summary to which additional information can be meaningfully attached. In Elkin and Kurlin (2020) this topic is discussed and some motivational case studies are carried out, but we want to go further in this direction. To do so we present two simple examples and then try to give some informal intuition of the ideas which are going to be formalized in the following sections.

2.1 Hierarchical clustering

Consider the single linkage dendrograms and the zero dimensional PDs obtained from point clouds as in Figure 1 (for a quick introduction to persistence diagrams see Appendix C). The persistence diagrams (in Figure 1c and Figure 1f) are very similar, in fact they simply record that there are four major clusters which merge at similar times across the Vietoris-Rips filtrations Edelsbrunner and Harer (2008) of the two point clouds. The hierarchical dendrograms, instead, are clearly very different since they show that in the first case (Figure 1a, Figure 1b, Figure 1c) the cluster with most points is the one which is more separated from the others in the point cloud; while in the second case (Figure 1d, Figure 1e, Figure 1f) the two bigger clusters are the first that get merged and the farthest cluster of points on the right could be considered as made by outliers. In many applications it would be important to distinguish between these two scenarios, since the two main clusters get merged at very different heights on the respective dendrograms. We use this example to point out another fact: while both dendrograms have as many leaves as there are points in the point clouds, if one attaches to a vertex of the dendrogram the cardinality of the cluster obtained by cutting the edge above the vertex itself, then most of the information contained in the dendrogram could be summarized using a much smaller tree (in terms of number of leaves). For instance one could decide to remove all the vertices associated to clusters whose cardinality is smaller than a certain threshold.

2.2 Merge Trees of functions

Given a continuous function $f : [a, b] \to \mathbb{R}$ we can extract its merge tree. For a detailed definition of the procedure refer to Morozov and Weber (2013) or [Paper FDA]. Roughly
Figure 1: Data clouds, hierarchical clustering dendrograms and PDs involved in the first example.

Figure 2: Merge Trees of Functions

speaking the merge tree tracks the evolution of the path connected components of the sublevel sets $f^{-1}((-\infty, t])$, for an example see Figure 2b.

Again, we point out two facts. First PDs may not be able to distinguish functions one may wish to distinguish, as made clear by Figure 3. Second, Proposition 1 in [Paper FDA] states that if one changes the parametrization of a function by means of homeomorphisms, then, both the associated merge tree and persistence diagram do not change. A consequence of such result is that one can linearly shrink or spread the domain of the function $f : [a, b] \to \mathbb{R}$ at will, without changing its merge tree (and PD). There are cases in which such property may be useful but surely there are times when one may want to distinguish if an oscillation lasted for a time interval of $10^{-5}$ or $10^5$. 
Figure 3: We see a comparison of four functions with the same PD in dimension 0 but different merge trees. The function is displayed on the first row of each subplot, while on the second we have on the left the PD and on the right the merge tree.
2.3 Intuitions

Behind the examples in Section 2.1 and Section 2.2 there is the following phenomenon. Especially in the case of 0 dimensional homology, one can naturally fix a basis in the homology vector spaces (for instance the one induced by the connected components) such that the maps in the sequence coherently map the basis fixed in one space into the basis fixed into the following one. Both dendrograms and merge trees capture the information given by such maps and bases along their respective sequences. In addition to that, having fixed a basis inside every homology group, one can gather information about that basis and follow it at every step along the vector spaces sequence. For instance, in the Vietoris-Rips filtration of a finite point cloud, one could count the number of points in each connected component along the sequence of homology groups.

Remark 1  This idea of gathering additional information along the homology groups, a priori can be applied also to PD and the basis which is used to find the diagram representation. But we argue that this cannot be done meaningfully because minimal changes in the sequence of vector spaces, for instance exchanging the birth order of two classes, yields big changes in terms of basis representation, due to the elder rule. For more details see the second example in Section 5.3.

3. Tree-Like Summaries

In this section we start to formalize our ideas: we start from merge trees, built in a combinatorial fashion, then we define more general objects, called generalized dendrograms, on which we focus for the remaining of the manuscript. To begin with, we state which are the vector spaces sequences we want to work with.

Definition 1  A fixed basis vector spaces filtration is a family of couples $\{(A_t,a_t)\}_{t \in \mathbb{R}}$ where $a_t$ is a finite dimensional vector space of dimension $n_t$ and $a_t = \{a_{t1}^t, \ldots, a_{tn_t}^t\}$ is a basis for $A_t$; there are also maps for every $t < t' \in \mathbb{R}$: $\psi_{t'}^t : A_t \rightarrow A_{t'}$ which must satisfy the following conditions:

1. given $t < t' < t''$, then $\psi_{t'}^t \circ \psi_{t''}^{t'} = \psi_{t''}^t$, this is called the cocycle condition;
2. $\psi_{t'}^t(a_t) \subset a_{t'}$;
3. for any $t$, $\{\psi_{t'}^t\}_{t'}$ are all isomorphisms but for a finite set of $t' \in \mathbb{R}$; such $t'$ are called critical points;
4. there exists a value $t^-$ such that for any $t < t^-$, $(v_t, V_t) = (\emptyset, \{0\})$;
5. there exists a value $t^+$ such that, for any $t^+ \geq t$, $\dim(V_t) = 1$.

Remark 2  In Topology and more in general in Category Theory, filtrations (and filtered objects) are obtained with sequences of objects and morphisms (usually monomorphisms). For this reason, with a slight abuse of notation, we use the terms filtration and sequence to refer to ordered sets of objects indexed on the real line, but where “relevant changes” happen only in a finite set of values.

The the cocycle condition can be exploited to observe some facts about the critical points.
Remark 3 If \( t' \) is the first critical point for \( t \), that is, it is the smallest value \( t' \) bigger than \( t \) such that \( \psi^t_{t'} \) is not an isomorphism, then for all \( t'' \in [t, t') \) the value \( t' \) is critical and there are no other critical points for \( t'' \) in the interval \((t'', t')\). This holds thanks to the cocycle condition. In other words the critical points split the interval \([t^-, t^+]\) in a finite set of intervals \([t_i, t_{i+1})\) where \( t_i \) are the critical points. Note that for any \( t, t' \in [t_i, t_{i+1}) \), if \( t < t' \), \( \psi^t_{t'} \) is an isomorphism.

Now we define which equivalence classes of sequences we want to work with.

**Definition 2** Consider two fixed basis vector spaces filtrations \( V = \{(A_t, a_t)\}_{t \in \mathbb{R}} \) and \( W = \{(B_t, b_t)\}_{t \in \mathbb{R}} \), with maps \( \psi^t_t : A_t \to A_{t'} \) and \( \eta^t_t : B_t \to B_{t'} \) respectively. A basis preserving isomorphism of sequences \( \{g_t\}_{t \in \mathbb{R}} \) is family of linear isomorphisms \( g_t : A_t \to B_t \) such that \( g_t \) induces a bijection between \( a_t \) and \( b_t \), and, for all \( t \), the following square commutes:

\[
\begin{array}{ccc}
A_t & \xrightarrow{\psi^t_t} & A_{t'} \\
\downarrow{g_t} & & \downarrow{g_{t'}} \\
B_t & \xrightarrow{\eta^t_t} & B_{t'}
\end{array}
\]

### 3.1 Merge Trees

The definition of merge trees is not novel but usually is obtained in a more topological fashion and starting from functions Morozov and Weber (2013). Instead we use the more combinatorial approach found in [FDA] which we report in the following lines. Such definition relies on graph-based representations of unordered, unlabeled trees, which are called tree structures throughout the dissertation.

**Definition 3** A tree structure \( T \) is given by a set of vertices \( V_T \) and set of edges \( E_T \subset V_T \times V_T \) which form a connected rooted acyclic graph. The order of a vertex is the number of edges which have that vertex as one of the extremes. Any vertex with an edge connecting it to the root is its child and the root is its father. In this way we recursively define father and children (possibly none) relationships for any vertex on the tree. The vertices with no children are called leaves or taxa. The relationship father > child induces a partial order on \( V_T \). Similarly, the edges \( E_T \) are given in the form of ordered couples \((a, b)\) with \( a < b \). For any vertex \( v \in V_T \), sub\(_T\)(\( v \)) is the subtree of \( T \) rooted in \( v \), that is the tree structure given by the set of vertices \( v' \leq v \). If clear from the context we might omit the subscript \( T \).

A finite tree structure is a tree structure with \( V_T \) being a finite set.

Note that, identifying an edge \((v, v')\) with its lower vertex \( v \), gives a bijection between \( V_T - \{r_T\} \) and \( E_T \), that is \( E_T \simeq V_T \) as sets, and thus one can interpret the information associated to vertices as information associated to edges. Given this bijection, we often use \( E_T \) to indicate the vertices \( v \in V_T - \{r_T\} \), to simplify the notation.

Moreover, we do not want the vertex set of tree structures to carry any relevant structure, since we are going to consistently add pieces of information to a tree structure in a different way. For this reason we treat such objects up to the following isomorphism classes.

**Definition 4** Two tree structures \( T \) and \( T' \) are isomorphic if exists a bijection \( g : V_T \to V_{T'} \) that induces a bijection between the edges sets \( E_T \) and \( E_{T'} : (a, b) \mapsto (g(a), g(b)) \). Such \( g \) is an isomorphism of tree structures.
Now we can borrow from [Paper FDA] the following definition.

**Definition 5** A merge tree is a finite tree structure $T$ with a monotone increasing height function $h : V_T \rightarrow \mathbb{R}$. Two merge trees $(T, h)$ and $(T', h')$ are isomorphic if $T$ and $T'$ are isomorphic as tree structures and the isomorphism $g : V_T \rightarrow V_{T'}$ is such that $h = h' \circ g$. Such $g$ is an isomorphism of merge trees.

Section 2 of [Paper FDA] details how, given a function $f : [a, b] \rightarrow \mathbb{R}$, with $a, b \in \mathbb{R}$, a merge tree can be used to represent the fixed basis vector spaces filtration given by $A_t = H_0((f^{-1}((\neg\infty, t]))$ and with $a_t$ being the basis induced by path connected components. The same procedure can be used to represent any fixed basis vector spaces filtration $\{ (A_t, a_t) \}_{t \in \mathbb{R}}$ up to basis preserving isomorphism. The merge tree obtain is unique up to the choice of the vertex set, that is, up to isomorphism of merge trees. The general idea is the following. We consider only the maps $\psi_{t_i}^{t_{i-1}} : A_{t_{i-1}} \rightarrow A_{t_i}$, with $\{ t_i \}_{i=1, \ldots, n}$ being the critical points of the filtration: any time $(\psi_{t_i}^{t_{i-1}})^{-1}(a_{t_k}^{t_{i-1}}) = \emptyset$, we have a leaf $v$ with $h_T(v) = t_i$, and when we have $\psi_{t_i}^{t_{i-1}}(a_{t_k}^{t_{i-1}}) = \psi_{t_{i-1}}^{t_{i-1}}(a_{t_k}^{t_{i-1}})$ we have a vertex $v'$ whose children are the vertices of the tree structure associated to the path connected components which merge, with $h_T(v') = t_i$. For more details see Appendix B. Note that the image of the height function $h_T$ is the set of critical values of the filtration.

### 3.2 Generalized Dendrograms

Merge trees are the most natural starting point, since they can be used to represent fixed basis vector spaces filtration up to basis preserving isomorphism. But know we want to take a step forward, collecting and representing other kind of information about those sequences of vector spaces, generalizing merge trees.

Since deciding what kind of information we want to track along a fixed basis vector spaces filtration and deciding how to attach it to the tree-structure may end up overloading the notation and making too restrictive hypotheses, we take a more general approach, developing the theory forgetting about homology groups and fixed bases, but recovering such more specific point of view in Section 5.

**Definition 6** Given two sets $X$ and $Y$, consider their disjoint union $X \coprod Y$, and a tree structure $T$. A multiplicity function $\varphi$ is a function $\varphi : V_T \rightarrow X \coprod Y$, such that $\varphi(E_T) \subset X$ and $\varphi(r_T) \in Y$.

**Definition 7** A generalized dendrogram is a tree structure with a multiplicity function. Two generalized dendrograms $(T, \varphi)$ and $(T', \varphi')$ are isomorphic if there is a bijection $g : V_T \rightarrow V_{T'}$ which makes them isomorphic as tree structures and is such that $\varphi(v) = \varphi'(g(v))$.

### 4. Edit Distance for Generalized Dendrograms

The main goal of the following Sections is to propose a computable (pseudo) metric between generalized dendrograms. We want this metric to be suitable to compare topological information, in the sense explained by Section 4.2.

### 4.1 Edits of Dendrograms

The approach we follow is to define a distance which is inspired by the Tree Edit Distances Tai (1979), but with substantial differences in the edit operations. The philosophy of
these distances is to allow certain modifications of the base object, called edits, each being associated to a cost, and to define the distance between two objects as the minimal cost that is needed to transform the first object into the second with a finite sequence of edits. Edit distances in fact frequently enjoy some decomposition properties which simplify the calculations Hong et al. (2017), which are notoriously very heavy Hein et al. (1995).

First of all, let us make some hypotheses on the multiplicity functions and their codomains.

**Definition 8** A set $X$ is called editable if the following conditions are satisfied:

(P1) $(X, d)$ is a metric space

(P2) $(X, \oplus, 0)$ is a monoid (that is $X$ has an associative operation $\oplus$ with zero element 0)

(P3) the map $d(\cdot, 0) : X \to \mathbb{R}$ is a map of monoids between $(X, \oplus)$ and $(\mathbb{R}, +)$: $d(x \oplus y, 0) = d(0, x) + d(0, y)$.

(P4) $d$ is $\oplus$ invariant, that is: $d(x, y) = d(z \oplus x, z \oplus y) = d(x \oplus z, y \oplus z)$

Note that in property (P3), $d(x \oplus y, 0) = d(x, 0) + d(y, 0)$, implies that $x \oplus y \neq 0$. Moreover (P3)-(P4) imply that the points 0, $x$, $y$ and $x \oplus y$ form a rectangle which can be isometrically embedded in an Euclidean plane with the Manhattan geometry (that is, with the norm $\| \cdot \|_1$): $d(x, x \oplus y) = d(0, y)$, $d(y, x \oplus y) = d(0, x)$ and $d(x \oplus y, 0) = d(0, x) + d(0, y)$.

With these additional pieces of structure there are situations which we want to avoid, because they represent “degenerate” dendrograms which introduce formal complications.

**Definition 9** Given an editable space $X$ and a tree-structure $T$, a proper multiplicity function is a multiplicity function $\varphi$ such that $\varphi : E_T \to X$ and $0 \notin \varphi(E_T)$.

From now on we only work with editable spaces, and we want to consider exclusively proper multiplicity functions. To lighten the notation, however, we omit to write “proper” explicitly.

**Definition 10** Given an editable space $X$ and a metric space $Y$, the editable dendrogram space $(\mathcal{D}, Y \sqcup X)$ is given by the set of generalized dendrograms with (proper) multiplicity functions with values in $Y \sqcup X$.

Given an editable dendrogram space $(\mathcal{D}, Y \sqcup X)$, with $(X, \oplus, 0)$ editable space, we can define our edits.

- We call **shrinking** of a vertex/edge a change of the multiplicity function. The new multiplicity function must be equal to the previous one on all vertices, apart from the “shrunk” one. In other words, for an edge $e$, this means changing the value $\varphi(e)$ with another non zero value in $X$. For the root, this means changing arbitrarily its multiplicity value inside $Y$.

- A **deletion** is an edit with which a vertex/edge is deleted from the dendrogram. Consider an edge $(v_1, v_2)$. The result of deleting $v_1$ is a new tree structure, with the same vertices a part from $v_1$ (the smaller one), and with the father of the deleted vertex which gains all of its children. The inverse of the deletion is the **insertion** of an edge along with its lower vertex. We can insert an edge at a vertex $v$ specifying the name of the new child of $v$, the children of the newly added vertex (that can be either none, or any portion of the children of $v$), and the value of the multiplicity function on the new edge. This edit cannot be done on the root.
Lastly we define a transformation which eliminates an order two vertex, connecting the two adjacent edges which arrive and depart from it. Suppose we have two edges \( e = (v_1, v_2) \) and \( e' = (v_2, v_3) \), with \( v_1 < v_2 < v_3 \). And suppose \( v_2 \) is of order two. Then, we can remove \( v_2 \) and merge \( e \) and \( e' \) into a new edge \( e'' = (v_1, v_3) \), with \( \varphi(e'') = \varphi(e) \oplus \varphi(e') \). This transformation is called the \textit{ghosting} of the vertex. This edit cannot be done on the root. Its inverse transformation is called the \textit{splitting} of an edge.

A generalized dendrogram \( T \) can be edited to obtain another dendrogram, on which one can apply a new edit to obtain a third dendrogram and so on. One can think of this as composing two edits \( e_0, e_1 \) which are not defined on the same dendrogram, since the second edit is defined on the already edited dendrogram. This is what we mean by composition of edits. Any finite composition of edits is called \textit{edit path}. The notations we use are functional notations, even if the edits are not operators, since an edit is not defined on the whole space of dendrograms but on a single dendrogram; for example \( e_1 \circ e_0(T) \) means that \( T \) is edited with \( e_0 \), and then \( e_0(T) \) with \( e_1 \).

4.1.1 Merge Trees

An example of editable space is \((\mathbb{R}_{\geq 0}, +, 0)\) with the metric given by \( d(x, y) = |x - y| \). Given a merge tree \( T \), with its height function \( h_T \), upon replacing \( h_T \) with a weight function \( w_T \), such that for each edge \( e = (v, v') \in E_T \), \( w_T(v) = h_T(v') - h_T(v) \), and \( w_T(r_T) = h_T(r_T) \), we retrieve a framework to work with merge trees. In fact, by the monotonicity of \( h_T \), \( w_T \) is a proper multiplicity function. Note that the “map” \( h_T \mapsto w_T \) can be naturally inverted, so that from any weight function \( w_T : V_T \rightarrow \mathbb{R}_{\geq 0} \) we can recover a unique height function \( h_T \). In Figure 4 we can see examples of edit operations for such dendrograms.

4.1.2 Curves in Editable Spaces

Consider an editable space \( X \). Then the space of functions \( \{ f : \mathbb{R} \rightarrow X \mid \int_{\mathbb{R}} d(f(t), 0)dt < \infty \} \) induces an editable space. The monoid operation is defined pointwise: \( (f \oplus g)(t) := f(t) \oplus g(t) \) and a pseudo-metric is given by \( d(f, g) := \int_{\mathbb{R}} d(f(t), g(t))dt \). If then all functions which differ on zero measure sets (with respect to the Lebesgue measure on \( \mathbb{R} \)) are identified with an equivalence relationship, this becomes a metric space. The function \( d \) is always non-negative, so if properties (P3) and (P4) hold pointwise, then they hold also for integrals.

Figure 4: (a)→(e) form an edit path made by one deletion, one ghosting and a final shrinking, between merge trees.
For instance we verify (P3) as follows:

\[ d(f \oplus g, 0) = \int_{\mathbb{R}} d(f(t) \oplus g(t), 0) dt = \int_{\mathbb{R}} d(f(t), 0) + d(g(t), 0) dt = d(f, 0) + d(g, 0) \]

We name such editable space \( L_1(\mathbb{R}, X) := \left\{ f : \mathbb{R} \to X \mid \int_{\mathbb{R}} d(f(t), 0) dt < \infty \right\} / \sim. \)

### 4.1.3 Finite Products of Spaces

Consider two editable spaces \( X \) and \( X' \), that is \((X, \odot, 0_X)\) and \((X', \odot, 0_{X'})\) satisfying properties (P1)-(P4). Then \((X \times X', \oplus, (0_X, 0_{X'}))\) is an editable space, with \( \oplus \) being the component-wise operations \( \odot \) and \( \odot \), and the metric \( d \) on \( X \times X' \) being the sum of the component-wise metrics of \( X \) and \( X' \).

### 4.2 Order 2 vertices

When deleting an edge in a merge tree, the father of the deleted vertex becomes an order two vertex. Such vertex carries no topological information, since the merging that the point was representing, is no more happening (was indeed deleted). This fact gives the intuition that order 2 vertices (apart from the root) are completely irrelevant and must not be taken into account when comparing dendrograms: they appear when nothing interesting happens topologically. Thus, informally speaking, dendrograms “equal” up to order two vertices, should be considered equal. This means that the isomorphism classes considered in Definition 5 and Definition 7 might be “too small” in the sense that one would like to regard as equivalent bigger sets of merge trees or dendrograms. Thanks to the definitions in Section 4.1 we can formalize the meaning of “equal up to order 2 vertices”.

**Definition 11** Generalized dendrograms are equal up to order 2 vertices if they become isomorphic after applying a finite number of ghostings or splittings.

Definition 11 induces an equivalence relationship. The set of generalized dendrograms inside \((D, X \coprod Y)\) that we want to treat as equal are exactly the equivalence classes given by Definition 11. We call \((D_2, X \coprod Y)\) the space of equivalence classes of dendrograms in \((D_2, X \coprod Y)\), equal up to order 2 vertices.

**Definition 12** A pseudo-metric on \((D, X \coprod Y)\) which induces a non trivial pseudo-metric on \((D_2, X \coprod Y)\) is called topologically stable.

In other words a topologically stable pseudo-metric for dendrograms is a (non trivial) pseudo-metric which identifies dendrograms which are equivalent up to order 2 vertices.

### 4.3 Edits and Costs

Now we associate to every edit a cost, that is a length measure in the space \((D, X \coprod Y)\). The costs of the edit operations are defined as follows:

- if, via shrinking, an edge goes from multiplicity \( x \) to multiplicity \( y \), then the cost of such operation is \( d(x, y) \). This holds both for shrinkages happening in \( X \) and for shrinkages done on the root, which take place in \( Y \);
- for any deletion/insertion of an edge with multiplicity \( x \), the cost is equal to \( d(x, 0) \);
- the cost of ghosting operations is \( |d(x \oplus y, 0) - d(x, 0) - d(y, 0)| = 0 \).
Remark 4 With such costs, it would be natural to try to define a family of metrics indexed by integers \( p \geq 1 \) by saying that the costs of compositions are the \( p \)-th root of sum of the costs of the edit operations to the \( p \)-th power. But one immediately sees that for any \( p > 1 \) this has no hope of being a meaningful pseudo metric. In fact consider the case of merge trees (with multiplicity given by the weight function \( w_T \)) and in particular a tree made by a segment of length 1. The cost of shrinking it would be \( ||1||_p = 1 \). At the same time one can split it in half with 0 cost and the cost of shrinking this other tree would be \( ||(1/2, 1/2)||_p < 1 \). Splitting the segment again and again will make its shrinking cost go to 0. In other words all trees would be in the same equivalence class of the tree with no branches.

Definition 13 Given two dendrograms \( T \) and \( T' \) in \((D, X \coprod Y)\), define:

- \( \Gamma(T, T') \) as the set of all finite edit paths between \( T \) and \( T' \);
- \( \text{cost}(\gamma) \) as the sum of the costs of the edits for any \( \gamma \in \Gamma(T, T') \);
- the dendrogram edit distance as:
  \[
  d_E(T, T') = \inf_{\gamma \in \Gamma(T, T')} \text{cost}(\gamma)
  \]

By definition the triangle inequality and symmetry must hold, but, up to now, this edit distance is intractable; one would have to search for all the possible finite edit paths which connect two dendrograms in order to find the minimal ones. And from Remark 4 we see that is not even obvious that \( d_E(T, T') > 0 \) for some dendrograms. However, since the cost of ghostings is zero, it is clear that \( d_E \) induces a pseudo-metric on classes of dendrograms up to order two vertices.

Remark 5 From the definition of the edit operations and their costs, it is clear that the roots play little to no role in editing a dendrogram: if one wants to turn a dendrogram \( T \) in a dendrogram \( T' \), he has no choice but shrinking the root \( r_T \) to match the multiplicity of \( r_{T'} \). So there are no degrees of freedom involved. For this reason, from now on, to lighten the notation, we simply forget \( Y \) and the multiplicity of the root and just focus on the weight space \( X \). Moreover we always assume to be working in an editable dendrogram space.

4.4 Mappings

Now we introduce a fundamental tool, called mapping, that, by parametrizing certain sets of edit paths, makes \( d_E \) computable and its properties more readily available. The idea of mappings is not novel Tai (1979) and often it is a the key ingredient both for proofs and calculations in Tree Edit Distances Hong et al. (2017). From now on we suppose that in the set of vertices of any dendrogram there are not the letters “D” and “G” (which are used to indicate “deletion” and “ghosting”). Recall that \( E_T \) identifies the vertices \( V_T - \{r_T\} \).

A mapping between \( T \) and \( T' \) is a set \( M \subset (E_T \cup \{D, G\}) \times (E_{T'} \cup \{D, G\}) \) with the following properties:

(M1) consider the projection of the Cartesian product \((E_T \cup \{D, G\}) \times (E_{T'} \cup \{D, G\}) \to (E_T \cup \{D, G\}) \); we can restrict this map to \( M \) obtaining \( \pi_T : M \to (E_T \cup \{D, G\}) \). The maps \( \pi_T \) and \( \pi_{T'} \) are surjective on \( E_T \subset (E_T \cup \{D, G\}) \) and \( E_{T'} \subset (E_{T'} \cup \{D, G\}) \) respectively;
(M2) $\pi_T$ and $\pi_{T'}$ are injective;

(M3) $M \cap (V_T \times V_{T'})$ is such that, given $(a, b)$ and $(c, d) \in M \cap (V_T \times V_{T'})$, $a > c$, if and only if $b > d$;

(M4) if $(a, G)$ (or $(G, a)$) is in $M$, let $b_1, \ldots, b_n$ be the children of $a$. Then there is one and only one $i$ such that for all $j \neq i$, for all $x \in V_{\text{sub}(b_j)}$, we have $(x, D) \in M$ (respectively $(D, x)$); and there is one and only one $c$ such that $c = \max\{x' \in \text{sub}(b_i)|(x', y) \in M \text{ for any } y \in V_{T'}\}$.

Conditions (M1)-(M2) are asking that every point is assigned to one and only one “transformation”; (M3) ensures that the associations induced by $M \cap (V_T \times V_{T'})$ respect the tree structures of $T$ and $T'$; lastly (M4) means that, once all vertices $v$ appearing in the couples $(v, D)$ or $(D, v)$ in $M$ are deleted, the points which are coupled with $G$ (that is $(a, G)$ or $(G, a)$) are all vertices of order two and therefore they can be ghosted.

Using $M$, we can parametrize a set of edit paths in the dendrogram space, starting from $T$ and ending in $T'$, which are collected under the name $\gamma_M$. The properties of $M$ allow the definition the following edit paths:

- $\gamma_d^T$ is a path made by the deletions to be done in $T$, that is, the couples $(v, D)$, executed in any order. So we obtain $T_d^M = \gamma_d^T(T)$, which, instead, is well defined and not depending on the order of the deletions.

- One then proceeds with ghosting all the vertices $(v, G)$ in $M$, in any order, getting a path $\gamma_g^T$ and the dendrogram $T_M := \gamma_g^T \circ \gamma_d^T(T)$.

- Since all the remaining points in $M$ are couples, the two dendrograms $T'_M$ (defined in the same way as $T_M$, but starting from $T'$) and $T_M$ must be isomorphic as tree structures. This is guaranteed by the properties of $M$. So one can shrink $T_M$ onto $T'_M$, and the composition of the shrinkings, executed in any order is an edit path $\gamma_s^T$.

By definition:

$$\gamma_s^T \circ \gamma_g^T \circ \gamma_d^T(T) = T'_M,$$

and:

$$(\gamma_d^T)^{-1} \circ (\gamma_g^T)^{-1} \circ \gamma_s^T \circ \gamma_g^T \circ \gamma_d^T(T) = T'.$$

where the inverse of an edit path is thought as the composition of the inverses of the single edit operations, taken in the inverse order.

Lastly, we call $\gamma_M$ the set of all possible edit paths:

$$(\gamma_d^T)^{-1} \circ (\gamma_g^T)^{-1} \circ \gamma_s^T \circ \gamma_g^T \circ \gamma_d^T.$$

obtained by changing the order in which the edit operations are executed inside $\gamma_d$, $\gamma_g$ and $\gamma_s$. Observe that, even if $\gamma_M$ is a set of paths, its cost is well defined:

$$\text{cost}(M) := \text{cost}(\gamma_M) = \text{cost}(\gamma_d^T) + \text{cost}(\gamma_g^T) + \text{cost}(\gamma_s^T).$$

See Figure 5 for an example of a mapping between merge trees.

Before moving on, we fix some notation and call $\text{Mapp}(T, T')$ the set of all mappings between $T$ and $T'$. This set is never empty, in fact $M = \{(v, D) : v \in E_T\} \cup \{(D, v') : v' \in E_{T'}\}$ is always a mapping between $T$ and $T'$. In other words one can always delete all the edges of a generalized dendrogram, and then insert all the edges of the other.
Figure 5: The edit path in Figure 4 is represented by the mapping $M = \{(B,D),(C,G),(A,A'),(R,R')\}$ between $T$ and $T'$. Figure 4b represents $T_dM$, Figure 4d presents $T_M$; in this case $T'_M = T'$.

**Theorem 1 (Main Theorem)** Given two generalized dendrograms $T$ and $T'$, for every finite edit path $\gamma$, exists a mapping $M \in \text{Mapp}(T,T')$ such that $\text{cost}(M) \leq \text{cost}(\gamma)$.

A first Corollary immediately follows.

**Corollary 1** Since $\text{Mapp}(T,T')$ is a finite set we have the following well defined pseudo-metric:

$$d_E(T,T') = \inf\{\text{cost}(\gamma) | \gamma \in \Gamma(T,T')\} = \min\{\text{cost}(M) | M \in \text{Mapp}(T,T')\}$$

which we will refer to as the edit distance between $T$ and $T'$.

A second Corollary is obtained observing that, if a mapping has cost equal to zero, then it must contain only ghostings.

**Corollary 2** Given $T$ and $T'$ dendrograms, $d_E(T,T') = 0$ if and only if $T$ and $T'$ are equal up to order 2 vertices. In other words $d_E$ is a metric for generalized dendrograms considered up to order 2 vertices.

**Remark 6** If we compare the definitions and the results carried out in this section, with the ones in Di Fabio and Landi (2012, 2016); Bauer et al. (2016), we can recognize the different perspectives with which the different edit distances have been developed: in the cited works, the authors are more focused on transformations of the base topological space, while we are focused on local modifications of dendrograms. In fact, the available edit operations are different: in Di Fabio and Landi (2012, 2016); Bauer et al. (2016) there are six kinds of edits to be done on edges, along with their inverses, which avoid having to deal with the removal of single vertices, situation which, instead, we treat with ghostings. Moreover, even in the case of merge trees, there are some edits in Di Fabio and Landi (2012, 2016); Bauer et al. (2016) which cannot be seen as modifications involving just a single vertex, and this makes difficult to employ something like the mappings as we define, since a mapping is solely based on the fact that we can completely encode any edit with a couple of elements: being it two vertices (of different dendrograms) or a vertex and a letter (either “D” or “G”).

We can appreciate the different behaviours of the metrics looking at the stability results with respect to uniform convergence of functions: comparing for instance Theorem 28 in Di Fabio and Landi (2016) and Theorem 1 in [Paper FDA] we see that the behaviour of the two metrics is very different, with the metric in Di Fabio and Landi (2012, 2016); Bauer et al. (2016) being more stable with respect to sup norm between functions.
5. Back to Vector Spaces Filtrations

At this point we go back to fixed basis vector spaces filtrations and we employ the machinery defined in Section 3.2 and Section 4 to extract information from such families of vector spaces. We want to define a pipeline to build proper multiplicity functions with values in an editable space, obtaining dendrograms which in some sense generalize merge trees. The precise meaning of “generalizing” merge trees is the following: starting from two fixed basis vector spaces filtrations, if we obtain generalized dendrograms which are isomorphic, we ask that also their merge trees are isomorphic.

Consider \( \{(A_t, a_t)\}_{t \in \mathbb{R}} \) fixed basis vector spaces filtration with maps \( \psi_t' : A_t \rightarrow A_{t'} \). An information function for \( \{(A_t, a_t)\}_{t \in \mathbb{R}} \) is a function \( \Theta : B \rightarrow X \) such that \( a_t \subset B \) for all \( t \in \mathbb{R} \), with \( X \) being an editable space. One should think at \( \Theta \) as a kind of “sufficient statistic” to be extracted from the fixed basis \( a_t \): it is the information one wants to extract from the elements of the basis at time \( t \) along the chosen filtration and it must be carefully designed depending on the aim of the analysis.

Consider the merge tree obtained from \( \{(A_t, a_t)\}_{t \in \mathbb{R}} \) with its tree structure \( T \) and its height function \( h_T \). Moreover consider an edge \( e = (v, v') \), with \( t_i = h_T(v) \) and \( t_j = h_T(v') \). We know by construction that there is a basis element, which we call \( a_{t_i} \), associated to \( v \), which is such that \( (\psi_{t_i}')^{-1}(\psi_{t_i}'(a_{t_i}')) = \{a_{t_i}'\} \) for all \( t' \in [t_i, t_j] \). We define the multiplicity function \( \varphi_T^\Theta(e) \) so that \( \varphi_T^\Theta(e)(t') = \Theta(\psi_{t_i}'(a_{t_i}')) \) for all \( t' \in [t_i, t_j] \), and \( \varphi_T^\Theta(e)(t') = 0 \) otherwise.

**Definition 14** Given \( S \) a set of fixed basis vector spaces filtrations and \( X \) editable space, an \( S \)-proper information function \( \Theta : B \rightarrow X \), with \( X \) editable space, is a function such that:

- for every \( \{(A_t, a_t)\}_{t \in \mathbb{R}} \in S \), \( a_t \subset B \)
- \( \varphi_T^\Theta \) is a proper multiplicity function with values in \( L_1(\mathbb{R}, X) \) for every \( T \in S \)
- if \( (T, \varphi_T^\Theta) \) and \( (T', \varphi_{T'}^\Theta) \) obtained from two elements of \( S \) are isomorphic as generalized dendrograms, then the merge trees \( (T, h_T) \) and \( (T', h_{T'}) \) associated to the same filtrations are isomorphic as merge trees.

Since \( \varphi_T^\Theta(e) \) is by construction zero outside a compact interval, there are many natural conditions to be required for \( \Theta \) so that \( \varphi_T^\Theta \) is a multiplicity function with values in the editable space \( L_1(\mathbb{R}, X) \). For instance we could ask that \( d(\Theta(\cdot), 0) \) is bounded by some positive constant. Similarly, if we want \( \varphi_T^\Theta \) to be a proper multiplicity function, it is enough that \( \Theta(\psi_{t_i}'(a_{t_i}')) = 0 \) only for \( t' \) belonging to measure zero subsets (wrt Lebesgue measure) of \([t_i, t_j] \). Both conditions, as well as the last one requested by Definition 14, which, again, has to do with the zeros of the function \( \Theta \), can be attained without much effort in many interesting situations, as shown in the upcoming examples.

Note that the operation of ghosting a vertex, with this structure, assumes a quite natural form. Suppose we have two edges \( e = (v_1, v_2) \) and \( e' = (v_2, v_3) \), with \( v_1 < v_2 < v_3 \) and \( v_2 \) of order two. We have \( \varphi_T^\Theta(e) \) with support on \([t_{v_1}, t_{v_2}]\) and \( \varphi_T^\Theta(e') \) with support on \([t_{v_2}, t_{v_3}]\), with \( t_{v_2} \) being \( h_T(v) \). If we ghost \( v_2 \) obtaining \( e'' = (v_1, v_3) \), then \( \varphi(e'') = \varphi_T^\Theta(e) + \varphi_T^\Theta(e') \) is supported on \([t_{v_1}, t_{v_3}]\) and is such that \( \varphi_T^\Theta(e'')(t) = \varphi_T^\Theta(e)(t) \) on \([t_{v_1}, t_{v_2}]\) and \( \varphi_T^\Theta(e'')(t) = \varphi_T^\Theta(e')(t) \) on \([t_{v_2}, t_{v_3}]\). Which means that we track down the information collected by \( \Theta \) as if \( v_2 \) did not exist.
Remark 7 From Definition 1, it is clear that the values $t^-$ and $t^+$ are not unique for a fixed basis vector spaces filtration. When building merge trees this is not a concern, because all relevant topological changes happen between the minimum and the maximum critical values. When tracking down some kind of information with $\Theta$, it may happen, for instance, that it is valuable to collect values of $\Theta(a_i^1)$ for $t > \max_{i=1,...,n}t_i$, and thus one can fix $t^-$ and $t^+$ according to the aim of the analysis. In particular $t^- = \min_{i=1,...,n}t_i$ is a sensible choice in most cases, since if $t^- < \min_{i=1,...,n}t_i$, then $a_i^1 = \emptyset$. Instead, fixing $t^+ > \max_{i=1,...,n}t_i$ can be useful for instance when considering sublevel set filtrations of functions, as in Section 5.3. In this case, one should consider $t^+$ as being another critical value for the filtration, so that information is tracked with $\Theta$ up to $t^+$.

Remark 8 The one presented in this Section is not the only way to design multiplicity functions which track some kind of information along a fixed basis vector spaces filtration, but for the aforementioned reasons and, as motivated by the following examples, it is a quite natural and flexible framework to consider.

5.1 Merge Trees
Consider the special case of all information functions for any filtration being the constant function $\Theta : \text{Sets} \rightarrow \mathbb{R}_{\geq 0}$, such that $\Theta(s) = 1$ for all sets s, that is $\varphi^\Theta_T(e) = \chi_{(t_i,t_j)}$ for an edge $e$ spanning from height $t_i$ to height $t_j$, with $\chi_{I}$ being the characteristic function over the set $J \subseteq \mathbb{R}$. If two dendrograms $(T, \varphi^\Theta_T)$ and $(T', \varphi^\Theta_{T'})$ obtained with such information function are isomorphic, then they must have isomorphic tree structures and the associated fixed basis vector spaces filtrations must share all critical values. Otherwise, for any isomorphism of dendrograms $\eta : E_T \rightarrow E_{T'}$, the functions $\varphi^\Theta_T(e)$ and $\varphi^\Theta_{T'}(e')$, for at least one couple of edges such that $\eta(e) = e'$, are characteristic functions over different intervals of the form $[a, b]$ and thus their distance in $L_1(\mathbb{R}, \mathbb{R}_{\geq 0})$ is positive. This immediately implies that $\Theta = 1$ is a proper family of information functions with values in $\mathbb{R}_{\geq 0}$ (for all fixed basis vector spaces filtrations) with which one can recover the information contained in merge trees: isomorphism between dendrograms implies isomorphism of merge trees and viceversa. These bijections between merge trees and dendrograms induced by $\Theta = 1$, however, are not isometries wrt the distance $d_E$.

Example Consider for instance the functions $f = ||x| - 1|$ and $g = ||x| - 1| + 1$, both defined on the interval $[-2, 2]$. See Figure 6a. Let $A_t = H_0(f^{-1}((-\infty,t)))$ and $B_t = H_0(g^{-1}((\infty, t)))$, both with the bases given by path connected components.

For the sequence $\{(A_t,a_t)\}_{t \in \mathbb{R}}$ we can fix $t^- = 0$ and $t^+ = 1$. For any $t \in [t^-, t^+]$, $a_t = \{a_1^t, a_1^{t-}\}$, with $a_1^t = [1 - t, 1 + t]$ and $a_1^{t-} = [-1 - t, -1 + t]$. The critical points are $t_0 = t^-$ and $t_1 = t^+$. Thus the merge tree $(T, h_T)$ associated to $\{(A_t,a_t)\}_{t \in \mathbb{R}}$ has a tree structure given by a root with two children being the leaves. We represent this with the vertex set $\{v_1, v_{-1}, r_T\}$ and edges $e_1 = (v_1, r_T)$ and $e_2 = (v_{-1}, r_T)$. The height function has values $h_T(v_1) = h_T(v_{-1}) = t^- = 0$ and $h_T(r_T) = t^+ = 1$. See Figure 6b. The multiplicity function $\varphi^\Theta_T$, instead, is defined as follows: $\varphi^\Theta_T(e_1) = \varphi^\Theta_T(e_2) = \chi_{[0,1]}$ and $\varphi^\Theta_T(r_T) = \chi_{(1)}$.

In a similar fashion the sequence $\{(B_t,b_t)\}_{t \in \mathbb{R}}$ has $t^- = 1$ and $t^+ = 2$. For any $t \in [t^-, t^+]$, $b_t = \{b_1^t, b_1^{t-}\}$, with $b_1^t = [1 - t, 1 + t]$ and $b_1^{t-} = [-1 - t, -1 + t]$. The critical points are $t_0 = t^-$ and $t_1 = t^+$. Again the merge tree $(T', h_{T'})$ associated to $\{(B_t,b_t)\}_{t \in \mathbb{R}}$ has a tree structure given by a root with two children being the leaves. We fix the vertex set $\{v_1, v_{-1}, r_{T'}\}$ and the edges $e_1' = (v_1, r_{T'})$ and $e_2' = (v_{-1}, r_{T'})$. The height function has values $h_{T'}(v_1) = h_{T'}(v_{-1}) = t^- = 1$ and $h_{T'}(r_{T'}) = t^+ = 2$. The multiplicity function $\varphi^\Theta_{T'}$, instead, is defined as follows: $\varphi^\Theta_{T'}(e_1') = \varphi^\Theta_{T'}(e_2') = \chi_{[1,2]}$ and $\varphi^\Theta_{T'}(r_{T'}) = \chi_{(2)}$. 
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Consider the mapping $M = \{(v_1, w_1), (v_{-1}, w_{-1}), (r_T, r_{T'})\}$. Its easy to check, because of the small size of the sets $V_T$ and $V_{T'}$, that this is a minimizing mapping both for the merge trees $(T, w_T)$ and $(T', w_{T'})$, and for the dendrograms $(T, \varphi^\Theta_T)$ and $(T', \varphi^\Theta_{T'})$.

The cost of $M$ for the merge trees is:

$$\sum_{i=-1,1} |w_T(v_i) - w_{T'}(v_i)| + |w_T(r_T) - w_{T'}(r_{T'})| = 0 + 0 + 1$$

while for the dendrograms is

$$\sum_{i=-1,1} ||\varphi^\Theta_T(v_i) - \varphi^\Theta_T(w_i)|| + ||\varphi^\Theta_T(r_T) - \varphi^\Theta_{T'}(r_{T'})|| = ||\chi_{[0,2]}|| + ||\chi_{[0,2]}|| + 0 = 4$$

5.2 Clustering Dendrograms

Consider now the case of an agglomerative clustering dendrogram $(T, h_T)$ built on a finite set $\{x_1, \ldots, x_n\}$ with some linkage rule. We can look at clustering dendrograms as the merge trees associated to the filtration given by $t^- = 0$ and for $t \geq 0$, $A_t$ is the vector space generated by the clusters obtained by cutting the dendrogram at height $t$. The basis is the one given by $a_t = \{\{x_1, \ldots, x_{1,n_1}\}, \ldots, \{x_{k,1}, \ldots, x_{k,n_k}\}\}$ where $\{x_{j,1}, \ldots, x_{j,n}\}$ is the $j$-th cluster, which has cardinality $n_j$, obtained by cutting the dendrogram at height $t$.

We call clustering filtrations all the fixed basis vector spaces filtrations obtained from agglomerative clustering dendrograms following the procedure just outlined.

A sensible information that one may want to track down along $\{(A_t, a_t)\}_{t \in \mathbb{R}}$ is the cardinality of the clusters. Thus we can take $\Theta : FSets \rightarrow \mathbb{R}_{\geq 0}$, defined on all finite sets $(FSets)$, such that $\Theta(\{x_{j,1}, \ldots, x_{j,n}\}) = n_j$. Clearly, for a clustering filtration on $n$ elements, $1 \leq \Theta \leq n$ and so $\varphi^\Theta_T(e) \in L_1(\mathbb{R}, \mathbb{R}_{\geq 0})$. Note that $\varphi^\Theta_T(e) = m\chi_{[t_i,t_j]}$, for some positive cardinality $m$ and some critical points $t_i, t_j$. Thus, $\Theta(\{x_{j,1}, \ldots, x_{j,n}\}) = n_j$ is a proper family of information functions for all clustering filtrations.

**Example** Consider the finite set $\{v_{-1} = -1, v_0 = 0, v_2 = 2\}$ and build the single linkage hierarchical dendrogram of such set using the euclidean metric. The filtration obtained from such hierarchical dendrogram is $A_t \simeq \mathbb{R}^3$ for $t \in [0,1)$, $A_t \simeq \mathbb{R}^2$ for $t \in [1,2]$ and $A_t \simeq \mathbb{K}$ for $t \geq t^+ = 2$. The fixed bases are $a_t = \{\{v_{-1}\}, \{v_0\}, \{v_2\}\}$ for $t \in [0,1)$, $a_t = \{\{v_{-1}, v_0\}, \{v_2\}\}$ for $t \in [1,2]$ and $a_t = \{\{v_{-1}, v_0, v_2\}\}$ for $t \geq t^+ = 2$. The associated merge tree $(T, h_T)$ - see Figure 6c - can be represented with the vertex set $V_T = \{\{v_{-1}\}, \{v_0\}, \{v_2\}, \{v_{-1}, v_0\}, r_T\}$. The leaves are $\{v_{-1}\}, \{v_0\}$ and $\{v_2\}$; the children of $\{v_{-1}, v_0\}$ are $\{v_{-1}\}$ and $\{v_0\}$, and the ones of $r_T$ are $\{v_{-1}, v_0\}$ and $\{v_2\}$. The height function $h_T$ is given by $h_T(\{v_i\}) = 0$ for $i = -1, 0, 2$, $h_T(\{v_{-1}, v_0\}) = 1$ and $h_T(r_T) = 2$. The multiplicity function $\varphi^\Theta_T$ is thus the following: $\varphi^\Theta_T(\{v_i\}) = \chi_{[0,1]}$ for $i = -1, 0$, $\varphi^\Theta_T(\{v_2\}) = \chi_{[0,2]}$, $\varphi^\Theta_T(\{v_{-1}, v_0\}) = 2\chi_{[1,2]}$ and $\varphi^\Theta_T(r_T) = 3\chi_{[2]}$. See Figure 6d.

5.3 Dendrograms of Functions

Now turn to the situation showcased in Section 2.2. Consider $U \subset \mathbb{R}^m$ convex bounded open set, with $\overline{U}$ being its topological closure, and let $L$ be the Lebesgue measure in $\mathbb{R}^m$. Let $f : \overline{U} \rightarrow \mathbb{R}$ be a tame Chazal et al. (2016) continuous function. Consider the sublevel set filtration $A_t = H_0(f^{-1}((-\infty, t]))$ with $a_t = \{U^t_1, \ldots, U^t_n\}$ being the path connected components of $f^{-1}((-\infty, t])$. Here the tameness condition is simply asking that $a_t$ is a finite set for every $t$. Call $\psi^\Theta_t$ the functions $\psi^\Theta_t : A_t \rightarrow A_{t'}$. We choose as information function $\Theta = L$, that is: $\Theta(U^t_i) = L(U^t_i)$. We can set $t^- = \inf_t f$ and $t^+ = \sup_t f$. Let $(T, h_T)$ being the merge tree representing $\{(A_t, a_t)\}_{t \in \mathbb{R}}$. and $\varphi^\Theta_T$ the
associated multiplicity function. Being $f$ continuous, for and edge $e = (v, v') \in E_T$ spanning from height $h_T(v) = t_i$ to $h_T(v') = t_j$, now we prove that $\varphi_T^\Theta(e) > 0$ on $(t_i, t_j)$. We now that $v$ is associated to a connected component $U^{i_1}_{k_1}$ for some $k$. If $v$ represents the merging of two or more path connected components $U_{k_1}^{i_1-\varepsilon}$ and $U_{k_2}^{i_2-\varepsilon}$, for some small $\varepsilon > 0$, with $\mathcal{L}(U_{k_1}^{i_1-\varepsilon}), \mathcal{L}(U_{k_2}^{i_2-\varepsilon}) > 0$, then, since $U_{k_1}^{i_1-\varepsilon} \cup U_{k_2}^{i_2-\varepsilon} \subset U_{k}^{i}$, we have $\mathcal{L}(U_k^{i}) > 0$. Thus if we prove the statement for $v$ leaf, we are done.

So, suppose $v$ is a leaf and consider $x_0 \in U^{i_1}_{k_1}$. We know $f(x_0) = t_i$. By the continuity of $f$, there exists $\delta > 0$ such that if $|x - x_0| < \delta$, then $f(x_0) \leq f(x) < f(x_0) + \varepsilon$. Since $\{x \in U^{i}||x - x_0|| < \delta\}$ is convex, then it is contained in $\psi^{i_1+\varepsilon}(U_{k_1}^{i_1})$. Moreover, since it contains the non-empty open set $\{x \in U^{i}||x - x_0|| < \delta\}$, we have $\mathcal{L}(\psi^{i_1+\varepsilon}(U_{k}^{i})) > 0$ for every $\varepsilon > 0$. As a consequence, supp$(\varphi_T^\Theta(e)) = [t_i, t_j]$. Putting the pieces together this means that $\Theta = \mathcal{L}$ is a proper information function for sublevel set filtrations obtained from real valued, bounded, tame functions defined over the closure of convex, bounded, open subsets of $\mathbb{R}^n$.

**Example** Consider again the function $f = ||x| - 1|$ defined on the interval $[-2, 2]$. Let $A_t = H_0(f^{-1}((t, t)])$ with the bases given by path connected components. The Example in Section 5.1 shows how to obtain the merge tree $(T, h_T)$ associated to the sequence $\{(A_t, a_t)\}_{t \in \mathbb{R}}$. Using the same notation of Section 5.1, now we obtain the multiplicity functions $\varphi_T^\Theta(e_1)$, with $\Theta$ being the Lebesgue measure as just discussed.

The function $\varphi_T^\Theta(e_1) = |1 + t - 1 + t| = 2t$ for $t \in [0, 1]$, and 0 otherwise. Clearly $\varphi_T^\Theta(e_1) = \varphi_T^\Theta(e_2)$. Lastly $\varphi_T^\Theta(r_T) = 4\chi(2)$.

**Example** Lastly we consider the following functions defined on $[-1, 2]$:

- $f(x) = |x - 1| + \varepsilon$ if $x \geq 0$ and $f(x) = |2x - 1|$ if $x < 0$; while $g(x) = |x - 1|$ if $x \geq 0$ and $g(x) = |2x - 1| + \varepsilon$ if $x < 0$ for a fixed $\varepsilon > 0$; as in Figure 6e. Let $(T, h_T)$ and $(T', h_{T'})$ be the merge trees associated to the sublevel set filtrations of $f$ and $g$; moreover let $\varphi_T^\Theta$ and $\varphi_T'^\Theta$ the two respective multiplicity functions with $\Theta$ being the Lebesgue measure on $\mathbb{R}$. Note that $||f - g|| = 2\varepsilon$. The local minima of the functions are the points $\{-0.5, 1\}$, with $f(-0.5) = 0$, $f(1) = \varepsilon$, $g(-0.5) = \varepsilon$ and $g(1) = 0$. Thus the merge trees have isomorphic tree structures: we represent $T$ with the vertex set $\{v_{-0.5}, v_1, r_T\}$ and edges $\{(v_{-0.5}, r_T), (v_1, r_T)\}$; and $T'$ with vertices $\{v_{-0.5}, v_1, r_{T'}\}$ and edges $\{(v_{-0.5}, r_{T'}), (v_1, r_{T'})\}$. The height functions are the following: $h_T(v_{-0.5}) = 0$, $h_{T'}(v_{-0.5}) = \varepsilon$, $h_T(v_1) = \varepsilon$, $h_{T'}(v_1) = 0$ and $h_T(r_T) = h_{T'}(r_T) = 1 + \varepsilon$.

Lastly, the multiplicity functions (see Figure 6f) are given by: $\varphi_T^\Theta(v_{-0.5})(t) = t\chi_{[0, 1]} + \chi_{[1, 1+\varepsilon]}$ and $\varphi_T^\Theta(v_1)(t) = 2(t - \varepsilon)\chi_{[\varepsilon, 1+\varepsilon]}$, and $\varphi_T'^\Theta(v_{-0.5})(t) = (t - \varepsilon)\chi_{[\varepsilon, 1+\varepsilon]}$ and $\varphi_T'^\Theta(v_1)(t) = 2t \cdot \chi_{[0, 1]} + 2\chi_{[1, 1+\varepsilon]}$.

The zero-dimensional persistence diagram associated to $f$ (we name it $PD_0(f)$) is given by a point with coordinates $(0, +\infty)$, associated to the connected component $[-t/2 - 0.5, t/2 - 0.5]$ which is born at $t = 0$, and the point $(\varepsilon, 1 + \varepsilon)$, associated to the component $[1 - (t - \varepsilon), 1 + (t - \varepsilon)]$, born at level $t = \varepsilon$ and “dying” at level $t = 1 + \varepsilon$, due to the elder rule, since it merges an older component, being the other component born at a lower level.

For the function $g$, the persistence diagram $PD_0(g)$ is made by the same points, but the situation is in some sense “reversed”. In fact, the point $(0, +\infty)$ is associated to the connected component “centered” in 1, which is $[1 - t, 1 + t]$, and the point $(\varepsilon, 1 + \varepsilon)$, is associated to the component “centered” in 0.5, that is $[-(t - \varepsilon)/2 - 0.5, (t + \varepsilon)/2 - 0.5]$.

The consequence of this change in the associations between points and the components originating the points of the diagrams is that the information regarding the two components, end up being associated to very different spatial locations in the two diagrams: $(0, +\infty)$ and $(\varepsilon, 1 + \varepsilon)$. And this holds for every $\varepsilon > 0$. Thus it seems very hard
to design a way to “enrich” $PD_0(f)$ and $PD_0(g)$ with additional information, originating the “enriched diagrams” $D_f$ and $D_g$, respectively, and design a suitable metric $d$, so that $d(D_f, D_g) \to 0$ as $\varepsilon \to 0$.

Instead, if we consider the mapping $M = \{(v_{-0.5}, v_{-0.5}), (v_1, v_1), (r_T, r_{T'})\}$ we have $d_{\mathcal{E}}((T, \varphi^T_T), (T', \varphi^T_{T'})) \leq cost(M) = 3\varepsilon$. Thus it is very likely that some kinds of continuity/“stability” results, depending on the application, can be proven with our framework, while it seems much harder to do the same for persistence diagrams.

**Remark 9** In the previous Sections we presented three frameworks dealing with merge trees, clustering dendrograms and sublevel sets filtrations of functions. More general and complex frameworks can be defined, for instance we could consider suitable functions defined on Riemannian manifolds, with $\Theta$ being the Riemannian volume. Similarly, instead of taking information functions with values in $X = \mathbb{R}_{\geq 0}$, we could design functions with values in other editable spaces, such as $\mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0}$.

6. Decomposition Properties and Optimization Problems

In this section we develop some results and formulations needed to obtain the algorithm presented in Section 7. In Section 6.1 we prove the theoretical result that allows to recursively split up the calculations (following ideas found in Hong et al. (2017)) and in Section 6.2 such result is translated in terms of integer optimization problems.

6.1 Decomposition Result

Since $d_{\mathcal{E}}$ is topologically stable one can always suppose that a generalized dendrogram is given without order 2 vertices. Name $T_2$ the only representative without order 2 vertices inside the equivalence class of $T$. For notational convenience, from now on we suppose $T = T_2$ and $T' = T_2'$. To help us in the calculations define the following set of mappings: $\mathcal{M}(T, T') \subset \text{Mapp}(T, T')$ made by mappings $M$ such that $(v, G)$ or $(G, w)$ is in $M$ if and only if, respectively, $v \in V_T$ or $w \in V_{T'}$ is of order 2 after the deletions. The following Lemma then applies.

**Lemma 1**

$$\min\{\text{cost}(M) | M \in \text{Mapp}(T, T')\} = \min\{\text{cost}(M) | M \in \mathcal{M}(T, T')\}$$

In addition to that, we consider some particular subsets of $E_T \times E_{T'}$ which play a fundamental role from now on. Recall that, using $E_T \simeq V_T - \{r_T\}$, we can induce $\pi_T : E_T \times E_{T'} \to V_T$.

A set $M^* \subset E_T \times E_{T'}$ is in $\mathcal{C}^*(T, T')$ if:

(A1) the points in $\pi_T(M^*)$ form antichains in $V_T$ (and the same for $\pi_{T'}(M^*)$ in $V_{T'}$), with respect to the partial order given by father $> son$. This means that any two distinct vertices of $T$ (respectively of $T'$) which appear in $M^*$ are incomparable with respect to “>”;

(A2) the projections $\pi_T : M^* \to V_T$ and $\pi_{T'} : M^* \to V_{T'}$ are injective.

Consider now $M^* \in \mathcal{C}^*(T, T')$. Starting from such set of couples we build a set of edits which form a “partial” mapping between $T$ and $T'$. The meaning of “partial” will be made clear by Proposition 1. The main idea is that $M^*$ is used as a “dimensionality reduction tool”: instead of considering the problem of finding directly the optimal mapping between
(a) The functions \( f \) and \( g \) in the Example in Section 5.1.

(b) A representation of \((T, h_T)\), see the Example in Section 5.1.

(c) Single linkage clustering dendrogram referring to the Example in Section 5.2.

(d) In the context of the Example in Section 5.2, we see the sum of the multiplicity functions of vertices going from \( v_0 \) to the root \( r_T \): \( \varphi_T^\Theta(\{v_0\}) + \varphi_T^\Theta(\{v_0, v_{-1}\}) + \varphi_T^\Theta(r_T) \). The dotted lines represent critical points.

(e) The functions \( f \) and \( g \) in the Example in Section 5.3 with \( \varepsilon = 0.3 \).

(f) In the context of the Example in Section 5.3, we report \( \varphi_T^\Theta(v_1) \) and \( \varphi_T^\Theta(v_{-0.5}) \). The dotted lines represent critical points.

Figure 6: Plots referring to the examples in Section 5.
T and T’, we split up the problem in smaller subproblems, and put the pieces together using M*. To do that, some other pieces of notation are needed.

Let v ∈ E_T. One can walk on the (unweighted) graph of the tree-structure of T going towards any other vertex. For any v ∈ E_T, ζv is the shortest (in terms of vertices touched) graph-path connecting v to r_T. Note that this is the ordered set ζ_v = {v’ ∈ V_T | v’ > v}. Similarly, denote with ζ_y the shortest path on the graph of T connecting x and x’. By Property (A1), given x ∈ V_T ∩ π_T(M*), there exist x ≠ x such that:

\[ \tilde{x} = \min\{\cup_{(x’,y’)} \in M^*, x’ \neq x\}(\zeta_x \cap \zeta_{x’}) \]

And the same holds for y ∈ V_T ∩ π_T(M*).

With these bits of notation, given M* ∈ C*(T, T’), we now build the partial mapping α(M*) with the following rules. Consider v ∈ V_T:

1. if (v, w) ∈ M*, then (v, w) ∈ α(M*);
2. if there is not x ∈ V_T such that v < x or v > x, then (v, D) ∈ α(M*);
3. if there is x ∈ V_T such that v > x then (v, D) ∈ α(M*);
4. if there is x ∈ V_T such that v < x:
   a) if v ∈ ζ_x then (v, G) ∈ α(M*)
   b) if v < vi for some vi ∈ ζ_x = \{v_0 < v_1 < ... < v_n\} then (v, D) ∈ α(M*);
   c) if v < x no edit is associated to v.

**Remark 10** By Properties (A1) and (A2), the conditions used to build α(M*) are mutually exclusive. This means that each v ∈ V_T satisfies one and only one of the above conditions and so α(M*) is well defined.

The idea behind α(M*) is that, for all couples (x, y) ∈ M*, we want to turn ζ_x and ζ_y into single edges of the form (x, x) and (y, y) respectively, and then shrink one in the other. Informally speaking, α(M*) is a mapping that takes care of all the vertices in T and T’, a part from the vertices ∪_{(x,y) ∈ M*} {x’ ∈ E_T | x’ < x} and ∪_{(x,y) ∈ M*} {y’ ∈ E_T | y’ < y}, that is the vertices which are below x, for x ∈ V_T ∩ π_T(M*). For this reason we say that α(M*) is a partial mapping.

Consider T and T’ and M* ∈ C*(T, T’). We obtain from such dendrograms, respectively, the dendrograms T_M* and T’_M* by deleting all the points v < x and w < y for each couple (x, y) ∈ M*. With the following Proposition we give a formal description of the set of edits α(M*).

**Proposition 1** The set α(M*) is a mapping in M(T_M*, T’_M*).

Now we have all the pieces to obtain the following result.

**Theorem 2 (Decomposition)** Given T, T’ dendrograms:

\[ d_E(T, T’) = \min_{M* ∈ C*(T, T’)} \sum_{(x,y) ∈ M*} d_E(\text{sub}_T(x), \text{sub}_{T’}(y)) + \text{cost}(\alpha(M*)) \]  

(1)
6.2 Dynamical Integer Linear Programming problems

We want to use the Decomposition Theorem to write a dynamical, integer linear optimization algorithm to calculate \( d_E \): by translating Theorem 2 into a Integer Linear Programming (ILP) problem, one obtains a single step in a bottom-up procedure. Here we give a concise description of the optimization problems involved in calculating \( d_E \); a more detailed and comprehensive explanation can be found in the proof of Proposition 2.

6.2.1 Notation

Consider \( x \in V_T \) and \( y \in V_T \). Along with keeping the notation defined in Section 6.1, define \( T_x := \text{sub}_T(x) \) and \( T_y := \text{sub}_T(y) \), \( N_x := \text{dim}(T_x) = \#E_T \) and \( N_y := \text{dim}(T_y) = \#E_T \). In particular, given \( v \in V_{T_x} \), the sequence \( v_0 = v < v_1 < \ldots < r_T \) indicates the points in \( \zeta_v \). The same with \( w \in V_{T_y} \).

6.2.2 Setup and Variables

Suppose we already have \( W_{xy} \) which is a \( N_x \times N_y \) matrix such that \( (W_{xy})_{v,w} = d_E(T_v, T_w) \) for all \( v \in E_{T_x} \) and \( w \in E_{T_y} \). Note that:

- if \( x \) and \( y \) are leaves, \( W_{xy} = 0 \).
- if \( v, w \) are vertices of \( T_x, T_y \), then \( W_{vw} \) is a submatrix of \( W_{xy} \).

The function to be optimized is defined on the following set of binary variables: for every \( v \in E_{T_x} \) and \( w \in E_{T_y} \), for \( v_i \in \zeta_v, v_i < r_{T_x} \), and \( w_j \in \zeta_w, w_j < r_{T_y} \), take a binary variable \( \delta_{i,j}^{v,w} \). We write a constrained optimization problem such that having \( \delta_{i,j}^{v,w} = 1 \) means pairing the segments \( \zeta_v^{i+1} \) (that is, the sequence of edges which starts with \( (v, v_1) \) and ends with \( (v_i, v_{i+1}) \)) and \( \zeta_w^{j+1} \), and shrinking one in the other in the induced mapping.

6.2.3 Objective Function

Consider \( v \in E_{T_x} \) and interpret \( \delta_{i,j}^{v,w} = 1 \) as coupling the segments \( \zeta_v^{i+1} \) and \( \zeta_w^{j+1} \); then \( v \) is coupled with some \( w \in E_{T_y} \) if \( C(v) := \sum_{i,w,j} \delta_{i,j}^{v,w} = 1 \) and is ghosted if \( G(v) := \sum_{v' < v < v_{i+1}, w,j} \delta_{i,j}^{v',w} = 1 \). The vertex \( v \) is instead deleted if \( D(v) := 1 - C(v) - G(v) = 1 \). We introduce also the following quantities, which correspond to the cost of shrinking \( \zeta_v^{i+1} \) on \( \zeta_w^{j+1} \):

\[
\Delta_{i,j}^{v,w} = d(\oplus_{v' \in \zeta_v} \varphi_{T_x}(v'), \oplus_{w' \in \zeta_w} \varphi_{T_y}(w'))
\]

Use \( \delta \) to indicate the matrix of variables \( (\delta_{i,j}^{v,w})_{v,w,i,j} \). The function which computes the cost given by coupled points is therefore:

\[
F^C(\delta) := \sum_{v,w,i,j} \Delta_{i,j}^{v,w} \cdot \delta_{i,j}^{v,w}
\]

The contribution of deleted points is: \( F^D(\delta) - F^-(\delta) \), where

\[
F^D(\delta) := \sum_{v \in T_x} D(v) \cdot d(\varphi_{T_x}(v), 0) + \sum_{w \in T_y} D(w) \cdot d(\varphi_{T_y}(w), 0)
\]

and

\[
F^-(\delta) := \sum_{v \in T_x} C(v) \cdot ||\text{sub}_{T_x}(v)|| + \sum_{w \in T_y} C(w) \cdot ||\text{sub}_{T_y}(w)||
\]
where the “norm” of a tree $T$ is $||T|| = \sum_{e \in E_T} d(\varphi(e), 0)$.

Finally, one must take into account the values of $d_E(T_v, T_w)$, whenever $v$ and $w$ are coupled; this information is contained in $(W_{xy})_{v,w}$:

$$F^S(\delta) := \sum_{v,w}(W_{xy})_{v,w} \cdot (\sum_{i,j} \delta_{i,j}^{v,w})$$

6.2.4 Constraints

The last piece of the equation is given by the constraints which must be satisfied by the variables $\delta_{i,j}^{v,w}$. For each $v' \in V_{T_x}$ we call $\Phi(v') := \{ \delta_{i,j}^{v',w} | v' = v'' \in \zeta_{v,w}^{v'' + 1} \}$. In an analogous way we define $\delta(w')$ for $w' \in V_{T_y}$. Call $K$ the set of values of $\delta$ such that for each leaf $l$ in $V_{T_x}$:

$$\sum_{v' \in K} \sum \delta_{i,j}^{v',w} \leq 1 \quad (2)$$

and for each leaf $l'$ in $V_{T_y}$:

$$\sum_{w' \in K} \sum \delta_{i,j}^{v',w'} \leq 1 \quad (3)$$

Proposition 2 With the notation previously introduced:

$$d_E(T_x, T_y) = \min_{\delta \in K} F^C(\delta) + F^D(\delta) - F^-(\delta) + F^S(\delta) \quad (4)$$

Remark 11 A solution to Problem Equation (4) exists because the minimization domain is finite; it is not unique in general.

7. Bottom-Up Algorithm

In this section the results obtained in Section 6 are used to obtain the algorithm implemented to compute the metric $d_E$ between generalized dendrograms. Some last pieces of notation are introduced in order to describe the “bottom-up” nature of the algorithm.

Given $x \in V_T$, define $\text{len}(x)$ to be the number of vertices in $\zeta_x$ and $\text{len}(T) = \max_{v \in V_T} \text{len}(v)$.

Therefore, $\text{lvl}(x) = \text{len}(T) - \text{len}(x)$. Lastly, $\text{lvl}(n) = \{ v \in V_T | \text{lvl}(v) = n \}$

The key property is that: $\text{lvl}(x) > \text{lvl}(v)$ for any $v \in \text{sub}(x)$. Thus, if $W_{xy}$ is known for any $x \in \text{lvl}(n)$ and $y \in \text{lvl}(m)$, then for any $v, w$ in $V_T$ such that $\text{lvl}(v) < n$ and $\text{lvl}(w) < m$, $W_{vw}$ is known as well. With this notation we can write down Algorithm 1.

Algorithm 1: Bottom-Up Algorithm.

Result: $d_E(T, T')$

initialization: $N = \text{len}(T)$, $M = \text{len}(T')$, $n = m = 0$;

while $n \leq N$ or $m \leq M$ do

for $(x, y) \in V_T \times V_{T'}$ such that $\text{lvl}(x) \leq n$ and $\text{lvl}(y) \leq m$ do

Calculate $(W_{T_xT_y})_{x,y}$ solving Problem (4);

end

$n = n + 1$; $m = m + 1$;

end

return $(W_{T_xT_y})_{T_x, T_y}$

We end up with a result to analyze the performances of Algorithm 1 in the case of dendrograms with binary tree structures.
Proposition 3 Let $T$ and $T'$ be two generalized dendrograms with full binary tree structures with $\dim(T) := #E_T = N$ and $\dim(T') = M$.

Then $d_E(T, T')$ can be computed by solving $O(N \cdot M)$ ILP problems with $O(N \cdot \log(N) \cdot M \cdot \log(M))$ variables and $O(N + M)$ constraints.

Note that binary dendrograms are dense (with respect to $d_E$) in any generalized dendrogram space as long as for any $\varepsilon > 0$, there is $x \in (X, \oplus, 0)$ such that $d(x, 0) < \varepsilon$. So this is indeed a quite general result.

7.1 Example

Here we present in details the first steps of the Algorithm 1, used to calculate the distance between two merge trees.

We consider the following couple of merge trees. Let $(T, h_T)$ be the merge tree given by: $V_T = \{a, b, c, d, r_T\}$, $E_T = \{(a, d), (b, d), (a, r_T), (c, r_T)\}$ and $w_T(a) = w_T(b) = w_T(d) = 1$, $w_T(c) = 5$; the merge tree $(T', h_T')$ instead, is defined by: $V_{T'} = \{a', b', c', d', r_T\}$, $E_{T'} = \{(a', d'), (b', d'), (d', r_T), (c', r_T)\}$ and $w_{T'}(a) = 1$, $w_{T'}(b) = w_{T'}(c) = 2$ and $w_{T'}(d) = 3$.

Step: $n = m = 0$

This step is trivial since we only have couples between leaves, like $(a, a')$, which have trivial subtrees and thus $d_E(sub_T(a), sub_T(a')) = 0$.

Step: $n = m = 1$

The points $x \in V_T$ with $lvl_T(x) \leq 1$ are $\{a, b, c, d\}$ and the points $y \in V_{T'}$ with $lvl_{T'}(y) \leq 1$ are $\{a', b', c', d'\}$. Thus the couples $(x, y)$ which are considered are: $(d, d')$, $(d, a')$, $(d, b')$, $(d, c')$ and $(a, d')$, $(b, d')$, $(c, d')$. The couples between leaves, like $(a, a')$ have already been considered.

Couple: $(d, d')$ Let $T_d = sub_T(d)$ and $T_{d'} = sub_{T'}(d')$. The set of internal vertices are respectively $E_{T_d} = \{a, b\}$ and $E_{T_{d'}} = \{a', b'\}$. For each vertex $v < root$ in each subtree, where “root” stands for $d$ or $d'$, roots of $T_d$ and $T_{d'}$ respectively, we have $\zeta_v = \{v_0 = v, v_1 = root\}$. Thus, the binary variables we need to consider, are the following: $\delta_{0,0}^{a,a'}, \delta_{b,0}^{b,b'}, \delta_{b,0}^{b,a'}$ and $\delta_{b,0}^{b,b'}$. The quantities $\Delta_{v_i, v_{i'}}$ are given by: $\Delta_{0,0}^{a,a'} = 0$, $\Delta_{0,0}^{b,b'} = 1$, $\Delta_{0,0}^{b,a'} = 0$ and $\Delta_{0,0}^{b,b'} = 1$. Thus:

$$F_C(\delta) = 0 \cdot \delta_{0,0}^{a,a'} + \delta_{0,0}^{a,b'} + 0 \cdot \delta_{0,0}^{b,a'} + \delta_{0,0}^{b,b'}$$

While:

$$F_D(\delta) = (1 - \delta_{0,0}^{a,a'} - \delta_{0,0}^{a,b'}) \cdot 1 + (1 - \delta_{0,0}^{b,b'} - \delta_{0,0}^{b,a'}) \cdot 1 + (1 - \delta_{0,0}^{a,b'} - \delta_{0,0}^{b,a'}) \cdot 1 + (1 - \delta_{0,0}^{a,a'} - \delta_{0,0}^{a,b'}) \cdot 2$$

and:

$$F_{-}(\delta) = (\delta_{0,0}^{a,a'} + \delta_{0,0}^{a,b'}) \cdot 0 + (\delta_{0,0}^{b,a'} + \delta_{0,0}^{b,b'}) \cdot 0 + (\delta_{0,0}^{a,a'} + \delta_{0,0}^{a,b'}) \cdot 0 + (\delta_{0,0}^{b,a'} + \delta_{0,0}^{b,b'}) \cdot 0$$

and:

$$F_S(\delta) = \delta_{0,0}^{a,a'} \cdot 0 + \delta_{0,0}^{a,b'} \cdot 0 + \delta_{0,0}^{b,a'} \cdot 0 + \delta_{0,0}^{b,b'} \cdot 0$$

Lastly the constraints are:

$$\delta_{0,0}^{a,a'} + \delta_{0,0}^{a,b'} \leq 1; \delta_{0,0}^{b,a'} + \delta_{0,0}^{b,b'} \leq 1; \delta_{0,0}^{a,a'} + \delta_{0,0}^{b,a'} \leq 1; \delta_{0,0}^{a,b'} + \delta_{0,0}^{b,b'} \leq 1$$

A solution is given by $\delta_{0,0}^{a,a'} = \delta_{0,0}^{b,b'} = 1$ and $\delta_{0,0}^{b,a'} = \delta_{0,0}^{a,b'} = 0$, which entails $F_C(\delta) = 1$, $F_D(\delta) = 0$, $F_{-}(\delta) = 0$ and $F_S(\delta) = 0$ and $d_E(T_d, T_{d'}) = 1$. 25
**Couple:** $(d, a')$  Obviously: $d_E(sub_T(d), sub_T(a')) = ||sub_T(d)||$. All the couples featuring a leaf and an internal vertex (that is, a vertex which is not a leaf), such as $(d, b')$, $(a, d')$ etc. behave similarly.

**Step:** $n = m = 2$

The points $x \in V_T$ with $l(v_T(x)) \leq 2$ are $\{a, b, c, d, r_T\}$ and the points $y \in V_{T'}$ with $l(v_{T'}(y)) \leq 2$ are $\{a', b', c', d', r_{T'}\}$. Thus the couples $(x, y)$ which are considered are $(d, r_T)$, $(r_T, d')$, $(r_T, r_{T'})$ and then the trivial ones: $(r_T, a')$, $(r_T, b')$, $(r_T, c')$ and $(a, r_{T'})$, $(b, r_{T'})$, $(c, r_{T'})$. Some couples have already been considered and thus are not repeated.

**Couple:** $(d, r_T)$ Let $T_d = sub_T(d)$ and $T' = sub_T(r_T)$. The set of internal vertices are respectively $E_{T_d} = \{a, b\}$ and $E_{T'} = \{a', b', c', d'\}$. Thus, the binary variables we need to consider, are the following: $\delta_{a,a'}$, $\delta_{a,a'}$, $\delta_{a,b'}$, $\delta_{a,c'}$, $\delta_{a,d'}$, $\delta_{b,a'}$, $\delta_{b,b'}$, $\delta_{b,b'}$, $\delta_{b,c'}$, $\delta_{b,d'}$ and $\delta_{c,c'}$.

The quantities $\Delta_{i,j}^{v,w}$ are given by: $\Delta_{0,0}^{a,a'} = 0$, $\Delta_{0,1}^{a,a'} = 3$, $\Delta_{0,0}^{a,b'} = 1$, $\Delta_{0,1}^{a,b'} = 4$, $\Delta_{0,0}^{a,c'} = 1$, $\Delta_{0,1}^{a,c'} = 2$, $\Delta_{0,0}^{b,a'} = 0$, $\Delta_{0,1}^{b,a'} = 3$, $\Delta_{0,0}^{b,b'} = 1$, $\Delta_{0,1}^{b,b'} = 4$, $\Delta_{0,0}^{b,c'} = 1$, $\Delta_{0,1}^{b,c'} = 2$. The function $F_C(\delta)$ is easily obtained by summing over $\delta_{i,j}^{v,w} \cdot \Delta_{i,j}^{v,w}$.

While:

$$F_D(\delta) = (1 - \delta_{0,0}^{a,a'} - \delta_{0,1}^{a,a'} - \delta_{0,0}^{a,b'} - \delta_{0,1}^{a,b'} - \delta_{0,0}^{a,c'} - \delta_{0,1}^{a,c'}) \cdot 1 + \ldots + (1 - \delta_{0,0}^{a,d'} - \delta_{0,0}^{b,d'}) \cdot 3$$

and:

$$F^-(\delta) = (\delta_{0,0}^{a,a'} + \delta_{0,1}^{a,a'} + \delta_{0,0}^{a,b'} + \delta_{0,1}^{a,b'} + \delta_{0,0}^{a,c'} + \delta_{0,1}^{a,c'}) \cdot 0 + \ldots + (\delta_{0,0}^{a,d'} + \delta_{0,0}^{b,d'}) \cdot 3$$

and:

$$F^S(\delta) = (\delta_{0,0}^{a,a'} + \delta_{0,1}^{a,a'}) \cdot 0 + (\delta_{0,0}^{a,b'} + \delta_{0,1}^{a,b'}) \cdot 0 + \ldots + (\delta_{0,0}^{a,d'} + \delta_{0,0}^{b,d'}) \cdot 3$$

Lastly the constraints are:

$$\delta_{0,0}^{a,a'} + \delta_{0,1}^{a,a'} + \delta_{0,0}^{a,b'} + \delta_{0,1}^{a,b'} + \delta_{0,0}^{a,c'} + \delta_{0,1}^{a,c'} \leq 1$$

$$\delta_{0,0}^{b,a'} + \delta_{0,1}^{b,a'} + \delta_{0,0}^{b,b'} + \delta_{0,1}^{b,b'} + \delta_{0,0}^{b,c'} + \delta_{0,1}^{b,c'} \leq 1$$

$$\delta_{0,0}^{c,a'} + \delta_{0,1}^{c,a'} + \delta_{0,0}^{c,b'} + \delta_{0,1}^{c,b'} + \delta_{0,0}^{c,d'} + \delta_{0,1}^{c,d'} \leq 1$$

$$\delta_{0,0}^{a,b'} + \delta_{0,1}^{a,b'} + \delta_{0,0}^{b,b'} + \delta_{0,1}^{b,b'} + \delta_{0,0}^{a,c'} + \delta_{0,1}^{a,c'} \leq 1$$

$$\delta_{0,0}^{a,c'} + \delta_{0,1}^{a,c'} \leq 1$$

In this case there are many minimizing solutions. One is given by: $\delta_{0,0}^{a,a'} = \delta_{0,0}^{b,b'} = 1$ and all other variables equal to 0. This value of $\delta$ is feasible since the variables $\delta_{0,0}^{a,a'}$ and $\delta_{0,0}^{b,b'}$ never appear in the same constraint. This value of $\delta$ entails $F_C(\delta) = 3 + 1$, $F_D(\delta) = 2$, $F^-(\delta) = 0$ and $F^S(\delta) = 0$, and thus $d_E(T_d, T') = 6$.

Another solution can be obtained with: $\delta_{0,0}^{a,d'} = \delta_{0,0}^{b,c'} = 1$ and all other variables equal to 0. Also this value of $\delta$ is feasible since the variables $\delta_{0,0}^{a,d'}$ and $\delta_{0,0}^{b,c'}$ never appear in the same constraint. This value of $\delta$ entails $F_C(\delta) = 2 + 1$, $F_D(\delta) = w_T(a') + w_T(b') = 1 + 2$, $F^-(\delta) = ||sub_T(d')|| = 3$ and $F^S(\delta) = d_E(sub_T(a), sub_T(d')) = ||sub_T(d')|| = 3$, and thus $d_E(T_d, T') = 3 + 3 + 3 + 3 = 6$.

**Couple:** $(r_T, d')$  This and the other couples are left to the reader.
8. Numerical Simulations

In this section, the feasibility of the algorithm presented in Section 6 is assessed by means of some numerical simulations. We also deal with the problem of approximating the metric $d_E$ when the number of leaves in the tree structures in the data set is too big to be handled. The effectiveness of such approximations is showcased using some simple case studies, which also give some practical examples of the issues raised in Section 2.

In the implementations, dendrograms are always considered with a binary tree structure, obtained by adding negligible edges, that is edges $e$ with arbitrary small $d(\varphi(e), 0)$, when the number of children of a vertex exceeds 2.

8.1 Edit Distance Simulations

To get some concrete ideas of proper runtimes needed to calculate distances, we fix the number of leaves $n$ and for 100 times the following procedure is repeated: generate two random samples of $n$ points from the uniform distribution on a compact, real interval, take their single linkage hierarchical dendrograms (with multiplicity function equal to the weight function $w_T$) and compare them with $d_E$. This whole pipeline is repeated for any integer $n$ in the interval $[5, 20]$. In Figure 7 there are the average runtimes as a function of the number of leaves of the involved binary trees. The standard deviations over the repetitions are also reported, which show a quite large band around the mean. The different curves in Figure 7 concern the portion of time effectively spent by the solver to compute the solution of the ILP problems, and the amount of time employed to setup such problems. All code is written in Python and thus this second part of the runtimes can likely be greatly reduced by using more performing programming languages. The green line of total time is computed parallelizing the for loop in Algorithm 1. Note that dendrograms with the same number of leaves may end up having different tree-structures and so different dimensions. This is the main reason for the big shaded regions around the mean. If the trees were aggregated by dimension, the standard deviation of runtimes would decrease. Nevertheless, in applications, the only thing one can reasonably control is the number of leaves (which is given by the number of minima in the function, the number of clusters in a dendrogram, etc.) and for this reason the trees are aggregated as in Figure 7.

The computations are carried out on a 2016 laptop with Intel(R) processor Core(TM) i7-6700HQ CPU @ 2.60GHz, 4 cores (8 logical) and 16 GB of RAM. The employed ILP solver is the freely available IBM CPLEX Optimization Studio 12.9.0.

8.2 Pruning

In Section 2.1 we point out that the merging information carried by the dendrograms in Figure 1 is mostly contained in a number of vertices which is much lower than the actual number of leaves in the dendrogram. If one defines a proper multiplicity function, with values in an editable space $X$, coherently with the aim of the analysis, then the value $d(\varphi(e), 0)$ can be thought as the amount of information carried by the edge $e$. The bigger such value is, the more important that edge will be for the dendrogram. In fact such edges are the ones most relevant in terms of $d_E$.

A sensible way to reduce the computational complexity of the metric $d_E$, losing as little information as possible, is therefore the following: consider any couple of leaves, if the “amount of information” $d(\varphi(e), 0)$ of one of the two leaves is below a certain threshold, that leaf is deleted and its father ghosted. If both are below the threshold, only the leaf with smaller $d(\varphi(e), 0)$ is deleted (if $d(\varphi(e), 0)$ is equal across two siblings, one of them is
randomly deleted). This operation is repeated recursively until no leaf with multiplicity under the fixed threshold is left. This operation is called pruning; the operator which assigns to a dendrogram the pruned dendrogram with $\varepsilon \geq 0$ threshold is called $P_\varepsilon$. Note that pruning a dendrogram removes leaves, but keeps unchanged the distance from the root to the leaves which are not deleted. For instance, in the case of merge trees, this means that the range of the height function $h_T$ does not change upon pruning the tree.

We can quantify the (normalized) lost information with what we call pruning error ($PE$): $(||T|| - ||P_\varepsilon(T)||)/||T||$.

### 8.3 Examples

Now we use two simulated data sets to put to work the frameworks defined in Section 5. The examples are basic, but suited to assert that generalized dendrograms and the metric $d_E$ capture the information we designed them to grasp. In particular, since examples in Section 2.1 and Section 2.2 already give insights into the role of the tree-structured information, we want to isolate and emphasize the key role of multiplicity functions. The examples presented concern hierarchical clustering dendrograms and dendrograms representing scalar fields.

#### 8.3.1 Hierarchical Clustering Dendrograms

We consider a data set of 30 points clouds in $\mathbb{R}^2$, each with 150 or 151 points. Point clouds are generated according to three different processes and are accordingly divided into three classes. Each of the first 10 point clouds is obtained by sampling independently two clusters of 75 points respectively from normal distributions centered in $(5,0)$ and $(-5,0)$, both with $0.5 \cdot Id_{2 \times 2}$ covariance. Each of the subsequent 10 point clouds is obtained by sampling independently 50 points from each of the following Gaussian distributions: one centered in $(5,0)$, one in $(-5,0)$ and one in $(-10,0)$. All with covariance $0.5 \cdot Id_{2 \times 2}$. Lastly, to obtain each of the last 10 point clouds, we sample independently 150 points as done for the first 10 clouds, that is 75 independent samples from a Gaussian centered $(5,0)$ and
75 from one centered in \((-5, 0)\), and then, to such samples, we add an outlier placed in \((-10, 0)\).

Some clouds belonging to the second class and third classes are plotted respectively in Figure 8a and Figure 8b. We resort to pruning because of the high number of leaves, but we still expect to be able to easily separate point clouds belonging to the first and third classes (that is, with two major clusters) from clouds belonging to the second class, which feature three clusters, thanks to the multiplicity function defined in Section 5.2. All dendrograms have been pruned with the same threshold, giving an average pruning error of 0.15.

We can see in Figure 8c that this indeed the case. It is also no surprise that persistence diagrams do not perform equally good in this classification task, as displayed in Figure 8d. In fact PDs have no information about the importance of the cluster, making it impossible to properly recognize the similarity between data from the first and third class. They are, however, able to distinguish clouds belonging to class two from clouds belonging to class three since the persistence of the homology class associated to the leftmost cluster in clouds belonging to class two is smaller compared to what happens in clouds from the third class. The cluster centered in \(-10\) and the one in \(-5\) are in fact closer when the first one is a proper cloud, than when it is a cluster made by a single point.

### 8.3.2 Dendrograms of Functions

This time our aim is to work with merge trees of functions, adding the multiplicity function induced by the Lebesgue measure of the sublevel sets, as defined in Section 5.3, and using them to discriminate between two classes in a functional data set.

We simulate the data set so that the discriminative information is contained in the size of the sublevel sets and not in the structure of the critical points. To do so a situation which is very similar to the one shown by Sangalli et al. (2010) for the Berkeley Growth Study data is reproduced, where all the variability between groups in a classification task is explained by warping functions. We fix a sine function defined over a compact 1D real interval (with the Lebesgue measure) and we apply to its domain 100 random non linear warping functions belonging to two different, but balanced, groups. Warpings from the first group are more likely to obtain smaller sublevel sets, while in the second groups we should see larger sublevel sets and so “bigger” multiplicity functions defined on the edges. Note that, being the Lebesgue measure invariant with the translation of sets, any horizontal shifting of the functions would not change the distances between dendrograms.

The base interval is \(I = [0, 30]\) and the base function is \(f(x) = \sin(x)\). The warping functions are drawn in the following way. Pick \(N\) equispaced control points in \(I\) and then...
we draw $N$ samples from a Gaussian distribution truncated to obtain only positive values. We thus have $x_1, \ldots, x_N$ control points and $v_1, \ldots, v_N$ random positive numbers. Define $y_i := \sum_{j=1}^N v_j$. The warping is then obtained interpolating with monotone cubic splines the couples $(x_i, y_i)$. Being the analysis invariant to horizontal shifts in the functions, we fix $x_0 = y_0 = 0$ for visualization purposes.

The groups are discriminated by the parameters of the Gaussian distribution from which we sample the positive values $v_i$ to set up the warping. For the first class we sample $N = 10$ positive numbers from a truncated Gaussian with mean 3 and standard deviation 2; for the second the mean of the Gaussian is 5 and the standard deviation is 2. Thus we obtain each of the first 50 functions sampling 10 values $v_i$ from the truncated Gaussian centered in 3, building the warping function as explained in the previous lines, and then reparametrizing the sine function accordingly. The following 50 functions are obtained with the same pipeline but employing a Gaussian centered in 5. Note that, by construction, all the functions in the data set share the same merge tree.

Examples of the warping functions can be seen in Figure 9c; the resulting functions can be seen in Figure 9a. The key point here is that we want to see if the dendrograms can retrieve the information contained in the warping functions. For this reason we compare the $L_2$ pairwise distances between such functions (see Figure 9f) and the pairwise distances
obtained with dendrograms (see Figure 9d). The visual inspection confirms the close relationships between the two sources of information. Moreover, if we vectorize the arrays given by the two matrices (considering only entries above the diagonal) and compute the Fisher correlation, we get a score of 0.85 (see Figure 9g). Instead, a naive approach with the $L_2$ metric applied directly to the data set would capture no information at all, as we can observe from Figure 9e and the Fisher correlation with the matrix obtained from warping functions is 0.15 (see Figure 9h).

Note that, in general, the problem of finding warping functions to align functional data is deeply studied and with no easy solution (see, for instance, the special issue of the Electronic Journal of Statistics dedicated to phase and amplitude variability - year 2014, volume 8 or Srivastava et al. (2011)) especially for non-linear warping of multidimensional or non-euclidean domains. Instead, generalized dendrograms less sensitive to such dimensionality issues, in the sense that they only arise in calculating the connected components and measure of the sublevel sets.

9. Conclusions

Starting from the problems outlined in Section 2, we develop a framework to work with topological information which can be represented with tree-like structures. As motivated throughout the manuscript, we argue that these kinds of topological summaries can succeed in many situations where persistence diagrams are not effective. They also provide a great level of versatility because of the wide range of additional information that can be extracted from data. Possibly the greatest drawback in these representations is the computational complexity involved in comparing them. We define a novel metric structure which works locally on the trees and can be calculated by solving a set of smaller and easier subproblems. This metric proves to be feasible and we carry out some examples to showcase its effectiveness in situations which are of interest in different branches of data analysis.

Along with the more general perspective of finding other ways to enrich the information extracted by TDA from data, this work leaves many paths that can be followed. We think that the hypotheses on the set of weights which can be added to dendrograms can be relaxed; however, the algorithm presented in this manuscript may need to be adapted to the properties of the chosen weight space. Even without increasing the range of available weights, case-specific pipelines can be designed and studied, as done in the case of merge trees of functions in [Paper FDA]. Moreover interaction with the more general case of Reeb Graphs can be investigated, possibly following the decomposition presented in Stefanou (2020). Lastly other families of metrics can be defined, starting from $d_E$, aiming at emphasizing or overlooking on certain kinds of variability in the dendrograms, providing more “stable” metrics.
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Appendix A. Proofs

Proof of Theorem 1
To lighten the notation we use the following symbols:

- the edit induced by \((v, D)\) is called \(v_d\) and \(v_d^{-1}\) stands for \((D, v)\).
- the edit induced by \((v, G)\) is called \(v_g\) and \(v_g^{-1}\) stands for \((G, v)\).
- the edit induced by \((v, v')\) is called \(v_{\phi, \phi'}\) with \(\phi\) being the original multiplicity function, and \(\phi'\) the multiplicity function after the shrinking.

We know that the set of finite edit paths between two dendrograms is nonempty. Suppose that \(\gamma\) is a finite edit path. This means that \(\gamma\) is the composition of a finite set of edits. We indicate such ordered composition with \(\gamma = \prod_{i=0}^{N} e_i\) with \(e_i\) edit operation. We would like to change the order of the edit operations without raising the cost and changing the extremes of the edit path. This is not always possible. However we can work it around in the useful cases using properties (P1)-(P4). In particular, we would like to know when we can commute a generic edit \(e_i\) in the following situations:

- \(v_d \circ e_i\) and \(e_i \circ v_d^{-1}\)
- \(v_g \circ e_i\) and \(e_i \circ v_g^{-1}\).

Moreover we want to reduce the edit path to max one edit for any vertex of \(T\) and \(T'\).

We divide the upcoming part of the proof in subsections, each devoted to different combinations of edits.

\(v_d\) AND \(v_d^{-1}\)
When we delete or insert one vertex, we are modifying the tree structure at the level of its father and its children. Therefore, we are only taking into account operations on the father, on the vertex itself or on the children of the deleted/inserted vertex.

- \(v_d \circ v_g'\) with \(v\) son of \(v'\), can be safely replaced with \(v_d \circ v_{g'}\). Instead of ghosting the father and then deleting the whole edge, we can delete both edges one by one; conserving the length of the path (P3). If \(v\) is father of \(v'\) then we can safely commute the operations.

- \(v_d \circ v_g^{-1}\) can be replaced with \(v'_{\phi, \phi'}\) with \(v'\) father of \(v\) (after the insertion) and \(\phi'\) properly defined not to raise the cost of the path. In fact we are inserting \(v\) on an edge and then deleting it. This can obviously be achieved by shrinking the original edge (without changing the path length - (P4)).

- similarly, \(v_d \circ v_{g'}^{-1}\) with \(v'\) to be father of \(v\) can again be replaced safely by a proper shrinking: instead of inserting a point in an edge, and deleting then the edge below, we can directly shrink the original edge (P4). If \(v'\) is to be inserted below \(v\) this is the same situation, but seen from the point of view of the son of \(v\).

- \(v_d \circ v_{\phi, \phi'}\) can be replaced by \(v_d\) potentially diminishing the length of the path, but surely not raising it (P1).
• $v' \circ v_d^{-1}$. If $v'$ is the father of $v$, this edit can be replaced with just $v'_\phi \circ v_d^{-1}$ with appropriate weights: we are inserting an edge under a vertex which (in this case) becomes of order two and is ghosted. We can directly modify the edge without changing the length of the path (P4). If $v'$ is the vertex which would become son of $v$, we can simply shrink $v$ to obtain the same result without raising the cost (P4).

• $v_g^{-1} \circ v_d^{-1}$, with $v'$ to appear on the edge inserted with $v_d^{-1}$ cannot commute (otherwise can always commute), but can be replaced by two insertions: instead of inserting an edge and then splitting it, we can directly insert two smaller edges; without changing the cost of the path (P3).

• $v'_\phi \circ v_d^{-1}$ can be replaced with an insertion directly with multiplicity $\phi'$, possibly shortening the path (P1).

• consider $v_d^{-1} \circ v_d$ with $v'$ to be inserted with, as father, the father of $v$; if the children of $v'$ are different from the children of $v$, this operation cannot commute. If the children are the same, it can be changed with a shrinking of $v$, reducing the length of the path by at most $\text{cost}(v'_d) + \text{cost}(v_d)$ (P1).

$v_g$ AND $v_g^{-1}$

Like in the previous case, we only take into account transformations concerning the father and the son of the added/ghosted order two vertex.

• $v_g \circ v'_d$, with $v$ and $v'$ being on adjacent edges, can commute (P2).

• $v_g \circ v'_d^{-1}$, with $v$ and $v'$ being on adjacent edges, can commute provided we define carefully the splitting $v'_d^{-1}$ (P2).

• $v_g \circ v'_\phi \circ v'_d$ means that we are shrinking a vertex before ghosting it. However, we can achieve the same result, without increasing the path length, by ghosting the vertex at first, and then shrinking its son (P1)-(P4).

• $v'_\phi \circ v_g^{-1}$ either with $v' = v$, or with $v$ father of $v'$, can be replaced with an appropriate shrinking of the (future) son of $v$, and then an appropriate insertion of $v'$ without changing the length of the path (P3)-(P4).

• $v_g \circ v'_d$ with $v$ father of $v'$ cannot be commuted and cannot be replaced by a similar operation which inverts ghosting and deletion.

$v_w, v'_w$

• $v'_w \circ v_w \circ v'_w$ can be replaced by $v'_w \circ v'_w$, which is either conserving or shortening the path (P1).

• $v'_w^{-1} = v_w \circ v'_w$.

Thanks to these properties we can take a given path $\gamma = \prod_{i=0}^{N} e_i$ and modify the edit operations in order to obtain the following situation:

• the first operations are all in the form $v_d$; this can be achieved because $v_d \circ -$ can be always rearranged, potentially by changing the path as shown before and shortening it. Of course there can be only one deletion for each vertex of $T$.
• then we have all the edits in the form $v_g$; since $v_g \circ -$ is exchangeable any time but when we have $v_g \circ v'_g$, this is not a problem. Observe that all order two vertices which were not deleted can be ghosted (at most one time);

• in the same way we can put last all the paths in the form $v_d^{-1}$ and before them $v_g^{-1}$. All the new vertices appearing with the insertion of edges and the splitting of edges with order two vertices are all nodes which remain in $T'$ and which are not further edited;

• in the middle we are left with the shrinking paths. Since we can substitute $v_{\varphi,\varphi'} \circ v_{\varphi'',\varphi'''}$ with $v_{\varphi,\varphi'''}$, we can obtain just one single transformation on a vertex.

Thus
\[
\gamma = (\gamma_T')^{-1} \circ (\gamma_T')^{-1} \circ \gamma_T \circ \gamma_T.
\]

with:

• $\gamma_T^d = \prod v_d$

• $\gamma_T^g = \prod v_g$

• $\gamma_s^T = \prod v_{\varphi,\varphi'}$

• $\gamma_T'^{-1} = \prod v_g^{-1}$

• $\gamma_T^d'^{-1} = \prod v_d^{-1}$

is such that $\gamma(T) = \gamma(T') = T'$ and $\text{cost}(\gamma) \leq \text{cost}(\gamma)$. The key point is that $\gamma$ can be easily realized as a mapping in the following way:

• $(v, D) \forall v_d \in \gamma_T^d$

• $(v, G) \forall v_g \in \gamma_T^g$

• $(v, v') \forall v_{\varphi,\varphi'} \in \gamma_s^T$, where $v'$ is the renaming of $v$, with multiplicity given by $\varphi'$.

• $(G, v) \forall v_g^{-1} \in (\gamma_T')^{-1}$

• $(D, v) \forall v_d^{-1} \in (\gamma_T^d')^{-1}$

\[\blacksquare\]

**Proof of Theorem 1.**
Any order 2 vertex which is not ghosted is paired with another order 2 vertex. Ghosting both of them does not increase the cost of the mapping. 

\[\blacksquare\]

**Proof of Proposition 1.**
Condition (M2) coincide with condition (A2). Condition (M3) is clearly satisfied because of the antichain condition (A1). Consider a vertex $v \in E_T$. The only case in which $v$ is not edited is when $v < x$ with $x \in v_T \cap \pi_T(M^*)$. However, in this case $v$ does not appear in $\sim T_M$, and thus (M1) is satisfied. Moreover, all and only order 2 vertices, after the deletions, are ghosted, and (M4) follows . 

\[\blacksquare\]
Proof of Theorem 2.
Let $M \in \mathcal{M}(T, T')$ such that $d_E(T, T') = \text{cost}(M)$.

We note that father > son induces a partial order relationship also on the pairs given by coupled points in $M$: $(x, y) > (v, w)$ if $x > v$ and $y > w$. In fact, by property (M3), $x > v$ if and only if $y > w$. So we can select $(x_i, y_i)$, the maxima with respect to this partial order relationship. Thus, we obtain $(x_0, y_0), \ldots, (x_n, y_n)$ which form an antichain (both in $V_T$ and $V_{T'}$).

Clearly $M^* = \{(x_0, y_0), \ldots, (x_n, y_n)\} \in \mathcal{C}^*(T, T')$. Now we build $\alpha(M^*)$ and compare the cost of its edits with the ones in $M$. Let $\bar{x}$ be the minimal common parent between $x_i$ and $x_j$. Since $\bar{x} > x_i, x_j$, it is not coupled in $M$. Since $x_i$ and $x_j$ are coupled, $\bar{x}$ cannot be ghosted, so it is deleted in $M$. Any point $x$ above $\bar{x}$ is deleted for the same reasons. So the edits above $\bar{x}$ are shared between $\alpha(M^*)$ and $M$.

In $\alpha(M^*)$ we ghost any point between $\bar{x}$ and $x_i$ (and the same for $x_j$) and this is not certain to happen in $M$ (some points could be deleted). Nevertheless, even in the worst case, these ghostings are guaranteed not to increase the distance. For instance, suppose $x_i < x < \bar{x}$ is deleted in $M$ and ghosted by $\alpha(M^*)$, then:

$$d(x_i \oplus x, y_i) \leq d(x_i \oplus x, y_i \oplus x) + d(y_i \oplus x, y_i) = d(x_i, y_i) + d(x, 0)$$

by properties (P1)-(P4). Since $\alpha(M^*) \in \mathcal{M}(\tilde{T}_{M^*}, \tilde{T}_{M^*})$ by Proposition 1, we have:

$$\sum_{(x, y) \in M^*} d_E(\text{sub}_T(x), \text{sub}_T(y)) + \text{cost}(\alpha(M^*)) \leq \text{cost}(M)$$

Now we prove the other inequality.

Consider $M^*$ which realizes the minimum of the right side of Equation (1), and $M_i$ which realizes $d_E(\text{sub}(x_i), \text{sub}(y_i))$ with $(x_i, y_i) \in M^*$. We build a mapping $M$ collecting edits in the following way: for every $x' \in E_T$ if $x' \in \text{sub}(x_i)$, we take the edit associated to it from $M_i$, otherwise we know that it is edited by $\alpha(M^*)$, and we take it from there; the set of these assignments gives $M \in \mathcal{M}(T, T')$ whose cost is exactly $\sum_{(x, y) \in M^*} \text{cost}(M_i) + \text{cost}(\alpha(M^*))$. This gives the second inequality.

Proof of Proposition 2.

We use all pieces of notation defined in Section 6.1. Consider $x \in E_T$ and $y \in E_{T'}$. Recall that $T_x := \text{sub}_T(x)$ and $T_y := \text{sub}_T(y)$, and $N_x := \text{dim}(T_x)$ and $N_y := \text{dim}(T_y)$. Moreover, given $v \in V_{T_x}$, we use the sequence $v_0 = v < v_1 < \ldots < r_T$ to indicate the points in $\zeta_v$. The same with $w \in V_{T_y}$.

**SETUP**

We have $W_{xy}$ which is a $(N_x - 1) \times (N_y - 1)$ matrix such that $(W_{xy})_{v,w} = d_E(T_v, T_w)$ for all $v \neq x \in T_x$ and $w \neq y \in T_y$.

We would like to find $M^* \in \mathcal{C}^*(T_x, T'_y)$ minimizing Equation (1) for $T_x$ and $T_y$, but this is a difficult task. In fact, as evident in the construction of $\alpha(M^*)$, a set $M^* \in \mathcal{C}^*(T_x, T_y)$ has the role of pairing segments of dendrograms: if $(v, w) \in M^*$, then the paths $\zeta^v$ and $\zeta^w$ are paired and then shrunk one on the other by $\alpha(M^*)$. But the points $\tilde{v}$ and $\tilde{w}$ depend on the whole set $M^*$, and not simply on the couple $(v, w)$. Modeling such global dependence gives rise to non-linear relationships between coupled points, and so leading to a non linear cost function, in terms of points interactions, to be minimized. For this
reason we “weaken” the last term in Equation (1), allowing also mappings different from \(\alpha(M^*)\) to be built from \(M^*\). In other words we minimize the following equation:

\[
\sum_{(x,y)\in M^*} d_E(sub_T(x), sub_T(y)) + \text{cost}(\beta(M^*))
\]

(5)

where \(M^*\) is the set of coupled points in \(\beta(M^*)\) and lies in \(C * (T, T^*)\), and \(\beta(M^*)\) is a mapping in \(\mathcal{M}(\tilde{T}_{M^*}, \tilde{T}'_{M^*})\). Since \(\alpha(M^*)\) fits these conditions, minimizing Equation (1) or Equation (5) gives the same result.

**Variables**

As already stated, we are considering the following set of binary variables: for every \(v \in E_T\) and \(w \in E_{T_y}\), for \(v_i \in \zeta_v, v_i < r_{T_x}\), and \(w_j \in \zeta_w, w_j < r_{T_y}\), we have a binary variable \(\delta_{i,j}^{v,w}\). We want to write a constrained optimization problem such that having \(\delta_{i,j}^{v,w} = 1\) means that we pair the segments \(\zeta_v^{i+1}\) and \(\zeta_w^{j+1}\), and shrink one in the other in the induced mapping. This, for instance implies that \((v, w) \in M^*\) and, when designing the constraints, \(v_{i+1}\) (and the same for \(w_{j+1}\)) is the first point going from \(v\) towards \(r_{T_x}\), such that there can be another point in \(sub_{T_x}(v_{i+1})\) paired in \(\beta(M^*)\).

Now we state how \(\delta_{i,j}^{v,w} = 1\) contributes to define edits in \(\beta(M^*)\), which is then given by the edits induced by all the variables equal to 1. In order to pair and shrink the segments \(\zeta_v^{i+1} = \{v = v_0, v_1, \ldots, v_{i+1}\}\) and \(\zeta_w^{j+1} = \{w = w_0, w_1, \ldots, w_{j+1}\}\) we need to induce the following edits on \(T_x\):

- all the points \(v_k \in \zeta_v^{i+1}\) with \(0 < k < i + 1\) are ghosted, that is \((v_k, G) \in \beta(M^*)\);
- if \(v' < v_k\) for some \(0 < k < i + 1\), then \((v', D) \notin \beta(M^*)\);
- if \(v' \geq v_{i+1}\) and \(v' \neq r_T\), then \((v', D) \in \beta(M^*)\)
- \((v, w) \in \beta(M^*)\).

Of course analogous edits must be induced on points in \(T_y\). Thus, the edit \((v, w) \in \beta(M^*)\), in the edit paths given by the mapping \(\beta(M^*)\), means shrinking the edge \((v, v_{i+1})\) onto \((w, w_{j+1})\). Recall that, if \(\delta_{i,j}^{v,w} = 1\), we do not need to define edits for \(sub_{T_x}(v)\) and \(sub_{T_y}(w)\), by assumption, we already know \(d_E(T_v, T_w)\).

**Constraints**

Clearly, not all combinations of \(\delta_{i,j}^{v,w}\) are acceptable, in that they do not induce a proper partial mapping \(\beta(M^*)\), with \(M^* \in C^*(T_x, T_y)\). Segments could even be paired multiple times. To avoid such issues, we build a set of constraints for the variable \(\delta\). Recall that the set of acceptable values \(K\) is defined by Equation (2) and Equation (3).

The following Proposition clarifies the properties of any value of \(\delta \in K\).

**Proposition 4** If \(\delta \in K\):

- the couples \((v, w)\) such that \(\delta_{i,j}^{v,w} = 1\) define a set \(M^* \in C^*(T_x, T_y)\);
- the edits induced by all \(\delta_{i,j}^{v,w} = 1\) give a mapping \(\beta(M^*)\) in \(\mathcal{M}(\tilde{T}_{M^*}, \tilde{T}_{M^*})\).

**Remark 12** If for every \(\delta_{i,j}^{v,w} = 1\), \(v_{i+1} = \tilde{v}\), then \(\beta(M^*) = \alpha(M^*)\).
**Objective Function**

Now we build a linear cost functions which calculates the results of Equation (5) for $\delta \in K$.

The key point we need to address is how to calculate the cost of $\beta(M^*)$.

Consider $v \in E_{T_x}$; it is clear that $v$ is coupled if $C(v) = 1$ and ghosted if $G(v) = 1$. If $C(v) = G(v) = 0$, then $v$ can be either deleted or be in the subtree of some coupled point and it is not edited by $\beta(M^*)$ since it does not appear in $\tilde{T}_{xM^*}$. One simple way to take care of this difference is to simply consider deleted all points that are not paired nor ghosted, and then subtract the cost of the points which are not supposed to be deleted, that is, the ones in $\text{sub}(v)$ with $C(v) = 1$. In other words, the vertex $v$ is considered deleted if $D(v) = 1$, but, if $C(v) = 1$, we must correct the total cost by:

$$||\text{sub}_{T_x}(v)|| = \sum_{v' < v} d(\varphi_{T_x}(v'), 0)$$

Now we calculate the costs associated to these three possibilities. If $G(v) = 1$, $v$ is ghosted then the cost of such edit is zero. If $D(v) = 1$ the cost of this edit is $d(\varphi_{T_x}(v), 0)$. If $v$ is coupled, and so $\delta_{v,w}^{i,j} = 1$ for some unique $i, w, j$, the cost is:

$$\Delta_{i,j,w}^{v,w} = d(\oplus_{v \in \zeta_v} \varphi_{T_x}(v'), \oplus_{w' \in \zeta_w} \varphi_{T_y}(w'))$$

Thus, the contribution of coupled points is $F^C(\delta)$ and the contribution of deleted points is $F^D(\delta) - F^-(\delta)$.

Now it is straightforward to write down the linear function that calculates the cost of $\beta(M^*)$: $F^3(\delta) := F^C(\delta) + F^D(\delta) - F^-(\delta)$. Lastly, $F^S(\delta)$ takes into account the value of $d_E(T_v, T_w)$, if $v$ and $w$ are coupled.

By Theorem 2, combined with Proposition 4, the solution of the following optimization problem:

$$\min_{\delta \in K} F^S(\delta) + F^\beta(\delta)$$

is equal to $d_E(T_x, T_y)$.

\[\blacksquare\]

**Proof of Proposition 4.**

Having fixed a leaf $l$, the constraint in Equation (2) allows for at most one path $\zeta_{v}^{v_{i+1}} \subset \zeta$ which is kept after the editing induced by the variables equal to 1. Moreover if $\delta_{v,j}^{i,w} \in \Phi(v) \cap \Phi(v')$, then $v = v'' = v'$. Thus, variables are added at most one time in the constraint. Which means that for any $v' \in V_{T_x}$, we are forcing that $v'$ can be an internal vertex of at most one of the kept segments $\zeta_v^{v_{i+1}}$. In other words if two “kept” segments $\zeta_v^{v_{i+1}}$ and $\zeta_{v'}^{v'_{j+1}}$ intersect each other, it means that they just share the upper extreme $v_{i+1} = v'_{j+1}$. These facts together imply that (if the constraints are satisfied) the edits induced on $T_x$ by $\delta_{v,j}^{i,w} = 1$ and $\delta_{v',w'}^{v',j'} = 1$ are always compatible. Lastly, by noticing that if $\delta_{v,j}^{i,w} \in \Phi(v')$ then $\delta_{v',w'}^{v',j'} \in \Phi(v')$ for all other possible $w'$ and $j'$, we see that every segment $\zeta_v^{v_i}$ is paired with at most one segment $\zeta_{v'}^{v_j}$, and vice versa.

As a consequence, at most one point on the path $\zeta_{v'}$ is coupled in $M^*$, for any vertex $v'$ in any of the tree structures, guaranteeing the antichain condition. Moreover any point of $T_x$ which is in $M^*$ is assigned to one and only point of $T_y$ and vice versa. The edits induced by $\delta_{v,j}^{i,w} = 1$ clearly satisfy properties (M2)-(M4). Passing to $\tilde{T}_{M^*}$ and $\tilde{T}'_{M^*}$, also (M1) is satisfied.

\[\blacksquare\]
Proof of Proposition 3.
In a full binary tree structure, at each level \( l \) we have \( 2^l \) vertices. Let \( L = \text{len}(T) \) and \( L' = \text{len}(T') \). We have that, for any vertex \( v \in V_T \) at level \( l \), the cardinality of the path from \( v \) to any of the leaves in \( \text{sub}_T(v) \) is \( L - l \) and the number of leaves in \( \text{sub}_T(v) \) is \( 2^{L-l} \).

So, given \( v \in V_T \) at level \( l \) and \( w \in V_{T'} \) at level \( l' \), to calculate \( d_E(\text{sub}_T(v), \text{sub}_{T'}(w)) \) (having already \( W_{vw} \)) we need to solve an integer linear problem with \( 2^{L-l} \cdot (L-l) \cdot 2^{L-l'} \cdot (L'-l') \) variables and \( 2^{L-l} + 2^{L-l'} \) linear constraints.

Thus, to calculate \( d_E(T,T') \), we need to solve \( (2^{L+1} - 1) \cdot (2^{L'+1} - 1) \) linear integer optimization problems, each with equal or less than \( 2^L \cdot L \cdot 2^{L'} \cdot L' \) variables and equal or less that \( 2^L + 2^{L'} \) constraints. Substituting \( L = \log_2(N) \) and \( L' = \log_2(M) \) in these equations gives the result.

Appendix B. Merge Trees

Denote \( \#C \) the cardinality of a finite set \( C \). Given a fixed basis vector spaces filtration \( \{(A_t, a_t)\}_{t \in \mathbb{R}} \), with maps \( \psi_t: A_t \to A_{t'} \), we build a merge tree \( (T, h_T) \) which represents it up to isomorphisms. The tree structure \( T \) and the height function \( h_T \) are built along the following rules:

- set a leaf with height \( t_0 \) for every element in \( a_{t_0} \);
- for every \( a_k^{i+1} \in a_{t_i+1} \) such that \( a_k^{i+1} \notin \text{Im}(\psi_{t_i}^{i+1}) \), set a leaf with height \( t_{i+1} \);
- for every \( t_i \) such that \( \psi_{t_i}^{i+1}(a_k^i) = \psi_{t_i}^{i+1}(a_s^i) \), with \( a_k^i \) and \( a_s^i \in a_{t_i} \), set a vertex with height \( t_{i+1} \), where the vertices associated to respectively \( (\psi_{t_i}^{i+1})^{-1}(a_k^i) \) and \( (\psi_{t_i}^{i+1})^{-1}(a_s^i) \) merge. Where \( t_k = \min\{t_j | \#(\psi_{t_j}^{i+1})^{-1}(a_k^i) = 1 \} \) and \( t_s = \min\{t_j | \#(\psi_{t_j}^{i+1})^{-1}(a_s^i) = 1 \} \).

The last merging happens at height \( t_n \), which is the root of the tree structure. In this way, from \( \{(A_t, a_t)\}_{t \in \mathbb{R}} \), we obtain a merge tree which is unique up merge tree isomorphism. Viceversa, through the merge tree \( (T, h_T) \) we can build a fixed basis vector spaces filtration by cutting \( (T, h_T) \) at every height \( t \) and taking as \( a_t = \{e_1, \ldots, e_k\} \) the edges in \( E_T \) which are met at height \( t \). The vector spaces are generated over \( \mathbb{K} \) by \( a_t \). The maps are then given by the tree structure: if two edges merge at height \( t \), then, at height \( t \), the two corresponding basis elements are sent into the edge in which they merge. Otherwise the edges are just sent into themselves. The root \( r_T \) gives the basis element at height \( h_T(r_T) \).

Appendix C. Persistence Diagrams

Persistence diagrams are arguably among the most well known tools of TDA; for a detailed survey see, for instance, Edelsbrunner and Harer (2008).

A zero-dimensional persistence diagram extracted from a filtration of topological spaces \( \{X_t\}_{t \in \mathbb{R}} \), with \( X_t \subset X_{t'} \) if \( t \leq t' \), represents, up to isomorphism of sequence the vector spaces filtration \( \{H_0(X_t)\}_{t \in \mathbb{R}} \). Loosely speaking it is a collection of points \( (c_x, c_y) \) in the first quadrant of \( \mathbb{R}^2 \), with \( c_y > c_x \) and such that: \( c_x \) is the value of \( t \) corresponding to the first appearance of a path connected component in \( X_t \) (birth), while \( c_y \) is the “time” \( t \) where the same class merges with a different class appeared before \( c_x \) (death). A similar definition holds for homology classes in higher dimensions. For details about homology see Hatcher (2000). The convention that states that the “older” components survives and the “younger” dies, is called elder rule.
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