Bridge Damage Identification by Ground-based Synthetic Aperture Radar Using Blind Source Separation and Noise Reduction Technology
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Ground-based synthetic aperture radar (GBSAR) is regarded as an important monitoring technique for bridge damage identification. However, the interference effect of noise signals on bridge damage identification reduces its effectiveness. In this study, we proposed a blind source separation (BSS) technology based on a second-order blind identification (SOBI) algorithm, which was applied to bridge damage identification with GBSAR. We used two groups of simulated experiments with different frequencies to verify the feasibility of this method. Then, we conducted an experiment using actual GBSAR data for the bridge. To verify the effectiveness of the algorithm, we compared the frequencies of the bridge signals that were identified by BSS and fast Fourier transform (FFT). The results showed that the frequency of the damaged bridge was 7.324% higher than that of the healthy bridge, and the frequency increase of the monitoring signal processed by BSS was clearly accurate. The frequency of the damaged bridge was 59.819% higher than that of the healthy bridge. These findings showed that the SOBI method can be used to separate signals in order to obtain the signal source of the damage more efficiently, reduce the interference of other signal sources, and significantly improve the effectiveness of bridge damage identification.

1. Introduction

Urban bridges are essential for transportation in cities, but long-term vehicle loads, snow and rain, and other natural phenomena pose a threat to urban bridges, resulting in small deformations of the bridges. If timely protection measures are not taken, bridges may eventually collapse. As an important part of bridge health monitoring systems, bridge damage identification plays an important role in the prediction of bridge damage. This technology uses relevant instruments to monitor the situation of a bridge and analyze noise information to determine whether there is damage to the bridge, then the specific position and degree of bridge damage and other information are obtained.
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The method of manual periodic inspection and measurement to obtain monitoring data is time-consuming and laborious, and it cannot meet the needs of real-time monitoring. In addition, contact sensors such as displacement meters, accelerometers, and other equipment are used to obtain signals for monitoring bridges, but the measuring range is small, and the equipment can easily be damaged and can cause damage to the bridges themselves. However, ground-based synthetic aperture radar (GBSAR) has the advantages of being noncontact, all-weather, and easy to operate, with high precision, high frame frequency, and so forth. As a high-precision deformation measurement instrument, GBSAR can achieve the real-time monitoring of small deformations of bridges.

It is difficult to avoid an effect of the external environment when collecting bridge signals, resulting in noise in monitoring signals, which are not conducive to the identification of non-damage source signals. Therefore, before the identification of damage from the original monitoring data, blind source separation (BSS) technology can be used to separate the original mixed signals and suppress the noise signals unrelated to the damage. BSS refers to the process of separating all the original source signals that cannot be obtained directly by measurement from the mixture of an unknown number of observational signals. The blind source term here has two meanings: the number of source signals is unknown and the mixing mode of the source signals is unknown. Most monitoring signals have the above characteristics, so the BSS method has been widely applied and has attracted the attention of many scholars. Zhu et al. used the BSS method to identify sensor outliers as a bridge damage identification index. The results of a simulation experiment on the design of an aluminum bridge showed that this method could identify the abnormal changes in the bridge.

The natural frequency of a bridge can be selected as an indicator for bridge damage identification, which has the advantage of easy measurement. Mode recognition can be used for this method. The test accuracy decreases when using the natural frequency, but the amount of information contained increases. In addition, the change in the flexibility matrix can also be used; this change is more sensitive to damage than the natural frequency and mode shape, but it has a flexibility matrix only in the lower modes.

In view of the above situation, in this study, a BSS algorithm was combined with the change in bridge frequency to study bridge damage identification. The proposed method consisted of two main steps: (1) The second-order blind identification (SOBI) algorithm was used to separate the original monitoring signals of the bridge; (2) the fast Fourier transform (FFT) was used to calculate the separated and source signals to obtain the corresponding frequency and then compare the similarities and differences of the two signals. This method was expected to reduce the interference of other signal sources and improve the effectiveness of bridge damage identification. The study area, experimental data, and study methods are described in detail in Sect. 2. Then, the results and discussion of bridge damage identification are presented in Sect. 3. The conclusions of this study are given in Sect. 4.

2. Materials and Methods

The bridge damage identification method adopted in this study mainly included two processing steps. In the first step, SOBI calculation was conducted on the bridge monitoring
data. The second step was to take the FFT of the original data. Then, the frequencies of healthy and damaged bridges were obtained and compared. FFT was applied to the separate damaged and healthy bridge signals obtained from step one, and then the frequency was analyzed from the spectrum chart. Finally, the frequency of the separated signal calculated by SOBI was compared with that of the source signal to obtain the frequency change.

2.1 Study area and data

The raw measurement data used in this experiment were the monitoring signals of the Beishatan Bridge, Beijing, obtained with GBSAR. This bridge connects the G6 expressway between Beijing’s north fourth ring and north fifth ring roads, as shown in Figs. 1(a)–1(d). The G6 highway, built in 1996, is one of the most important modes of land transportation in northwest China. The Beishatan Bridge consists of two sub-bridges, one on the right and the other on the left. The lengths and widths of the two sub-bridges are the same. To ensure the safe operation of the bridge, total-station instruments are used for regular monitoring, with three monitoring points selected along the cross section on the bridge surface. However, in a monitoring result, a maximum deviation of about 8 cm occurred at one point on the right side of the bridge. In order to avoid further deterioration of the right side of the Beishatan Bridge,
its right side was supported by a jack during the study. Therefore, it was very easy to obtain images of the damage, to determine the reasons for the damage of the bridge, and to facilitate the reinforcement and maintenance of the bridge.

The original measurement data of the bridge in this experiment were obtained by simultaneously measuring the signals of the three adjacent points under the damaged bridge with a GBSAR instrument. The situation of signal acquisition is shown in Fig. 2. Details of the measured data are shown in Table 1. The total length of these data was 80 s. The sampling frequency was 200 Hz. The group of the healthy and damaged bridges measured 9048 data points. These measured data for the healthy bridge were also the signal of the three adjacent points under the bridge obtained simultaneously through GBSAR. The original measured data for the damaged and healthy bridges were processed in MATLAB after being processed through an xlsx file.

2.2 Principle and algorithms of SOBI

SOBI is a typical calculation method in a BSS algorithm that is calculated with second-order statistics of samples. Its main feature is that the different delay information of signals is used to calculate the separation matrix of the best estimation according to the multiple time-delay covariance matrices of albino data. The second-order blind recognition algorithm was developed on the basis of the algorithm for multiple unknown signal extraction (AMUSE). AMUSE is calculated with the covariance matrix of two measurement vectors with different time delays. Additionally, SOBI calculates many covariance matrices without a delay. This solves the problems of difficulty in selecting the delay, robustness against noise, and poor equal performance, and AMUSE has universality.

![GB-SAR monitoring site](image)

*Fig. 2. (Color online) GB-SAR monitoring site.*

| Sensor (Type)          | Data                      | Time (CST) | Temporal resolution (s) |
|------------------------|---------------------------|------------|-------------------------|
| GB-SAR (Ibis-s)        | Signal of healthy bridge  | June 2017  | 0.008                   |
|                        | Signal of damaged bridge  | July 2017  | 0.008                   |
The main idea of the SOBI algorithm is to use matrix diagonalization to solve the separation matrix and then obtain the separation source signal. Therefore, the key step of this algorithm is to find the orthogonal matrix $V$ that can diagonalize the covariance matrix of different delays. A schematic diagram of SOBI is shown in Fig. 3.

The main steps of the SOBI algorithm are as follows. First, the acquired raw measured signal is preprocessed. This step involves de-averaging the raw observed signal. This calculation is performed to simplify the raw numbers. Then, the signal is whitened by a singular matrix to remove the correlation between signals. Next, the covariance matrix of the albino signal with delay $p$ is calculated, and the joint approximate diagonalization algorithm is used to diagonalize the covariance matrix of different time delays. Then, an orthogonal matrix is obtained. Finally, the best estimations of the mixed matrix and source signal are calculated accordingly from the orthogonal and albino matrices.

The algorithm flow of SOBI is as follows. It is assumed that the number of known observed signals is $m$: $X(t) = [x_1(t), x_2(t),..., x_n(t)]^T$, the number of unknown source signals is $n$: $S(t) = [s_1(t), s_2(t),..., s_n(t)]^T$, and the number of albino signals is $n$: $Z(t) = [z_1(t), z_2(t),..., z_n(t)]^T$. In the first step, the observed signals are de-averaged, and then the covariance is calculated using the de-averaged data, where $n$ is the number of maximum eigenvalues represented by $\lambda_1, \lambda_2, ..., \lambda_n$, and their corresponding eigenvectors are $h_1, h_2, ..., h_n$. Second, the maximum eigenvalue, the corresponding eigenvector, and the average of the $m-n$ minimum eigenvalues of the covariance of the measured data are used to calculate an $n \times m$-dimensional albino matrix $W$:

$$W = [(\lambda_1 - \sigma^2)^{-1/2}h_1, (\lambda_n - \sigma^2)^{-1/2}h_n]^T.$$  \hspace{1cm} (1)

Then, albino processing is carried out on the albino matrix and observed signals to obtain the albino data $Z(t)$:

$$Z(t) = W \times X(t).$$  \hspace{1cm} (2)

The mathematical model of the linear instantaneous mixing of signals can be expressed as $x(t) = A \times s(t)$, where $x(t)$ is the matrix of the observed signals, $A$ is an $m \times n$ mixing matrix, and $s(t)$ is the matrix of the source signal. Therefore, $Z(t)$ can be expressed as

$$Z(t) = W \times A \times S(t) = V \times S(t),$$  \hspace{1cm} (3)

Fig. 3. Flow of SOBI signal processing.
where $V$ is an orthogonal matrix. Then, at a fixed delay time $\tau \in \{\tau_i \mid i = 1, 2, ..., k\}$, the albino covariance matrix $R(\tau)$ is calculated as

$$R(\tau) = E[Z(t)Z^T(t + \tau)] = AR(t)A^T,$$

where $R(\tau)$ are computed with the joint approximate diagonalization algorithm, and then the orthogonal matrix $V$ is obtained. Finally, the mixing matrix $A$ is estimated as $A = W^{-1}V$. The best estimate of the source signal is $S(t) = V^TWX(t)$.

### 2.3 FFT

FFT is an algorithm that transforms a signal from the time domain to the frequency domain. It is a polynomial product and a fast algorithm for a discrete Fourier transform (DFT). The advantage of this method is that its time complexity is lower than that of DFT, thus reducing the computation time, and the method is convenient and easy to operate when processing signals.

FFT decomposes a Fourier transform into the product of several simple matrices and uses the idea of a bisector to transform the time and frequency domains. FFT originates from DFT; DFT is defined as

$$X(\kappa) = \sum_{n=0}^{N-1} x(n)e^{-i\frac{2\pi nk}{N}}, \quad k = 0, 1, ..., N - 1,$$

where $X(\kappa)$ is the frequency-domain signal and $x(n)$ is the time-domain signal.

The main characteristic of FFT is that its computation speed is higher than that of DFT. The most important point is that the time-domain signal can be converted to the frequency-domain signal, and the frequency recognition has good accuracy. Therefore, in this study, the frequency recognition of each separated signal was accomplished by SOBI and FFT.

The flow chart of this study is shown in Fig. 4. There were four main steps in this study: the preprocessing of the measured signal, the calculation of separated signal, the identification of the frequency, and the comparison of the frequencies of the results.

### 3. Results and Discussion

#### 3.1 Simulation experiment of analog signal frequency recognition

To verify the effect of the SOBI method in separating signals to reduce noise interference and to apply the method to bridge damage identification, in this study, a simulation experiment of SOBI and separation was conducted using a group of single-frequency analog signals and a group of single-double-frequency mixed analog signals, as well as an experiment based on the real monitoring data of the Beishatan Bridge in Beijing.

The damage identification method based on BSS was simulated by a group of analog signals with a single frequency and another group of mixed analog signals with single...
and double frequencies. The first group of analog signals was as follows: source signal 1, $s_1 = 7 \times \sin(2 \times \pi \times f_1 \times t)$, source signal 2, $s_2 = 2 + 3 \times \sin(2 \times \pi \times f_2 \times t)$, and source signal 3, $s_3 = 2 \times \sin(2 \times \pi \times f_3 \times t)$. The theoretical frequencies were $f_1 = 0.05$, $f_2 = 3$, and $f_3 = 0.5$ Hz.

The preset sampling frequency $F_S$ was 200 Hz, which was the same as that of GBSAR when the bridge data were acquired. In addition, the signal length $N$ was set to 5000. According to the sampling frequency and signal length, the time was $t = 0 : 1/F_S : (n - 1)/F_S$. The following mixing matrix, randomly generated using MATLAB, was used to mix the three simulated source signals:

$$H = \begin{pmatrix}
0.8147 & 0.9134 & 0.2785 \\
0.9058 & 0.6324 & 0.5469 \\
0.1270 & 0.0975 & 0.9575
\end{pmatrix}. \tag{6}$$
MATLAB was used to draw the source signal of the analog signal, as shown as Fig. 5(a). The mixed signals are shown in Fig. 5(b). The signals separated by the SOBI algorithm are shown in Fig. 5(c). The frequency domain signals obtained by FFT are shown in Fig. 5(d).

It can be seen from the simulated source and separated signals that the amplitude of the separated signals differed from that of the source signals owing to the insufficient data. However, the waveform of the signals, as well as their frequency, remained constant. In practice, the mixed signals were more complex, and it was difficult to directly identify the parameters and characteristics.

We performed error analysis by comparing the theoretical and detected frequencies, as shown in Table 2.

![Fig. 5. (Color online) Simulation experiment 1. (a) Source signals in time domain. (b) Mixed signals in time domain. (c) Separated signal in time domain. (d) Frequency domain signals in time domain.](image)

Table 2
| Number of separated signal | Theoretical frequency (Hz) | Identification frequency (Hz) | Error (Hz) | Relative error (%) |
|---------------------------|----------------------------|-------------------------------|------------|--------------------|
| 1                         | 0.05                       | 0.04883                       | 0.00117    | 2.34               |
| 2                         | 3                          | 3.003                         | 0.003      | 0.1                |
| 3                         | 0.5                        | 0.4883                        | 0.0117     | 2.34               |
It was found from the recognition results of the single-frequency signal in Table 1 that the frequency obtained by FFT was accurate to one or two decimal places. The relative error of the recognition frequency of separated signal 2 was small, so FFT accurately detected the frequency of the separated signal.

Because the frequency of the monitored bridge signal was low and that of the separated signal was not a single value, a simulation experiment 2 was designed to verify the effect of the combined methods of BSS and FFT on the accuracy of detecting the frequency. In this experiment, two dual-frequency source signals and one single-frequency source signal formed by the combination of sine and cosine waves were selected as follows: source signal 1 was $s_1 = 7 \times \sin(2 \times \pi \times f_1 \times t) + 3 \times \cos(2 \times \pi \times f_2 \times t)$, source signal 2 was $s_2 = 2 + 3 \times \sin(2 \times \pi \times f_3 \times t) + 2 \times \sin(2 \times \pi \times f_4 \times t)$, and source signal 3 was $s_3 = 7 \times \sin(2 \times \pi \times f_5 \times t)$. The theoretical frequencies of the three signals used in the simulation experiment 2 were $f_1 = 0.05$, $f_2 = 0.1$, $f_3 = 0.3$, $f_4 = 0.4$, and $f_5 = 0.5$ Hz. Corresponding to the sampling frequency of the real data experiment, the sampling frequency $F_S$ remained unchanged at 200 Hz. The variables of simulation experiment 2 were the number of separated signal and the frequencies. Therefore, to enable a comparison with simulation experiment 1, the signal length $N$ was maintained constant at 5000 and the time was set to $t = 0 : 1/F_S : (n-1)/F_S$. The following randomly generated mixing matrix was used to simulate the real mixed signals:

$$H = \begin{pmatrix}
0.8308 & 0.9172 & 0.7537 \\
0.5853 & 0.2858 & 0.3804 \\
0.5497 & 0.7572 & 0.5678
\end{pmatrix}. \quad (7)$$

This matrix was similar to that generated in simulation experiment 1. In simulation experiment 2, the simulation signal was input to MATLAB, and the source signal in the time domain [Fig. 6(a)] was drawn with the BSS and FFT algorithms. The random mixed signal is shown in Fig. 6(b), the separated signal in the time domain is shown in Fig. 6(c), and the separated signal in the frequency domain is shown in Fig. 6(d).

By comparing the waveform and numerical analysis results of the separation and source signal graphs in simulated experiment 2, SOBI was found to be less effective at recognizing multifrequency signals than at recognizing single-frequency signals. As can be seen from the intercept of the centralized frequency information, as shown in Fig. 6(d), the recognition frequencies of separation signal 1 were 0.04883 and 0.09766 Hz, and the theoretical frequencies were 0.05 and 0.1 Hz.

The first frequency of separation signal 1 was consistent with the recognition result of the theoretical frequency of 0.05 Hz in simulation experiment 1. The recognition frequencies of separated signal 2 were 0.293 and 0.3906 Hz, and the corresponding source signal 2 theoretical frequencies were 0.3 and 0.4 Hz; the recognition frequencies were slightly lower than the theoretical frequencies. Isolated signal 3 was a single-frequency signal and its recognition frequency was 0.4883 Hz. The theoretical frequency of source signal 3 was 0.5 Hz, which was consistent with the recognition frequency corresponding to the same theoretical frequency in the first group of experiments.
By comparing the theoretical and recognition frequencies of the signals in the second group of simulation experiments, the error analysis results were obtained and are shown in Table 3. It can be seen from Table 3 that the relative errors of the frequency recognition of the three analog signals in the second group of simulation experiments ranged between 2.3 and 2.4%. Therefore, it can be seen that the recognized frequencies of the single- and multifrequency mixed signals were accurate to one or two decimal places. Therefore, the SOBI and FFT algorithms can be used to identify the frequency of low-frequency multifrequency signals.

3.2 Field verification experiment for Beishatan Bridge

Through the above two sets of simulation experiments for the single-frequency signal and single- and double-frequency mixed signal, it was concluded that the separated signal can be obtained with the SOBI algorithm, and then the frequency of a signal could be obtained with relatively high accuracy by the frequency domain analysis of the FFT algorithm. Next, the GBSAR equipment was used to conduct field measurements and obtain the bridge data for the two states of health and damage.
First, the bridge damage was located when the data were read in MATLAB and the time displacement was mapped out. The measured signals from the damaged bridge were obtained, as shown in Fig. 7(a), with three adjacent points for vibration signals.

After calculation using the SOBI algorithm, the separation signal graph was obtained and is shown in Fig. 7(b). It can be seen from the graph that the first signal was more stable than the second and third separated signals. The displacement in the measured signal showed a negative increase, while that in separated signal 1 showed a positive increase; the displacement change of separated signal 1 occurred at the same time as that of the source signal. Separated signal 2 of the damaged bridge also showed a positive increase in displacement, which occurred about 1 s earlier than that of separated signal 1. In addition, the waveform of separated signal 2 was less

Table 3
Frequency identification results of multifrequency signals.

| Separated signal | Theoretical frequency (Hz) | Identification frequency (Hz) | Error (Hz) | Relative error (%) |
|------------------|-----------------------------|-------------------------------|------------|--------------------|
| 1                | 0.05                        | 0.04883                       | 0.00117    | 2.34               |
| 2                | 0.1                         | 0.09766                       | 0.00234    | 3.34               |
| 3                | 0.3                         | 0.293                         | 0.007      | 2.33               |
| 3                | 0.4                         | 0.3906                        | 0.0094     | 2.35               |
| 4                | 0.5                         | 0.4883                        | 0.0117     | 2.34               |

Fig. 7. (Color online) Signals of damaged bridge. (a) Measured signals. (b) Separated signals in time domain. (c) Separated signals in frequency domain.
stable than that of separated signal 1 at other times. At the time of damage, the waveform of separated signal 3 exhibited a large vibration because there was a small change in displacement at 80 s, and it was impossible to distinguish when the displacement changed significantly. Therefore, signal 3 is considered to represent other signals unrelated to the source of damage.

Through the waveform and numerical analyses of the three separated signals, it was concluded that the BSS algorithm can separate other signals that interfered with the signal of the bridge itself. Then, the frequency of each separated signal was obtained by the FFT of the separated signals in Fig. 7(c), as shown in the frequency domain diagram of the separated signals in the case of damage. It could be seen that the frequencies of the bridge were relatively low, in agreement with the theoretical frequencies obtained in the above simulation experiment.

For the healthy bridge measurement data input, MATLAB was used simultaneously with GBSAR to obtain the time displacement data of three monitoring sites in order to map out the measured signals from the healthy bridge, as shown in Fig. 8(a). There was an obvious increase in the displacement of the negative change of the three monitoring signals at 26.9 s. However, the measured signal of the healthy bridge at 40–43 s for time 2 appeared to have irregular vibration, and measured signal 3 at 40–46 s appeared to also have irregular vibration but lasted longer than measured signals 2 and 1. All the three measured signals showed a negative increase in displacement at 67.3 s, which was smaller than that at 26.9 s. The change in displacement at that time was about half of that at 26.9 s. The waveforms of the other three

![Fig. 8. (Color online) Signals of healthy bridge. (a) Measured signals. (b) Separated signals in time domain. (c) Separated signals in frequency domain.](image-url)
signals were relatively stable, but the waveform of measured signal 3 had a larger vibration amplitude than those of measured signals 1 and 2. Then, the measured signals of the healthy bridge were separated with the SOBI algorithm, and the separated signals shown in Fig. 8(b) were obtained. It can be seen that separation signal 1 of the healthy bridge had positive displacement changes of 0.07 mm at 27 s and 0.025 mm at 68 s. There was a small signal vibration in the period of 39–43 s. The difference between separation signal 1 and measured signal 1 was that the displacement became positive, and the signal waveform of the rest of separation signal 1 was more stable than that of measured signal 1. Separation signal 2 showed a positive displacement change of 0.06 mm at 26.87 s, which was smaller than that of separation signal 1, while the displacement of separation signal 2 at 68 s was 0.03 mm, roughly the same as that of separation signal 1. The time of signal vibration also occurred in the period of 39–43 s, and the vibration amplitude was greater than that of separation signal 1. Separation signal 3 had no obvious change in displacement, but in the period of 40–47 s, it showed a larger waveform vibration than signals 1 and 2. Thus, we consider that separation signal 3 of the healthy bridge was the separated noise signal.

The three separated time-domain signals of the healthy bridge were transferred to the frequency domain by FFT calculation. The spectrum diagram shown in Fig. 8(c) was drawn in MATLAB. The frequency maps obtained from separated signals 1 and 2 were used to determine that the frequency of both signals was 0.0122 Hz and that the frequency of separation signal 3 was 0.0244 Hz.

By recording the frequencies obtained under the damage and healthy conditions, we compared the frequency increments of the three separated initial signals of the healthy and damaged bridges, as shown in Table 4. It can be seen that the frequencies of separated signals 1 and 2 for the healthy bridge were consistent, both of which were 0.122 Hz. The frequencies of separated signals 1 and 2 for the damaged bridge were greater than those for the healthy bridge, and the frequency of separation signal 2 for the damaged bridge was higher than that of separation signal 1. This shows that the frequency of separation signal 2 was most sensitive to damage, indicating that this signal is the most suitable for identifying damage. The frequency of separation signal 3 for the healthy and damaged bridges did not change, so the frequency of separation signal 3 was concluded to be independent of the damage of the bridge, verifying that separation signal 3 was unrelated to the damage.

From the relationship between the measured and separated signals, the waveform of separated signal 1 was found to be more stable than that of separated signal 2. However, from the frequency increment, the increment of separation signal 2 was determined to be greater, so the signal most suitable for damage recognition cannot be determined by the waveform alone.

| Separated signals | Frequency of healthy bridge (Hz) | Frequency of damaged bridge (Hz) | Increase (%) |
|-------------------|---------------------------------|---------------------------------|--------------|
| 1                 | 0.01221                         | 0.08545                         | 7.324        |
| 2                 | 0.01221                         | 0.6104                          | 59.819       |
| 3                 | 0.02441                         | 0.02441                         | 0            |

Table 4
Frequencies of separated signal for healthy and damaged bridges.
3.3 Effect of SOBI on damage identification of the bridge

To verify the effectiveness of the SOBI algorithm for bridge damage identification, a group of comparative experiments was designed in this study. The measured signals used to evaluate the healthy and damage conditions of the bridge were directly identified with FFT, and the frequency results of the two methods were compared. The frequency domain diagram obtained from the monitoring signal of the original damaged bridge is shown in Fig. 9(a). In the same manner, the frequency graphs of three healthy bridge measured signal were obtained and are shown in Fig. 9(b), and the frequencies of these two groups were recorded.

The bridge frequencies obtained under damage and healthy conditions were recorded. The measured signal frequencies are listed in Table 5. Among the measured points from the healthy bridge, the recognition frequencies of the measured signals at two points were both 0.01221 Hz, and the frequency of the measured signals at one point was 0.2563 Hz, which was significantly different from the other two values. In the three-measurement-point set from the damaged part of the bridge, the frequencies of the measured signal obtained from the two points were both 0.08545 Hz. The recognition frequency of the measured signal at the other point was 0.01221 Hz, which was the same as that obtained under the healthy condition. Moreover, the recognition frequencies of measured signals 1 and 3 were the same under the two conditions, so they can be regarded as the frequencies of the bridge when it was healthy and damaged. However, the frequency of measured signal 2 was considerably different from the other two values for the healthy condition. In addition, both measured signals 1 and 3 had higher frequencies during injury, while measured signal 2 showed a significant decrease in frequency.

| Measured signal | Health frequency (Hz) | Damaged frequency (Hz) | Increase (%) |
|-----------------|-----------------------|------------------------|--------------|
| 1               | 0.01221               | 0.08545                | 7.324        |
| 2               | 0.2563                | 0.01221                | —            |
| 3               | 0.01221               | 0.08545                | 7.324        |
From the identified frequencies shown in Tables 4 and 5, two conclusions can be drawn. One conclusion was that measured signal 2 in the healthy and damaged parts of the bridge had a frequency that was different from those of the other two signals, and separated signal 2 calculated with the SOBI algorithm was the signal whose frequency increased the most. The other conclusion was that the frequency of separation signal 3 was the same for the healthy and damage conditions, indicating that it was unrelated to the damaged bridge. The anomalies in measured signal 2 may have been caused by some interference signals, rather than the frequency attribute of the bridge itself. In this manner, the advantages of the BSS algorithm can be seen, that is, the accuracy of the data increased, the recognition result was reliable, and the damage condition of the bridge was clearly determined. Furthermore, by combining the SOBI algorithm with the FFT calculation, a more accurate determination of the damage condition of the bridge can be obtained.

4. Conclusions

In this study, the SOBI algorithm in BSS technology was combined with the FFT method for bridge damage identification. This combination effectively reduced the interference of the noise signal, enhanced the signal associated with bridge damage, and improved the accuracy of bridge damage identification from the frequency. The BSS technology combined with the FFT method was suitable for identifying the signal collected from the bridge with noise present in the surrounding environment.

Through comparative experiments, the damaged part of the bridge was found to increase the frequency of 59.8% after separation using the SOBI algorithm, and without damage to the bridge, the frequency of the white noise signals of the healthier bridge increased by 7.3%. Thus, for bridge damage identification, the impact of change in frequencies cannot be ignored. The SOBI of the signal separation technology was simple, feasible, and effective, and FFT can be used to rapidly and conveniently obtain the frequencies of the bridge to facilitate data analysis.

However, it was found from the measurement data experiment for the Beishatan Bridge that the bridge frequency was low and the frequency domain was not clearly recognized. Therefore, the short-time Fourier transform can be used for time–frequency analysis, and the effective frequency interval can be increased to obtain better results. In addition, the program should be improved to integrate the processes of signal separation, signal frequency extraction, and frequency contrast, as well as to enhance the automation of bridge damage identification and further improve the efficiency of bridge damage identification. Additionally, we conducted the experiment on only one bridge, so more tests should be carried out for other bridges.

We used the SOBI algorithm to separate the bridge signals. By separating the signals, we found that the change in significant frequency can be used to identify a damaged bridge. In future studies, the algorithm introduced in this study could be combined with sensors to obtain real-time bridge frequency data, effectively maintain a damaged bridge, and reduce financial losses and casualties.
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