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Abstract—Single-pixel imaging is a novel imaging scheme that has gained popularity due to its huge computational gain and potential for a low-cost alternative to imaging beyond the visible spectrum. The traditional reconstruction methods struggle to produce a clear recovery when one limits the number of illumination patterns from a spatial light modulator. As a remedy, several deep-learning-based solutions have been proposed which lack good generalization ability due to the architectural setup and loss functions. In this paper, we propose a generative adversarial network based reconstruction framework for single-pixel imaging, referred to as SPI-GAN. Our method can reconstruct images with 17.92 dB PSNR and 0.487 SSIM, even if the sampling ratio drops to 5%. This facilitates much faster reconstruction making our method suitable for single-pixel video. Furthermore, our ResNet-like architecture for generator leads to useful representation learning that allows us to reconstruct completely unseen objects. The experimental results demonstrate that SPI-GAN achieves significant performance gain, e.g. near 3dB PSNR gain, over the current state-of-the-art method.

Index Terms—Single-Pixel Camera, Spatial Light Modulator, DMD Array, Generative Adversarial Network.

I. INTRODUCTION

Single-pixel imaging (SPI) [1] has drawn wide attentions due to its effectiveness in cases where array sensors are expensive or even unavailable. The foundation of this imaging technique lies in the mathematics and algorithms of compressive sensing [2]. SPI has been widely used in applications such as spectral imaging [3]–[5], optical encryption [6], [7], lidar-based sensing [8], [9], 3D imaging [10], [11], imaging in atmospheric turbulence [12], [13], object tracking [14]–[16], etc. SPI has a similar imaging technique like ghost imaging (GI) [17], [18]. The GI technique has been shown to be applicable to classical thermal light [19], [20]. To reduce the computation time, [21] proposed to use a spatial light modulator (SLM) to modulate light; which coincides with the idea of the SPI. With the help of a SLM and a photon detector, one can employ the SPI technique by illuminating different patterns onto an image and later capturing the reflected light. A converter digitizes the detector’s output, also known as measurements, and dispatches them to the reconstruction process. In general, the performance of SPI depends on the number of illumination patterns used for encoding the information in the image. However, the acquisition time increases linearly with the number of illumination patterns. Several efforts have been made to come up with the solution for reducing the acquisition time. Recently, a fast random pattern illumination technique has been developed for faster acquisition of objects [22], [23].

Efforts have been made to reconstruct target images that are acquired through SPI [24]–[26]. There are several iterative [2], [27]–[29] and non-iterative [30]–[32] approaches that are usually deployed for such reconstruction. One has to formulate the SPI as an error minimization problem for techniques described in [33], [34]. Whereas, methods like differential ghost imaging (DGI) [35] exploit the correlation information between the illumination patterns and the measurements. However, the quality of the reconstruction is poor compared to iterative approaches. In addition, non-linear optimization are used to solve this problem in [1], [35], [36]. These methods use prior knowledge about the image to solve the inverse problem in an iterative fashion. Due to the iterative process, they demand high computational cost and longer reconstruction time both of which are not desirable in practical scenarios. In addition, these methods achieve sub optimal performance even for a reasonable number of measurements. As a viable and better alternative to these methods, there has been a growing interest in incorporating deep learning for SPI.

For example, GIDL [38] proposes a fully connected network (FCN) to reconstruct an image from their corresponding CS measurements. However, FCN does not bid well in image-related tasks and fails to reconstruct natural images. Later, DLI [39] proposed a convolution neural network (CNN) that recovers images directly from the measurements that do not contain any spatial correlation information of the original image. This makes it harder to reconstruct test images that are not seen during training time. Deepghost [40] proposes an autoencoder-based reconstruction scheme. However, the representation power of such an autoencoder is limited due to its shallow architecture. This results in poor generalization performance for test images as well as other unseen images. In addition, the performance of these DL-based methods deteriorate rapidly in case of less number of measurements. Designing networks that offer to learn useful feature representation of the input data could be a remedy to aforementioned challenges. It should be noted that the structure and depth of a neural network mostly determines the representation power of it. Furthermore, the way one optimizes the network parameters can impact the reconstruction performance significantly. Most of the DL-based reconstruction methods employ mean squared error (MSE) loss to optimize the network. However, MSE tends to produce blurry output and fails to recover high frequency contents in the image. In this work, we aim to consider multiple loss functions as it has been shown in [41], [42] that proper choice of loss functions can lead to high-quality image recovery.

We propose a GAN-based reconstruction technique for single-pixel imaging, referred to as SPI-GAN. Our aim is to
reconstruct images through the generative modelling of the reconstruction process. In general, a GAN consists of two parts: a generator network that generates fake images and a discriminator network that learns to differentiate between the real and fake images. In our setup, the generator tries to reconstruct the original images from the noisy inputs and the discriminator treats the reconstruction images as fake images. Through minimizing a carefully designed loss function, our reconstruction framework harnesses the ability of learning useful and robust representations from noisy images to produce a clear reconstruction. Moreover, our findings indicate that having skip connection improves the training experience as well as the reconstruction performance. It also facilitates a deep architecture for the generator network which accommodates better representation learning. In contrast to other methods, SPI-GAN achieves significant performance gain in terms of both peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM). Furthermore, our method shows robustness in the presence of high measurement noise.

Our main contributions can be summarized as follows:

- We design a novel DL-based reconstruction framework to tackle the problem of high-quality and fast image recovery in single-pixel imaging. We show that proper choice of architecture and objective functions can lead to a better reconstruction.
- Due to the fast image recovery, our method is also applicable to single-pixel video applications. We demonstrate this by reconstructing videos from a large and diverse dataset at a high frame per second (fps).
- Unlike other DL-based reconstructions, SPI-GAN shows better generalization ability to completely unseen datasets; which can be immensely helpful in many practical scenarios. To prove this, we train our network on STL-10 dataset and test it on 6 completely different unseen datasets.

The rest of this paper is organized as follows: Section II reviews the related studies. Section III-A gives an overview on single-pixel camera and its mathematical modelling. The SPI-GAN framework is introduced in Section IV. In Section V, we present the experimental results and conclude the paper in Section VI.

II. RELATED WORK

In this section, we briefly review the iterative and deep-learning-based solutions for SPI followed by an overview on the applications of GAN.

A. Reconstruction Methods

Conjugate gradient descent (CGD) is an iterative algorithm that treats the image reconstruction as a quadratic minimization problem. The minimization is carried out using the gradient descent approach. The goal is to minimize the loss function by iteratively updating the reconstruction image using loss gradient. In CGD, these gradients are designed to be conjugate to each other. Because of this, the conjugate gradient descent converges faster than the vanilla gradient descent method. The alternating projection (AP) is based on the theory of spatial spectrum. Each of the measurements can be considered as the spatial-frequency coefficient of the arriving light field at the photodiode. With the help of support constraints for Fourier and spatial domains, the reconstruction process alternates between these domains to update the recovered image. Sparse-based methods formulates the single pixel imaging problem as an \( \ell_1 \) minimization problem. Using linear programming based approaches such as basis pursuit, we can solve this convex optimization problem.

In different imaging techniques, deep learning methods are deployed to solve the inverse problem of recovering images. For example, DL is being employed in digital holography, scattering media based imaging, lenseless imaging, and fluorescence lifetime imaging. In addition to this, recent DL-based methods have also shown great success in recovering images in an SPI setup.
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(CNN) based approach was introduced in [39], referred to as DLGI, which can successfully reconstruct simple images such as handwritten digits. Another deep-learning-based approach, called Deepghost [40], proposed an autoencoder-based architecture to recover images from their undersampled reconstructions. Deepghost is based on the principle of denoising operation and shows promising results.

B. Applications of GAN

Over the years, GAN [54] has been used in many computer vision related tasks [55]–[57] as well as in the natural language domain [58], [59]. Furthermore, GAN has also been used for reconstructing medical images [60]–[62], face images [63] etc. GAN has proved to be an effective method to produce high-quality images compared to other neural networks. In recent times, GAN has attracted a lot of attentions because of its effectiveness in producing high-quality images [42], [56]. In addition, there have been many scenarios [55], [64], [65] where GAN is able to learn complex data distributions. Unlike normal generative models, which face difficulties in approximating intractable probabilistic computations, GAN trains generative models that are better suited in approximating data distribution. In general, the generator tries to fool the discriminator by producing samples close to real data. On the other hand, the discriminator network tries to differentiate between the ground truth and the generated output. The training of a GAN resembles that of a min-max game where the generator learns a data distribution that is close to the real data distribution. These are few among many factors that motivate us in designing our reconstruction framework based on GAN.

III. SINGLE-Pixel IMAGING (SPI)

Fig. 1 shows the setup of a single-pixel camera. It consists of two main components: the single-pixel detector and the spatial light modulator (SLM). There are different technologies available that can be employed for the modulation technique. One such technology is digital light projectors (DLPs) [66] which are usually based on the digital micro-mirror device (DMD). The DMD arrays that are usually employed in single-pixel imaging are known for their superior modulation rates, 20 kHz. In general, there are 1024 × 768 number of mirrors present in a DMD array that can be spatially oriented for each pixel of an image.

In addition to these components, imaging through single-pixel camera requires additional optical lenses, guiding mirror, analog-to-digital (A/D) converter etc. Let us Consider that we want to obtain the image of a scene or an object via a single-pixel camera. First, we illuminate the object with the help of a light source. An objective lens focuses the reflected light from the scene towards the DMD. In general, the DMD consists of an array of mirrors that operates as the scanning basis or the measurement matrix. For each pixel in the object, a mirror or a subset of mirrors are oriented towards or away from the reflected light. This operation is equivalent to multiplying the image with binary masks (0 or 1) [1]. We put 0, at the scanning basis, for mirrors that are oriented away from the lens and 1 for the mirrors with orientation towards lens. The orientation of the mirrors causes some areas of the image to be masked while reflecting the light in other areas. A beam steering mirror focuses the reflected light to a photodiode (the single detector or sensor) through the collection lens. The detector collects this light as a form of voltages that are digitized using an A/D converter to numeric bitstream. We repeat above steps for K number of times to encode enough information about the object. However, a different binary pattern needs to be generated at each time to comprise a total of K measurements. Finally, an appropriate reconstruction algorithm is employed for reconstructing the scene from measurements. The focus of our work is the accurate reconstruction of a scene with as few measurements as possible.

A. SPI Model

In this section, we present the mathematical modelling of a single-pixel camera. The foundation of SPI technique lies in the domain of compressed sensing (CS) [28]. In compressed sensing, it has been proven that a compressible signal or image \( x \in \mathbb{R}^{W \times H} \) is recoverable from relatively fewer random projections, \( y \in \mathbb{R}^{K} \). Where \( W \) and \( H \) are the dimensions of \( x \) and \( K \) is the number of random projections. As convention, we interchangeably use notation \( W \times H \) with \( N \) as both stands for the total number of pixels in \( x \).

In refer to the single-pixel camera, \( x \) can be considered as the object in Fig. 1 and \( y \) represents the measurements from the photodiode. To get \( y \), we need to generate \( K \) number of \( W \times H \) binary masks or patterns in the DMD array. In general, total number of patterns (\( K \)) is much smaller than the total number of pixels (\( N \)); that is \( K/N \ll 1 \). The inner product of these binary masks and \( x \) gives us the measurements,

\[
y = \Phi x + q. \tag{1}
\]

Here, \( \Phi \in \mathbb{R}^{K \times N} \) is the normalized binary scanning basis for SPI and \( q \) accounts for measurement noise. The noise term \( q \in \mathbb{R}^{K} \) can be modelled as additive white Gaussian noise (AWGN) with \( q \sim N(0, \sigma^2 I_K) \), where \( \sigma \) stands for the standard deviation and \( I_K \) is an all-one vector. We describe more about measurement noise in the experiment section.

Now, consider a scenario where we can represent \( x \) in terms of an orthonormal basis \( \psi \in \mathbb{R}^{N} \) as,

\[
x = \sum_{i=1}^{N} s_i \psi_i = \Psi s \tag{2}
\]

, where \( \{\psi_1, \ldots, \psi_N\} \) are the column vectors of an \( N \times N \) basis matrix \( \Psi \). The updated equation for \( y \) is given by

\[
y = \Phi x + q = \Phi \Psi s + q = \Theta s + q. \tag{3}
\]

One can use both iterative and DL-based reconstruction algorithms to recover \( \hat{x} \) from \( y \). Compared to DL-based methods, iterative methods such as conjugate gradient descent (CGD) [33] or alternating projection (AP) [34] require higher number of measurements to produce a good reconstruction. Furthermore, they need longer reconstruction time in contrast to DL-based methods. In general, object \( x \) can lie in different domains [7], [8] depending on the applications of SPI. In our
work, we present the model for natural images that can be generalized to images from other domains too.

B. Deep-learning-based reconstruction

For tasks such as image reconstruction, it is customary to employ convolution neural network (CNN) based architectures. The primary operation that we rely on is convolution between the image and a set of filters. This resembles the process of extracting patches from images and representing them by a set of basis. These bases can be produced by principal component analysis (PCA) [67], discrete cosine transform (DCT) [68], etc. In our setup, we define these bases as convolution filters that need to be optimized. In a CNN-based architecture, there can be several convolution layers with activation, pooling, and batch normalization in each layer. At the end of the network, there is a loss function to measure the difference between input and output. In general, a pixel-wise mean square error (MSE) loss function is used for tasks like reconstruction. MSE loss is optimized using a gradient-based optimizer by back-propagating the loss gradient through the network. After training, we have fully optimized network parameters at hand. These parameters can be used readily for reconstructing images. Any DL-based methods usually follow these steps to train and optimize a network. However, the only loss function that these methods optimize is the MSE loss. While MSE loss has its advantages, the reconstructed targets tend to be blurry due to the average of possible solutions the network produces. To produce a more clear reconstruction, we can consider loss functions based on the perceptual similarity between \( x \) and \( \hat{x} \). Hence, we bring in the perceptual similarity loss that considers distance between features extracted by a pre-trained network; instead of distance in the pixel space.

IV. SPI-GAN FRAMEWORK

In this section, we present the details of the SPI-GAN framework. Our proposed technique consists of an image acquisition process followed by the training and evaluation of the GAN.

Fig. 2 shows the setup of the SPI-GAN framework. First, we collect the training samples from a public dataset that contains a large number of natural images. For each image \( x \), we then generate \( K \) random binary patterns \( \Phi \) which consists of \( K \) number of rows drawn from a 0/1 Walsh matrix. We then randomly permute these rows before normalizing them. After that, we perform a simple and noisy reconstruction employing the \( \ell_2 \)-norm recovery method described in [69]. We can find the minimum \( \ell_2 \)-norm solution by solving

\[
\hat{s} = \arg \min_{s} ||s||_2 \text{ such that } \Theta s' = y.
\]

Solution of this optimization problem can be written as

\[
\hat{s} = (\Theta^T \Theta)^{-1} \Theta^T y.
\]

And this solution gives us the noisy \( \ell_2 \)-norm reconstruction,

\[
\hat{x}_{noisy} = \Psi \hat{s}.
\]

This non-iterative method with a closed-form solution can recover images much faster than iterative-based approaches; even though the image quality is compromised due to the non-sparse solution, \( \hat{s} \).

However, we significantly enhance the quality of \( \hat{x}_{noisy} \) by feeding it to the generator network, \( G(\cdot) \), that gives us our final reconstruction, \( \hat{x} \). The generator output \( \hat{x} \) and \( x \) are then fed to the discriminator, \( D(\cdot) \), that learns to differentiate between these two. Here, our main goal is to train both networks in an adversarial manner. After training, we disregard
the discriminator and evaluate the generator as our main reconstruction network. Images in the evaluation phase are completely different from the training images. One of the essential parts of our framework is the design of the generator and discriminator networks that are shown in Fig. 3. We describe more about them in the supplementary material.

A. GAN Training

For training, we first initialize the parameters of the two networks, \( \Theta_G \) and \( \Theta_D \). Here, \( \Theta_G \) represents the weights and biases of the convolution layers we stacked to construct the generator. Similarly, \( \Theta_D \) bears the same notion for the discriminator network. The output of the generator then goes through the discriminator network whose job is to differentiate between the original image and the reconstructed image. The better the reconstruction of the generator, the higher the chance of the discriminator being fooled. To achieve this, this can be formulated as a min-max game where the discriminator tries to maximize its discrimination power between the original image and the reconstructed image. The better the reconstruction of the generator, the higher the chance of the discriminator being fooled. To achieve this, this can be formulated as a min-max game where the discriminator tries to maximize its discrimination power by fooling the discriminator to misclassify \( \hat{x} \) as \( x \). On the other hand, the discriminator learns to distinguish between \( \hat{x} \) and \( x \). This turns out to be a zero-sum game where one network functions as the adversary of the other network.

Let, \( \{x^{(1)}, \ldots, x^{(M)}\} \) is a minibatch of \( M \) samples taken from data distribution \( p_{data}(x) \). We update the \( \Theta_D \) through ascending its stochastic gradient,

\[
\nabla_{\theta_D} \frac{1}{M} \sum_{m=1}^{M} [\log D(x) + \log(1 - D(G(\hat{x}_{\text{noisy}})))].
\] (8)

Similarly, we optimize for \( \Theta_G \) through minimizing a loss over \( M \) number of training samples \( \{\hat{x}^{(1)}_{\text{noisy}}, \ldots, \hat{x}^{(M)}_{\text{noisy}}\} \). Thus, the gradient descent update can be expressed as,

\[
\nabla_{\theta_G} \frac{1}{M} \sum_{m=1}^{M} l^{\text{rec}}(G(\hat{x}^{(m)}_{\text{noisy}}), x^{(m)}),
\] (9)

where \( l^{\text{rec}} \) is the total reconstruction loss, which is a combination of three different loss functions. The first loss function is the pixel-wise MSE loss that is defined as

\[
l^{\text{MSE}} = \frac{1}{WH} \sum_{i=1}^{W} \sum_{j=1}^{H} (x_{i,j} - G(\hat{x}_{\text{noisy}})_{i,j})^2.
\] (10)

Minimizing this loss alone often results in good performance. However, pixel-wise MSE takes the average over possible
GAN. The purpose of the adversarial loss, adversarial loss defines the max-pooling. max-pooling as some of the layers in VGG19 does not have a discriminator for all training samples. Thus, the adversarial loss tries to fool, we minimize the negative log-probabilities of the discriminator network, which the generator apparently tries to belong in the manifold of the natural images. Minimizing this loss function is equivalent to maximizing the chance of fooling the discriminator.

Finally, the loss function for optimizing $\Theta_G$ can be written as the weighted sum of three loss functions \cite{42},

$$
I_{rec}^{adv} = \frac{1}{M} \sum_{i=1}^{M} - \log D(G(\hat{x}_{noisy}))
$$

(12)

where $G(\hat{x}_{noisy})$ is the output of the generator and $D(G(\hat{x}_{noisy}))$ is the probability for $\hat{x}_{noisy}$ to belong in the manifold of the natural images. Minimizing this loss function is equivalent to maximizing the chance of fooling the discriminator.

Along with the MSE and the perceptual similarity loss, we define the adversarial loss as a requirement for the training of GAN. The purpose of the adversarial loss, $I_{adv}$ is to encourage solutions that are closer to the real data. As this loss is related to the discriminator network, which the generator apparently tries to fool, we minimize the negative log-probabilities of the discriminator for all training samples. Thus, the adversarial loss can be calculated for the $k^{th}$ layer as,

$$
I_{adv}^{rec}(k) = \frac{1}{W_k H_k} \sum_{i=1}^{W_k} \sum_{j=1}^{H_k} (Q_k(x_{i,j}) - Q_k(G(\hat{x}_{noisy}_{i,j})))^2.
$$

(11)

We get the output feature maps $Q_k(G(\hat{x}_{noisy}))$ and $Q_k(x)$ corresponding to the inputs $G(\hat{x}_{noisy})$ and $\hat{x}$, respectively. Depending on $k$, we take the activation output with or without max-pooling as some of the layers in VGG19 does not have max-pooling.

In solving this problem, we use a loss function that operates on the concept of perceptual similarity. We take a pre-trained VGG network and use it as the feature extractor for the conv-layer output and $W_k$ and $H_k$ represents the dimensions of the feature maps of the VGG network. The perceptual similarity loss can be calculated for the $k^{th}$ layer as,

$$
I_{sim}^{rec} = \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{H_k} (Q_k(x_{i,j}) - Q_k(G(\hat{x}_{noisy}_{i,j})))^2.
$$

A. Training Data Preparation

As shown in Fig. 2 training of the generator and discriminator requires a large number of images. These images can be collected by different means depending on the nature of applications \cite{3}–\cite{5}, \cite{8}, \cite{9}. However, collecting thousands of images from these domains poses challenges like equipment limitations, rare imaging environment, etc. Instead, a solution for this can be found in the large image datasets such as ImageNet and STL10, that are publicly available for deep learning applications. Furthermore, natural images (animals, vehicles, etc.) collected using digital camera closely represent the images that are suitable for single-pixel imaging. This suggests that the performance obtained on these datasets should generalize to images from other domain too. Taking above factors into account, we only consider natural images in this work.

1) Image Dataset: We collected the necessary training and validation data from STL10 image dataset. STL10 contains 100,000 unlabeled images and 13,000 annotated images. All of these images are in RGB format. However, we convert them into single channel gray-scale image as we consider the camera model with a single guiding mirror. For RGB imaging, it is required to use multiple mirrors and color filters. The images in the STL10 dataset are of $96 \times 96$ size that are later resized to $64 \times 64$. Therefore, each image contains 4096 pixels. Some of the samples from STL10 are also shown in the Fig. 2. For our experiment, we only chose 45,000 unlabeled images and split them into training, validation and test set. Among them, 40,000 images are used for training, 3,000 for validation and the rest of the images are test images. We then simulated the single-pixel camera where we used normalized binary patterns to encode an image into K number of measurements. The noisy $l_2$-norm solution is then fed to the generator. After training, we tested our network on images from validation and test sets that...
were unseen during training. We repeated this whole process for different sampling rates. The sampling rate (SR) can be defined as the ratio of the number of measurements ($K$) to the total number of pixels in the image. In our case, SR=$K/4096$.

2) Video Dataset: Apart from imaging, our method is also applicable for single-pixel video. We use UCF101 action recognition dataset as the benchmark. With 13,320 videos from 101 action categories, UCF101 is one of the largest video datasets available. Since single-pixel camera can handle only one image per frame, we first extract the frames from the video and then feed them as images. These frames are then resized to $64 \times 64$ before we acquire and reconstruct them using SPI-GAN. We take 500 video clips as the training set and 50 videos as the validation set.

B. Performance Metric

For evaluating the performance of our method, we employ two widely used metrics. The task at our hand requires to measure the image quality which is subjective and can vary from person to person. It is necessary to establish quantitative/empirical measures for image reconstruction algorithm like ours. Therefore, we choose peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) \cite{73} as the performance metrics. The higher the PSNR and SSIM values, the closer the reconstructed images are to the originals. The term PSNR stands for the ratio between the peak amplitude of a clean image and the power of the distortion affecting the quality of that clean image. Because of the wide dynamic range of a signal or image, it is usual to take the logarithmic of PSNR in decibel (dB). Considering $x_{ij}$ as the pixel value at $i^{th}$ row and $j^{th}$ column in image $x$, the expression for PSNR is given by

$$PSNR = 10 \log_{10} \left( \frac{x_{\text{max}}^\text{max}}{MSE} \right),$$

where $x_{\text{max}}^\text{max} = \max_{i,j} x_{ij}$. MSE is the mean square error between $x_{\text{max}}^\text{max}$ and the reconstructed image $\hat{x}$ and can be
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MSE = \frac{1}{CWH} \sum_{i=1}^{W} \sum_{j=1}^{H} (x_{ij} - \hat{x}_{ij})^2, \quad (15)
\end{equation}
where $C$, $W$, and $H$ represent the number of channels, width, and height of an image, respectively. This term gives us the per-pixel loss of a reconstructed image.

In addition to PSNR, SSIM is a good estimator for assessing the image quality. The range of SSIM lies in $[-1, +1]$, where +1 indicates that two images are very similar and -1 is if they are very different. The ultimate goal is to reconstruct a good quality image with high PSNR and SSIM. We follow \cite{74} to calculate SSIM for comparing images based on their luminance, contrast, and structure. Mean and standard deviation of the 2 images are two important parameters to consider for these estimations.

C. Hyper-parameter Settings
In this work, we use PyTorch as our machine learning framework. The training takes place on two NVIDIA 1080 Ti GTX GPUs. In each iteration, we choose 64 images per mini-batch and avoid using large batch sizes. The training period stretches for 150 epochs and an Adam optimizer with a learning rate of $8e^{-5}$ was employed for training. A regularizer with a regularization coefficient of $5e^{-4}$ is used for better test-time performance. The learning rate plays an important role in training both generator and discriminator networks. Even though a high learning rate leads to faster convergence, it also can make the training process unstable. To choose the right range of learning rate, we have analyzed the effect of learning rate in the training experience. The performance for different learning rates is shown in Fig. \ref{fig:6}. For a learning rate of $2e^{-4}$, the training becomes unstable and leads to poor performance.

As we decrease the learning rate the network learns in a steady manner. After validating several ranges of learning rate, we settled on a learning rate of $8e^{-5}$ for the training. Upon the finalizing the hyper-parameters, we started our training about which we describe more in the supplementary section. Fig. \ref{fig:7} demonstrates the validation performance of our network as the training progresses. The results shown here is the first 100 epochs of training. The PSNR and SSIM curves follow the same rising pattern indicating steady learning process irrespective of the number of measurements.

D. Training Initialization
The generator and the discriminator networks consist of both convolution and fully connected layers. The generator network has 17 convolution blocks in which 14 of them are residual blocks. We use batch normalization in most of these layers which helps us in reducing the effect of internal covariate shift. This phenomena occurs during training due to the changes in the distribution of non-linear inputs. Generally, it is integrated in NN before every nonlinear activation and requires two parameters: one for the scaling and another is for the shifting. These two learnable parameters are also updated at each iteration. In the absence of batch normalization, training the network becomes more challenging.

As for the loss functions, the pixel-wise MSE loss is very straightforward to calculate. The objective of MSE is to fill in the missing parts of the input image. On the other hand, the perceptual similarity loss, $l_{sim}^{rec}$, \cite{11}, requires a pre-trained VGG19 network that is easily downloadable using PyTorch. Since we are only using this network for calculating the similarity loss, there is no need to re-train it. Using this network, we get the feature representations for both the reconstructed and the original image. The difference between their high dimensional representations helps the network to learn more about their perceptual similarity. For adversarial loss, $l_{adv}^{rec}$, we take the response of the discriminator to the generator’s output. Finally, we jointly minimize all these 3

| Sampling Rate | 5%   | 10%  | 15%  | 20%  | 25%  | 30%  |
|---------------|------|------|------|------|------|------|
| CGD \cite{33} | 13.20±2.583 | 13.51±2.485 | 14.27±2.496 | 14.75±2.447 | 14.75±2.628 | 15.05±2.531 |
| Sparse \cite{21} | 13.13±2.592 | 13.67±2.812 | 14.11±2.296 | 14.48±2.401 | 14.76±2.528 | 15.16±2.783 |
| AP \cite{34} | 13.10±2.813 | 13.42±2.352 | 14.02±2.624 | 14.33±2.534 | 14.61±2.331 | 14.90±2.463 |
| GIDL \cite{25} | 9.674±1.258 | 10.14±1.683 | 10.97±1.856 | 11.60±2.079 | 12.07±2.109 | 12.30±2.322 |
| DLGI \cite{39} | 11.93±1.211 | 13.22±1.728 | 14.46±1.875 | 14.78±2.170 | 15.24±2.284 | 15.62±2.446 |
| Deepghost \cite{70} | 14.91±1.458 | 16.43±1.403 | 17.35±1.752 | 17.74±1.607 | 18.14±1.679 | 18.62±1.734 |
| SPI-GAN | 17.92±1.792 | 18.41±1.741 | 20.32±1.638 | 21.11±1.925 | 21.42±1.987 | 21.87±2.153 |

Fig. 6. Average PSNR (dB) of the validation images over the first 100 epochs of training. For stable training, the range of optimum learning rate is around $8e^{-5}$. Learning rate more or less than this may result in poor performance.
that our method can reconstruct most of the test images quite satisfactorily. Even with very few measurements, the recovered images have high perceptual similarity to the ground truth. We discuss more on this in the supplementary material.

The performance of CGD [33] for different sampling rates are shown in Tables I and II. The average PSNR obtained for a 25\% sampling rate is only 14.75 dB compared to 21.42 dB for our method. This performance gain is consistent for all sampling rates. Regarding SSIM, we obtain better performance for higher sampling rate. However, even for a 30\% SR, average SSIM is only 0.261. Even though [1] employs rigorous optimization, it obtains only an average of 14.48 dB PSNR for a 20\% sampling rate. The performance does not improve even for higher number of measurements. Same scenario can be observed for SSIM values. The final iterative method we consider here is the alternating projection (AP) [34]. Like other two methods, AP also underperforms SPI-GAN in terms of both PSNR and SSIM. In terms of PSNR, AP performs on the same level as other iterative methods. For example, average PSNR values for all of these methods are around 15 dB for 30\% sampling rate. However, in case of SSIM, it performs worse compared to other two iterative methods; averages only 0.203 and 0.246 for sampling rates of 20 \% and 30 \%, respectively.

E. Comparison with other methods

In this section, we present the performance of SPI-GAN as well as other recovery methods. Using both quantitative (PSNR and SSIM) and qualitative measures, we show how our method outperforms other methods. Tables I and II show the performance comparison of all methods for different sampling rates. It can be observed that SPI-GAN outperforms all other methods for a wide range of sampling rate. We evaluate all these methods on a test set containing 2000 images. Our method obtains an average PSNR of 21.11 dB and an average SSIM of 0.665 for a sampling rate of 20\%. These gains vary with the number of measurements. We decreased the sampling rate gradually to show the performance deterioration. Even for a sampling rate of 5\%, we are able to recover images with PSNR close to 18 dB and 0.48 SSIM. This shows the effectiveness of SPI-GAN in applications where it may not be feasible to collect a lot of measurements. This also helps in faster reconstruction making our method suitable not only for images but also for video reconstructions. For a wide range of sampling rates, obtaining high PSNR and SSIM indicates that our method can reconstruct most of the test images quite satisfactorily. Even with very few measurements, the recovered images have high perceptual similarity to the ground truth. We discuss more on this in the supplementary material.

The performance of CGD [33] for different sampling rates are shown in Tables I and II. The average PSNR obtained for a 25\% sampling rate is only 14.75 dB compared to 21.42 dB for our method. This performance gain is consistent for all sampling rates. Regarding SSIM, we obtain better performance for higher sampling rate. However, even for a 30\% SR, average SSIM is only 0.261. Even though [1] employs rigorous optimization, it obtains only an average of 14.48 dB PSNR for a 20\% sampling rate. The performance does not improve even for higher number of measurements. Same scenario can be observed for SSIM values. The final iterative method we considered here is the alternating projection (AP) [34]. Like other two methods, AP also underperforms SPI-GAN in terms of both PSNR and SSIM. In terms of PSNR, AP performs on the same level as other iterative methods. For example, average PSNR values for all of these methods are around 15 dB for 30\% sampling rate. However, in case of SSIM, it performs worse compared to other two iterative methods; averages only 0.203 and 0.246 for sampling rates of 20 \% and 30 \%, respectively.

In addition to these iterative methods, we also consider DL-based methods such as DLGI [39], GIDL [38], and deepghost [40]. Among these, DLGI and GIDL deal with simple images such as digit images from MNIST. Furthermore, GIDL does not employ any convolution layers and instead reconstructs images using only fully-connected (FC) layers. This limits its

| Sampling Rate (SR)  | 5% | 10% | 15% | 20% | 25% | 30% |
|---------------------|----|----|----|----|----|----|
| CGD [33]            | 0.154±0.037 | 0.175±0.035 | 0.195±0.063 | 0.217±0.070 | 0.249±0.064 | 0.261±0.071 |
| Sparse [1]          | 0.163±0.053 | 0.178±0.067 | 0.198±0.055 | 0.218±0.061 | 0.243±0.072 | 0.267±0.071 |
| AP [34]             | 0.140±0.039 | 0.159±0.042 | 0.180±0.046 | 0.203±0.053 | 0.226±0.059 | 0.246±0.065 |
| GIDL [38]           | 0.122±0.021 | 0.133±0.027 | 0.141±0.035 | 0.169±0.019 | 0.186±0.014 | 0.213±0.027 |
| DLGI [39]           | 0.236±0.030 | 0.323±0.046 | 0.395±0.057 | 0.427±0.069 | 0.467±0.065 | 0.502±0.072 |
| Deepghost [40]      | 0.316±0.064 | 0.398±0.079 | 0.495±0.086 | 0.561±0.088 | 0.584±0.084 | 0.615±0.079 |
| SPI-GAN             | 0.487±0.081 | 0.534±0.085 | 0.627±0.069 | 0.665±0.076 | 0.673±0.080 | 0.682±0.083 |

Fig. 7. Average PSNR and SSIM for different sampling rates. As the training progresses, we get higher validation gains. Taking higher number of measurements facilitates better reconstruction.
reconstruction capability resulting in poor PSNR and SSIM. Unlike convolution layer, FC layer does not benefit from the information such as spatial correlation and structure of various objects in the image. For a complex dataset like STL10, this method completely fails to reconstruct the scene. Even for very high number of measurements, the performance of GIDL is poor. Table II is a clear indicator for that. For example, a sampling rate of 25% results in an average PSNR of 11.60 dB with 0.169 SSIM. Furthermore, it can be observed that all of the iterative methods outperform GIDL, which is not desirable.

DLGI tries to perform the reconstruction task from linear measurements. This method employs a parallel network architecture with several upsampling layers to increase the resolution of the image. However, these types of layers slow down the training process. Moreover, DLGI is suited for recovering simple images like handwritten digits but fails to reconstruct images that has complex scene in it. Another DL-based method, deepghost, is based on the auto-encoder architecture that compresses the image into a lower dimension. This network works as a denoiser that recovers images from their undersampled noisy reconstructions. For this noisy reconstruction, the differential ghost imaging (DGI) technique is being employed. Due to the architectural setup of the network, deepghost fails to learn useful feature representations from large number of noisy data. As the generalization performance mostly depends on the features we learn from the training inputs, the reconstruction performance is not on par with our method. Table II shows that SPI-GAN outperforms deepghost and DLGI in terms average PSNR and SSIM. For example, we obtain an average of 20.32dB PSNR and 0.627 SSIM when the sampling rate is set to 0.20. Where as, deepghost reconstructs samples with an average PSNR of 17.35dB under the same settings. The performance of DLGI is worse than deepghost, averaging only 14.46dB of PSNR and 0.395 of SSIM. The performance deteriorates further when we decrease the sampling rate. These two methods consistently perform worse than our method. We also put the qualitative comparison of these methods in the supplementary section.

F. Measurement Noise

In general, measurements $y$ get corrupted due to noise derived from different sources such as ambient light, circuit current, etc. Furthermore, single-pixel imaging requires physical devices like SLM and photo detector which could be other sources of noise. Considering all these scenarios, we add a Gaussian noise to the measurements to better represent the real-world setup of SPI. In this section, we analyze the robustness of our method against different levels of noise. The Gaussian noise term can be expressed as

$$q(n) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{n^2}{2\sigma^2}\right),$$

where $n$ is the noise term and $\sigma$ stands for the standard deviation. By varying $\sigma$, we can achieve different noise levels which is added to the measurements. The noise level can be defined as the ratio of $\sigma$ and the number of pixels in the image.

In our work, we present the reconstruction performance of SPI-GAN under 8 different noise levels. The wide range of noise levels is chosen to show the robustness of our method against noise. In general, it is harder to reconstruction the target image from the corrupted measurements. Both iterative and DL-based methods struggle in the presence of noise. In this stage of comparison, we choose DLGI and Deepghost for comparison since they show some level of robustness against noise. Tables III and IV show the average PSNR and SSIM under different noise levels. For a noise level of 1e$-4$, we achieve a 21.03 dB PSNR compared to 17.67 dB and 14.54 dB for Deepghost and DLGI, respectively. With noise, the SSIM value drops to 0.670 from 0.673 without noise. For noise range of 1e$-4$ to 3e$-3$, SPI-GAN, along with other methods, experiences a steady decrease in performance. Even though the performance takes a major hit when the noise level rises to 2e$-2$, SPI-GAN performs significantly better than other methods. We discuss more on this in the supplementary material.

G. Effect of Residual Learning

It is well known that deep architectures have better representation capability compared to shallow architectures. However, in many scenarios, deep neural networks are hard to train because of the so called vanishing gradient problem [75]. To overcome this, architectures with residual blocks were proposed that are resistant to this type of problem [76]. It has been shown in [77] that this type of architecture preserves the norm of the gradient to close to unity. This allows us to use deep network architectures in setting up the GAN

### Table III

**Average PSNR gain (dB) of different deep learning based methods under different noise levels.**

| Noise Level | 1e-4 | 3e-4 | 5e-4 | 8e-4 | 1e-3 | 3e-3 | 8e-3 | 2e-2 |
|-------------|------|------|------|------|------|------|------|------|
| DLGI        | 14.54±1.586 | 14.38±1.536 | 14.17±1.531 | 13.98±1.425 | 13.51±1.541 | 12.87±1.390 | 12.36±1.225 | 11.10±1.124 |
| Deepghost   | 17.67±1.725 | 17.43±1.577 | 17.32±1.509 | 17.08±1.628 | 16.87±1.486 | 16.44±1.275 | 15.98±1.486 | 14.52±1.043 |
| SPI-GAN     | 21.03±1.789 | 20.91±1.832 | 20.86±1.810 | 20.80±1.744 | 20.75±1.692 | 20.60±1.663 | 19.39±1.514 | 17.47±1.352 |

### Table IV

**Average SSIM of different deep learning based methods under different noise levels.**

| Noise Level | 1e-4 | 3e-4 | 5e-4 | 8e-4 | 1e-3 | 3e-3 | 8e-3 | 2e-2 |
|-------------|------|------|------|------|------|------|------|------|
| DLGI        | 0.670±0.072 | 0.667±0.075 | 0.662±0.068 | 0.659±0.073 | 0.653±0.071 | 0.646±0.070 | 0.580±0.067 | 0.464±0.065 |
| Deepghost   | 0.670±0.072 | 0.667±0.075 | 0.662±0.068 | 0.659±0.073 | 0.653±0.071 | 0.646±0.070 | 0.580±0.067 | 0.464±0.065 |
| SPI-GAN     | 0.670±0.072 | 0.667±0.075 | 0.662±0.068 | 0.659±0.073 | 0.653±0.071 | 0.646±0.070 | 0.580±0.067 | 0.464±0.065 |
TABLE V
AVERAGE PSNR (dB) OF DIFFERENT DEEP LEARNING BASED METHODS. WE TRAIN THE NETWORK ON STL10 TRAINING IMAGES AND TEST IT ON IMAGES FROM 6 OTHER DATASETS. THE SUPERIOR PERFORMANCE COMPARED TO OTHER METHODS PROVES HIGH GENERALIZABILITY OF OUR METHOD TO COMPLETELY UNSEEN IMAGES.

| Dataset          | CBSD68    | Mandrill  | Urban-100 | Set14    | SunHays-80 | BSDS300 |
|------------------|-----------|-----------|-----------|----------|------------|---------|
| DLGI [39]        | 12.29±1.623 | 12.17±1.341 | 11.87±1.159 | 12.56±1.073 | 11.98±1.523 | 11.74±1.217 |
| Deepghost [40]   | 14.63±1.359 | 14.36±1.855 | 14.21±1.365 | 14.26±0.990 | 14.84±1.127 | 14.06±1.411 |
| SPI-GAN          | 18.28±1.782 | 18.43±1.695 | 17.15±1.860 | 17.58±1.052 | 17.85±1.567 | 18.49±1.666 |

TABLE VI
AVERAGE SSIM GAIN FOR DIFFERENT UNSEEN DATASETS.

| Dataset          | CBSD68    | Mandrill  | Urban-100 | Set14    | SunHays-80 | BSDS300 |
|------------------|-----------|-----------|-----------|----------|------------|---------|
| DLGI [39]        | 0.294±0.061 | 0.315±0.097 | 0.308±0.076 | 0.337±0.065 | 0.326±0.064 | 0.319±0.058 |
| Deepghost [40]   | 0.451±0.087 | 0.506±0.142 | 0.427±0.090 | 0.515±0.085 | 0.482±0.078 | 0.470±0.093 |
| SPI-GAN          | 0.528±0.074 | 0.562±0.088 | 0.491±0.072 | 0.573±0.0718 | 0.512±0.065 | 0.553±0.070 |

framework. Previously, residual learning has been applied for noise removal [78] and image super resolution [79]–[81]. In this section, we highlight the importance of residual learning in image recovery. The experimental results with and without skip connection indicates its impact on the performance of SPI-GAN. Even though we present this case for 30% sampling ratio, same level of performance gain is achieved for other ratios too. Fig. 9 shows that one can obtain slightly better performance with the help of skip connections. Residual learning, the performance gain is almost 0.6 dB higher for PSNR and 0.025 higher for SSIM. The reason for this bump can be pointed to the better loss gradient flow at the time of training. This in turn helps the network to learn useful features from the data.

H. Proof of Generalizability

The effectiveness of our work extends to other unseen datasets too. In this section, we show such generalization ability of our method. We choose 6 different widely used datasets in our work. Here, the sampling ratio is fixed at 0.25. Among them, CBSD68 contains 68 images and BSDS300 [82] is the Berkeley semantic segmentation dataset with 300 images. Table V shows that our method obtains an average PSNR of 18.28 dB and 18.49 dB for these two datasets, respectively. For comparison, performance of DLGI and Deepghost are also presented in the table. It can be seen that SPI-GAN outperforms both of these methods by a significant margin. Our method also obtains a higher average value in terms of SSIM. Another dataset we consider is Mandrill which contains 14 images. The average PSNR and SSIM values are 18.43 dB and 0.562, respectively. Similarly, Set14 [83] also contains 14 images and we obtain good results for this one too. The 5th and 6th datasets we consider are Urban100 [84] and SunHays-80 [85]. These two datasets consist of 100 and 80 images, respectively. SPI-GAN generalizes better than other methods achieving an average PSNR of 17.15 dB for Urban100 and 17.85 dB for SunHays-80. Whereas, Deepghost
Fig. 9. Performance of our network under different network settings. Best performance is obtained when we employ residual learning. All the values are calculated for validation images. Sampling rate is 30%.

### TABLE VII

| Method       | Reconstruction time | Total Imaging time | FPS  |
|--------------|---------------------|--------------------|------|
| Sparse [1]   | 3.35                | 3.38               | 0.3  |
| AP [34]      | 3.54                | 3.357              | 0.28 |
| CGD [33]     | 0.41                | 0.44               | 2.27 |
| SPI-GAN      | 0.035               | 0.065              | 15.38|

achieves a 14.21 dB and 14.84dB PSNR, respectively. The shallow autoencoder architecture of Deepghost could be one reason for that as it lacks representation power. For qualitative comparison, we present some of the reconstructed images from each dataset in Fig. 8. The details in our reconstructed images are better than the Deepghost.

### I. Single-Pixel Video

Unlike iterative-based methods, DL-based methods can reconstruct images much faster. Table VII shows the imaging time for different non-DL methods and SPI-GAN. At an SR of 15%, we present the reconstruction time for each of these methods along with their total imaging time. Total imaging time consists of image acquisition and reconstruction time. Considering the DMD array with a modulation rate of 20 KHz, we have an acquisition time of 0.03 sec for an SR of 15%. For a fixed modulation rate, the image acquisition time remains the same irrespective of the reconstruction method one employs. The reconstruction time varies depending on the nature of recovery. Usually, iterative methods have higher reconstruction time in contrast to DL-based methods. As shown in Table VII, methods like AP [34] and Sparse [1] have imaging time more than 3 seconds making them inapplicable to video applications. CGD [33] offers faster imaging but can recover only 2 image frames per second which is too low for a video. On the other hand, SPI-GAN can reconstruct images much faster compared to these methods. The smaller imaging time offers reconstruction at higher FPS. Depending the sampling rate, our method can reconstruct video with 15 fps (for 15 % SR) to 22 fps (5 % SR). After training for 100 epochs, we obtain an average PSNR and SSIM of 18.95 dB and 0.545 on the validation set, respectively. We attach several original and reconstructed video clips with our supplementary materials.

### VI. Conclusion

We have proposed a Generative Adversarial Network (GAN)-based reconstruction framework, refereed to as SPI-GAN, for single-pixel imaging. We demonstrate that by designing proper architectures and loss functions, one can achieve a high performance gain over current iterative and deep learning (DL)-based methods. We employed a ResNet-like architecture for the generator since it offers certain advantages due to its residual connections. In addition to the commonly used mean squared error (MSE) loss, we employ a perceptual similarity loss to produce a clear reconstruction. Another contribution of our work can be attributed to the single-pixel video reconstruction. Due to better representation learning ability of the generator, SPI-GAN can recover images even from very small number of measurements. This enables us to recover video frames at a much higher rate. Our experimental analysis shows that better representations also allow us to achieve noise robustness. Furthermore, compared to other DL-based methods, our method shows better generalization ability to completely unseen images. In future, SPI-GAN can be extended to reconstruct 3D single-pixel video.
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