Abstract: ‘El Diario de Juárez’ is a local newspaper in a city of 1.5 million Spanish-speaking inhabitants that publishes texts of which citizens read them on both a website and an RSS (Really Simple Syndication) service. This research applies natural-language-processing and machine-learning algorithms to the news provided by the RSS service in order to classify them based on whether they are about a traffic incident or not, with the final intention of notifying citizens where such accidents occur. The classification process explores the bag-of-words technique with five learners (Classification and Regression Tree (CART), Naïve Bayes, kNN, Random Forest, and Support Vector Machine (SVM)) on a class-imbalanced benchmark; this challenging issue is dealt with via five sampling algorithms: synthetic minority oversampling technique (SMOTE), borderline SMOTE, adaptive synthetic sampling, random oversampling, and random undersampling. Consequently, our final classifier reaches a sensitivity of 0.86 and an area under the precision-recall curve of 0.86, which is an acceptable performance when considering the complexity of analyzing unstructured texts in Spanish.
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1. Introduction

Nowadays, most of the people across the world live in urban areas, and the UN expects this population to increase dramatically in the coming three decades. The leading causes are (1) the shift in the residence of people from rural communities to urban ones and (2) the growth of the whole population, adding 2.5 billion people to cities [1]. This trend is particularly marked in the case of in-development regions. As a precaution from the consequences of such a prospect, the Director of the Population Division of the UN stated that

Managing urban areas has become one of the most important development challenges of the 21st century. Our success or failure in building sustainable cities will be a major factor in the success of the post-2015 UN development agenda [2].

Accordingly, many of the low and middle-income countries will face critical challenges arising from the needs of their cities, including security, employment, health care, energy supply, education,
housing, and transportation. As urbanization intensifies, sustainable development depends on the successful management of—often scarce—urban resources.

Here, Information and Communication Technology (ICT) is mainly a matter of interest. During the last two decades, urban structures have become more digital and information-based, and there has been a decisive change in the living environment of citizens. However, they must be capable of further advances as ICT innovations emerge. These cities must gain a competitive edge by adopting new technologies, such as the Internet of Things (IoT), cloud computing, big data, and mobile computing (cf. [3]).

The future so-called ‘large’ and ‘mega’ cities must evolve towards sustainability to provide a satisfactory standard of living for their inhabitants. In this context, they must reach the longed-for status of ‘Smart City’ and ‘Knowledge Society’. According to the Smart Cities Council [4], “a smart city uses information and communications technology (ICT) to enhance livability, workability, and sustainability”.

Williams [5] prefers to use the concept ‘Smart Community’ (SC) because of the lack of a globally unified notion of what a city is (in terms of population, physical size, geographical location, among others). Accordingly, an SC is any community—regardless of its degree of urbanization—that responds efficiently and rapidly to the population’s emerging needs. It is supposed to:

1. Improve operations that impact its quality of life (e.g., economic vitality, education, employment, environmental footprint, health care, power supply, safety, and transportation).
2. Enable a shared understanding of what is happening in the ‘city’.
3. Engage both citizens and (private and public) organizations.

In this paper, we present a real-world web application that directly impacts the afore-mentioned Point 2. The case study occurs in Mexico, specifically in Ciudad Juárez (in the Mexican State of Chihuahua). Mexico is in the top five of countries with the fastest-growing urbanization degree [1]; and, additionally, Ciudad Juárez is the fifth largest city in that country and it is expected to become a ‘large’ city in the following years, according to the current UN’s criteria. With a fast-increasing population, this city must provide structures that rapidly broadcast knowledge among all of the members of its community.

This fact brings to light that Ciudad Juárez should evolve towards an SC urgently. In this sense, the case study falls into the UN’s priorities. However, much work must be done to offer acceptable living conditions. The inception of this study arises from the need to notify citizens about traffic accidents. It consists of the following tasks:

1. get a corpus of news published by the local newspaper through an RSS (Really Simple Syndication) feed,
2. get a vector characterization based on the well-known Bag-of-Words (BoW) representation [6],
3. select features through a mutual information-based method,
4. train a supervised-learning model,
5. classify online news reports in real-time; the interest is in the ‘traffic accident’ class,
6. process the text of the RSS reports to retrieve the location where the accidents happened, and
7. notify users about the events on a map.

Two fields of Artificial Intelligence converge to solve this problem: Natural Language Processing (NLP) and machine learning. However, the presence of class imbalance is one of the most challenging issues to address Points 4 and 5 satisfactorily. According to the scientific literature [7–10], this issue often degrades machine learning approaches, which skews the classification capacity in favor of the most crowded class.

On top of that, most of the studies in the literature are highly focused on the English language. As far as we know, a few studies are researching about classifying Spanish news with class imbalance, even though:
1. Latin-America is the second most urbanized region of the world [1],
2. Spanish is the second most spoken language [11], and
3. Spanish is the third most used language on the Web [12].

However, communities of native Spanish speakers also have the needs that entail the successful application of NLP to take a further step towards becoming an SC. In this regard, our proposal contributes by addressing one of these demanding needs.

The present document is structured, as follows: Section 2 contains the scientific basis for developing our proposal; Section 3 reviews the contributions of relevant studies that address this problem; Section 4 provides the algorithm and architecture of our project, giving an in-detail description; Section 5 shows the experimental results that back the validity of this proposal up; and, finally, in Section 6, we discuss some conclusions and directions for future research.

2. Background

There is a wide range of classification algorithms applied to NLP, some of the most popular ones are [13–15]:

- Decision tree-based approaches, which select tags for input values devising decision rules; two of the most popular ones are
  - CART (Classification and Regression Tree), which partitions the continuous attribute value into a discrete set of intervals. CART, unlike other decision-tree classifiers, does not compute rule sets but supports numerical target variables (regression). CART constructs binary trees using the feature and threshold that yield the most significant information gain at each node [16]; and,
  - Random Forest, which improves the classification capacity and controls over-fitting by assembling several decision trees built on different sub-samples of the dataset [17].
- Bayesian classifiers, which estimate how each attribute value impacts on the likelihood of the class to be assigned. The Naïve Bayes method is the most simplified Bayesian classifier; it applies the Bayes theorem with the ‘naïve’ assumption of conditional independence between every pair of features. It is well known that Naïve Bayes classifiers have worked markedly well in real-world situations, even when the underlying independence assumption is violated [18].
- Proximity-based classifiers, which use distance measures to classify under the premise that texts belonging to the same category are ‘closer’ than those in other classes. Perhaps, the $k$NN ($k$-nearest neighbors) method is the archetype of this kind of lazy learners. $k$NN predicts the label of a pattern by searching the $k$ training samples that are the closest to the new entry.
- Linear classifiers, which classify based on the value of the linear combinations of the document features, trying to find ‘good’ linear separators among classes. Support Vector Machine (SVM) falls into this category. For a given training dataset, this eager classifier searches for an optimum hyperplane that classifies new samples [14]. In the scientific literature, they are popular text classifiers (e.g., [19–24]), because they are less sensitive (than other classifiers) to the presence of some potential issues of text mining, namely high-dimensional feature space, sparse vectors, and irrelevant features (cf. [19,25]).

Unstructured texts must be represented according to a vector space model to build an efficient classification system. In this regard, the BoW is one of the basic approaches, which forms a vector to characterize a text by counting the frequency of each term. Most text classification approaches utilize a BoW representation, because it is easy to adapt, extend, apply, and enrich. Unfortunately, BoW-based schemata also have some limitations:
(a) high dimensionality of the vector representation,
(b) loss of correlation with adjacent words, and
(c) loss of semantic relationships among terms.

Researchers have attempted to address the above issues by incorporating contextual and grammatical knowledge, and weights instead of term frequencies (e.g., [26–29]). Besides, an accessible and straightforward way to mitigate the consequences of the mentioned issue (a) is feature selection (cf. [30]). Our proposal selects features through a filter based on Mutual Information (MI).

MI-based filters measure the statistical independence between variables, including nonlinear relationships, which are invariant under transformations in the feature space. Vergara and Estévez [31] present an exhaustive study on feature selection methods that are based on MI.

One difficulty for supervised learning methods is the presence of class imbalance, in which the number of observations for each class tag is severely disproportionate. According to some authors [32], these circumstances often cause learning models to fail in detecting minority patterns because:

(a) those observations usually overlap with the majority region,
(b) data analysis techniques may confuse minority examples with noise or outlier data (and vice versa),
(c) good coverage of the majority examples distorts the minority examples, and
(d) a small sample with a lack of density but with high feature dimensionality makes it difficult to identify a pattern.

Sampling approaches are extensively studied ways to mitigate the consequences of class imbalance [33]. They contribute to alleviating the effect of the skewed class distribution by balancing the sample space for an imbalanced dataset. Sampling techniques are essentially preprocessing methods, yet highly versatile because of their independence of the selected classifier. The two basic strategies of resampling are:

- **Oversampling approaches**: They synthetically generate new minority class examples. Two popular methods are
  - Random oversampling (ROS). This approach generates random examples following the distributional properties of the minority class to make this space denser.
  - Synthetic minority over-sampling technique (SMOTE). This approach generates new synthetic examples along the line between the minority examples and their selected nearest neighbors [34].
  - Borderline SMOTE. This algorithm is a variant of the original SMOTE algorithm. Here, only the minority examples near the borderline are oversampled [35].
  - Adaptive synthetic oversampling (ADASYN): the idea behind ADASYN is to generate more synthetic entries for the minority class examples that are harder to learn. This algorithm considers a weighted distribution for different minority class examples by their level of difficulty in learning [36].

- **Undersampling approaches**: they discard the intrinsic samples in the majority class. The simplest yet most effective method is random undersampling (RUS), which involves the elimination of majority class examples at random.

Regarding the capacity to classify, it is widely accepted that $k$-fold cross-validation is the basis for evaluating the performance of classifiers. Here, the dataset is split into $k$ subsets, and the classifier then takes $k - 1$ folds to train and, subsequently, it uses the remaining fold to predict. This process is repeated $k$ times using a different fold to evaluate the classifier in each iteration. Subsequently, several metrics can be calculated to assess the classifier. In imbalanced learning, the focus is on four of the so-called threshold measures: sensitivity, precision, specificity, and $F$-measure. Table 1 summarizes such metrics according to the literature [37,38].
Table 1. Threshold metrics to evaluate the imbalanced classification task

| Metric                | Formula           | Description                                                                                                                                 |
|-----------------------|-------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Sensitivity or recall | $R = \frac{TP}{TP+FN}$ | It is the fraction of positive patterns that are correctly classified. Under the presence of imbalanced classes, recall typically measures the coverage of the minority class. For imbalanced classification, it often calculates the accuracy of the minority class. |
| Precision             | $P = \frac{TP}{TP+FP}$ | It evaluates the proportion of correctly classified instances among the ones classified as positive. For imbalanced classification, it often calculates the accuracy of the minority class. |
| Specificity           | $S = \frac{TN}{TN+FN}$ | It is used to measure the fraction of negative patterns that are correctly classified. It is only appropriate when false negatives are highly costly. |
| F-measure or F1-score | $F = \frac{2PR}{P+R}$ | The F1-measure is the most often used threshold metric for learning from imbalanced data.                                                   |

* TP: True Positives; FP: False Positives; FN: False Negatives; and TN: True Negatives.

Besides, there are other measures (called ranking metrics) that can be calculated in function of the threshold metrics, and they are restricted to the binary classification task. Ranking metrics are a way of evaluating classifiers based on their effectiveness of separating classes. These metrics are:

- ROC-AUC. The ROC—Receiver Operating Characteristic—is the curve formed when the transversal axis represents the ‘false positive rate’ (1-specificity), and the longitudinal axis represents the ‘true positive rate’ (sensitivity) for different cut-off points. ROC is a probability distribution, and its area under the curve (AUC) represents the degree of separability between classes. A ROC-AUC value close to 1 indicates that the classifier has excellent performance when separating classes, and a value close to 0.5 indicates that the classifier cannot discriminate correctly.

- PR-AUC. Like the ROC curve, the PR (Precision–Recall) curve is a plot of the precision (y-axis) and the recall (x-axis) for different probability thresholds. PR curve is a useful diagnostic tool for imbalanced binary models because it emphasizes the performance of a classifier in terms of the minority class, this way, its area under the curve (PR-AUC) summarizes the distribution, where a value of 1.0 represents a model with perfect skill.

PR-AUC is often recommended, because ROC-AUC may provide a misleadingly positive view of the performance of the classification model, especially in highly skewed domains [39]. To exemplify this fact, Figure 1 presents a ROC curve (with an AUC of 95.34) and a PR curve (with an AUC of 82.01) for an SVM classifier applied to an imbalanced training dataset.

![Figure 1. Examples of the Receiver Operating Characteristic (ROC) and Precision–Recall (PR) curves for an Support Vector Machine (SVM) applied to the same imbalanced dataset; (a) The ROC curve (AUC = 95.34) (b) The PR curve (AUC = 82.01).](image-url)
3. A Brief Review of the Related Literature

Some authors consider that the study of Luhn [40] established the basis of text classification. In that time, the focus on text classification was to search in the literature for documents that are related to a specific topic. Some developments were made before, but such systems and devices were not capable of attending the problem efficiently when the literature experienced rapid growth. In his study, Luhn [40] introduced a literature searching system that, by using statistical methods focused on word frequencies, could satisfy complex information requests.

A few years later, Maron and Kuhns [41] proposed a number to measure the probable relevance of a document based on a request. Instead of working with binary tags (either it belongs or not), they made a realistic approach based on the uncertainty that is associated with the labels, having the assigned tag to hold a weight that would help to characterize more precisely the content of a document. This study then introduced the idea of ‘automatic elaboration’: when a term is requested, the results should include documents that do not have that label explicitly, but have others that co-occur strongly or frequently.

Needham and Parker-Rhodes [42] marked a decisive difference in their study. The classification was self-generated and did not require a list of the available categories. Instead, the items would be represented in clusters whose members have a stronger similarity than those that do not belong to the same clump.

According to Sebastiani [43], content-based document management tasks gained a prominent status in the information-systems field because of the increasing availability of documents in digital form. Until 1990, most advances in text classification consisted of manually defining the rules to create an expert system that could classify documents under a given category. This approach lost popularity when machine learning proved to be a more effective way of dealing with this problem.

Different learning techniques have been used for text classification purposes. According to Joachims [44], SVM has shown robust performance in text classification tasks (e.g., [45–47]). Text classifiers deal with a high number of features, and SVM has the potential to handle these large feature spaces. Additionally, most text categorization problems are linearly separable, and so SVM performs well in this kind of problem. On the other hand, according to Friedman, Geiger, and Goldszmidt [48], Naïve Bayes classification systems have a surprisingly good performance, despite their inherent assumption of independence between features (e.g., [49–51]). Friedman [52] explains this surprising effectiveness because, for binary classifications, the result depends only on the sign of the approximation function. The assumption of independence allows the parameters of each attribute to be learned separately, which significantly simplifies the learning process, especially when the number of attributes is large [53]. Other methods that have proven to be useful for text classification problems include Random Forest (e.g., [54]), and kNN (e.g., [55,56]).

With the growth boom of social media, multiple studies have developed classification systems that are based on content collected from platforms, like Twitter (e.g., [57–59]). Thus, short-text classification brings new challenges apart. Unlike regular documents, short texts (which are common on the Internet in the form of tweets, SMS, chat logs, e-mails, RSS, among others) are usually less topic-focused and consist of only a few sentences, which does make difficult the application of techniques based on word co-occurrence or word frequency because their vector space representations are often highly sparse for this kind of text [60]. According to Hofmann [61], Latent Semantic Analysis is one of the most popular approaches in this field (e.g., [62,63]); its fundamental idea is to map high-dimensional count vectors to a lower-dimensional representation in a so-called latent semantic space. Its purpose is to find a data mapping that provides information beyond the lexical level and reveals semantical relations between the entities of interest (e.g., [64–66]).

Within the scope of short-text classification, there are several studies in the area of NLP focused on classifying news according to contents. Kroha and Baeza-Yates [67] processed a corpus of news published from 1999 to 2002 in order to explore the impact of several factors (term frequency, grammatical structure, and context) on the actual news classification. Furthermore, Mouriño-García,
Pérez-Rodríguez, Anido-Rifón, and Vilares-Ferro [68] proposed a hybrid approach that enriches the traditional BoW representation with background knowledge for the semantic analysis of texts. The results indicated that their concepts-based approach adds information that improves classification performance for news items.

As mentioned before, Twitter has served as a platform to easily extract content and apply classification techniques on it. There are in the literature studies focused on classifying news based on retrieved tweets. Dilrukshi et al. [59] took advantage of newsgroups that started to share their headlines on Twitter and worked on classifying news into different groups to help the users to identify the most popular newsgroups by time, depending on the country. The classification was performed using SVM, since they considered it to be more effective facing such a high-dimensional problem. Their proposal displayed satisfactory performance detecting content related to entertainment and health, whereas other categories had acceptable effectiveness (more than 70% for most cases). On the other hand, Sankaranarayanan, Samet, Teitler, Lieberman, and Sperling [69] developed a news processing system that showed tweets reporting the latest breaking news. Unlike Dilrukshi et al. [59], Sankaranarayanan et al. [69] did not take the tweets of accounts related to newsgroups, but taking any tweets since tweets regularly report the news before the conventional news media does.

Although most of the studies in the literature are applied for classifying English news (e.g., [70–72]), some researches have recently enriched the related literature by focusing on other languages, employing machine learning techniques (e.g., [73–77]).

The related studies on Spanish are still limited even though short-text classification becomes one of the main applications of NLP. Here, we tackle a real-world problem of Spanish news classification with imbalance by using (a) a BoW representation, (b) a MI feature selector, (c) a sampling method, and (d) a supervised learner.

4. Our Proposal

This project is split into three blocks to face the problem of informing citizens about traffic accidents detected automatically in the news reports provided by the RSS service of ‘El Diario de Juárez’ newspaper. These blocks are (a) data gathering, (b) knowledge discovery, and (c) knowledge application and deployment. Figure 2 presents a visual outline of our knowledge-based system, in which the input and output of each process are indicated under the arrows that represent how the data flow, submitting to transformations until becoming into knowledge.

4.1. Data Gathering

‘El Diario de Juárez’ provided an RSS endpoint to which we can remotely connect by using a Python script. Among the data that were provided by the RSS endpoint, the title and the text of news were retrieved. Both fields are in CDATA sections and they have HTML tags embedded and encoded characters, so it was necessary to remove those tags and convert some characters.

Thus, the corpus was generated by a group of volunteer citizens that manually classified the news into twelve classes: crime, public administration, traffic accident, policy, education, health, security, economy, religion, sports, opinion, and others. After manually classifying the news, the corpus consists of 18,386 tagged news, from which 1894 were identified as a traffic accident. Because of the focus of this study, the class was binarized as ‘traffic accident’ and ‘not traffic accident’; therefore, the class of interest became the minority one.
4.2. Knowledge Discovery

In this subsection, Algorithm 1 shows Python-like pseudocode, whose statements are repeatedly referenced by line numbers throughout this subsection to provide a clear picture of how this study can be replicated. For better readability, Algorithm 1 also supplies additional details in the form of comments marked in grey.

The first step in this block is to determine the descriptive vector of each news. For this purpose, we used the BoW technique, which identifies all of the different words from the text of news with their respective occurrences. We utilized the BoW implementation that was provided by the SciKitLearn library [78,79] for the Python language (Lines 1 and 3, where \( x \) contains the features and \( y \) contains the class). The resultant training dataset has 69,809 integer attributes. Afterward, TF-IDF (term frequency-inverse document frequency) is used to normalize the dataset by calculating the importance of each component (Line 2). Therefore, the words that appear a lot across all news are downscaled.

Before training the classifiers with the vectorized dataset, we reduced its dimensionality to 30,000 features by applying the MI-based filter provided by SciKitLearn (Line 4).

Subsequently, the dataset is split into ten folds to perform cross-validation (Lines 5–9). Afterward, we used sampling algorithms to address the imbalance in the benchmark, because the interest class only represents 10.30% of the instances (Lines 10–11). The sampling algorithms that were tested were SMOTE, borderline SMOTE, ADASYN, ROS, and RUS; all of them taken from the IbmLearn library for the Python language.

After that, we trained the classifiers on the resampled benchmark. The classification algorithms tested were CART, Complement Naïve Bayes, \( k \)NN, Random Forest, and SVM (Lines 12–13). We estimated the error rate through 10-fold cross-validation, by whose mean, ranking, and threshold metrics were calculated (Lines 14–16), taking the PR-AUC as the primary measure of discriminatory capacity. The most skillful model is applied in Block 3 to classify. Figure 2 presents the processes of Block 2.
Algorithm 1 Pseudocode of the knowledge-discovery phase

In: Data: Set of news reports in natural language

1. vector ← vectorizer (Data[Text])  # Data[Text]: News text
2. x ← tfidfTransformer (vector)  # x: Vectorized news text
3. y ← Data[TrafficAccident]  # Data[TrafficAccident]: Binary class of the news
4. fsX ← featureSelector(x, y)  # fsX: x reduced to features selected by the MI filter
5. for each train_index, test_index in KFold (folds = 10)
6. x_train ← fsX[train_index]
7. x_test ← fsX[test_index]
8. y_train ← y[train_index]
9. y_test ← y[test_index]

# SMOTE, RndOverSampling, RndUnderSampling, BorderLine SMOTE, AdaSyn
10. smp ← newSamplingAlgorithm ()
11. x_resampled, y_resampled ← smp.fit_resample (x_train, y_train)

# SVM, Complement Naïve Bayes, Random Forest, Decision Tree, K-Neighbors
12. classifier ← newClassifierModel ()
13. classifier.fit (x_resampled, y_resampled)
14. predictions ← classifier.predict (y_test)
15. metrics ← calculateMetrics (y_test, Predictions)
16. print metrics

4.3. Knowledge Application and Deployment

When the newspaper issues an RSS news, our application vectorizes it (employing BoW and TF-IDF) and applies the trained SVM model to determine whether it is a traffic accident. For those news reports classified as a traffic accident, a data extraction technique that is based on Spanish grammatical patterns is applied to the text of the news to identify the location of those events. The process follows the next steps:

(a) sentence segmentation,
(b) tokenization,
(c) part of speech tagging (POS),
(d) named entity recognition (NER), and
(e) relationship extraction.

All of these steps are performed via SpaCy [80], a Python library. Appendix A offers a more in-depth description of this process with an example.

Once the location has been extracted (in terms of natural language), we used the Google Geocoding API to obtain the coordinates and geolocate them with a marker on a map of the city by using the Google Maps API. Consequently, the content of the map is continuously updated when it detects new information. Anyone can access the application without any cost through a web explorer that is connected to the Internet. Figure 2 also shows the processes performed in Block 3.

5. Results

We programmed our application in Python (version 3.7), using scikit-learn 0.22, imbalanced-learn 0.5, pandas 0.25.3, numpy 1.17.4, matplotlib 3.1.2, SQLAlchemy 1.3.15, and MySql 8.0.

Below, we present the experiments conducted to estimate (a) the performance of the classifiers for identifying patterns of the minority class, (b) the improvement through sampling algorithms, and (c) the effectiveness of our approach for extracting locations.
5.1. Performance of the Classifiers on the Imbalanced Corpus

In this experiment, the objective is to identify the most promising classifier to face the case study. Thus, we compared the five supervised learners through performance metrics. The parameter setting for each classifier is the following:

- **CART**: criterion = ‘entropy’, and max_depth = None.
- **Complement Naïve Bayes**: fit_prior = True, class_prior = None, and norm = False.
- **kNN**: n_neighbors = 10, weights = ‘distance’, and p = 2 (euclidian distance).
- **Random Forest**: n_estimators = 100, criterion = ‘entropy’, max_depth = None.
- **SVM**: loss = ‘hinge’, penalty = ‘l2’, α = 0.001, max_iter = 5, learning_rate = ‘optimal’, ε = 0.1, and tol = None.

According to the scientific literature, sensitivity, precision, F1-score, ROC-AUC, and PR-AUC may provide useful information in order to measure the performance of the classifiers on the imbalanced dataset derived from the case study. Table 2 presents, fold by fold, the efficiency of the classifiers in terms of those metrics.

**Table 2.** Metrics calculated through 10-fold cross-validation for the five classifiers.

| Classifier          | Metric | Folds       |            |            |            |            |            |            |            | Average  |
|---------------------|--------|-------------|------------|------------|------------|------------|------------|------------|------------|----------|
| CART                | Recall | 0.640       | 0.772      | 0.678      | 0.722      | 0.615      | 0.723      | 0.707      | 0.611      | 0.668    |
|                     |        | 0.676       | 0.768      | 0.671      | 0.712      | 0.657      | 0.665      | 0.692      | 0.707      | 0.658    |
|                     |        | F measure   | 0.657      | 0.770      | 0.675      | 0.717      | 0.635      | 0.693      | 0.699      | 0.655    |
|                     |        | ROC-AUC     | 0.803      | 0.873      | 0.818      | 0.842      | 0.789      | 0.841      | 0.836      | 0.791    |
|                     |        | PR-AUC      | 0.676      | 0.781      | 0.693      | 0.733      | 0.656      | 0.708      | 0.713      | 0.679    |
| Compl. Naïve Bayes | Recall | 0.231       | 0.272      | 0.229      | 0.231      | 0.230      | 0.277      | 0.287      | 0.200      | 0.251    |
|                     |        | 0.977       | 0.980      | 1.000      | 0.980      | 0.956      | 0.927      | 1.000      | 1.000      | 0.979    |
|                     |        | F measure   | 0.374      | 0.426      | 0.373      | 0.374      | 0.371      | 0.427      | 0.446      | 0.333    |
|                     |        | ROC-AUC     | 0.929      | 0.961      | 0.941      | 0.942      | 0.932      | 0.925      | 0.941      | 0.930    |
|                     |        | PR-AUC      | 0.759      | 0.831      | 0.799      | 0.813      | 0.748      | 0.731      | 0.812      | 0.774    |
| kNN                 | Recall | 0.091       | 0.130      | 0.137      | 0.061      | 0.091      | 0.038      | 0.083      | 0.022      | 0.064    |
|                     |        | 1.000       | 0.889      | 0.966      | 1.000      | 0.895      | 0.700      | 0.882      | 0.955      | 0.923    |
|                     |        | F measure   | 0.167      | 0.227      | 0.239      | 0.116      | 0.165      | 0.072      | 0.152      | 0.359    |
|                     |        | ROC-AUC     | 0.927      | 0.952      | 0.915      | 0.950      | 0.931      | 0.905      | 0.928      | 0.909    |
|                     |        | PR-AUC      | 0.797      | 0.849      | 0.813      | 0.873      | 0.769      | 0.719      | 0.786      | 0.826    |
| Random Forest       | Recall | 0.559       | 0.663      | 0.556      | 0.580      | 0.572      | 0.582      | 0.569      | 0.532      | 0.572    |
|                     |        | 0.920      | 0.946      | 0.919      | 0.976      | 0.892      | 0.892      | 0.963      | 0.935      | 0.964    |
|                     |        | F measure   | 0.696      | 0.780      | 0.693      | 0.728      | 0.697      | 0.704      | 0.715      | 0.678    |
|                     |        | ROC-AUC     | 0.967      | 0.979      | 0.961      | 0.971      | 0.950      | 0.951      | 0.968      | 0.963    |
|                     |        | PR-AUC      | 0.849      | 0.896      | 0.855      | 0.885      | 0.813      | 0.814      | 0.878      | 0.832    |
| SVM                 | Recall | 0.575       | 0.668      | 0.522      | 0.547      | 0.561      | 0.560      | 0.547      | 0.511      | 0.604    |
|                     |        | 0.955      | 0.939      | 0.973      | 0.943      | 0.938      | 0.904      | 0.952      | 0.960      | 0.950    |
|                     |        | F measure   | 0.718      | 0.781      | 0.679      | 0.693      | 0.702      | 0.691      | 0.695      | 0.667    |
|                     |        | ROC-AUC     | 0.963      | 0.979      | 0.949      | 0.976      | 0.947      | 0.947      | 0.967      | 0.954    |
|                     |        | PR-AUC      | 0.831      | 0.903      | 0.867      | 0.890      | 0.827      | 0.785      | 0.872      | 0.842    |

After analyzing averages from Table 2, we may state that:

- The results from SVM were quite encouraging because this classifier ranked best in terms of PR-AUC (namely the most appropriate measure under conditions of class imbalance), and the second-best in terms of precision, F measure, and ROC-AUC.
- Random Forest is also remarkable, because it was the best considering ROC-AUC and F1-score, and the second-best in sensitivity and PR-AUC.
- Although CART obtained the highest recall, it was simultaneously the worst in terms of precision, ROC-AUC, and PR-AUC.
- Complement Naïve Bayes was only notable in precision, but it was not skillful in recovering instances of the minority class.
According to Table 2, kNN (with that setting) seems to be the less fit for classifying this dataset (with the worst values in F-measure and recall).

From this experiment, we identified SVM and Random Forest as the most promising classifiers for this case study. Consequently, we decided to employ sampling algorithms before training in order to enhance the skillfulness of these classifiers.

5.2. Impact of the Sampling Methods on SVM and Random Forest

In this experiment, the objective is to identify the most supportive sampling algorithm for the selected classifiers. The parameter setting for each sampler is the following:

- **SMOTE**: sampling_strategy = ‘minority’, k_neighbors = 5, and ratio = None.
- **Borderline SMOTE**: sampling_strategy = ‘minority’, k_neighbors = 5, m_neighbors = 10, and kind = ‘borderline-1’.
- **ADASYN**: sampling_strategy = ‘minority’, k_neighbors = 5, m_neighbors = 10, and kind = ‘borderline-1’.
- **ROS**: sampling_strategy = ‘minority’, ratio = None.
- **RUS**: sampling_strategy = ‘majority’, replacement = False, and ratio = None.

Table 3 presents the results that were obtained by the two classifiers when enriched with sampling algorithms.

Table 3. Average of the metrics calculated through 10-fold cross-validation for both classifiers with sampling.

| Classifier | Sampling Algorithm                  | Threshold Metrics | Ranking Metrics |
|------------|-------------------------------------|-------------------|-----------------|
|            |                                     | Recall    | Precision | F-Measure | ROC-AUC | PR-AUC |
| SVM        | None (Base version)                 | 0.5658    | 0.9456 +\*\* | 0.7069    | 0.9597   | 0.8545 |
|            | SMOTE                               | 0.8278    | 0.7511    | 0.7873 +  | 0.9681   | 0.8485 |
|            | Borderline SMOTE                    | 0.8195    | 0.7671    | 0.7921 +\* | 0.9661   | 0.8515 |
|            | ADASYN                              | 0.8332    | 0.7376    | 0.7821    | 0.9687 + | 0.8490 |
|            | ROS                                 | 0.8558    | 0.7217    | 0.7828    | 0.9693 + | 0.8561 +\* |
|            | None (Base version)                 | 0.5765    | 0.9355 +\* | 0.7129    | 0.9627   | 0.8552 +\* |
|            | SMOTE                               | 0.7114    | 0.8820    | 0.7872 +\* | 0.9639   | 0.8481 |
|            | Borderline SMOTE                    | 0.7041    | 0.8917    | 0.7865    | 0.9624   | 0.8503 |
|            | ADASYN                              | 0.7151    | 0.8749    | 0.7866    | 0.9633   | 0.8495 |
|            | ROS                                 | 0.6759    | 0.9050    | 0.7730    | 0.9647 +\* | 0.8429 |
|            | RUS                                 | 0.8641 +\* | 0.5523    | 0.6736    | 0.9621   | 0.8428 |

* the highest value of the metric;  † the second-highest value of the metric; \* the highest value of the metric for a specific classifier.

Under this experimental setup and for the case study, we may reach the following conclusions after analyzing Table 3:

- RUS was the best sampling approach in the scenario where the presence of false negatives is a critical concern (recall).
- We do not recommend resampling if false positives entail dire consequences (precision).
- In terms of F1-score, SMOTE and Borderline SMOTE mainly performed well.
- ROS seems to be the leading choice when considering ROC-AUC alone.
- Finally, an apparent inconsistency in the impact of sampling methods occurs when PR-AUC is considered decisive. On the one hand, SVM achieved the best results when ROS was applied (followed by RUS). On the other hand, contrary to expectations, no sampling algorithm improved the performance of Random Forest.

For these reasons, we have decided to classify via SVM and resample through ROS. These algorithms jointly offered the best compromise among PR-AUC, ROC-AUC, and sensitivity (it is
simultaneously the best one in PR-AUC and ROC-AUC and the third-best in recall). SVM improved its performance by applying ROS prior to training; its metrics were increased in the following manner:

(a) Recall: from 0.5658 to 0.8558.
(b) \( F \)-measure: from 0.7069 to 0.7828.
(c) ROC-AUC: from 0.9597 to 0.9693.
(d) PR-AUC: from 0.8545 to 0.8561.

Appendix B contains the plots of the ROC and PR curves, fold-by-fold, for each pair of algorithms in Table 3, which can be checked for further details.

5.3. Performance of the Location Extraction Module

The 2418 new reports the SVM classified as ‘traffic accidents’ were used to test the effectiveness of the extractor. Firstly, we carried a filtering process out before presenting the results in the web application. The items that included at least one of the following characteristics were not considered:

- The report mentioned multiple road mishaps and locations: the data extractor found several fragments of text matching the grammatical rules. However, these locations are not connected to—or close to—a common point when they are geolocated. They often are recapitulations of past news that included traffic accidents.
- The event occurred outside the city: although the extractor found a fragment of text matching the grammatical patterns, the point is not in the town when it is geolocated.
- There is not a specified location: the data extractor did not find any match of the grammatical rules.

These filter rules allowed removing 798 RSS news reports (actually, 601 of them are false positives). For the remaining group of 1620 items, the location extractor found matches in all of them; in this sense, it had a 100% rate of success in finding locations in Spanish-written texts. However, let us consider the following two types of result:

(a) Exact match. There is only a matching fragment of text in which the location was detected, as described in the news exactly.
(b) Partial matches. The location was detected by several matching fragments of texts.

Partial matches become present when the reports included multiple street names (usually referring to an intersection), or they mentioned a location in a complicated or wordy way. However, we faced this issue when we realized that these partial matching texts often corresponded to the same point when they were geolocated. Subsequently, the location was determined through a majority vote policy.

In the case study, the location extractor offered a performance of 53% of exact matching and 47% of partial matching.

6. Conclusions and Future Work

This paper describes the architecture of a real-world web application whose objective is to identify news reports that are related to traffic incidents, extract their locations, and display them on a map. To this end, it was necessary combinely applying NLP techniques and machine learning algorithms.

This paper contributes to the literature with a corpus of 18,389 RSS news reports, establishing a standard benchmark for further research on NLP in Spanish. This corpus was made up of news reports from an RSS endpoint provided by the Diario de Juárez, a local newspaper in Mexico, and it is composed of two classes that were manually assigned: ‘traffic accident’ and ‘not traffic accident’. The class of interest is ‘traffic accident’, which is the minority one.

Five classification algorithms were assessed: CART, Complement Naïve Bayes, \( k \)NN, Random Forest, and SVM. Before the training process, the corpus was preprocessed by the consecutive application of the bag-of-words technique, TF-IDF normalization, and feature selection based on
mutual information. We found SVM and Random Forest as the most skillful classifiers after conducting computational experiments.

By the obtained results, we concluded that the imbalance between both classes negatively affected the performance of both classifiers. Therefore, sampling algorithms were applied to increase their performance in terms of sensitivity and PR-AUC. A comparative analysis was made to select a proper pair of algorithms—classifier and sampler—for addressing this case study. The best results were obtained when random oversampling and SVM were applied together.

In this way, SVM improved the recall 29% (on average) by identifying more patterns belonging to the minority class, without degrading the values of PR-AUC and ROC-AUC (indeed, they were slightly enhanced). This paper empirically evidences the impact of sampling algorithms on the classifiers under conditions of class imbalance and high dimensionality. Random oversampling obtained the most encouraging results among the sampling algorithms tested. Although a side effect of resampling is to diminish precision, NLP techniques based on grammar patterns could mitigate this drawback when they are applied jointly to Machine Learning approaches; in our experiments, the location extraction module was able to identify—indirectly—the 71% of the false-positive cases.

As future work, we are going to explore other ways to represent the RSS news reports. We mean implementing schemata with more capacities than the bag of words, which allow capturing semantic information (e.g., [26,28,29]). Interestingly, the most elementary sampling algorithms—ROS and RUS—proved to be the most effective to address this case study, additional calculations of the other methods did not make any contribution; ergo, we are going to investigate the properties of this corpus (other than its high dimensionality when it is vectorized) to identify the causes and factors behind such behavior; this knowledge would be convenient to face other real-world problems of this nature.
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Appendix A

Here, a technique of information extraction is applied to all the news that we have classified as a traffic accident, which is the input set to extract the location from the news text.

We used a library for NLP called spaCy [80] for the extraction module, which employs a rule-based matching. This process works by defining a set of rules composed by elements like punctuation marks, the length of a token, tokens in uppercase or lowercase, grammatical tags, among others. Once the rules are defined, they are applied to a news report; if there are one or more matches, the location is obtained from the text. The group of rules for the location extraction was created by considering the grammatical structure with which the point of a traffic accident can be written. The rules that form the description of roadways are the following:

(a) A prefix to indicate the kind of road (either in singular or plural) followed by an optional article and preposition (e.g., ‘carretera de’, ‘avenida de la’, ‘Bulevar’, ‘periférico’).
(b) The name of the road with an elective number followed by as far as four words in a little case format with an optional grammatical article and preposition between each one of them (e.g., ‘calle Norte’, ‘periférico de la Juventud’, ‘bulevar Juan Pablo II’, ‘calle 20 de noviembre’).

This set of rules can be repeated one time with a conjunction between them; forming the pattern used in this extraction module.
Figure A1 presents an example of how the extraction module works over a news report. In Figure A1a, the content of a news report is the input, obtained after preprocessing the element got from the RSS endpoint, which is only plain text in Spanish. In Figure A1b, the original text is divided into its composing sentences through the Sentencizer class, which will mainly split the original text by period; although other symbols may mark the end of a sentence, those are less common in the text of a news report. In Figure A1c, the Tokenizer class takes the set of sentences obtained previously and breaks down the text into its most basic units (tokens). In Figure A1d, the POS tagging process is benefited by the tokenization step; the Tagger class takes each one of the tokens and assigns its grammatical function. Finally, in Figure A1e performs the Named Entity Recognition through the EntityRecognizer class to identify the entities we are interested in that could help to find the location. Since we are only interested in entities referring to a roadway (in Spanish, this list includes ‘calle’, ‘avenida’, ‘bulevar’, ‘carretera’, among others), this step identifies ‘bulevar’ and ‘calle’ as the meaningful words.

Once all of these steps are done, the Matcher class tries to find sequences of tokens that match the pattern rules. In this case, the extraction is exact and performs a single match that identifies an intersection formed by two roadways: ‘bulevar Óscar Flores Sánchez y calle Cesáreo Santos’. Because no additional steps are needed, this is stored in a database as the extracted location.

Figure A1. Processing for the Information Extraction process: (a) Original Text; (b) Text Segmentation; (c) Tokenization; (d) POS Tagging; and, (e) Named Entity Recognition.

Appendix B

This appendix presents, in Figures A2–A11, the ROC and PR curves of SVM and Random Forest, fold by fold, incorporating sampling algorithms.
Figure A2. The ROC and PR curves of SVM and Random Forest for Fold 1; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.

Figure A3. The ROC and PR curves of SVM and Random Forest for Fold 2; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.
Figure A4. The ROC and PR curves of SVM and Random Forest for Fold 3; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.

Figure A5. The ROC and PR curves of SVM and Random Forest for Fold 4; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.
Figure A6. The ROC and PR curves of SVM and Random Forest for Fold 5; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.

Figure A7. The ROC and PR curves of SVM and Random Forest for Fold 6; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.
Figure A8. The ROC and PR curves of SVM and Random Forest for Fold 7; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.

Figure A9. The ROC and PR curves of SVM and Random Forest for Fold 8; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.
Figure A10. The ROC and PR curves of SVM and Random Forest for Fold 9; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.

Figure A11. The ROC and PR curves of SVM and Random Forest for Fold 10; (a) the ROC curve of SVM; (b) the ROC curve of Random Forest; (c) the PR curve of SVM; and, (d) the PR curve of Random Forest.
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