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\begin{abstract}
In this paper, we consider Barron functions \( f : [0,1]^d \to \mathbb{R} \) of smoothness \( \sigma > 0 \), which are functions that can be written as
\[ f(x) = \int_{\mathbb{R}^d} F(\xi) e^{2\pi i \langle x, \xi \rangle} d\xi \quad \text{with} \quad \int_{\mathbb{R}^d} |F(\xi)| \cdot (1 + |\xi|)^\sigma d\xi < \infty. \]
For \( \sigma = 1 \), these functions play a prominent role in machine learning, since they can be efficiently approximated by (shallow) neural networks without suffering from the curse of dimensionality.

For these functions, we study the following question: Given \( m \) point samples \( f(x_1), \ldots, f(x_m) \) of an unknown Barron function \( f : [0,1]^d \to \mathbb{R} \) of smoothness \( \sigma \), how well can \( f \) be recovered from these samples, for an optimal choice of the sampling points and the reconstruction procedure? Denoting the optimal reconstruction error measured in \( \mathcal{L}p \) by \( s_m(\sigma; \mathcal{L}p) \), we show that
\[ m^{-\max\{\frac{1}{p}, \frac{1}{2}\} - \frac{\sigma}{2}} \lesssim s_m(\sigma; \mathcal{L}p) \lesssim (\ln(e + m))^{\alpha(\sigma, d)/p} \cdot m^{-\max\{\frac{1}{p}, \frac{1}{2}\} - \frac{\sigma}{2}}, \]
where the implied constants only depend on \( \sigma \) and \( d \) and where \( \alpha(\sigma, d) \) stays bounded as \( d \to \infty \).
\end{abstract}

\section{Introduction}
In \cite{2,1}, Andrew Barron introduced a certain function class—nowadays called the class of Barron functions—which has the fascinating property that Barron functions can be well approximated (without suffering from the curse of dimensionality) by non-linear function classes like neural networks, whereas any

\textit{Key words and phrases.} Sampling; Sampling numbers; Rate of convergence; Barron functions; Curse of dimensionality; Information based complexity.

\textit{2020 Mathematics subject classification.} 94A20, 41A46, 46E15, 42B35, 41A25, 65D15, 41A63

\textsuperscript{*}KU Eichstätt–Ingolstadt, Mathematisch–Geographische Fakultät, Lehrstuhl Reliable Machine Learning, Ostenstraße 26, 85072 Eichstätt, Germany. Email: felix.voigtlaender@ku.de

1

\end{document}
linear method of approximating Barron functions will be subject to the curse of dimensionality [2].

Specifically, a function \( f : [0,1]^d \to \mathbb{R} \) is called a Barron function if there exists \( F : \mathbb{R}^d \to \mathcal{C} \) satisfying

\[
f(x) = \int_{\mathbb{R}^d} F(\xi) e^{2\pi i \langle x, \xi \rangle} \, d\xi \quad \forall x \in [0,1]^d
\]  

(1.1)

and \( C_f := \int_{\mathbb{R}^d} |F(\xi)| \cdot (1 + |\xi|) \, d\xi < \infty \). For such a function, Barron showed in [2] that for each \( n \in \mathbb{N} \), there exists a shallow neural network \( \Phi_n \) with a sigmoidal activation function and \( n \) neurons satisfying \( \|f - \Phi_n\|_{L^2} \lesssim C_f \cdot n^{-1/2} \), where it is noteworthy that the rate of decay of the approximation error is independent of the input dimension \( d \).

As a consequence, in [1] Barron established a learning bound for Barron functions. More precisely, he showed that there is a reconstruction procedure based on neural networks, such that given \( m \) random point samples \( f(x_1), \ldots, f(x_m) \) where \( x_1, \ldots, x_m \) are independent and uniformly distributed in \([0,1]^d\), then the resulting reconstruction \( \tilde{f} = \tilde{f}_{x_1, \ldots, x_m} \) satisfies \( \mathbb{E}\|f - \tilde{f}\|_{L^2} \lesssim (\ln(m)/m)^{1/4} \), where the expectation is with respect to the choice of the sampling points \( x_1, \ldots, x_m \). Similar results with a worse asymptotic scaling for \( m \to \infty \) but with better dependence of the implied constant on \( d \) were recently derived in [13].

As for the approximation result, an important property of these learning bounds is that the resulting asymptotic decay rate of the reconstruction error is independent of the ambient dimension. Nevertheless, as recently noted in [3] Page 23], the result in [1] leaves open the following question, which—once resolve—has important implications for the optimal learning of Barron functions:

If one is free to choose the sampling points \( x_1, \ldots, x_m \in [0,1]^d \) and the reconstruction method, what is the optimal behavior of the worst case reconstruction error as \( m \to \infty \)?

In this paper, we resolve this question, by deriving upper and lower bounds for the so-called sampling numbers of the Barron space. The derived bounds are sharp up to logarithmic factors.

Before we dive into the precise results, let us define the precise notion of Barron functions and sampling numbers that we will use.

### 1.1 Definition of the Barron space and sampling numbers

In this paper, we will study a certain generalization of the Barron spaces that was recently introduced in [13]. The original Barron space studied in [2 11] corresponds to choosing \( \sigma = 1 \).

**Definition 1.1.** Let \( \sigma > 0 \) and let \( \Omega \subset \mathbb{R}^d \) be arbitrary. We say that \( f : \Omega \to \mathbb{R} \) is a **Barron function** with smoothness parameter \( \sigma \) (written \( f \in B^\sigma(\Omega) \)), if there
exists a measurable function $F : \mathbb{R}^d \to \mathbb{C}$ satisfying $\int_{\mathbb{R}^d} (1 + |\xi|)^\sigma |F(\xi)| \, d\xi < \infty$ and
\begin{equation}
\forall x \in \Omega : \quad f(x) = \int_{\mathbb{R}^d} e^{2\pi i (x,\xi)} F(\xi) \, d\xi.
\end{equation}
We then define the Barron norm of $f$ as
\[ \|f\|_{B^\sigma(\Omega)} := \inf \left\{ \int_{\mathbb{R}^d} (1 + |\xi|)^\sigma |F(\xi)| \, d\xi : \text{Equation (1.2) holds} \right\}. \]

Remark. To simplify some notations, in the following we will work on the unit cube $[-\frac{1}{2}, \frac{1}{2}]^d$ instead of on $[0, 1]^d$. Since the Barron space is translation invariant (see e.g. Lemma 2.3) this does not change the results.

The question (1.1) from above is formalized by the following definition of sampling numbers. For more general properties of such sampling numbers, we refer to \cite{11} Sections 2 and 3.

**Definition 1.2.** Let $\Omega \subset \mathbb{R}^d$ be arbitrary and let $V \hookrightarrow C(\Omega)$ be a normed vector space. Furthermore, let $R$ (the “reconstruction space”) be a normed vector space of measurable functions on $\Omega$ for which $V \hookrightarrow R$.

For $m \in \mathbb{N}$, the $m$-th (non-linear) sampling number of $V$ is defined as
\[ s_m(V; R) := \inf_{x_1, \ldots, x_m \in \Omega} \inf_{T : \mathbb{R}^m \to R} \sup_{f \in V, \|f\|_V \leq 1} \|f - T(f(x_1), \ldots, f(x_m))\|_R, \]
where the function $T : \mathbb{R}^m \to R$ can be non-linear. The linear sampling number $s_m^{\text{lin}}(V; R)$ is defined similarly, but assuming $T$ to be linear.

Strictly by definition, having a small sampling number just means that functions in the unit ball of $V$ can be well recovered via samples. The following result shows that then actually any function $f \in V$ can be well reconstructed (compared to its norm). This is probably well-known in the information-based complexity literature, but since we were not able to locate a convenient reference, we provide the proof in Appendix A.1.

**Lemma 1.3.** For any $m \in \mathbb{N}$ and $\delta > 0$, there exist sampling points $x_1, \ldots, x_m \in \Omega$ and a map $A : \mathbb{R}^m \to V$ satisfying
\[ \|f - A(f(x_1), \ldots, f(x_m))\|_R \leq (4 + \delta) \cdot s_m(V; R) \cdot \|f\|_V \quad \forall f \in V. \]

1.2 Main result

Our main result is to provide (essentially) sharp bounds for the sampling numbers of the Barron space $B^\sigma(\Omega)$, as stated in the following theorem.

**Theorem 1.4.** Let $d \in \mathbb{N}$ and $\sigma \in (0, \infty)$, and define $\Omega := [-\frac{1}{2}, \frac{1}{2}]^d$. Then there exist constants $C_1 = C_1(d, \sigma) > 0$ and $C_2 = C_2(d, \sigma) > 0$ satisfying for any $p \in [1, \infty]$ and $m \in \mathbb{N}$ that
\[ s_m(B^\sigma(\Omega); L^p(\Omega)) \leq \begin{cases} 
C_1 \cdot ([\ln(e + m)]^4/m)^{\frac{1}{2} + \frac{\sigma}{d}}, & \text{if } p \in [1, 2], \\
C_1 \cdot [\ln(e + m)]^{(4 + \frac{\sigma}{d})/p} \cdot m^{-\left(\frac{1}{p} + \frac{\sigma}{d}\right)}, & \text{if } p \in [2, \infty].
\end{cases} \]
and
\[
s_m(\mathcal{B}_d^p(\Omega); L^p(\Omega)) \geq \begin{cases} 
C_2 \cdot m^{-\left(\frac{1}{2} + \frac{d}{2}\right)}, & \text{if } p \in [1, 2], \\
C_2 \cdot m^{-\left(\frac{1}{p} + \frac{d}{2}\right)}, & \text{if } p \in [2, \infty]. 
\end{cases}
\]

**Remark.** 1) Up to log factors, the preceding bound shows that
\[
s_m(\mathcal{B}_d^p(\Omega); L^p(\Omega)) \asymp m^{-\left(\frac{1}{\max\{p, 2\}} + \frac{d}{2}\right)}.
\]
Thus, we see for any fixed \( p \in [1, \infty) \) that—at least regarding the asymptotic rate—Barron functions can be reconstructed from point samples without incurring the curse of dimensionality. Note, however, that this only holds if \( p \in [1, \infty) \) is fixed independent of \( d \). On the contrary, this is not at all true if one measures the reconstruction error in \( L^\infty \) (unless \( \sigma \gtrsim d \)).

2) We emphasize that the exponent of the logarithmic factor stays bounded as \( d \to \infty \).

3) In this paper we do not study the asymptotic behavior of the constants \( C_i = C_i(d, \sigma) \) with respect to \( d \). Thus, it could be that the (essentially dimension-free) asymptotic rate only takes effect once \( m \gg m_0 = m_0(d) \) with \( m_0(d) \) potentially growing quickly with \( d \).

4) As stated above, the lower bound only applies to deterministic methods of reconstructing Barron functions from point samples. In fact, the same bound also holds for randomized algorithms; see Section 3 and in particular Theorem 3.2 for more details.

5) The reconstruction algorithm that we use to prove the upper bound is non-linear, since it is based on \((l^1\)-minimization\) methods from compressive sensing \[9\]. In fact, we show that—at least if one measures the reconstruction error in \( L^p \) with \( p \geq 2 \)—any linear method of reconstruction will necessarily suffer from the curse of dimensionality; see Theorem 4.3 for more details.

**Proof.** The upper bound will be shown in Theorem 2.10. The lower bound will be shown in Theorem 3.2.

1.3 Discussion of related work

1.3.1 Results related to Barron spaces

After their inception in \[2\] \[1\], the Barron space and its relation to neural networks has recently received much interest due to the increased interest in rigorously understanding the astonishing practical success of deep learning methods: In \[14\], it was shown that functions belonging to the Barron spaces \( B^2(\Omega) \) can be approximated up to \( L^\infty \) error \( O(m^{-\frac{d}{2} - \frac{d}{2}}) \) by shallow ReLU neural networks satisfying an \( l^1 \) bound on the network weights; similar results were derived for the approximation of functions in \( B^3(\Omega) \) by neural networks with the squared ReLU activation function. In \[13\], Klusowski and Barron proved learning bounds roughly similar to those in \[1\], with a worse asymptotic rate of decay.
but much milder dependence of the implied constants on the input dimension.

Pointwise smoothness properties of Barron functions were studied in [7].

In [4, 19], the authors studied (optimal) learning bounds for classification functions with decision boundary in the Barron space. These learning bounds are intimately related to certain functional-analytic properties of the Barron space, namely the behavior of the *entropy numbers* of this space. In [19, Propositions 4.4 and 4.6], it was shown that the $L^p$ entropy numbers of $B^\sigma([0,1]^d)$ for arbitrary $p \in [1, \infty]$ satisfy

$$
\varepsilon^{-1/(\frac{1}{p} + \frac{1}{d})} \lesssim M_{B^\sigma,L^p}(\varepsilon) \lesssim \varepsilon^{-1/(\frac{1}{p} + \frac{1}{d})} \cdot (1 + \ln(1/\varepsilon)) \quad \forall \varepsilon \in (0,1). \quad (1.3)
$$

A similar bound (valid for general $\sigma > 0$) appeared almost concurrently in [16]; see also [21] for related bounds for a somewhat different (but related) function class of neural networks.

A surprising property of our results regarding the sampling numbers of the Barron spaces is that while the asymptotic behavior of the *entropy numbers* of $B^\sigma$ are independent (up to a log factor) of the choice of $p$, the sampling numbers vary greatly with $p$; as noted above, the $L^\infty$ sampling numbers of $B^\sigma$ are subject to the curse of dimensionality, while this is not true of the entropy numbers. We remark that there is a general lower bound for the so-called *Gelfand numbers* (which are a lower bound for the sampling numbers) in terms of the entropy numbers, known as Carl’s inequality; see e.g. [12]. Thus, our bounds show that Carl’s inequality is not sharp in this case. We also remark that in several other settings (see for instance the papers [18, 20], which study the sampling numbers for certain reproducing kernel Hilbert spaces) there indeed is a very close relationship between the behavior of the entropy numbers and the sampling numbers.

### 1.3.2 Results related to sampling numbers

The relation between sampling numbers and optimal learning bounds was recently emphasized in [3], in which also the question studied in this paper was raised. The main purpose of the article [3] is to devise optimization problems which (at least in principle) can be numerically solved and which attain the theoretically optimal recovery rate. We remark that the proof of Theorem 1.4 actually indicates a recovery algorithm for the case of Barron spaces: one locally reconstructs the function of interest via solving certain $\ell^1$ minimization problems and then “patches together” these local reconstructions.

For the classical Sobolev spaces $W^{k,p}([0,1]^d)$, the asymptotic behavior of the sampling numbers is well-studied. First, note (in the case of $d > 1$) that $W^{k,p}([0,1]^d) \hookrightarrow C([0,1]^d)$ if and only if $k/d > 1/p$. In this case, [11, Theorem 6.1] shows that

$$
s_m(W^{k,p}([0,1]^d); L^q(\Omega)) \asymp \begin{cases} \frac{1}{m^{-k/d}}, & \text{if } q \leq p, \\ \frac{1}{m^{-k/d+1/p-1/q}}, & \text{if } q > p, \end{cases} \quad (1.4)
$$

and the same bound also holds for randomized recovery algorithms, meaning that allowing potentially randomized algorithms does not improve the recovery.
The question answered by the sampling numbers is, how well an unknown function from a given class can be recovered, if one has free choice over the sampling points and over the recovery algorithm. However, in many scenarios (for example, in many settings studied in machine learning), it is unrealistic to assume that the samples can be chosen freely; rather, they are often sampled from a given probability distribution. For the setting of Sobolev functions, it was recently shown in [15] that in fact, randomly chosen points (with respect to the uniform distribution) perform as good as the optimal points (at least regarding the asymptotic behavior of the error for \( m \to \infty \)). It would be interesting to study if this remarkable property also holds for the Barron spaces.

One limitation of the rates in Equation (1.4) is that they are subject to the curse of dimensionality: Unless the smoothness \( k \) is very large (meaning \( k \gtrsim d \)), the decay of the recovery error with the number of samples is extremely slow for large input dimension \( d \). For this reason, much research has been concerned with finding function spaces that do not suffer from this curse of dimensionality but which are nevertheless sufficiently rich that functions of interest in practice belong to such spaces. In addition to the Barron spaces, one further class of spaces with this property are the spaces of dominating mixed smoothness; see [5] for a good overview. The main issue with these spaces is that while the “main rate of decay” for quantities like the entropy numbers or (linear) sampling numbers is dimension-free, one gets a further power of a logarithmic term, and the power grows unboundedly as \( d \to \infty \). As a case in point, [5, Theorem 5.12] shows for \( r > \frac{1}{2} \) that

\[
s_{m}^{\text{lin}}(W_{2}^{r}; L^{\infty}) \asymp m^{-(r-1/2)} \cdot (\ln m)^{(d-1)\cdot r},
\]

where \( W_{2}^{r} \) is a Sobolev space of dominating mixed smoothness. It should be remarked that this is only for linear recovery algorithms, which in the case of the Barron space are fully subject to the curse of dimensionality (see Section 4). I do not know whether similar results hold for the non-linear sampling numbers, but I deem it unlikely, since also the entropy numbers of the spaces of dominating mixed smoothness are subject to such a logarithmic factor; see [5, Theorem 6.13].

We emphasize that while our upper bounds for the sampling numbers for the Barron space involve a logarithmic factor as well, the power of the logarithmic factor stays bounded as \( d \to \infty \), in stark contrast to Equation (1.5).

Finally, we would also like to mention the recent work [10] which studies the sampling numbers of certain function spaces related to neural networks, namely so-called neural network approximation spaces.

1.4 Proof techniques and structure of the paper

In Section 2, we prove the upper bound in Theorem 1.4. The case \( p = \infty \) is handled simply by noting that \( B^{\sigma}(\Omega) \hookrightarrow C^{\sigma}(\Omega) \) and then using known results for the sampling numbers of \( C^{\sigma}(\Omega) \). Then, once the case \( p = 2 \) is settled as well, the case \( p \in [2, \infty] \) follows by a form of interpolation (see Lemma 2.8), and the case \( p \in [1, 2] \) follows from the embedding \( L^{p}([-\frac{1}{2}, \frac{1}{2})^{d}) \hookrightarrow L^{p}([-\frac{1}{2}, \frac{1}{2})^{d}) \) which
holds for $p \in [1, 2]$. Thus, the main difficulty is the case $p = 2$. The proof of this case proceeds as follows:

- We first prove a local reconstruction result, where we show that if we can sample $f \in B^\sigma([-\frac{1}{2}, \frac{1}{2}]^d)$ on all of $\Omega = [-\frac{1}{2}, \frac{1}{2}]^d$, then we can reconstruct $f$ on the smaller domain $\Omega_0 = [-\frac{1}{4}, \frac{1}{4}]^d$ with an error bound similar to the one stated in Theorem 1.4. This is shown by first proving that if $f \in B^\sigma(\Omega)$ and if $\varphi$ is a smooth cutoff function satisfying $\text{supp } \varphi \subset (-\frac{1}{2}, \frac{1}{2})^d$ and $\varphi \equiv 1$ on $\Omega_0$, then the localized function $\varphi \cdot f$ admits a Fourier expansion with coefficients in a weighted $\ell^1$ space. This then implies (by a deep result from [6]) that $\varphi \cdot f$ can be well approximated by a sparse trigonometric polynomial $g$. By interpreting the samples of $f \cdot \varphi$ as noisy samples of $g$, we then use results from compressive sensing to recover an approximation $h$ of $g$, which is then a good approximation of $f \cdot \varphi$.

Note that considering the localized function $f \cdot \varphi$ is really necessary: Since $f$ need not be periodic, $f$ itself will not have a Fourier expansion with well-controlled coefficients.

- We extend the local reconstruction result to a global result, by using a suitable partition $\Omega = \bigcup_{n \in \mathbb{N}, \theta \in \{\pm\}^d} Q_n^\theta$ of $\Omega$ into $d$-dimensional rectangles $Q_n^\theta$ with the property that there is a larger rectangle $P_n^\theta \supset Q_n^\theta$ that is still contained in $\Omega$ and such that (after a suitable affine change of variables), $Q_n^\theta$ lies with respect to $P_n^\theta$ as $\Omega_0$ lies with respect to $\Omega$. After a change of coordinates, this essentially allows one to sample $f|_{Q_n^\theta}$ on the bigger set $P_n^\theta \subset \Omega$ and then to employ the local reconstruction result to reconstruct an approximation to $f|_{Q_n^\theta}$. By “patching together” these local results and by suitably choosing the number of samples used on each $Q_n^\theta$, one then obtains the global result.

Section 3 proves the lower bound in Theorem 1.4. This is based on showing that there is a large family of sums of bump functions contained in the Barron space $B^\sigma(\Omega)$. Then, given the position of the sampling points, one can choose the sum of bump functions $f$ such that it avoids all the sampling points (and is thus indistinguishable from the zero function), but such that $f$ still has comparatively big $L^p$ norm. This proves the lower bound for deterministic recovery procedures. The extension to possibly randomized algorithms is based on proving a lower bound for the average case performance of any deterministic algorithm over a suitably chosen class of sums of bump functions.

Finally, in Section 4 we show that linear sampling recovery procedures for the Barron space are necessarily subject to the curse of dimensionality. This is based on observations by Barron in [2, Section 6], which we slightly adapt in order to also cover the case of randomized linear recovery procedures.

Some more technical proofs are postponed to Appendix A.
1.5 Notation
We denote the standard inner product of $x,y \in \mathbb{R}^d$ by $\langle x, y \rangle = \sum_{j=1}^{d} x_j y_j$. The Euclidean norm $\|x\|_{\ell^2} = \sqrt{\langle x, x \rangle}$ of $x \in \mathbb{R}^d$ is denoted by $|x| = \|x\|_{\ell^2}$. We denote the Lebesgue measure of a (measurable) set $M \subset \mathbb{R}^d$ by $\lambda(M)$. Given $a = (a_1, \ldots, a_d) \in \mathbb{R}^d$, we denote by $D_a = \text{diag}(a_1, \ldots, a_d)$ the diagonal matrix with diagonal entries equal to $a_1, \ldots, a_d$.

For the Fourier transform, we use the normalization

$$\mathcal{F} f(\xi) = \hat{f}(\xi) = \int_{\mathbb{R}^d} f(x) \cdot e^{-2\pi i \langle x, \xi \rangle} \, dx$$

for $f \in L^1(\mathbb{R}^d)$. It is well-known that $\mathcal{F}$ extends to a unitary operator on $L^2(\mathbb{R}^d)$ and that the inverse Fourier transform is given by $\mathcal{F}^{-1} f(x) = \mathcal{F} f(-x)$.

Given a finite set $\Theta \neq \emptyset$ and any sequence $(a_\theta)_{\theta \in \Theta} \subset \mathbb{R}$, we write

$$\sum_{\theta \in \Theta} a_\theta := \frac{1}{|\Theta|} \sum_{\theta \in \Theta} a_\theta$$

for the average of the $a_\theta$.

2 Upper bounds
In this section, we derive (almost) optimal upper bounds for the sampling numbers of the Barron space $B^\sigma(\Omega)$ for $\Omega = [-\frac{1}{2}, \frac{1}{2}]^d$, where the reconstruction error is measured in $L^p$. We start with the case $p = 2$ (Section 2.1), then consider the case $p = \infty$ (Section 2.2), and then use these two cases to obtain bounds for the general case $p \in [1, \infty]$.

2.1 Upper bounds for $L^2$ sampling numbers
We first note the following elementary embedding of the Barron space into $L^\infty$.

**Lemma 2.1.** Let $\Omega \subset \mathbb{R}^d$ and $\sigma \in (0, \infty)$ be arbitrary. Then every $f \in B^\sigma(\Omega)$ satisfies

$$\sup_{x \in \Omega} |f(x)| \leq \|f\|_{B^\sigma(\Omega)}.$$

**Proof.** Let $f \in B^\sigma(\Omega)$. By definition of the norm $\| \bullet \|_{B^\sigma(\Omega)}$, given any $\delta > 0$, there exists $F : \mathbb{R}^d \to \mathbb{C}$ satisfying $\int_{\mathbb{R}^d} (1 + |\xi|)^\sigma |F(\xi)| \, d\xi \leq \|f\|_{B^\sigma(\Omega)} + \delta$ and such that $f(x) = \int_{\mathbb{R}^d} F(\xi) e^{2\pi i \langle x, \xi \rangle} \, d\xi$ for all $x \in \Omega$, which then easily implies $|f(x)| \leq \|f\|_{B^\sigma(\Omega)} + \delta$ for all $x \in \Omega$. Since $\delta > 0$ was arbitrary, this implies the stated estimate. \qed

The following is the main technical lemma on which our proof relies. It is based on proof techniques in [19 Lemmas 4.3 and 4.5].
Lemma 2.2. Let $d \in \mathbb{N}$ and $\sigma > 0$ be given and let $\Omega := [-\frac{1}{2}, \frac{1}{2}]^d$ and $\Omega_0 := [-\frac{1}{4}, \frac{1}{4}]^d$. There exists a constant $\kappa = \kappa(d, \sigma) \geq 1$ and an absolute constant $C \geq 1$ such that if $\varepsilon > 0$ and if

$$m \geq \kappa \cdot \varepsilon^{-1/(\frac{1}{2} + \frac{1}{d})} \cdot \ln^4(e + \varepsilon^{-1}),$$

then there exist

sampling points $x_1, \ldots, x_m \in \Omega$ and a reconstruction map $T : \mathbb{R}^m \to L^2(\Omega)$

such that the following holds:

$$\forall f \in B^\sigma(\Omega) \text{ with } \|f\|_{B^\sigma(\Omega)} \leq 1 : \quad \|f - T(f(x_1), \ldots, f(x_m))\|_{L^2(\Omega_0)} \leq C \cdot \varepsilon.$$ 

Remark. Note that samples $x_i$ come from all of $\Omega$ but that the reconstruction is only on $\Omega_0$, not on all of $\Omega$.

Proof. For $f \in B^\sigma(\Omega)$ with $\|f\|_{B^\sigma(\Omega)} \leq 1$, Lemma 2.1 shows that $\|f\|_{L^\infty(\Omega)} \leq 1$. Thus, in case that $\varepsilon \geq 1$, we can even choose $m = 0$ and $T : \mathbb{R}^m \to L^2(\Omega)$ such that $T \equiv 0$. Therefore, in the following we need only consider the case $\varepsilon < 1$.

We denote the Fourier basis for $L^2(\Omega)$ by $(e_k)_{k \in \mathbb{Z}} := (e^{2\pi i (k \cdot \cdot)}_{k \in \mathbb{Z}},$ and for any $g \in L^1(\Omega)$, we denote the associated discrete Fourier coefficients by $\hat{g}(k) = \int_\Omega f(x) e_k(x) \, dx$. Furthermore, we identify $L^p(\Omega) \cong L^p(\mathbb{R}^d/\mathbb{Z}^d)$ for any $p \in [1, \infty]$, meaning that we identify a function $f \in L^p(\Omega)$ with its $\mathbb{Z}^d$-periodic extension to $\mathbb{R}^d$, so that we can sensibly talk about the convolution $f \ast g$ of two functions $f, g \in L^1(\Omega)$. It will be clear from context in each instance whether we consider the Fourier transform or convolution on $\Omega$ or on $\mathbb{R}^d$.

Step 1 (Preparations): We fix a function $\varphi \in C_0^\infty(\mathbb{R}^d)$ satisfying $0 \leq \varphi \leq 1$ and supp $\varphi \subseteq \Omega^\circ$ and such that $\varphi \equiv 1$ on $\Omega_0$. For brevity, let us define $w : \mathbb{R}^d \to [0, \infty)$, $\xi \mapsto (1 + |\xi|)^{\sigma}$. We define the weighted $L^1$ space $L^1_w$ as the set of all measurable $G : \mathbb{R}^d \to \mathbb{C}$ for which the norm $\|G\|_{L^1_w} := \|Gw\|_{L^1}$ is finite, where we use the notation

$$G_w : \mathbb{R}^d \to \mathbb{C}, \quad G_w(\xi) = w(\xi) \cdot G(\xi).$$

We note for later use for $\xi, \eta \in \mathbb{R}^d$ that $1 + |\xi + \eta| \leq 1 + |\xi| + |\eta| \leq (1 + |\xi|)(1 + |\eta|)$, and raising this to the power $\sigma$ shows that $w$ is submultiplicative, that is,

$$w(\xi + \eta) \leq w(\xi) \cdot w(\eta) \quad \forall \xi, \eta \in \mathbb{R}^d.$$ 

Now, given any continuous function $G : \mathbb{R}^d \to \mathbb{C}$, we define the (Wiener) maximal function of $G$ as

$$MG : \mathbb{R}^d \to [0, \infty), \quad \xi \mapsto \sup_{\eta \in \xi + [-1/2, 1/2]^d} |G(\eta)|.$$
It is easy to see\(^1\) that \( MG \) is measurable. Further, note that if \( \xi \in n + [-\frac{1}{2}, \frac{1}{2}]^d \),
then \( n \xi + [-\frac{1}{2}, \frac{1}{2}]^d \) and thus \( MG(\xi) \geq |G(n)| \). Therefore, if \( MG \in L^1 \), then
\[
\sum_{n \in \mathbb{Z}^d} |G(n)| = \sum_{n \in \mathbb{Z}^d} \int_{n + [-\frac{1}{2}, \frac{1}{2}]^d} |G(n)| d\xi
\leq \sum_{n \in \mathbb{Z}^d} \int_{n + [-\frac{1}{2}, \frac{1}{2}]^d} MG(\xi) d\xi
= \int_{\mathbb{R}^d} MG(\xi) d\xi = ||MG||_{L^1}.
\]

Finally, we note that \( \hat{\varphi} \in S(\mathbb{R}^d) \), so that there exists a certain constant \( \kappa_1 = \kappa_1(\varphi, \sigma) = \kappa_1(d, \sigma) \geq 1 \) satisfying \( |\hat{\varphi}(\xi)| \leq \kappa_1 \cdot (1 + |\xi|)^{-(d+1)\sigma} \) for all \( \xi \in \mathbb{R}^d \). This implies for any \( \eta \in \mathbb{R}^d \) and \( v \in [-\frac{1}{2}, 1/2]^d \) that
\[
w(\xi + v) \cdot |\hat{\varphi}(\xi + v)| \leq \kappa_1 \cdot (1 + |\xi + v|)^{-(d+1)} \leq \kappa_2 \cdot (1 + |\xi|)^{-(d+1)}
\]
for a suitable constant \( \kappa_2 = \kappa_2(d, \sigma) \geq 1 \). Here, the last step used that
\( 1 + |\xi| \leq 1 + |\xi + v| + |v| \leq 1 + \sqrt{d} + |\xi + v| \leq (1 + \sqrt{d}) \cdot (1 + |\xi + v|) \)
and thus \( (1 + |\xi + v|)^{-(d+1)} \leq (1 + \sqrt{d})^{d+1} \cdot (1 + |\xi|)^{-(d+1)} \).

**Step 2 (A Fourier expansion for \( \varphi*f \)):** Let \( f \in B^\sigma(\Omega) \) with \( ||f||_{B^\sigma(\Omega)} \leq 1 \) be arbitrary. By definition of this norm, this means that there exists \( F \in L^1_{\mathcal{M}}(\mathbb{R}^d) \) with \( ||F||_{L^1_{\mathcal{M}}} \leq 2 \) and such that \( f(x) = \int_{\mathbb{R}^d} e^{2\pi i(x, \xi)} F(\xi) d\xi \) for all \( x \in \Omega \). We can thus extend \( f \) to a function defined on all of \( \mathbb{R}^d \) by setting \( f := F^{-1}F \). Note that \( f \) is then continuous and bounded with \( ||f||_{L^\infty} \leq ||F||_{L^1} \leq 2 \).

Now, define \( H := F \ast \hat{\varphi} \in L^1_{\mathcal{M}} \ast L^\infty \subset L^1 \ast L^\infty \subset C_b \), where \( C_b \) is the space of all bounded continuous functions on \( \mathbb{R}^d \). Using Equations (2.2) and (2.4), we then see for arbitrary \( \xi \in \mathbb{R}^d \) and \( v \in [-\frac{1}{2}, 1/2]^d \) that
\[
|H_w| \leq \int_{\mathbb{R}^d} w(\xi + v) \cdot |F(\eta)| \cdot |\hat{\varphi}(\xi + v - \eta)| d\eta
\leq \int w(\eta) \cdot w(\xi + v - \eta) \cdot |F(\eta)| \cdot |\hat{\varphi}(\xi + v - \eta)| d\eta
\leq \kappa_2 \int_{\mathbb{R}^d} |F_w(\eta)| \cdot (1 + |\xi - \eta|)^{-(d+1)} d\eta,
\]
which means that \( MH_w(\xi) \leq \kappa_2 \cdot (1 + |\bullet|)^{-(d+1)} \). Using the well-known estimate \( ||f * g||_{L^1} \leq ||f||_{L^1} \cdot ||g||_{L^1} \) for convolutions, we thus see
\[
||MH_w||_{L^1} \leq \kappa_2 \cdot ||F_w||_{L^1} \cdot ||1 + |\bullet||^{-(d+1)}||_{L^1} \leq \kappa_3
\]

\(^1\)Indeed, if \( \lambda \in [0, \infty) \) and \( MG(\xi) > \lambda \), then there exists \( \eta \in \xi + [-\frac{1}{2}, \frac{1}{2}]^d \) such that \( |G(\eta)| > \lambda \). By continuity of \( G \), there then exists \( \varepsilon > 0 \) such that \( |G(\eta + v)| > \lambda \) for all \( v \) with \( ||v|| < \varepsilon \). Now, if \( \xi = \xi + w \) with \( ||w|| < \varepsilon \), then \( \eta + w \in (\xi + w) + [-\frac{1}{2}, 1/2]^d \) and thus \( MG(\xi) \geq |G(\eta + w)| > \lambda \). This shows that \( \{\xi \in \mathbb{R}^d : MG(\xi) > \lambda \} \) is open for every \( \lambda \in [0, \infty) \), and this implies that \( MG \) is measurable.
for a suitable constant \( \kappa_3 = \kappa_3(d, \sigma) \geq 1 \). In view of Equation (2.3), this implies
\[
\sum_{n \in \mathbb{Z}^d} (1 + |n|)^\sigma |H(n)| = \sum_{n \in \mathbb{Z}^d} |H_w(n)| \leq \|MH_w\|_{L^1} \leq \kappa_3.
\]
Now, finally note because of \( F, \hat{\varphi} \in L^1(\mathbb{R}^d) \) and by the convolution theorem that
\[
F^{-1} H = F^{-1} [F \ast \hat{\varphi}] = (F^{-1} F) \cdot \varphi = f \cdot \varphi,
\]
so that the Fourier coefficients of \( f \cdot \varphi \) (considered as a function on \( \Omega = [-\frac{1}{2}, \frac{1}{2}]^d \)) are given by
\[
c_n := \hat{f} \cdot \varphi(n) = \int_{[-1/2,1/2]^d} f(x) \varphi(x) e^{-2\pi i (n,x)} \, dx
\]
\[
= \int_{\mathbb{R}^d} f(x) \varphi(x) e^{-2\pi i (n,x)} \, dx
\]
\[
= F[f \cdot \varphi](n) = F F^{-1} H(n) = H(n).
\]
Here, the last step is justified by Fourier inversion, since \( H \in L^1 \) is continuous and \( F^{-1} H = f \cdot \varphi \in L^1 \) as well.
Overall, since \( (e^{-2\pi i (n, \bullet)})_{n \in \mathbb{Z}^d} \) is an orthonormal basis for \( L^2(\Omega) \), we see that
\[
f \cdot \varphi = \sum_{n \in \mathbb{Z}^d} c_n e^{2\pi i (n, \bullet)} \quad \text{with} \quad \sum_{n \in \mathbb{Z}^d} (1 + |n|)^\sigma \cdot |c_n| \leq \kappa_3. \tag{2.5}
\]
The convergence of the series is a priori in \( L^2(\Omega) \), but since \( f \cdot \varphi \) is continuous and the Fourier series converges absolutely (and hence uniformly), the equality in fact holds pointwise.

**Step 3 (Approximating \( \varphi \cdot f \) by a sparse trigonometric polynomial):**
For a suitable constant \( \kappa_4 = \kappa_4(d, \sigma) \geq 1 \) to be specified below, define
\[
\lambda := \frac{1}{2} + \frac{\sigma}{d}, \quad N := \left\lceil \left( \frac{2\kappa_3}{\varepsilon} \right)^{1/\sigma} \right\rceil, \quad \text{and} \quad s := \left\lceil \left( \frac{3d+1}{\varepsilon} \right)^{1/\lambda} \right\rceil. \tag{2.6}
\]
Furthermore, set
\[
I := \{ k \in \mathbb{Z}^d : \|k\|_{\ell^\infty} \leq 2N \}. \tag{2.7}
\]
For brevity, define \( f_0 := f \cdot \varphi \). Equation (2.5) shows for \( c_k := \hat{f}_0(k) \) that \( f_0 = \sum_{k \in \mathbb{Z}^d} c_k e_k \) with \( \sum_{k \in \mathbb{Z}^d} (1 + |k|)^\sigma |c_k| \leq \kappa_3 \). Therefore, setting \( g := \sum_{\|k\|_{\ell^\infty} \leq 2N} c_k e_k \), we see
\[
\|f_0 - g\|_{\ell^\infty} \leq \sum_{\|k\|_{\ell^\infty} > N} |c_k|
\]
\[
\leq (1 + N)^{-\sigma} \sum_{\|k\|_{\ell^\infty} \geq N} (1 + \|k\|_{\ell^\infty})^\sigma |c_k|
\]
\[
\leq (1 + N)^{-\sigma} \sum_{\|k\|_{\ell^\infty} \geq N} (1 + |k|)^\sigma |c_k|
\]
\[
\leq (1 + N)^{-\sigma} \kappa_3 \leq \frac{\varepsilon}{2}, \tag{2.8}
\]
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where the last step is justified by our specific choice of $N$. Now, [6, Theorem 6.1] shows that there exists a constant $\kappa_4 = \kappa_4(d, \sigma) \geq 1$ (already mentioned above) and a trigonometric polynomial $h_0$ with at most $s$ nonzero terms (i.e., a linear-combination of at most $s$ elements of the family $(e_k)_{k \in \mathbb{Z}}$) such that
\[
\|\mathcal{W}_{\kappa_3} - h_0\|_{L^\infty} \leq \kappa_3 \cdot s^{-\lambda},
\]
and similarly for the other kernels. It is well-known (see e.g. [17, Pages 9 and 12.34 (b)], there exist universal constants $\kappa$ such that
\[
\|\mathcal{W}_{\kappa_3} - h_0\|_{L^\infty} \leq \kappa_3 \cdot s^{-\lambda} \leq \frac{\varepsilon}{3^d+1}
\]
for $h := \kappa_3 h_0$, which is also a trigonometric polynomial with at most $s$ non-zero terms.

Next, for $k \in \mathbb{N}$, let
\[
D_k(x) := \sum_{\ell=-k}^{k} e^{2\pi i \ell x}, \quad F_k := \frac{1}{k} \sum_{\ell=0}^{k-1} D_{\ell}, \quad \text{and} \quad V_k := (1 + e_{k} + e_{-k}) \cdot F_k
\]
denote the (one-dimensional) Dirichlet kernel, Fejér kernel, and de la Vallée Poussin kernel, respectively. We extend these one-dimensional kernels to the $d$-dimensional kernels $D_k^d, F_k^d, V_k^d$ where $D_k^d(x_1, \ldots, x_d) := D_k(x_1) \cdots D_k(x_d)$ and similarly for the other kernels. It is well-known (see e.g. [17, Pages 9 and 15]) that $\|F_k\|_{L^1([-1/2, 1/2]^d)} = 1$ and that $\hat{V}_k(j) = 1$ for $|j| \leq k$. Therefore, $\|V_k\|_{L^1([-1/2, 1/2]^d)} \leq 3$ and $\|V_k\|_{L^1(I)} \leq 3^d$ and furthermore $\hat{V}_k(j) = 1$ if $|j| \leq k$.

This easily implies that $\hat{g} = \hat{\mathcal{W}}^d_N = \hat{g} * \hat{V}_N^d$ and hence $g = g * \hat{V}_N^d$. Furthermore, $V_N^d \in \operatorname{span}\{e_\ell : \ell \in I\}$, and this implies (e.g. by considering the Fourier coefficients) that $f^* := h * V_N^d \in \operatorname{span}\{e_\ell : \ell \in I\}$ is a trigonometric polynomial with at most $s$ non-zero terms. Moreover,
\[
\|g - f^*\|_{L^\infty} = \|(g - h) * V_N^d\|_{L^\infty} \leq \|V_N^d\|_{L^1} \cdot \|g - h\|_{L^\infty} \leq \frac{\varepsilon}{3}
\]
In view of Equation (2.8) and because of $f_0 = f \cdot \varphi$, this implies
\[
\|f \cdot \varphi - f^*\|_{L^\infty} \leq \varepsilon
\]
where $f^* \in \operatorname{span}\{e_\ell : \ell \in I\}$ is a trig. pol. with at most $s$ nonzero terms. (2.9)

Step 4 (Applying bounds from compressive sensing): By [9, Corollary 12.34 (b)], there exist universal constants $\kappa_5, \kappa_6 \geq 1$ such that if
\[
m \geq \kappa_5 \cdot s \cdot \ln^4(|I|), \quad (2.10)
\]
then there exist sampling points $x_1, \ldots, x_m \in \Omega$ such that the following holds: If $f^* = \sum_{\ell \in I} \zeta^\ell e_\ell \in \operatorname{span}\{e_\ell : \ell \in I\}$ is a trigonometric polynomial with at most $s$ non-zero terms (i.e., $\zeta^\ell \neq 0$ for at most $s$ different choice of the index $\ell$), if $\eta > 0$, and if $y = (f^* \cdot x_i)_{i=1}^{m} + e$ with $\|e\|_{L^2} \leq \eta \sqrt{m}$, then any solution $\zeta^\ell = \zeta^\ell(y; \eta) \in \mathbb{C}^I$ of the optimization problem
\[
\text{minimize } \|\zeta\|_{L^1} \quad \text{subject to } \left\| y - \left( \sum_{\ell \in I} \zeta^\ell e_\ell(x_i) \right)_{i=1}^{m} \right\|_{L^2} \leq \eta \sqrt{m} \quad (2.11)
\]
satisfies
\[ \| \zeta^* - \zeta^\sharp \|_{L^2} \leq \kappa_6 \cdot \eta. \]
Because of \( \varepsilon < 1 \), it is easy to see that one can ensure by proper choice of the constant \( \kappa = \kappa(d, \sigma) \) in our assumption regarding \( m \) (Equation (2.11)) that Equation (2.10) is satisfied.

Now, we define the map \( T : \mathbb{R}^m \to L^2(\Omega) \) as follows: Given any vector \( y \in \mathbb{R}^m \), we set \( z(y) := (y_i \cdot \varphi(x_i))_{i=1}^m \) and we choose
\[ T(y) := \sum_{\ell \in I} \zeta^\sharp \ell (z(y); \varepsilon) e_\ell \in L^2(\Omega), \]
where \( \zeta^\sharp \ell (z(y); \varepsilon) \in C^J \) is any (fixed) solution of the optimization problem in Equation (2.11) (with \( \eta = \varepsilon \) and \( z(y) \) instead of \( y \)). It remains to prove that this function satisfies the required estimate. To this end, let \( f \in B^\sigma(\Omega) \) with \( \| f \|_{B^\sigma} \leq 1 \) be arbitrary, set \( f_0 := f \cdot \varphi \) for brevity, and choose \( f^* = \sum_{\ell \in I} \zeta^\sharp \ell e_\ell \) as in Step 3 (see Equation (2.10)). Furthermore, let \( y := (f(x_i))_{i=1}^m \), noting that \( z(y) = (f_0(x_i))_{i=1}^m \). Finally, let \( \varepsilon := (f_0(x_i) - f^*(x_i))_{i=1}^m \), noting that \( \| e \|_{L^\infty} \leq \varepsilon \) and hence \( \| e \|_{L^2} \leq \varepsilon \sqrt{m} \) and that \( z(y) = (f^*(x_i))_{i=1}^m + \varepsilon \). Now, the error estimate from above shows that \( \| \zeta^* - \zeta^\sharp (z(y); \varepsilon) \|_{L^2} \leq \kappa_6 \cdot \varepsilon \) and thus
\[
\| f \cdot \varphi - T(f(x_1), \ldots, f(x_m)) \|_{L^2} \leq \| f_0 - f^* \|_{L^2} + \| f^* - T(y) \|_{L^2} \\
\leq \varepsilon + \| \zeta^* - \zeta^\sharp (z(y); \varepsilon) \|_{L^2} \\
\leq \varepsilon + \kappa_6 \cdot \varepsilon = C \cdot \varepsilon
\]
for \( C := 1 + \kappa_6 \). Note that \( C \) is an absolute constant, independent of \( d, \sigma \). Since \( \varphi \equiv 1 \) on \( \Omega_0 \), this proves the desired estimate.

Our goal is to “amplify” the above lemma to yield reconstruction on all of \( \Omega \), not just on \( \Omega_0 \). As a technical ingredient for the proof, we will need the following general result regarding dilating and translating Barron functions.

**Lemma 2.3.** Let \( s \in (0, \infty) \) and \( \Omega, \Theta \subset \mathbb{R}^d \) be arbitrary, and let \( t_0 \in \mathbb{R}^d \) and \( a = (a_1, \ldots, a_d) \in (-1, 1] \setminus \{0\}^d \) such that
\[
\varphi : \mathbb{R}^d \to \mathbb{R}^d, \quad t \mapsto D_a t + t_0
\]
satisfies \( \varphi(\Theta) \subset \Omega \).

Then, it holds for any \( f \in B^\sigma(\Omega) \) that \( f \circ \varphi \in B^\sigma(\Theta) \) with
\[
\| f \circ \varphi \|_{B^\sigma(\Theta)} \leq \| f \|_{B^\sigma(\Omega)}.
\]

**Proof.** Let \( f \in B^\sigma(\Omega) \) be arbitrary. For any \( \delta > 0 \), there then exists a measurable \( F : \mathbb{R}^d \to \mathbb{C} \) satisfying \( f(x) = \int_{\mathbb{R}^d} \delta \pi(\delta, x, \xi) F(\xi) d\xi \) for all \( x \in \Omega \), and \( \int_{\mathbb{R}^d} (1 + |\xi|)^s \cdot |F(\xi)| d\xi \leq \delta + \| f \|_{B^\sigma(\Omega)} \).
Now, define \( G : \mathbb{R}^d \to \mathbb{C} \) by \( G(\eta) := e^{2\pi i (\tilde{D}_a^{-1} \cdot \eta)} \cdot |\det D_a|^{-1} \cdot F(D_a^{-1} \eta) \). On the one hand, we then see for arbitrary \( t \in \Theta \) (for which then \( x := D_a t + t_0 \in \Omega \) by assumption) that

\[
(f \circ \varphi)(t) = f(D_a t + t_0) = \int_{\mathbb{R}^d} e^{2\pi i (D_a t + t_0 \cdot \xi)} F(\xi) \, d\xi
\]

\[
= \int_{\mathbb{R}^d} |\det D_a| \cdot e^{2\pi i (t + D_a^{-1} t_0 \cdot \xi)} \cdot |\det D_a|^{-1} \cdot F(D_a^{-1} \xi) \, d\xi
\]

\[
= \int_{\mathbb{R}^d} e^{2\pi i (t + D_a^{-1} t_0 \cdot \eta)} \cdot |\det D_a|^{-1} \cdot F(D_a^{-1} \eta) \, d\eta
\]

\[
= \int_{\mathbb{R}^d} e^{2\pi i t \cdot \eta} \cdot G(\eta) \, d\eta.
\]

On the other hand, we see because of \( |a_j| \leq 1 \) for all \( j \in \mathbb{N} \) that \( |D_a \xi| \leq |\xi| \) for all \( \xi \in \mathbb{R}^d \), and thus

\[
\int_{\mathbb{R}^d} (1 + |\eta|)^\sigma \cdot |G(\eta)| \, d\eta = \int_{\mathbb{R}^d} (1 + |D_a \xi|)^\sigma \cdot |\det D_a|^{-1} \cdot |F(D_a^{-1} \xi)| \, d\eta
\]

\[
= \int_{\mathbb{R}^d} (1 + |D_a \xi|)^\sigma \cdot |F(\xi)| \, d\xi
\]

\[
\leq \int_{\mathbb{R}^d} (1 + |\xi|)^\sigma \cdot |F(\xi)| \, d\xi \leq \delta + \|f\|_{B^\sigma(\Theta)}.
\]

This shows that \( f \circ \varphi \in B^\sigma(\Theta) \) with \( \|f \circ \varphi\|_{B^\sigma(\Theta)} \leq \delta + \|f\|_{B^\sigma(\Theta)} \). Since this holds for every \( \delta > 0 \), we are done. \( \square \)

As announced above, we now show how Lemma 2.2 from above can be “amplified” to yield reconstruction on all of \( \Omega \), not just on \( \Omega_0 \). The proof idea is roughly as follows: We decompose the unit cube \( [-\frac{1}{2}, \frac{1}{2}]^d \) into countably many disjoint \( d \)-dimensional rectangles \( Q_n^\theta \) such that each \( Q_n^\theta \subset P_n^\theta \subset [-\frac{1}{2}, \frac{1}{2}]^d \), where the rectangles \( Q_n^\theta, P_n^\theta \) can be transformed by an affine-linear transformation \( \Phi_n^\theta \) into the “standard setting” of the cubes \( [-\frac{1}{2}, \frac{1}{2}]^d \) and \( [-\frac{1}{2}, \frac{1}{2}]^d \) considered in Lemma 2.2. This necessitates that the size of each \( Q_n^\theta \) is comparable to the distance of \( Q_n^\theta \) to the boundary of \( [-\frac{1}{2}, \frac{1}{2}]^d \). After performing a suitable coordinate change, one can then use Lemma 2.2 to obtain a reconstruction of \( f|_{Q_n^\theta} \) for sufficiently many \( n \in I \subset \mathbb{N}_0^d \) such that the measure of the remaining set \( [-\frac{1}{2}, \frac{1}{2}]^d \setminus \cup_{n \in I} Q_n^\theta \) is sufficiently small. By “gluing together” all the reconstructions of all the \( f|_{Q_n^\theta} \) for \( n \in I \), one then obtains the overall reconstruction.

**Theorem 2.4.** Let \( d \in \mathbb{N} \) and \( \sigma \in (0, \infty) \) be arbitrary and set

\[
\lambda := \frac{1}{2} + \frac{\sigma}{d}.
\]

Then there exist \( \kappa = \kappa(d, \sigma) \geq 1 \) and \( C = C(d) \geq 1 \) with the following property: If \( \varepsilon \in (0, 1) \) and \( m \in \mathbb{N} \) are such that

\[
m \geq \kappa \cdot \varepsilon^{-1/\lambda} \cdot \ln^4(e + \varepsilon^{-1}),
\]

then there exists a reconstruction on all of \( \Omega \).
then there exist sampling points $x_1, \ldots, x_m \in \Omega := [-\frac{1}{2}, \frac{1}{2}]^d$ and a reconstruction map $T : \mathbb{R}^m \to L^2(\Omega)$ satisfying

$$\forall f \in B^s(\Omega) \text{ with } \| f \|_{B^s(\Omega)} \leq 1 : \| f - T(f(x_1), \ldots, f(x_m)) \|_{L^2(\Omega)} \leq C \cdot \varepsilon.$$  

**Proof.** Step 1 (Constructing a suitable partition of $\Omega$ and associated affine-linear maps): For $n \in \mathbb{N}_0$, define

$$a_n := \frac{1}{4} \sum_{j=0}^{n-1} 2^{-j} \quad \text{and} \quad I^+_n := [a_n, a_{n+1}), \quad \text{as well as} \quad I^-_n := -I^+_n.$$  

For later use, we observe that $a_{n+1} - a_n = \frac{1}{2} \cdot 2^{-n} = 2^{-(n+2)}$ and therefore $a_{n+1} = a_n + 2^{-(n+2)}$. Furthermore, we note that $[0, \frac{1}{2}) = \bigcup_{n=0}^\infty I^+_n$, where the union is disjoint, and hence $(-\frac{1}{2}, \frac{1}{2}) = \bigcup_{n=0}^\infty I^+_n \cup I^-_n$, where the union is disjoint up to null-sets.

Next, define $\varphi^+_n$, $\psi^+_n$, $\varphi^-_n$, $\psi^-_n : \mathbb{R} \to \mathbb{R}$ by

$$\varphi^+_n(x) := 2^{n+1} \cdot \left( x - \frac{a_{n+1} + a_n}{2} \right), \quad \psi^+_n(t) := 2^{-(n+1)}t + \frac{a_{n+1} + a_n}{2},$$

as well as $\varphi^-_n(x) := \varphi^+_n(-x)$ and $\psi^-_n(t) := -\psi^+_n(t)$. It is straightforward to check that $\varphi^+_n(\psi^+_n(t)) = t$ and $\varphi^+_n(\varphi^+_n(x)) = x$ for all $t, x \in \mathbb{R}$. We now claim that

$$\psi^+_n(\varphi^+_n(x)) \subset \frac{1}{2} \cdot [a_n, a_{n+1}) \quad \text{and} \quad \varphi^+_n(I^+_n) = \left[ -\frac{1}{4}, \frac{1}{4} \right]. \quad (2.12)$$

To see that the first of these properties is true, note that if $t \in \left[ -\frac{1}{2}, \frac{1}{2} \right]$, then we have because of $\frac{1}{2}(a_{n+1} + a_n) = \frac{1}{2}(2a_n + 2^{-(n+2)}) = a_n + 2^{-(n+3)}$ that

$$\psi^+_n(t) \geq 2^{-(n+2)} + a_n + 2^{-(n+3)} \geq 2^{-(n+3)} \geq -2^{-3} \geq -\frac{1}{4}$$

and

$$\psi^+_n(t) \leq 2^{-(n+2)} + a_n + 2^{-(n+3)} = \frac{1}{4} \cdot \left( 2^{n+1} \sum_{j=0}^{n-1} 2^{-j} + 2^{-(n+1)} \right) = \frac{1}{4} \cdot \sum_{j=0}^{n} 2^{-j} = \frac{1}{2}.$$  

To see that the second property in Equation (2.12) is true, note for any half-open interval $I = [a, b)$ with $a < b$ that $x \in I$ if and only if $-\frac{b-a}{2} \leq x - \frac{a+b}{2} < \frac{b-a}{2}$. Therefore, we have

$$x \in I^+_n \iff -\frac{a_{n+1} - a_n}{2} \leq x - \frac{a_n + a_{n+1}}{2} < \frac{a_{n+1} - a_n}{2} \iff -2^{-(n+3)} \leq x - \frac{a_n + a_{n+1}}{2} < 2^{-(n+3)} \iff -\frac{1}{4} \leq 2^{n+1} \cdot \left( x - \frac{a_n + a_{n+1}}{2} \right) < \frac{1}{4} \iff \varphi^+_n(x) \in \left[ -\frac{1}{4}, \frac{1}{4} \right].$$
Finally, note that Equation (2.12) also implies that
\[ \psi_n^-([-\frac{1}{2}, \frac{1}{2}]) \subset [-\frac{1}{4}, \frac{1}{4}] \quad \text{and} \quad \varphi_n^+(I_n^-) = [-\frac{1}{4}, \frac{1}{4}). \] (2.13)

Now, we “lift” the constructed partition of \((-\frac{1}{2}, \frac{1}{2})\) to a partition of \(\Omega\) (up to a null-set). To this end, define \(\Theta := \{+, -\}^d\). Next, for \(n = (n_1, \ldots, n_d) \in \mathbb{N}_0^d\) and \(\theta = (\theta_1, \ldots, \theta_d) \in \Theta\), define
\[ Q_\theta^n := \prod_{j=1}^d I_{n_j}^{\theta_j} \quad \text{and} \quad \Phi_\theta^n := \varphi_1^{\theta_1} \times \cdots \times \varphi_d^{\theta_d} \quad \text{as well as} \quad \Psi_\theta^n := \psi_1^{\theta_1} \times \cdots \times \psi_d^{\theta_d}, \]
where we use the notation
\[ \gamma_1 \times \cdots \times \gamma_d : \mathbb{R}^d \to \mathbb{R}^d, \quad x \mapsto (\gamma_1(x_1), \ldots, \gamma_d(x_d)) \]
for functions \(\gamma_1, \ldots, \gamma_d : \mathbb{R} \to \mathbb{R}\). From the preceding observations, we easily obtain the following properties:

1. \(\Omega = \bigcup_{n \in \mathbb{N}_0^d, \theta \in \Theta} Q_\theta^n\), where the union is disjoint up to null-sets;
2. \(\Phi_\theta^n, \Psi_\theta^n : \mathbb{R}^d \to \mathbb{R}^d\) are bijective and inverse to each other;
3. \(\Phi_\theta^n(Q_\theta^n) = [-\frac{1}{4}, \frac{1}{4}]^d\);
4. \(\Psi_\theta^n(\Omega) \subset \Omega\).

Step 2 (Constructing the sampling points and the reconstruction map): Let \(\kappa_0 = \kappa_0(d, \sigma) \geq 1\) and \(C_1 \geq 1\) be the constants from Lemma 2.2.
Let \(\varepsilon \in (0, 1)\) be arbitrary and set
\[ I := \{ n \in \mathbb{N}_0^d : \varepsilon \cdot 2^{\|n\|_{L^1}} / 4 < 1 \}. \]
For \(n \in I\), define
\[ m(n) := \left[ \kappa_0 \cdot \left( \varepsilon \cdot 2^{\|n\|_{L^1}} / 4 \right) \right]^{-1/\lambda} \cdot \ln^\lambda \left( \varepsilon + \frac{1}{\varepsilon \cdot 2^{\|n\|_{L^1}} / 4} \right). \]
Then, for each \(n \in I\), Lemma 2.2 shows that there exist a (not necessarily linear) operator \(T_n : \mathbb{R}^m(n) \to L^2(\Omega)\) and points \(z_1^{(n)}, \ldots, z_m(n) \in \Omega\) satisfying
\[ \|f - T_n(f(z_1^{(n)}), \ldots, f(z_m(n)))\|_{L^2(\Omega_0)} \leq C_1 \cdot \varepsilon \cdot 2^{\|n\|_{L^1}} / 4 \] (2.14)
for all \(f \in B^\sigma(\Omega)\) with \(\|f\|_{B^\sigma(\Omega)} \leq 1\); here \(\Omega_0 = [-\frac{1}{4}, \frac{1}{4}]^d\). Now, given \(n \in I\) and \(\theta \in \Theta\), define
\[ z_i^{n,\theta} := \Psi_\theta^n(z_i^{(n)}) \quad \text{for} \quad i \in m(n), \]
noting that \(z_i^{n,\theta} \in \Omega\), since \(\Psi_\theta^n(\Omega) \subset \Omega\).
Next, note that if \( n \in I \), then 
\[
\kappa_0 \cdot \left( \varepsilon \cdot 2 \| n \|_{L^1} / 4 \right)^{-1/\lambda} \cdot \ln^4 \left( e + \frac{1}{\varepsilon \cdot 2 \| n \|_{L^1}} \right) \geq 1
\]
and thus
\[
m(n) \leq 1 + \kappa_0 \cdot \left( \varepsilon \cdot 2 \| n \|_{L^1} / 4 \right)^{-1/\lambda} \cdot \ln^4 \left( e + \frac{1}{\varepsilon \cdot 2 \| n \|_{L^1}} \right)
\]
\[
\leq 2 \kappa_0 \cdot \left( \varepsilon \cdot 2 \| n \|_{L^1} / 4 \right)^{-1/\lambda} \cdot \ln^4 \left( e + \frac{1}{\varepsilon \cdot 2 \| n \|_{L^1}} \right)
\]
\[
\leq 2 \kappa_0 \cdot \varepsilon^{-1/\lambda} \cdot \ln^4 (e + \varepsilon^{-1}) \cdot 2^{-\| n \|_{L^1} / (4\lambda)}.
\]
Therefore, we see that if the constant \( \kappa = \kappa(d, \sigma) \geq 1 \) from the statement of the theorem is chosen sufficiently large, then
\[
\sum_{n \in I, \theta \in \Theta} m(n) \leq 2^{d+1} \kappa_0 \cdot \varepsilon^{-1/\lambda} \cdot \ln^4 (e + \varepsilon^{-1}) \cdot \sum_{n \in \mathbb{N}_0^d} 2^{-\| n \|_{L^1} / (4\lambda)}
\]
\[
\leq \kappa \cdot \varepsilon^{-1/\lambda} \cdot \ln^4 (e + \varepsilon^{-1}) \leq m.
\]
Therefore, we can choose \( x_1, \ldots, x_m \in \Omega \) such that
\[
\bigcup_{n \in I, \theta \in \Theta} \{ z_1^n, \ldots, z_m^n \} \subset \{ x_1, \ldots, x_m \}.
\]
As a consequence of this choice, for each \( n \in I \) and \( \theta \in \Theta \) we can choose a map \( \pi_n^\theta : \mathbb{R}^m \to \mathbb{R}^{m(n)} \) (a projection onto some of the coordinates) such that
\[
\pi_n^\theta \left( (f(x_i))_{i=1}^m \right) = (f(z_i^n))_{i=1}^{m(n)} = ((f \circ \Psi_n^\theta)(z_i^n))_{i=1}^{m(n)}.
\]
Now, we define the reconstruction operator \( T : \mathbb{R}^m \to L^2(\Omega) \) as follows: Given \( y \in \mathbb{R}^m \), we set
\[
F_{n,\theta}^\gamma := T_n(\pi_n^\theta(y)) \in L^2(\Omega)
\]
and
\[
T(y) := \sum_{n \in I, \theta \in \Theta} \left[ \mathbf{1}_{Q_2} \cdot (F_{n,\theta}^{\gamma} \circ \Phi_n^\theta \circ \Phi_n^\theta) \right] \in L^2(\Omega).
\]
**Step 3 (Completing the proof):** Let \( f \in B^\sigma(\Omega) \) with \( \| f \|_{B^\sigma(\Omega)} \leq 1 \) be arbitrary and set
\[
y := (f(x_i))_{i=1}^m \in \mathbb{R}^m.
\]
For each \( n \in I \) and \( \theta \in \Theta \), let
\[
g_n^\theta := f \circ \Psi_n^\theta,
\]
considered as a function on \( \Omega \); this is well-defined, since \( \Psi_n^\theta(\Omega) \subset \Omega \). Furthermore, since \( \Psi_n^\theta(\Omega) \subset \Omega \) and since the affine-linear map \( \Psi_n^\theta \) is of the form \( \Psi_n^\theta(x) = D_n x + b \) for a certain \( b = b(n, \theta) \in \mathbb{R}^d \) and \( a_j = 2^{-\| n \|_{L^1}} \in (0, 1] \) if
\( \theta_j \in \{+\} \) and \( a_j = -2^{-(n_j + 1)|-1,0} \) if \( \theta_j \in \{-\} \), we see by Lemma 2.3 that \( g_n^\theta \in B^\sigma(\Omega) \) with \( \|g_n^\theta\|_{B^\sigma(\Omega)} \leq 1 \). Therefore, Equation 2.14 shows that

\[
h_n^\theta := T_n(g_n^\theta(z_{\ell}^{(n)}))_{\ell=1}^{m(n)} \in L^2(\Omega)
\]

satisfies \( \|g_n^\theta - h_n^\theta\|_{L^2(\Omega_0)} \leq C_1 \cdot \varepsilon \cdot 2^{|n|_{I_1}/4} \).

By choice of \( \pi_n^\theta \), we have

\[
\pi_n^\theta(y) = \pi_n^\theta((f(x_i))_{i=1}^{m(n)}) = (f \circ \Psi_n^\theta(z_{\ell}^{(n)}))_{\ell=1}^{m(n)} = (g_n(z_{\ell}^{(n)}))_{\ell=1}^{m(n)}
\]

and thus \( F_n(x) = T_n(\pi_n^\theta(y)) = h_n^\theta \). Since \( |\det D\Phi_n^\theta(x)| = \prod_{j=1}^d 2^{n_j+1} = 2^d 2^{|n|_{I_1}} \)

and \( \Phi_n^\theta(Q_n^\theta) \subset \Omega_0 \) and since \( f = f \circ \Psi_n^\theta \circ \Phi_n^\theta = g_n \circ \Phi_n^\theta \), we see using a change of variables that

\[
\|f - (h_n^\theta \circ \Phi_n^\theta)\|_{L^2(Q_n^\theta)}^2 = \|g_n^\theta - h_n^\theta\|_{L^2(Q_n^\theta)}^2
\]

\[
= 2^{-d} 2^{-|n|_{I_1}} \cdot \|g_n^\theta - h_n^\theta\|_{L^2(\Phi_n^\theta(Q_n^\theta))}^2
\]

\[
\leq 2^{-d} 2^{-|n|_{I_1}} \cdot \|g_n^\theta - h_n^\theta\|_{L^2(\Phi_n^\theta(Q_0)))}^2
\]

\[
\leq \frac{C_2^2}{2^d} \cdot 2^{-|n|_{I_1}/2}.
\]

Now, since \( \Omega = \bigcup_{n \in \mathbb{N}_0^d, \theta \in \Theta} Q_n^\theta \) up to a null-set, where the \( Q_n^\theta \) are disjoint up to null-sets, and since we have \( T(y) = F_n^\Theta \circ \Phi_n^\theta = h_n^\theta \circ \Phi_n^\theta \) on \( Q_n^\theta \) for \( n \in I \), whereas \( T(y) \equiv 0 \) on \( Q_n^\theta \) for \( n \notin I \), we see

\[
\|f - T(f(x_1), \ldots, f(x_m))\|_{L^2(\Omega)}^2 = \|f - T(y)\|_{L^2(\Omega)}^2
\]

\[
= \sum_{n \in \mathbb{N}_0^d, \theta \in \Theta} \|f - T(y)\|_{L^2(Q_n^\theta)}^2
\]

\[
= \sum_{n \in I, \theta \in \Theta} \|f - (h_n^\theta \circ \Phi_n^\theta)\|_{L^2(Q_n^\theta)}^2 + \sum_{n \in \mathbb{N}_0^d \setminus I, \theta \in \Theta} \|f\|_{L^2(Q_n^\theta)}^2
\]

\[
\overset{(1)}{\leq} \sum_{n \in I, \theta \in \Theta} \frac{C_2^2}{2^d} \cdot 2^{-|n|_{I_1}/2} + \sum_{n \in \mathbb{N}_0^d \setminus I, \theta \in \Theta} \lambda(Q_n^\theta)
\]

\[
\overset{(1)}{\leq} C_1^2 \cdot \varepsilon^2 \sum_{n \in \mathbb{N}_0^d} 2^{-\frac{1}{2}(n_1 + \ldots + n_d)} + \varepsilon \sum_{n \in \mathbb{N}_0^d \setminus I, \theta \in \Theta} 2^{-\frac{1}{2}(n_1 + \ldots + n_d)}
\]

\[
\leq C_2^2 \cdot \varepsilon^2 \sum_{n \in \mathbb{N}_0^d} 2^{-\frac{1}{2}(n_1 + \ldots + n_d)} : C_2^2 \cdot \varepsilon^2
\]

for a suitable \( C_2 = C_2(d, C_1) = C_2(d) \geq 1 \). Here, the step marked with \((1)\) is justified by Equation 2.15 and since \( \|f\|_{L^2(\Omega)} \leq \|f\|_{B^\sigma(\Omega)} \leq 1 \) by Lemma 2.3. The step marked with \((1)\) is justified by noting that if \( n \notin I \), then \( \varepsilon \cdot 2^{|n|_{I_1}/4} \geq 1 \).
and hence $2^{-\|n\|_{\ell_1}/4} \leq \varepsilon$, so that

$$
\lambda(Q^d_n) = \prod_{j=1}^{d} 2^{-(n_j+2)} = 2^{-d/2} 2^{-\|n\|_{\ell_1}} \\
\leq 2^{-d} 2^{-\|n\|_{\ell_1}/2} \cdot (2^{-\|n\|_{\ell_1}/4})^2 \leq 2^{-d} \varepsilon^2 2^{-\|n\|_{\ell_1}/2}.
$$

Overall, we have thus shown that

$$
\|f - T(f(x_1), \ldots, f(x_m))\|_{L^2(\Omega)} \leq C_2 \varepsilon
$$

for all $f \in B^\sigma(\Omega)$ with $\|f\|_{B^\sigma(\Omega)} \leq 1$. \hfill \Box

As a corollary of Theorem 2.4 we get the following upper bound on the $L^2$-sampling numbers for the Barron spaces.

**Corollary 2.5.** Let $d \in \mathbb{N}$ and $\sigma \in (0, \infty)$ be arbitrary and set $\Omega := [-\frac{1}{2}, \frac{1}{2}]^d$ and

$$
\lambda := \frac{1}{2} + \frac{\sigma}{d}.
$$

Then there exists a constant $C = C(d, \sigma) > 0$ such that

$$
s_m(B^\sigma(\Omega); L^2(\Omega)) \leq C \cdot \left(\ln^4(e + m) / m\right)^{\lambda} \quad \forall m \in \mathbb{N}.
$$

**Proof.** It is easy to see that there exist constants $C_1 = C_1(\lambda) = C_1(d, \sigma) \geq 1$ and $C_2 = C_2(\lambda) = C_2(d, \sigma) \geq 1$ satisfying for any $m \in \mathbb{N}$ that

$$
\ln(e + m^\lambda) \leq \ln(C_1 \cdot (e + m)^\lambda) \leq \ln(C_1) + \lambda \ln(e + m) \leq C_2 \cdot \ln(e + m).
$$

Now, set $C_3 := C_2^3$ and $C := (C_3 \kappa)^\lambda$, where $\kappa = \kappa(d, \sigma) \geq 1$ is as in Theorem 2.4.

Note that $C \geq 1$. Finally, let $m \in \mathbb{N}$ be arbitrary and set

$$
\varepsilon := \varepsilon(m) := C \cdot \left(\ln^4(e + m) / m\right)^{\lambda}.
$$

To prove the corollary, it is enough to show that $s_m(B^\sigma(\Omega); L^2(\Omega)) \leq C_4 \cdot \varepsilon$ for a constant $C_4 = C_4(d, \sigma) \geq 1$. To do so, we distinguish two cases.

**Case 1** ($\varepsilon \geq 1$): In this case, we choose $x_1, \ldots, x_m \in \Omega$ arbitrary and choose $T : \mathbb{R}^m \to L^2(\Omega)$, $y \mapsto 0$. Then Lemma 2.1 shows for every $f \in B^\sigma(\Omega)$ with $\|f\|_{B^\sigma(\Omega)} \leq 1$ that

$$
\|f - T(f(x_1), \ldots, f(x_m))\|_{L^2(\Omega)} \leq \|f\|_{L^\infty(\Omega)} \leq 1 \leq \varepsilon.
$$

This easily implies $s_m(B^\sigma(\Omega); L^2(\Omega)) \leq \varepsilon$.

**Case 2** ($\varepsilon < 1$): In this case, we first note because of $\varepsilon \geq C \cdot m^{-\lambda} \geq m^{-\lambda}$ that

$$
\ln^4(e + e^{-1}) \leq \ln^4(e + m^\lambda) \leq C_3^4 \cdot \ln^4(e + m) = C_3 \cdot \ln^4(e + m)
$$

and thus

$$
k \cdot \varepsilon^{-1/\lambda} \cdot \ln^4(e + e^{-1}) \leq C_3 k \cdot \ln^4(e + m) \cdot C^{-1/\lambda} / \ln^4(e + m) = m.
$$
Moreover, for \( \sigma \in C \) is given by \( \sigma \) with all partial derivatives up to order \( \sigma \) we define \( C \) and \( f \) measurable function \( F \). Let \( B \) the following lemma establishes the embedding \( \mathcal{B} \) of \( \mathcal{B} \) will simply be based on noting that \( \mathcal{B} \) such that for every \( g \) \( \| \|_{\mathcal{B}} \) with \( \| \|_{\mathcal{B}} \) once this is shown, it follows that the same holds for \( \text{Re}(\cdot) \). Therefore, Theorem 2.4 yields a constant \( C_4 = C_4(d) \geq 1 \) and sampling points \( x_1, \ldots, x_m \in \Omega \) and a map \( T : \mathbb{R}^m \to L^2(\Omega) \) satisfying for all \( f \in B_c(\Omega) \) with \( \| f \|_{B_c(\Omega)} \leq 1 \) that

\[
\| f - T(f(x_1), \ldots, f(x_m)) \|_{L^2(\Omega)} \leq C_4 \cdot \varepsilon.
\]

As seen above, this completes the proof.

2.2 Upper bounds for \( L^\infty \) sampling numbers

Our proof of the upper bounds for the \( L^\infty \) sampling numbers of the Barron spaces will simply be based on noting that \( B_c(\Omega) \to C^\sigma(\Omega) \). Here, for \( \sigma \in \mathbb{N} \), we define \( C^\sigma(\mathbb{R}^d) \) as the space of all \( \sigma \)-times continuously differentiable functions with all partial derivatives up to order \( \sigma \) being bounded; the associated norm is given by

\[
\| f \|_{C^\sigma(\mathbb{R}^d)} := \max_{\alpha \in \mathbb{N}_0^d, |\alpha| \leq \sigma} \sup_{x \in \mathbb{R}^d} |\partial^\alpha f(x)|.
\]

Moreover, for \( \sigma \in (0, \infty) \setminus \mathbb{N} \), we write \( \sigma = k + r \) with \( k \in \mathbb{N}_0 \) and \( r \in [0, 1) \) and then define \( C^\sigma(\mathbb{R}^d) := \{ f \in C^k(\mathbb{R}^d) : |f|_{C^r(\mathbb{R}^d)} < \infty \} \), where

\[
|f|_{C^\sigma(\mathbb{R}^d)} := \max_{\alpha \in \mathbb{N}_0^d, |\alpha| = k} \sup_{x, y \in \mathbb{R}^d, x \neq y} \frac{|\partial^\alpha f(x) - \partial^\alpha f(y)|}{|x - y|^r}.
\]

We then define \( \| f \|_{C^\sigma(\mathbb{R}^d)} := \| f \|_{C^\sigma(\mathbb{R}^d)} + |f|_{C^\sigma(\mathbb{R}^d)} \).

Finally, given any non-empty set \( \emptyset \neq \Omega \subset \mathbb{R}^d \), we define

\[
C^\sigma(\Omega) := \{ f|_\Omega : f \in C^\sigma(\mathbb{R}^d) \}
\]

with norm \( \| f \|_{C^\sigma(\Omega)} := \inf \{ \| g \|_{C^\sigma(\mathbb{R}^d)} : g \in C^\sigma(\mathbb{R}^d) \text{ and } g|_\Omega = f \}. \quad (2.16)
\]

The following lemma establishes the embedding \( B_c(\Omega) \to C^\sigma(\Omega) \) on which we will rely.

**Lemma 2.6.** For every \( d \in \mathbb{N} \) and \( \sigma \in (0, \infty) \) there is a constant \( C = C(\sigma) > 0 \) such that for every \( \emptyset \neq \Omega \subset \mathbb{R}^d \) and every \( f \in B_c(\Omega) \), it holds that \( f \in C^\sigma(\Omega) \) with \( \| f \|_{C^\sigma(\Omega)} \leq C \cdot \| f \|_{B_c(\Omega)} \).

**Proof.** Let \( f \in B_c(\Omega) \) be arbitrary. Then, given any \( \delta > 0 \), there exists a measurable function \( F : \mathbb{R}^d \to \mathbb{C} \) satisfying \( \int_{\mathbb{R}^d} (1 + |\xi|)^\sigma |F(\xi)| d\xi \leq \delta + \| f \|_{B_c(\Omega)} \) and \( f(x) = \int_{\mathbb{R}^d} F(\xi)e^{2\pi i x, \xi} d\xi \) for all \( x \in \Omega \). Thus, if we define \( g : \mathbb{R}^d \to \mathbb{C} \) by \( g := F^{-1} F \), then \( f = \text{Re}(g)|_\Omega \). We claim that \( \| g \|_{C^\sigma(\mathbb{R}^d)} \leq (2\pi)^{\sigma + 2}(\delta + \| f \|_{B_c(\Omega)}) \); once this is shown, it follows that the same holds for \( \text{Re}(g) \), and this then implies \( \| f \|_{C^\sigma(\Omega)} \leq (2\pi)^{\sigma + 2}(\delta + \| f \|_{B_c(\Omega)}) \) for arbitrary \( \delta > 0 \), from which the claim of the lemma follows.

We first consider the case where \( \sigma \in \mathbb{N} \). Note that we can “differentiate under the integral” in the formula \( g(x) = \int_{\mathbb{R}^d} F(\xi)e^{2\pi i x, \xi} d\xi \) to see for any multiindex \( \alpha \in \mathbb{N}_0^d \) with \( |\alpha| \leq \sigma \) that

\[
\partial^\alpha g(x) = \int_{\mathbb{R}^d} F(\xi) (2\pi i \xi)^\alpha e^{2\pi i x, \xi} d\xi \quad (2.17)
\]
and thus

\[ |\partial^\alpha g(x)| \leq (2\pi)^{|\alpha|} \int_{\mathbb{R}^d} |F(\xi)| \, |\xi^\alpha| \, d\xi \]
\[ \leq (2\pi)^{\sigma} \int_{\mathbb{R}^d} |F(\xi)| \, (1 + |\xi|)^\sigma \, d\xi \]
\[ \leq (2\pi)^{\sigma} (\delta + \|f\|_{B^{\sigma}(\Omega)}) \]

for all \( x \in \mathbb{R}^d \). This implies that the stated estimate holds for \( \sigma \in \mathbb{N} \).

Finally, we consider the case where \( \sigma \in (0, \infty) \setminus \mathbb{N} \). Write \( \sigma = k + r \) with \( k \in \mathbb{N}_0 \) and \( r \in [0, 1) \). By “differentiating under the integral” as above, we see for \( \alpha \in \mathbb{N}_0^d \) with \( |\alpha| \leq k \) that Equation (2.17) holds and that

\[ \|g\|_{C^\sigma(\mathbb{R}^d)} \leq (2\pi)^k \cdot (\delta + \|f\|_{B^{\sigma}(\Omega)}). \quad (2.18) \]

Next, note that \( |e^{it} - e^{is}| \leq 2 \) and \( |e^{it} - e^{is}| \leq |t - s| \), which implies that \( |e^{it} - e^{is}| \leq 2^{1-r} |t - s|^r \) for \( t, s \in \mathbb{R} \). Therefore,

\[ |\partial^\alpha g(x) - \partial^\alpha g(y)| \leq (2\pi)^{|\alpha|} \int_{\mathbb{R}^d} |F(\xi)| \cdot |\xi^\alpha| \cdot |e^{2\pi i(x, \xi)} - e^{2\pi i(y, \xi)}| \, d\xi \]
\[ \leq (2\pi)^{\sigma} 2^{-1-r} \int_{\mathbb{R}^d} |F(\xi)| \cdot |\xi^\alpha| \cdot (2\pi \cdot |(x - y, \xi)|)^r \, d\xi \]
\[ \leq (2\pi)^{\sigma} (2\pi)^{1-r} (2\pi)^r \int_{\mathbb{R}^d} |F(\xi)| \cdot (1 + |\xi|)^k |x - y|^r \, d\xi \]
\[ \leq (2\pi)^{\sigma + 1} |x - y|^r \int_{\mathbb{R}^d} |F(\xi)| \cdot (1 + |\xi|)^\sigma \, d\xi \]
\[ \leq (2\pi)^{\sigma + 1} (\delta + \|f\|_{B^{\sigma}(\Omega)}) \cdot |x - y|^r \]

for all \( x, y \in \mathbb{R}^d \), meaning \( |g|_{C^\sigma(\mathbb{R}^d)} \leq (2\pi)^{\sigma + 1} (\delta + \|f\|_{B^{\sigma}(\Omega)}) \). Combined with Equation (2.18), this implies that \( \|g\|_{C^\sigma(\mathbb{R}^d)} \leq (2\pi)^{\sigma + 2} \cdot (\delta + \|f\|_{B^{\sigma}(\Omega)}) \), as claimed.

We now deduce the upper bound for the \( L^\infty \) sampling number for the Barron space \( B^\sigma(\Omega) \) from analogous bounds for \( C^\sigma(\Omega) \).

**Proposition 2.7.** Let \( d \in \mathbb{N} \) and \( \sigma \in (0, \infty) \), and let \( \Omega := [-\frac{1}{2}, \frac{1}{2}]^d \). There then exists a constant \( C = C(d, \sigma) > 0 \) such that for every \( m \in \mathbb{N} \), we have

\[ s_m(B^\sigma(\Omega); L^\infty(\Omega)) \leq C \cdot m^{-\sigma/d}. \]

**Proof.** [15] Theorem 2 shows that there exists a constant \( C_1 = C_1(d, \sigma) > 0 \) such that for every \( m \in \mathbb{N} \), there exist points \( x_1, \ldots, x_m \in \Omega \) and an operator \( \varphi : \mathbb{R}^m \to L^\infty(\Omega) \) such that for every \( f \in C^\sigma(\Omega) \) with \( \|f\|_{C^\sigma(\Omega)} \leq 1 \), we have \( \|f - \varphi(f(x_1), \ldots, f(x_m))\|_{L^\infty(\Omega)} \leq C_1 \cdot m^{-\sigma/d} \). Now, Lemma 2.6 yields a constant \( C_2 = C_2(d, \sigma) > 0 \) such that every \( f \in B^\sigma(\Omega) \) with \( \|f\|_{B^\sigma(\Omega)} \leq 1 \) satisfies \( \|f\|_{C^\sigma(\Omega)} \leq C_2 \). Now, define

\[ T : \mathbb{R}^m \to L^\infty(\Omega), \quad y \mapsto C_2 \cdot \varphi(y/C_2). \]
Then, if \( \|f\|_{B^\sigma(\Omega)} \leq 1 \), we know that \( g := f/C_2 \) satisfies \( \|g\|_{C^\sigma(\Omega)} \leq 1 \) and thus \( \|f - T(f(x_1), \ldots, f(x_m))\|_{L^\infty} = C_2 \|g - \varphi(g(x_1), \ldots, g(x_m))\|_{L^\infty} \leq C_2C_1 m^{-\sigma/d} \).

This easily implies the claim. \( \square \)

2.3 Upper bounds for \( L^p \) sampling numbers

To get upper bounds for the \( L^p \) sampling numbers, we will use the following general technical result.

**Lemma 2.8.** Let \( (\Omega, \mu) \) be a measure space, let \( \varepsilon, \delta \geq 0 \), and let \( f, g, h : \Omega \to \mathbb{R} \) be measurable with

\[
\|f - g\|_{L^2(\mu)} \leq \varepsilon \quad \text{and} \quad \|f - h\|_{L^\infty(\mu)} \leq \delta.
\]

Then the function

\[
F = F_{g,h,\delta} : \Omega \to \mathbb{R}, \quad F(x) := \begin{cases} h(x) + \delta, & \text{if } g(x) \geq h(x) + \delta, \\ h(x) - \delta, & \text{if } g(x) \leq h(x) - \delta, \\ g(x), & \text{otherwise} \end{cases}
\]

satisfies for any \( p \in [2, \infty] \) the estimate

\[
\|f - F\|_{L^p(\mu)} \leq 2 \varepsilon^{\frac{2}{p}} \delta^{1 - \frac{2}{p}}.
\]

**Proof.** By changing \( h \) (and thus possibly also \( F \)) on a null-set, we can assume that \( |f(x) - h(x)| \leq \delta \) for all \( x \in \Omega \). Now, we claim for any \( x \in \Omega \) that \( |f(x) - F(x)| \leq |f(x) - g(x)| \) and furthermore \( |f(x) - F(x)| \leq 2\delta \). To prove this, we distinguish three cases:

**Case 1** \((g(x) \geq h(x) + \delta)\): In this case, we see on the one hand that

\[
|f(x) - F(x)| = |f(x) - (h(x) + \delta)| \leq |f(x) - h(x)| + |\delta| \leq 2\delta,
\]

which proves the second claimed property. On the other hand, we see because of \( |f(x) - h(x)| \leq \delta \) that \( g(x) \geq h(x) + \delta \geq f(x) \) and thus

\[
|f(x) - g(x)| = g(x) - f(x) \\
\geq h(x) + \delta - f(x) = |h(x) + \delta - f(x)| \\
= |F(x) - f(x)| = |f(x) - F(x)|,
\]

which proves the first claimed property.

**Case 2** \((g(x) \leq h(x) - \delta)\): In this case, we see on the one hand that

\[
|f(x) - F(x)| = |f(x) - (h(x) - \delta)| \leq |f(x) - h(x)| + |\delta| \leq 2\delta,
\]

and consequently
which proves the second claimed property. On the other hand, we see because of \(|f(x) - h(x)| \leq \delta\) that \(g(x) \leq h(x) - \delta \leq f(x)\) and thus
\[
|f(x) - g(x)| = f(x) - g(x) \\
\geq f(x) - (h(x) - \delta) \\
= |f(x) - (h(x) - \delta)| = |f(x) - F(x)|,
\]
which proves the first claimed property.

**Case 3 (the remaining case):** In this case, \(|g(x) - h(x)| < \delta\), and this easily implies that \(|f(x) - F(x)| = |f(x) - g(x)| < \delta \leq 2\delta\). Hence, both claimed estimates are valid in this case.

Overall, we thus see \(\|f - F\|_{L^2(\Omega)} \leq \|f - g\|_{L^2(\Omega)} \leq \varepsilon\) and \(\|f - F\|_{L^\infty(\Omega)} \leq 2\delta\). Now, let \(p \in [2, \infty]\) be arbitrary and set \(\theta = 2/p\), noting that then \(\frac{1}{p} = \frac{\theta}{2} + \frac{1-\theta}{\infty}\).

Thus, combining the previous estimates with a standard interpolation estimate for \(L^p\) norms (see for instance [8, Proposition 6.10]), we see that
\[
\|f - F\|_{L^p(\Omega)} \leq \|f - F\|_{L^2(\Omega)}^\theta \cdot \|f - F\|_{L^\infty(\Omega)}^{1-\theta} \leq \varepsilon^\theta \cdot (2\delta)^{1-\theta} \leq 2 \cdot \varepsilon^\theta \cdot \delta^{1-\theta},
\]
which easily implies the claim of the lemma.

**Corollary 2.9.** Let \(\Omega \subset \mathbb{R}^d\) be compact and let \(V \hookrightarrow C(\Omega)\). Then we have for all \(p \in [2, \infty]\) and \(m \in \mathbb{N}\) that
\[
s_{2m}(V; L^p) \leq 2 \cdot [s_m(V; L^2)]^{\frac{\theta}{2}} \cdot [s_m(V; L^\infty)]^{1-\frac{\theta}{2}}.
\]

**Proof.** Let \(m \in \mathbb{N}\) and \(\gamma > 0\) be arbitrary. Set \(\varepsilon := s_m(V; L^2) + \gamma\) and \(\delta := s_m(V; L^\infty) + \gamma\). By definition, there exist sampling points \(x_1, \ldots, x_m \in \Omega\) and a reconstruction map \(T_2 : \mathbb{R}^m \to L^2(\Omega)\) such that for all \(f \in V\) with \(\|f\|_V \leq 1\), we have \(\|f - T_2(f(x_1), \ldots, f(x_m))\|_{L^2} \leq \varepsilon\). Likewise, there exist sampling points \(x_{m+1}, \ldots, x_{2m} \in \Omega\) and a reconstruction map \(T_\infty : \mathbb{R}^m \to L^\infty(\Omega)\) satisfying \(\|f - T_\infty(f(x_{m+1}), \ldots, f(x_{2m}))\|_{L^\infty(\Omega)} \leq \delta\) for all \(f \in V\) with \(\|f\|_V \leq 1\).

Now, let \(p \in [2, \infty]\) be arbitrary and set
\[
T : \mathbb{R}^{2m} \to L^p(\Omega), \quad (y_1, \ldots, y_{2m}) \mapsto F_{T_2(y_1, \ldots, y_m), T_\infty(y_{m+1}, \ldots, y_{2m})},
\]
with \(F_{g,h,\delta}\) as defined in Lemma 2.8. Now, let \(f \in V\) with \(\|f\|_V \leq 1\) be arbitrary and set \(g := T_2(f(x_1), \ldots, f(x_m))\) and \(h := T_\infty(f(x_{m+1}), \ldots, f(x_{2m}))\). As seen above, we then have \(\|f - g\|_{L^2(\Omega)} \leq \varepsilon\) and \(\|f - h\|_{L^\infty(\Omega)} \leq \delta\). Therefore, Lemma 2.8 shows that
\[
\|f - T(f(x_1), \ldots, f(x_{2m}))\|_{L^p(\Omega)} = \|f - F_{g,h,\delta}\|_{L^p(\Omega)} \\
\leq 2 \varepsilon^{\frac{\theta}{2}} \delta^{1-\frac{\theta}{2}} \\
= 2 \cdot [s_m(V; L^2) + \gamma]^{\frac{\theta}{2}} \cdot [s_m(V; L^\infty) + \gamma]^{1-\frac{\theta}{2}}.
\]

Thus, \(s_{2m}(V; L^p) \leq 2 \cdot [s_m(V; L^2) + \gamma]^{\frac{\theta}{2}} \cdot [s_m(V; L^\infty) + \gamma]^{1-\frac{\theta}{2}}\). Since this holds for arbitrary \(\gamma > 0\), we are done.
As a consequence, we now obtain upper bounds for the \( L^p \)-sampling numbers of the Barron space \( B^\sigma(\Omega) \) for general \( p \in [1, \infty] \).

**Theorem 2.10.** Let \( d \in \mathbb{N} \) and \( \Omega := [-\frac{1}{2},\frac{1}{2}]^d \). Given \( \sigma \in (0, \infty) \), there exists a constant \( C = C(d, \sigma) \geq 1 \) such that for every \( p \in [1, \infty] \) and \( m \in \mathbb{N} \), we have

\[
 s_m(B^\sigma(\Omega); L^p(\Omega)) \leq \begin{cases} 
 C \cdot (\ln(e + m))^{4/m} \cdot m^{1/p} & \text{if } p \in [1, 2], \\
 C \cdot (\ln(e + m))^{4/(4 + 8/\sigma) + m} & \text{if } p \in [2, \infty].
\end{cases}
\]

**Proof.** Let \( \lambda_0 := \frac{1}{4} + \frac{\sigma}{8} \). Corollary 2.5 yields \( C_1 = C_1(d, \sigma) \geq 1 \) such that

\[
 s_m(B^\sigma(\Omega); L^2(\Omega)) \leq C_1 \cdot \left( \ln(e + m)/m \right)^{\lambda_0}, \quad \forall m \in \mathbb{N}.
\]

Similarly, Proposition 2.7 yields \( C_2 = C_2(d, \sigma) \geq 1 \) such that

\[
 s_m(B^\sigma(\Omega); L^\infty(\Omega)) \leq C_2 \cdot m^{-\sigma/d},
\]

Define \( C_3 := \max\{C_1, C_2\} \) and \( C := 2 \cdot 4^{1+\frac{\sigma}{8}} \cdot C_3 \). We now distinguish two cases regarding \( p \in [1, \infty] \).

**Case 1 (\( p \in [1, 2] \)):** For \( p \in [1, 2] \), Hölder’s inequality shows because of \( \lambda(\Omega) = 1 \) that \( L^2(\Omega) \to L^p(\Omega) \) with \( \| \bullet \|_{L^p(\Omega)} \leq \| \bullet \|_{L^2(\Omega)} \). This easily implies

\[
 s_m(B^\sigma(\Omega); L^p(\Omega)) \leq s_m(B^\sigma(\Omega); L^2(\Omega)) \leq C_3 \cdot \left( \ln(e + m)/m \right)^{\lambda_0}.
\]

Since \( C_3 \leq C \), this implies the claim in this case.

**Case 2 (\( p \in [2, \infty] \)):** We first consider the case \( m \in \mathbb{N}_{\geq 2} \) and set \( n := \lfloor m/2 \rfloor \in \mathbb{N} \), noting that \( \frac{m}{2} \leq 1 + n \leq 2n \) and thus \( m \geq n \geq m/4 \). Then, Corollary 2.9 (applied with \( n \) instead of \( m \)) shows

\[
 s_m(B^\sigma(\Omega); L^p(\Omega)) \leq s_{2n}(B^\sigma(\Omega); L^p(\Omega)) \leq 2 \cdot \left[ s_n(B^\sigma(\Omega); L^2(\Omega)) \right]^{\frac{1}{2}} \cdot \left[ s_n(B^\sigma(\Omega); L^\infty(\Omega)) \right]^{1 - \frac{1}{2}} \leq 2 \cdot 4^{1+\frac{\sigma}{8}} \cdot C_3 \cdot \ln^{8\lambda_0/p}(n)^{(1 - \frac{1}{p})} \leq 2 \cdot 4^{1+\frac{\sigma}{8}} \cdot C_3 \cdot \ln^{8\lambda_0/p}(n)^{(1 - \frac{1}{p})} \leq 2 \cdot 4^{1+\frac{\sigma}{8}} \cdot C_3 \cdot \ln^{8\lambda_0/p}(e + m)^{m} \cdot m^{1 - \frac{\sigma}{8}} \leq C \cdot \ln^{8\lambda_0/p}(e + m)^{m} \cdot m^{1 - \frac{\sigma}{8}}.
\]

This proves the claim for \( p \in [2, \infty] \) and \( m \in \mathbb{N}_{\geq 2} \). Finally, if \( m = 1 \), simply recall from Lemma 2.1 that \( \| f \|_{L^p} \leq \| f \|_{L^\infty} \leq 1 \) for all \( f \in B^\sigma(\Omega) \) with \( \| f \|_{B^0} \leq 1 \); by taking \( T \equiv 0 \) as the reconstruction map, this easily implies

\[
 s_m(B^\sigma(\Omega); L^p(\Omega)) \leq 1 \leq \ln^{8\lambda_0/p}(e + m)^{-\frac{\sigma}{8}} \leq C \cdot \ln^{8\lambda_0/p}(e + m)^{-\frac{\sigma}{8}}.
\]

Thus, the claim holds for all \( m \in \mathbb{N} \). \( \square \)
3 Lower bounds

In the previous section, we showed that a certain deterministic choice of sampling points and reconstruction algorithm yields a certain decay of the recovery error as the number of sampling points tends to $\infty$. In this section, we show that this rate is optimal (possibly up to log factors), even in the class of randomized algorithms. To formally prove this, let us first clarify the notion of (deterministic and randomized) algorithms based on point samples.

**Definition 3.1.** Let $\emptyset \neq \Omega \subset \mathbb{R}^d$ be arbitrary and $p \in [1, \infty]$. A deterministic ($L^p$-valued) algorithm based on $m$ point samples is any map of the form

$$A = T \circ \Phi,$$

where $\Phi : C(\Omega) \to \mathbb{R}^m, f \mapsto (f(x_1), \ldots, f(x_m))$ for certain $x_1, \ldots, x_m \in \Omega$ and where $T : \mathbb{R}^m \to L^p(\Omega)$ is arbitrary. We then define the worst-case error of the algorithm $A$ on $B^\sigma(\Omega)$ as

$$E_p(A; B^\sigma(\Omega)) := \sup_{\|f\|_{B^\sigma(\Omega)} \leq 1} \|f - A(f)\|_{L^p},$$

and we write $\text{Alg}^{\text{det}}_m(L^p)$ for the set of all these algorithms.

A randomized ($L^p$-valued) algorithm using at most $m$ point samples in expectation is a family $A = (A_\omega)_{\omega \in \Omega}$ indexed by a probability space $(X, \mathbb{P})$ such that the following properties hold:

1. There exists a measurable map $m : X \to \mathbb{N}$ satisfying
   - $A_\omega \in \text{Alg}^{\text{det}}_m(\omega)(L^p)$ for all $\omega \in X$, and
   - $\mathbb{E}[m(\omega)] \leq m$.

2. The map $\omega \mapsto \|f - A_\omega(f)\|_{L^p}$ is measurable for every $f \in B^\sigma(\Omega)$ with $\|f\|_{B^\sigma(\Omega)} \leq 1$.

The worst-case expected error of $A$ on $B^\sigma(\Omega)$ is defined as

$$E_p(A; B^\sigma(\Omega)) := \sup_{\|f\|_{B^\sigma(\Omega)} \leq 1} \mathbb{E}\|f - A_\omega(f)\|_{L^p},$$

and we write $\text{Alg}^{\text{MC}}_m(L^p)$ for the class of all such algorithms; here, the “MC” stand for “Monte Carlo”.

**Remark.**

1. We note that $\text{Alg}^{\text{det}}_m(L^p) \subset \text{Alg}^{\text{MC}}_m(L^p)$ (up to abuse of notation), since one can interpret every deterministic algorithm as a randomized algorithm over the trivial probability space $X = \{0\}$.

2. The usage of the word “algorithm” is not to be understood as implying some form of (Turing) computability; as stated above, the map $T$ in $A = T \circ \Phi$ can be arbitrary, even non-computable.

We remark, however, that the algorithm that we construct in our upper bounds (see e.g. Theorem 2.4) is in fact computable.
Our goal in this section is to prove the following lower bound:

**Theorem 3.2.** For any $d \in \mathbb{N}$, $\sigma \in (0, \infty)$, and $p \in [1, \infty]$, there exists a constant $C = C(d, \sigma, p) > 0$ such that for $\Omega = [-\frac{1}{2}, \frac{1}{2}]^d$ and any randomized $L^p$-valued algorithm $A$ using at most $m \in \mathbb{N}$ point samples in expectation, we have

$$E_p(A; B^\sigma(\Omega)) \geq \begin{cases} C \cdot m^{-(1/2+\sigma/d)}, & \text{if } p \leq 2, \\ C \cdot m^{-(1/p+\sigma/d)}, & \text{if } p > 2. \end{cases}$$

### 3.1 Preparations

In this subsection, we collect a few technical results which we will then use to prove Theorem 3.2 in the following subsection.

**Lemma 3.3.** Let $d \in \mathbb{N}$ and $\sigma \in (0, \infty)$, set $\Omega := [-\frac{1}{2}, \frac{1}{2}]^d$, and fix $\varphi \in C_c^{\infty}(\mathbb{R}^d)$ with $\varphi \neq 0$ and supp $\varphi \subset (0, 1)^d$. Then there exists a constant $C = C(\varphi, d, \sigma)$ with the following property:

Let $N \in \mathbb{N}$, set $\Lambda_N := \{0, \ldots, N-1\}^d$, and define

$$\psi_{N, \Lambda, \theta} := \sum_{n \in \Lambda} \theta_n \cdot \varphi(N \cdot (\bullet + (\frac{1}{2}, \ldots, \frac{1}{2}) - \frac{\theta}{N}))$$

for $\Lambda \subset \Lambda_N^*$ and $\theta \in \{\pm 1\}^{\Lambda_N}$. Then we have

$$\|\psi_{N, \Lambda, \theta}\|_{B^\sigma(\Omega)} \leq C \cdot N^\sigma \cdot |\Lambda|^{1/2}.$$

**Proof.** For brevity, set $\varphi_N(x) := \varphi(Nx)$ and note with the usual translation operator $T_x$ defined by $T_x f(y) = f(y - x)$ that

$$\psi_{N, \Lambda, \theta} = \sum_{n \in \Lambda} \theta_n T_{\frac{\theta}{N}} \varphi_N.$$

By standard properties of the Fourier transform, we see that $\psi_{N, \Lambda, \theta} \in C_c^{\infty}(\mathbb{R}^d)$ with Fourier transform

$$\mathcal{F}\psi_{N, \Lambda, \theta} = \sum_{n \in \Lambda} \theta_n e^{-2\pi i (d\frac{\theta}{N} \cdot (\xi_0, \ldots, \xi_{d-1}))} \hat{\varphi}_N(\xi) = e^{2\pi i (1, \ldots, 1)} \cdot N^{-d} \hat{\varphi}(\frac{\xi}{N}) g_{\Lambda, \theta}(\frac{\xi}{N})$$

for $g_{\Lambda, \theta}(\xi) := \sum_{n \in \Lambda} \theta_n e^{-2\pi i (n, \xi)}$. Note that $g$ is $\mathbb{Z}^d$-periodic.

Next, since $\hat{\varphi} \in \mathcal{S}(\mathbb{R}^d)$, there exists a constant $C_1 = C_1(\varphi, d, \sigma) > 0$ such that $|\hat{\varphi}(\xi)| \leq C_1 (1 + |\xi|)^{-d+1+\sigma}$ for all $\xi \in \mathbb{R}^d$. Furthermore, note that if $\ell \in \mathbb{Z}^d$ and $\eta \in [0, 1]^d$, then $1 + |\ell| \leq 1 + |\ell + \eta| + |\eta| \leq 1 + \sqrt{d} |\ell + \eta| \leq (1 + \sqrt{d}) (1 + |\ell + \eta|)$, and thus $(1 + |\ell + \eta|)^{-d+1} \leq C_2 (1 + |\ell|)^{-(d+1)}$ for $C_2 := (1 + \sqrt{d})^{d+1}$. Therefore, we see

$$\sum_{\ell \in \mathbb{Z}^d} (1 + |\ell + \eta|)^{-(d+1)} \leq C_2 \cdot \sum_{\ell \in \mathbb{Z}^d} (1 + |\ell|)^{-(d+1)} =: C_3 \quad \forall \eta \in [0, 1]^d,$$
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where $C_3 = C_3(d) < \infty$.

Combining these observations, we see

$$
\int_{\mathbb{R}^d} (1 + |\xi|)^\sigma \cdot |\mathcal{F} \psi_{N,\Lambda,\theta}(\xi)| \, d\xi
= \int_{\mathbb{R}^d} N^{-d} \cdot (1 + N \cdot |\xi|)^\sigma \cdot |\hat{\psi}(\xi)| \cdot |g_{\Lambda,\theta}(\xi)| \, d\xi
= \int_{\mathbb{R}^d} (1 + N \cdot |\eta|)^\sigma \cdot |\hat{\psi}(\eta)| \cdot |g_{\Lambda,\theta}(\eta)| \, d\eta
\leq C_1 \cdot N^\sigma \cdot \int_{\mathbb{R}^d} (1 + |\eta|)^{-(d+1)} \cdot |g_{\Lambda,\theta}(\eta)| \, d\eta
= C_1 \cdot N^\sigma \cdot \sum_{\ell \in \mathbb{Z}^d} \int_{[0,1]^d} (1 + |\eta + \ell|)^{-(d+1)} \cdot |g_{\Lambda,\theta}(\eta + \ell)| \, d\eta
$$

$$(g_{\Lambda,\theta} \text{ is } \mathbb{Z}^d\text{-periodic}) = C_1 \cdot N^\sigma \int_{[0,1]^d} |g_{\Lambda,\theta}(\eta)| \sum_{\ell \in \mathbb{Z}^d} (1 + |\eta + \ell|)^{-(d+1)} \, d\eta
\leq C_1 C_3 \cdot N^\sigma \cdot \|g_{\Lambda,\theta}\|_{L^1([0,1]^d)}
\leq C_1 C_3 \cdot N^\sigma \cdot \|g_{\Lambda,\theta}\|_{L^2([0,1]^d)}
= C_1 C_3 \cdot N^\sigma \cdot \left( \sum_{n \in \Lambda} |\theta_n|^2 \right)^{1/2}
= C_1 C_3 \cdot N^\sigma \cdot |\Lambda|^{1/2}.
$$

Finally, by Fourier inversion (which is valid since $\psi_{N,\Lambda,\theta} \in C_c^\infty(\mathbb{R}^d) \subset S(\mathbb{R}^d)$), we see

$$
\psi_{N,\Lambda,\theta}(x) = \mathcal{F}^{-1}[\mathcal{F} \psi_{N,\Lambda,\theta}](x) = \int_{\mathbb{R}^d} \mathcal{F} \psi_{N,\Lambda,\theta}(\xi) e^{2\pi i \langle x, \xi \rangle} \, d\xi.
$$

By definition of the Barron norm, this implies $\|\psi_{N,\Lambda,\theta}\|_{B^\sigma(\Omega)} \leq C_1 C_3 \cdot N^\sigma \cdot |\Lambda|^{1/2}$, which implies the claim.

### 3.2 Proof of Theorem 3.2

We remark that the employed proof idea (deriving lower bounds for randomized algorithms using lower bounds for a suitably chosen average-case error of deterministic algorithms) is well-known in the information-based complexity community; see for instance [11].

Let $d \in \mathbb{N}$, $\sigma \in (0,\infty)$ and $p \in [1,\infty]$ be arbitrary.

**Step 1 (Preparation):** Fix $\varphi \in C_c^\infty(\mathbb{R}^d)$ with $\text{supp } \varphi \subset (0,1)^d$ and $\varphi \not\equiv 0$. Let $m \in \mathbb{N}$ and choose $N := \lceil (4m)^{1/d} \rceil$, and

$$
k := \begin{cases} 1, & \text{if } p > 2, \\
N^d, & \text{if } p \leq 2,
\end{cases}
$$

[11]
and set $\Lambda_N^* := \{0, 1, \ldots, N - 1\}^d$ and $S_k := \{\Lambda \subset \Lambda_N^*: |\Lambda| = k\}$. For $\Lambda \in S_k$ and $\theta \in \{\pm 1\}^{\Lambda_N^*}$, define

$$
\gamma_{\Lambda, \theta} := \frac{1}{C_1 \cdot N^\sigma \cdot k^{1/2}} \cdot \psi_{N, \Lambda, \theta},
$$

with $C_1 = C_1(d, \sigma, \varphi) > 0$ and $\psi_{N, \Lambda, \theta}$ as in Lemma 3.3. By that lemma, we have $\|\gamma_{\Lambda, \theta}\|_{B^r(\Omega)} \leq 1$.

**Step 2 (Average-case error bound for deterministic algorithms):** Let $x_1, \ldots, x_{2m} \in \Omega$ and $R: \mathbb{R}^{2m} \to L^p(\Omega)$ be arbitrary but fixed, and let $A := R \circ \Phi$ for $\Phi: C(\Omega) \to \mathbb{R}^{2m}$ given by $\Phi(f) = (f(x_1), \ldots, f(x_{2m}))$. Define

$$
I := \{n \in \{0, 1, \ldots, N - 1\}^d: \forall i \in \{2m\}: x_i \notin \Omega_n\},
$$

where we set

$$
\Omega_n := (0, \frac{1}{2})^d + \frac{1}{n} - (\frac{1}{2}, \ldots, \frac{1}{2}) \quad \text{for} \quad n \in \{0, 1, \ldots, N - 1\}^d.
$$

Note for each $n \in I^c = \Lambda_N^* \setminus I$ that there exists $i_n \in \{2m\}$ such that $x_{i_n} \in \Omega_n$. Since $\Omega_n \cap \Omega_m = \emptyset$ for $n \neq m$, the map $I^c \to \{2m\}: n \mapsto i_n$ is injective, which implies that $|I^c| \leq 2m$, and thus

$$
|I| \geq N^d - 2m \geq N^d - \frac{N^d}{2} = \frac{1}{2} N^d = \frac{1}{2} |\Lambda_N^*|.
$$

Next, define

$$
\iota: \{\pm 1\}^{\Lambda_N^*} \to \{\pm 1\}^{\Lambda_N^*}, \quad (\iota \theta)_n = \begin{cases} -\theta_n, & \text{if } n \in I, \\ +\theta_n, & \text{if } n \notin I. \end{cases}
$$

Note that $\iota(\theta) = \theta$, which implies that $\iota$ is bijective. Next, note that

$$
\varphi_n := \varphi(N \cdot (\bullet + (\frac{1}{2}, \ldots, \frac{1}{2}) - \frac{\theta_n}{N}))
$$

satisfies $\text{supp} \varphi_n \subset \Omega_n$ and hence $\varphi_n(x_i) = 0$ for all $x_i \in \Omega_n$ provided that $n \in I$. Therefore, $\theta_n \cdot \varphi_n(x_i) = (\iota \theta)_n \cdot \varphi_n(x_i)$ for all $n \in \Lambda_N^*$ and $i \in \{2m\}$ and thus

$$
\Phi(\gamma_{\Lambda, \theta}) = \Phi(\gamma_{\Lambda, \iota \theta}) \quad \forall \Lambda \in S_k \text{ and } \theta \in \{\pm 1\}^{\Lambda_N^*}.
$$

Therefore, setting

$$
\varepsilon_{\Lambda, \theta} := \|\gamma_{\Lambda, \theta} - R(\Phi(\gamma_{\Lambda, \theta}))\|_{L^p},
$$

we see for any $\Lambda \in S_k$ that

$$
\varepsilon_{\Lambda, \theta} + \varepsilon_{\Lambda, \iota \theta} = \|\gamma_{\Lambda, \theta} - R(\Phi(\gamma_{\Lambda, \theta}))\|_{L^p} + \|R(\Phi(\gamma_{\Lambda, \theta})) - \gamma_{\Lambda, \theta}\|_{L^p}
$$

$$
\geq \|\gamma_{\Lambda, \theta} - \gamma_{\Lambda, \iota \theta}\|_{L^p}
$$

$$
= \frac{1}{C_1 \cdot N^\sigma \cdot k^{1/2}} \left\| \sum_{n \in \Lambda \cap I} (\theta_n - (-\theta_n)) \varphi_n \right\|_{L^p(\Omega)}.
$$
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Now, since the \((\varphi_n)_{n \in \Lambda_N}\) have disjoint supports contained in \(\Omega\) and since \(\|\varphi_n\|_{L^p} = \|\varphi(N \circ \cdot)\|_{L^p} = \|\varphi\|_{L^p} \cdot N^{-d/p}\), it is easy to see
\[
\left\| \sum_{n \in \Lambda \cap I} (\theta_n - (-\theta_n)) \varphi_n \right\|_{L^p} = \|\varphi\|_{L^p} \cdot N^{-d/p} \cdot \|(2\theta_n)_{n \in \Lambda \cap I}\|_{L^p} = 2 \|\varphi\|_{L^p} \cdot N^{-d/p} \cdot |\Lambda \cap I|^{1/p},
\]
where for \(p = \infty\) we use the convention \(0^0 = 0\). Since \(\iota : \{\pm 1\}^{\Lambda_N} \to \{\pm 1\}^{\Lambda_N}\) is bijective, this implies
\[
\sum_{\theta \in \{\pm 1\}^{\Lambda_N}} \varepsilon_{\Lambda, \theta} = \frac{1}{|\{\pm 1\}^{\Lambda_N}|} \sum_{\theta \in \{\pm 1\}^{\Lambda_N}} \varepsilon_{\Lambda, \theta} = \frac{1}{2|\{\pm 1\}^{\Lambda_N}|} \sum_{\theta \in \{\pm 1\}^{\Lambda_N}} (\varepsilon_{\Lambda, \theta} + \varepsilon_{\Lambda, \theta^*})
\geq \frac{1}{|\{\pm 1\}^{\Lambda_N}|} \sum_{\theta \in \{\pm 1\}^{\Lambda_N}} \frac{\|\varphi\|_{L^p}}{C_1 \cdot N^{\sigma + d/p} \cdot k^{1/2}} \cdot |\Lambda \cap I|^{1/p}
= \frac{\|\varphi\|_{L^p}}{C_1} \cdot N^{-(\sigma + d/p)} \cdot k^{-1/2} \cdot |\Lambda \cap I|^{1/p}.
\]

Now, in case of \(p > 2\), we have \(k = 1\), so that for \(\Lambda \in S_k\) (meaning \(|\Lambda| = k = 1\)), we have \(|\Lambda \cap I| \in \{0, 1\}\) and thus \(|\Lambda \cap I|^{1/p} = |\Lambda \cap I|\) (also for \(p = \infty\)). Therefore, in case of \(p > 2\), we see thanks to Equation (3.1) that
\[
\sum_{\Lambda \in S_k} |\Lambda \cap I|^{1/p} = \sum_{\Lambda \in S_k} |\Lambda \cap I| = \sum_{n \in \Lambda_N} |\{n\} \cap I| = |I| \geq \frac{1}{2} |\Lambda_N^c| = \frac{1}{2} |S_k|,
\]
and thus \(\sum_{\Lambda \in S_k} |\Lambda \cap I|^{1/p} \geq \frac{1}{2}\).

If otherwise \(p \leq 2\), then \(k = N^d\), so that \(S_k = \{\Lambda_N^c\}\), and hence
\[
\sum_{\Lambda \in S_k} |\Lambda \cap I|^{1/p} = |I|^{1/p} \geq (N^d/2)^{1/p} \geq \frac{1}{2} N^{d/p},
\]
again thanks to Equation (3.1). Overall, these considerations show that
\[
\sum_{\Lambda \in S_k, \theta \in \{\pm 1\}^{\Lambda_N}} \|\gamma_{\Lambda, \theta} - R(\Phi(\gamma_{\Lambda, \theta}))\|_{L^p}
= \sum_{\Lambda \in S_k, \theta \in \{\pm 1\}^{\Lambda_N}} \varepsilon_{\Lambda, \theta}
\geq 2C_2 \cdot N^{-(\sigma + d/p)} \cdot k^{-1/2} \sum_{\Lambda \in S_k} |\Lambda \cap I|^{1/p}
\geq \begin{cases} C_2 \cdot N^{-(\sigma + d/p)} & \text{if } p > 2, \\ C_2 \cdot N^{-(\sigma + d/p)} \cdot N^{-d/2} N^{d/p} = C_2 \cdot N^{-(\sigma + d/2)} & \text{if } p \leq 2, \end{cases}
\]
for \(C_2 := \frac{\|\varphi\|_{L^p}}{2C_1} \cdot \).
Overall, since $N \leq 1 + (4m)^1/d \leq 2 \cdot (4m)^1/d \leq 8 m^{1/d}$, we have thus shown for every $A \in \text{Alg}_{2m}^{\text{det}}(L^p)$ that

$$
\sum_{\Lambda \in S_k, \theta \in \{\pm 1\}^N} \|\gamma_{\Lambda, \theta} - A(\gamma_{\Lambda, \theta})\|_{L^p} \geq \begin{cases} 
C_3 \cdot m^{-(1/p + \sigma/d)}, & \text{if } p > 2, \\
C_3 \cdot m^{-(1/(2 + \sigma/d))}, & \text{if } p \leq 2,
\end{cases}
$$

where $C_3 := 8^{-(\sigma + d/p)} C_2$ for $p > 2$ and $C_3 := 8^{-(\sigma + d/2)}$ for $p \leq 2$.

Step 3 (Completing the proof): Let $A = (A_\omega)_{\omega \in X} \in \text{Alg}_{m}^{MC}(L^p)$ be arbitrary. This means that there exist a probability space $(X, \mathbb{P})$ and a measurable map $m : X \to \mathbb{N}$ such that $A = (A_\omega)_{\omega \in X}$ with $A_\omega \in \text{Alg}_{m(\omega)}^{\text{det}}(L^p)$ for all $\omega \in X$ and such that $\mathbb{E}[m(\omega)] \leq m$.

Let $X_0 := \{\omega \in X : m(\omega) \leq 2m\}$ and note

$$
m \geq \mathbb{E}[m(\omega)] \geq \mathbb{E}[2m 1_{X_0}(\omega)] = 2m \cdot \mathbb{P}(X_0),$$

which implies that $\mathbb{P}(X_0) \leq \frac{1}{2}$ and hence $\mathbb{P}(X_0) \geq \frac{1}{2}$.

Thus, we see from the definition of $E_p(A; B^\sigma(\Omega))$, because of $\|\gamma_{\Lambda, \theta}\|_{B^\sigma} \leq 1$, and since $A_\omega \in \text{Alg}_{m}^{\text{det}}(L^p)$ for $\omega \in X_0$, so that Equation (3.2) is applicable,

$$
E_p(A; B^\sigma(\Omega)) = \sup_{\|f\|_{B^\sigma(\Omega)} \leq 1} \mathbb{E}[\|f - A_\omega(f)\|_{L^p}]
\geq \sum_{\Lambda \in S_k, \theta \in \{\pm 1\}^N} \mathbb{E}[\|\gamma_{\Lambda, \theta} - A(\gamma_{\Lambda, \theta})\|_{L^p}]
\geq \mathbb{E}\left[\sum_{\Lambda \in S_k, \theta \in \{\pm 1\}^N} \|\gamma_{\Lambda, \theta} - A_\omega(\gamma_{\Lambda, \theta})\|_{L^p}\right]
\geq \mathbb{E}[1_{X_0}(\omega) \cdot \sum_{\Lambda \in S_k, \theta \in \{\pm 1\}^N} \|\gamma_{\Lambda, \theta} - A_\omega(\gamma_{\Lambda, \theta})\|_{L^p}]
\geq \frac{C_3}{2} \cdot m^{-(\sigma + 1/\max\{2, p\})}.
$$

This completes the proof of Theorem 3.2. \qed

4 Lower bounds for linear sampling numbers

In this section, we show based on observations and techniques in [2] Section X that the linear sampling numbers are subject to the curse of dimension, in stark contrast to the case of the (general, non-linear) sampling numbers that we studied in the previous sections. In fact, for deterministic linear reconstruction based on point samples, the desired lower bound is an easy consequence of [2] Theorem 6: but since we want to show that the same also holds for potentially randomized linear reconstruction, we need to delve into the proof techniques employed in [2].
Remark. We remark that we derive these lower bounds only for the case where the reconstruction error is measured in $L^p$ with $p \geq 2$. We leave the case of $1 \leq p < 2$ as an interesting problem for future work.

Before we properly begin, let us define what we mean by “randomized linear reconstruction”.

Definition 4.1. Let $\emptyset \neq \Omega \subset \mathbb{R}^d$ be arbitrary and $p \in [1, \infty]$. A deterministic ($L^p$-valued) linear algorithm based on $m$ point samples is any map of the form

$$A = T \circ \Phi,$$

where $T : \mathbb{R}^m \rightarrow L^p(\Omega)$ is linear and where $\Phi : C(\Omega) \rightarrow \mathbb{R}^m$ is of the form $\Phi(f) = (f(x_1), \ldots, f(x_m))$ for certain $x_1, \ldots, x_m \in \Omega$. We write $\text{Alg}^{\text{lin}, \text{det}}_m(L^p)$ for the set of all these algorithms.

A randomized ($L^p$-valued) linear algorithm using at most $m$ point samples in expectation is a family $A = (A_\omega)_{\omega \in \Omega}$ indexed by a probability space $(X, \mathbb{P})$ such that the following properties hold:

1. There exists a measurable map $m : X \rightarrow \mathbb{N}$ satisfying
   - $A_\omega \in \text{Alg}^{\text{lin}, \text{det}}_m(\omega)$ for all $\omega \in X$, and
   - $\mathbb{E}[m(\omega)] \leq m$.

2. The map $\omega \mapsto \|f - A_\omega(f)\|_{L^p}$ is measurable for every $f \in B^\sigma(\Omega)$ with $\|f\|_{B^\sigma(\Omega)} \leq 1$.

Remark. Since $\text{Alg}^{\text{lin}, \text{det}}_m(L^p) \subset \text{Alg}^{\text{det}}_m(L^p)$ and $\text{Alg}^{\text{lin}, \text{MC}}_m \subset \text{Alg}^{\text{MC}}_m(L^p)$, the worst-case errors $E_p(A; B^\sigma(\Omega))$ and $E_p(A; B^\sigma(\Omega))$ are already defined by virtue of Definition 3.1.

We now aim to prove that linear algorithms (deterministic or randomized) for reconstructing Barron functions from point samples are subject to the curse of dimensionality. For doing so, we start with the following lemma.

Lemma 4.2. Let $d \in \mathbb{N}$ and $\sigma > 0$ be arbitrary and let $\Omega = [-\frac{1}{2}, \frac{1}{2}]^d$. For $\eta \in \mathbb{N}_0^d$, define

$$f_\eta : \Omega \rightarrow \mathbb{R}, \quad f_\eta(x) = \begin{cases} 1, & \text{if } \eta = 0, \\ \sqrt{2} \cos(2\pi \langle \eta, x \rangle), & \text{otherwise}. \end{cases}$$

Then the family $(f_\eta)_{\eta \in \mathbb{N}_0^d} \subset L^2(\Omega)$ is an orthonormal system.

Furthermore, for every $\eta \in \mathbb{N}_0^d$, we have

$$\|f_\eta\|_{B^\sigma(\Omega)} \leq C \cdot (1 + |\eta|)^\sigma$$

for a constant $C = C(d, \sigma) > 0$.  
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Proof. First, we note for \( \eta \in \mathbb{Z}^d \) that \( \cos(2\pi \langle \eta, x \rangle) = \Re e^{2\pi i \langle \eta, x \rangle} \) and thus
\[
\int_{[-\frac{1}{2}, \frac{1}{2}]^d} \cos(2\pi (\eta, x)) dx = \Re \int_{[-\frac{1}{2}, \frac{1}{2}]^d} e^{2\pi i \langle \eta, x \rangle} dx = \delta_{\eta,0}. \]
Next, we recall the well-known formula \( \cos(x) \cos(y) = \frac{1}{2} \left( \cos(x-y) + \cos(x+y) \right) \). Using it, we see for \( \eta, \zeta \in \mathbb{N}_0^d \) that
\[
\int_{[-\frac{1}{2}, \frac{1}{2}]^d} \cos(2\pi \langle \eta, x \rangle) \cos(2\pi \langle \zeta, x \rangle) dx = \begin{cases} 1, & \text{if } \eta = \zeta = 0, \\ \frac{1}{2}, & \text{if } \eta = \zeta \neq 0, \\ 0, & \text{if } \eta \neq \zeta. \end{cases}
\]
This implies (the well-known fact) that \( (f_\eta)_{\eta \in \mathbb{N}_0^d} \subset L^2(\Omega) \) is an orthonormal system.

Next, fix \( \varphi \in C_c^\infty(\mathbb{R}^d) \) with \( \varphi \equiv 1 \) on \( [-\frac{1}{2}, \frac{1}{2}]^d \) and with \( \varphi \geq 0 \), and define \( w : \mathbb{R}^d \to (0, \infty) \) by \( w(\xi) := (1 + |\xi|)^\sigma \). As seen in Equation (2.2), we have \( w(\xi + \eta) \leq w(\xi) \cdot w(\eta) \) for all \( \xi, \eta \in \mathbb{R}^d \). Note that \( g_\eta : \mathbb{R}^d \to \mathbb{R} \) defined by \( g_\eta(x) = \cos(2\pi \langle \eta, x \rangle) \cdot \varphi(x) \) satisfies
\[
g_\eta(x) = \frac{1}{2} \left( e^{2\pi i \langle \eta, x \rangle} + e^{-2\pi i \langle \eta, x \rangle} \right) \cdot \varphi(x),
\]
which implies that \( Fg_\eta(\xi) = \frac{1}{2} \left( \hat{\varphi}(\xi - \eta) + \hat{\varphi}(\xi + \eta) \right) \), by elementary properties of the Fourier transform. Therefore,
\[
\int_{\mathbb{R}^d} w(\xi) \cdot |Fg_\eta(\xi)| d\xi 
\leq \frac{1}{2} \left( \int_{\mathbb{R}^d} |\hat{\varphi}(\xi - \eta)| \cdot w(\xi - \eta + \eta) d\xi + \int_{\mathbb{R}^d} |\hat{\varphi}(\xi + \eta)| \cdot w(\xi + \eta - \eta) d\xi \right) 
\leq w(\eta) \cdot \|\hat{\varphi}\|_{L^1_{\nu}} \leq C_1 \cdot (1 + |\eta|)^\sigma
\]
for a suitable constant \( C_1 = C_1(d, \sigma) > 0 \). Since we have by Fourier inversion that \( g_\eta = F^{-1} Fg_\eta \) and since \( g_\eta(x) = \cos(2\pi \langle \eta, x \rangle) \) for \( x \in \Omega \), we see by definition of the Barron norm that \( \| \cos(2\pi \langle \eta, \cdot \rangle) \|_{B^\sigma(\Omega)} \leq C_1 \cdot (1 + |\eta|)^\sigma \). This easily implies that \( \|f_\eta\|_{B^\sigma} \leq C_2 \cdot (1 + |\eta|)^\sigma \) for a suitable constant \( C_2 = C_2(d, \sigma) > 0 \).
Proof. Since $\lambda(\Omega) = 1$, it is an easy consequence of Hölder’s inequality (or Jensen’s inequality) that $L^p(\Omega) \hookrightarrow L^2(\Omega)$ with $\| \cdot \|_{L^p(\Omega)} \leq \| \cdot \|_{L^2(\Omega)}$; therefore, it is enough to consider the case $p = 2$. With $f_\eta, \eta \in \mathbb{N}_0^d$ as defined in Lemma 4.2, it is an easy consequence of that lemma that there exists a constant $C_1 = C_1(d, \sigma) > 0$ satisfying $\| f_\eta \|_{B^\sigma(\Omega)} \leq C_1 (1 + \| \eta \|_{\ell^\infty})^{\sigma}$ for all $\eta \in \mathbb{N}_0^d$. The remainder of the proof is divided into two steps.

Step 1 (average-case lower bound for linear deterministic algorithms):
Let $m \in \mathbb{N}$ be arbitrary. Let $C_2 := 4^{\sigma / 2} \sigma C_1$ and $\gamma := C_2 \cdot m^{\sigma / d}$. We first claim that

$$I_\gamma := \{ \eta \in \mathbb{N}_0^d : C_1 (1 + \| \eta \|_{\ell^\infty})^{\sigma} \leq \gamma \}$$

satisfies $|I_\gamma| \geq 4m$. To see this, note that if $\eta \in \mathbb{N}_0^d \setminus \{0\}$ satisfies

$$\| \eta \|_{\ell^\infty} \leq \left\lfloor \frac{\gamma}{15C_1^{2}\sigma} \right\rfloor \frac{1}{C_1}\frac{1}{\sigma},$$

then

$$C_1 (1 + \| \eta \|_{\ell^\infty})^{\sigma} \leq C_1 \cdot 2^{\left\lfloor \frac{\gamma}{15C_1^{2}\sigma} \right\rfloor \frac{1}{C_1}\frac{1}{\sigma}} \leq C_1 \cdot (\gamma^{1 / \sigma} / C_1^{1 / \sigma}) = \gamma, $$

and this also remains true if $\eta = 0$, since $\gamma \geq C_2 \geq C_1$. Therefore, we see

$$|I_\gamma| \geq \left| \left\{ \eta \in \mathbb{N}_0^d : \| \eta \|_{\ell^\infty} \leq \left\lfloor \frac{\gamma}{15C_1^{2}\sigma} \right\rfloor \frac{1}{C_1}\frac{1}{\sigma} \right\} \right|$$

$$\geq \left(1 + 2 \left\lfloor \frac{\gamma}{15C_1^{2}\sigma} \right\rfloor \frac{1}{C_1}\frac{1}{\sigma} \right)^d$$

$$\geq \left(\frac{\gamma^{1 / \sigma} / (C_1^{1 / \sigma})}{2} \right)^d$$

$$= \frac{C_2^{d / \sigma} \cdot m}{2^{d} C_1^{d / \sigma}} = 4m,$$

as claimed.

Now, let $A \in \text{Alg}_{2m}^{\text{lin, det}}(L^2)$ be arbitrary; this means that there exists a linear map $T : \mathbb{R}^{2m} \rightarrow L^2(\Omega)$ and a certain map $\Phi : C(\Omega) \rightarrow \mathbb{R}^{2m}$ satisfying $A = T \circ \Phi$. Since $T : \mathbb{R}^{2m} \rightarrow L^2(\Omega)$ is linear, we have $\dim(\text{range} T) \leq 2m$, so that we can choose orthonormal functions $g_1, \ldots, g_{2m} \in L^2(\Omega)$ satisfying $\text{range}(T) \subset \text{span}\{g_1, \ldots, g_{2m}\} =: V$. Thus, denoting by $\pi_V$ the orthogonal projection onto $V$, we have for every $f \in B^\sigma(\Omega)$ that

$$\| f - A(f) \|_{L^2(\Omega)} = \| f - T(\Phi(f)) \|_{L^2(\Omega)} \geq \| f - \pi_V f \|_{L^2(\Omega)}.$$  (4.1)
Now, note (as in the proof of [2, Lemma 6]) because of $|I_\gamma| \geq 4m$ that

$$
\sum_{\eta \in I_\gamma} \|\pi V f_\eta\|_{L^2}^2 = \frac{1}{|I_\gamma|} \sum_{\eta \in I_\gamma} \sum_{j=1}^{2m} (f_\eta, g_j)_{L^2(\Omega)}
$$

$$
= \frac{1}{|I_\gamma|} \sum_{j=1}^{2m} \sum_{\eta \in I_\gamma} (f_\eta, g_j)_{L^2(\Omega)}
$$

$$
\leq (*) \frac{1}{|I_\gamma|} \sum_{j=1}^{2m} \|g_j\|_{L^2(\Omega)}^2 = \frac{2m}{|I_\gamma|} \leq \frac{1}{2}.
$$

Here, the step marked with (*) is justified by Bessel’s inequality (see e.g. [8, Theorem 5.26]) Now, since $\|f_\eta - \pi V f_\eta\|_{L^2} \leq \|f_\eta\|_{L^2} \leq 1$, this implies

$$
\sum_{\eta \in I_\gamma} \|(f_\eta/\gamma) - A(f_\eta/\gamma)\|_{L^2(\Omega)} \geq \sum_{\eta \in I_\gamma} \|(f_\eta/\gamma) - \pi V (f_\eta/\gamma)\|_{L^2(\Omega)}
$$

$$
= \frac{1}{\gamma} \sum_{\eta \in I_\gamma} \|f_\eta - \pi V f_\eta\|_{L^2(\Omega)}
$$

$$
\geq \frac{1}{\gamma} \sum_{\eta \in I_\gamma} \|f_\eta - \pi V f_\eta\|_{L^2(\Omega)}^2
$$

$$
(*) \frac{1}{\gamma} \sum_{\eta \in I_\gamma} (\|f_\eta\|_{L^2}^2 - \|\pi V f_\eta\|_{L^2}^2)
$$

$$
= \frac{1}{\gamma} \left(1 - \sum_{\eta \in I_\gamma} \|\pi V f_\eta\|_{L^2}^2\right)
$$

$$
\geq \frac{1}{2\gamma} = (2C_2 \cdot m^{\sigma/d})^{-1} =: C_3 \cdot m^{-\sigma/d}.
$$

Here, the step marked with (*) used that $f_\eta - \pi V f_\eta = \pi V f_\eta$ is orthogonal to $\pi V f_\eta$ and thus $\|f_\eta\|_{L^2}^2 = \|(f_\eta - \pi V f_\eta) + \pi V f_\eta\|_{L^2}^2 = \|f_\eta - \pi V f_\eta\|_{L^2}^2 + \|\pi V f_\eta\|_{L^2}^2$ and therefore $\|f_\eta - \pi V f_\eta\|_{L^2}^2 = \|f_\eta\|_{L^2}^2 - \|\pi V f_\eta\|_{L^2}^2 = 1 - \|\pi V f_\eta\|_{L^2}^2$. Here, the last step used that $(f_\eta)_{\eta \in \mathbb{N}^d}$ is an orthonormal system by construction and thus $\|f_\eta\|_{L^2} = 1$; see Lemma 4.2.

Note that Equation (4.2) holds for all $A \in \text{Alg}_{\text{lin}}(L^2)$ and that each $h_\eta := f_\eta/\gamma$ satisfies $\|h_\eta\|_{B^\gamma(\Omega)} = \frac{1}{\gamma} \|f_\eta\|_{B^\gamma(\Omega)} \leq \frac{1}{\gamma} C_1 \cdot (1 + \|\eta\|_{\ell^\infty})^\sigma \leq \frac{1}{\gamma} = 1$ for all $\eta \in I_\gamma$.

**Step 2 (completing the proof):** The remainder of the proof is similar to Step 3 in the proof of Theorem 3.2. Let $A = (A_\omega)_{\omega \in \mathbb{X}} \in \text{Alg}_{\text{lin}}(L^2)$ be arbitrary. This means that there exist a probability space $(\mathbb{X}, \mathbb{P})$ and a measurable map $\mathbb{m} : \mathbb{X} \to \mathbb{N}$ such that $A = (A_\omega)_{\omega \in \mathbb{X}}$ with $A_\omega \in \text{Alg}_{\text{lin}}(L^2)$ for all $\omega \in \mathbb{X}$ and such that $\mathbb{E}[\mathbb{m}(\omega)] \leq m$. Let $\mathbb{X}_0 := \{\omega \in \mathbb{X} : \mathbb{m}(\omega) \leq 2m\}$. Exactly as in Step 3 of the proof of Theorem 3.2 one sees that $\mathbb{P}(\mathbb{X}_0) \geq \frac{1}{2}$. 
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Now, recalling the definition of $E_2(A; B^\sigma(\Omega))$ and that $\|h_\eta\|_{B^\sigma} \leq 1$ for $\eta \in I_\gamma$, and noting that $A_\omega \in \text{Alg}_{m,\text{det}}(L^2)$ for $\omega \in X_0$, so that Equation (4.2) is applicable, we see

$$E_2(A; B^\sigma(\Omega)) = \sup_{\|f\|_{B^\sigma(\Omega)} \leq 1} E\|f - A_\omega(f)\|_{L^2} \geq \sum_{\eta \in I_\gamma} E\|h_\eta - A_\omega(h_\eta)\|_{L^2} \geq E\left(1_{X_0}(\omega) \sum_{\eta \in I_\gamma} \|h_\eta - A_\omega(h_\eta)\|_{L^2}\right) \geq E\left[1_{X_0}(\omega) \cdot C_3 \cdot m^{-\sigma/d}\right] \geq \frac{C_3}{2} \cdot m^{-\sigma/d}.$$  

For $C := C_3/2$, this implies the claimed lower bound, since we noted at the beginning of the proof that it is enough to treat the case $p = 2$. \qed

A Postponed technical proofs

A.1 Proof of Lemma 1.3

Proof. For brevity, set $\varepsilon := s_m(V; R)$. By definition, there exist $x_1, \ldots, x_m \in \Omega$ and a map $T : \mathbb{R}^m \to \mathbb{R}$ such that $\|f - T(f(x_1), \ldots, f(x_m))\|_R \leq \varepsilon + \delta$ for all $f \in V$ with $\|f\|_V \leq 1$. Define $\Phi : V \to \mathbb{R}^m$, $f \mapsto (f(x_1), \ldots, f(x_m))$. For each $y \in \Phi(V)$, we can choose some $g_y \in V$ satisfying

$$\Phi(g_y) = y \quad \text{and} \quad \|g_y\|_V \leq (1 + \delta) \inf_{g \in V, \Phi(g) = y} \|g\|_V;$$

indeed, this is clear in case the infimum is positive; otherwise, there exists a sequence $(g_n)_{n \in \mathbb{N}}$ satisfying $\Phi(g_n) = y$ and $\|g_n\|_V \to 0$. Since $V \hookrightarrow C(\Omega)$, this implies $g_n(x_i) \xrightarrow{u \to \infty} 0$ and thus $y = \lim_{n \to \infty} \Phi(g_n) = 0$, so that $g_y = 0$ is a valid choice. Define

$$A : \mathbb{R}^m \to V, \quad y \mapsto \begin{cases} g_y, & \text{if } y \in \Phi(V), \\ 0, & \text{otherwise.} \end{cases}$$

Now, let $f \in V$ be arbitrary and set $y := \Phi(f)$ and $C := \|f\|_V$. This implies

$$\|g_y\|_V \leq (1 + \delta) \inf_{g \in V, \Phi(g) = y} \|g\|_V \leq (1 + \delta) \|f\|_V = (1 + \delta) C.$$  

In case of $C = 0$, we thus have $f = g_y = 0$ and thus $\|f - A(y)\|_R = \|f - g_y\|_R = 0$, so that the claim is trivial; we can thus assume in what follows that $C > 0$.  
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Now, set \( h := \frac{f - g_y}{(2 + \delta)C} \) and note \( \|h\|_V \leq 1 \) and \( \Phi(h) = 0 \). Therefore, we see by choice of \( T \) that
\[
\|h\|_R \leq \|h - T(0)\|_R + \|T(0) - 0\|_R \leq 2(\varepsilon + \delta),
\]
and thus
\[
\|f - A(f(x_1), \ldots, f(x_m))\|_R = \|f - g_y\|_R
\leq (2 + \delta)C \cdot \|h\|_R
\leq 2(\varepsilon + \delta) \cdot (2 + \delta) \cdot C
\leq 2(\varepsilon + \delta) \cdot (2 + \delta) \cdot \|f\|_V.
\]
Since \( \delta > 0 \) can be chosen arbitrarily, this easily implies the claim. \( \square \)
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