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Abstract—The application of deep learning in robotics leads to very specific problems and research questions that are typically not addressed by the computer vision and machine learning communities. In this paper we discuss a number of robotics-specific learning, reasoning, and embodiment challenges for deep learning. We explain the need for better evaluation metrics, highlight the importance and unique challenges for deep robotic learning in simulation, and explore the spectrum between purely data-driven and model-driven approaches. We hope this paper provides a motivating overview of important research directions to overcome the current limitations, and help fulfill the promising potentials of deep learning in robotics.

I. INTRODUCTION

A robot is an inherently active agent that interacts with the real world, and often operates in uncontrolled or detrimental conditions. Robots have to perceive, decide, plan, and execute actions – all based on incomplete and uncertain knowledge. Mistakes can lead to potentially catastrophic results that will not only endanger the success of the robot’s mission, but can even put human lives at stake, e.g. if the robot is a driverless car.

The application of deep learning in robotics therefore motivates research questions that differ from those typically addressed in computer vision: How much trust can we put in the predictions of a deep learning system when misclassifications can have catastrophic consequences? How can we estimate the uncertainty in a deep network’s predictions and how can we fuse these predictions with prior knowledge and other sensors in a probabilistic framework? How well does deep learning perform in realistic uncontrolled open-set scenarios where objects of unknown class and appearance are regularly encountered?

If we want to use data-driven learning approaches to generate motor commands for robots to move and act in the world, we are faced with additional challenging questions: How can we generate enough high-quality training data?

Do we rely on data solely collected on robots in real-world scenarios or do we require data augmentation through simulation? How can we ensure the learned policies transfer well to different situations, from simulation to reality, or between different robots?

This leads to further fundamental questions: How can the structure, the constraints, and the physical laws that govern robotic tasks in the real world be leveraged and exploited by a deep learning system? Is there a fundamental difference between model-driven and data-driven problem solving, or are these rather two ends of a spectrum?

This paper explores some of the challenges, limits, and potentials for deep learning in robotics. The invited speakers and organizers of the workshop on The Limits and Potentials of Deep Learning for Robotics at the 2016 edition of the Robotics: Science and Systems (RSS) conference [113] provide their thoughts and opinions, and point out open research problems and questions that are yet to be answered. We hope this paper will offer the interested reader an overview of where we believe important research needs to be done, and where deep learning can have an even bigger impact in robotics over the coming years.

II. CHALLENGES FOR DEEP LEARNING IN ROBOTIC VISION

A robot is an inherently active agent that acts in, and interacts with the physical real world. It perceives the world with its different sensors, builds a coherent model of the world and updates this model over time, but ultimately a robot has to make decisions, plan actions, and execute these actions to fulfill a useful task.

This is where robotic vision differs from computer vision. For robotic vision, perception is only one part of a more complex, embodied, active, and goal-driven system. Robotic vision therefore has to take into account that its immediate outputs (object detection, segmentation, depth estimates, 3D reconstruction, a description of the scene, and so on), will ultimately result in actions in the real world. In a simplified view, while computer vision takes images and translates them into information, robotic vision translates images into actions.

This fundamental difference between robotic vision and computer vision motivates a number of research challenges along three conceptually orthogonal axes: learning, embodiment, and reasoning. We position individual challenges along these axes according to their increasing complexity, and their dependencies. Tables I–III summarize the challenges.
A. Learning Challenges

Along this axis we position challenges that are specific for (deep) machine learning in a robotic vision context. These challenges comprise problems arising from deployment in open-set conditions, two flavours of incremental learning, and active learning.

1) Uncertainty Estimation: In order to fully integrate deep learning into robotics, it is important that deep learning systems can reliably estimate the uncertainty in their predictions. This would allow robots to treat a deep neural network like any other sensor, and use the established Bayesian techniques [53], [58], [117] to fuse the network’s predictions with prior knowledge or other sensor measurements, or to accumulate information over time. Deep learning systems, e.g. for classification or detection, typically return scores from their softmax layers that are proportional to the system’s confidence, but are not calibrated probabilities, and therefore not useable in a Bayesian sensor fusion framework.

Current approaches towards uncertainty estimation for deep learning are calibration techniques [38], [44], or Bayesian deep learning [72], [78] with approximations such as Dropout Sampling [28], [54] or ensemble methods [61].

2) Identify Unknowns: A common assumption in deep learning is that trained models will be deployed under closed-set conditions [11], [120], i.e. the classes encountered during deployment are known and exactly the same as during training. However, robots often have to operate in ever-changing, uncontrolled real-world environments, and will inevitably encounter instances of classes, scenarios, textures, or environmental conditions that were not covered by the training data.

In these so-called open-set conditions [11], [101], it is crucial to identify the unknowns: The perception system must not assign high-confidence scores to unknown objects or falsely recognize them as one of the known classes. If for example an object detection system is fooled by data outside of its training data distribution [35], [79], the consequences for a robot acting on false, but high-confidence detections can be catastrophic. One way to handle the open-set problem and identify unknowns is to utilize the epistemic uncertainty [28], [54] of the model predictions to reject predictions with low confidence [76].

3) Incremental Learning: For many robotics applications the characteristics and appearance of objects can be quite different in the deployment scenario compared to the training data. To address this domain adaptation problem [23], [30], [83], a robotic vision system should be able to learn from new training samples of known classes during deployment and adopt its internal representations accordingly.

4) Class-Incremental Learning: When operating in open-set conditions, the deployment scenario might contain new classes of interest that were not available during training. A robot therefore needs the capability to extend its knowledge and efficiently learn new classes without forgetting the previously learned representations [34]. This class-incremental learning would preferably be data-efficient by using one-shot [13], [60], [92], [99], [124] or low-shot [27], [41], [126] learning techniques. Semi-supervised approaches [56], [82], [89] that can leverage unlabeled data are of particular interest.

Current techniques for class-incremental learning [75], [90] still rely on supervision in the sense that the user has to specifically tell the system which samples are new data and therefore should be incorporated. The next challenge in our list, active learning, aims to overcome this and automatically selects new training samples from the available data.

5) Active Learning: A robot should be able to select the most informative samples for incremental learning techniques on its own. Since it would have to ask the human user for the true label for these selected samples, data-efficiency is key to minimize this kind of interaction with the user. Active learning [21] can also comprise retrieving annotations from other sources such as the web.

Some current approaches [24], [29] leverage the uncertainty estimation techniques based on approximate Bayesian inference (see Section II-A.1) to choose the most informative samples.

B. Embodiment Challenges

Embodiment is a corner stone of what constitutes robotic vision, and what sets it apart from computer vision. Along this axis we describe four embodiment challenges: understanding and utilizing temporal and spatial embodiment helps to improve perception, but also enables robotic vision to perform active vision, and even targeted manipulation of the environment to further improve perception.

1) Temporal Embodiment: In contrast to typical recent computer vision systems that treat every image as independent, a robotic vision system perceives a stream of consecutive and therefore strongly correlated images. While current work on action recognition, learning from demonstration, and similar directions in computer vision work on video data, (e.g. by using recurrent neural networks or by simply stacking consecutive frames in the input layers), the
A challenging aspect of temporal embodiment is that the appearance of scenes changes over time. An environment can comprise dynamic objects such as cars or pedestrians moving through the field of view of a camera. An environment can also change its appearance caused by different lighting conditions (day/night), structural changes in objects (summer/winter), or differences in the presence and pose of objects (e.g., an office during and after work hours). A robotic vision system has to cope with all of those effects.

The new CORe50 dataset [69] is one of the few available datasets that encourages researchers to exploit temporal embodiment for object recognition, but the robotic vision research community should invest more effort to fully exploit its potential of temporal embodiment to improve the quality of the perception process for object detection or semantic segmentation, which is currently rarely utilized: a robotic vision system that uses its temporal embodiment can for example accumulate evidence over time – preferably using Bayesian techniques, if uncertainty estimates are available as discussed in Section II-A.1 – or exploit small viewpoint variations that occur over time in dynamic scenes.

The system can detect and classify objects of classes known during training. It provides uncalibrated confidence scores that are proportional to the system’s belief of the label probabilities. State of the art methods, such as YOLO9000, SSD, Mask R-CNN are at this level.

TABLE I

| Level | Name                  | Description                                                                 |
|-------|-----------------------|-----------------------------------------------------------------------------|
| 0     | Closed-Set Assumptions| The system has no understanding of any form of embodiment and treats every image as an independent from previously seen images. |
| 1     | Uncertainty Estimation| The system can correctly estimate its uncertainty and returns calibrated confidence scores that can be used as probabilities in a Bayesian data fusion framework. Current work on Bayesian Deep Learning falls into this category. |
| 2     | Identify Unknowns     | In an open-set scenario, the robot can reliably identify instances of unknown classes and is not fooled by out-of-distribution data. |
| 3     | Incremental Learning | The system can learn new instances of known classes to address domain adaptation or label shift. It requires the user to provide these new training samples. |
| 4     | Class-Incremental Learning | The system can learn new classes, preferably using low-shot or one-shot learning techniques, without catastrophic forgetting. The system requires the user to provide these new training samples along with correct class labels. |
| 5     | Active Learning       | The system is able to select the most informative samples for incremental learning on its own in a data-efficient way, e.g., by utilizing its estimated uncertainty in a prediction. It can ask the user to provide labels. |

TABLE II

| Level | Name                  | Description                                                                 |
|-------|-----------------------|-----------------------------------------------------------------------------|
| 0     | None                  | The system has no understanding of any form of embodiment and treats every image as an independent from previously seen images. |
| 1     | Temporal Embodiment   | The system learned that it is temporally embedded and consecutive are strongly correlated. The system can accumulate evidence over time to improve its predictions. Appearance changes over time can be coped with. |
| 2     | Spatial Embodiment    | The system can exploit aspects of spatial coherency and incorporate views of objects taken from different viewpoints to improve its perception, while handling occlusions. |
| 3     | Active Vision         | The system has learned to actively control the camera movements in the world, for example it can move the camera to a better viewpoint to improve its perception confidence or better deal with occlusions. |
| 4     | Active Manipulation   | As an extension of active vision, the system can manipulate the scene to aid perception. For example it can move an occluding object to gain information about object hidden underneath. |

The new CORe50 dataset [69] is one of the few available datasets that encourages researchers to exploit temporal embodiment for object recognition, but the robotic vision research community should invest more effort to fully exploit its potential of temporal embodiment to improve the quality of the perception process for object detection or semantic segmentation, which is currently rarely utilized: a robotic vision system that uses its temporal embodiment can for example accumulate evidence over time – preferably using Bayesian techniques, if uncertainty estimates are available as discussed in Section II-A.1 – or exploit small viewpoint variations that occur over time in dynamic scenes.

The system can detect and classify objects of classes known during training. It provides uncalibrated confidence scores that are proportional to the system’s belief of the label probabilities. State of the art methods, such as YOLO9000, SSD, Mask R-CNN are at this level.

3) Active Vision: One of the biggest advantages robotic vision can draw from its embodiment is the potential to control the camera, move it, and change its viewpoint in order to improve its perception or gather additional information about the scene. This is in stark contrast to most computer vision scenarios, where the camera is a passive sensor that observes the environment from where it was placed, without any means of controlling its pose.

Some work is undertaken in the area of next-best viewpoint prediction to improve object detection [5], [25], [73], [130] or path planning for exploration on a mobile robot [14], but a more holistic approach to active scene understanding is still missing from current research. Such an active robotic vision system could control camera movements through the world to improve the system’s perception confidence, resolve ambiguities, mitigate the effect of occlusions, or reflections.

4) Manipulation for Perception: As an extension of active vision, a robotic system could purposefully manipulate the scene to aid its perception. For example a robot could...
move occluding objects to gain information about object hidden underneath. Planning such actions will require an understanding of the geometry of the scene, the capability to reason about how certain manipulation actions will change the scene, and if those changes will positively affect the perception processes.

C. Reasoning Challenges

In his influential 1867 book on Physiological Optics [125], Hermann von Helmholtz formulated the idea that humans use unconscious reasoning, inference or conclusion, when processing visual information. Since then, psychologists have devised various experiments to investigate these unconscious mechanisms [33], modernized Helmholtz’ original ideas [94], and reformulated them in the framework of Bayesian inference [55].

Inspired by their biological counterparts, we formulate the following three reasoning challenges, addressing separate and joint reasoning about the semantics and geometry of a scene and the objects therein.

1) Reasoning About Object and Scene Semantics: The world around us contains many semantic regularities that humans use to aid their perception [33]: objects tend to appear more often in a certain context than in other contexts (e.g. it is more likely to find a fork in a kitchen or on a dining table, but less likely to find it in a bathroom), some objects tend to appear in groups, some objects rarely appear together in a scene, and so on. Semantic regularities also comprise the absolute pose of objects in a scene, or the relative pose of an object with respect to other objects.

While the importance of semantic regularities and contextual information for human perception processes is well known in psychology [33], [81], recent object detection systems [42], [67], [91] do not exploit this rich source of information. If the many semantic regularities present in the real world can be learned or otherwise made available to the vision system in the form of prior knowledge, we can expect an improved and more robust perception performance: Context can help to disambiguate or correct predictions and detections.

The work by Lin et al. [65] is an example of a scene understanding approach that explicitly models and exploits several semantic and geometric relations between objects and the overall scene using Conditional Random Fields. A combination of place categorization and improved object detection utilizing learned scene-object priors has been demonstrated in [111]. More recent work [136] devises a method to perform holistic scene understanding using a deep neural network that learns to utilize context information from training data.

2) Reasoning About Object and Scene Geometry: Many applications in robotics require knowledge about the geometry of individual objects, or the scene as a whole. Estimating the depth of the scene from a single image has become a widely researched topic [31], [32], [66]. Similarly, there is a lot of ongoing work on estimating the 3D structure of objects from a single or multiple views without having depth information available [20], [40], [131], [137]. These methods are typically evaluated on images with only one or a few prominent and clearly separated objects. However for robotic applications, cluttered scenes are very common.

The previously discussed problems of uncertainty estimation and coping with unknown objects apply here as well: a robotic vision system that uses the inferred geometry for example to grasp objects needs the ability to express uncertainty in the inferred object shape when planning grasp points. Similarly, it should be able to exploit its embodiment to move the camera to a better viewpoint to efficiently collect new information that enables a more accurate estimate of the object geometry.

As an extension of reasoning over individual objects, inference over the geometry of the whole scene is important for robotic vision, and closely related to the problems of object-based mapping or object-based SLAM [19], [86], [98], [114]. Exploiting semantic and prior knowledge can help a robotic vision system to better reason about the scene structure, for example the absolute and relative poses of objects, support surfaces, and object continuity despite occlusions.

3) Joint Reasoning about Semantics and Geometry: The ability to extract information about objects, environmental structures, their various complex relations, and the scene geometry in complex environments under realistic, open-set conditions is increasingly important for robotics. Our final reasoning challenge for a robotic vision system therefore is the ability to reason jointly about the semantics and the geometry of a scene and the objects therein. Since semantics and geometry can co-inform each other, a tightly coupled inference approach can be advantageous over loosely coupled approaches where reasoning over semantics and geometry is performed separately.

III. ARE WE GETTING EVALUATION RIGHT IN DEEP LEARNING FOR ROBOTICS?

Why doesn’t real-world deep learning performance match published performance on benchmark datasets? This is a vexing question currently facing roboticists — and the answer has to do with the nature of evaluation in computer vision. Robotics is different from much of computer vision in that a robot must interact with a dynamic environment, not just images or videos downloaded from the Internet. Therefore a successful algorithm must generalize to numerous novel settings, which shifts the emphasis away from a singular focus on computing the best summary statistic (e.g., average accuracy, area under the curve, precision, recall) over a canned dataset. Recent catastrophic failures of autonomous vehicles relying on convolutional neural networks [68] highlight this disconnect: when a summary statistic indicates that a dataset has been solved, it does not necessarily mean that the problem itself has been solved. The consequences of this observation are potentially far reaching if algorithms are deployed without a thorough understanding of their strengths and weaknesses [4].
While there are numerous flaws lurking in the shadows of deep learning benchmarks [12], [22], [80], [115], two key aspects are worth discussing here: 1) the open set nature of decision making in visual recognition problems related to robotics, and 2) the limitations of traditional dataset evaluation in helping us understand the capabilities of an algorithm. Open Set Recognition refers to scenarios where incomplete knowledge of the world is present at training time, and unknown classes can be submitted to an algorithm during its operation [102]. It is absolutely critical to ask what the dataset isn’t capturing before setting a trained model loose to perform in the real world. Moreover, if a claim is made about the human-level (or, as we’ve been hearing lately, superhuman-level) performance of an algorithm, human behavior across varying conditions should be the frame of reference, not just a comparison of summary statistics on a dataset. This leads us to suggest Visual Psychophysics as a sensible alternative for evaluation.

**The Importance of Open Set Recognition**

In an autonomous vehicle setting, one can envision an object detection model trained to recognize other cars, while rejecting trees, signs, telephone poles and any other non-car object in the scene. The challenge in obtaining good performance from this model is in the necessary generalization to all non-car objects — both known and unknown. Instead of casting such a detection task as a binary decision problem like most popular classification strategies would do, it is perhaps more useful to think about it within the context of the following taxonomy [103], inspired by some memorable words spoken by Donald Rumsfeld [95]:

- **Known Classes**: the classes with distinctly labeled positive training examples (also serving as negative examples for other known classes).
- **Known Unknown Classes**: labeled negative examples, not necessarily grouped into meaningful categories.
- **Unknown Unknown Classes**: classes unseen in training.

These samples are the most problematic for machine learning.

Should not the feature space produced by a deep learning method help us out with the unknown classes? After all, the advantage of deep learning is the ability to learn separable feature representations that are strongly invariant to changing scene conditions. The trouble we find is not necessarily with the features themselves, but in the read-out layer used for decision making. Consider the following problems with three popular classifiers used as read-out layers for convolutional neural networks when applied to recognition tasks where unknown classes are present. A linear SVM separates the positive and negative classes by a single linear decision boundary, establishing two half-spaces. These half-spaces are infinite in extent, meaning unknown samples far from the support of known training data can receive a positive label [103]. The Softmax function is a common choice for multi-class classification, but computing it requires calculating a summation over all of the classes. This is not possible when unknown classes are expected at testing time [12]. Along these same lines, when used to make a decision, cosine similarity requires a threshold, which can only be estimated over known data. The difficulty of establishing decision boundaries that capture a large measure of intraclass variance while rejecting unknown classes underpins several well-known deficiencies in deep learning architectures [80], [115].

It is readily apparent that we do not understand decision boundary modeling as well as we should. Accordingly, we suggest that researchers give more attention to decision making at an algorithmic level to address the limitations of existing classification mechanisms. What is needed is a new class of machine learning algorithms that minimize the risk of the unknown. Preliminary work exploring this idea has included slab-based linear classifiers to limit the risk of half-spaces [102], nearest non-outlier models [11], and extreme value theory-based calibration of decision boundaries [12], [103], [135]. Much more work is needed in this direction, including algorithms that incorporate the risk of the unknown directly into their learning objectives, and evaluation protocols that incorporate data which is both known and unknown to a model.

**The Role Visual Psychophysics Should Play**

One need not resort to tricky manipulations like noise patterns that are imperceptible to humans [115] or carefully evolved images [80] to fool recognition systems based on deep learning. Simple transformations like rotation, scale, and occlusion will do the job just fine. Remarkably, a systematic study of a recognition model’s performance across an exhaustive range of object appearances is typically not

---

| Level | Name                        | Description                                                                 |
|-------|-----------------------------|-----------------------------------------------------------------------------|
| 3     | Joint Reasoning             | The system jointly reasons about semantics and geometry in a tightly coupled way, allowing semantics and geometry to co-inform each other. |
| 2     | Object and Scene Geometry   | The system learned to reason about the geometry and shape of individual objects, and about the general scene geometry, such as absolute and relative object pose, support surfaces, and object continuity under occlusions and in clutter. |
| 1     | Object and Scene Semantics  | The system can exploit prior semantic knowledge to improve its performance. It can utilize priors about which objects are more likely to occur together in a scene, or how objects and overall scene type are correlated. |
| 0     | None                        | The system does not perform any sophisticated reasoning, e.g. it treats every detected object as independent from other objects or the overall scene. Estimates of semantics and geometry are treated as independent. |
done during the course of machine learning research. This is a major shortcoming of evaluation within the field. Turning to the study of biological vision systems, psychologists and neuroscientists do perform such tests on humans and animals using a set of concepts and procedures from the discipline of psychophysics. Psychophysics allows scientists to probe the inner mechanisms of visual processing through the controlled manipulation of the characteristics of visual stimuli presented to a subject. The careful management of stimulus construction, ordering and presentation allows a perceptual threshold, the inflection point at which perception transitions from success to failure, to be determined precisely. As in biological vision, we’d like to know under what conditions a machine learning model is able to operate successfully, as well as where it begins to fail. If this is to be done in an exhaustive manner, we need to leverage item response theory [26], which will let us map each stimulus condition to a performance point (e.g., model accuracy). When individual item responses are collected to form a curve, an exemplar-by-exemplar summary of the patterns of error for a model becomes available, allowing us to point exactly to the condition(s) that will lead to failure.

Psychophysics is commonplace in the laboratory, but how exactly can it be applied to models? One possibility is through a computational pipeline that is able to perturb 2D natural images or 3D rendered scenes at a massive scale (e.g., millions of images per image transformation being studied) and submit them to a model, generating an item-response curve from the resulting recognition scores [93]. Key to the interpretability of the results is the ability to identify a model’s preferred view. Work in vision science has established that humans possess an internalized canonical view (the visual appearance that is easiest to recognize) for individual object classes [15]. Similarly, recognition models have one or more preferred views of an object class, each of which leads to a maximum (or minimum) score output. A preferred view thus forms a natural starting place for model assessment. Through perturbation, the results will at best stay the same, but more likely will degrade as visual appearance moves outside the variance learned from the training dataset. With respect to the stimuli used when performing psychophysics experiments on models, there is a growing trend in robotics and computer vision to make use of simulations rendered via computer graphics. In line with this, we believe that procedurally rendered graphics hold much promise for psychophysics experiments, where the position of objects can be manipulated in 3D, and aspects of the scene, such as lighting and background, changed at will.

Instead of comparing summary statistics related to benchmark dataset performance for different models, relative performance can be assessed by comparing the respective item-response curves. Importantly, not only can any gaps between the behaviors of different models be assessed, but also potential gaps between human and model behavior. Validation by this procedure is necessary if a claim is going to made about a model matching (or exceeding) human performance. Summary statistics only reflect one data point over a mixture of scene conditions, which obscures the patterns of error we are often most interested in. Through experimentation, we have found that human performance vastly exceeds model performance even in cases where a problem has been assumed to be solved (e.g., human face detection [100]). While the summary statistics in those cases indicated that both humans and models were at the performance ceiling for the dataset at hand, the item-response curves from psychophysics experiments showed a clear gap between human and model performance. However, psychophysics need not entirely replace datasets. After all, we still need a collection of data from which to train the model, and some indication of performance on a collection of web-scale data is still useful for model screening. Steps should be taken to explore strategies for combining datasets and visual psychophysics to address some of the obvious shortcomings of deep learning.

IV. THE ROLE OF SIMULATION FOR PIXEL-TO-ACTION ROBOTICS

Robotics, still dominated by complex processing stacks, could benefit from a similar revolution as seen in computer vision which would clear a path directly from pixels to torques and enable powerful gradient-driven end-to-end optimisation. A critical difference is that robotics constitutes an interactive domain with sequential actions where supervised learning from static datasets is not a solution. Deep reinforcement learning is a new learning paradigm that is capable of learning end-to-end robotic control tasks, but the accomplishments have been demonstrated primarily in simulation, rather than on actual robot platforms [37], [43], [62], [64], [77], [106], [107]. However, demonstrating learning capabilities on real robots remains the bar by which we must measure the practical applicability of these methods. This poses a significant challenge, given the long, data-hungry training paradigm of pixel-based deep RL methods and the relative frailty of research robots and their human handlers.

To make the challenge more concrete, consider a simple pixel-to-action learning task: reaching to a randomly placed target from a random start location, using a three-fingered Jaco robot arm (see Figure 2). Trained in the MuJoCo simulator using Asynchronous Advantage Actor-Critic (A3C) [77], the current state-of-the-art RL algorithm, full performance is only achieved after substantial interaction with the environment, on the order of 50 million steps - a number which is infeasible with a real robot. The simulation training, compared with the real robot, is accelerated because of fast rendering, multi-threaded learning algorithms, and the ability to continuously train without human involvement. We calculate that learning this task, which trains to convergence in 24 hours using a CPU compute cluster, would take 53 days on the real robot even with continuous training for 24 hours a day. Moreover, multiple experiments in parallel were used to explore hyperparameters in simulation; this sort of search would compound further the hypothetical real robot training time.
Taking advantage of the simulation-learnt policies to train real robots is thus critical, but there is a reality gap that often separates a simulated task and its real-world analogue, especially for raw pixel inputs. One solution is to use transfer learning methods to bridge the reality gap that separates simulation from real world domains. There exist many different paradigms for domain transfer and many approaches designed specifically for deep neural models, but substantially fewer approaches for transfer from simulation to reality for robot domains. Even more rare are methods that can be used for transfer in interactive, rich sensor domains using end-to-end (pixel-to-action) learning. A growing body of work has been investigating the ability of deep networks to transfer between domains. Some research [84], [110] considers simply augmenting the target domain data with data from the source domain where an alignment exists. Building on this work, [70] starts from the observation that as one looks at higher layers in the model, the transferability of the features decreases quickly. To correct this effect, a soft constraint is added that enforces the distribution of the features to be more similar. In [70], a ‘confusion’ loss is proposed which forces the model to ignore variations in the data that separate the two domains [122], [123], and [121] attempts to address the simulation to reality gap by using aligned data. The work is focused on pose estimation of the robotic arm, where training happens on a triple loss that looks at aligned simulation to real data, including the domain confusion loss. The paper does not show the efficiency of the method on learning novel complex policies. Partial success on transferring from simulation to a real robot has been reported [8], [48], [134], [138]. They focus primarily on the problem of transfer from a more restricted simpler version of a task to the full, more difficult version. Another promising recent direction is domain randomization [97], [118].

A recent sim-to-real approach relies on the progressive nets architecture [96], which enables transfer learning through lateral connections which connect each layer of previously learnt deep networks to new networks, thus supporting deep compositionality of features (see Figure 3). Progressive networks are well suited for sim-to-real transfer of policies in robot control domains for multiple reasons. First, features learnt for one task may be transferred to many new tasks without destruction from fine-tuning. Second, the columns may be heterogeneous, which may be important for solving different tasks, including different input modalities, or simply to improve learning speed when transferring to the real robot. Third, progressive nets add new capacity, including new input connections, when transferring to new tasks. This is advantageous for bridging the reality gap, to accommodate dissimilar inputs between simulation and real sensors.

Experiments with the Jaco robot showed that the progressive architecture is valuable for sim-to-real transfer. The progressive second column gets to 34 points, while the experiment with finetuning, which starts with the simulation-trained column and continues training on the robot, does not reach the same score as the progressive network.

V. Deep Learning and Physics-Based Models

The predominant approach to perception, planning, and control in robotics is to use approximate models of the physics underlying a robot, its sensors, and its interactions with the environment. These model-based techniques often capture properties such as the mass, momentum, shape, and surface friction of objects, and use these to generate controls that change the environment in a desirable way [57], [59], [105], [119]. While physics-based models are well suited for planning and predicting the outcome of actions, to function on a real robot they require that all relevant model parameters are known with sufficient accuracy and can be tracked over time. This requirement poses overly challenging demands on system identification and perception, resulting in systems that are brittle, especially when direct interaction with the environment is required.

Humans, on the other hand, operate under intuitive rather than exact physical models [6], [7], [10], [45], [74], [88]. While these intuitive models have many well-documented deficiencies and inaccuracies, they have the crucial property that they are grounded in real world experience, are well suited for closed-loop control, and can be learned and
adapted to new situations. As a result, humans are capable of robustly performing a wide variety of tasks that are well beyond the reach of current robot systems, including dexterous manipulation, handling vastly different kinds of ingredients when cooking a meal, or climbing a tree.

Recent approaches to end-to-end training of deep networks forgo the use of explicit physics models, learning predictive models and controls from raw experiences [9], [16], [18], [36], [129], [132]. While these early applications of large scale deep learning are just the beginning, they have the potential to provide robots with highly robust perception and control mechanisms, based on an intuitive notion of physics that is fully grounded in a robot’s experience.

The properties of model-based and deep learned approaches can be measured along multiple dimensions, including the kind of representations used for reasoning, how generally applicable their solutions are, how robust they are in real world settings, how efficiently they make use of data, and how computationally efficient they are during operation. Model-based approaches often rely on explicit models of objects and their shape, surface, and mass properties, and use these to predict and control motion through time. In deep learning, models are typically implicitly encoded via networks and their parameters. As a consequence, model-based approaches have wide applicability, since the physics underlying them are universal. However, at the same time, the parameters of these models are difficult to estimate from perception, resulting in rather brittle performance operating only in local basins of convergence. Deep learning on the other hand enables highly robust performance when trained on sufficiently large data sets that are representative of the operating regime of the system. However, the implicit models learned by current DL techniques do not have the general applicability of physics-based reasoning. Model-based approaches are significantly more data efficient, related to their smaller number of parameters. The optimizations required for model-based approaches can be performed efficiently, but the basin of convergence can be rather small. In contrast, deep learned solutions are often very fast and can have very large basins of convergence. However, they do not perform well if applied in a regime outside the training data. Table IV summarizes the main properties.

|                     | Model-based                                                                 | Deep learning                                                                 |
|---------------------|------------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Representation      | explicit; based on or inspired by physics                                     | implicit; network structure and parameters                                    |
| Generality          | broadly applicable; physics are universal                                    | only in trained regime; risk of overfitting                                   |
| Robustness          | small basin of convergence; requires good models and estimates thereof       | large basin of convergence; highly robust in trained regime                   |
| Data Efficiency     | very high; only needed for system identification                            | training requires significant data collection effort;                          |
| Computational       | good in local regime                                                         | highly efficient once trained                                                 |
| Efficiency          |                                                                              |                                                                              |

While such a learning-based paradigm could potentially inherit the robustness of intuitive physics reasoning, current approaches are nowhere near human prediction and control capabilities. Key challenges toward achieving highly robust, physics-based reasoning and control for robots are: (1) Learn general, predictive models for how the environment evolves and how it reacts to a robots actions. While the first attempts in this direction show promising results, these only capture very specific scenarios and it is not clear how they can be made to scale to general predictive models. (2) Leverage existing physics-based models to learn intuitive models from less data. Several systems approach this problem in promising ways, such as using physics-based models to generate training data for deep learning or developing deep network structures that incorporate insights from physics-based reasoning. (3) Learn models and controllers at multiple levels of abstractions that can be reused in many contexts. Rather than training new network structures for each task, such an approach would enable robots to fully leverage previously learned knowledge and apply it in new contexts.

VI. TOWARDS AN AUTOMATION OF INFORMATICS

Deep learning will change the foundations of computer science. Already, the successes of deep learning in various domains are calling into question the dominant problem-solving paradigm: algorithm design. This can easily be seen in the area of image classification, where deep learning has outperformed all prior attempts of explicitly programming image processing algorithms. And in contrast to most other applications of machine learning that require the careful design of problem-specific features, deep learning approaches require little to no knowledge of the problem domain. Sure, the search for a suitable network architectures and training procedures remains but the amount of domain-specific knowledge required to apply deep learning methods to novel problem domains is substantially lower than for programming a solution explicitly. As a result, the amount of problem-specific expertise required to solve complex problems has reached an all-time low. Whether this is good or bad remains to be seen (it is probably neither and both). But it might seem that deep learning is currently the winner

---

1The term algorithm refers to the Oxford Dictionary definition: “a process or set of rules to be followed in calculations or other problem-solving operations.” Here, it includes physics formulae, computational models, probabilistic representations and inference, etc.
in the competition between “traditional” programming and the clever use of large amounts of data.

Programming versus data

Solutions to computational problems lie on a spectrum along which the relative and complementary contributions of programming and data vary. On one end of the spectrum lies traditional computer science: human experts program problem-specific algorithms that require no additional data to solve a particular problem instance, e.g. quicksort. On the other extreme lies deep learning. A generic approach to learning leverages large amounts of data to find a computational solution automatically. In between these two extremes lie algorithms that are less generic than deep learning and less specific than quicksort, including maybe decision trees for example.

It is helpful to look at the two ends of the spectrum in more detail. The act of programming on one end of the spectrum is replaced by training on the other end. The concept of program is turned into learning weights of the network. And the programming language, i.e. the language in which a solution is expressed, is replaced by network architecture, loss function, training procedure, and data. Please note that the training procedure itself is again seen as a concrete algorithm, on the opposite end of the spectrum. This already alludes to the fact that solutions to challenging problems probably must combine sub-solutions from the entire spectrum spanned by programming and deep learning.

Does understand imply one end of the spectrum?

For a programmer to solve a problem through programming, we might say that she has to understand the problem. Computer programs therefore reflect human understanding. We might also say that the further a particular solution is positioned towards the deep-learning-end of the spectrum, the less understanding about the problem it requires. As science strives for understanding, we should ultimately attempt to articulate the structure of our solutions explicitly, relying on as little data as possible for solving a particular problem instance. There are many reasons for pursuing this goal: robustness, transfer, generality, verifiability, re-use, and ultimately insight, which might lead to further progress.

Consider, for example, the problem of tracking the trajectory of a quad-copter. We can certainly come up with a deep learning solution to this problem. But would we not expect the outcome of learning, given an arbitrary amount of data and computational resources, to be some kind of Bayes filter? Either we believe that the Bayes filter captures the computational structure inherent to this problem (recursive state estimation), and then a learned solution eventually has to discover and represent this solution. But at that point we might simply use the algorithm instead of the deep neural network. If, on the other hand, the deep neural network represents something else than a Bayes filter—something outperforming the Bayes filter—then we discovered that Bayes filters do not adequately capture the structure of the problem at hand. And we will naturally be curious as to what the neural network discovered.

From this, we should draw three conclusions: First, our quest for understanding implies that we must try to move towards the programming-end of the spectrum, whenever we can. Second, we need to be able to leverage generic tools, such as deep learning, to discover problem structure; this will help us derive novel knowledge and to devise algorithms based on that knowledge. Third, we should understand how problems can be divided into parts: those parts for which we know the structure (and therefore can write algorithms for) and those for which we would like to discover the structure. This will facilitate the component-wise movement towards explicit understanding.

Generic tools might help us identify new structure

When we do not know how to program a solution for a problem and instead apply a generic learning method, such as deep learning, and this generic method delivers a solution, then we have implicitly learned something about the problem. It might be difficult to extract this knowledge from a deep neural network but that should simply motivate us to develop methods for extracting this knowledge. Towards this goal, our community should a) report in detail on the limitations of deep networks and b) study in similar detail the dependencies of deep learning solutions on various parameters. This will lead the way to an ability of “reading” networks so as to extract algorithmifiable information.

There have been some recent results about “distilling” knowledge from neural networks, indicating that the extraction of problem structure from neural networks might be possible [46]. Such distilled knowledge is still far away from being algorithmifiable, but this line of work seem promising in this regard. The idea of distillation can also be combined with side information [71], further facilitating the identification of relevant problem structure.

On the other hand, it was shown that our insights about generalization—an important objective for machine learning algorithms—might not transfer easily to neural networks [133]. If it turns out that the deep neural networks we learn today simply memorize training data and then interpolate between them [133], then we must develop novel regularization methods to enforce the extraction of problem structure instead of memorization, possibly through the use of side information [52]. Or, if neural networks are only good for memorization, they are not as powerful as we thought. There might be evidence, however, that neural networks do indeed find good representations, i.e. problem structure.

Complex problems should be solved by decomposition and re-composition

In many cases, interesting and complex problems will exhibit complex structure because they are composed of subproblems. For each of these sub-problems, computational solutions are most appropriate that lie on different points along the programming/data-spectrum; this is because we may have more or less understanding of the sub-problem’s
inherent structure. It would therefore make sense to compose solutions to the original problem from sub-solutions that lie on different points on the programming/data-spectrum [50].

For many sub-problems, we already have excellent algorithmic solutions, e.g. implementations of quicksort. Sorting is a problem on one end of the spectrum: we understand it and have codified that understanding in an algorithm. But there are many other problems, such as image classification, where human programs are outperformed by deep neural networks. Those problem should be solved by neural networks and then integrated with solutions from other parts of the spectrum.

This re-composition of component solutions from different places on the spectrum can be achieved with differentiable versions of existing algorithms (one end of the spectrum) that are compatible solutions obtained with back-propagation (other end of the spectrum) [16], [39], [50], [108], [116], [128]. For example, Jonschkowski et al. [50] solve the aforementioned localization problem for quad-copters by combining a histogram filter with back-propagation-learned motion and sensing models.

**Decomposability of problems**

In the previous section, I argued that complex problems often are decomposable into sub-problems that can be solved independently. A problem is called decomposable or near-decomposable [109] if there is little complexity in the interactions among sub-problems and most of the complexity is handled within those sub-problems. But are all problems decomposable in this manner? For example, Schierwagen argued that the brain is not decomposable [104] because the interactions between its components still contain much of the complexity of the original problem. Furthermore, many interpret results on end-to-end learning of deep visuomotor policies to indicate that modular sub-solutions automatically lead to poor solutions [63]. Of course, a sub-optimal factorization of a problem into sub-problems will lead to sub-optimal solutions. However, the results presented by Levine et al. [63] do not lend strong support to this statement. The authors show that end-to-end learning, i.e. giving up strict boundaries between sub-problems improves their solution. However, it is unclear if this is an artifacts of overfitting, an indication of a poor initial factorization, or an indication of the fact that even correct factorizations may exclude parts of the solution space containing the optimal solution.

Irrespective of the degree of decomposability of a problem (and the suitable degree of modularity of the solution), we suspect that there are optimal factorizations of problems for a defined task, agent, and environment. Such a factorization may not always lead to simple interfaces between sub-problems but always facilitates finding an optimal solution.

**Automating programming**

Once we are able to 1) decompose problems into sub-problems, 2) solve those sub-problems with solutions from different points along the programming/data-spectrum, 3) re-compose the solutions to sub-problems, and 4) extract algorithmic information from data-driven solutions, we might as well automate programming (computer science?) altogether. Programming should be easy to automate, as it takes place entirely within the well-defined world of the computer. If we can successfully apply generic methods to complex problems, extract and algorithmify structural knowledge from the resulting solutions, use the resulting algorithms to solve sub-problems of the original problem, thereby making that original problem more easily solvable, and so forth—then we can also imagine an automated way of deriving computer algorithms from problem-specific data. A key challenge will be the automatic decomposition or factorization of the problem into suitably solvable sub-problems.

This view raises some fundamental questions about the differences between program in programming and weights in deep learning. Really, this view implies that there is no qualitative difference between them, only a difference of expressiveness and the amount of prior assumptions reflected in them. Programs and weights, in this view, are different instances of the same thing, namely of parameters that specify a solution, given a framework for expressing such solutions. Now it seems plausible that we can incrementally extract structure from learned parameters (weights), leading to a less generic representation with fewer parameters, until the parameters are so specific that we might call them a program.

But the opposite is also possible. It is possible that problems exists that do not exhibit algorithmifiable structure. And it is possible that these problems can (only) be solved in a data-driven manner. To speculate about this, comparisons with biological cognitive capabilities might be helpful: Can these capabilities (in principle) be encoded in a program? Do these capabilities depend on massive amounts of data? These are difficult questions that AI researchers have asked themselves for many years.

**Priors to reduce the amount of data**

A natural concern for this kind of reasoning is the necessity to acquire large amounts of data. This can be very costly, especially when this data has to be acquired from interaction with the real world, as it is the case in robotics. It will then become necessary to reduce the required amount of data by incorporating appropriate priors into learning [49]. These priors reduce all possible interpretations of data to only those consistent with the prior. If sufficiently strong priors are available, it will become possible to extract (and possibly algorithmify) the problem structure from reasonable amounts of data.

It might also be difficult to separate acquired data into those groups associated with a single task. Recent methods have shown that this separation can be performed automatically [47]. Now data can be acquired in less restrictive settings and the learning agent can differentiate the task associated with a datum by itself.
Where will this lead?

Maybe in the end, the most lasting impact of deep learning will not be deep learning itself but rather the effect it had. The successes of deep learning, achieved by leveraging data and computation, have made computer scientists realize that there is a spectrum—rather than a dichotomy—between programming and data. This realization may pave the way for a computer science that fully leverages the entire breadth of this spectrum to automatically derive algorithms from reasonable amounts of data and suitable priors.

VII. CONCLUSIONS

The rather skeptical attitude towards deep learning at the Robotics: Science and Systems (RSS) conference in Rome 2015 motivated us to organize a workshop at RSS 2016 with the title “Are the Skeptics Right? Limits and Potentials of Deep Learning in Robotics” [113]. As it turned out, by then there were hardly any skeptics left. The robotics community had accepted deep learning as a very powerful tool and began to utilize and advance it. A follow-up workshop on “New Frontiers for Deep Learning in Robotics” [112] at RSS 2017 concentrated more on some of the robotics-specific research challenges we discussed in this paper. 2017 saw a surge of deep learning in robotics: workshops at CVPR [3] and NIPS [87] built bridges between the robotics, computer vision, and machine learning communities. Over 10% of the papers submitted to ICRA 2018 used Deep learning in robotics and automation as a keyword, making it the most frequent keyword. Furthermore, a whole new Conference on Robot Learning (CoRL) [1] was initiated.

While much ongoing work in deep learning for robotics concentrates on either perception or acting, we hope to see more integrated approaches in the future: robots that learn to utilize their embodiment to reduce the uncertainty in perception, decision making, and execution. Robots that learn complex multi-stage tasks, while incorporating prior model knowledge or heuristics, and exploiting a semantic understanding of their environment. Robots that learn to discover and exploit the rich semantic regularities and geometric structure of the world, to operate more robustly in realistic environments with open-set characteristics.

Deep learning techniques have revolutionized many aspects of computer vision over the past five years and have been rapidly adopted into robotics as well. However, robotic perception, robotic learning, and robotic control are demanding tasks that continue to pose severe challenges on the techniques typically applied. Our paper discussed some of these current research questions and challenges for deep learning in robotics. We pointed the reader into different directions worthwhile for further research and hope our paper contributes to the ongoing advancement of deep learning for robotics.
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