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Abstract

We consider a market setting of agents with additive valuations over heterogeneous divisible resources. Agents are assigned a budget of tokens (possibly unequal budgets) they can use to obtain resources; leftover tokens are worthless. We show how to support any Pareto efficient allocation in equilibrium, using anonymous resource prices and agent specific budgets. We also give computationally efficient algorithms for those tasks. In particular, this allows us to support the Rawlsian max-min allocation.

1 Introduction

We consider a set of heterogeneous divisible resources, and a set of agents, each of which has (possibly different) valuations for the resources, and the value for a collection of [fractional] resources is additive.

Equilibrium pricing of markets appears in many guises:

1. Leon Walras studied market clearing prices (Walrasian Equilibrium), as far back as 1874 [Wal74].
   This is a quasi linear model where the utility of an agent is the value of the goods minus the payments used to purchase them. Conditions and algorithms to find Walrasian equilibrium prices were studied in [KJC82, GS99] and many subsequent papers, see survey in [Lem17].

2. Irving Fisher’s 1891 PhD thesis [BS00] introduced price equilibrium for Fisher Markets. The utility is the sum of valuations of the goods received. Tokens are used to obtain and pay for goods but
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the tokens themselves have no value. Every agent $i$ has a budget $b_i$ in tokens, and valuations for the various goods, the key problem studied in the literature is to compute prices so that competitive equilibria exist. For algorithmic perspectives see [Vaz07, CV07, CDG+17].

3. Arrow and Debreu [Arr51, Deb51, AD54] consider a much more general problem and defined a competitive equilibrium as an assignment of prices to the resources and an associated allocation so that the allocation to every agent maximizes the agent utility over all other allocations (where money is considered one of the resources and the model need not treat money linearly).

4. To study fair allocation of limited resources, Varian [Var74] considers the problem of competitive equilibria from equal incomes (CEEI). In a competitive equilibria from equal incomes resources are assigned prices, all agents get one token to spend on purchasing such resources, and there is an associated allocation of resources such that: (i) every agent is maximally happy subject to the prices and her budget. For CEEI any unused budget is worthless so all the initial “income” is used up, and all resources are distributed.

In the settings above, anonymous prices are set for every resource thus achieving a measure of transparency. No agent ever wants to switch her allocation with that of another (which paying the same price as the other), ergo, the allocation is envy-free. Public anonymous prices are a major component of transparency in markets. Pareto-efficient is a very desirable goal of market pricing [Sti81]. Social welfare maximization is an example of a Pareto-efficient allocation but not the only one.

We consider a setting with agents with additive valuations over heterogeneous divisible resources. Agents are allocated a budget of tokens (possibly unequal budgets) they can use to obtain resources; leftover tokens are worthless. We wish to support any Pareto efficient allocation in equilibrium, using anonymous resource prices and agent specific allocation of budgets.

Our main result is the following:

**Main result:** Given heterogeneous divisible resources, additive valuations, and an arbitrary Pareto optimal allocation $x$, we find resource prices and assign every agent a budget (in tokens) supports allocation $x$; i.e., where everyone is maximally happy given their tokens and resource prices, and all resources are fully allocated. The equilibrium prices and token budgets can be computed in polynomial time. As tokens have no value, this is effectively in the linear Fisher market model.\(^2\)

Consider the following toy example:

- 2 agents $i$ and $j$, 1 resource. Agent $i$ has value 1 for the entire resource, agent $j$ has value 99 for the entire resource. We’ve [arbitrarily] decided upon an allocation $x$ where agent $i$ receives 99% of the
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1 We remark they actually address a more general setting where agents have endowments and they can both produce and consume goods.
2 Note that it is trivial to achieve some Pareto optimal allocation supported by prices and budgets, for example set non-zero prices to all items, give one agent a budget that suffices to purchase all items, and give all other agents zero budget. The point is that we can support any Pareto optimal allocation.
resource and agent \(j\) receive 1\% of the resource, respectively. Note that both agents have the same utility from their allocation.

- Set prices \(p\) so that the resource has a price of 1 token, set budgets \(b\) so agent \(i\) gets budget \(b_i = 0.99\) tokens, and agent \(j\) gets \(b_j = 0.01\) tokens. Now, given allocation \(x\), both \(i\) and \(j\) are maximally happy with their allocations, subject to the price of the resource and their budget in tokens.

We call this a \textit{competitive equilibria with unequal budgets supporting allocation} \(x\). We remark that the allocation \(x\) is not envy-free as agent \(j\) would be much happier with the 99\% of the resource assigned to agent \(i\) than with the 1\% she has in hand, but — given the number of tokens she has, she can do no better.

If our goal was to maximize social welfare we would give everything to the agent that values it most, in this case agent \(j\). Arrow-Debreu competitive equilibrium prices can be any price \(1 < p < 99\) for the resource. This will ensure that only agent \(j\) will seek to purchase the resource and has reason to do so.

Rawls \cite{Raw99} and his notion of justice is (arguably) to improve the lot of the weakest member of society, the so called Max-Min allocation. If we were to follow Varian’s approach and give “equal income” (in tokens) to both agents \(i\) and \(j\), the only possible CEEI is to split the item equally between the two agents (the price would be the total number of tokens assigned). This would indeed be envy free, but the utility to agent \(i\) would be \(1/2\) whereas the utility to agent \(j\) would be 49.5 — not quite meeting Rawlsian justice.

In fact, in the toy example above we arbitrarily decided upon a partition of the item between agents \(i\) and \(j\). The partition is Pareto optimal because both agents desire the entire item. But in fact this specific partition also maximizes the Rawls max-min justice criteria. That said, any other partition would also be Pareto optimal. It now follows from our more general main result that any such allocation can be supported by appropriate prices and token budgets.

Recap: Walras, Fisher, and Arrow-Debreu seek a social welfare maximizing allocation supported by prices, Varian seeks fairness by using equal incomes. Contrawise, we start with an arbitrary Pareto optimal allocation, and show how to support this allocation with prices and token budgets. Our work can be viewed as a generalization of Walras and Fisher from the social welfare maximizing goal, to more general goals. One such goal is max-min allocations but one can consider weighted versions of such allocations and many other alternatives. To the best of our knowledge, we are the first to give a competitive equilibrium for arbitrary Pareto optimal allocations. We achieve this result by allowing unequal budgets, while maintaining anonymous prices.

1.1 Roadmap for this paper

The model and problem are described in Section \[2\].

The proof of the main result appears in Section \[3\]. The proof includes graph theoretic constructions as well as Brouwer fixed point arguments. A high level overview of the proof is provided in Section \[3.1\] and the details appear subsequently.

\[3\]There are other notions of fair allocations also called max-min but are quite distinct from the Rawls notion, see \cite{Bud11}.
While the scenario assumed in Section 3 is that some arbitrary desirable Pareto optimal allocation is determined extraneously, in Section 4 we specifically consider the Pareto optimal Rawsian max-min allocation and show that it can be computed efficiently. In special cases such as 2 agents or 2 items it becomes particularly efficient to do so.

We conclude in Section 5 with a discussion and open problems.

2 Model and Problem

There is a set $A$ of $n$ agents $\{1, \ldots, n\}$ and a set $I$ of $m$ fractionally divisible items. Agent $i$ has value $v_{i,j} > 0$ for item $j$, i.e., all valuations are strictly positive.

An allocation $x = \{x_{i,j}\}$, $0 \leq x_{i,j} \leq 1$, has the property that for any item $j$ we have $\sum_{i=1}^{n} x_{i,j} \leq 1$. We also refer to the allocation for agent $i$, $x_i = x_{i,1}, \ldots, x_{i,m}$, where $x_{ij}$ is the fraction of item $j$ allocated to agent $i$.

We consider additive valuations. I.e., the valuation of agent $i$ for an allocation $x_i$ is

$$v_i(x_i) = \sum_{j \in I} x_{i,j}v_{i,j}.$$  

2.1 Main problem

Given some Pareto optimal allocation $x$, our goal is to compute both prices and budgets so that $x$ is a competitive equilibrium of the resulting market. That is, we seek to assign tokens to agents, and prices in tokens to items, so that every agent is maximally happy with her allocation $x_i$, based on the utility function specified below.

Tokens are divisible. Every agent $i \in A$ has a budget $b_i$ (in tokens), and every item $j \in I$ has a price $p_j$ (in tokens).

**Definition 2.1.** Given prices $p_j$, $j \in I$, and a budget of $b_i$ tokens, the utility to agent $i$ of an allocation $x_i$, is

$$u_i(x_i, p, b_i) = \begin{cases} \sum_{j=1}^{m} x_{i,j}v_{i,j}, & \text{when } \sum_{j \in I} x_{i,j}p_j \leq b_i; \\ -1, & \text{otherwise.} \end{cases}$$

Given a price vector $p$ and a budget vector $b$, an allocation $x_i$ is said to be in the demand set of agent $i$ if $u_i(x_i, p, b_i) = \max_{x'_i \in X_i} u_i(x'_i, p, b_i)$, where $X_i$ is the set of all possible allocations for agent $i$.

A tuple $(p, b)$ of price and budget vectors is said to support allocation $x$ if for every agent $i$, $x_i$ is in the demand set of $i$ given prices $p$ and budget $b_i$.

A tuple of prices $p$, budgets $b$, and allocation $x$ is a competitive equilibrium if the tuple $(p, b)$ supports the allocation $x$. 
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3 Pricing and Budgets that Support Arbitrary Pareto Optimal allocations

3.1 Overview

Given a Pareto optimal allocation \( y \), our goal is to establish prices \( p \) and budgets \( b \) that support this allocation in a competitive equilibrium. We first modify the initial allocation \( y \) to an allocation \( x \) that has “less sharing” of items between agents, while preserving the agent utilities. (Later, we will show that the prices and budgets supporting allocation \( x \) also support the original allocation \( y \).)

The proof proceeds as follows:

We construct a bipartite graph \( G(y) \) where vertices on the right correspond to agents and vertices on the left correspond to items. We add an edge between vertices \( i \) and \( j \) if agent \( i \) is allocated a non-zero quantity of item \( j \) in \( y \).

Our first goal is to find an allocation \( x \), such that every agent \( i \) has the same utility as in allocation \( y \), and the corresponding graph of \( x \), \( G(x) \), is acyclic (see Section 3.2). We give a constructive proof where we generate flow along a cycle (adjusting allocations) while maintaining agent utilities — eventually the cycle is broken (see Proposition 3.1). We repeat this, and appropriately update the graph, until all cycles are removed. Let \( x \) denote the resulting allocation. By construction, \( G(x) \) is a forest. Note that every agent and every item belongs to exactly one tree.

Our next step is to determine prices and budgets for items and agents within a single tree of the forest (see Section 3.3). Conceptually, we set item prices such that every agent is indifferent between all of her adjacent items (i.e., items for which she has a non-zero allocation). We set some arbitrary agent to be the root of the tree and set prices to her adjacent items so that the agent will be indifferent between them. We now price the remaining tree going top down from the root. Every agent we encounter along the way has exactly one item that is already priced, and we price the remaining items adjacent to her so that she is indifferent (using her valuations).

This shows that agents cannot benefit by shifting tokens from one adjacent item to another. We still need to argue that agents will not seek to deviate by shifting tokens to items for which they have zero allocation; this is proved in Lemma 3.4.

If the outcome of the cycle elimination process results in \( G(x) \) being a single tree, we are done. It remains to consider the case where there are multiple trees, each of which has its own pricing (see Section 3.4). To this end, we compute tree multipliers \( \alpha_T \) for each tree \( T \), which are used to scale both prices and budgets associated with a tree. Our goal is to find tree multipliers such that the resulting prices and budgets constitute a competitive equilibrium supporting the allocation \( x \). We first prove the existence of such multipliers, using Brouwer’s fixed point theorem [Bro11, Bro52] (see Proposition 3.5). Then, equipped with the existence of such multipliers, we give an efficient algorithm to compute them, using linear programming.

The last stage in our construction is to show that the prices and budgets that support the allocation \( x \) also support the original Pareto optimal allocation \( y \) (See Lemma 3.16).
3.2 Graph representation and Cycle Elimination

Consider some arbitrary Pareto optimal allocation \( y \). Recall that all valuations are strictly positive, therefore all items must be fully allocated (otherwise, \( y \) is not Pareto optimal). However, it is possible that some agents receive an empty allocation.

We build a bipartite graph \( G(y) \), where vertices on the right represent agents and vertices on the left represent items. If \( y_{i,j} > 0 \) we add an edge between agent \( i \) and item \( j \) with weight \( y_{i,j} \).

We first give a graph theoretic framework for our problem. Consider the following definition:

**Definition 3.1.** An allocation \( x \) is cycle-free if the graph \( G(x) \) is a forest.

**Proposition 3.1.** Given a Pareto optimal allocation \( y \), there exists a cycle-free Pareto allocation \( x \) that preserves the same agent utilities as in \( y \). Moreover, the allocation \( x \) can be computed in polynomial time.

**Proof.** Assume that \( y \) is not cycle-free; We construct a forest graph \( G(x) \) associated with another Pareto optimal allocation \( x \), which is cycle-free. Let \( C = i_1 \rightarrow j_1 \rightarrow i_2 \rightarrow j_2 \rightarrow \cdots \rightarrow j_k \rightarrow i_1 \) be a simple cycle in \( G(y) \), where \( i_k \)'s and \( j_k \)'s are agents and items, respectively. Each edge in the cycle \( C \) represents an allocation \( 0 < y_{i,j} < 1 \). \( y_{i,j} > 0 \) by definition of the graph construction, and \( y_{i,j} < 1 \) since the corresponding edge is part of a cycle, and therefore item \( j \) cannot be allocated only to agent \( i \).

We define a new allocation \( x \) as follows. For every edge \((i,j)\) not on the cycle \( C \), \( x_{i,j} = y_{i,j} \). Set \( x_{i_1,j_1} = y_{i_1,j_1} + \epsilon_1 \) (for a sufficiently small \( \epsilon_1 \geq 0 \), to be determined later). Set \( x_{i_2,j_1} = y_{i_2,j_1} - \epsilon_1 \). Next, set \( \epsilon_2 = (\epsilon_1 y_{i_1,j_1}) / (y_{i_2,j_2}) \), and let \( x_{i_2,j_2} = y_{i_2,j_2} + \epsilon_2 \). One can easily verify that \( \epsilon_2 \) is such that agent \( i_2 \) is now indifferent between \( y \) and \( x \). In addition, since \( v_{i_2,j_2} > 0 \) the value of \( \epsilon_2 \) is well defined. We continue in this manner along the cycle, until reaching agent \( i_1 \), where \( x_{i_1,j_k} = y_{i_1,j_k} - \epsilon_k \).

All agents along the cycle are indifferent between \( y \) and \( x \) by construction, except, possibly, for agent \( i_1 \). If agent \( i_1 \) is made worse off by this process, then reverse the transitions along the cycle to make agent \( i_1 \) better off, without hurting any other agent, contradicting Pareto optimality.

One can verify that there exists \( \epsilon_1 \) such that \( x_{i,j} \geq 0 \) for all \( i,j \), and there exists an agent \( i_\ell \) such that \( x_{i_\ell,j_{\ell-1}} = 0 \) (for \( \ell = 1, \ell - 1 = k \)). Therefore, the cycle \( C \) has been removed. The desired value of \( \epsilon_1 \) can be efficiently computed by testing all agents on the cycle as candidates for \( \ell \). Continue in this manner, resetting \( y = x \), until all cycles have been removed.

Throughout the process, no agent is made worse off, therefore Pareto optimality is preserved throughout the process, and the corresponding graph of the obtained allocation is a forest, thus \( x \) is cycle-free. Moreover, utilities are unchanged as desired. The process of creating a cycle-free allocation completes in polynomial time, since each iteration searches for a cycle in the underlying graph and then removes an edge from it. Therefore, the number of iterations is bounded by the number of edges is the graph.

3.3 Pricing a single tree

Now, there are no cycles in \( G(x) \) and we have a forest in hand. For each tree separately, we price each item, and endow each agent with some budget in tokens, such that no agent wishes to deviate to another affordable allocation within the tree.
Definition 3.2. Given a set of items $I$ with item prices \( \{p_j\}_{j \in I} \), the demand correspondence of agent $i$ with budget $b_i$, is the set of all affordable fractional allocations of items in $I$ that maximize $u_i(x_i, p, b_i)$.

Given a tree $T$ in $G(x)$, we focus on the case that it contains vertices representing at least one item and one agent. We price the items in the tree $T$ successively item by item as follows:

1. If no item has been priced yet, choose an arbitrary agent $i \in T$. For all adjacent items $j$ set the price of item $j$, $p_j = v_{i,j}$.
2. Repeat the following until all items in $T$ have been priced:
   - Choose some arbitrary agent $i' \in T$ that is adjacent to some item already priced, say item $j'$, but also adjacent to at least one unpriced item. As $T$ is a tree, and by the construction of the pricing mechanism, $i'$ is adjacent to at most one item that has been priced. Agent $i'$ should be indifferent between all items agent $i'$ is adjacent to, so the price (in tokens) for any two items, $k$ and $k'$, both adjacent to agent $i'$ should satisfy
     \[
     \frac{p_k}{p_{k'}} = \frac{v_{i',k}}{v_{i',k'}}.
     \] (1)
   - Ergo, to ensure that agent $i'$ is indifferent to spending tokens amongst neighboring items, for every item $k \neq j'$ such that $x_{i',k} > 0$, set the price for item $k$:
     \[
     p_k = v_{i',k} \cdot \frac{p_{j'}}{v_{i',j'}}.
     \]
3. Set the budget for every agent $i$ so that she can afford exactly the appropriate fractions of her adjacent items, i.e., $b_i = \sum_j x_{i,j}p_j$.

We call a tree where all items have been priced a “priced tree”.

The following lemma considers what happens when an agent changes the allocation of tokens between adjacent items in a Pareto optimal allocation.

Lemma 3.2. Given a priced tree $T$ in $G(x)$, consider an agent $i$ and items $j, j'$ such that $0 < x_{i,j} < 1$, $0 < x_{i,j'} \leq 1$. Let

\[
\begin{align*}
   x'_{i,j} &= x_{i,j} + \epsilon p_{j'}/p_j, \\
   x'_{i,j'} &= x_{i,j'} - \epsilon,
\end{align*}
\]

for a sufficiently small $\epsilon$.

Then, $u_i(x) = u_i(x')$, and the payment of agent $i$ for allocations $x$ and $x'$ is identical.

Proof. Let $\epsilon \leq \min \{x_{i,j'}, (1 - x_{i,j})p_j/p_{j'}\}$. The payment of agent $i$ changes by $\epsilon (p_{j'}/p_j) \cdot p_j - \epsilon p_{j'} = 0$. The utility of agent $i$ changes by $\epsilon (p_{j'}/p_j) \cdot v_{i,j} - \epsilon v_{i,j'} = 0$, where the last equation follows by $v_{i,j}/p_j = v_{i,j'}/p_{j'}$, which holds due to Equation (1). \qed

The following lemma establishes a sufficient requirement that makes deviating from the proposed allocation beneficial to an agent.

\footnote{Other cases are uninteresting. If a tree contains two or more vertices then it must contain both an item and an agent. If a tree contains only a single vertex, then if this single vertex is an agent then this agent has an empty allocation — in this case we set the agent’s budget to zero. The single vertex cannot be an item, since all item valuations are strictly greater than zero, hence, any Pareto optimal allocation must allocate all items.}
Lemma 3.3. Given a priced tree $T$ in $G(x)$, consider an agent $i$ and items $j, j'$ such that $x_{i,j} > 0, x_{i,j'} = 0$. Let

$$x'_{i,j} = x_{i,j} - \epsilon p_{j'}/p_j,$$

and

$$x'_{i,j'} = \epsilon,$$

for a sufficiently small $\epsilon$. If $v_{i,j'}/p_{j'} > v_{i,j}/p_j$, then $u_i(x_i, p, b_i) < u_i(x'_i, p, b_i)$, and the payment of agent $i$ for $x$ and $x'$ is identical.

Proof. Let $\epsilon \leq \min\{1, x_{i,j} p_j/p_{j'}\}$. The payment of agent $i$ changes by $\epsilon p_{j'} - \epsilon p_{j'}/p_j \cdot p_j = 0$. The utility of agent $i$ changes by $\epsilon v_{i,j'} - \epsilon p_{j'}/p_j \cdot v_{i,j} > 0$, where the inequality follows by our assumption that $v_{i,j'}/p_{j'} > v_{i,j}/p_j$.

We now show that no agent seeks to reallocate tokens from an adjacent item to a non-adjacent item in the same tree.

Lemma 3.4. Given a priced tree $T$ in $G(x)$, let $i$ be an arbitrary agent in $T$ and let $j, j'$ be two items in $T$ such that $x_{i,j} > 0$ and $x_{i,j'} = 0$. Then,

$$v_{i,j}/p_j \geq v_{i,j'}/p_{j'}.$$

Proof. Assume for contradiction that there exist $i, j, j'$ such that $v_{i,j}/p_j < v_{i,j'}/p_{j'}$. Then, consider the cycle obtained by the path connecting $i$ to $j'$ in $T(x)$ and the additional (undirected) edge from $j'$ to $i$. Note that $j$ is not necessarily in the cycle. However, the item adjacent to $i$ in the cycle was priced relatively to $j$. We construct a new allocation $x'$ such that agent $i$ strictly improves her utility and all other agents along the path are indifferent, contradicting the Pareto optimality of $x$.

Fix some sufficiently small $\epsilon$. Rename the agents along the cycle $1, \ldots, k$, where $i = k$. Similarly, rename the items along the cycle so that item $j_\ell$ is shared by agents $\ell$ and $\ell + 1$ along the cycle for $\ell = 1, \ldots, k - 1$ (and item $j_k = j_1$ is shared between agent $k$ and 1).

Let $x'_{1,k} = x_{1,k} - \epsilon$. For every $\ell = 1, \ldots, k - 1$, let

$$x'_{\ell,j_{\ell-1}} = x_{\ell,j_{\ell-1}} - \frac{\epsilon p_k}{p_{\ell-1}},$$

$$x'_{\ell,j_{\ell}} = x_{\ell,j_{\ell}} + \frac{\epsilon p_k}{p_{\ell}},$$

Also, let

$$x'_{k,j_{k-1}} = x_{k,j_{k-1}} - \frac{\epsilon p_k}{p_{k-1}},$$

$$x'_{k,j_{k}} = \epsilon.$$

We claim that agents $\ell = 1, \ldots, k - 1$ are indifferent, by Lemma 3.2. This is clear for agent 1, and for agents $\ell = 2, \ldots, k - 1$, note that $\epsilon p_k/p_{\ell-1} \cdot p_{\ell-1}/p_{\ell} = \frac{\epsilon p_k}{p_{\ell}}$.

Finally, agent $k$ is better off by Lemma 3.3, which contradicts the Pareto optimality of $x$. \qed
3.4 Pricing the Complete Allocation (a Forest)

We seek anonymous prices for all items, guaranteeing that no agent seeks to deviate. We know that no agent within some tree $T$ seeks to change her allocation so as to gain some other item, not allocated to her, within the tree $T$.

We now need to deal with possible deviations across trees, i.e., some agent in tree $T$ wishes to use some of her tokens so as to get an item that resides in tree $T' \neq T$. We show that there exist scalar multipliers, for every tree $T$, such that multiplying the prices and budgets computed above by this scalar value suffices to ensure that there are no profitable deviations across trees. Such multipliers are called good multipliers.

We remark that $b_i$ and $p_j$ represent budgets and prices as computed individually tree by tree.

We consider scaling the prices and budgets of each tree $T_i$ by a constant $\alpha_i > 0$. The scaling is normalized by assuming that $\sum_i \alpha_i = 1$. Let $\Delta$ be the simplex, i.e., $\Delta = \{ \alpha \in \mathbb{R}^k : \alpha_i \geq 0, \sum_{i=1}^k \alpha_i = 1 \}$.

Note that the scaling does not change the incentives of the agents within a particular tree, but it may change the incentives between trees. Our goal is to find scalar multipliers such that no agent in some tree $T$ will seek to deviate and get an item from another tree $T'$.

If the forest $G(x)$ contains degenerate single vertex trees representing agents receiving an empty allocation, we omit them from the scaling process. Recall that such an agent has a budget of zero, and therefore can only purchase items if they are free. The pricing scheme of each tree separately does not produce free items, but this may occur if we choose to scale the prices by a factor of zero. Later on, we will observe that this undesired outcome does not happen.

3.4.1 Proving that good multipliers exist.

**Proposition 3.5.** There exist scaler multipliers $\alpha_T$, for every tree $T$, such that scaling all prices and budgets from the tree by $\alpha_T$ results in that either: (1) no agent can gain by deviating, or (2) for each tree $T_i$ there is some other tree $T_j$ such that there is an agent in tree $T_j$ that benefits by deviating and buying an item in tree $T_i$.

We will later show that if condition (2) holds, then this contradicts the Pareto optimality of the initial allocation $y$ (and $x$).

We use Brouwer’s fixed-point theorem to prove the proposition. Fix an agent $i$ and an item $j$. Let $v_{i,j}$ denote agent $i$’s valuation for item $j$. Let $p_j$ denote the price of item $j$, and $b_i$ denote the budget of agent $i$. Finally, let $u_i = \sum_j x_{ij} v_{ij} > 0$ be the utility of agent $i$, given the current allocation $\{x_{ij}\}$.

Let $T(i)$ be the tree that has agent $i$, and $T(j)$ be the tree that has item $j$. Thus, prices in $T(i)$ are multiplied by $\alpha_{T(i)} (\hat{p}_i \triangleq \alpha_{T(i)} p_i)$ and prices in $T(j)$ are multiplied by $\alpha_{T(j)} (\hat{p}_j \triangleq \alpha_{T(j)} p_j)$. Let $v_{\min} = 0.5 \min_{i,j, v_{i,j}>0} v_{i,j}$.

We define a variable $GAIN_{i,j}$ defined via Algorithm [1] where $i$ is an agent and $j$ is an item, in different trees. $GAIN_{i,j}$ represents the profit that agent $i$ can obtain by shifting tokens from the current allocation to item $j$, capped by some small value. Our eventual goal is to prove that there exist multipliers such that $GAIN_{i,j} = 0$ for all $i, j$, which implies that no agent wishes to purchase an item from another tree.

\[\text{The constant 0.5 can be replaced by any constant } c \in (0, 1); \text{ it is used to ensure that } GAIN_T \text{ is a continuous function.}\]
We know that an agent is indifferent between all items for which she has a positive allocation. To release one token (to be used to purchase some of item $j$) agent $i$ has to give up utility $u_i / (\alpha_{T(i)} b_i)$ (recall that $u_i$ is the current utility to agent $i$).

In the computation of $GAIN_{i,j}$ we consider three cases: (a) agent $i$ can afford to purchase all of item $j$ (lines 3, 4 in the algorithm), (b) agent $i$ gets item $j$ for free (lines 6, 7 in the algorithm) and (c) agent $i$ can afford to purchase only part of item $j$ (line 9 in the algorithm).

If indeed agent $i$ will have positive profit, then in case (a) all the item will be purchased and she will give up some of the current allocation, in case (b) she will simply add the item to her allocation for free, and in case (c) the agent will give up her entire current allocation and add as much of item $j$ as possible.

**ALGORITHM 1:** Calculating $GAIN_{i,j}$

1: Inputs: Agent $i \in A$, item $j \in I$, that reside in distinct trees: $T(i) \neq T(j)$.
2: Output: $GAIN_{i,j} \in [0, v_{\min}]$, where $v_{\min} = 0.5 \min_{i,j} v_{i,j}$
3: if $\alpha_{T(j)} p_j < \alpha_{T(i)} b_i$ then
4:    $GAIN_{i,j} = \max \left( v_{i,j} - \alpha_{T(j)} p_j \frac{u_i}{\alpha_{T(i)} b_i}, 0 \right)$
5: else
6:    if $\alpha_{T(j)} = 0$ then
7:        $GAIN_{i,j} = v_{i,j}$
8:    else
9:        $GAIN_{i,j} = \max \left( v_{i,j} \frac{\alpha_{T(i)} b_i}{\alpha_{T(j)} p_j} - u_i, 0 \right)$
10: end if
11: end if
12: return $GAIN_{i,j} = \min (GAIN_{i,j}, v_{\min})$

Given variables $GAIN_{i,j}$ for every agent $i \in A$ and item $j \in I$, let $GAIN_j = \max_i GAIN_{i,j}$, and for every tree $T$, let

$$GAIN_T = \max_{\text{items } j \in T} GAIN_j.$$  

Ergo, $GAIN_{i,j}$ denotes the utility agent $i$ can gain by shifting her [adjusted] budget toward item $j$, but this is capped by some arbitrary (small) value $v_{\min}$. $GAIN_j$ denotes the maximal potential (capped) gain for shifting all the [adjusted] budget to item $j$, amongst all possible agents $i$ should they divert to purchasing item $j$, and $GAIN_T$ denotes the maximal potential (capped) gain amongst all agents should these agents divert to some item in $T$.

We now define a mapping from $\alpha \in \Delta$ to $F(\alpha)$ as follows:

$$F(\alpha)_T = \frac{\alpha_T + GAIN_T}{1 + \sum_{T'} GAIN_{T'}}.$$  

The conditions required to apply Brouwer’s fixed point theorem are (i) $\Delta$ is convex and closed (ii) $F(\alpha) \in \Delta$ for all $\alpha \in \Delta$ and (iii) $F(\alpha)$ is continuous.

Clearly the simplex $\Delta$ is a convex closed set. We show the following:
Lemma 3.6. The mapping $F$ satisfies: (1) If $\alpha \in \Delta$, then $F(\alpha) \in \Delta$, (2) $F$ is a continuous mapping over the simplex $\Delta$.

Proof. We first prove (1). Clearly $F(\alpha) \geq 0$. It remains to show that $\sum_T F(\alpha)_T = 1$. Indeed,

$$
\sum_T F(\alpha)_T = \sum_T \frac{\alpha_T + GAIN_T}{1 + \sum_{T'} GAIN_{T'}} = \sum_T \frac{\alpha_T + \sum_{T'} GAIN_{T'}}{1 + \sum_{T'} GAIN_{T'}} = 1,
$$

where the last equality follows by $\sum_T \alpha_T = 1$ (since $\alpha \in \Delta$). Hence $F(\alpha) \in \Delta$.

We next prove (2). If $\alpha_T > 0$ for all $T$, then $F$ is clearly continuous. Otherwise, there exists a subset of trees such that $\alpha_T = 0$ for every $T$ in this subset. But there must exist a tree $T$ for which $\alpha_T > 0$ (since $\sum_T \alpha_T = 1$). For these values of $\alpha$, we will show that for every $j$, $GAIN_j$ is continuous, inferring that $GAIN_{T(j)}$ is also continuous and therefore so is $F(\alpha)$.

If $\alpha_{T(i)}, \alpha_{T(j)} > 0$, then clearly $GAIN_{i,j}$ is continuous in $\alpha$, and so is $GAIN_j$.

If $\alpha_{T(i)} = 0$ and $\alpha_{T(j)} > 0$, then

$$
GAIN_{i,j} = \min(v_{\text{min}}, \max(v_{i,j}, \frac{\alpha_{T(i)} b_j}{\alpha_{T(j)} p_j} - u_i, 0)),
$$

and $GAIN_{i,j}$ is continuous — hence $GAIN_j$ is continuous, and so is $GAIN_{T(j)}$. Specifically, for $\alpha_{T(i)} = 0$ we have that $GAIN_{i,j} = \min(v_{\text{min}}, \max(0 - u_i, 0)) = 0$ since $u_i > 0$. When we change $\alpha_{T(i)} = \epsilon$, we still have $GAIN_{i,j} = 0$, for a sufficiently small $\epsilon > 0$, i.e., for $\epsilon \leq \frac{u_i p_j \alpha_{T(j)}}{b_i v_{i,j}}$.

The only case not previously considered is when $\alpha_{T(j)} = 0$. In this case, regardless of the value of $GAIN_{i,j} \in [0, v_{\text{min}}]$ we will show that $GAIN_j = v_{\text{min}}$. This follows since there exists a tree $T$ such that $\alpha_T > 0$ and all agents $k$ in $T$ have $GAIN_{k,j} = v_{\text{min}}$, which implies that $GAIN_j = v_{\text{min}}$. When we have $\alpha_{T(j)} = \epsilon$, for a sufficiently small $\epsilon > 0$, we claim that all the agents $k$ in $T$ still have $GAIN_{k,j} = v_{\text{min}}$. This follows since $v_{k,j} \frac{\alpha_{T(k)} b_k}{\alpha_{T(j)} p_j}$ can be made arbitrarily large — as $\alpha_{T(k)} > 0$ and $b_k > 0$. This follows since we’ve temporarily omitted agents with zero budgets from our analysis (recall that for the fixed-point and scaling we ignore degenerate trees that represent agents with zero budgets and empty allocations).

It is worth noting that $GAIN_{i,j}$ is not a continuous function. \[6\]

We get around this by analyzing $GAIN_j$, which is continuous. This is achieved since when the multiplier $\alpha_{T(j)}$ is negligible, then agents from other trees would have a significant gain from deviating and purchasing item $j$ (since its cost is negligible).

Given Lemma 3.6, we get the following as a direct corollary of Brouwer’s fixed-point theorem.

Corollary 3.7. There exists an $\alpha \in \Delta$ such that $F(\alpha) = \alpha$.

We claim that at the fixed-point, $\alpha_T \neq 0$ for every tree $T$.

Lemma 3.8. For $\alpha$ such that $F(\alpha) = \alpha$, it holds that $\alpha_T \neq 0$ for every tree $T$.

\[6\] Assume that $\alpha_{T(i)} = \beta \alpha_{T(j)}$ and let both converge to zero. There exist ranges of values of $\beta$ and $u_i$ such that $GAIN_{i,j} = \max(v_{i,j} (b_j / p_j) \beta - u_i, 0)$ is discontinuous. This holds since different $\beta$ values give different $GAIN_{i,j}$ values, even for infinitesimally close values of $\alpha_{T(i)}$ and $\alpha_{T(j)}$. 
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Proof. At the fixed point, for every tree $T$, we have:

$$\alpha_T = \frac{\alpha_T + GAIN_T}{1 + \sum_{T'} GAIN_{T'}}$$

This implies that $\alpha_T \sum_{T'} GAIN_{T'} = GAIN_T$.

Assume for contradiction that $\alpha_T = 0$. It follows that $GAIN_T = 0$. But since $\sum_{T'} \alpha_{T'} = 1$, there exists a tree $T'$ such that $\alpha_{T'} > 0$. Since all valuations are strictly positive, all the agents in tree $T'$ would prefer to buy any item in tree $T$ (since the price is zero and it does not affect their budget). This implies that $GAIN_T = v_{\min}$, which is a contradiction.

We proceed with the following lemma.

**Lemma 3.9.** Let $\alpha$ be such that $F(\alpha) = \alpha$. Then either (1) $GAIN_T > 0$ for every tree $T$, or (2) $GAIN_T = 0$ for every tree $T$.

**Proof.** Assume towards contradiction that there exist $T, T'$ such that $GAIN_T = 0$ and $GAIN_{T'} > 0$. Since $\alpha$ is a fixed-point, it holds that

$$\alpha_T = \frac{\alpha_T + GAIN_T}{1 + \sum_{T''} GAIN_{T''}}.$$ (2)

Moreover, by Lemma 3.9, $\alpha_T > 0$. Since $GAIN_T = 0$, the numerator of the RHS of (2) equals $\alpha_T$. In addition, since $GAIN_{T'} > 0$, we have $\sum_{T''} GAIN_{T''} > 0$. Thus, the denominator of the RHS of (2) is strictly greater than 1. It follows that the ratio is is strictly smaller than $\alpha_T$, contradicting (2). \qed

### 3.4.2 No Inter-Tree Deviations

In this section we show that there are no inter-tree deviations given our pricing and budgets. We first define a deviation graph over the graph $G(x)$.

**Definition 3.3.** Let $G(x)$ be a forest induced from a cycle-free Pareto optimal allocation $x$. Let $p$ be some pricing of the items and $\alpha$ be some scaling of the prices in each tree. For each agent $i$ that is strictly better off purchasing an item $j$, add a directed edge $(i, j)$. The resulting graph is denoted the deviation graph of $(G(x), p, \alpha)$.

Note that although the graph $G(x)$ is undirected, the deviation graph adds directed edges. Recall that by Lemma 3.9 for the fixed-point $\alpha$, either the deviation graph contains no directed edges at all, or it contains at least one directed edge into some item vertex within each tree. By Definition 3.1 $x$ is cycle-free.

Given a deviation graph $(G(x), p, \alpha)$, consider a simplified graph $G(V, E)$ where every vertex in $V$ corresponds to a tree in $G(x)$, and we add a directed edge between vertices in $V$ iff there is at least one directed deviation edge between vertices in the corresponding trees in $G(x)$. Note that a vertex in $V$ corresponding to a tree $T$ in $G(x)$ has incoming edge(s) if and only if $GAIN_T > 0$.

The following is a well known fact; we include a proof for completeness.

**Lemma 3.10.** For any directed graph $G(V, E)$, if for each vertex the in-degree is at least 1, there is a directed cycle in $G$. 

---
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Proof. Start from some arbitrary vertex \( v_1 \). Since \( v_1 \)'s in-degree is at least 1, there exists a directed edge \((v_2, v_1)\). Move to \( v_2 \) and repeat the backward walk on the graph. Since the graph is finite, the path must reach a previously visited vertex. The reverse order of the visited vertices contains a cycle.

By Proposition \([3.5] \) and Lemma \([3.10] \), if some agent wishes to diverge, the simplified graph corresponding to \( G(x) \) contains a directed cycle.

We proceed as follows:

- This directed cycle can be expanded to an agent-item cycle, such that when the agent and item are in the same tree, the allocation is non-zero.
- In this case, we show that the allocation can be improved by changing the allocation along the cycle, while contradicting Pareto optimality.
- In summary, it follows that there cannot be an agent in one tree who wishes to deviate to an item in another tree.

We extend the directed cycle in the simplified graph \( G(V, E) \) to a directed cycle in the deviation graph \( (G(x), p, \alpha) \). To construct a directed cycle one can use any undirected edge of \( G(x) \), either from an item to an agent or from an agent to an item (but not both).

A cycle in \( G(x) \) is an alternating cycle if the vertices along the cycle alternate between vertices corresponding to agents and items.

**Lemma 3.11.** Given a directed cycle in \( G(V, E) \), one can extend the cycle to an alternating cycle in \( G(x) \), such that for every edge along the cycle that connects an agent \( i \) and an item \( j \) that belong to the same tree, the allocation \( x_{i,j} \) is non-zero. For agent-item pairs crossing trees, the agent has a strict preference to deviate.

**Proof.** Fix a cycle between trees. Every tree \( T \) along the cycle has an incoming edge to an item \( j \) in \( T \) and an outgoing edge to the next tree from an agent \( i \) in \( T \). There is a unique (undirected) path in \( T \) from \( j \) to \( i \), representing non-zero allocations of items to agents along the path. By connecting all these paths by the directed edges between the trees, we obtain a cycle in the graph.

**Definition 3.4.** For any item \( j \), let \( \hat{p}_j = p_j \cdot \alpha_{T(j)} \), where \( T(j) \) is the tree containing item \( j \). We refer to \( \hat{p}_j \) as the adjusted price of item \( j \). Likewise, let \( \hat{b}_i = b_i \cdot \alpha_{T(i)} \) be the adjusted budget of agent \( i \), where \( T(i) \) is the tree to which \( i \) belongs.

By using adjusted prices \( \hat{p} \) instead of \( p \), we can simplify our notation and remove \( \alpha \) when it is fixed. We also use the adjusted budget \( \hat{b} \) in subsequent proofs.

The following three lemmata are analogous to Lemmata \([3.2] \), \([3.3] \) and \([3.4] \) used in the proof of no deviation within a single tree.

**Lemma 3.12.** Consider an agent \( i \) and items \( j, j' \) such that \( 0 < x_{i,j} < 1, 0 < x_{i,j'} \leq 1 \). Let \( x'_{i,j} = x_{i,j} + \epsilon \hat{p}_j^j/\hat{p}_j \), and \( x'_{i,j'} = x_{i,j'} - \epsilon \), for a sufficiently small \( \epsilon \). Then, \( u_i(x) = u_i(x') \), and the payment of agent \( i \) for \( x \) and \( x' \) is identical.
Proof. Since both $x_{i,j}$ and $x_{i,j'}$ are strictly positive, $T(i) = T(j) = T(j')$. Let $\epsilon \leq \min \{ x_{i,j'}, (1 - x_{i,j})\hat{p}_j / \hat{p}_j \}$. The payment of agent $i$ changes by $\epsilon \hat{p}_j / \hat{p}_j \cdot v_{i,j} - \epsilon v_{i,j'} = 0$. The utility of agent $i$ changes by $\epsilon \hat{p}_j / \hat{p}_j \cdot v_{i,j} - \epsilon v_{i,j'} = 0$, where the last equation follows by $v_{i,j} / \hat{p}_j = v_{i,j'} / \hat{p}_j'$, which holds due to Equation (1).

Lemma 3.13. Consider an agent $i$ and items $j, j'$ such that $x_{i,j} > 0, x_{i,j'} = 0$. Let $x'_{i,j} = x_{i,j} - \epsilon \hat{p}_j / \hat{p}_j$, and $x'_{i,j'} = \epsilon$, for $\epsilon \leq \min \{ 1, x_{i,j} \hat{p}_j / \hat{p}_j \}$. If $v_{i,j'} / \hat{p}_j' > v_{i,j} / \hat{p}_j$, then $u_i \left( x_{i,j}, \hat{p}_j, \hat{b}_j \right) < u_i \left( x'_{i,j}, \hat{p}_j, \hat{b}_j \right)$, and the payment of agent $i$ for $x$ and $x'$ is identical.

Proof. The payment of agent $i$ changes by $\epsilon \hat{p}_j / \hat{p}_j \cdot v_{i,j} - \epsilon v_{i,j'} = 0$. The utility of agent $i$ changes by $\epsilon v_{i,j} - \epsilon \hat{p}_j / \hat{p}_j \cdot v_{i,j} > 0$, where the last inequality follows by our assumption that $v_{i,j} / \hat{p}_j > v_{i,j} / \hat{p}_j$.

Lemma 3.14. Consider a deviation cycle $(i_1, j_1, i_2, j_2, \ldots, i_k, j_k, i_{k+1} = i_1)$, where $i_1$ and $j_1$ belong to different trees. Every agent $i_s$ (on the cycle) has associated $\epsilon_{s-1}$ and $\epsilon_s$ such that the allocation $x'_{i_s,j_s} = x_{i_s,j_s} + \epsilon_s$ and $x'_{i_s,j_{s-1}} = x_{i_s,j_{s-1}} - \epsilon_{s-1}$ is feasible. Moreover, $x'$ Pareto dominates $x$.

Proof. Fix some sufficiently small $\epsilon_1$, to be determined later, and let $\epsilon_2 = \epsilon_1 \hat{p}_1 / \hat{p}_2$. In general,

$$
\epsilon_s = \epsilon_{s-1} \hat{p}_{s-1} / \hat{p}_s = \epsilon_1 \hat{p}_1 / \hat{p}_s.
$$

Note that $\epsilon_{k+1} = \epsilon_1 \hat{p}_1 / \hat{p}_{k+1} = \epsilon_1$ since $\hat{p}_{k+1} = \hat{p}_1$.

We remark that as $i_1$ and $j_1$ belong to different trees, and there are no trivial trees (agents allocated nothing) it follows that all inter-tree directed edges go from an odd indexed agent $i$ to an odd indexed item $j$. In allocation $x$ nothing is allocated across different trees, i.e., the allocation of item $j$ to agent $i$ is zero. Note, however, that such allocations only increase and thus the resulting allocation is legitimate for sufficiently small values of the $\epsilon_1$.

For every item $j_s$ in the cycle, the net change in its allocation is zero, because $x_{i_{s-1},j_s} + x_{i_s,j_s} = x'_{i_{s-1},j_s} + x'_{i_s,j_s}$.

For every agent $i_s$, the change in the payment is zero, because $\epsilon_{s-1} \hat{p}_{s-1} = \epsilon_1 = \epsilon_s \hat{p}_s$.

For every $s$, $x_{i_s,j_{s-1}} > 0$ since $T(i_s) = T(j_{s-1})$, therefore, for $\epsilon_{s-1} \leq x_{i_s,j_{s-1}}$ we have that $x'_{i_s,j_{s-1}} \geq 0$.

Since the net change in the allocation is zero and $x'_{i_s,j_{s-1}} \geq 0$ it implies that $x'_{i_s,j_s} \leq 1$.

It remains to show that $x'$ Pareto dominates $x$. By Lemma 3.12 agents whose two adjacent items (along the cycle) are in the same tree are indifferent. By Lemma 3.13 an agent whose subsequent item resides in a different tree is strictly better off. This concludes the proof.

Using the arguments above, we conclude that whenever payments and budgets are adjusted by multiplication by the $\alpha$ coordinates ($\alpha$ is a fixed point), it holds that $GAIN_T = 0$ for all trees $T$; i.e., there are no deviations.
3.4.3 Computing the fixed point by a linear program

Given an allocation $x$ where $G(x)$ is a forest, we now show how to compute a fixed point $\alpha$, using a linear program. Each agent $i$ is located in some tree $T(i)$, and each item $j$ is located in some (possibly different) tree $T(j)$. The following set of constraints defines the set of fixed points. By Section 3.4.1 such a fixed point $\alpha$ exists. By Section 3.4.2 the fixed point supports allocation $x$. Recall the variables from definition 2.1.

The total “bang per token” of agent $i$ is $\frac{u_i}{b_i \cdot \alpha_T(i)}$, i.e., to gain one token agent $i$ needs to give up $\frac{u_i}{b_i \cdot \alpha_T(i)}$ units of utility. If agent $i$ deviates and chooses to purchase some of item $j$, the profit per token is $\frac{v_{ij}}{p_j \cdot \alpha_T(j)}$. The following linear program gives us the required scaling factors $\alpha_T$:

$$\max \lambda$$

such that

$$\forall i \in A, j \in I, \quad \frac{u_i}{b_i} \cdot \alpha_T(j) \geq \frac{v_{ij}}{p_j} \cdot \alpha_T(i)$$

$$\sum_T \alpha_T = 1$$

$$\lambda \leq \alpha_T \leq 1$$

By Lemma 3.8 we are guaranteed that $\lambda > 0$.

Computational complexity: The complexity of pricing items and computing agent budgets is linear in $G(x)$. Finding the scaling factors can be done using the linear program above. In some special cases we can compute a desired allocation, the prices and budgets in nearly linear time (see Section 4).

Recall that the fixed point was computed ignoring degenerate trees that represent agents with zero budgets and empty allocations. It is now safe to reconsider these agents again in our analysis. Since for every non-degenerate tree $T$ we have in the fixed point $\alpha_T > 0$, there are no free items, and therefore these agents cannot afford any item. They also were not allocated any items.

To summarize:

**Proposition 3.15.** For any cycle-free Pareto optimal allocation there exist item prices and agent budgets supporting this allocation. Such prices and budgets can be computed efficiently.

3.4.4 Supporting the Original Pareto optimal Allocation

Recall that starting with an arbitrary Pareto optimal allocation $y$, we obtained a cycle-free Pareto optimal allocation $x$ with the same agent utilities as in $y$. In this section we show that the prices and budgets that support allocation $x$ support the original allocation $y$ as well.

Recall Definition 3.4, where we use $\hat{p}_j$ to denote the adjusted price of item $j$ and $\hat{b}_i$ to denote the adjusted budget of agent $i$.

**Lemma 3.16.** Given an initial Pareto-optimal allocation $y$, the item prices and agent budgets obtained above to support the modified cycle-free allocation $x$ also support the original allocation $y.$
Proof. Let $y$ be an arbitrary Pareto-optimal allocation, and let $x$ be the cycle-free Pareto-optimal allocation ensured by Proposition 3.1, which has the same agent utilities as in $y$.

The total payment of agent $i$ in $x$ is $\hat{b}_i$, as every agent uses her entire budget, by construction. If agent $i$ were to purchase $y_i$ using the prices $\{\hat{p}_j\}$, her total payment would be $\sum_{j=1}^{m} y_{i,j} \hat{p}_j$. We now show that this sum is also equal to agent $i$'s budget, $\hat{b}_i$. Since all budgets are fully utilized in allocation $x$, and in any Pareto-optimal allocation all items are fully allocated, it follows that

$$\sum_{i=1}^{n} \hat{b}_i = \sum_{i=1}^{n} \sum_{j=1}^{m} x_{i,j} \hat{p}_j = \sum_{j=1}^{m} \hat{p}_j = \sum_{i=1}^{n} \sum_{j=1}^{m} y_{i,j} \hat{p}_j.$$

Consider an agent $i$ for which $\sum_{j=1}^{m} y_{i,j} \hat{p}_j < \hat{b}_i$. We argue that $x_i$ is not a best response to prices $\{\hat{p}_j\}$. Indeed, agent $i$ can gain a higher utility by choosing $y_i$ and utilizing the remaining budget to improve her utility. Agent $i$ can do this because $y_i$ is not the entire set of items $I$, otherwise $y$ would be cycle-free.

It follows that for every agent $i$, $\sum_{j=1}^{m} y_{i,j} \hat{p}_j \geq \hat{b}_i$. As $\sum_{i=1}^{n} \hat{b}_i = \sum_{i=1}^{n} \sum_{j=1}^{m} y_{i,j} \hat{p}_j$, we have that $\sum_{j=1}^{m} y_{i,j} \hat{p}_j = \hat{b}_i$.

In conclusion:

**Proposition 3.17.** For any Pareto optimal allocation there exist item prices and agent budgets (in tokens) supporting this allocation. Such prices and budgets can be computed efficiently.

## 4 Max-Min Allocations

Our pricing and budgeting mechanism assumes a desired Pareto optimal allocation is already given\footnote{As before we assume that for every agent $i$ and item $l$ the valuation of agent $i$ for item $l$ is strictly greater than zero.}.

One such allocation of interest is the max-min allocation, for which we can compute the allocation efficiently. For the special case of two agents (Section 4.3.1) or two items (Section 4.3.2) the algorithms become particularly simple and efficient.

### 4.1 Definition and efficient computation

For a given an allocation $x$, the minimal agent valuation $W_{\min}(x)$ is

$$W_{\min}(x) = \min_i \left\{ \sum_{j} x_{i,j} v_{i,j} \right\}$$

A max-min allocation maximizes the minimal agent valuation. For our setting of divisible items and additive valuations, it can be computed efficiently. Specifically, a max-min allocation is one that solves the
following LP maximization problem:

\[
\begin{align*}
\text{max } & \lambda \\
\text{such that } & \forall i \in A \lambda \leq \sum_{j \in I} x_{i,j} v_{i,j} \\
& \forall j \in I \sum_{i \in A} x_{i,j} \leq 1 \\
& x_{i,j} \geq 0
\end{align*}
\]

(3)

4.2 Properties of max-min allocations

We first prove that in a max-min allocations, all agents are guaranteed to have equal valuations.

**Lemma 4.1.** For any max-min allocation \( x \), \( \forall i, i' \in A, v_i(x_i) = v_{i'}(x_{i'}) \).

**Proof.** Proof by contradiction, assume that an allocation \( x \) exists such that \( x \) is a max-min allocation but not all valuations \( v_i(x_i) \) are equal. Therefore, there exists some agent \( k \) whose valuation \( v_k(x_k) \) is not the minimal valuation. It follows that agent \( k \) must have a non-zero valuation, and thus, there exists at least one item \( l \) such that \( x_{k,l} > 0 \).

We now construct a new allocation \( \hat{x} \) with minimal agent valuation greater than that of the minimal agent valuation in allocation \( x \), thus contradicting the assumption that \( x \) is a max-min allocation. For every agent \( i \) and item \( j \neq l \), we set \( \hat{x}_{i,j} = x_{i,j} \). We set \( \hat{x}_{k,l} = x_{k,l} - \epsilon \), where \( \epsilon \) is sufficiently small such that \( v_k(\hat{x}_k) \) is still strictly larger than the minimum agent valuation in allocation \( x \).

For every agent \( i \neq k \) we set \( \hat{x}_{i,l} = x_{i,l} + \frac{\epsilon}{n-1} \). Since all valuations \( v_{i,l} \) are non-zero, for every agent \( i \neq k \), \( v_i(\hat{x}_i) > v_i(x_i) \). Therefore, the minimal agent valuation in allocation \( \hat{x} \) is strictly larger than that of allocation \( x \), in contradiction to the assumption that \( x \) is a max-min allocation. \( \square \)

We now relate max-min allocations to Pareto optimal allocations as follows.

**Lemma 4.2.** An allocation \( x \) is a max-min allocation if and only if it is Pareto optimal and all agents have the same valuation.

**Proof.** Let \( x \) be a max-min allocation. By Lemma 4.1 all agent valuations are equal, so we need to show that \( x \) is Pareto optimal. For contradiction, assume \( x \) is a max-min allocation but not Pareto optimal. Therefore, there exists some allocation \( z \) that Pareto dominates \( x \).

By Lemma 4.1 all agents in \( x \) have equal valuations. Since \( z \) Pareto dominates \( x \), the minimal agent valuation in allocation \( z \) must be at least the same as the minimal agent valuation in allocation \( x \), and therefore \( z \) is also a max-min allocation.

Since \( z \) Pareto dominates \( x \), at least one agent has a higher valuation than the same agent in \( x \). However, by Lemma 4.1 all agents in \( z \) also have equal valuations, thus all agents in \( z \) have greater valuations, in contradiction to the assumption that \( x \) is a max-min allocation.
To show the other derivation, assume that \( x \) is both Pareto optimal and the agents have an equal valuations. For contradiction assume that \( x \) is not a max-min allocation. Then there is another allocation \( x' \) which maximizes the min agent valuation. By Lemma \[4.1\] all the agents have the same valuation in \( x' \). This implies that all agents improve by moving from \( x \) to \( x' \), contradicting the Pareto optimality of \( x \). \(\square\)

Since we can compute a max-min allocation efficiently via linear programming, by Lemma \[3.16\] we have:

**Theorem 4.3.** A max-min allocation can be efficiently computed along with item prices and agent budgets such that the max-min allocation is in the best response of each agent.

### 4.3 Simple, fast max-min allocation algorithms for special cases

In this section we show that for the case of two agents or two items, we can have simpler and faster algorithms.

#### 4.3.1 Two agents, Multiple items

The idea is to sort the items based on the relative preference of the two agents, and allocate each agent its more favorable items. We construct an allocation where both agents have the same valuation. Specifically, this is done as follows. For each item \( j \) define \( \phi_j = v_{2,j} / v_{1,j} \), which is the relative preference for item \( j \). Sort the items by \( \phi_j \). Let \( \pi \) be a permutation of \( 1, \ldots, m \) such that \( \phi_{\pi_j} \leq \phi_{\pi_{j+1}} \) for \( j = 1, \ldots, m - 1 \). For simplicity we assume that \( \pi_j = j \).

Agent 1 is assigned items in the order \( \phi_1, \phi_2, \ldots \) whereas agent 2 is assigned items in the reverse order, i.e., \( \phi_m, \phi_{m-1}, \ldots \). We simultaneously increase the allocations for both agents, so that the valuations to the two agents are equal, until the two thresholds meet, producing a partition of the items. The infinitesimal rate at which the value for agent 1 increases is set to be equal to the infinitesimal rate at which the value for agent 2 increases. Namely, we find a “median” item: an index \( s \) such that \( \sum_{j=1}^{s} v_{1,j} \geq \sum_{j=s+1}^{m} v_{2,j} \) and \( \sum_{j=1}^{s-1} v_{1,i} \leq \sum_{j=s}^{m} v_{2,j} \).

Except for item \( s \) all other items are assigned in their entirety to one of the two agents. Item \( s \) may be partitioned amongst the two agents. Let this allocation be denoted \( x_{i,j} \), where \( x_i = x_{i,1}, x_{i,2}, \ldots, x_{i,m} \) for \( i = 1, 2 \). Note that

\[
x_1 = 1, 1, \ldots, 1, x_{1,s}, 0, \ldots, 0, \quad \text{whereas} \quad x_2 = 0, 0, \ldots, 0, 1 - x_{1,s}, 1, \ldots, 1.
\]

where \( x_{1,s} \) satisfies the identity \( v_{1,s} x_{1,s} + \sum_{j=1}^{s-1} v_{1,j} = v_{2,s} (1 - x_{1,s}) + \sum_{j=s+1}^{m} v_{2,j} \). (It is easy to verify that indeed \( x_{1,s} \in [0, 1] \).)

As every item goes to the agent with higher value for the item such an allocation is Pareto optimal. Additionally, the allocation gives identical valuation to both agents. By lemma \[4.2\] it follows that the allocation is a max-min allocation. Moreover, finding the “median” item can be done via sorting in \( O(m \log m) \) time, this bound dominates the complexity of finding the allocation.

We now set the prices and budgets. Item \( j \) is priced at \( p_j = v_{1,j} \). The budget for agent 1 is set to \( b_1 = \sum_j x_{1,j} v_{1,j} \).
We now argue that $x_1$ is in the demand set of agent 1. The value per token for agent 1 is equal across all items, therefore the agent is indifferent as to which items are chosen, as long as the prices add up to $b_1$ and may as well be happy with the items with values in increasing order of $v_{2,j}/v_{1,j}$.

The budget for agent 2, is set to be $b_2 = \sum_j p_j x_{2,j} = \sum_j v_{1,j} x_{2,j}$. Again, we need to show that $x_2$ is in the demand set of agent 2. Agent 2 greedily prefers to use her budget on items with the largest $v_{2,j}/p_j$. She is assigned the items in order of decreasing $v_{2,j}/p_j = v_{2,j}/v_{1,j}$. Ergo, $x_2$ is in the demand set of agent 2.

We have established the following theorem, for the case of two agents.

**Theorem 4.4.** For two agents, a max-min allocation can be computed in $O(m \log m)$ time, along with item prices and agents’ budgets such that the max-min allocation is in the best response of each agent.

**Remark:** The pricing and budgets above are not unique for max-min allocations. There are alternative prices and agents’ budgets that would work equally well. For example, the pricing $p_j = \max(v_{1,j}, v_{2,j})$ also works as well as other pricing schemes.

### 4.3.2 Multiple agents, two items

We now consider the case of two items with multiple agents. The idea is rather similar to the two agents case. Each agent has a relative preference between the two items. We will allocate fractions of each item according to agent relative preferences. Each agent will get a fraction of one of the two items, except for potentially one agent which will receive a fraction from both items.

We define $\rho_i = v_{1,i}/v_{i,2}$, which is the relative preference of agent $i$ between the two items. We sort the agents in decreasing order of $\rho_i = v_{i,1}/v_{i,2}$. Similarly to subsection 4.3.1 without loss of generality we assume the indices are already ordered, i.e. $\rho_i \leq \rho_{i+1}$, $i = 1, \ldots, n$.

The goal is to assign fractions of item 1 to agents with larger $\rho_i$ and fractions of item 2 to agents with smaller $\rho_i$. Agents will get equal value from their shares. There may be some agent, agent $k$, that gets non zero fractions of both items.

To compute the allocation we define the following constraints. For agent $i$, define variables $x_{i,1}, x_{i,2}$, $i = 1, \ldots, n$, which are the fractions that agent $i$ receives from item 1 and 2, respectively. We seek a value of $k$ and a solution to the following equations:

\[
\begin{align*}
    x_{i,j} & \geq 0; \quad i = 1, \ldots, n; \quad j = 1, 2 \quad (4) \\
    x_{1,2} = \cdots = x_{k-1,2} = x_{k+1,1} = \cdots = x_{n,1} &= 0 \quad (5) \\
    x_{1,1} + x_{2,1} + \cdots + x_{k-1,1} + x_{k,1} &= 1 \quad (6) \\
    x_{k,2} + x_{k+1,2} + \cdots + x_{n,2} &= 1 \quad (7) \\
    x_{1,1}v_{1,1} = x_{2,1}v_{2,1} = \cdots = x_{k-1,1}v_{k-1,1} &= x_{k,1}v_{k,1} + x_{k,2}v_{k,2} \quad (8) \\
    &= x_{k+1,2}v_{k+1,2} = x_{k+2,2}v_{k+2,2} = \cdots = x_{n,2}v_{n,2}
\end{align*}
\]

An allocation that satisfies Equations (4) – (7) is Pareto optimal since each agent receives a fraction of her “preferred” item (note that the agent may really prefer the other item, but relatively less so than the other agents), and both items are fully allocated. Equation (8) constrains all agents to have equal valuations. Thus, a solution to Equations (4) – (8) is a Pareto optimal allocation in which all agent valuations are equal.
We now argue that such a solution exists. By Lemma 4.2 such a solution is a max-min allocation, and we know that a max-min allocation exists as a solution to the linear program (3). It follows that there must be some value of \( 1 \leq k \leq n \) so that Equations (4) – (8) are satisfied.

### Computational Efficiency

At first sight (4, 5, 6, 7) might seem a complicated linear program. However, note that once we fixed \( k \), we can express all the variables using \( x_{k,1} \) and \( x_{k,2} \). Namely, \( x_{i,1} = (x_{k,1}v_{k,1} + x_{k,2}v_{k,2})/v_{i,1} \), for \( i \leq k - 1 \), and \( x_{i,2} = (x_{k,1}v_{k,1} + x_{k,2}v_{k,2})/v_{i,2} \), for \( i \geq k + 1 \). So essentially the identities (6) and (7), have only two unknown, \( x_{k,1} \) and \( x_{k,2} \). We solve the two equations with two unknown and verify that they are non-negative, i.e., inequality (4) holds. If it does, we are done. This implies that for a given \( k \), and a given order, we can solve (4) – (7) in linear time.

Instead of solving the linear program directly for each possible value of \( k \), one can directly solve equations (5) – (8), doing a binary search for a value of \( k \) for which a feasible solution exists that also satisfies the constraints in (4). When computing a given value of \( k \), it cannot be the case that both \( x_{k,1} \) and \( x_{k,2} \) are negative. If \( x_{k,1} < 0 \), then \( \sum_{i=1}^{k-1} x_{i,1} > 1 \), meaning the values of item 1 for the first \( k - 1 \) agents are insufficient to satisfy (8) by any feasible partition, and some of them should switch to item 2. The same holds for agents \([k + 1, \ldots, n]\) and item 2 if \( x_{k,2} < 0 \). Therefore, we need to search only over the part which has a negative value, which limits the search to \( O(\log n) \) iterations.

Given such a solution, we set \( p_1 = v_{k,1} \) and \( p_2 = v_{k,2} \). This means that agent \( k \) is indifferent between equal prized parts of items 1 and 2, whereas all agents \( i < k \) prefer equal prized parts of item 1 over the same prized parts of item 2, and vice-versa for agents \( i > k \).

Agents \( i \in \{1, \ldots, k - 1\} \) receive budget \( b_i = x_{i,1}p_1 \). Agents \( i \in \{k + 1, \ldots, n\} \) receive budget \( b_i = x_{i,2}p_2 \). The \( k \)-th agent’s budget is \( b_k = x_{k,1}p_1 + x_{k,2}p_2 \). All agents \( i < k \) can afford an \( x_{i,1} \) fraction of item 1, the item does not run out, and this is in their demand set. Likewise for agents \( i > k \) (with respect to item 2). Agent \( k \) gets the leftovers from both items, a \( x_{k,1} \) fraction of item 1 and a \( x_{k,2} \) fraction of item 2, which is in her demand set.

We have established the following theorem.

**Theorem 4.5.** For two agents a max-min allocation can be computed in \( O(n \log n) \) time, along with item prices and agents’ budgets in tokens such that the allocation is in the best response of each agent.

### 5 Discussion and Open Problems

In this paper we consider a market setting of agents with additive valuations over heterogeneous divisible items. We prove that given an arbitrary Pareto optimal allocation \( x \), one can efficiently compute anonymous item prices and (possibly unequal) token budgets that support the allocation \( x \); i.e., where every agent is maximally happy with her allocation \( x_i \) given item prices and her budget. For the special case of max-min social welfare, we provide algorithms to compute the allocation itself in several cases of interest.

Extending our results to indivisible items: Obviously, any feasible allocation in the indivisible model is also feasible in the divisible model. However, a Pareto optimal allocation in the indivisible model need not be Pareto optimal in the divisible model. E.g., this may occur when agents gain from swapping carefully sized fractions of items but not items in whole.
Another obvious relaxation is not assuming that valuations are additive. For example, submodular, subadditive, unit demand, etc. Yet another issue is removing our assumption that all valuations are strictly greater than zero.

As described above, the max-min allocation itself, as well as the supporting prices and budgets, can be computed using more efficient algorithms than in the general case. Even more so, if either the number of agents or the number of items is 2. It remains an open question whether such results are possible for any constant number of agents or items.

Finally, in contrast to competitive equilibria with equal budgets, our model considers unequal budgets. Indeed, allowing unequal budgets is essential for supporting any Pareto optimal input allocation. Yet, it would be interesting to suggest some parameterization to the diversity of budgets, and study various problems as a function of such parameters. E.g., one can set a bound on the level of diversity and characterize the allocations that can be supported under the corresponding constraints.
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