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Abstract

Strongly disordered and strongly interacting quantum critical points are difficult to access with conventional field theoretic methods. They are, however, both experimentally important and theoretically interesting. In particular, they are expected to realize universal incoherent transport. Such disordered quantum critical theories have recently been constructed holographically by deforming a CFT by marginally relevant disorder. In this paper we find additional disordered fixed points via relevant disordered deformations of a holographic CFT. Using recently developed methods in holographic transport, we characterize the thermal conductivity in both sets of theories in 1+1 dimensions. The thermal conductivity is found to tend to a constant at low temperatures in one class of fixed points, and to scale as $T^{0.3}$ in the other. Furthermore, in all cases the thermal conductivity exhibits discrete scale invariance, with logarithmic in temperature oscillations superimposed on the low temperature scaling behavior. At no point do we use the replica trick.
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1 Introduction

1.1 Universal incoherent thermal transport

The thermal conductivity is the simplest and most universally defined quantity in which the subtleties of dc transport arise and can be studied. In particular, in a translationally invariant system at a nonzero temperature, the thermal conductivity is generically infinite. This is because at a nonzero temperature there will be a nonzero energy density and hence an overlap between the thermal current and the momentum operator. Momentum is conserved by assumption and does not relax. Hence the thermal current also cannot fully relax.

The fate of momentum conservation is especially important in strongly interacting systems. In a weakly interacting theory, there are many long lived quantities, the quasiparticle number excitations $n_k$. Momentum is a particular linear combination of the $n_k$ and as such is often not especially privileged. However, in the absence of quasiparticles, but in the presence of translation invariance, momentum conservation dominates the late time behavior of heat current excitations.

Strongly interacting transport in the presence of weak momentum relaxation has been extensively studied in recent years. In particular, the holographic correspondence has provided tractable explicit models of strongly interacting dynamics. One important upshot of this work has been the development of the old memory matrix formalism [1, 2] as the framework of choice to discuss non-quasiparticle transport with weak momentum relaxation [3, 4, 5, 6, 7, 8, 9, 10, 11]. In particular, if the low energy physics is described by an IR fixed point with an emergent long wavelength translation invariance (as is the case whenever the low energy dynamics admits an effective gapless QFT description), then the memory matrix tells us that the dc thermal conductivity is controlled by the leading irrelevant operator that breaks translation invariance [4, 5, 6]. Transport in these cases is now solved in principle, up to the characterization of the leading irrelevant operator for a given system.

A more challenging scenario is a strongly interacting theory in which translation invariance is not approximately restored even at the lowest energy scales. In this case the memory matrix is not a useful tool. If the system does not become thermally insulating then the low temperature thermal conductivity is an intrinsic property of the low energy physics. In the context of charge transport, such systems were called ‘universal incoherent metals’ in [12]. It was suggested in [12] that the cuprates and other ‘bad metals’ should be understood as such universal incoherent metals. The objective of the present work is to provide a controlled theoretical model of universal incoherent thermal transport. The
central role played by disorder means that the model is unlikely to be directly relevant to
the cuprates, although it may have features in common with superfluid-insulator or quan-
tum hall plateaux transitions. The objective is to gain a theoretical and conceptual handle
on incoherent transport. Other recent work towards a theoretical framework for incoherent
transport, especially charge transport, can be found in [13, 14].

1.2 Disordered quantum critical points

Known instances of gapless low energy theories without translation invariance are disordered
quantum critical points (or phases). These arise when disorder is a relevant deformation
of a quantum critical theory [15, 16] which does not gap the theory, but rather the system
flows to a new critical point with a finite amount of disorder (yet another possibility are
so-called ‘infinite disorder’ fixed points [17, 18, 19, 16], these will not be considered here).

In principle, controlled interacting disordered fixed points could be obtained by applying
epsilon or large $N$ expansions directly to a replicated field theoretic description of a known
CFT, such as the Wilson-Fisher fixed point. However, it is found that the beta function
equations do not admit perturbative, stable zeros. Instead, one finds a runaway flow to
strong disorder [16, 20]. The only known quantum critical disordered fixed points found
by this method involve either continuing to a small number of time dimensions [21] or
allowing disorder with long range correlation in time [22]. It is unclear if these additional
approximations can fully capture the quantum disordered dynamics as they are essentially
expansions close to the classical statistical physics disordered fixed point [23]. In any case,
since these fixed points are found in perturbation theory, transport will be described by a
quasiparticle-based Boltzmann equation, and will not access the strongly interacting and
strongly disordered regimes we are interested in.

Recent work has used the holographic correspondence [24] to obtain controlled, strongly
interacting and strongly disordered fixed points [25, 26]. Aspects of these fixed points will
be recalled below. They were obtained by deforming a CFT by marginally relevant disorder.
Past work showed that the (line of) fixed points are characterized by a dynamical critical
exponent $z > 1$ that becomes larger as the tunable disorder strength $\bar{V}$ is increased. In
parallel with these developments, major recent work has essentially ‘solved’ the problem
of computing d.c. conductivities in holographic theories [27, 28, 29, 30]. In particular,
the new results give a powerful way to compute the thermal conductivity of complicated
disordered spacetimes without needing to explicitly solve perturbation equations about the
background. In this work we obtain the thermal conductivity of the holographic disordered
fixed points found in [25, 26]. We will also construct new disordered horizons arising from relevant rather than marginally relevant disorder, and obtain the thermal conductivity of these new fixed points.

1.3 Results

The main results in this paper will be for disordered fixed points in 1+1 dimensions. There is no obstruction to considering higher dimensions beyond the fact that more computing power is needed to solve nonlinear partial differential equations in more dimensions. The results for the thermal conductivity are as follows:

- At weak disorder, in both the marginally relevant and relevant cases, the thermal conductivity $\kappa(T)$ is excellently described by the perturbative formulae (5) and (9), over the entire temperature range that we can access. See figures 1 and 5 below.

- At stronger disorder, the thermal conductivity sees the onset of a low temperature scaling regime. This regime is characterized by a discrete scale invariance, so that:

$$\kappa(T) = T^\alpha F\left(\sin\left[\beta \log \frac{T_0}{T}\right]\right).$$  \hspace{1cm} (1)

For exponents $\alpha$ and $\beta$, a scale $T_0$ and a function $F(x) \approx c_0 + c_1 x$, for the regimes considered. See figures 2 and 6 below.

- For the cases of marginally relevant disorder, our results are consistent with the scaling exponent in (1) taking the value $\alpha = 0$, independently of the dynamical critical exponent $z$ in the low energy fixed point theory. The magnitude $c_0$ of the conductivity decreases with increasing strength of disorder. For the relevant disorder, we find $\alpha \approx 0.3$. This latter exponent appears to be independent of the strength of the disorder in the UV and hence a property of a disordered fixed point theory.

To our knowledge, these are the first theoretically controlled results on incoherent transport in an explicit strongly disordered and strongly interacting system. In addition

- For the newly constructed disordered fixed points from relevant disorder we obtain the entropy density as a function of temperature. This thermodynamic quantity is also found to exhibit discrete scale invariance at low temperatures. See figure 4.

As anticipated, the thermal conductivity at low temperatures is given by a power of temperature that is intrinsic to the disordered quantum critical low energy theory. These
systems therefore indeed exhibit universal incoherent thermal transport. Interestingly, however, the power of temperature that appears – \( \alpha \) in (1) – is not the exponent (14) below that would be anticipated from the simplest dimensional analysis. This is presumably possible because of the scale \( T_0 \) in the low energy theory (or perhaps, due to a broad disorder distribution at the disordered fixed point), and suggests that scaling analyses for incoherent systems, such as [31], should proceed with caution.

The exponent \( \alpha = 0 \) in the marginally relevant case indicates that the conductivity takes a finite universal value in these cases (up to oscillations in the logarithm of the temperature). The value depends on where we are in the line of disordered fixed points, but is an intrinsic property of the low energy theory. A universal thermal conductivity is reminiscent of [32], where the strength of the disorder appears in two quantities (the finite quasiparticle lifetime and the finite density of states) that cancel in the thermal conductivity. That mechanism, however, is rather perturbative. It seems more likely that the universality here is tied to having \( d = 1 \) spatial dimensions and the fact that the fixed point is obtained as a marginally relevant deformation of a \( z = 1 \) UV theory (from which, perturbatively, a temperature independent thermal conductivity is obtained [8]). By this logic, in \( d = 2 \) spatial dimensions we would expect to obtain \( \kappa \sim T \) in the marginal cases.

Discrete scale invariance has appeared in several previous descriptions of disordered fixed points [33, 34, 35, 21, 23], in the running of couplings towards the fixed point theory. The appearance here in a radically distinct and nonperturbative theoretical framework – and, crucially, without use of the replica trick – suggests that this is indeed a robust feature of disordered fixed points. Complex scaling exponents in holography are often indicative of dynamical instabilities [36], or that the quantum phase transition is pre-empted by a first order transition [37]. However, the aforementioned perturbative results show that stable spiraling or limit cycle renormalization group flows are possible in disordered systems.

2 Disordered horizons and disordered quantum criticality

In this section we summarize the holographic description of disordered fixed points [25, 26]. In doing so, we also recall several general concepts of disordered quantum criticality.

The starting point will be a conformal field theory (CFT) in \( d \) spatial dimensions. This theory is deformed by an operator coupled to a quenched random potential

\[
\mathcal{L} = \mathcal{L}_{\text{CFT}} + V(x)\mathcal{O}(t, x). \tag{2}
\]

The operator \( \mathcal{O} \) has mass scaling dimension \( \Delta \) while the disorder is taken to be short range
and Gaussian, so that the disorder averages
\[ \langle V(x) \rangle_R = 0, \quad \langle V(x)V(y) \rangle_R = \bar{V}^2 \delta^{(d)}(x-y). \] (3)

The Harris criterion [15, 16] states that the coupling (2) is then relevant if \( \Delta < (d + 2)/2 \).

A minimal holographic setup that can describe a CFT deformed by the random coupling (2) is gravity coupled to a scalar field, with action
\[ S = \frac{1}{16\pi G_N} \int d^{d+2}x \sqrt{-g} \left( R + \frac{d(d+1)}{L^2} - 2 (\nabla \Phi)^2 - 4 U(\Phi) \right). \] (4)

Following the usual holographic dictionary [24], a potential of the form \( U(\Phi) = -\mu \Phi^2/(2L^2) \) means that the bulk scalar field \( \Phi \) is dual to an operator \( \mathcal{O} \) with dimension \( \Delta \) satisfying \( \Delta(\Delta - d - 1) = -\mu \). In the works [25, 26] we set \( \mu = d(d+2)/4 \), so that \( \Delta = (d + 2)/2 \) and the disorder is marginal, saturating the Harris criterion. In particular, this means that the disorder strength \( \bar{V} \) in (3) is a dimensionless free parameter. In section 6 of this paper we will also consider the case of relevant disorder with \( \Delta = 3/4 \) in \( d = 1 \) dimensions (for context, marginal disorder has \( \Delta = 3/2 \) in \( d = 1 \), and the unitarity boundary is \( \Delta = 0 \)).

The papers [25, 26] asked: what is the low energy dynamics of the deformed theory (2)? In holography this question is studied [24] by solving the Einstein equations of motion following from the action (4) subject to the boundary condition that the scalar field tend to the disorder potential \( V \) at the asymptotic boundary of the spacetime: \( \lim_{r \to 0} [r^{\Delta-d-1}\Phi(r,x)] = V(x) \). The Einstein equations with a disordered source are complicated. They can be solved numerically or perturbatively in weak disorder. With the solution at hand, the low energy physics – such as entropy density at low temperatures – is characterized by the properties of the spacetime deep in the interior, where the holographic coordinate \( r \to \infty \). The results of [25, 26] will be reviewed below. Other works constructing disordered holographic spacetimes include [38, 39, 40, 41, 42, 43].

The disordered potential \( V(x) \) is modeled by a sum over \( N \) cosines with increasing wavevector and random phases. We will not give details here, see [25, 26]. There is both a short and long distance cutoff on the wavevectors, that we will denote as \( k_{\text{UV}} \) and \( k_{\text{IR}} \) respectively. Note that, \( k_{\text{IR}} = k_{\text{UV}}/N \). This translates into a temperature range of roughly \( k_{\text{IR}} \lesssim T \lesssim k_{\text{UV}} \) over which the system is truly disordered. Thus, accessing disordered physics at low temperatures requires a large number \( N \) of oscillatory modes. In fact, as

\footnote{A small difference in notation compared to the earlier papers: in this paper we use \( d \) to denote the number of boundary spatial dimensions. Also, we have corrected a factor of \( 2\pi \) in the normalization of \( \tilde{V} \) in [25] [26].}

\[ \hat{V}^2 = \tilde{V}^2_{\text{correct}} = 2\pi \tilde{V}_{\text{old}}^2. \] To facilitate comparison with previous works, especially for numerical results, we will sometimes quote the result in terms of \( \hat{V} = \tilde{V}_{\text{old}} \), so that \( \bar{V}^2 = 2\pi \hat{V}^2 \).
explained in [26], one is able to go to slightly lower temperatures than the rough estimate suggests thanks to favorable numerical factors.

3 Perturbative formula for the thermal conductivity

In a regime where the disorder may be treated perturbatively, analytic field theoretic results are possible using the memory matrix formalism. For a recent clean discussion of the hydrodynamics of a strongly interacting CFT perturbed by weak disorder see [44]. The thermal conductivity is

\[ \kappa_{\text{pert.}} = \frac{s}{\Gamma}, \]  

(5)

where \( s \) is the entropy density, and the momentum relaxation rate [4, 5, 6]

\[ \Gamma = \frac{V^2}{sT} \lim_{\omega \to 0} \int \frac{d^d k}{(2\pi)^d} \frac{k^2 \operatorname{Im} G_{\partial\partial}^R(\omega, k)}{\omega}. \]  

(6)

Here \( d \) is the number of spatial dimensions and \( G_{\partial\partial}^R(\omega, k) \) is the retarded Green's function of the operator that couples to disorder in [2]. For the case of strongly interacting theories without an underlying relativistic scale invariance see [7, 11].

From the above two formulae one can immediately obtain the temperature scaling of the disorder at temperatures \( k_{\text{IR}} \lesssim T \lesssim k_{\text{UV}} \) (this is roughly the range of temperatures that is insensitive to the cutoffs on the disorder distribution). Simple power counting gives [4, 5]

\[ \kappa_{\text{pert.}} \sim \frac{T^{2d+1-2\Delta}}{V^2}. \]  

(7)

Here we used the fact that \( s \sim T^d \) for a CFT. In particular, for the marginal case

\[ \kappa_{\text{pert.}} \sim \frac{T^{d-1}}{V^2}. \]  

(8)

These expressions use the scaling symmetries of the high energy CFT fixed point. They need not hold at the lowest temperatures, even for small \( V \), as there the system has been driven to the disordered IR fixed point by the relevant or marginally relevant deformation [2]. Understanding the thermal conductivity in the far IR is the primary objective of this paper, and we will return to that question shortly. At weak disorder, the perturbative thermal conductivity (7) can be expected to appear at intermediate temperatures. Reproducing the perturbative answer will build confidence in our more general results.

Specializing to the holographic theory allows us to compute the retarded Green's function \( G_{\partial\partial}^R(\omega, k) \) in (6) explicitly. In this computation and in the remainder of the paper we will focus on one boundary space dimension (\( d = 1 \)). Both the holographic formula for dc
conductivities and the numerics we shall employ below are substantially simpler in this case. There is no fundamental obstacle, beyond computing power, to study of the higher dimensional case. The details of the (somewhat standard) holographic computation of $G_{GO}(\omega, k)$ are given in Appendix A. The perturbative momentum relaxation rate is found to be

$$\Gamma = \frac{\bar{V}^2 L}{2\pi G_N} \frac{1}{s T} (2\pi T)^{2\Delta-3} \sin^2(\pi \Delta) \Gamma(2 - \Delta)^2 \int^{k_{UV}}_{k_{IR}} \frac{dk}{2\pi} k^2 \left| \Gamma \left( \frac{\Delta}{2} + \frac{ik}{4\pi T} \right) \right|^4. \quad (9)$$

We have explicitly included the long and short wavelength cutoffs on the disorder in order for better comparison with the numerical results below. The perturbative thermal conductivity (5) is then found by recalling that for the three dimensional Schwarzschild-AdS black hole that we are perturbing about, the entropy density $s = (\pi L)/(2G_N) \times T$.

### 4 Holographic formula for the thermal conductivity

In a sequence of beautiful recent works, Donos and Gauntlett have obtained a general non-perturbative formula for the thermal and electric dc conductivities of holographic theories [27, 28, 29, 30]. Their expressions are a major generalization of the older important result by Iqbal and Liu [45]. Specifically, for a class of holographic theories, they have derived an expression for the dc conductivities in terms of data evaluated purely on the event horizon. Crucially for our present purposes, the formula holds with arbitrary spatially dependent sources in the dual quantum field theory. These results allow us to go beyond perturbation theory in the disorder.

In this section we adapt the results of [28] to the case of the Einstein-scalar theory (4) in three bulk spacetime dimensions. Scalar fields have also recently been considered in [46, 30]. The details of the computation can be found in Appendix B. The full spacetime metric is written as

$$ds^2 = \frac{L^2}{y^2} \left[ -f(y) A(y, x) dt^2 + S(y, x) (dx + F(y, x) dy)^2 \right] + \frac{B(y, x)}{f(y)} dy^2. \quad (10)$$

Here $f(y) = 1 - y^2$. This form of the metric will be useful for the numerics in the following section. In these coordinates, the horizon is at $y = 1$ and the asymptotic boundary at $y = 0$.

At the boundary we impose $A = B = S = 1$ and $F = 0$, so that the only source will be in the scalar field $\Phi \sim r^{d+1-\Delta} V(x)$. At the horizon $A = B = A^{(0)}(x)$, $S = S^{(0)}(x)$, the scalar $\Phi = \Phi^{(0)}(x)$, and $F$ again vanishes. With these boundary conditions, the constant $y_+$ determines the temperature as $y_+ = 2\pi T$. In Appendix B the thermal conductivity is found to be

$$\kappa = \frac{\pi^2 T^2}{2G_N} \left[ \frac{1}{L_x} \int dx \left( \frac{\partial_x \Phi^{(0)}}{L \sqrt{S^{(0)}}} \right)^2 \right]^{-1}. \quad (11)$$
Here $L_x$ is the length of the $x$ direction in the dual field theory.

To evaluate the integral in (11), we must solve the Einstein-scalar equations of motion numerically in order to find the disordered black hole background and hence $\Phi^{(0)}(x)$ and $S^{(0)}(x)$. The virtue of (11) is that we do not need to additionally solve numerical perturbation equations about the background. In Appendix B we check that (11) reproduces the perturbative memory matrix result (5) at weak disorder. Schematically: To leading order in small $\bar{V}$, $S^{(0)} = 1$ and $\Phi$ describes a linearized perturbation on top of Schwarzschild-AdS$_3$. The integral $\int dx (\partial_x \Phi^{(0)})^2$ appearing in (11) can then be written in terms of the low frequency limit of the retarded Green’s function of $O$ appearing in (5). In fact, it is of note that the full holographic expression (11) looks like a local version of the perturbative result (5), in which $S^{(0)}$ plays the role of a spatially varying entropy density. This ‘hydrostatic’ aspect of holographic dc conductivities has recently been emphasized in [13].

5 Numerical results

Consider first the case of marginal disorder: $\Delta = 3/2$ in $d = 1$. For this case, we have constructed the numerical solutions using the same methods as we described in [26]. The spacetime takes the form (10). We solve the Einstein-scalar equations following from the action (4), subject to the boundary conditions described below equation (10) above. From the solution, the thermal conductivity is obtained from horizon data using (11). All numerics in this section are performed with a sum over $N = 50$ oscillatory modes in the disorder potential $V(x)$.

5.1 Thermodynamics and scaling expectation for the conductivity

It is found that in the CFT deformed by marginal disorder, the disorder grows logarithmically towards low energies (i.e. towards the interior of the spacetime), and is therefore marginally relevant [25, 26]. Such logarithms were first found holographically in [39].

A basic quantity characterizing any disordered fixed point is the dynamical critical exponent $z$. In [25] it was found that the disorder averaged spacetime metric in the far interior, at zero temperature, takes a ‘Lifshitz’ [47] scaling form

$$\lim_{r \to \infty} \langle ds^2 \rangle_R \sim \frac{dt^2}{r^{2z}} + \frac{dr^2 + d\vec{x}^2}{r^2}.$$  (12)

The dynamic critical exponent $z$ was determined analytically in a perturbation theory in $\bar{V}$ and numerically in general. Furthermore, heating up by a small temperature $T$, the entropy
density was shown to scale as
\[ s \sim T^{d/z} , \] (13)
with the same \( z \) as appeared in the disorder averaged metric \([12] [12]\). These last two results above demonstrate the emergence of a disordered quantum critical point at low energies, with an emergent scale invariance characterized by the exponent \( z \). The fact that \( z > 1 \) indicates that disorder is playing a finite role in the fixed point physics.

Before turning to numerical results for the thermal conductivity, the thermodynamic facts above suggest the following simple scaling analysis. The entropy scaling \( s \sim T^{d/z} \) suggests that hyperscaling is obeyed and that there are no scales remaining at the disordered IR fixed point. In particular, this scaling suggests that the energy density \( \epsilon \) has its canonical dimension \([\epsilon] = d + z\). The conservation equation \( \dot{\epsilon} + \nabla \cdot j^Q = 0 \) then determines the dimension of the heat current to be \([j^Q] = d - 1 + 2z\). The thermal conductivity is defined via \( j^Q = -\kappa \nabla T \), and hence \([\kappa] = d + z - 2\). We conclude that
\[ \kappa_{\text{scaling}} \sim T^{(d+z-2)/z} \rightarrow d^{1-1/z}. \]
(14)
This result gives \( \kappa \sim T^0 \) when \( z = 1 \), consistent with the perturbatively marginal disorder expression \([8]\) when \( d = 1 \). However, for any arbitrarily small disorder strength we have just recalled that the IR fixed point has \( z > 1 \). The scaling result \([14]\) would therefore suggest that the thermal conductivity should go to zero like \( 1/\kappa \) at the lowest temperatures, as the marginally relevant disorder drives the system away from the UV fixed point. This expectation will be seen to fail.

### 5.2 Thermal conductivity

Figure [1] shows the thermal conductivity as a function of temperature for weak disorder, \( \tilde{V} = \tilde{V}/\sqrt{2\pi} = 0.01 \). Also shown in the same plot is the perturbative result \([5]\) and \([9]\). The numerical and perturbative results are seen to be in excellent agreement over the entire temperature range. We have made a log log plot to emphasize the two different power law regimes. The high temperature power law asymptotes to \( \kappa \sim T^3 \) at temperatures \( T > k_{\text{UV}} \), i.e. above the short distance cutoff on the disorder distribution, as can be seen from the

It should be noted that the difference between the scaling form \( s \sim T^{1/z} \) (in \( d = 1 \)) and the perturbative result \( s \sim T \left( 1 + \frac{1}{z} \log T + \cdots \right) \) can be quite small when \( z \approx 1 \). In particular, in perturbation theory, the logarithmic derivative \( \frac{d}{dT} \log T = \frac{1}{T} \) is close to the exponentiated value of \( \frac{1}{z} \), even at low \( T \). However, at \( \tilde{V} = 1 \) one has \( z \approx 2 \) \([26]\), and the hence the constant logarithmic derivative found in \([26]\) requires the exponentiated scaling behavior of the entropy density.

---

2 It should be noted that the difference between the scaling form \( s \sim T^{1/z} \) (in \( d = 1 \)) and the perturbative result \( s \sim T \left( 1 + \left[ \frac{1}{z} - 1 \right] \log T + \cdots \right) \) can be quite small when \( z \approx 1 \). In particular, in perturbation theory, the logarithmic derivative \( \frac{d}{dT} \log T = \frac{1}{T} \) is close to the exponentiated value of \( \frac{1}{z} \), even at low \( T \). However, at \( \tilde{V} = 1 \) one has \( z \approx 2 \) \([26]\), and the hence the constant logarithmic derivative found in \([26]\) requires the exponentiated scaling behavior of the entropy density.
perturbative result (9). In the truly disordered regime, the thermal conductivity is seen to be a constant. This regime extends over $0.01 \lesssim T/k_{UV} \lesssim 0.06$ in the plot. There is no sign over this temperature range of the IR cutoff on the disorder distribution. While $k_{IR} = k_{UV}/N = 0.02 k_{UV}$ here, numerical factors shift the effect of the cutoffs to lower temperatures [26].

![Log-log plot of thermal conductivity $\kappa(T)$ with $\hat{V} \equiv \bar{V}/\sqrt{2\pi} = 0.01$ and marginal disorder ($\Delta = \frac{3}{2}, d = 1$). The dots are numerical data points with $N = 50$ oscillator modes generating the disordered potential. The solid line is the analytic perturbative result (5) and (9). At low temperatures $\kappa \sim T^0$. At high temperatures compared to the disorder cutoff $k_{UV}$, $\kappa \sim T^3$.](image)

Figure 1: Log-log plot of thermal conductivity $\kappa(T)$ with $\hat{V} \equiv \bar{V}/\sqrt{2\pi} = 0.01$ and marginal disorder ($\Delta = \frac{3}{2}, d = 1$). The dots are numerical data points with $N = 50$ oscillator modes generating the disordered potential. The solid line is the analytic perturbative result (5) and (9). At low temperatures $\kappa \sim T^0$. At high temperatures compared to the disorder cutoff $k_{UV}$, $\kappa \sim T^3$.

Bolstered by the agreement of the previous figure, we can now turn to stronger disorder. Figure 2 shows the thermal conductivity as a function of temperature for $\hat{V} = 0.5$ and $\hat{V} = 1$. The plots focus on the low temperature regime, away from the short and long distance cutoffs on the disorder. These are the temperatures over which the scaling of the entropy density $s \sim T^{1/z}$ was found in [26]. Once again, the thermal conductivity saturates to a constant value at low temperatures. The value of the low temperature conductivity is no longer close to the perturbative prediction. A new phenomenon appears, furthermore, which is that the thermal conductivity oscillates at low temperatures.

In the following section we will consider relevant disorder. For the relevant disorder we will be able to go to lower temperatures and see more oscillations than are visible in figure 2. The perseverance of the oscillations with stronger disorder suggests that the oscillations continue down towards zero temperature and are not merely an intermediate
Figure 2: **Low temperature thermal conductivity** $\kappa(T)$ for marginal disorder with $\hat{V} = 0.5$ (left) and $\hat{V} = 1$ (right). The disorder has been simulated with $N = 50$ oscillatory modes. The perturbative formulae (5) and (9) predict the zero temperature values of the conductivity to be 0.72 and 0.18, respectively, and therefore underestimate the true result.

The simplest explanation is that they correspond to an imaginary scaling exponent for the thermal conductivity, which leads to log-periodic oscillations (discrete scale invariance) of the form advertised in equation (1) above. We mentioned previously in section 1.3 above that discrete scale invariance has appeared in previous perturbative field theoretic studies of disordered fixed points, but had been suspected to be an artifact of the replica trick. We are not using any replica trick here. We will do a detailed fitting to the parameters in (1) in the following section on relevant disorder, where we are able to get to lower temperatures.

The fact that the conductivity tends to a constant (up to oscillations) at low temperatures is in disagreement with the simplest scaling expectation (14). For instance, equation (14) would predict $\kappa \sim T^{0.5}$ for the $\hat{V} = 1$ case, for which $z \approx 2$ [25, 26]. This is not seen in figure 2. Instead the results in figure 2 suggest that the low temperature scaling of $\kappa \sim T^0$ is correctly predicted by the perturbative formula (8), up to the appearance of oscillations and a renormalization of the overall value of the conductivity. At present we do not understand the physics at work here.

### 6 Relevant disorder

This section gives evidence for a new class of disordered fixed points, obtained by deforming a CFT by relevant rather than marginal disorder. Because these are new gravitational solutions, we will describe how they have been constructed and characterize their thermodynamics before going on to present the thermal conductivity.
6.1 Numerical methods

For sufficiently negative mass squared, there are two choices of quantization in asymptotically Anti-de Sitter spacetime. Motivated by the expectation that disorder effects should be stronger for the choices of $\Delta$ that most violate the Harris criterion, we decided to work in alternative quantization. For reasons we explain shortly, we chose $\mu = \frac{15}{16}$ in the action which, using alternative quantization, leads to $\Delta = \frac{3}{4}$. This in turn means that, in Fefferman-Graham coordinates, the scalar field approaches the boundary ($z \to 0$) as

$$\Phi(z, x) = z^{3/4} \left[ \langle O(x) \rangle + \sqrt{z} V(x) + \cdots \right] , \quad (15)$$

where $V(x)$ is the disorder potential.

We will be using spectral collocation methods which, in their simplest formulation, are best tailored for solving PDEs where all variables are analytic in their domain of integration. This suggests the line element should be changed in order to accommodate the slow decay exhibited by the scalar field in (15). We choose:

$$ds^2 = \frac{L^2}{y^4} \left[ y^2 \left( -g(\tilde{y}) A(\tilde{y}, x) dt^2 + S(\tilde{y}, x) \left( dx + 2 \tilde{y} F(\tilde{y}, x) d\tilde{y} \right)^2 \right) + \frac{4\tilde{y}^2 B(\tilde{y}, x)}{g(\tilde{y})} d\tilde{y}^2 \right] , \quad (16)$$

where $g(\tilde{y}) = 1 - \tilde{y}^4$. If we set $A = B = S = 1$ and $F = 0$, we recover the BTZ black hole. For the scalar field we set $\Phi(\tilde{y}, x) = \tilde{y}^{3/2} \varphi(\tilde{y}, x)$. In order to solve the resulting system of PDEs, we follow mutatis mutandis [20]. In particular, we use the De-Turck trick [48], with the BTZ black hole being the reference metric. The only change worth mentioning is the boundary condition for the scalar field $\Phi$ (or alternatively, for $\varphi$). We first note that, asymptotically, the relation between $\tilde{y}$ and the usual Fefferman-Graham coordinates is simply $\tilde{y} = \sqrt{y_+} \sqrt{z} [1 + O(z^{3/2})]$. This implies that if we want to recover the expansion we need to set a Neumann-type boundary condition for $\varphi$ of the form

$$\partial_{\tilde{y}} \varphi(\tilde{y}, x) |_{\tilde{y}=0} = y_+^{-5/4} V(x) . \quad (17)$$

The variables are analytic in these new coordinates. The fact that analyticity can be achieved through a relatively simple change of coordinates is the reason we focus on $\Delta = \frac{3}{4}$.

In the numerics for this relevant case, the disorder potential will be modeled with $N = 50$ or 100 cosines. In performing the actual numerics one can set $k_0 = 1$, which effectively sets the units. Since the Einstein-scalar equations are nonlinear, we want to make sure we can capture the first five harmonics emanating from each progenitor $k_n$ mode. In order to make sure we resolved all such scales, most of our simulations run with 100 points in the radial direction $\tilde{y}$ and no less than 1000 points in the Fourier direction $x$. An illustrative solution is shown in figure 3.
Figure 3: Numerical solution with relevant disorder, $\hat{V} = 1$ and $N = 100$. The plots show the disorder potential $V(x)$, the induced expectation value $\langle \mathcal{O}(x) \rangle$ for the scalar field, the scalar field on the horizon $\Phi_H$, and the scalar field everywhere in the spacetime.

6.2 Thermodynamics

This subsection will describe the dependence of the entropy density $s$ on temperature in two cases with relevant disorder ($\Delta = \frac{3}{4}$) and with a fairly strong disorder magnitude in the UV: $\hat{V} \equiv \bar{V}/\sqrt{2\pi} = 0.5$ and $\bar{V} = 1$. In the case of marginal disorder, logarithmic divergences in perturbation theory could be plausibly resummed. Relevant disorder leads to power law divergences in perturbation theory that should not be naively resummed. Therefore we must turn to numerics from the outset to access the low temperature thermodynamics. In
appendix C we characterize, in the spirit of [25], the perturbative power law divergences that appear in the averaged zero temperature metric towards the interior of the spacetime.

A plot of entropy versus temperature in these theories shows an essentially linear in temperature entropy over all temperatures. This is the result for a non-disordered one dimensional CFT, and suggests that \( z \) remains equal or close to one. However, a more detailed probe at low temperatures reveals more dramatic structure. Figure 4 shows the logarithmic derivative of the entropy with respect to temperature at low temperatures. This is the same diagnostic that was used in [26] to conclude that \( s \sim T^{1/z} \) at low temperatures in the marginal case. Figure 4 shows that instead, in this relevant case, the numerical data is well fit by the discrete scale invariant form

\[
\frac{T}{s} \frac{ds}{dT} = T^\gamma \left( b_0 + b_1 \sin \left( \frac{\delta \log T_0}{T} \right) \right).
\]

The values of the parameters appearing in the fit are given in the figure caption. The specific heat, \( c = T \frac{ds}{dT} \), is always positive in these plots, as required for thermodynamic stability. We do not quote \( T_0 \), as it is ambiguous up to \( T_0 \rightarrow e^{2\pi n/\delta} T_0 \). The precise form of this function is not the most important issue. Rather, what the fits in figure 4 show is that there is log-oscillatory structure in the thermodynamics of these models. The frequency of the oscillations, \( \delta \) in (18), will be seen to be close to the frequency \( \beta \) of the log-oscillations found in the thermal conductivity in the following section. The small value of \( \gamma \) in (18) together with \( 1 \approx b_0 \gg b_1 \) is behind the fact that the entropy is almost linear.

Figure 4: Logarithmic derivative of the low temperature entropy density \( s(T) \) for relevant disorder with \( \tilde{V} = 0.5 \) (left) and \( \tilde{V} = 1 \) (right). The disorder has been simulated with \( N = 100 \) oscillatory modes. Dots are numerical data whereas the solid line is a fit to the discrete scale invariant form (18). The values in the fit are \( \{ \gamma \approx 0.02, \delta \approx 4.5, b_0 \approx 1, b_1 \approx -0.02 \} \) for \( \tilde{V} = 0.5 \) and then \( \{ \gamma \approx 0.03, \delta \approx 4.2, b_0 \approx 1, b_1 \approx -0.04 \} \) for \( \tilde{V} = 1 \).
in temperature over this range of temperatures. The nonzero $\gamma$ exponent suggests that a
different temperature scaling may set in at much lower temperatures. The fact that the
parameters $\gamma, \delta, b_0$ are similar in the two cases supports the hypothesis that the solutions
are flowing towards the same IR fixed point.

It seems possible that such oscillations are also present in the entropy density of the
marginal case at sufficiently low temperatures.

6.3 Thermal conductivity

We start with a weakly disordered case to corroborate our expectations. Figure 5 shows the
thermal conductivity as a function of temperature for weak disorder, $\hat{V} \equiv \bar{V}/\sqrt{2\pi} = 0.01$.
Also shown in the same plot is the perturbative result (5) and (9) now with $\Delta = 3/4$. Once
again, the numerical and perturbative results are seen to be in excellent agreement over
the entire temperature range. The log-log plot cleanly shows the three expected behaviors.

Figure 5: Log-log plot of thermal conductivity $\kappa(T)$ with $\hat{V} \equiv \bar{V}/\sqrt{2\pi} = 0.01$ and
relevant disorder ($\Delta = 3/4, d = 1$). The dots are numerical data points with $N = 50$ oscillator
modes generating the disordered potential. The solid line is the analytic perturbative result
(5) and (9). At high temperatures compared to the disorder cutoff $k_{UV}$, $\kappa \sim T^{9/2}$. In
the intermediate, disordered regime $\kappa \sim T^{3/2}$. At the lowest temperatures, below the long
wavelength cutoff $k_{IR}$, $\kappa$ increases, ultimately exponentially.

At temperatures above $k_{UV}$, the thermal conductivity tends to $\kappa \sim T^{9/2}$, as can be seen

\footnote{To capture the very low temperature regime correctly, i.e. $T \sim k_{IR}$, one must replace the integral in (9) with a discretized sum over $N$ terms.}
from the analytic expressions. At temperatures below $k_{IR}$, the potential is effectively a lattice with wavevector $k_{IR}$ rather than a disordered potential. A lattice cannot efficiently relax momentum in a relativistic theory and so the conductivity is expected to increase exponentially towards low temperatures [6]. The intermediate truly disordered temperatures show the scaling $\kappa \sim T^{3/2}$ anticipated from perturbation theory [7].

Figure 6 shows the thermal conductivity for stronger disorder, $\hat{V} = 0.5$ and $\hat{V} = 1$. The plot focuses on the disordered low temperature regime, but above the IR cutoff (these plots have used $N = 100$ oscillatory modes to simulate the disordered potential, allowing us to go to lower temperatures). Also shown in the plot is a fit to the discrete scale invariant form

$$\kappa_{d.s.i.} = T^{\alpha} \left( c_0 + c_1 \sin \left[ \beta \log \frac{T_0}{T} \right] \right). \quad (19)$$

The values of the parameters appearing in the fit are given in the figure caption. The numerical data is seen to contain over one period of oscillation, close to two periods for the $\hat{V} = 1$ case. There are some error bars on the fits, due to the finite temperature range, but both disorder strengths are consistent with roughly $\alpha \approx 0.3$. Note that this exponent is significantly different to the perturbative exponent of $3/2$ that we saw in figure 5. This scaling is therefore indicative of a new strongly disordered fixed point. Also in both fits
c_1 \ll c_0$, consistent, perhaps, with the truncation to a single oscillatory frequency. The agreement in the values of the exponent $\beta$ is less good – this is likely because of the limited temperature range of the oscillations in the $\hat{V} = 0.5$ fit.

We see that although the magnitudes of the thermal conductivity are comparable to those for marginal disorder in figure 2 over this range of low temperatures – the temperature dependence is quite different. The conductivity in the relevant case is tending to zero at low temperatures whereas the marginal case appears to be stabilized. Note that we do not expect any general lower bound on the thermal conductivity analogous to that found in $[13, 14]$ for the electrical conductivity. This is because the thermal conductivity does not have a ‘pair production’ term. A natural quantity to consider in incoherent transport is the diffusivity $[12]

$$D = \frac{\kappa}{T \, ds/dT}.$$ (20)

For the cases we have considered, the diffusivity indeed grows both towards low and high temperatures, with a minimum at intermediate temperatures.

7 Towards possible applications

Disorder is likely to be an important actor in many real world quantum critical systems. Some of the most interesting putative quantum critical physics in condensed matter systems – for instance in the cuprates or heavy fermions – involves a nonzero charge density (i.e. ‘metallic’ quantum criticality) and is beyond the scope of the framework we have considered. Three important instances of ‘zero density’ quantum criticality – in which in addition disorder appears to play a key role – are (i) Superfluid-insulator transitions $[49, 50]$, (ii) Metal-insulator transitions $[51, 52]$, (iii) Quantum hall plateaux transitions $[53, 54]$. The thermal conductivity is not straightforward to measure in these systems, but would offer direct insight into the role of disorder in the quantum critical physics.

The systems described in the previous paragraph have two spatial dimensions. While in principle the methods we have used adapt to two space dimensions, the additional computer power required, especially to get down to low temperatures with strong disorder, is substantial. The real challenge here is to obtain as explicit an analytical handle as possible on disordered horizons, beyond perturbation theory. Disordered zero temperature horizons may exist as decoupled fixed point solutions of the Einstein-scalar system in the same way that extremal horizons describe IR fixed points. Understanding such solutions on their own terms would amount to substantial progress in the theory of disordered quantum criticality.
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A Green’s function of the scalar operator

This appendix computes the low frequency Green’s function for a scalar operator in the background of a neutral black hole in $AdS_3$. We can write the background as

$$ds^2 = \frac{L^2}{r^2} \left( -f(r)dt^2 + \frac{dr^2}{f(r)} + dx^2 \right), \quad (21)$$

with $f = 1 - \frac{r^2}{r_+^2}$. This spacetime is a solution to the theory [4] with no scalar turned on. The temperature is $T = 1/(2\pi r_+)$ and the entropy density $s = (\pi L)/(2G_N) \times T$.

The equation of motion for the scalar field $\Phi$ about this background is

$$\nabla^2 \Phi = \frac{\Delta(\Delta - 2)}{L^2} \Phi. \quad (22)$$

We have written the equation in terms of the dimension $\Delta$ of the dual operator $O$. The slick argument in [10] gives the imaginary part of the retarded Green’s function at low frequencies in terms of a non-normalizable solution of (22) with no time dependence. That is, write $\Phi = \Phi_0(r,k)e^{ikx}$ and then [10]

$$\lim_{\omega \to 0} \frac{\text{Im} G_{OO}^R(\omega, k)}{\omega} = \frac{L}{4\pi G_N r_+} \frac{1}{r_+} \Phi_0(r_+, k)^2. \quad (23)$$

Here $\Phi_0(r, k)$ must be taken to be regular at the horizon and to have the non-normalizable near-boundary behavior of $\Phi_0(r, k) \approx r^{2-\Delta}$. The prefactor of $4\pi G_N$ is related to the normalization of the scalar action [1]. For equation (22), the relevant solution is

$$\Phi_0(r, k) = r^{2-\Delta} _2 F_1 \left( 1 - \frac{ik}{4\pi T} - \frac{\Delta}{2}, 1 + \frac{ik}{4\pi T} - \frac{\Delta}{2}, 2 - \Delta, (2\pi r T)^2 \right) \quad (24)$$

$$-r^{2\Delta} _2 F_1 \left( \frac{\Gamma(2 - \Delta)}{\Gamma(\Delta)} \right) \left| \frac{\Gamma \left( \frac{\Delta}{2} + \frac{ik}{4\pi T} \right)}{\Gamma \left( 1 - \frac{\Delta}{2} + \frac{ik}{4\pi T} \right)} \right|^2 _2 F_1 \left( -\frac{ik}{4\pi T} + \frac{\Delta}{2}, \frac{ik}{4\pi T} + \frac{\Delta}{2}, \Delta, (2\pi r T)^2 \right).$$
Therefore from (23)
\[
\lim_{\omega \to 0} \frac{\mathrm{Im} G_R^{\omega}(\omega, k)}{\omega} = \frac{L}{4\pi G_N} \frac{(2\pi T)^2 \Delta - 3 \sin^2(\pi \Delta) \Gamma(2 - \Delta) \left[ \frac{\Delta}{2} + \frac{ik}{4\pi T} \right]^4}{\pi^2}.
\]  
(25)

B Horizon formula for the dc conductivity

This appendix adapts the computation in [28] to obtain the thermal conductivity of Einstein-scalar theory in three bulk spacetime dimensions.

As described in the main text, the background metric takes the form
\[
ds^2 = \frac{L^2}{y^2} \left[ y^2 \left( -f(y)A(y, x)dt^2 + S(y, x) (dx + F(y, x)dy)^2 \right) + \frac{B(y, x)dy^2}{f(y)} \right],
\]
(26)
with \( f = 1 - y^2 \). The scalar field takes the form \( \Phi = \Phi(y, x) \). In the main text we described the boundary conditions satisfied by the various functions in the metric. To obtain the thermal conductivity one can consider perturbations of this background of the form
\[
ds^2 \rightarrow ds^2 + h_{ab}(y, x)dx^a dx^b + 2t\zeta g_{tt} dt dx.
\]
(27)
The \( t \)-linear source in \( \delta g_{tx} \) is equivalent to a thermal gradient \( \partial_x T = -T\zeta \) [27].

In the perturbed metric (27), construct the tensor
\[
G^{\mu\nu} = \nabla^{|\epsilon\kappa|}, \quad k = \frac{\partial}{\partial t}.
\]
(28)
Note that \( k \) is not a Killing vector in the perturbed spacetime. The manipulations in [28], with the additional requirement that the scalar field be independent of \( t \), show that the quantity
\[
Q = \sqrt{-g} G^{xy},
\]
(29)
is independent of both \( x \) and \( y \). Using the metric (26) one obtains
\[
Q = \frac{1}{L^2} \frac{f^2}{2y} \frac{A^{3/2}}{B^{1/2} S^{1/2}} \left[ \partial_y \left( \frac{y^2 h_{tx}}{fA} \right) - \partial_x \left( \frac{y^2 h_{ty}}{fA} \right) \right].
\]
(30)
From this expression it can be verified that \( \partial_x Q = \partial_y Q = 0 \) using the equations of motion.

The fact that \( Q \) is constant throughout space means that it can be evaluated both on the horizon and at the boundary. Equating the two resulting expressions will give the thermal conductivity. Near the boundary one finds
\[
\lim_{y \to 0} Q = 8\pi G_N \langle T^{tx} \rangle_{\text{FT}} + O(t).
\]
(31)
Here \( \langle T^{tx} \rangle_{\text{FT}} \) is the heat current (also, the momentum density) in the dual field theory, computed as usual from the holographic stress tensor [55]. Note that to from the bulk
stress tensor $T^{ab}$ to the field theoretic momentum density $\langle T^{tx} \rangle_{FT}$, one has to multiply the bulk $T^{ab}$ by $\sqrt{\sigma} \xi_a n_b$, where $n$ is a unit timelike vector, $\xi = \partial_x$ and the spatial measure $\sqrt{\sigma} = \sqrt{g_{xx}}$. The time dependent part in (31) is unimportant for our purposes [27, 28].

Now we consider the near horizon behavior of the fluctuations. We only need the behavior of the two metric components that appear in the expression (30) for $Q$. The general behavior of these components near the horizon is

$$h_{tx}(y, x) = Ly_+ \left[ S^{(0)}(x) \right]^{1/2} h_{tx}^{(0)}(x) + h_{tx}^{(1)}(x)f(y) \log \left( \frac{1 + y}{1 - y} \right) + O(y - 1), \quad (32)$$

$$h_{ty}(y, x) = h_{ty}^{(0)}(x) + O(y - 1). \quad (33)$$

The logarithmic term is included in $h_{tx}$ so that the total $\delta g_{tx} = \zeta g_{tt} + \delta h_{tx}$ can be written in terms of the ingoing Eddington-Finkelstein coordinate $v$, which is:

$$v = t - \frac{1}{2y_+} \log \left( \frac{1 + y}{1 - y} \right). \quad (34)$$

Regularity (infalling boundary conditions) requires the $t$ and $y$ dependence of $\delta g_{tx}$ to combine into a dependence only on $v$. Therefore

$$h_{tx}^{(1)}(x) = \frac{y_+}{2} \zeta L^2 A^{(0)}(x). \quad (35)$$

Plugging the near horizon behavior into $Q$, we find $Q = -y_+ h_{tx}^{(0)}(x) + O(y - 1)$. Since this must be a constant, we see that $\partial_y h_{tx}^{(0)} = 0$. We can go further and set all of the higher order terms (in $y - 1$) to zero, i.e. impose $\partial_y Q = 0$. The leading term in this equation near the horizon reads, using the background equations of motion expanded near the horizon:

$$0 = y_+ \zeta + \frac{2h_{tx}^{(0)}(\partial_x \Phi^{(0)})^2}{Ly_+ \sqrt{S^{(0)}}} - \partial_x \left[ \frac{h_{ty}^{(0)}}{L^2 A^{(0)}} - \frac{h_{tx}^{(0)}}{2Ly_+ \sqrt{S^{(0)}}} \zeta \log A^{(0)} \right]. \quad (36)$$

If we average this equation over a period $L_x$ in the $x$ direction, the total derivative term drops out. This allows us to solve for $h_{tx}^{(0)}$. Insertion into the expression for $Q$ gives

$$Q = -y_+ h_{tx}^{(0)} = \frac{\zeta y_+^2}{2X}, \quad X = \frac{1}{L_x} \int dx \frac{(\partial_x \Phi^{(0)})^2}{L \sqrt{S^{(0)}}}. \quad (37)$$

Since $y_+ = 2\pi T$, the thermal conductivity is:

$$\kappa = \frac{(T^{xt})_{FT}}{-\partial_x T} = \frac{1}{8\pi G_N} \frac{Q}{\zeta T} = \frac{\pi^2 T^2}{2G_N} \frac{1}{X}. \quad (38)$$

The second equality used the expression (31) for $Q$ at the boundary while the third equality used the expression (37) for $Q$ at the horizon. Equation (38) is the result for the thermal conductivity quoted in the main text.
Let us check the perturbative limit. Here $S(0) = 1$ and $\Phi(0)$ is the horizon value of the solution of a linearized scalar about the Schwarzschild-$AdS_3$ solution with the random source asymptotic boundary condition \cite{25, 26}:

$$
\Phi(r, x) = 2\bar{V} \sqrt{\frac{\Delta k}{2\pi}} \sum_{n=1}^{N} \Phi_0(r, k_n) \cos(k_n x + \gamma_n),
$$

where $\Delta k = k_{UV}/N$, $k_n = n\Delta k$, the phase $\gamma_n$ is uniformly randomly distributed between 0 and $2\pi$, and the solutions at each $k_n$ are normalized so that $\Phi_0 \approx r^{2-\Delta}$ near the boundary, with unit coefficient. Therefore

$$
X = \frac{1}{L_x} \frac{1}{L} \int_0^{L_x} \left( \partial_x \Phi \right)^2 = \frac{\bar{V}^2}{\pi L} \sum_{n=1}^{N} (\Delta k) k_n^2 \Phi_0(r_+, k_n)^2.
$$

(40)

Now using (23) and taking the continuum $\Delta k \to 0$ limit

$$
X = \frac{4G_N \bar{V}^2}{L^2 T} \int_0^{\infty} \frac{dk}{2\pi} k^2 \lim_{\omega \to 0} \frac{\text{Im} G^{R}_{\Sigma \Sigma}(\omega, k)}{\omega} = \frac{\pi T}{L} \Gamma.
$$

(41)

Here $\Gamma$ is defined in \cite{6}. Hence (38) becomes

$$
\kappa = \frac{s}{\Gamma}.
$$

(42)

Where we used $s = (\pi L)/(2G_N) \times T$. We have reproduced the memory matrix result (5). To get the match we have included a factor of $2\pi$ in the normalization of (39) that was missing in \cite{25, 26}.

C Perturbative backreaction of relevant disorder

In this appendix we consider the lowest order backreaction of relevant disorder, with $\Delta < (d + 2)/2$, on the metric. We work in $d = 1$ and at zero temperature. The calculation proceeds very similarly to that in \cite{25}, so details will be sparse. The final result is equation (48), which shows that two components of the averaged metric have power law growths as one moves towards the interior of the spacetime. The power law growth is of course as one expects for a relevant operator. A minor novelty compared to the marginal case \cite{25} is that two rather than one metric component diverge (in Fefferman-Graham gauge) towards the interior of the spacetime.

The scalar solution that corresponds to a disordered source on the boundary was given in (39). To lowest order at zero temperature, the scalar propagates in an $AdS_3$ background.
Therefore the profile with the required near-boundary behavior is a linear combination of Bessel functions:

\[
\Phi(r, x) = \bar{V}^2 \frac{2^{3-\Delta} \sqrt{\Delta} k}{\Gamma(\Delta - 1)} \sum_n r k_n^{\Delta - 1} K_{\Delta - 1}(k_n r) \cos(k_n x + \gamma_n),
\]

where \(k_n, \gamma_n\) and \(\Delta k\) are defined below (39). Relevant disorder for \(d = 1\) corresponds to \(\Delta < 3/2\).

The scalar field (43) sources metric perturbations at order \(\bar{V}^2\), through the Einstein equations following from the action (4). The metric to second order can be written:

\[
ds^2 = \frac{1}{r^2} \left[ - \left(1 + \bar{V}^2 A^{(2)}(r, x)\right) \, \text{d}t^2 + \text{d}r^2 + \left(1 + \bar{V}^2 B^{(2)}(r, x)\right) \, \text{d}x^2 \right].
\]

(44)

\(A^{(2)}\) and \(B^{(2)}\) are fixed, modulo boundary conditions, in terms of the scalar sources via the Einstein equation. The solution reads as:

\[
A^{(2)}(r, x) = \alpha_1(r) + \alpha_2(x) - 4 \int \text{d}r \text{d}x \partial_r \Phi \partial_x \Phi,
\]

\[
B^{(2)}(r, x) = \beta_1(x) + \frac{1}{2} \beta_2(x) r^2 + 2 \int \text{d}r \int \frac{\text{d}r}{r^3} \left[ \mu^2 \Phi^2 - r^2 (\partial_x \Phi)^2 - r^2 (\partial_r \Phi)^2 \right],
\]

\[
\alpha_1(r) = \eta_1 + \frac{1}{2} \eta_2 r^2 + 2 \int \text{d}r \int \frac{\text{d}r}{r^3} \left[ \mu^2 \Phi^2 + r^2 (\partial_x \Phi)^2 - r^2 (\partial_r \Phi)^2 \right].
\]

Regularity at the Poincare horizon \(r \to \infty\) requires \(\eta_2 = \alpha_2 = \beta_2 = 0\), while \(\beta_1\) is fixed by setting \(A^{(2)} = B^{(2)}\) at the conformal boundary \(r \to 0\).

Upon plugging in the scalar solution (43) and averaging over disorder configurations, i.e. the random phases \(\gamma_n\), one can readily extract the large \(r\) behavior of the averaged metric components from these integral expressions. We find:

\[
\lim_{r \to \infty} \left< A^{(2)}(r, x) \right>_R = \eta_1 - \gamma \bar{V}^2 r^{3-2\Delta}, \quad \lim_{r \to \infty} \left< B^{(2)}(r, x) \right>_R = \beta_1(x) - \delta \bar{V}^2 r^{3-2\Delta},
\]

(48)

where \(\gamma\) and \(\delta\) are the positive constants

\[
\gamma = \frac{(3 - 10\Delta + 4\Delta^2) \Gamma \left( \Delta - \frac{3}{2} \right) \Gamma \left( 2\Delta - \frac{3}{2} \right)}{4^\Delta \Gamma(\Delta - 1)^2 \Gamma(\Delta + 1)}, \quad \delta = \frac{\Gamma \left( \Delta - \frac{1}{2} \right) \Gamma \left( 2\Delta - \frac{3}{2} \right)}{4^{\Delta - 1} \Gamma(\Delta - 1)^2 \Gamma(\Delta)}.
\]

(49)

Note that as \(\Delta \to \frac{3}{2}\), the marginal limit, \(\gamma\) has a pole, and one recovers the logarithmic divergence found and resummed in [25] to obtain a non-trivial dynamic critical exponent. Away from this limit, the power law divergences cannot be resummed reliably.

References

[1] D. Forster, *Hydrodynamic Fluctuations, Broken Symmetry, and Correlation Functions*, W. A. Benjamin, Advanced Book Classics, 1975.
[2] W. Götze and P. Wölfle, “Homogeneous dynamical conductivity of simple metals,” Phys. Rev. B 6, 1226 (1972).

[3] P. Jung and A. Rosch, “Lower bounds for the conductivities of correlated quantum systems,” Phys. Rev. B 75, 245104 (2007) [arXiv:0704.0886 [cond-mat.str-el]].

[4] S. A. Hartnoll, P. K. Kovtun, M. Muller and S. Sachdev, “Theory of the Nernst effect near quantum phase transitions in condensed matter, and in dyonic black holes,” Phys. Rev. B 76, 144502 (2007) [arXiv:0706.3215 [cond-mat.str-el]].

[5] S. A. Hartnoll and C. P. Herzog, “Impure AdS/CFT correspondence,” Phys. Rev. D 77, 106009 (2008) [arXiv:0801.1693 [hep-th]].

[6] S. A. Hartnoll and D. M. Hofman, “Locally Critical Resistivities from Umklapp Scattering,” Phys. Rev. Lett. 108, 241601 (2012) [arXiv:1201.3917 [hep-th]].

[7] R. Mahajan, M. Barkeshli and S. A. Hartnoll, “Non-Fermi liquids and the Wiedemann-Franz law,” Phys. Rev. B 88, 125107 (2013) [arXiv:1304.4249 [cond-mat.str-el]].

[8] S. A. Hartnoll, R. Mahajan, M. Punk and S. Sachdev, “Transport near the Ising-nematic quantum critical point of metals in two dimensions,” Phys. Rev. B 89, no. 15, 155130 (2014) [arXiv:1401.7012 [cond-mat.str-el]].

[9] A. A. Patel and S. Sachdev, “DC resistivity at the onset of spin density wave order in two-dimensional metals,” Phys. Rev. B 90, no. 16, 165146 (2014) [arXiv:1408.6549 [cond-mat.str-el]].

[10] A. Lucas, “Conductivity of a strange metal: from holography to memory functions,” JHEP 1503, 071 (2015) [arXiv:1501.05656 [hep-th]].

[11] A. Lucas and S. Sachdev, “Memory matrix theory of magnetotransport in strange metals,” Phys. Rev. B 91, no. 19, 195122 (2015) [arXiv:1502.04704 [cond-mat.str-el]].

[12] S. A. Hartnoll, “Theory of universal incoherent metallic transport,” Nature Phys. 11, 54 (2015) [arXiv:1405.3651 [cond-mat.str-el]].

[13] A. Lucas, “Hydrodynamic transport in strongly coupled disordered quantum field theories,” arXiv:1506.02662 [hep-th].

[14] S. Grozdanov, A. Lucas, S. Sachdev and K. Schalm, “Absence of disorder-driven metal-insulator transitions in simple holographic models,” arXiv:1507.00003 [hep-th].
[15] A. B. Harris, “Effect of random defects on the critical behaviour of Ising models,” J. of Phys. C 7, 1671 (1974).

[16] S. Sachdev, Quantum phase transitions, CUP 1999.

[17] D. S. Fisher, “Random transverse field Ising spin chains,” Phys. Rev. Lett. 69, 534 (1992).

[18] O. Motrunich, S.-C. Mau, D. A. Huse, D. S. Fisher, Infinite-randomness quantum Ising critical fixed points, Phys. Rev. B 61, 1160 (2000) [arXiv:cond-mat/9906322 [cond-mat.dis-nn]].

[19] T. Vojta, Rare region effects at classical, quantum and nonequilibrium phase transitions, J. Phys. A 39 R143 (2006) [arXiv:cond-mat/0602312 [cond-mat.stat-mech]].

[20] Y. B. Kim and X.-G. Wen, “Large-N renormalization-group study of the commensurate dirty-boson problem,” Phys. Rev. B 49, 4043 (1994).

[21] D. Boyanovsky and J. L. Cardy, “Critical behavior of m-component magnets with correlated impurities,” Phys. Rev. B 26, 154 (1982).

[22] L. De Cesare and M. T. Mercaldo, “Exotic quantum phase transition in systems with quenched disorder,” Phys. Rev. B 65, 024202 (2001).

[23] A. Weinrib and B. I. Halperin, “Critical phenomena in systems with long-range-correlated quenched disorder,” Phys. Rev. B 27, 413 (1983).

[24] S. A. Hartnoll, “Lectures on holographic methods for condensed matter physics,” Class. Quant. Grav. 26, 224002 (2009) [arXiv:0903.3246 [hep-th]].

[25] S. A. Hartnoll and J. E. Santos, “Disordered horizons: Holography of randomly disordered fixed points,” Phys. Rev. Lett. 112, 231601 (2014) [arXiv:1402.0872 [hep-th]].

[26] S. A. Hartnoll, D. M. Ramirez and J. E. Santos, “Emergent scale invariance of disordered horizons,” arXiv:1504.03324 [hep-th].

[27] A. Donos and J. P. Gauntlett, “Thermoelectric DC conductivities from black hole horizons,” JHEP 1411, 081 (2014) [arXiv:1406.4742 [hep-th]].

[28] A. Donos and J. P. Gauntlett, “The thermoelectric properties of inhomogeneous holographic lattices,” JHEP 1501, 035 (2015) [arXiv:1409.6875 [hep-th]].
[29] A. Donos and J. P. Gauntlett, “Navier-Stokes on Black Hole Horizons and DC Thermoelectric Conductivity,” arXiv:1506.01360 [hep-th].

[30] E. Banks, A. Donos and J. P. Gauntlett, “Thermoelectric DC conductivities and Stokes flows on black hole horizons,” arXiv:1507.00234 [hep-th].

[31] S. A. Hartnoll and A. Karch, “Scaling theory of the cuprate strange metals,” Phys. Rev. B 91, no. 15, 155126 (2015) [arXiv:1501.03165 [cond-mat.str-el]].

[32] A. C. Durst and P. A. Lee, “Impurity-induced quasiparticle transport and universal-limit Wiedemann-Franz violation in d-wave superconductors,” Phys. Rev. B, 62, 1270 (2000).

[33] A. Aharony, “Critical properties of random and constrained dipolar magnets,” Phys. Rev. B 12, 1049 (1975).

[34] J.-H. Chen and T. C. Lubensky, “Mean field and $\epsilon$-expansion study of spin glasses,” Phys. Rev. B 16, 2106 (1977).

[35] D. E. Khmelnitskii, “Impurity effect on the phase transition at $T = 0$ in magnets. Critical oscillations in corrections to the scaling laws,” Phys. Lett. A 67, 59 (1978).

[36] S. A. Hartnoll, “Horizons, holography and condensed matter,” arXiv:1106.4324 [hep-th].

[37] S. A. Hartnoll and L. Huijse, “Fractionalization of holographic Fermi surfaces,” Class. Quant. Grav. 29, 194001 (2012) [arXiv:1111.2606 [hep-th]].

[38] A. Adams and S. Yaida, “Disordered Holographic Systems I: Functional Renormalization,” arXiv:1102.2892 [hep-th].

[39] A. Adams and S. Yaida, “Disordered holographic systems: Marginal relevance of imperfection,” Phys. Rev. D 90, no. 4, 046007 (2014) [arXiv:1201.6366 [hep-th]].

[40] D. Arean, A. Farahi, L. A. Pando Zayas, I. S. Landea and A. Scardicchio, “Holographic superconductor with disorder,” Phys. Rev. D 89, no. 10, 106003 (2014) [arXiv:1308.1920 [hep-th]].

[41] H. B. Zeng, “Possible Anderson localization in a holographic superconductor,” Phys. Rev. D 88, no. 12, 126004 (2013) [arXiv:1310.5753 [hep-th]].
[42] D. Arean, A. Farahi, L. A. Pando Zayas, I. S. Landea and A. Scardicchio, “Holographic p-wave Superconductor with Disorder,” JHEP 1507, 046 (2015) [arXiv:1407.7526 [hep-th]].

[43] D. Arean, L. A. Pando Zayas, I. S. Landea and A. Scardicchio, “The Holographic Disorder-Driven Superconductor-Metal Transition,” arXiv:1507.02280 [hep-th].

[44] R. A. Davison and B. Goutraux, “Momentum dissipation and effective theories of coherent and incoherent transport,” JHEP 1501, 039 (2015) [arXiv:1411.1062 [hep-th]].

[45] N. Iqbal and H. Liu, “Universality of the hydrodynamic limit in AdS/CFT and the membrane paradigm,” Phys. Rev. D 79, 025023 (2009) [arXiv:0809.3808 [hep-th]].

[46] M. Rangamani, M. Rozali and D. Smyth, “Spatial Modulation and Conductivities in Effective Holographic Theories,” arXiv:1505.05171 [hep-th].

[47] S. Kachru, X. Liu and M. Mulligan, “Gravity duals of Lifshitz-like fixed points,” Phys. Rev. D 78, 106005 (2008) [arXiv:0808.1725 [hep-th]].

[48] M. Headrick, S. Kitchen and T. Wiseman, “A New approach to static numerical relativity, and its application to Kaluza-Klein black holes,” Class. Quant. Grav. 27, 035002 (2010) [arXiv:0905.1822 [gr-qc]].

[49] S. L. Sondhi, S. M. Girvin, J. P. Carini, and D. Shahar, “Continuous quantum phase transitions,” Rev. Mod. Phys. 69, 315 (1997).

[50] N. P. Breznay, M. A. Steiner, S. A. Kivelson, A. Kapitulnik, “Self Duality and a possible ”Hall Insulator” phase near the Superconductor to Insulator Transition in two-dimensional indium-oxide films,” arXiv:1504.08115 [cond-mat.supr-con].

[51] E. Abrahams, S. V. Kravchenko, and M. P. Sarachik, “Metallic behavior and related phenomena in two dimensions,” Rev. Mod. Phys. 73, 251 (2001).

[52] B. Spivak, S. V. Kravchenko, S. A. Kivelson, and X. P. A. Gao, “Colloquium: Transport in strongly correlated two dimensional electron fluids,” Rev. Mod. Phys. 82, 1743 (2010).

[53] W. Li, J. S. Xia, C. Vicente, N. S. Sullivan, W. Pan, D. C. Tsui, L. N. Pfeiffer, and K. W. West, “Crossover from the nonuniversal scaling regime to the universal scaling regime in quantum Hall plateau transitions,” Phys. Rev. B 81, 033305.
[54] W. Li, C. L. Vicente, J. S. Xia, W. Pan, D. C. Tsui, L. N. Pfeiffer, and K. W. West, “Scaling in Plateau-to-Plateau Transition: A Direct Connection of Quantum Hall Systems with the Anderson Localization Model,” Phys. Rev. Lett. 102, 216801 (2009).

[55] V. Balasubramanian and P. Kraus, “A Stress tensor for Anti-de Sitter gravity,” Commun. Math. Phys. 208, 413 (1999) [hep-th/9902121].