We are IntechOpen, the world’s leading publisher of Open Access books
Built by scientists, for scientists

5,000 Open access books available
125,000 International authors and editors
140M Downloads

Our authors are among the
154 Countries delivered to
TOP 1% most cited scientists
12.2% Contributors from top 500 universities

WEB OF SCIENCE™
Selection of our books indexed in the Book Citation Index in Web of Science™ Core Collection (BKCI)

Interested in publishing with us?
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected.
For more information visit www.intechopen.com
General Adaptive Neighborhood Image Processing for Biomedical Applications

Johan Debayle and Jean-Charles Pinoli
Ecole Nationale Supérieure des Mines de Saint-Étienne, CIS/LPMG-CNRS
France

1. Introduction

In biomedical imaging, the image processing techniques using spatially invariant transformations, with fixed operational windows, give efficient and compact computing structures, with the conventional separation between data and operations. Nevertheless, these operators have several strong drawbacks, such as removing significant details, changing some meaningful parts of large objects, and creating artificial patterns. This kind of approaches is generally not sufficiently relevant for helping the biomedical professionals to perform accurate diagnosis and therapy by using image processing techniques.

Alternative approaches addressing context-dependent processing have been proposed with the introduction of spatially-adaptive operators (Bouannaya & Schonfeld, 2008; Ciuc et al., 2000; Gordon & Rangayyan, 1984; Maragos & Vachier, 2009; Roerdink, 2009; Salembier, 1992), where the adaptive concept results from the spatial adjustment of the sliding operational window. A spatially-adaptive image processing approach implies that operators will no longer be spatially invariant, but must vary over the whole image with adaptive windows, taking locally into account the image context by involving the geometrical, morphological or radiometric aspects. Nevertheless, most of the adaptive approaches require a priori or extrinsic informations on the image for efficient processing and analysis. An original approach, called General Adaptive Neighborhood Image Processing (GANIP), has been introduced and applied in the past few years by Debayle & Pinoli (2006a,b); Pinoli & Debayle (2007). This approach allows the building of multiscale and spatially adaptive image processing transforms using context-dependent intrinsic operational windows. With the help of a specified analyzing criterion (such as luminance, contrast...) and of the General Linear Image Processing (GLIP) (Oppenheim, 1967; Pinoli, 1997a), such transforms perform a more significant spatial and radiometric analysis. Indeed, they take intrinsically into account the local radiometric, morphological or geometrical characteristics of an image, and are consistent with the physical (transmitted or reflected light or electromagnetic radiation) and/or physiological (human visual perception) settings underlying the image formation processes.

The proposed GAN-based transforms are very useful and outperforms several classical or modern techniques (Gonzalez & Woods, 2008) - such as linear spatial transforms, frequency noise filtering, anisotropic diffusion, thresholding, region-based transforms - used for image filtering and segmentation (Debayle & Pinoli, 2006b; 2009a; Pinoli & Debayle, 2007). This book chapter aims to first expose the fundamentals of the GANIP approach (Section 2) by introducing the GLIP frameworks, the General Adaptive Neighborhood (GAN) sets and two
kinds of GAN-based image transforms: the GAN morphological filters and the GAN Choquet filters. Thereafter in Section 3, several GANIP processes are illustrated in the fields of image restoration, image enhancement and image segmentation on practical biomedical application examples. Finally, Section 4 gives some conclusions and prospects of the proposed GANIP approach.

2. Fundamentals of the General Adaptive Neighborhood Image Processing (GANIP) approach

2.1 GLIP frameworks

In order to develop powerful image processing operators, it is necessary to represent intensity images within mathematical frameworks (most of the time of a vectorial nature) based on a physically and/or psychophysically relevant image formation process. In addition, their mathematical structures and operations (the vector addition and then the scalar multiplication) have to be consistent with the physical nature of the images and/or the human visual system, and computationally effective. Thus, although the Classical Linear Image Processing Framework (CLIP), based on the usual vectorial operations, has played a central role in image processing, it is not necessarily the best choice. Indeed, it was claimed (Rosenfeld, 1969) that the usual addition is not a satisfactory solution in some non-linear physical settings, such as that based on multiplicative or convolutive image formation model (Oppenheim, 1967; Stockham, 1972). The reasons are that the classical addition operation and consequently the usual scalar multiplication are not consistent with the combination and amplification laws to which such physical settings obey. However, using the power of abstract linear algebra, it is possible to go up to the abstract level and to explore General Linear Image Processing (GLIP) frameworks (Oppenheim, 1967; Pinoli, 1997a), in order to include situations in which images are combined by processes other than the usual vector addition. Consequently, operators based on such intensity-based image processing frameworks should be consistent with the physical and/or physiological settings of the images to be processed. For instance, the Logarithmic Image Processing (LIP) framework of intensity images \( f, g, \ldots \) has been introduced (Jourlin & Pinoli, 1988; 2001; Pinoli, 1987) with its vector addition \( \triangle \) and its scalar multiplication \( \times \) defined respectively as following:

\[
\begin{align*}
\triangle f \triangle g &= f + g - \frac{fg}{M} \\
\times f &= M - M \left( 1 - \frac{f}{M} \right)^a, \quad a \in \mathbb{R}
\end{align*}
\]

where \( M \in \mathbb{R}^+ \) denotes the upper bound of the range where intensity images are valued. The LIP framework has been proved to be consistent with the transmittance image formation model, the multiplicative reflectance image formation model, the multiplicative transmittance image formation model, and with several laws and characteristics of human brightness perception (Pinoli, 1997a,b). For example, the figure 1 shows an illustration of X-ray image enhancement in the CLIP and LIP frameworks.

2.2 GAN sets

The space of image (resp. criterion) mappings, defined on the spatial support \( D \subseteq \mathbb{R}^2 \) and valued in a real numbers interval \( \mathbb{E} \) (resp. \( \mathcal{E} \)), is represented in a GLIP framework, denoted \( \mathcal{I} \) (resp. \( \mathcal{C} \)). The GLIP framework \( \mathcal{I} \) (resp. \( \mathcal{C} \)) is then supplied with an ordered vectorial
structure, using the formal vector addition (resp. $\odot$), the formal scalar multiplication (resp. $\circ$) and the classical partial order relation $\geq$ defined directly from those of real numbers. Two kinds of General Adaptive Neighborhoods can be introduced: the weak GANs and the strong GANs, defined in the following.

2.2.1 Weak GANs

For each pixel $x \in D$ and for an image $f \in \mathcal{I}$, its associated weak GAN, denoted $V^h_{m_{\mathcal{O}}}(x)$, is included as subset in $D$. The GANs are built upon a criterion mapping $h \in \mathcal{C}$ (based on a local measurement such as luminance, contrast, thickness, ... related to $f$), in relation with an homogeneity tolerance $m_{\mathcal{O}}$ belonging to the positive intensity value range $E^\oplus$. The weak GANs are mathematically defined as following:

$$\forall (m_{\mathcal{O}}, h, x) \in E^\oplus \times \mathcal{C} \times D, \quad V^h_{m_{\mathcal{O}}}(x) = C_{h \circ m_{\mathcal{O}}(h(x) \oplus m_{\mathcal{O}})}(x)$$

(3)

where $C_X(x)$ denotes the path-connected component (with the usual Euclidean topology on $D \subseteq \mathbb{R}^2$) of the subset $X \subseteq D$ containing $x \in D$ and $h^{-1}(Y) = \{x \in D; h(x) \in Y\}$ for $Y \subseteq E$. The weak GANs satisfy several properties (Debayle & Pinoli, 2006a) such as reflexivity, increasing with respect to $m_{\mathcal{O}}$, equality between iso-valued points, $\oplus$-translation invariance and $\circ$-multiplication compatibility.

To much more understand the definition of the weak GANs, a one-dimensional example is presented in Figure 2, with the CLIP framework selected for the space of criterion mappings. Figure 3 illustrates on a real human retina image the GANs of two pixels computed with the presented in Figure 2, with the CLIP framework selected for the space of criterion mappings.

The GANs are self-determined and fit with the local spatial structures of the image. Indeed, the GAN of the pixel within a retinal vessel is only made up of a part of the vascular tree while the other GAN is restricted to the retinal fovea.

2.2.2 Strong GANs

A new collection of GANs, namely the strong GANs, denoted $N^h_{m_{\mathcal{O}}}(x)$, is introduced:

$$\forall (m_{\mathcal{O}}, h, x) \in E^\oplus \times \mathcal{C} \times D, \quad N^h_{m_{\mathcal{O}}}(x) = \bigcup_{z \in D} \{V^h_{m_{\mathcal{O}}}(z) | x \in V^h_{m_{\mathcal{O}}}(z)\}$$

(4)

Obviously:

$$V^h_{m_{\mathcal{O}}}(x) \subseteq N^h_{m_{\mathcal{O}}}(x)$$

(5)
Fig. 2. One-dimensional representation of a weak GAN in the CLIP framework selected for the space of criterion mappings: for a pixel $x \in D$, its associated GAN, $V^h(x)$, is computed in relation with the considered criterion mapping $h \in C$ and a specified homogeneity tolerance value $m \in \mathbb{R}^+$. 

(a) Two pixels $x$ and $y$ (b) GANs of $x$ and $y$

Fig. 3. Example of two weak GANs (b) on a human retina image (a) acquired by optical microscopy. The GANs are determined by the image itself.

The strong GANs $N^h_{m_O}(x)$ satisfy similar properties as weak GANs. In addition, they satisfy the symmetry property:

$$x \in N^h_{m_O}(y) \iff y \in N^h_{m_O}(x) \quad (6)$$

The symmetry condition is relevant for topological and visual reasons (Debayle & Pinoli, 2005b) and allows to simplify the mathematical expressions of adaptive operators without increasing the computational complexity of the algorithms. These GANs (weak and strong) are now used for defining adaptive morphological and Choquet filters.

2.3 GAN mathematical morphology

The origin of mathematical morphology stems from the study of the geometry of porous media by Matheron (1967). The mathematical analysis is based on set theory and lattice algebra. Its development is characterized by a crossfertilization between applications, methodologies, theories, and algorithms. It leads to several processing tools in the aim
of image filtering, image segmentation, image classification, image measurement, pattern recognition, or texture analysis.

2.3.1 Classical morphological operators
The two fundamental operators of Mathematical Morphology (Serra, 1982) are mappings that commute with the infimum and supremum operations, called respectively erosion and dilation. To each morphological dilation there corresponds a unique morphological erosion, through a duality relation, and vice versa. Two operators \( \psi \) and \( \phi \) defines an adjunction or a morphological duality Serra (1982) if and only if: \( \forall (f, g) \in \mathcal{I}, \psi(f) \leq g \iff f \leq \phi(g) \).

The dilation and erosion of an image \( f \in \mathcal{I} \) by a Structuring Element (SE) of size \( r \), denoted \( B_r \), are respectively defined as:

\[
D_r(f) : \quad D \rightarrow \mathcal{E}, \quad x \mapsto \sup_{w \in \bar{B}_r(x)} f(w)
\]

(7)

\[
E_r(f) : \quad D \rightarrow \mathcal{E}, \quad x \mapsto \inf_{w \in B_r(x)} f(w)
\]

(8)

where \( B_r(x) \) denotes the SE located at pixel \( x \), and \( \bar{B}_r(x) \) is the reflected subset of \( B_r(x) \).

The basic idea in the General Adaptive Neighborhood Mathematical Morphology (GANMM) (Debayle & Pinoli, 2006a; Pinoli & Debayle, 2009) is to replace the usual structuring element by \( r \) GANs, providing adaptive operators and filters.

2.3.2 Adaptive morphological filters
The elementary operators of dilation and erosion use reflected SEs in order to satisfy the morphological adjunction. In order to get this adjunction without considering reflected SEs, the symmetric strong GANs \( \{N_m^h(x)\}_{x \in \mathcal{D}} \) are used as Adaptive Structuring Elements (ASEs).

The elementary adjoint operators of adaptive dilation and adaptive erosion are defined accordingly to the ASEs:

\[
\forall (m_{\mathcal{O}}, h, f, x) \in E^\oplus \times \mathcal{C} \times \mathcal{I} \times D
\]

\[
D^h_{m_{\mathcal{O}}}(f)(x) = \sup_{w \in N^h_m(x)} f(w)
\]

(9)

\[
E^h_{m_{\mathcal{O}}}(f)(x) = \inf_{w \in N^h_m(x)} f(w)
\]

(10)

Therefore, the most elementary adaptive morphological filters can be defined: the GAN closing and the GAN opening.

\[
\forall (m_{\mathcal{O}}, h, f) \in E^\oplus \times \mathcal{C} \times \mathcal{I}
\]

\[
C^h_{m_{\mathcal{O}}}(f) = E^h_{m_{\mathcal{O}}} \circ D^h_{m_{\mathcal{O}}}(f)
\]

(11)

\[
O^h_{m_{\mathcal{O}}}(f) = D^h_{m_{\mathcal{O}}} \circ E^h_{m_{\mathcal{O}}}(f)
\]

(12)

In the case where luminance is selected for the analyzing criterion (\( h \equiv f \)), these adaptive morphological filters are connected operators (for all \( (x, y) \) neighboring points - with the usual Euclidean topology on \( D \subseteq \mathbb{R}^2 \) - if \( h(x) = h(y) \) then \( N^h_{m_{\mathcal{O}}}(x) = N^h_{m_{\mathcal{O}}}(y) \) and therefore
\[ D^h_{m\mathcal{O}}(x) = D^h_{m\mathcal{O}}(y) \], which is an overwhelming advantage compared to the usual ones that fail to this strong property. Therefore, the building by composition or combination with the supremum and the infimum of these filters define connected operators, such as adaptive closing-opening and opening-closing filters:

\[ \forall (m\mathcal{O}, h, f) \in E^\oplus \times C \times I \]

\[ CO^h_{m\mathcal{O}}(f) = C^h_{m\mathcal{O}} \circ O^u_{m\mathcal{O}}(f) \tag{13} \]

\[ OC^h_{m\mathcal{O}}(f) = O^h_{m\mathcal{O}} \circ C^u_{m\mathcal{O}}(f) \tag{14} \]

The example of Fig. 4 illustrates the application of the usual and adaptive morphological operators of dilation and erosion on a human retinal vessels image. The adaptive operators do not damaged the spatial structures contrary to the usual ones.
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Fig. 4. Original image of human retinal vessels (a). Usual dilation (b) and erosion (c) of the original image using a disk of radius 2 as SE. Adaptive dilation (d) and erosion (e) of the original image using ASEs computed in the CLIP framework on the luminance criterion with the homogeneity tolerance value \( m = 15 \).

2.3.3 Adaptive sequential morphological filters

The families of adaptive morphological filters \( \{O^h_{m}\}_{m \geq 0} \) and \( \{C^h_{m}\}_{m \geq 0} \) are generally not a size distribution and antisize distribution (Serra, 1982) respectively, since the notion of semi-group is generally not satisfied. This kind of filters is largely used in image processing and analysis.
In the GANIP approach, such families can be built by naturally reiterate adaptive dilations or erosions. Explicitly, adaptive sequential dilation, and erosion are respectively defined as:

\[ D_{m,p}^h(f) = D_m^h \circ \cdots \circ D_m^h(f) \quad (p \text{ times}) \]

\[ E_{m,p}^h(f) = E_m^h \circ \cdots \circ E_m^h(f) \quad (p \text{ times}) \]

The morphological adjunction of \( D_{m,p}^h \) and \( E_{m,p}^h \) provides, among other things, the two following adaptive sequential closing and opening filters:

\[ C_{m,p}^h(f) = E_{m,p}^h \circ D_{m,p}^h(f) \]

\[ O_{m,p}^h(f) = D_{m,p}^h \circ E_{m,p}^h(f) \]

Moreover, the families \( \{O_{m,p}^h\}_{p \geq 0} \) and \( \{C_{m,p}^h\}_{p \geq 0} \) generate size and antisize distributions, respectively. The extension to GANMM of the well-known alternating sequential filters (ASFs) can then be defined (Debayle & Pinoli, 2005a):

\[ \forall (m,n,h) \in E^\oplus \times \mathbb{N} \setminus \{0\} \times C, \quad \forall (p_i) \in \mathbb{N}^{[1,n]} \text{ increasing sequence} \]

\[ \text{ASFOC}_{m,n}^h(f, p_i) = O_{m,p_i}^h \circ \cdots \circ O_{m,p_1}^h(f) \]

\[ \text{ASFCO}_{m,n}^h(f, p_i) = C_{m,p_i}^h \circ \cdots \circ C_{m,p_1}^h(f) \]

### 2.3.4 Adaptive toggle contrast filters

The usual toggle contrast filter (Soille, 2003) is an edge sharpness operator. This filter is defined from the classical dilation and erosion using a disk of radius \( r \) as structuring element. This (non-adaptive) filter is here defined in the GANIP framework using a local ‘contrast’ criterion, such as the local contrast defined in Jourlin et al. (1988). The LIP contrast at a pixel \( x \in D \) of an image \( f \in I \), denoted \( c(f)(x) \), is defined with the help of the gray values of its neighbors included in a disk \( V(x) \) of radius 1, centered in \( x \):

\[ c(f)(x) = \frac{1}{\#V(x)} \sum \Delta \{ \max(f(x), f(y)) \Delta \min(f(x), f(y)) \} \]

where \( \sum \) and \# denote the sum in the LIP sense (Jourlin et al., 1988), and the cardinal symbol, respectively. The LIP contrast is here defined in the discrete case, but a continuous definition has been proposed by Pinoli (1991; 1997b). The so-called adaptive toggle contrast filter is the image transformation denoted \( \kappa_{m_C}^{c(f)} \), where \( c(f) \) and \( m_C \) represent the criterion mapping and the homogeneity tolerance within the GLIP framework (required for the GANs definition), respectively. It is defined as following:

\[ \kappa_{m_C}^{c(f)}(f)(x) = \begin{cases} D_{m_C}^{c(f)}(f)(x) & \text{if } D_{m_C}^{c(f)}(f)(x) \circ f(x) < f(x) \circ E_{m_C}^{c(f)}(f)(x) \\ E_{m_C}^{c(f)}(f)(x) & \text{otherwise} \end{cases} \]
where $D_m^{(f)}$ and $E_m^{(f)}$ denote the adaptive dilation and adaptive erosion computed with the criterion mapping $c(f)$.

More details on the GAN-based morphological filters can be found in Debayle & Pinoli (2006b); Pinoli & Debayle (2009).

### 2.4 GAN Choquet filtering

Fuzzy integrals (Choquet, 2000; Sugeno, 1974) provide a general representation of image filters. A large class of operators can be represented by those integrals such as linear filters, morphological filters, rank filters, order statistic filters or stack filters (Grabisch, 1994). The main fuzzy integrals are Choquet integral (Choquet, 2000) and Sugeno integral (Sugeno, 1974). Fuzzy integrals integrate a real function with respect to a fuzzy measure.

#### 2.4.1 Fuzzy integrals

Let $X$ be a finite set. In discrete image processing applications, $X$ represents the $K$ pixels within a subset of the spatial support of the image (i.e. an image window). A fuzzy measure over $X = \{x_0, \ldots, x_{K-1}\}$ is a function $\mu : 2^X \rightarrow [0, 1]$ such that:

- $\mu(\emptyset) = 0$; $\mu(X) = 1$
- $\mu(A) \leq \mu(B)$ if $A \subseteq B$

Fuzzy measures are generalizations of probability measures for which the probability of the union of two disjoint events is equal to the sum of the individual probabilities. The discrete Choquet integral of a function $f : X = \{x_0, \ldots, x_{K-1}\} \rightarrow \mathbb{E}$ with respect to the fuzzy measure $\mu$ is (Murofushi & Sugeno, 1989):

$$C_\mu(f) = \sum_{i=0}^{K-1} (f(x_i) - f(x_{i-1}))\mu(A_{i}) = \sum_{i=0}^{K-1} (\mu(A_{i}) - \mu(A_{i+1}))f(x_i)$$

(23)

where the subsymbol $(.)$ indicates that the indices have been permuted so that: $0 = f(x_{-1}) \leq f(x_0) \leq f(x_1) \leq \ldots \leq f(x_{K-1}), A_{i} = \{x_{i}, \ldots, x_{K-1}\}$ and $A_{K} = \emptyset$.

An interesting property of the Choquet fuzzy integral is that if $\mu$ is a probability measure, the fuzzy integral is equivalent to the classical Lebesgue integral and simply computes the expectation of $f$ with respect to $\mu$ within the usual probability framework. The fuzzy integral is a form of averaging operator in the sense that the fuzzy integral is valued between the minimum and maximum values of the function $f$ to be integrated.

#### 2.4.2 Choquet filters

Let $f$ be in $I$, $W$ a window of $K$ pixels and $\mu$ a fuzzy measure defined on $W$. This measure could be extended to all translated window $W_y$ associated to a pixel $y$: $\forall A \subseteq W_y, \mu(A) = \mu(A - y), A - y \subseteq W$. In this way, the Choquet filter associated to $f$ is defined by:

$$\forall y \in D, \quad CF_\mu^W(f)(y) = \sum_{x_i \in W_y} (\mu(A_{i}) - \mu(A_{i+1}))f(x_i)$$

(24)

The Choquet filters generalize (Grabisch, 1994) several classical filters:

- linear filters (mean, Gaussian, ...):
  $$LF_\mu^W(f)(y) = \sum_{x_i \in W_y} a_i f(x_i) \quad \text{where} \quad a_i \in [0, 1]^K, \sum_{i=0}^{K-1} a_i = 1$$

- rank filters (median, min, max, ...):
  $$RF_\mu^W(f)(y) = f(x_{(d)}) \quad \text{where} \quad d \in [0, K-1] \cap \mathbb{N}$$
• order filters ($n$-power, $a$-trimmed mean, quasi midrange, ...): 
\[ OF^a_W(f)(y) = \sum_{x_i \in W} a_i f(x_i) \text{ where } a \in [0,1]^K, \sum_{i=0}^{K-1} a_i = 1 \]

The mean, rank and order filters are Choquet filters with respect to the cardinal measures: \( \forall A, B \subseteq W \, \#A = \#B \Rightarrow \mu(A) = \mu(B) \) (\( \#B \) denoting the cardinal of \( B \)). Those filters, using an operational window \( W \), could be characterized with the application: \( \#A \rightarrow \mu(A), A \subseteq W \).

Indeed, different cardinal fuzzy measures could be defined for each class of filters:

- mean filter: \( \mu \) is the fuzzy measure on \( W \) defined by \( \mu(A) = \#A/\#W \)
- rank filters (of order \( d \)) : \( \mu \) is the fuzzy measure on \( W \) defined by:
  \[ \mu(A) = \begin{cases} 
  0 & \text{if } \#A \leq \#W - d \\
  1 & \text{otherwise} 
\end{cases} \]
- order filters: \( \mu \) is the fuzzy measure on \( W \) defined by: \( \mu(A) = \sum_{j=0}^{\#A-1} a_{\#W-j} \)

For example, the median filter (using a 3x3 window) is characterized by the following cardinal measure:

\[ \forall A \subseteq W \quad \mu(A) = \begin{cases} 
  0 & \text{if } \#A \leq \lfloor \#W/2 \rfloor \\
  1 & \text{otherwise} 
\end{cases} \]

where \( \lfloor s \rfloor \) denotes the round down of the real number \( s \).

### 2.4.3 Adaptive Choquet filters

In order to extend Choquet filters with the use of GANs, the neighborhoods \( V^h_W(y) \) are used as operational windows \( W \). Since the GANs are spatially-variant, a set of fuzzy measures has to be locally determined: \( \{ \mu_y : V^h_{m,O}(y) \rightarrow [0,1] \}_{y \in D} \). In this way, the GAN-based Choquet filter is defined as follows:

\[ CF^h_{m,O}(f)(y) = \sum_{x_i \in V^h_{m,O}(y)} (\mu_y(A_{(j)}) - \mu_y(A_{(j+1)})) f(x_{(i)}) \]  

(25)

Several filters (Grabisch, 1994), such as the mean filter, the median filter, the min filter, the max filter, the \( a \)-trimmed mean filter, the \( n \)-power filter, the \( a \)-quasi-midrange filter and so on, could consequently be extended to GAN-based Choquet filters (Amattouch, 2005). In the following, a few fuzzy measures \( \mu_y \) attached to the GAN \( V^h_{m,O}(y) \) are illustrated with respect to specific GAN-based filters.

- GAN-based mean filter:
  \[ \forall A \subseteq V^h_{m,O}(y), \quad \mu_y(A) = \frac{\#A}{K}, \text{ where } K = \#V^h_{m,O}(y) \]  

(26)
GAN-based max filter:

$$\forall A \subseteq V_{mO}^h (y), \quad \mu_y(A) = \begin{cases} 0 & \text{if } \#A = 0 \\ 1 & \text{otherwise} \end{cases}, \text{ where } K = \#V_{mO}^h (y)$$

(27)

GAN-based $n$-power filter:

$$\forall A \subseteq V_{mO}^h (y), \forall n \in [1, +\infty[ \quad \mu_y(A) = \left( \frac{\#A}{K} \right)^n, \text{ where } K = \#V_{mO}^h (y)$$

(28)

Figure 5 shows an application example, on a magnetic resonance (MR) image of the human brain, of classical Choquet filtering with an operating window $W$ (of size $5 \times 5$ pixels) using different fuzzy measures $\mu$ corresponding to the max and power filters, respectively.

Those GAN-based Choquet filters provide image processing operators, in a well-defined mathematical framework. More details on these GAN-based Choquet filters can be found in Debayle & Pinoli (2009a;b).
3. Biomedical application examples

GANIP-based processes are now exposed and applied in the field of image restoration, image enhancement and image segmentation on practical biomedical application examples.

3.1 Image restoration

The purpose of image restoration is to "compensate for" or "undo" defects which degrade an image. Degradations can come in many forms such as motion blur, noise, and camera misfocus. This restoration process is generally needed before segmenting and analyzing and measuring the regions of interest. In the following, two examples of image restoration are exposed using GAN mathematical morphology and GAN Choquet filtering.

3.1.1 Application to CerebroVascular Accident (CVA) diffusion MR images

This first application example addresses CerebroVascular Accidents (CVA). A stroke or a cerebrovascular accident occurs when the blood supply to the brain is disturbed in some way. As a result, brain cells are starved of oxygen causing some cells to die and leaving other cells damaged. A multiscale restoration of a human brain image \( f \) is proposed with a GANIP-based process using adaptive sequential openings \( O_{m,\sigma} \) (Fig. 6), using the GANs structuring.
elements with the luminance criterion mapping \( f \) and the homogeneity tolerance \( m_\Delta = 7 \) within the LIP framework. Several levels of decomposition are exposed: \( p = 1, 2, 4, 6, 8 \) and 10 (see Paragraph 2.3.3). The main aim of this restoration process is to smooth the image background for highlighting the stroke area, in order to help the neurologist for the diagnosis of the kind of stroke, and/or to allow a robust image segmentation to be performed.

\[
\begin{align*}
\text{(a) original } f \\
\text{(b) } O_{7,1}(f) \\
\text{(c) } O_{7,2}(f) \\
\text{(d) } O_{7,4}(f) \\
\text{(e) } O_{7,6}(f) \\
\text{(f) } O_{7,8}(f) \\
\text{(g) } O_{7,10}(f)
\end{align*}
\]

Fig. 6. Image restoration of Cerebrovascular Accidents. A multiscale process (b-g) is achieved with the GAN-based morphological sequential openings (within the LIP framework) applied on the original image (a). The detection of the stroke area seems to be reachable at level \( p = 10 \).

These results show the advantages of spatial adaptivity and intrinsic multiscale analysis of the GANIP-based operators. Moreover, the detection of the stroke area seems to be reachable at level \( p = 10 \), while accurately preserving both its spatial and intensity characteristics which are needed for a further robust image segmentation.

3.1.2 Application to human brain MR images
This second application example is focused on the restoration of a human brain MR image (Fig. 7). This process is generally required before segmenting the different anatomical structures of the brain. The following GAN mean filter is both performed in the classical and adaptive framework in order to compare the two approaches: The adaptive filtering is
applied with the luminance criterion using the homogeneity tolerance value $m = 30$, while the classical filtering uses a disk of radius 2 as operational window.

Fig. 7. Image restoration of a MR brain image (a) using a classical Choquet mean filtering (b) (with a disk of radius 2) and a GAN Choquet mean filtering (c) (within the CLIP model using the tolerance value $m = 30$). The residues of the resulting filtered images are shown in (d) and (e) with a gray tone inversion for a better visualization.

This example shows that the GAN filtering smooths the image while preserving spatial and intensity structures. On the contrary, the classical filtering acts on the different gray levels in the same way and consequently damages the region transitions. This difference is clearly shown in the filtering residues. Indeed, in the classical case, only the image transitions are highlighted. Consequently, the classical filtered image is blurred contrary to the adaptive filtered image.

3.2 Image enhancement

Image enhancement is the improvement of image quality (Gonzalez & Woods, 2008), wanted e.g. for visual inspection. Physiological experiments have shown that very small changes in luminance are recognized by the human visual system in regions of continuous gray tones, and not at all seen in regions of some discontinuities (Stockham, 1972). Therefore, a design goal for image enhancement is often to smooth images in more uniform regions, but to preserve edges. On the other hand, it has also been shown that somehow degraded images with enhancement of certain features, e.g. edges, can simplify image interpretation.
both for a human observer and for machine recognition (Stockham, 1972). A second design goal, therefore, is image sharpening (Gonzalez & Woods, 2008).

3.2.1 Application to human retina optical images
The following example (Fig. 8) is focused on human retinal vessels. The aim of this application is to highlight the vessels in order to help the ophthalmologists to make a diagnosis. For example, some retinal pathologies affect the tortuosity or the diameter of the blood vessels. The considered image enhancement technique is an edge sharpening process: the approach is similar with unsharp masking (Ramponi et al., 1996) type enhancement where a high pass portion is added to the original image. The contrast enhancement process is here realized through the GAN-based toggle contrast filter (Eq. 22). This adaptive process will be compared with the classical toggle contrast filter, whose operator $\kappa_r$ is defined as follows (Soille, 2003):

$$\forall (f, x, r) \in I \times D \times \mathbb{R}^+ \quad \kappa_r(f)(x) = \begin{cases} D_r(f)(x) & \text{if } D_r(f)(x) - f(x) < f(x) - E_r(f)(x) \\ E_r(f)(x) & \text{otherwise} \end{cases}$$  \hspace{1cm} (29)$$

where $D_r$ and $E_r$ denote the classical dilation and erosion, respectively, using a disk of radius $r$ as structuring element.

This image enhancement example confirms that the GANIP operators are more effective than the corresponding classical ones. Indeed, the adaptive toggle contrast performs a locally accurate image enhancement, taking into account the notion of homogeneity within the spatial structures of the image. Consequently, only the transitions are sharpened while preserving the homogeneous regions. On the contrary, the usual toggle contrast enhances the image in an uniform way. Thus, the spatial zones around transitions are rapidly damaged as soon as the filtering becomes too strong.

3.2.2 Application to osteoblastic cell fluorescence optical images
A second application example addresses the study of interactions between osteoblastic cells and some biomaterials for biocompatibility purposes which are essential for bone tissue engineering (orthopedic implants). For this application, the biologists study the adhesion of osteoblastic cells of bones with hydroxyapatite-based biomaterials. In this aim, some images of cells are acquired by fluorescence optical microscopy. Unfortunately, the images show a low contrast. In this way, an image enhancement process is proposed using the GAN max Choquet filtering (within the CLIP framework) followed by a stretching of the gray-tone range. The cells are more and more highlighted according to the homogeneity tolerance value of the GANs. This GAN-based image enhancement is very useful for helping the biologists to identify the cells and characterize its interactions with the biomaterials on such images.

3.3 Image segmentation
The segmentation of an intensity image can be defined as its partition (in fact the partition of the spatial support $D$) into different connected regions, relating to an homogeneity condition (Gonzalez & Woods, 2008). A common segmentation process is based on a morphological transformation called watershed (Beucher & Lantuejoul, 1979). It will be illustrated on the two following examples.

3.3.1 Application to protein gel electrophoresis optical images
This first application example of image segmentation is focused on the proteomic expression analysis of colorectal cancer by two-dimensional differential gel electrophoresis (2D-DIGE)
Fig. 8. Image enhancement of human retinal vessels through the toggle contrast process. The operator is applied on a real (a) image acquired on the retina of a human eye. The enhancement is achieved with the usual toggle contrast (c-f) and the GANIP-based toggle contrast (g-j), respectively. Using the usual toggle contrast, the edges are disconnected as soon as the filtering becomes too strong. On the contrary, such structures are preserved and sharpened with the GANIP filters.

(Bernard, 2008). The identification of specific protein markers for colorectal cancer would provide the basis for early diagnosis and detection, as well as clues for understanding the molecular mechanisms governing cancer progression. The objective is to identify the proteins differentially expressed in tumoral and neighboring normal mucosa. For this purpose, a segmentation process using GAN mathematical morphology is performed on 2D-DIGE images (Fig. 10). More precisely, a GAN-based opening-closing is used within the CLIP framework using the homogeneity tolerance value $m = 10$. Thereafter, a constrained watershed process (Soille, 2003) is applied on the filtered image. The result shows a satisfying segmented image obtained from a very poor contrasted original image. Despite a few errors, the following segmentation process could be used for a specific statistical analysis on a great number of 2D-DIGE images.
Fig. 9. Image enhancement of osteoblastic cells (a) by a GAN Choquet max filtering in the CLIP model using different homogeneity tolerance values (b-d).

Fig. 10. Image segmentation of a protein gel electrophoresis optical image (a) using a GAN opening-closing filtering (b) followed by a constraint watershed process (c).

3.3.2 Application to human endothelial cornea cell optical images
The second application example is focused on the cornea cell analysis. The cornea is the transparent surface in the front of the eye. It has a role of protection of the eye, and with
the lens, of focusing light into the retina. It is constituted of several layers, such as the epithelium (at the front of the cornea), the stroma and the endothelium (at the back of the cornea). The endothelium contains non-regenerative cells tiled in a monolayer and hexagonal mosaic. This layer pumps water from the cornea, keeping it clear. A high cell density and a regular morphometry of this layer characterize the good quality of a cornea before transplantation, the most common transplantation in the world. Herein lays the importance of the endothelial control. Ex vivo controls are done by optical microscopy on corneal button before grafting. That image acquisition equipment give gray tones images which are segmented (Gavet & Pinoli, 2008), for example by the SAMBA™ software (Gain et al., 2002), into regions representing cells. These ones are used to compute statistics in order to quantify the corneal quality before transplantation.

The authors proposed a GANIP-based approach to segment the cornea cells. The process is achieved by a closing-opening morphological filtering using the GAN sets with the luminance criterion in the CLIP framework, followed by a watershed transformation. A comparison with the results provided by the SAMBA™ software, whose process is achieved by thresholding, filtering and skeletonization (Gain et al., 2002), is proposed (Fig. 11). The parameter \( m \) of the adaptive morphological filter has been tuned to visually provide the best possible segmentation.

![Fig. 11](image.png)

**Fig. 11.** Image segmentation of human endothelial cornea cells (a). The process achieved by the GANIP-based morphological approach (c) provides better results (visually and from the point of view of ophthalmologists) than the SAMBA™ software (Gain et al., 2002) (b).

The detection process achieved by the GANIP-based morphological approach provides better results (from the point of view of the ophthalmologists) than the SAMBA™ software. Those results highlight the spatially-variant adaptivity of the GANIP-based operators.

4. Conclusion and prospects

The General Adaptive Neighborhood Image Processing (GANIP) approach allows efficient gray-tone image processing operators to be built. Those GAN-based operators are fully adaptive and enable to process an image in a consistent way with the image formation model, while preserving its regions without damaging its transitions. The theoretical aspects have been practically highlighted on real biomedical application examples (ophthalmology, microbiology, neurology, proteome biology) by using several image processing techniques in various biomedical fields, namely image restoration, enhancement and segmentation.
Different scales of biomedical structures have been investigated (proteins, cells, organs, tissues) with a resolution ranging from nanometres to centimetres. In its current state of progress, the GANIP approach only deals with image transformations as well as image processing as in image analysis. Novel GANIP-based image processing techniques have been recently proposed by the authors (Debayle & Pinoli, 2011). Image quantitative analysis now appears clearly as a strong need. Therefore, the authors are currently working on combining geometric measurement concepts with GANIP (Rivollier et al., 2009; 2010d). Indeed, in the GANIP image representation an image is described in terms of particular subsets within the spatial support: the GANs. Thus, topological, geometrical and morphological measurements (Rivollier et al., 2010a;b;c) can be applied to the GANs associated to a given image. In this way, a local adaptive geometric quantitative analysis can be performed on gray-tone images without a segmentation step, classically required in image analysis.
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