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Given nonstationary data from molecular dynamics simulations, a Markovian Langevin model is constructed that aims to reproduce the time evolution of the underlying process. While at equilibrium the free energy landscape is sampled, nonequilibrium processes can be associated with a biased energy landscape, which accounts for finite sampling effects and external driving. Extending the data-driven Langevin equation (dLE) approach [Phys. Rev. Lett. 115, 050602 (2015)] to the modeling of nonequilibrium processes, an efficient way to calculate multidimensional Langevin fields is outlined. The dLE is shown to correctly account for various nonequilibrium processes, including the enforced dissociation of sodium chloride in water, the pressure-jump induced nucleation of a liquid of hard spheres, and the conformational dynamics of a helical peptide sampled from nonstationary short trajectories.

I. INTRODUCTION

Classical molecular dynamics (MD) simulations may account for the structure and dynamics of molecular systems in microscopic detail, but become cumbersome with increasing system size. To drastically reduce the complexity, it is therefore often desirable to represent the considered process in terms of a small set of collective variables \( x = \{ x_i \} \), also referred to as order parameters or reaction coordinates. Employing projection operator methods in principle exact equations of motions for these variables, such as the generalized Langevin equation (GLE), can be derived. If we assume a time scale separation between the fast degrees of freedom (the bath) and the slow collective variables \( x \) (the system), we obtain a Markovian Langevin equation (LE)

\[
m \ddot{x}(t) = f(x) - \Gamma(x) \dot{x}(t) + K(x) \xi(t),
\]

which describes the stochastic motion of a quasi-particle with mass \( m \). Here the deterministic Newtonian force \( f = -\partial_x \Delta G(x) \) is given by the gradient of the free energy landscape \( \Delta G \). \( \Gamma \) accounts for the friction tensor, \( K \) represents the diffusion tensor, and \( \xi(t) \) represents Gaussian-distributed white noise of zero mean. Friction and diffusion in general depend on variable \( x \) and are connected at thermal equilibrium by the fluctuation-dissipation theorem \( K K^T = 2k_B T \Gamma \).

While Langevin theory is well established, a relatively little explored aspect concerns its application to nonequilibrium processes. For one, we may start in a nonstationary state \( \rho(t_0) \) (e.g., resulting from a laser-induced temperature-jump or photoexcitation) and study the relaxation of the (otherwise not driven) system into its equilibrium state \( \rho_{eq} \) (Fig. 1a). On the other hand, we may consider a system driven by an external force \( f_{ext}(t) \), as is the case, e.g., in atomic force microscopy experiments, where we mechanically pull a molecular complex apart (Fig. 1b). To account for such processes, the standard Langevin formalism can be generalized in various ways. Using projection operator techniques, for example, several nonstationary versions of the GLE have been derived. Alternatively, we may consider a microscopic Hamiltonian of the full system, and derive equations of motion for the collective variables. This formulation can be readily extended to describe nonequilibrium relaxation processes by considering nonstationary initial conditions. In the case of external driving, we expect that in the linear response regime the external force affects mainly the drift term \( f(x) \) but neither the friction \( \Gamma \) nor the noise \( K \) of the LE.

Here we are concerned with the situation that we have nonstationary data \( x(t) \) (provided by an MD simulation,...
or a time-dependent experiment) for which we want to construct a dynamical model that reproduces its time evolution. To this end, we need to determine the underlying parameters or fields of the model from the MD data. For example, when we employ the Markovian LE, we want to calculate the Langevin fields \( f \), \( \Gamma \) and \( \hat{\mathbb{K}} \). To evaluate multidimensional Langevin fields from given MD data, we have developed a data-driven Langevin equation (dLE) approach, which was successfully applied to model the conformational dynamics of various peptides and proteins at equilibrium.

To extend the application of the dLE to the nonequilibrium regime, we derive the necessary modifications of the dLE algorithm for both relaxation and driven processes. In particular, we discuss the practical computation of nonstationary Langevin fields and discuss the dependence of these estimates on the sampling quality of the input data such as their length. As first applications, we demonstrate that the Markovian LE correctly accounts for two nonequilibrium processes recently studied via a nonstationary GLE, that is, the enforced dissociation of NaCl in water and the pressure-jump induced nucleation and growth process in a liquid of hard spheres. In both cases, a simple Langevin model is constructed that is shown to reproduce well the underlying MD reference data. As a Langevin-based enhanced sampling strategy, we finally consider the construction of a global Langevin model that accounts for the overall kinetics of the system, obtained from massive parallel computing of short MD trajectories that are per se nonstationary. Modeling the conformational dynamics of the helical peptide Aib in five dimensions, we compare the predictions of the resulting dLE to a recently established Markov state model of the system.

II. THEORY AND METHODS

A. Data-driven Langevin equation (dLE)

To briefly review the gist of the dLE approach, we consider a discrete time series \( x_n \equiv x(n\delta t) \) of the dimensionless coordinate \( x \) with time step \( \delta t \). (For clarity, we henceforth use a vector notation.) By discretizing the time derivatives in Eq. (1), i.e., \( \dot{x}_n \rightarrow (x_n - x_{n-1})/\delta t \), we obtain a discrete version of the Langevin equation:

\[
\dot{x}_{n+1} = f_n - \hat{\Gamma}_n(x_n - x_{n-1}) + \hat{\mathbb{K}}_n \xi_n, \tag{2}
\]

where we introduced the dLE fields

\[
\tilde{f}_n = m^{-1}\delta t^2 f(x_n), \quad \hat{\Gamma}_n = m^{-1}\delta t \Gamma(x_n) - \mathbb{I}, \quad \hat{\mathbb{K}}_n = m^{-1}\delta t^{3/2} \mathbb{K}(x_n), \quad \xi_n = \xi(x_n)\sqrt{\delta t}, \tag{3}
\]

accounting for drift \( \tilde{f}(x) \), friction \( \hat{\Gamma}(x) \) and noise amplitude \( \mathbb{K}(x) \) of the Langevin model.

Equation (2) can be used in two ways. In case that the dLE fields are given, it may be integrated to yield the time evolution of coordinate \( x_n \). On the other hand, if the time series \( x_n \) is given, we face the inverse problem and need to solve for the dLE fields defined by Eq. (3). Because of the stochastic nature of the noise \( \xi_n \), we cannot determine these fields directly from the individual data points. Hence we introduce a local average of some observable \( g(x) \)

\[
\langle g(x) \rangle = \frac{1}{K} \sum_{m} g(x_m), \tag{4}
\]

where the sum includes the \( k \) nearest neighbors of reference point \( x \) which occur in the input time series. The neighborhood size \( k \) needs to be small enough to allow for local (i.e., coordinate-dependent) averaging, but at the same time it should be large enough to achieve statistical convergence. As a rule of thumb, a value of \( k \approx 200 \) performs well if \( \gtrsim 10^5 \) data points are available, and is therefore used in all cases below.

By exploiting the white noise properties (\( \langle \xi_n \rangle = 0 \) and \( \langle \xi_n \xi_j \rangle = \delta_{ij} \)), we can derive from Eq. (2) explicit expressions for the dLE field:

\[
\hat{\Gamma}_n = -C(\Delta x_{n+1}, \Delta x_n)C^{-1}(\Delta x_n, \Delta x_n), \quad \tilde{f}_n = \langle \Delta x_{n+1} \rangle + \hat{\Gamma}_n(\Delta x_n), \quad \hat{\mathbb{K}}_n = C(\Delta x_{n+1}, \Delta x_n) - \hat{\Gamma}_n C(\Delta x_n, \Delta x_n), \tag{5-7}
\]

where we introduced the displacement \( \Delta x_n = x_n - x_{n-1} \) and the covariance \( C(x, y) = \langle xy^\dagger \rangle - \langle x \rangle \langle y \rangle \), with averages as in Eq. (1). In a last step, a Cholesky decomposition of \( \hat{\mathbb{K}}_n \hat{\mathbb{K}}_n^\dagger \) is used to calculate the noise amplitude matrix \( \hat{\mathbb{K}}_n \). Equations (5) – (7) constitute the working equations of the dLE. That is, by calculating dLE fields \( \tilde{f}_n, \hat{\Gamma}_n \) and \( \hat{\mathbb{K}}_n \) from the input data \( x_n \), we propagate Eq. (2) to obtain a dLE trajectory, which then can be employed to predict statistical and dynamical properties of the system.

Since the dLE is based on a Markovian approximation, it requires a propagation time step \( \delta t \) that is longer than the memory time of the system, while \( \delta t \) simultaneously needs to be short enough to resolve the dynamics of the system. Choosing \( \delta t \) to meet the second condition, we may test the validity of the resulting dLE model by imagining that the input trajectory \( x_n \) was generated by the propagation of Eq. (2). Analyzing the properties of the resulting noise trajectory

\[
\xi_n = \hat{\mathbb{K}}_n^{-1}(x_{n+1} - x_n - \tilde{f}_n + \hat{\Gamma}_n(x_n - x_{n-1})), \tag{8}
\]

we can check if the noise indeed fulfills the criteria of white noise such as zero mean and \( \delta \)-correlation. Failing this test indicates that the time step is too short for the presumed Markov approximation of the dLE model. As a remedy, we recently proposed to rescale the friction and the noise tensor of the dLE via \( \Gamma \rightarrow S \Gamma S^\dagger \) and \( \mathbb{K} \rightarrow S \mathbb{K} S^\dagger \), in order to obtain the correct long-time behavior of the system. To determine the scaling factor \( S \), we require that the resulting dLE model reproduces...
the correct initial decay of the position autocorrelation function.

To facilitate the treatment of multidimensional systems, the dLE fields are calculated “on the fly”, i.e., at every propagation step of the dLE trajectory. The drawback of this strategy is that the local averaging in Eq. (4) requires the determination of the k nearest neighbors of all N data points at every dLE step. Besides using an efficient box-assisted search (which scales \( \propto N \ln N \)), we recently introduced a “pre-averaging” approach which exploits the fact that the dLE fields are estimated from local neighborhoods, and allows for a massive reduction of data points (say, from 10^7 input points to 10^5 averaged points) that need to be scanned in every dLE step (see SI methods for details).

Let us finally note two features of the dLE that are particularly valuable for its application to general nonequilibrium processes. First, off, the calculation of dLE fields in Eqs. (2) in principle requires only short trajectory pieces (i.e., at least three successive time steps). This local information does not require global equilibrium data, but can be readily obtained from short nonstationary data. Secondly, we note that the dLE of time series \( x(t) \) in Eq. (2) does not involve the mass tensor \( m \), because it is included in the definition of the dLE fields. Hence, we are not restricted to the modeling of the motion of particles, but can use Eq. (2) to model the stochastic time evolution of an arbitrary phase-space function \( A(t) \).

B. dLE modeling of relaxation processes

To apply the dLE formulation to nonstationary data, we first focus on the case shown in Fig. 1a, where the system is prepared at time \( t_0 = 0 \) in a nonstationary state \( \rho(t_0) \) and for \( t > t_0 \) relaxes towards its equilibrium state \( \rho_{eq} \). While the initial state of the process is by design nonstationary, the definition of the system (e.g., via a microscopic system-bath Hamiltonian or an MD force field) is the same as for an equilibrium process and therefore associated with the free energy landscape \( \Delta G(x) \). Since the Langevin fields \( f, \Gamma \) and \( K \) derive from this Hamiltonian, this is also the case with the dLE fields \( f_n, \Gamma_n \) and \( K_n \).

In practice, though, equilibrium MD data would hardly sample the initial high-energy regions of the process (Fig. 1b), which are of interest when studying the relaxation time evolution of the relaxation. Similar to experimental data, we therefore perform an ensemble average over numerous nonequilibrium trajectories \( x^{(i)}(t_n) \equiv x^{(r)}_n \) (\( r = 1, \ldots, N_{\text{traj}} \)) of some length \( t_{\text{max}} \), and calculate local averages of the dLE fields from this data. As a consequence, the accuracy of the dLE field estimation will depend on the sampling parameters \( N_{\text{traj}} \) and \( t_{\text{max}} \). For example, in the case of a short trajectory length \( t_{\text{max}} \), the model may only account for the initial dynamics at times \( t \leq t_1 \), but can not describe further relaxation to equilibrium for \( t \geq t_2 \) (Fig. 1b).

To discuss the effects of a finite sampling time \( t_{\text{max}} \), consider the resulting drift field of the dLE, given by \( f(x) = -\partial_x \Delta G(x) \). At equilibrium, \( \Delta G(x) \) represents the free energy landscape, \( \Delta G(x) = -k_B T \ln P(x) \) with equilibrium distribution \( P(x) \). When we estimate the potential from \( N_{\text{traj}} \) nonequilibrium trajectories of length \( t_{\text{max}} \), we correspondingly obtain a “biased energy landscape” \( \Delta G(x) \) that depends on the distribution \( P(x) \propto \int d\rho(x,t) \) sampled within \( 0 \leq t \leq t_{\text{max}} \),

\[ \Delta G(x) = -k_B T \ln P(x), \quad (9) \]

and approaches the equilibrium free energy landscape only for \( t_{\text{max}} \to \infty \). Limited sampling in particular means that \( \Delta G(x) \) may not cover all parts of the equilibrium energy landscape \( \Delta G(x) \), see Sec. III A. Note that the term “biased” here refers to the nonstationary initial conditions, and should not be confused with biased potentials in enhanced sampling techniques.

We note that both, \( \Delta G(x) \) and \( \Delta G(x) \), represent a global observable of the system. The drift field \( f = -\partial_x \Delta G \), on the other hand, measures the slope of the energy landscape at position \( x \). It can be therefore estimated by the local average in Eq. (4) via a sum over the \( k \) nearest neighbors of \( x \). Because the dLE fields are generally based on local averages, the same argument hold also for the friction \( \Gamma_n \equiv \hat{\Gamma}(x(t_n)) \) [Eq. (5)] and the noise \( K_n \equiv \hat{K}(x(t_n)) \) [Eq. (7)].

To construct a dLE model of nonequilibrium relaxation, we therefore (i) calculate the dLE fields for the given nonstationary data and (ii) perform dLE runs using initial conditions of the relaxation process. While no additional assumptions are involved (compared to an equilibrium dLE), the nonstationary dLE model depends on the sampling achieved by the input data, in particular on their length (see Sec. III A).

C. dLE modeling of external driving

Unlike to the modeling of relaxation processes, where the dLE fields are in principle the same as at equilibrium, external driving via some force \( f_{\text{ext}}(x,t) \) will change these fields. First of all, the deterministic drift term \( f(x) \) in Eq. (2) needs to be complemented by the external perturbation \( f_{\text{ext}}(x,t) \). In a microscopic description, such as an all-atom MD simulation, this is all to be done - external forces can simply be added to the internal forces. In a reduced description such as a Langevin model, however, external forces may in principle also affect the friction \( \Gamma \) and the noise \( K \) of the model. In the linear-response regime, we nevertheless expect that nonequilibrium and equilibrium dynamics exhibit the same friction and noise. According to Onsager’s regression hypothesis, this is because in this regime nonequilibrium perturbations are governed
by the same laws as equilibrium fluctuations. For example, when we derive LE\ref{eq:1} from a system-bath ansatz where a general system is linearly coupled to a harmonic bath,\ref{14} we find that external and internal forces are simply added\ref{15}.

Given a dLE model constructed from equilibrium data and an external potential $V_{\text{ext}}(x,t)$ that affects a linear response of the system, we thus obtain a dLE for the driven nonequilibrium processes by replacing the free energy landscape $\Delta G(x)$ of the equilibrium model by the biased energy landscape

$$\Delta G(x,t) = \Delta G(x) + V_{\text{ext}}(x,t).$$

As a simple example, we consider an atomic force microscopy experiment that causes the dissociation of a diatomic molecule (Fig. 1b). The one-dimensional pulling can be modeled via a harmonic spring\ref{16,17,18}

$$V_{\text{ext}}(x,t) = -\frac{C}{2}[x(t) - (x_0 + vt)]^2,$$

where $C$ is the spring constant and $v$ the pulling velocity. As a consequence, the system is gradually pulled along the free energy landscape $\Delta G(x)$ in Fig. 1. That is, the biased energy landscape $\Delta G$ corresponds to the total deterministic potential experienced by the system at time $t$. This simple picture is expected to be valid for most biomolecular applications taking place close to equilibrium. Considering the enforced dissociation of NaCl discussed below, for example, we found linear response behavior for pulling velocities up to $\sim 10$ m/s, at which the pulling approaches the picosecond timescale of the reordering of the solvation shells\ref{19}.

To go beyond the linear response or to construct a dLE directly from data of a driven system, we need to calculate explicitly time-dependent dLE fields from the nonequilibrium data. Hence the local average of function $g(x)$ in Eq. \ref{eq:1} has to be replaced by a time-dependent average $\langle g(x,t) \rangle$. Assuming that the nonequilibrium process is sampled by $N_{\text{tra}}$ trajectories $x_n^{(r)}$, this ensemble average can be written as

$$\langle g(x, t_n) \rangle = \frac{1}{N_{\text{tra}}} \sum_{n=1}^{N_{\text{tra}}} g(x_n^{(r)}) \delta_k(x - x_n^{(r)}),$$

where $\delta_k(x - x_n^{(r)})$ defines a boxing function that is equal to $1/k$ for the $k$ nearest neighbors of $x$ and zero otherwise.

D. **Comparison to the nonstationary GLE**

The Markovian LE\ref{1} is based on a time scale separation between the fast bath degrees of freedom and the slow collective variable $x$. On the other hand, various generalized LEs (GLEs) have been proposed that are not limited to a Markov-type approximation. To describe nonequilibrium processes, in particular, Schilling and coworkers recently employed a time-dependent projection operator formalism to derive for some variable $A(t)$ the nonstationary GLE\ref{20,21,22,23,24,25,26,27}

$$\dot{A}(t) = \omega(t)A(t) + \int_0^t d\tau K(t,\tau)A(\tau) + \eta(t),$$

where memory kernel $K$ and noise $\eta$ are related by a generalized fluctuation-dissipation theorem. Due to the Mori-type projection employed, the equation exhibits a linear drift term $\omega(t)A(t)$ that vanishes for a mean-free variable $A(t)$.

It is instructive to compare this formulation to our Markovian Langevin approach, also because we adopt below two model problems\ref{28,29,30} that were previously studied with this GLE. In these studies, the GLE analysis resulted in slowly decaying memory kernels, which appears to question the applicability of a Markovian Langevin model such as the dLE. However, whether a timescale separation is given depends on the system-bath partitioning of the problem. As we show in the following, the LE\ref{1} and the GLE\ref{15} are based on different partitionings, where the former may be valid, although the latter exhibits non-Markovian behavior.

Following Zwanzig\ref{31}, we explain this difference for the case of a one-dimensional system variable $x(t)$. To begin, we rewrite the second-order differential equation \ref{eq:1} for $x(t)$ in terms of two first-order equations,

$$\dot{x}(t) = p(t)/m,$$

$$\dot{p}(t) = f(x) - \Gamma p(t) + \xi(t),$$

for the phase space variables $x(t)$ and $p(t)$. Integrating Eq. \ref{eq:15}, we obtain

$$p(t) = \int_0^t d\tau e^{-\Gamma(t - \tau)/m} f(x(\tau)) + \int_0^t d\tau e^{-\Gamma(t - \tau)/m} \xi(\tau),$$

where we assumed that $p(0) = 0$. Insertion in Eq. \ref{eq:14} yields the desired GLE for $x(t)$,

$$\dot{x}(t) = \int_0^t d\tau K(t,\tau)x(\tau) + \eta(t).$$

It contains a two-time memory kernel

$$K(t,\tau) = \frac{1}{m} e^{-\Gamma(t-\tau)/m} f(x(\tau))/x(\tau),$$

which in the case of a linear force ($f(x(\tau))/x(\tau)=$const.) reduces to a simple exponential function that depends only on the time difference $t - \tau$. The function $\eta(t)$ represents the corresponding colored noise. Note that the GLE \ref{eq:17} for $x(t)$ is equivalent to the Markovian LEs \ref{eq:14} and \ref{eq:15} for $x(t)$ and $p(t)$, that is, both formulations describe the same physics. Non-Markovian features of the GLE such as a slowly decaying memory kernel \ref{eq:18} may therefore reflect a varying force, which arises...
from a multistate energy landscape with rarely occurring transitions.

Because Eq. 17 is of similar form as the nonstationary GLE 13, the above argument holds also in this case. Nonetheless, the nonstationary GLE represents an exact formulation 12,13 that is, for any nonequilibrium process a GLE 13 can be defined via the functions ω(t), K(t, τ) and η(t) that do not depend on coordinate x. Employing the dLE, on the other hand, we need to assume that a Markovian LE model exists for the considered process. As a trade-off, we obtain a physically intuitive model, where the biased energy landscape ΔG accounts for the main features of the considered process, and the friction Γ and the noise K describe in a transparent way the effects of the bath.

III. RESULTS AND DISCUSSION

A. Hierarchical energy landscape

We begin with the first nonequilibrium scenario where the system is initially prepared in a nonstationary state and subsequently relaxes into its equilibrium state (Fig. 1p). As discussed in Sec. 11,13 the dLE modeling of nonequilibrium relaxation processes may sensitively depend on the length t_{max} of the input data. This is particularly true for biomolecular systems that are characterized by a hierarchical energy landscape, which gives rise to coupled processes on timescales ranging from, say pico- to millisecond.32,11,12 To demonstrate the effect of finite data length on a dLE model, we consider a one-dimensional free energy landscape with three consecutive energy barriers of similar height, see Fig. 2. The model aims to mimic photo- or ligand-induced conformational transitions in proteins.11,14 Where at time t = 0 the system is prepared in the nonstationary state 1, evolves via intermediate states 2 and 3, and finally reaches the second low-energy state 4. Due to the hierarchical shape of the free energy landscape, transition 1 → 2 occurs much more rapidly than transition 1 → 3 or even 1 → 4, because the latter require the previous transitions as a prerequisite step.

Using this energy landscape, a mass of m = 26 u, constant friction (Γ = 130 kJ ps/(mol nm²)) and noise amplitude (K = 25 kJ ps⁰.⁵/(mol nm)) at a temperature T = 300 K, and a time step δt = 0.04 ps, we run 20 × 16 µs-long Langevin trajectories as reference data, each trajectory starting at x = 0. Here we are interested in the waiting time distributions of transitions between states i and j, i.e., the time spend in state i and possible subsequent intermediate states before going to state j. Figure 2 shows the corresponding mean values τ_{i→j}. We find that τ_{1→2} = 2.5 ns is about one order of magnitude shorter than τ_{1→3} = 23 ns, which again is almost an order of magnitude shorter than τ_{1→4} = 143 ns. Back transitions from states 2, 3 and 4 to state 1 occur with waiting times of 2.4 ns, 8 ns, 30 ns, respectively. The resulting nonequilibrium energy landscape ΔG(x) [Eq. 9] is indistinguishable from the (analytically given) free energy landscape in Fig. 2.

Employing these simulation results as input data, we now construct a dLE of the hierarchical dynamics. Since the dLE is by design clearly suited to reproduce data obtained by a Markovian LE, we can focus on the effect of limited input data length t_{max} on the resulting model. Guided by the waiting time distributions shown in Fig. 2, we construct three input data sets consisting of 10⁴ LE trajectories each starting in state 1 with t_{max} = 0.4 ns, 3 ns, and 16 ns. These times are just long enough to catch about ten transitions from state 1 to state 2, 3 and 4, respectively. Using a time step of δt = 0.04 ps and a pre-averaging of the input data sets to 10⁴ points (see SI Methods), we run for each input data set 10 × 10 µs-long dLE simulations, which means that we sample the different transitions at least 10⁴ times. The effect of the finite input data length is clearly shown by the resulting dLE nonequilibrium energy landscapes ΔG(x) which, depending on the chosen value for t_{max}, cover the first two, three or all four states (see Fig. 3). In a similar way, the dLE reproduces the friction Γ(x) = const. and the noise amplitude K(x) = const. of the model (Fig. S1).
Considering transition $1 \rightarrow 2$, we find that a dLE constructed from 0.4 ns-long data predicts a mean waiting time $\tau_{1 \rightarrow 2} \approx 2.4$ ns that is about 4% shorter than the reference (Tab. 1). The corresponding distribution in Fig. 2 reveals that this effect is mainly caused by an overestimation of fast transitions. Increasing the input data length, distribution and mean value converge to the reference data. Similar results are also found for the $1 \rightarrow 4$ transition. Transitions involving the low-energy state 4 show somewhat larger deviations. Using input data of 16 ns length, the waiting times for the $1 \leftrightarrow 4$ transition are underestimated by about 20%. Again we find that short input data bias towards short waiting times.

| data          | $\tau_{1 \rightarrow 2}$ | $\tau_{1 \rightarrow 3}$ | $\tau_{1 \rightarrow 4}$ | $\tau_{4 \rightarrow 1}$ |
|---------------|--------------------------|--------------------------|--------------------------|--------------------------|
| reference     | 2.5 ± 0.01               | 23 ± 0.2                 | 143 ± 3.3                | 30 ± 0.7                 |
| dLE (0.4 ns)  | 2.4 ± 0.02               | -                        | -                        | -                        |
| dLE (3 ns)    | 2.4 ± 0.01               | 22 ± 0.3                 | -                        | -                        |
| dLE (16 ns)   | 2.5 ± 0.02               | 21 ± 0.3                 | 110 ± 4.3                | 24 ± 0.9                 |

TABLE I. Average waiting times (in ns) of the transitions $i \rightarrow j$ of the hierarchical energy landscape in Fig. 2 obtained for the reference data and for dLE models with different length $t_{\text{max}}$ of the input data (given in parenthesis). Errors are calculated as standard deviations of the mean.

To summarize, while the input data for a dLE model obviously need to be long enough to reach a specific conformational state at all, it is noteworthy that only a few events are sufficient for the dLE to qualitatively predict the waiting times to these state.

**B. Enforced ion dissociation of NaCl in water**

As an example of an externally driven process, we now consider the dissociation of solvated sodium chloride, which has served as a versatile model problem to test the validity of various Langevin formulations. This includes a dLE model constructed from equilibrium MD data,[23] a Markovian LE obtained from dissipation-corrected targeted MD calculations of the free energy and the friction,[46] and the nonstationary GLE constructed from pulling simulations.[28] Here we adopt pulling simulations of NaCl along the interionic distance $x$ with pulling velocity $v = 10$ m/s, using the external force in Eq. (12) and an ensemble average over 100 nonequilibrium trajectories.[28] This MD data serve as a reference to study the applicability of a Markovian Langevin description of this problem. As detailed in Ref. [28], all MD simulations employed Gromacs v2018 (Ref. [47]), in a CPU/GPU hybrid implementation, using the Amber99SB force field[48,49] and the TIP3P water model.[50]

To illustrate the dissociation process, Fig. 1 shows the free energy profile of NaCl along its interionic distance $x$, whose main maximum at $x \approx 0.4$ nm corresponds to the binding-unbinding transition of the two ions. The second smaller maximum at $x \approx 0.6$ nm reflects the transition from a common to two separate hydration shells.[51] Pulling NaCl apart using a strong ($C = 1000$ kJ/(mol nm$^2$)) and a soft ($C = 100$ kJ/(mol nm$^2$)) spring, we obtain representative trajectories $x(t)$ as shown in Figs. 3a-c, respectively. For a strong spring, the system remains in the bound state for $t \lesssim 20$ ps, before it abruptly moves over the main barrier to the unbound state, where the Na-Cl distance $x(t)$ grows linearly with time. The transition time of the individual trajectories exhibits a narrow distribution with a width of the order of 10 ps. In the weak spring simulations, on the other hand, the transition time distribution is rather broad, such that the individual trajectories seem to cross the barrier at random times.

To account for the statistical properties of the nonstationary time series $x(t)$, we introduce the mean-free variable[28]

$$\delta x(t) = \frac{x(t) - \langle x(t) \rangle}{\langle (x(t) - \langle x(t) \rangle)^2 \rangle^{1/2}},$$

which removes the systematic drift due to the pulling. The autocorrelation function of this variable at time $t$,

$$C_x(t, t+\tau) = \langle \delta x(t) \delta x(t+\tau) \rangle$$

drawn with respect to the delay time $\tau$ is shown in Figs. 3g-h for strong and soft springs, respectively. In the former case, the autocorrelation decays on a timescale of 1 ps, except when the system is at the barrier ($t = 10 - 15$ ps), where the decay is significantly slower ($\sim 5$ ps). While the fast decay of 1 ps can be associated with hydration shell dynamics around the ions (which drives the ion dissociation),[22] the slow decay is caused by forward-and-backward crossing events over the main free energy barrier of the system. For a weak spring, $C_x$ generally decays slower ($\sim 20$ ps) for all times $t$.

We now turn to the Langevin modeling of the enforced dissociation of NaCl. To this end, we adopt a previously described[28] dLE model constructed from equilibrium data at 300 K, which reproduces the MD dissociation time (130 ps) and association time (850 ps) within an error of a few percent. The model uses a sufficiently short propagation time step to resolve the dynamics ($\delta t = 10$ fs), the reduced mass of NaCl ($m = 13.88$ u), a drift field corresponding to the free energy profile shown in Fig. 1b, and constant friction ($\Gamma = 594$ kJ ps/(mol nm$^2$)) and noise amplitude ($K = 54$ kJ ps$^{1/2}$/mol nm). Adding the pulling force [Eq. (12)] to this dLE model, we wish to investigate to what extent the resulting Langevin description can account for the MD reference results.

By comparing the Langevin trajectories to the corresponding MD results, Figs. 3a-d reveal that the Markovian LE mimics the MD data quite closely. The same holds for the the position autocorrelation function $C(t, t - \tau)$, which is reproduced in excellent agreement (Figs. 3g-h). This means that - at least for the cases considered - the enforced dissociation of NaCl can be well described by a Markovian Langevin model. Since we simply added
FIG. 3. Enforced dissociation of solvated NaCl. Comparing results from reference MD simulations and dLE model, we show (top) five sample trajectories, (middle) the position autocorrelation function $C_x$, and (bottom) the velocity autocorrelation function $C_v$, obtained for a strong spring (left) and a weak spring (right).

As a potentially more challenging example, we next consider crystal nucleation and growth processes in a compressed liquid of hard spheres, which was recently studied as a test problem for the nonstationary GLE. Adopting 16384 hard spheres with mass $m$ and diameter $\sigma$ and using a time step $\delta t = \sqrt{m/(k_B T)} \sigma$, Meyer et al. first equilibrated the system in a liquid state at a volume fraction $\eta_0 = 0.45$. At time $t=0$ crystallization is induced by impulsively compressing the system to a volume fraction $\eta = 0.54$ by rescaling the simulation box and all positions, and $N_{\text{traj}} = 580$ trajectories of $t_{\text{max}} = 214 \delta t$ length were propagated. Using these nonequilibrium trajectories as input data for a dLE, here we want to study to what extent a Markovian Langevin model is able to describe the complex cooperative processes underlying this weak first-order phase transition.

As a one-dimensional reaction coordinate that accounts for the crystallinity of the system, we choose the percentage $x$ of particles that completed crystallization, which is readily calculated from the order parameter. To get an overview of the nucleation dynamics of the system, Fig. 4a shows the time evolution $x(t)$ of eight sample trajectories. Due to the mandatory preceding formation of nucleation seeds, the crystallization process starts after some induction time, which is widely distributed. The subsequent nucleation process is reflected in a rapid sigmoidal-shaped rise of $x(t)$ on a timescale of $20 \delta t$. The majority (357) of the trajectories rises to a value of $x \approx 0.8$ where they level off and slowly approach the limiting value $x = 1$. A smaller part (125) gets stuck at a value of $x \approx 0.65$, reflecting the occurrence of crystal defects. The remaining trajectories start too late to reach one of the two plateaus. Averaging over all trajectories (Fig. 4c), the nucleation process is found to occur on a timescale of 100 $\delta t$.

Figure 4d shows the corresponding nonequilibrium energy landscape $\Delta G(x)$ defined in Eq. (9). Here the minimum at $x \approx 0.014$ reflects the initial liquid state of the system, and the minimum at $x \approx 0.65$ accounts for the defective clusters. The minimum at $x \approx 0.95$ corresponds to (almost) completed crystals, and depends sensitively on the finite length $t_{\text{max}}$ of the nonequilibrium trajectory.
indicated by the percentage $x$ of particles that completed crystallization. Representative trajectories $x(t)$ obtained from (a) reference MD and (b) corresponding dLE simulations. Comparing MD and dLE results, shown are (c) the average percentage $\langle x(t) \rangle$, (d) the resulting energy landscape $\Delta G(x)$, and (e) the distribution of nucleation times $t_{\text{nuc}}$. Panel (f) shows the friction coefficient $\Gamma(x)$ estimated by the dLE.

Increasing $t_{\text{max}}$, more and more trajectories reach the crystalline end state, which leads to a steep decrease of the energy for $x \to 1$. To define a nucleation time $t_{\text{nuc}}$, we choose $x = 0.8$ as a threshold value for the nucleation. Figure 4 shows the resulting distribution of $t_{\text{nuc}}$. Due to the relatively small sample size (only 357 trajectories reach $x=0.8$), the distribution is given at low resolution. It peaks at $t_{\text{nuc}} = 76 \delta t$ and yields a mean nucleation time of $102 \delta t$.

To construct a dLE model of the nonequilibrium MD data, we first employ the noise test of Eq. (8) to verify that a dLE using the data time step $\delta t$ results in a correct model of white noise (see Fig. S2). Then $10^4$ dLE trajectories of length $t_{\text{max}} = 214 \delta t$ were simulated, each run starting at $x = 0.02$. Comparing the individual trajectories of MD and dLE (Figs. 4a,b) as well as their averages (Fig. 4c), we find that the dLE qualitatively reproduces the induction time distribution and the sigmoidal-shaped rise of $x(t)$. Moreover, the resulting nonequilibrium energy landscape $\Delta G(x)$ shown in Fig. 4d is found to be in excellent agreement with the MD results. Unlike to the MD results, though, the dLE trajectories mostly do not directly rise to $x \gtrsim 0.8$, but stay for some time around $x \sim 0.65$ before they rise further. This deviation is a consequence of the local estimation of the dLE fields [Eq. (4)], which does not distinguish between crystallizing and defective trajectories. As a consequence the resulting dLE distribution of nucleation times $t_{\text{nuc}}$ in Fig. 4e is somewhat shifted compared to the MD distribution, which results in a mean dLE nucleation time of $128 \delta t$ (rather than $102 \delta t$). Due to the limited statistics of the MD data, though, this discrepancy might change for better sampled data. For longer MD trajectories, for example, we expect also longer nucleation times, since gradually all non-defective trajectories crystallize.

Let us finally study the friction $\Gamma$ as a function of variable $x$. Figure 4f shows that the friction is low at the main barrier and high at the two main minima reflecting the liquid and crystallized state. In line with previous results we find that the friction rises in particular at steep gradients of the free energy landscape, where the system experiences large fluctuations of the drift. At the onset of crystallization, these fluctuations may arise from the large dissipation of excess energy after shock compression. Since in other molecular systems (such as peptides and NaCl above) the friction is found to change only little (say, a factor 2 – 10), this variation by a factor of $\sim 10^3$ is remarkable.

**D. Global Langevin model from short trajectories**

A promising strategy for enhanced sampling is to combine massive parallel computing of short MD trajectories to sample the free energy landscape with a global dynamical model such as a Langevin or a Markov state model (MSM) to rebuild the kinetics from the sampled data. As explained in Section II A this is possible because dLE fields as well as MSM transition matrices are calculated locally. As short MD trajectories per se represent nonstationary data, there is again the question on the convergence of the dLE model with respect to their number and length (see Sec. III A). Moreover it is interesting to compare the performance of a dLE to a MSM for the same data.

With this in mind, we adopt the peptide Aib$_9$ as a well-established model problem for which long unbiased MD data, as well as an MSM built from numerous short MD trajectories are available. That is, Buchenberg et al. simulated 8 × 2 ns-long unbiased MD trajectories at 320 K, and Biswas et al. employed metadynamics to generate initial conformations for ~7700 unbiased trajectories of 10 ns length. All MD simulations used the GROMACS program suite with the GROMOS96 43a1 force field and explicit chloroform solvent. For the analysis of the MD data, a principal component analysis on the ($\phi$, $\psi$) backbone dihedral angles of the five inner residues of the peptide was performed whose first five PCs account for 85% of the total variance and exhibit multipeaked distributions and a slow decay of the autocorrelation function. Using these coordinates, robust density-based clustering was applied to identify metastable conformational states.

The conformational transitions of Aib$_9$ from a left- to a right-handed helix (Fig. 5a) exhibits complex structural dynamics, which originates from various hierarchically coupled dynamical processes on several timescales.
Adopting first the $8 \times 2$ μs-long unbiased MD data, Fig. 5 shows the free energy landscape $\Delta G$ along the first two principal components $x_1$ and $x_2$ of the dPCA. As expected from the achirality of Aib$_9$, we find an overall symmetry with respect to the first principal component $x_1$, where the two main minima correspond to the all left-handed structure L ($x_1 \approx -2$) and the all right-handed structure R ($x_1 \approx 2$). Moreover, numerous metastable intermediate states exist that constitute pathways from L to R. Containing a mixture of right-handed (r) and left-handed (l) residues, the intermediate states can uniquely be described by a product state of these chiralities. Restricting ourselves to the five inner residues of Aib$_9$, we obtain e.g., $L = (lllll)$ and $R = (rrrrr)$, as well as (rllll) if all but residue 3 show left-handed conformations. The resulting $2^5 = 32$ states provide a simple interpretation of the states found by robust density-based clustering.

FIG. 5. (a) Conformational transitions of the peptide Aib$_9$ from a left-handed (L) to a right-handed (R) helix. Energy landscape $\Delta G$ along the first two principal components of the system, obtained from (b) $8 \times 2$ μs-long unbiased MD simulations$^{[22]}$, (c) $\sim 7700$ 10 ns-long unbiased trajectories seeded by metadynamics$^{[33]}$, and (d) the dLE model. (e) Autocorrelation functions of the first two principal components, as obtained from long MD runs and various dLE models. (f) Probability of pathways, which use at least one main intermediate state and exactly $n$ middle states, obtained from long unbiased MD simulations$^{[33]}$ the MSM of Biswas et al$^{[33]}$ and the dLE model. A time resolution of 1 ns (●) and 2 ps (▲) is used.

Judging from the prominent appearance of states (lllll), (rllll), (rllll), (rrrrr), (rrrrr), etc. in the free energy landscape, one might expect that a sequential pathway along these states provides the main way to get from L to R and back. These states are located at the external border of the energy landscape, while other states such as (rrrrr) are located inside the circle formed by the main states. This finding was questioned by an MSM pathway analysis of short implicit-solvent trajectories seeded by the MELD protocol$^{[23]}$ which revealed that transitions involving lowly populated interior states nevertheless amounts to $\sim 40\%$ of the overall flux$^{[33]}$. When we employ the $\sim 7700$ short unbiased trajectories seeded by metadynamics$^{[33]}$, Fig. 5 shows that the simulations indeed cover the entire energetically accessible energy landscape homogeneously. Since we deliberately started the short trajectories all over the place including high-energy regions such as barriers, however, this nonequilibrium energy landscape is not a good representation of the Boltzmann weighted free energy landscape.

To obtain the correct free energy landscape from this nonequilibrium data, we construct a dLE using a time step $\delta t = 2$ ps which ensures an adequate resolution of the dynamics. As described in Methods, we follow a recently proposed strategy$^{[24]}$ and rescale the friction and the noise fields by an overall factor ($S \sim 2$), such that resulting dLE model reproduces the initial decay of the position autocorrelation functions (see Methods). To be able to use all $\sim 4 \times 10^7$ data points of the short trajectories, we applied a pre-averaging of the data to $10^6$ points (see SI). In total 10 dLE trajectories of 20 μs length were simulated. Figure 5f shows the resulting free energy landscape, which is quite similar to the landscape obtained for the long unbiased MD simulations, except for a clearly better sampling of the lowly populated intermediate states. Due to the rescaling, MD and dLE also yield well matching autocorrelation functions of all five principal components (Fig. 5e and S4), showing that the first component decays on $\sim 100$ ns timescale, an order of magnitude slower than the other components.

Adopting the state definition of Biswas et al.$^{[33]}$, we next calculate mean waiting times of various transitions between the ten most populated states and compared them to previous MSM results$^{[33]}$, see Fig. S5. We find good overall agreement of both approaches with an average deviation of 43%. We obtain a similar conformation (average deviation of 50%) with the waiting times from the long unbiased MD simulations, although this comparison only makes sense for the well-sampled main transitions of Aib$_9$. As an example, Table II compares the mean waiting time obtained for transitions between the two main states R and L. Being sampled 74 times by the long unbiased MD simulations, the MD results may serve as a reference. In comparison, the dLE results (full data) differ by 24 and 75% for L→R and R→L, respectively, while the MSM results differ by 18 and 16%.

To characterize various types of L→R transition pathways, Fig. 5 shows the probability $P_n$ of pathways, which use at least one main intermediate state and exactly $n$ middle states. In nice agreement, long unbiased MD and dLE simulations predict a unimodal distribution with
relaxation process (Fig. 1a) with trajectories of length nonequilibrium simulations. For example, describing a nonequilibrium process sample the biased energy landscape mainly affect the deterministic approach. As a central result, we have shown that a one-dimensional phase space variable. While a Markovian system, although the latter exhibits non-Markovian behavior. The formulations thus provide a complementary description of nonequilibrium processes. The nonstationary GLE represents in principle an exact formulation, however, its memory kernel and the associated colored noise in general may be difficult to determine and interpret, in particular when we want to go beyond a one-dimensional phase space variable. While a Markovian GLE model relies on a suitably chosen system coordinate, it represents a physically intuitive model, where the biased energy landscape \( \Delta G(x,t) \) accounts for the main features of the considered process, and the friction \( \Gamma \) and the noise \( \kappa \) describe in a transparent way the effects of the bath. Moreover, the dLE algorithm allows us to use multidimensional coordinates \( x \) and fields \( f \), \( \Gamma \) and \( \kappa \) that depend on \( x \), which greatly adds to the versatility of the method.

### IV. CONCLUSIONS

To extend the application of the data-driven Langevin equation (dLE) to the nonequilibrium regime, we have introduced various modifications of the original approach. As a central result, we have shown that nonequilibrium conditions mainly affect the drift term \( f \) of the dLE (1). Compared to a system at thermal equilibrium which performs a Boltzmann sampling of the free energy landscape \( f = -\partial_x \Delta G(x) \), nonequilibrium processes sample the biased energy landscape

\[
\Delta G(x,t) = -k_B T \ln \mathcal{P}(x) + V_{\text{ext}}(x,t). \tag{21}
\]

Here the first term accounts for the finite sampling in nonequilibrium simulations. For example, describing a relaxation process (Fig. 1b) with trajectories of length \( t_{\text{max}} \), \( \mathcal{P}(x) \) reflects the conformational distribution sampled within \( 0 \leq t \leq t_{\text{max}} \). As a general result, we have found that too short input data bias the prediction towards too fast dynamics. The second term represents a time-dependent potential that accounts for the driving of the system. Considering, for example, an atomic force microscopy experiment that enforces the dissociation of a molecule (Fig. 1), \( V_{\text{ext}} \) describes the gradual pulling of the system along the energy landscape. The biased energy landscape \( \Delta G(x,t) \) thus corresponds to the total deterministic potential experienced by the system at time \( t \).

The dLE modeling of relaxation processes does not require additional assumptions compared to an equilibrium dLE. Indeed, for all considered examples of nonstationary preparation including hierarchical dynamics (Fig. 2), crystal nucleation (Fig. 3), and peptide conformational dynamics (Fig. 5), the resulting dLE model was shown to reproduce the reference data convincingly. On the other hand, it is in general an approximation that an external force leaves the friction \( \Gamma \) and the noise \( \kappa \) describing the system's coupling to the bath unchanged. This assumption was shown to hold in the linear-response regime, which is expected to be valid for most biomolecular applications. For example, we found linear response behavior for the enforced dissociation of NaCl (Fig. 3) up to extremely high pulling velocities.

Finally we have compared the dLE approach to the nonstationary GLE of Meyer et al. (12) Studying crystal nucleation and enforced dissociation of NaCl, the GLE analysis (29-30) resulted in slowly decaying memory kernels, which appears to question the applicability of a Markovian Langevin model such as the dLE. A theoretical analysis revealed that the LE (1) and the GLE (13) are based on different partitionings between system and bath, such that the former may well result in a Markovian system, although the latter exhibits non-Markovian behavior. The formulations thus provide a complementary description of nonequilibrium processes. The nonstationary GLE represents in principle an exact formulation, however, its memory kernel and the associated colored noise in general may be difficult to determine and interpret, in particular when we want to go beyond a one-dimensional phase space variable. While a Markovian LE model relies on a suitably chosen system coordinate, it represents a physically intuitive model, where the biased energy landscape \( \Delta G \) accounts for the main features of the considered process, and the friction \( \Gamma \) and the noise \( \kappa \) describe in a transparent way the effects of the bath. Moreover, the dLE algorithm allows us to use multidimensional coordinates \( x \) and fields \( f \), \( \Gamma \) and \( \kappa \) that depend on \( x \), which greatly adds to the versatility of the method.

### Supporting Information

Details on the pre-averaging method, friction fields of the hierarchical model, noise checks of the nucleation...
The dLE algorithm as described in Ref. [27] including pre-averaging and rescaling is freely available at https://github.com/molodyn.

All data shown are available from the corresponding author upon reasonable request.
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