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Abstract

We present a new machine learning based bed-occupancy detection system that uses the accelerometer signal captured by a bed-attached consumer smartphone. Automatic bed-occupancy detection is necessary for automatic long-term cough monitoring, since the time which the monitored patient occupies the bed is required to accurately calculate a cough rate. Accelerometer measurements are more cost effective and less intrusive than alternatives such as video monitoring or pressure sensors. A 249-hour dataset of manually-labelled acceleration signals gathered from seven patients undergoing treatment for tuberculosis (TB) was compiled for experimentation. These signals are characterised by brief activity bursts interspersed with long periods of little or no activity, even when the bed is occupied. To process them effectively, we propose an architecture consisting of three interconnected components. An occupancy-change detector locates instances at which bed occupancy is likely to have changed, an occupancy-interval detector classifies periods between detected occupancy changes and an occupancy-state detector corrects falsely-identified occupancy changes. Using long short-term memory (LSTM) networks, this architecture was demonstrated to achieve an AUC of 0.94. When integrated into a complete cough monitoring system, the daily cough rate of a patient undergoing TB treatment was determined over a period of 14 days. As the colony forming unit (CFU) counts decreased and the time to positivity (TPP) increased, the measured cough rate decreased, indicating effective TB treatment. This provides a first indication that automatic cough monitoring based on bed-mounted accelerometer measurements may present a non-invasive, non-intrusive and cost-effective means of monitoring long-term recovery of TB patients.

Index Terms: accelerometer, bed occupancy, cough monitoring, machine learning, tuberculosis

1. Introduction

Coughing is a symptom of many lung diseases including tuberculosis (TB) and COVID-19. Long term cough monitoring, over periods ranging from days to months, may allow the progression of such conditions to be tracked in a cost-effective and non-invasive manner \cite{1}. For example, TB is commonly assessed by the analysis of sputum samples. This is a time-consuming and costly clinical practice that requires the engagement of trained medical personnel as well as specialised laboratory facilities for the analysis \cite{2}. However, experimental evidence suggests that TB patients that are responding to treatment also exhibit a reduction in cough frequency \cite{4}. Cough monitoring would offer the advantages that it requires neither a laboratory nor medical personnel and is cost-effective since it could be implemented on a smartphone or similar device.

Although our proposed system has wider applications, we consider the particular scenario of long-term cough monitoring in the ward environment of a TB clinic. The objective is to provide an alternative means of monitoring the success of treatment received by the patients in this facility. Previously, we have developed a system that can accurately detect coughs from the signal obtained from the tri-axial accelerometer on-board a consumer smartphone \cite{4}. The smartphone itself is attached to the bed-frame of the patient under treatment. By not relying on audio signals, as many alternative approaches do, the system sidesteps the privacy concerns that accompany such audio-based classifiers \cite{5}. Furthermore, since this is not a wearable sensor, it is less intrusive and more convenient. However, since monitoring must take place continuously and over extended periods, it is necessary to know at which times the patient occupied the bed in order to reliably estimate a cough rate \cite{6}. In this work, we consider such bed-occupancy detection using the same acceleration signals. We note that eventually both the cough detector and the bed occupancy detector can be implemented on the same smartphone as a single integrated system.

The remainder of this paper is structured as follows. First, we provide some background on bed occupancy detection and the use of accelerometers for human activity monitoring in Section 2. Next, we describe the compilation of the dataset we use to train and evaluate our algorithms in Section 3 and the features extracted from this data in Section 4. The accelerometer-based bed occupancy detection is presented in Section 5 along with the classification strategy in Section 6. The subsequent application to the monitoring of long-term cough rates is presented in Section 7. Experimental results are shown in Section 8 and discussed in Section 9. Finally, Section 10 concludes our paper.

2. Background

2.1. Bed occupancy detection

One approach to the detection of bed occupancy is by means of automated video analysis \cite{7}. However, video surveillance is intrusive, raises privacy concerns \cite{8} and our own experience has shown strong resistance from patients to this type of monitoring.

Another common way of determining bed occupancy is by means of pressure sensors placed under the mattress \cite{9}. While this is a very direct way of establishing bed occupancy, it requires specialised and costly equipment. Furthermore, such pressure sensors have sometimes been found to be sensitive to factors such as the type of mattress and the weight of the patient, leading to incorrect measurements \cite{10}.

To our knowledge, bed-occupancy detection based on ac-
Accelerometer signals have not been reported in the literature before.

2.2. Accelerometer-based patient monitoring

Accelerometers are well-established as wearable sensors for human physical activity [11–16]. For example, accelerometer signals have been used to successfully classify human movement such as walking, running, sitting, standing and climbing the stairs with sensitivities and specificities above 95% [17–18], even at sampling rates as low as 5 Hz [19]. Similar success has been achieved when using accelerometer signals to distinguish between different walking styles [20,21] and for human fall detection [22].

Recently, wearable consumer devices such as smartphones with on-board tri-axial accelerometers have been used to classify human activity [23–28] and vehicular motion [29]. While initial studies used simple classifiers such as logistic regression (LR) and multi-layer perceptrons (MLPs), more recently deep neural networks (DNNs) such as convolutional neural networks (CNNs) have offered better performance in recognising human activities from the wearable sensor data [30,31]. Among deep approaches, CNNs have been shown to be well-suited to real-time human activity recognition using accelerometer measurements by offering the computational efficiency required by mobile platforms [32,33].

3. Data

We use a manually annotated dataset of continuous accelerometer measurements obtained from seven patients to train and evaluate the classifiers used to detect bed occupancy. All data has been collected as part of this study at a small 24h TB clinic near Cape Town, South Africa. The clinic accommodates approximately 10 staff and 30 patients in a number of wards each accommodating up to four beds. Typically, patients spend between 5 and 15 days at the clinic, during which time they undergo treatment and are monitored. All patients for whom data was collected were adult male. No other patient information was gathered due to the ethical constraints of this study.

3.1. Recording setup

The data collection process is shown in Figure 1. Acceleration signals were captured by the on-board tri-axial accelerometer of a consumer smartphone (Samsung Galaxy J4) that had been firmly attached to the back of the headboard of each of the four beds in a ward. Data capture software implemented on this device continuously monitored the accelerometer signals at a sampling frequency of 100 Hz. To reduce the volume of data captured, a simple energy threshold detector was implemented to exclude long periods with no measured acceleration. To further reduce the volume of data and also to remove dependence on the orientation of the smartphone, only the vector magnitude of the three tri-axial acceleration components was recorded, as indicated in Equation 1. Here $a_x(t)$, $a_y(t)$ and $a_z(t)$ are the measured tri-axial accelerations for a particular patient and $t$ is the time from the start of monitoring. The total period of monitoring varied between 19 and 65 hours for the seven patients in our dataset. Finally, the respective acceleration signal $a(t)$ was normalised so that its maximum value corresponded to a value of 1 after completion of the recording for a patient.

$$ a(t) = \sqrt{a_x^2(t) + a_y^2(t) + a_z^2(t)} $$

$$ n(t) = \begin{cases} 
1 & \text{if bed is occupied at time } t, \\
0 & \text{if bed is not occupied at time } t. 
\end{cases} $$

In addition to the acceleration signals captured by the smartphone, continuous simultaneous video recordings were made using two ceiling-mounted cameras, as shown in Figure 1. These video recordings were used only for the manual annotation of the captured acceleration signals and hence to provide accurate ground truth labels in terms of when each monitored bed was occupied.

3.2. Data Annotation

The accelerometer magnitude signals $a(t)$ were annotated using the ELAN multimedia software (shown in Figure 2), since this allowed consolidation with the video data from the ceiling-mounted cameras [34]. In this way the periods during which each bed was occupied could be accurately labelled, providing ground truth for our experiments. As every camera can view only two beds, the labels indicate whether the left bed (L), the right bed (R) or both beds (B) are occupied.

For a particular patient and therefore a particular acceleration signal $a(t)$, this ground truth annotation is represented by the signal $n(t)$, shown in Figure 2.
We note further that, for all our patients, the bed is initially empty and hence \( n(0) = 0 \). Furthermore, \( n(t) \) switches from 0 to 1 at the instant the patient begins to get into the bed, and switches from 1 to 0 at the instant the patient has completely left the bed. These conventions allowed the accurate determination of these bed occupancy changes from the joint inspection of the accelerometer and the video footage during manual annotation.

3.3. Compiled dataset

Data was captured from a total of seven patients, each of whom was continuously monitored for a period of between one and three days, as listed in Table 1. In total, 249 hours of acceleration and video data was collected. All of this data was annotated as described in the previous section. Table 1 shows that, of the 249 hours of collected data, patients occupied their beds for only 95.5 hours. Furthermore, a total of only 104 occupancy changes (either getting into or getting out of bed) were identified. Thus, despite the many hours in our dataset, it remains very sparse in terms of bed occupancy changes. Table 1 summarizes the ground truth dataset. A sample accelerometer measurements and annotated data indicating a patient’s bed-occupancy pattern are shown in Figure 3.

| Patient | Bed | Camera | Total hours | Occupied hours | Occupancy changes |
|---------|-----|--------|-------------|----------------|------------------|
| 1       | 2   | 1      | 65          | 23.33          | 18               |
| 2       | 3   | 2      | 57          | 14.47          | 20               |
| 3       | 4   | 2      | 45          | 11.67          | 18               |
| 4       | 4   | 2      | 21          | 9.02           | 10               |
| 5       | 1   | 1      | 21          | 15.89          | 12               |
| 6       | 3   | 2      | 19          | 9.42           | 14               |
| 7       | 2   | 1      | 21          | 11.71          | 12               |
| Total   |     |        | 249         | 95.51          | 104              |

Table 1: Dataset Summary. Bed numbers and cameras are as indicated in Figure 2. The number of continuous hours of data that were captured and annotated are indicated, as well as the portion of this period during which the bed was occupied. Occupancy changes refers to the total number of times the patient left or entered the bed in the observation period.

4. Feature Extraction

The accelerometer magnitude signal \( a(t) \) is split into overlapping frames, and features are extracted from each frame. The frame length (\( \Psi \)) as well as the number of frames (\( C \)) are hyperparameters that are optimised by varying the length of frame skip. We calculate the frame skips by dividing the number of samples by the number of frames and take the next positive integer. Extracted features include the power spectra, root mean square (RMS), moving average (MA), kurtosis and crest factor; as they have shown promising results in our previous studies [4][5]. For a frame with \( \Psi \) samples, the power spectra has \( \Psi/2 + 1 \) coefficients, while RMS, MA, kurtosis and crest factor are scalar. Hence, a \( \Psi/2 + 5 \) dimensional feature vector is extracted from each frame.

We consider frames with \( \Psi = 32 \) and 64 samples, corresponding to 320 and 640 millisecond intervals. These frames are shorter than those commonly used to extract features from audio for training and evaluating machine learning classifiers [36]. This is because the accelerometer integrated into smartphone have a lower sampling rate (in our case 100 Hz). Using longer frames was observed to lead to deteriorated performance, because the acceleration signal can then no longer be assumed to be approximately stationary.

Finally, we note that classification will generally consider not individual feature vectors, but a sequence of feature vectors extracted from successive frames. Thus features will be arranged as a feature matrix of size \( (C, \Psi/2 + 5) \), with the features themselves along one dimension and the frames along the other.

5. Bed Occupancy Detection Strategy

Bed occupancy detection based on bed-mounted accelerometer signals is challenging, because these signals are characterised by bursts of activity (as the patient either moves or enters or leaves the bed) separated by often very long intervals of inactivity (Figure 3). These characteristics make, for example, the direct application of recurrent neural networks ineffective. In our preliminary experiments we found that even structures designed specifically with long-term memory in mind, such as long short-term memory (LSTM) networks, are not able to learn effectively when presented with signals such as these.

Therefore, we have designed a system that incorporates three interconnected detectors. The first is trained to recognise specific portions of the acceleration signal that may be associated with a bed occupancy change, i.e. the short time interval during which a patient enters or leaves the bed. The second detector is trained specifically to determine whether the interval between two such occupancy changes corresponds to a period during which the bed is occupied or to a period during which
Figure 5: Bed Occupancy Detection Process: Features are extracted from the accelerometer signals for the occupancy-change and occupancy-interval detection. Using these features, Detector 1 attempts to detect occupancy changes while occupancy intervals are classified by Detector 2. Detector 1 is seen to exhibit low specificity but high sensitivity, while Detector 2 displays high specificity but low sensitivity. Thus, Detector 3, the occupancy-state detector, attempts to correct falsely-detected occupancy changes based on the decisions of Detectors 1 and 2, as shown in Figure 5. In this particular case, there are 6 occupancy changes (the patient went ‘in’ and ‘out’ of the bed 3 times each) i.e. \( K = 6 \). So, the number of intervals are: \( K + 1 = 7 \).

5.1. Occupancy-Change Detector

The bed occupancy-change detector (Detector 1) classifies a five-second interval \( (T_{oc} = 5) \) as either containing an occupancy change or not. The acceleration signal \( a(t) \) is divided into successive overlapping five-second (500 sample) frames, advancing in steps of 500ms (50 samples). From each of these five-second frames, we extract \( C_{OC} \) sub-frames, each containing \( \Psi_{OC} \) samples. The number of samples by which these sub-frames overlap is determined to ensure that the \( C_{OC} \) sub-frames are extracted evenly across the full five-second interval. For each sub-frame, a feature vector is extracted, and these vectors are arranged as a feature matrix. Early experimentation showed that a five-second interval exhibits good performance, and this quantity was not optimised further. However, the sub-frame length \( \Psi_{OC} \) and sub-frame skip (indirectly determined by \( C_{OC} \)), both of which influence the dimensionality of this feature matrix, are the hyperparameters that are optimised.

We consider the instant \( \tau_k \) at which the \( \kappa_{th} \) occupancy change occurs to be the time at which the annotation signal \( n(t) \) switches for the \( k_{th} \) time, where \( \kappa = 1, 2, 3, \ldots K \) and where \( K = 104 \) is the total number of occupancy changes in our dataset, as listed in Table 1. Since a bed is always empty at \( t = 0 \), \( \tau_1 \) always indicates a transition from an empty to an occupied bed. Since in our data the bed is also empty at the end of the recording period, \( K \) is always an even integer.

Inspection of our data confirmed that the location of the instant \( \tau_k \) within the five-second interval presented to the classifier should depend on whether the patient is entering or leaving the bed. When the patient enters the bed, there is almost no activity before \( \tau_k \), while when the patient leaves the bed, there is almost no activity after \( \tau_k \). Hence, during classifier training, the five-second interval \( N_k \) surrounding the time instant \( \tau_k \) that the classifier is presented with to make its decision is specified differently for these two cases, as shown in Equation 3.

\[
N_k = \begin{cases} 
\{ t : \tau_k - \frac{T_{oc}}{2} \leq t \leq \tau_k + \frac{T_{oc}}{2} \} & \text{for } k \text{ odd} \\
\{ t : \tau_k - \frac{3T_{oc}}{2} \leq t \leq \tau_k + \frac{3T_{oc}}{2} \} & \text{for } k \text{ even}
\end{cases}
\]

Thus, the \( N_k \) are the time intervals from 1 sec before to 4 sec after the instants \( \tau_k \) at which the bed occupancy changes from unoccupied to occupied and the time intervals from 4 sec before to 1 sec after the instants \( \tau_k \) at which the bed occupancy changes from occupied to unoccupied. We will refer to the \( N_k \) as “occupancy-intervals” to distinguish them from the “occupancy-intervals” considered in the next section.

Since most of the acceleration signal is not associated with an occupancy change, the data is highly unbalanced in terms of the two classification classes. In fact, Table 1 shows that there are only 104 occupancy changes. For our five-second analysis intervals, this corresponds to a total of only 8.67 minutes of the 249-hour dataset. Since such imbalance can affect machine learning detrimentally [37-38], we have applied the synthetic minority over-sampling technique (SMOTE) to balance the data during training [39-41]. This technique oversamples the minor class by generating synthetic samples, as an alternative to for example random oversampling. We have also implemented other extensions of SMOTE such as borderline-SMOTE [42-44] and adaptive synthetic sampling [45]. However, the best results were obtained by using SMOTE without any modification.

At classification time, the measured acceleration magnitude \( a(t) \) is presented to the occupancy-change detector, which provides a sequence of hypothesised time instants \( \hat{\tau}_k \) and associated intervals \( \hat{N}_k \) at which the occupancy of the bed is likely to have changed. Early experimental evaluation revealed that this approach allows occupancy-change intervals to be identified with high sensitivity (above 99%) but low specificity. This means that, although most occupancy changes are predicted correctly, other activities, such as movement of the patient while in the bed, have also (wrongly) been classified as occupancy changes.

5.2. Occupancy-Interval Detector

We now consider the time interval between two consecutive occupancy-changes, and focus on the task of determining whether this interval is associated with the bed being
occupied or the bed being empty. We will refer to these as “occupancy-intervals” ($N_k$) to distinguish them from the “occupancy-changes” ($N_\text{IC}$) considered in the previous section. The occupancy-intervals $N_k$ between occupancy-changes $N_k$ and $N_{k+1}$ is given by:

$$N_k = \{ t : N_k < t < N_{k+1} \}$$

where $k = 0, 1, 2, 3 \ldots K + 1$ and where $N_0$ and $N_{K+1}$ indicate the start and the end of the signal respectively.

Note that since there are $K$ occupancy changes, there are $K + 1$ occupancy-intervals. Furthermore, $N_0$ indicates the time interval before the first occupancy change and in our data always indicates an initial interval during which the bed is unoccupied, while $N_K$ is the interval following the last occupancy change, during which the bed is also empty.

For classification, we divide each occupancy-interval $N_k$ into ten-second (1000 sample) non-overlapping frames. From each of these ten-second frames, we extract $C_{OIJ}$ sub-frames, each containing $\Psi_{OIJ}$ samples. The number of samples by which these sub-frames overlap is determined to ensure that the sub-frames are extracted evenly across the full ten-second interval. For each sub-frame, a feature vector is extracted, and these vectors are arranged as a feature matrix. Finally, the feature matrices extracted from each ten-second frame in the occupancy-interval $N_k$ are averaged. In this way, information about the entire occupancy-interval is encoded as a fixed-dimension feature matrix. This method of feature extraction is the result of extensive experimentation. In particular, approaches such as the direct application of LSTMs to features extracted from $N_k$, as in a more conventional way, were, for example, not effective.

According to Table 5, there are total 104 occupancy changes, thus there are 105 occupancy-intervals. This means that we generate a dataset containing only 105 feature matrices. This number is small, especially with a view to training DNNs [40]. Thus, in order to provide justification for deeper architectures, two shallow classifiers (logistic regression and multilayer perceptron) were evaluated in addition to the CNN and LSTM for the occupancy-interval detector.

At classification time, the measured acceleration signal $a(t)$ as well as the hypothesised occupancy-intervals $\hat{N}_k$, which are derived directly from the hypothesised occupancy-change intervals $\hat{N}_k$ provided by Detector 1, are presented to the occupancy-interval detector, which in turn provides a classification decision $f_{OI}(\hat{N}_k)$ for each occupancy-interval $\hat{N}_k$ as shown in Equation 5.

$$f_{OI}(\hat{N}_k) = \begin{cases} 
1 & \text{when occupied} \\
0 & \text{when unoccupied} 
\end{cases}$$

Early experimental evaluation showed that this approach allows occupancy-intervals to be identified with high specificity (above 99%) but lower sensitivity. Periods during which the bed is unoccupied are reliably identified, but for some patients, who are very quiet when sleeping, an occupied bed was identified as an empty bed.

The misclassifications by Detector 1 and Detector 2 are addressed by a third and final component, the occupancy-state detector.

### 5.3. Occupancy-State Detector

As pointed out in the previous two sections, the occupancy-change detector exhibits high sensitivity but low specificity while the occupancy-interval detector high specificity but low sensitivity. A third detector, the occupancy-state detector, corrects some of the resulting errors by considering the outputs of both the occupancy-change and the occupancy-interval detectors. The process begins by viewing each occupancy-change $\hat{N}_k$ hypothesised by Detector 1 as a true occupancy change, and labelling all occupancy-intervals accordingly. This results in a labelling sequence for the occupancy-intervals that alternates at every hypothesised occupancy change and where the first interval $\hat{N}_0$ is always assumed to be unoccupied. Now the hypothesised changes are considered in turn, beginning with the first. In each case, if the occupancy-intervals to the left and right of a hypothesised change are the same, indicating a false positive by Detector 1, the hypothesised occupancy-change is discounted. This process is illustrated in Figure 6, where a false positive by Detector 1 at $\hat{N}_2$ is removed, thereby associating the accelerometer activity in this interval with patient movement rather than an occupancy change.

Hence, Detector 3 is based on a fixed decision rule. Experimentation indicated that it is so far not possible to improve on this simple rule by for example making Detector 3 a trainable architecture. This may be due to the very small training set for this detector, which consists of only 104 hypothesised occupancy changes and 105 occupancy intervals.

### 6. Classification Process

Classification proceed as follows. First, the accelerometer magnitude signal $a(t)$ is divided into successive five-second frames overlapping by 1 second and from which feature matrices are extracted, as described in Section 5.1. Detector 1, the occupancy-change detector, classifies each such 5-second frame, and results in a set of time instants $\tilde{t}_k$ and associated intervals $\tilde{N}_k$ at which occupancy changes are likely to have occurred (Figure 6). From these intervals $\tilde{N}_k$, the corresponding occupancy-intervals $\hat{N}_k$ are determined, and these are used to extract a new set of feature matrices as described in Section 5.2. These are presented to the occupancy-interval detector, which labels each interval $\hat{N}_k$ as either occupied or unoccupied. Finally, these labels for the $\hat{N}_k$, together with the intervals $\tilde{N}_k$ hypothesised by Detector 1, are processed by Detector 3, resulting in a final set of hypothesised occupancy instants $\check{t}_k$, which allow a bed-occupancy signal $n(t)$ to be determined. These can be compared with the ground truth annotation signal $n(t)$ in order to determine performance, as described in Section 6.2.

#### 6.1. Classifier Architectures

We have considered four classifier types to implement the bed occupancy detection strategy described in the previous section. These are logistic regression (LR), multilayer perceptron (MLP), convolutional neural network (CNN) and long short-term memory (LSTM) architectures. Of these, the first two are shallow architectures which have only been used to classifying occupancy-intervals since in this case the training dataset was especially small.

LR models have been found to outperform other state-of-the-art classifiers such as classification trees, random forests, artificial neural networks and support vector machines in some clinical prediction tasks [47][29]. We have used gradient descent weight regularisation as well as lasso (1 penalty) and ridge (2 penalty) estimators during training [50][51]. These regularisation hyperparameters are optimised during cross-validation, as described in Section 6.2.

MLP models [52] are capable of learning non-linear rela-
Figure 6: Bed Occupancy Detection Process. (a) The measured acceleration signal \( a(t) \) and its ground-truth annotation \( \hat{n}(t) \). (b) The occupancy changes \( N_i \) are labelled as ‘in’ and ‘out’ successively, while the occupancy-interval detector (Detector 2) decides whether each interval \( N_i \) between these occupancy changes is classified as ‘occupied’ or ‘unoccupied’. (c) The occupancy-state detector (Detector 3) considers the decisions by Detectors 1 and 2 and reclassifies some occupancy changes asserted by Detector 1 from ‘change’ to ‘activity’, meaning the accelerometer signal was associated with patient movement in the bed and not with the patient entering or leaving the bed. (d) This automatically-determined bed occupancy \( \hat{n}(t) \) is compared with the hand-annotated bed occupancy \( n(t) \) in order to generate the results shown in Table 2.
Table 2: Feature extraction hyperparameters used in feature extraction for occupancy change and occupancy interval detection. Frame lengths are varied between 320 and 640 milliseconds and the number of frames is varied between 20 and 100.

| Hyperparameter | Description | Range |
|----------------|-------------|-------|
| $\Psi_{OC}$    | Number of samples per frame used by occupancy-change detector (Detector 1) | $2^k$ where $k = 5, 6$ |
| $C_{OC}$       | Number of frames in feature matrix for occupancy-change detector (Detector 1) | 20, 50 |
| $\Psi_{OI}$    | Number of samples per frame used by occupancy-interval detector (Detector 2) | $2^k$ where $k = 5, 6$ |
| $C_{OI}$       | Number of frames in feature matrix for occupancy-interval detector (Detector 2) | 50, 100 |

Table 3: Classifier hyperparameters, optimized using the leave-one-out cross-validation (Section 6.2)

| Hyperparameter | Description | Classifier | Range |
|----------------|-------------|------------|-------|
| $\nu_1$       | Regularisation strength of penalty ratios | LR | $10^i$ where $i = -7, -6, \ldots, 6, 7$ ($10^{-7}$ to $10^7$) |
| $\nu_2$       | $\ell_1$ penalty ratio | LR | 0 to 1 in steps of 0.05 |
| $\nu_3$       | $\ell_2$ penalty ratio | LR | 0 to 1 in steps of 0.05 |
| $\eta_1$      | No. of hidden layers | MLP | 10 to 100 in steps of 10 |
| $\eta_2$      | $\ell_2$ penalty ratio | MLP | $10^i$ where $i = -7, -6, \ldots, 6, 7$ ($10^{-7}$ to $10^7$) |
| $\eta_3$      | Stochastic gradient descent | MLP | 0 to 1 in steps of 0.05 |
| $\xi_1$       | Batch Size | CNN, LSTM | $2^k$ where $k = 6, 7, 8$ |
| $\xi_2$       | No. of epochs | CNN, LSTM | 10 to 200 in steps of 20 |
| $\alpha_1$    | No. of Conv filters | CNN | $3 \times 2^k$ where $k = 3, 4, 5$ |
| $\alpha_2$    | Kernel size | CNN | 2 and 3 |
| $\alpha_3$    | Dropout rate | CNN, LSTM | 0.1 to 0.5 in steps of 0.2 |
| $\alpha_4$    | Dense layer size | CNN, LSTM | $2^k$ where $k = 4, 5$ |
| $\beta_1$     | LSTM units | LSTM | $2^k$ where $k = 6, 7, 8$ |
| $\beta_2$     | Learning rate | LSTM | $10^k$ where $k = -2, -3, -4$ |

In addition to evaluating the overall performance of the bed-occuancy detection system, the individual performance of the occupancy-change detector (Detector 1) and the occupancy-interval detector (Detector 2) are also evaluated separately using the same method and performance indicators.

7. Long-term Cough Monitoring

We now describe how the bed occupancy detection system (developed in this study) and the cough detection system (developed in our previous work [4]) can be integrated to allow the long-term cough monitoring of a patient who was undergoing TB treatment over a period of 14 days. The bed-mounted accelerometer signal was recorded for this patient, who was not part of the dataset compiled in Section 3. Furthermore, since the patient in question was undergoing treatment, the normal laboratory analyses used to assess state of health were available.

7.1. Cough Counting

We have previously developed a system that is able to reliably detect coughs from the same accelerometer signals $a(t)$ we are using for bed-occuancy detection in this work [1]. Since the cough detector uses the accelerometer signal, it is insensitive to the coughs of other patients or visitors. This is especially useful in a multi-bed ward environment such as the TB clinic at which we are attempting to accomplish automatic long-term cough monitoring. A simple threshold-based acoustic event detector, shown in Figure 7, was used was used to select the portions of the acceleration signal to pass to the cough detector.

![Cough Monitor Diagram](image.png)

**Figure 7: Threshold based event detection.** A simple energy threshold detector is used to isolate portions of the accelerometer signal that are passed to the occupancy-change detector (Detector 1).
This algorithm extracted sections of the accelerometer signal for which the mean sample amplitude exceeded a small threshold (1% of the full-scale amplitude) for more than 0.5 seconds. Figure 8 provides a high-level diagram of the long-term monitoring system.

Figure 8: Long-term cough monitoring. A cough detection system provided the start and end times of all detected coughs in the accelerometer magnitude signal \( a(t) \). The bed-occupancy detection system provides the start and end times of all intervals during which the bed is believed to have been occupied. These two sources of information can be used to calculate a cough rate, which is the number of coughs per unit time, for a patient on a certain bed, shown in Figure 7.

7.2. Daily Cough Rate

The average daily cough rate (coughs per 24 hour period) is a means of quantifying how much a patient coughs. It has been postulated that this figure is related to the state of the patient’s health, and therefore can be used as a means of monitoring [5].

\[
R = C \times \frac{B}{24}
\]  

Let \( C \) be the number of coughs detected by the cough detector over a 24-hour period and \( B \) the total time (hours) within this same 24h period that the bed-occupancy detection system believes the patient to have been present in the bed. Then, the daily cough rate \( (R) \) is determined using Equation 6.

7.3. Laboratory Indicators

For the patient whose cough rate we monitored, we also obtained the colony forming unit (CFU) and time to positivity (TTP) values for the same 14-day period. These are both indicators routinely used to monitor the effectiveness of TB treatment.

The colony forming unit (CFU) count is the number of TB bacterial colonies formed at a certain dilution and it is calculated by Equation 7:

\[
CFU = \log_{10} \frac{P_1 + P_2}{2} \times 2 \times 5 \times 10^D
\]  

The quantities \( P_1 \) and \( P_2 \) are the number of formed TB colonies in every 1 ml for the two plates used during culturing and \( D \) is the dilution strength, measured in ml [7].

The time to positivity (TTP) is the number of hours taken for the sputum samples to show signs to being TB positive. When two plates are cultured, the TTP is calculated as the average:

\[
TTP = \frac{H_1 + H_2}{2}
\]

where \( H_1 \) and \( H_2 \) are the number of hours taken for TB samples to become positive for the two plates respectively [7]. Generally, a decrease in CFU is reflected as an increase in TTP, and therefore both can be used as a measure of successful TB treatment [7].

The estimated cost of calculating CFUs is around USD 100 and TTPs is around USD 90 and requires usually 3 to 4 weeks per patient to receive the results.

8. Results

In the following, Sections 8.1, 8.2, and 8.3 will present experimental results for Detectors 1, 2 and 3 respectively for the dataset described in Section 5. Then, Section 8.4 presents results for the long-term cough monitoring described in Section 7.

8.1. Detector 1: Occupancy-Change Detection Results

For the occupancy-change classifier (Detector 1), only the two DNN architectures (CNN and LSTM) were considered. Both alternatives were trained and evaluated on the data introduced in Section 5 using the nested cross-validation procedure described in Section 6.2. The two best-performing (in terms of AUC) systems for each architecture are presented in Table 4. We note again that the hyperparameters listed in this table were optimised as part of the nested cross-validation, and that the classification performance indicators specificity, sensitivity, accuracy and AUC are averages over the seven outer loops of this process. In addition, the standard deviation of the AUC, also calculated over the outer loops, is presented and provides indication of the robustness of the classifiers to variations in the training and testing data.

We see that best bed occupancy change classification performance is achieved by the LSTM when features are extracted using a frame length \( \Phi_{OC} = 64 \) samples (640ms) and extracting \( C_{OC} = 20 \) sub-frames from each five-second classification frame. This system achieves a mean specificity of 71%, a mean sensitivity of 99%, a mean accuracy of 85% and a mean AUC of 0.87. We also see, as already commented in Section 5, that all four systems in Table 4 exhibit a high sensitivity, meaning that very few occupancy-changes are missed, but a lower specificity, meaning that activities such as movement by the patient while in bed are sometimes mis-classified as occupancy changes. Nevertheless, we note that the overall success of Detector 1 in identifying occupancy changes implies that the accelerometer signal for this type of event carries some distinguishing patterns that can be used for automatic classification.

8.2. Detector 2: Occupancy-Interval Detection Results

For the occupancy-interval classifier (Detector 2), two shallow (LR and MLP) and two DNN architectures (CNN and LSTM) were considered. All four were trained and evaluated on the data introduced in Section 5 using the nested cross-validation procedure described in Section 6.2. The best-performing (in terms of AUC) two systems for each architecture are presented in Table 5. As before, the listed hyperparameters were optimised during cross-validation, and classification performance is indicated by the averages over the seven outer cross-validation loops.

We see that best classification performance is again achieved by an LSTM, in this case extracting features using a frame length \( \Phi_{OI} = 64 \) samples (640ms) and 50 sub-frames from each ten-second classification frame. This system achieves a mean specificity of 99%, a mean sensitivity of 85%, a mean accuracy of 92% and a mean AUC of 0.94. We also see, as already commented in Section 5, that all eight systems in Table 5 exhibit a high specificity, meaning that intervals are rarely classified as “occupied” when in fact the bed was empty, but a lower sensitivity, meaning that in some cases the bed is classi-
Figure 9: Mean ROC curve for bed occupancy detection, which shows the best results for LSTM and CNN classifiers. The highest AUC of 0.94 has been achieved for the LSTM classifier, detailed in Table 4.

8.3. Detector 3: Bed Occupancy Detection

As described in Section 8.3, the best performing occupancy-change and occupancy-interval classifiers from Sections 8.1 and 8.2 are compared by the occupancy-state classifier (Detector 3) in order to correct some false positive classification made by Detector 1. The resulting performance when using either CNN or LSTM classifiers for Detectors 1 and 2 is presented in Table 4, while Figure 9 shows the ROC curves for the two best systems. The results in this table reflect the overall per-sample classification performance of our accelerometer-based bed-occupancy detection system. The best performance has been achieved by combining the outputs of the two LSTM classifiers used for Detectors 1 and 2, resulting in an AUC of 0.94, a specificity of 91.71% and a sensitivity of 94.51%. Hence the simple procedure implemented by Detector 3 has resulted in an overall system for which both sensitivity and specificity are high.

8.4. Long-term Cough monitoring

The best LSTM-based bed-occupancy detection system has been used to determine the daily cough rates \( R \) for a new patient over a 14-day period, as described in Section 8.4. Figure 10 shows the cough rate for this patient, together with the CFU and TPP values over the same period. Firstly, we see that the CFU decreases over time, indicating that the number of colonies formed in the sample dilution on average decreases with time. We also see that the TTP increases, over time, showing that the time taken for a TB sample to become positive is also increasing. Therefore both microbiological indicators indicate that, in general, TB treatment which the patient was receiving was successful. Finally, we also see that the daily cough rate decreases over the same time interval. This suggests that automatic long-term cough monitoring, such as that implemented by the system we present in this study, may be an alternative viable means of monitoring the health of patients in a TB clinic. We note that our observations are also in line with the observations found by [13], where the cough frequency was measured manually.

9. Discussion

The results in Section 8.4 demonstrate that bed-occupancy detection is possible to high accuracy based on only the signal captured by a bed-mounted accelerometer. Since cough detection is also possible using this signal, this allows the cough rate to be accurately determined by allowing periods during which the patient leaves the bed to be discounted from the calculation. Basing classification decisions only on the accelerometer signal allows a convenient, non-intrusive and privacy-preserving form of cough monitoring.

Since the accelerometer is bed-mounted, the system is insensitive to coughs from persons other than the patient in the bed. Therefore the system is suited, for example, for a multi-bed ward environment. The results in Section 8.4 show that, for a patient undergoing standard TB treatment, the cough rate decreases over a period of 14 days while laboratory indicators
such as CFU counts and TPP indicate that the treatment is effective. Even though we have shown this for only a single patient and therefore further validation is necessary, this is promising empirical evidence to suggest that cough rate can be used as a method of monitoring the effectiveness of treatment for TB patients, and perhaps also patients with other lung ailments. This could be of benefit because the proposed system is easier, quicker, less invasive and much less costly to implement than laboratory analyses.

## 10. Conclusion and Future Work

We have described a machine learning based bed-occupancy detection system that uses the accelerometer signal captured by a consumer smartphone attached to the patient’s bed. Such bed-occupancy detection is required to allow the implementation of automatic long-term cough monitoring using the same accelerometer signal, since the time which the monitored patient is present in the bed must be known in order to accurately calculate a cough rate. Using a bed-mounted sensor is more convenient and less intrusive than wearable alternatives or video monitoring, and using only accelerometer measurements intrinsically preserves privacy.

For experimental evaluation, we compiled a 249-hour dataset of manually-labelled acceleration signals gathered from seven patients undergoing treatment for tuberculosis (TB). Inspection of these acceleration signals revealed that they are challenging, since they are characterised by brief activity bursts interspersed with long periods of little or no activity, even when the bed is occupied. Initial experimentation revealed that recurrent neural architectures, such as long short-term memory (LSTM) networks, which in other applications often deliver state-of-the-art performance for tasks that require the modelling of complex sequential data, are ineffective when presented with the acceleration signals in our dataset. Hence, to process this signal effectively, we developed three interconnected components. The first, termed the occupancy-change detector, locates instances in time at which the occupancy of the bed is likely to have changed as a result of the patient entering or leaving the bed. The second, termed the occupancy-interval detector, considers the periods between detected occupancy changes and classifies them as being associated with either an occupied or an unoccupied bed. The third and final component, termed the occupancy-state detector, uses the results of the first two detectors to correct some of the falsely-identified occupancy changes.

To implement the system, we consider two shallow (linear regression and multilayer perceptron) and two deep (convolutional neural network (CNN) and LSTM) neural architectures. We employ nested cross-validation to train, optimise and evaluate these architectures and find that a system using LSTM network for both the occupancy-change and the occupancy-interval detectors achieves the best performance, with an area under the ROC curve (AUC) of 0.94. For all considered combinations, we observed that the occupancy-change detector exhibits a high sensitivity but a lower specificity while the occupancy-interval detector exhibits a high specificity but a lower sensitivity. Thus, the final occupancy-state detector was able to rectify many falsely-identified occupancy changes and achieve an overall system exhibiting both high sensitivity and high specificity.

As a final step, we implemented a complete cough monitoring system by integrating a previously-developed cough detector, which uses the same acceleration signal, with our proposed bed-occupancy detection system. The cough detector provides the time instances of detected coughs, while the bed-occupancy detector provides the time intervals during which the bed was occupied. Together, this information can be used to calculate an accurate estimate of the daily cough rate. We evaluated this cough rate monitor using acceleration signals gathered over a

---

### Table 5: Leave-one-patient-out cross-validation results in detecting intervals: The best two results are shown for each classifier along with the best hyperparameters. The results show high specificity, but low sensitivity.

| Classifier | Frame (ΨOI) | Seg (CΩI) | Mean Spec | Mean Sens | Mean Acc | Mean AUC | SD AUC | Best Hyperparameters |
|------------|-------------|-----------|-----------|-----------|----------|----------|--------|----------------------|
| LR         | 32          | 100       | 98%       | 81%       | 89.5%    | 0.91     | 0.0371 | ν₁ = 10⁻⁷, ν₂ = 0.35, ν₃ = 0.45 |
|            | 64          | 50        | 98%       | 80%       | 89%      | 0.90     | 0.0295 |                    |
| MLP        | 64          | 100       | 99%       | 82%       | 90.5%    | 0.92     | 0.0309 | η₁ = 70, η₂ = 10⁻³, η₃ = 0.55 |
|            | 64          | 50        | 98%       | 81.5%     | 90%      | 0.91     | 0.0205 |                    |
| CNN        | 32          | 100       | 99%       | 84%       | 91.5%    | 0.93     | 0.0249 | ξ₁ = 2³, ξ₂ = 140, α₁ = 24, α₂ = 2, α₃ = 0.3, α₄ = 16 |
|            | 64          | 100       | 99%       | 83%       | 91%      | 0.92     | 0.0239 | ξ₁ = 2³, ξ₂ = 100, α₁ = 48, α₂ = 3, α₃ = 0.1, α₄ = 2³ |
| LSTM       | 64          | 50        | 99%       | 83%       | 92%      | 0.94     | 0.0288 | ξ₁ = 2³, ξ₂ = 180, α₃ = 0.3, α₄ = 2³, β₁ = 2², β₂ = 10⁻³ |
|            | 32          | 100       | 99%       | 83%       | 91%      | 0.93     | 0.0190 | ξ₁ = 2³, ξ₂ = 180, α₃ = 0.1, α₄ = 16, β₁ = 2², β₂ = 10⁻³ |

### Table 6: Final leave-one-patient-out cross-validation results in detecting patient’s bed occupancy: The best two results are shown for each classifier along with the best hyperparameters. The highest AUC of 0.94 has been obtained from a LSTM classifier.

| Classifier | Detector 1 | Detector 2 | Mean Specificity | Mean Sensitivity | Mean Accuracy | Mean AUC | SD AUC |
|------------|------------|------------|------------------|------------------|---------------|----------|--------|
| CNN        | 32         | 50         | 93.09%           | 89.77%           | 91.43%        | 0.93     | 0.0205 |
|            | 64         | 50         | 91.01%           | 89.91%           | 90.46%        | 0.92     | 0.0192 |
| LSTM       | 32         | 50         | 94.53%           | 90.88%           | 91.71%        | 0.94     | 0.0278 |
|            | 32         | 20         | 92.53%           | 90.88%           | 91.71%        | 0.93     | 0.0271 |

period of 14 days from a separate patient undergoing TB treatment. The evolution of the resulting cough rate was compared with the evolution of the colony forming unit (CFU) counts as well as the time to positivity (TPP) determined for sputum samples from the same patient obtained by standard microbiological laboratory analyses. We were able to show that, as the CFU decreased with time and the TPP increased with time, indicating that TB treatment was effective, the measured cough rate decreased with time. This provides empirical evidence indicating that cough monitoring based on bed-mounted accelerometer measurements may present a quick, non-invasive, non-intrusive and cost-effective means of monitoring the long-term recovery of TB patients.

As immediate future work, we aim to apply the presented cough monitoring system to a larger number of patients undergoing tuberculosis treatment, to verify whether the link between cough rate and the clinical indicators remains. We would also like to determine whether accuracy can be improved by replacing the occupancy-state detector with a trainable architecture. Although our first attempts at this have not met with success, the extension of our dataset, which is an ongoing process, may make this possible. Finally, we would like to experiment with other neural architectures, such as residual networks (ResNets [22]).
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