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ABSTRACT The stability of grid-connected inverters is very sensitive to varying grid impedance, especially in the weak grid condition. In this paper, based on the Lyapunov method and with the micro-grid impedance identification, an active damping adaptive control strategy is proposed to guarantee local asymptotic stability for an LCL inverter system. First, using the backstepping design and taking the state variable errors as new variables, an appropriate Lyapunov function is constructed, so that the asymptotic stability control law can be obtained. Then, with this asymptotic stability controller, taking the varying impedance into account, an adaptive controller is developed using the Lyapunov direct method. Hence, the controller presented here can assure asymptotic stability, the system performance can also be improved instantly according to the adaptive control, and the expected stability and performance can also be achieved. Finally, the feasibility of the proposed control strategy was verified via a simulation and an experiment.

INDEX TERMS LCL grid-connected inverter, asymptotic stability, backstepping method, Lyapunov function.

I. INTRODUCTION

A grid-connected inverter (GCI) with an LCL filter is widely used in the renewable energy generation (REG) systems [1], [2]. In many practical applications, the microgrid shows a weak grid characteristic, and thus the GCI may be unstable because of the wide variation of the grid impedance [3], [4]. Recently, increasing numbers of solutions have been presented by researchers around the world; among them, an adaptive controller is one of the choices for improving system stability and performance.

For a GCI system under a weak grid, to ensure robustness against impedance variation, many control methods [5]–[19] have been proposed to achieve large stability regions, such as feedforward of the grid voltage at the point of common coupling (PCC) [8], [9], a phase-locked loop (PLL) [10]–[12], damping of LCL resonance [13]–[15], and a current controller [16], [17] among others [18]–[21]. A virtual-inductance adaptive control scheme based on a direct model reference is presented in [22], in which the virtual inductance is updated in real-time according to an adaptation control law, so that the dynamic response of the reference model can be ensured. The advantage of this scheme is that it does not require information regarding the grid impedance $Z_g$; however, constructing a suitable reference model is still a challenge, and unsuitable model selection will lead to poor dynamic performance. To improve the robustness against grid impedance variation, a robust design for an LCL filter and controller were presented in [23], combined with a grid voltage feedforward regulator, where the system stability was improved by a robust designed filter capacitance; however, since the robust control system does not operate around the optimal point, the steady accuracy may not be guaranteed. To widen the stability region of a GCI under a wide-range grid impedance, an auto-tuning high-performance multi-loop control scheme was employed in [24], but for sinusoidal inputs, the zero steady-state error could not be easily obtained because of the PI controller used in the outer loop. A digital deadbeat auto-tuning current controller is employed in [25] to achieve good performance, but the deadbeat controllers require accurate system information, which is difficult to obtain in practice. At the same time, this method is only used for a single phase GCI with an LC output filter, and once the LCL filter is selected, the implemented controller will be more complex. To enlarge the stability regions for varying grid impedance, an adaptive impedance compensator
is proposed in [26], in which the compensator parameters were computed instantly using online grid impedance measurement; however, this method requires the inverter output impedance, and in practical systems, the impedance is not only related to the current controller, but is also affected by the PLL. A novel impedance-phased compensation control strategy is depicted in [27], where the effect of the PLL loop and the digital control delays have been taken into account. The robustness against grid impedance is improved by increasing the phase margin of the GCI. However, the additional passive damping will inevitably increase the power loss of the system. In summary, the methods mentioned above can provide solutions to prevent performance deterioration of the current controller with varying grid impedance, but the resonant damping of the LCL is not taken into account, and thus the further investigations are needed.

Generally speaking, the resonance phenomenon caused by an LCL filter will lead to system instability [28], [25], and thus damping strategies must be used to avoid instability [26], [27], [29]. However, in the case of a weak grid, the changing grid impedance will affect the LCL resonance frequency \( f_{res} \), and thus the resonance damping could be ineffective with changing resonance frequency \( f_{res} \) [12]. A previous report [28] shows that when the resonance frequency \( f_{res} \) is at or below a critical frequency \( f_{crit} \), the resonant pole pairs will be far away from the unit circle, so without damping, the system will be unstable no matter what controllers are employed. Therefore, with varying grid impedance, the damping control may fail, and the system may be unstable. Therefore, an adequate damping scheme is needed in the current controller, so that it can pullback the pole pairs to the stable domain again.

Based on previous studies, a solution for the instability problem caused by changing grid impedance is presented in this paper, where additional active damping is not needed, which can greatly simplify the controller design. At the same time, the possibility of coupling between active damping and the current controller is avoided. In this paper, an adaptive controller based on a Lyapunov function and impedance identification is presented to guarantee local stability. By constructing a proper Lyapunov function using the state variable errors as new variables, the asymptotic stability control law for a GCI is obtained. Moreover, the grid impedance is identified online, after which the adaptive controller is obtained by constructing a suitable Lyapunov function, so the controller behavior can be optimized instantly according to the grid impedance; also, auxiliary adaptive active damping is designed for LCL resonance. Therefore, the main accomplishments of this study are summarized as follows:

1) First, a backstepping design was used to decompose the LCL third-order plant into three first-order subsystems, which can greatly simplify the controller design.

2) Second, as the impedance parameters can be identified online, a local asymptotic stability adaptive controller is developed carefully through a combination of backstepping design and the Lyapunov direct method, so that asymptotic tracking of the reference signal can be obtained and the plant state can tend to a desired value.

3) Finally, an active damping strategy is also obtained for suppressing the LCL resonance under time-varying impedance conditions.

The remainder of this paper is organized as follows: first, the model of a single-phase GCI with an LCL filter is presented in Section II. Second, the backstepping design is discussed in Section III. In Section IV, the adaptive controller is presented to improve the performance with varying grid impedance. Simulation and experimental results are given to verify the proposed method in Section V. Finally, this paper concludes in Section VI.

II. MODELING OF GRID-CONNECTED INVERTER WITH LCL FILTER

Fig.1 shows a simplified block diagram of a single-phase grid-connected full bridge inverter. In the system, \( u_{dc} \) is the DC voltage of the inverter and \( C_{dc} \) represents the DC-link capacitor. \( S_1-S_4 \) are four power switches with an antiparallel diode, and \( u_{in} \) is the output voltage of the inverter. Inverter-side current is denoted \( i_1 \), \( L_1 \) is the filter inductance on the inverter side. \( C \) and \( L_2 \) represent the grid-side capacitor and inductor respectively, composing a third-order filter. In addition, \( u_{pcc} \) denotes the voltage of the PCC; \( u_g \) and \( Z_g \) are the ideal grid voltage and its equivalent grid impedance, respectively; \( l_g \) represents the grid-side current; and \( u_c \) is the capacitor voltage. In this paper, \( Z_g \) is assumed to be pure inductance, which can be added to \( L_2 \) to construct a total inductor \( L_g \), i.e., \( L_g = L_2 + Z_g \). The DC-link voltage is fed by a rectifier, and thus the DC voltage can be assumed to be constant. All power switches work in the ideal state, and pulse-width modulation (PWM) technology is employed to generate the desired sine waves.

Neglecting the equivalent series resistances of passive components, the mathematical model of a single-phase GCI with an LCL filter can be deduced by applying the Kirchhoff voltage and current laws. In the equations below, \( x_1, x_2 \) and \( x_3 \), represent \( i_1, l_g \), and \( u_c \), respectively, and \( y \) denotes the system variables.
output. Then, the state space equation of the inverter can be written as follows:

\[
\begin{align*}
\frac{dx_1}{dt} &= \frac{1}{L_1}\mu u_{dc} - \frac{1}{L_1}x_3 \quad (1.1) \\
\frac{dx_2}{dt} &= \frac{1}{L_g}x_3 - \frac{1}{L_g}u_g \quad (1.2) \\
\frac{dx_3}{dt} &= \frac{1}{C}x_1 - \frac{1}{C}x_2 \quad (1.3) \\
y &= x_2 \quad (1.4)
\end{align*}
\]

Here, the scalar quantity \( \mu \) denotes the signal of a modulated pulse width, acting as the external control input to the system. The following design analysis is based on this model.

### III. CONTROLLER DESIGN BASED ON BACKSTEPPING

In this section, the nonlinear controller is designed based on the backstepping method. The application of the backstepping method is straightforward due to the simplicity of scalar designs. For higher-dimensional systems, we can retain this simplicity via recursive application of backstepping through decompose system into lower-order components, which might be easier to analyze and design. First, using backstepping design, the high-order system is decomposed into low-order subsystems. Then, virtual variables of each subsystem can be obtained by constructing an appropriate Lyapunov function. Finally, the control law is completed by integrating them back into the entire system.

In this study, a recursive subsystem design method for a third-order LCL-type inverter is performed. This system can be regarded as a cascade system consisting of three subsystems; the first is (1.2), with \( x_3 \) as the input; the second is (1.3), with \( x_1 \) as the input; and the third is (1.1), with \( \mu \) as the input. As shown in Fig. 2, the subsystems are denoted as A, B, and C, respectively. The virtual control law for each corresponding subsystem will be selected using the Lyapunov stability theorem [30]. Therefore, the backstepping control method can guarantee the internal dynamic stability because of the strict Lyapunov function in each step.

We start with system A and view \( x_3 \) as the control input. Supposing the grid impedance to be zero, the goal is to adjust the output \( y \) to track its desired operating point \( y_3 = x_{2d} \).

Introducing the first tracking error variable

\[ z_1 = x_2 - x_{2d} \quad (2) \]

We take the time derivative of both sides of (2); combining (1) and (2), we obtain

\[ z_1 = x_2 - x_{2d} = \frac{1}{L_g}x_3 - \frac{1}{L_g}u_g - x_{2d} \quad (3) \]

\( x_3 \) acts as the virtual control error of this subsystem.

To improve the system’s robustness against modeling uncertainties and external disturbance [31], the integral term of \( z_1 \) is introduced before selecting the first candidate Lyapunov function.

\[ z_0 = \int_0^t z_1(\tau) d\tau \quad (4) \]

Now, we take the first candidate Lyapunov function as

\[ V_1 = \frac{1}{2}z_1^2 + \frac{1}{2}\lambda z_0^2 \quad (5) \]

Here, \( \lambda \) represents the integral adjustment parameter. The time derivative of \( V_1 \) is computed as

\[ \dot{V}_1 = z_1(\frac{1}{L_g}x_3 - \frac{1}{L_g}u_g - x_{2d}) + \lambda z_0 z_1 \quad (6) \]

To satisfy the strict negative property of (6), we select

\[ \dot{V}_1 = -k_1 z_1^2 \quad (7) \]

where \( k_1 > 0 \). Combining (6) and (7), the virtual control law is calculated as follows

\[ \alpha_1 = L_g(-k_1 z_1 - \lambda z_0 + x_{2d} + \frac{1}{L_g}u_g) \quad (8) \]

\( \alpha_1 \) is just the stable variable of \( x_3 \), not the actual control law. Therefore, let \( \alpha_1 \) to be the desired value of \( x_3 \). This can be prescribed as

\[ x_{3d} = \alpha_1 \quad (9) \]

Here \( x_{3d} \) represents the expected value of \( x_3 \).

Let \( z_2 \) be the error between \( x_3 \) and its desired value \( x_{3d} \).

\[ z_2 = x_3 - x_{3d} = x_3 - \alpha_1 \quad (10) \]

Substituting (10) into (3), the equation can be expressed as

\[
\begin{align*}
\dot{z}_1 &= \frac{1}{L_g}(z_2 + \alpha_1) - \frac{1}{L_g}u_g - x_{2d} \\
&= \frac{1}{L_g}z_2 - k_1 z_1 - \lambda z_0 \quad (11)
\end{align*}
\]

The time derivative of \( z_2 \) can be written as follows:

\[ \dot{z}_2 = \frac{1}{C}x_1 - \frac{1}{C}(z_1 + x_{2d}) - \alpha_1 \quad (12) \]

In the new coordinates \( (z_1, z_2) \), the subsystem is expressed as

\[
\begin{align*}
\dot{z}_1 &= \frac{1}{L_g}z_2 - k_1 z_1 - \lambda z_0 \\
\dot{z}_2 &= \frac{1}{C}x_1 - \frac{1}{C}(z_1 + x_{2d}) - \alpha_1
\end{align*}
\]
Then, $x_1$ is the virtual control law of subsystem (13), and the asymptotic stability of (13) is guaranteed by designing an appropriate virtual control law. Constructing candidate Lyapunov function $V_2$ with a quadratic term in the error variable $z_2$,

$$V_2 = V_1 + \frac{1}{2} z_2^2$$ (14)

The time derivative of $V_2$ is computed as

$$\dot{V}_2 = z_1(\frac{1}{L_g} z_2 - k_1 x_1) + z_2(\frac{1}{C} x_1 - \frac{1}{C} z_1 - \frac{1}{C} x_2d - \lambda_1)$$

$$= -k_1 z_1^2 + z_2(\frac{1}{L_g} z_1 + \frac{1}{C} x_1 - \frac{1}{C} z_1 - \frac{1}{C} x_2d - \lambda_1)$$ (15)

To satisfy the strict negative property of the time derivative of the candidate function $V_2$, we select

$$\dot{V}_2 = -k_1 z_1^2 - k_2 z_2^2$$ (16)

where $k_2 > 0$. Then, the expression of virtual control law $\alpha_2$ can be achieved by comparing equations (16) and (15), the stabilizing function of $x_1$

$$\alpha_2 = -k_2 C z_2 - \frac{1}{L_g} C z_1 + z_1 + x_2d + \lambda_1$$ (17)

However, the real control variable is not $x_1$, and $\alpha_2$ is just a desired value for $x_1$, which can be described as

$$x_{1d} = \alpha_2$$ (18)

Here $x_{1d}$ is the desired value of $x_1$.

Let $z_3$ be the error of $x_1$ from its desired value $x_{1d}$.

$$z_3 = x_1 - x_{1d} = x_1 - \alpha_2$$ (19)

Then (12) can be expressed as

$$\dot{z}_3 = \frac{1}{C} z_3 - k_2 z_2 - \frac{1}{L_g} z_1$$ (20)

Taking the time derivative of both sides of equation (19), the time derivative of $z_3$ can be written as

$$\dot{z}_3 = a_0 \mu - \frac{1}{L_1}(z_2 + \alpha_1) - \lambda_2$$ (21)

Here $a_0 = \frac{a}{\lambda_1}$.

By recursive application of backstepping, the system can be represented as (22) in the new coordinates ($z_1$, $z_2$, $z_3$).

$$\begin{cases}
    z_1 = \frac{1}{L_g} z_2 - k_1 x_1 - \lambda_2 \\
    z_2 = z_3 - k_2 z_2 - \frac{1}{L_g} z_1 \\
    z_3 = a_0 \mu - \frac{1}{L_1}(z_2 + \alpha_1) - \lambda_2
\end{cases}$$ (22)

Then, the open-loop system in ($z_1$, $z_2$, $z_3, z_0$) can be written as

$$\dot{Z} = A_o Z + B_o a_0 \mu + w$$

$$y = C_o$$ (23)

where

$$Z = [z_1 \ z_2 \ z_3 \ z_0]^T$$

$$A_o = \begin{bmatrix}
    -k_1 & \frac{1}{L_2} & 0 & -\lambda_1 \\
    -\frac{1}{L_2} & -k_2 & \frac{1}{C} & 0 \\
    0 & -\frac{1}{L_1} & 0 & 0 \\
    1 & 0 & 0 & 0
\end{bmatrix}$$

$$B_o = [0, 0, 1, 0]^T, \quad C_o = [1, 0, 0, 0]$$

$$w = [0, 0, -\frac{1}{L_1} \alpha_1 - \alpha_2, 0]^T$$

The actual control law is presented in the system (22), so the uniformly asymptotic stability of (22) must be guaranteed. By adding a new variable $z_3$ quadratic term into (14), a new candidate Lyapunov function $V_3$ can be achieved as follows

$$V_3 = V_2 + \frac{1}{2} z_3^2$$ (24)

The time derivative of $V_3$ is computed as

$$\dot{V}_3 = z_1(\frac{1}{L_g} z_2 - k_1 x_1 - \lambda_2) + z_2(\frac{1}{C} z_3 - k_2 z_2 - \frac{1}{L_g} z_1)$$

$$+ z_3 \dot{z}_3$$

$$= -k_1 z_1^2 - k_2 z_2^2 + z_3(\frac{1}{C} z_2 + a_0 \mu - \frac{1}{L_1}(z_2 + \alpha_1) - \lambda_2)$$ (25)

Here, $\mu$ must be designed to make (24) strictly negative. The control law is

$$\mu = \frac{1}{a_0}(z_3 + \alpha_2 + \frac{1}{L_1}(z_3 + L_g x_2d - k_1 L_g z_1)$$

$$+ u_g - \lambda_2 z_2 - \frac{1}{C} z_2)$$ (26)

where $k_1 > 0$, which yields

$$\dot{V}_3 = -k_1 z_1^2 - k_2 z_2^2 - k_3 z_3^2 < 0$$ (27)

First, according to the Lyapunov stability theory, error system (22) is of uniformly asymptotic stability, which implies the uniform boundedness of tracking errors $z_1$, $z_2$, and $z_3$. Then, because the desired grid current reference signal ($x_{2d}$) is bounded, the uniform boundedness of $x_2$ can be achieved. Similarly, the boundedness of virtual control signals in (8) and (17) can also be concluded from the boundedness of signals $z_1$, $z_2$, and $u_g$, as well as their time derivatives $\alpha_1$, $\alpha_2$. Essentially, $\alpha_1, \alpha_2 \in L_\infty$, $z_1, z_2, z_3 \in L_\infty$.

Based on the above analysis, the boundedness of $\mu$ can be ensured; thus, the time derivative of the error signals in (22) and the candidate Lyapunov function (24) are also bound. Moreover, according to equation (26), the dissipation of the system can be guaranteed, which indicates that $z_1, z_2, z_3 \in L_2$. Combining $z_1, z_2, z_3 \in L_\infty$, $z_1, z_2, z_3 \in L_2$ with $z_1, z_2, z_3 \in L_\infty$, the following conclusions are obvious: $z_1, z_2, z_3$ asymptotically converge to 0.
In short, the state variables $x_1$, $x_2$, and $x_3$ converge to their respective reference values $\omega_2$, $\omega_{2d}$, and $\alpha_1$ asymptotically. In this paper, the reference current signal and grid voltage are treated as ideal sinusoidal signals; thus, the control law (26) can be described as (28). The results show that the proposed control scheme requires not only an additional PCC voltage feedforward, but also LCL resonance damping, which have already been integrated into the controller.

However, the above controllers are carried out under the assumption that $Z_g$ is zero. Actually, in the case of a weak grid, $Z_g$ varies when it is integrated into $L_2$, the LCL resonance frequency $f_{res}$ will change. As shown in Fig.3, as $Z_g$ increases the resonant frequency $f_{res}$ gradually decreases. However, in (28), the active damping term does not change, so the resonance damping could be ineffective and the system may be unstable. Therefore, it is necessary to adjust the control parameter adaptively to stabilize the system [32].

IV. ADAPTIVE CONTROLLER DESIGN AND PARAMETER SELECTION

A. ADAPTIVE CONTROL BASED ON THE IDENTIFICATION OF GRID IMPEDANCE

To solve the problem in Section III, an adaptive controller based on grid impedance identification is designed in this section.

The control law (28) is given to maintain the system stability. However, when $Z_g$ varies widely, the system will deteriorate, even reaching instability. Therefore, an adaptive backstepping controller is proposed to address those issues.

First, the identified $Z_g$ is treated as a new variable. The uncertainty of $Z_g$ leads to the uncertainty of total inductance on the grid side. Therefore, we set $L_g$ as $\theta$ before designing an adaptive controller. Then, system (22) in the new coordinates $(z_1, z_2, z_3)$ can be obtained as follows:

\[
\begin{align*}
\dot{z}_1 &= \frac{1}{\theta}z_2 - k_1z_1 - \lambda z_0 \\
\dot{z}_2 &= \frac{1}{C}z_3 - k_2z_2 - \frac{1}{\theta}z_1 \\
\dot{z}_3 &= a_0\mu - \frac{1}{L_1}(z_2 + \alpha_1) - \alpha_2 
\end{align*}
\]

(29)

The estimated value $\hat{\theta}$ can be used to replace $\theta$ because of the parameter uncertainty, so that control law (28) can be described as

\[
\mu = \frac{1}{a_0}(k_3z_3 + \alpha_2 + \frac{1}{L_1}(z_3 + \theta \cdot x_{2d} - k_1 \cdot \hat{\theta} z_1) \\
+ u_8 - \lambda \cdot \hat{\theta} z_0) - \frac{1}{C}z_2)
\]

(30)

Moreover, (21) can be rewritten as

\[
\begin{align*}
\dot{z}_3 &= a_0\mu - \frac{1}{L_1}(z_2 + \alpha_1) - \alpha_2 \\
&= -k_3z_3 - \frac{1}{L_1}(\theta x_{2d} - k_1 \cdot \hat{\theta} z_1 - k_2z_2 - \frac{1}{L_1}z_1)
\end{align*}
\]

(31)

where $\hat{\theta} = \theta - \tilde{\theta}$ is the parameter estimation error.

Finally, the closed-loop system with parameters estimated under the new coordinates $(z_1, z_2, z_3)$ can be expressed as

\[
\begin{align*}
\dot{z}_1 &= -k_1z_1 + \frac{1}{z_2} \\
\dot{z}_2 &= -\frac{1}{z_1}z_1 - k_2z_2 + \frac{1}{C}z_3 \\
\dot{z}_3 &= k_1 \cdot \hat{\theta} z_1 - \frac{1}{L_1}z_2 - k_3z_3 - \frac{1}{L_1}x_{2d}\hat{\theta}
\end{align*}
\]

(32)

Now the last augmented Lyapunov function is chosen as

\[
V_4 = V_3 + \frac{1}{2\gamma}z_2^2\hat{\theta}
\]

(33)

Here, $\gamma > 0$ is the adaptation gain. The time derivative of $V_4$ can be written as

\[
\dot{V}_4 = z_1 \cdot \dot{z}_1 + z_2 \cdot \dot{z}_2 + z_3 \cdot \dot{z}_3 + \frac{1}{\gamma}z_2 \cdot \dot{\hat{\theta}}
\]
In (34), all terms containing $\sim\theta$ have been merged together. To eliminate them, the updated law would be

$$\dot{\theta} = \gamma \left( \frac{1}{L_1} k_1 z_1 z_3 - \frac{1}{L_1} z_3 x_{2d} + \frac{1}{L_1} \theta \right)$$  \hspace{1cm} (35)$$

Then, substituting the analytical expression of update (34) into (33), we obtain

$$V_4 = -k_1 z_1^2 - k_2 z_2^2 - k_3 z_3^2 \leq 0$$ \hspace{1cm} (36)$$

The closed-loop error system becomes (37). The control block diagram is shown in Fig.4.

$$\begin{aligned}
\bullet z_1 &= -k_1 z_1 + \frac{1}{\theta} z_2 - \lambda z_0 \\
\bullet z_2 &= -\frac{1}{\theta} z_1 - k_2 z_2 + \frac{1}{C} z_3 \\
\bullet z_3 &= \frac{k_1}{L_1} \theta z_1 - \frac{1}{C} z_2 - k_3 z_3 + \frac{1}{L_1} \lambda \theta z_0 - \frac{1}{L_1} \theta x_{2d} \\
\bullet z_0 &= z_1 \\
\bullet \hat{\theta} &= \gamma \left( \frac{1}{L_1} k_1 z_1 z_3 - \frac{1}{L_1} x_{2d} z_3 + \frac{1}{L_1} \lambda z_0 z_3 \right) \\
\end{aligned}$$  \hspace{1cm} (37)$$

The state space expression of the closed-loop system is

$$\dot{Z} = A_c Z + A_1 \hat{\theta}$$  \hspace{1cm} (38)$$

Here

$$A_c = \begin{bmatrix}
-k_1 & 1 & 0 & -\lambda \\
1 & -k_2 & 0 & 0 \\
0 & \frac{1}{C} & \frac{1}{L_1} & -k_3 \\
1 & 0 & 0 & 0
\end{bmatrix}$$  \hspace{1cm} (39)$$

$$A_1 = \begin{bmatrix}
0 \\
0 \\
-\frac{1}{L_1} x_{2d} + \frac{1}{L_1} \lambda z_0 + \frac{k_1}{L_1} z_1 \\
0
\end{bmatrix}$$

**B. SELECTION OF CONTROL PARAMETERS**

The nonlinear control law shown in (30) is quite complex, which causes difficulty for the selection of controller parameters. Substituting (17) into (30), (30) can be rewritten as (39).

$$\mu = m_{\mu} z_1 + n_{\mu} z_2 + p_{\mu} z_3 + q_{\mu} x_{2d} + \frac{L C + 1}{a_0 L_1} u_0 + \frac{\theta C}{a_0} x_2 + \frac{L_1 + \hat{\theta} + L C \hat{\theta}}{a_0 L} x_{2d}$$  \hspace{1cm} (39)$$
Corollary 1: if the closed-loop transfer function for a stable system has the following general form

$$\phi(s) = \frac{Y(s)}{R(s)} = \frac{b_0}{s^n + a_{n-1}s^{n-1} + \ldots + a_1s + a_0}$$

Here $a_0 = b_0$, then the optimal coefficient of $\phi(s)$ can be determined, and the ITAE performance index of the system to step response is minimal. i.e. $\text{ITAE} = \int_0^T t|e(t)|dt$ is minimal.

The steady-state error of system to step response is 0.

Corollary 2: For the step response of a fourth-order system, the characteristic polynomial optimal system based on the ITAE index is presented as:

$$s^4 + 2.1\omega_n s^3 + 3.4\omega_n^2 s^2 + 2.7\omega_n^3 s + \omega_n^4$$

where, $\omega_n$ is the natural frequency of the system.

According to the closed-loop system (38), the characteristic equation can be calculated as follow:

$$|sI - A_c| = s^4 + as^3 + bs^2 + cs^1 + d = 0$$

where

$$a = k_1 + k_2 + k_3 - \frac{1}{L_1}$$

$$b = k_1k_2 + k_2k_3 + k_1k_3 + \frac{1}{L_2^2} + \frac{1}{CL_1} + \frac{1}{C^2}$$

$$- \frac{1}{L_1}(k_1 + k_2) + \lambda$$

$$c = k_1k_2k_3 + (k_3 + k_2)\lambda - \frac{1}{L_1}k_1k_2 + \frac{1}{C^2}k_1 + \frac{1}{L_2}k_3$$

$$- \frac{1}{L_1L_2^2} - \frac{1}{L_1}\lambda + \frac{1}{CL_1}$$

$$d = \frac{1}{L_1C}\lambda - \frac{1}{L_1k_2}\lambda + k_2k_3\lambda$$

compare (41) with (42), we can get

$$a = 2.1\omega_n$$

$$b = 3.4\omega_n^2$$

$$c = 2.7\omega_n^3$$

$$d = \omega_n^4$$

(43)

Let $\Delta$ represents the error between the actual system output and the steady-state output, and choose $\Delta = 0.05$, so that the system adjustment time $t_s$ is

$$t_s \leq \frac{3.5}{\xi \omega_n}$$

Here $\xi$ is damping rate.

Let $\xi = 0.707$, then $t_s = \frac{3.5}{\xi \omega_n} = 0.06s$, so

$$\omega_n = 82$$

Substitute (45) into (42), and the nominal values of the main circuit are shown in Table 1. The optimal control parameters base on the ITAE performance index can be obtained as

$$(k_1, k_2, k_3, \lambda) = (4.5 \times 10^5, 2.99 \times 10^5, 2.12 \times 10^5, 2.13 \times 10^5)$$

(46)
According to the closed-loop transfer function (47), to further improve the system performance, the pre-integrator ($dCL_2/s$) is connected to the input to make the closed-loop transfer function in the form of (40), so as to have the expected optimal ITAE index.

$$G_c = C_o(sI - A_c)^{-1}B_o = \frac{1}{CL_2} \frac{s}{s^3 + as^2 + bs + cs + d} \quad (47)$$

The closed-loop transfer function after introducing the pre-integrator can be expression as

$$G_{c,pr} = \frac{d}{s^3 + as^2 + bs + cs + d} \quad (48)$$

MATLAB/Simulink is used to analyse the step response of the system. The step response of the closed-loop system under the unit step input and unit step disturbance are shown in Fig.5. As can be seen from the block line in Fig.5, when the optimal control parameters (46) are used to control the system, the overshoot for step response is only 12%, the adjustment time is 0.06s, the steady-state error is 0%, and the maximum output under unit step disturbance is only 0.006.

However, the above analysis is based on the grid impedance is zero, in fact, the grid impedance is time-varying, which can affect system performance. So, in this paper, grid impedance identification is carried out by using a non-characteristic frequency injection method [34], [35]. The 75Hz harmonic component is injected into the reference signal of grid-connected current, then the amplitude and phase of the 75Hz harmonic component in the grid-connected current and PCC voltage are extracted by using the discrete Fourier transform. The grid impedance can be calculated by (49)

$$Z_g = \sin\phi \frac{|u_{pcc,75}|}{|i_{2,75}|} \quad (49)$$

where $f_i = 75Hz$, $u_{pcc,75}$ and $i_{2,75}$ are the harmonic components of PCC voltage and grid-connected current at 75Hz, respectively.

The identification results are used for adaptive control. The step response under the adaptive control is shown as blue and red lines in Fig.5. It can be found that the adaptive controller proposed in this paper can guarantee better performance.

V. SIMULATION AND EXPERIMENT RESULTS

A single-phase GCI with an LCL output filter was constructed for simulation and experimental verification in this section. Simulations were carried out by MATLAB/Simulink. The proposed control strategy was implemented using...
a TMS320F28335 floating-point Digital Signal Processor (DSP). The parameters listed in Table 1 were used. Moreover, the only difference between the simulation and experiment is that ideal switches and an ideal power source were used in simulations, which is not the case in practice.

**A. PERFORMANCE ANALYSIS THROUGH SIMULATION**

In this section, the initial control parameters chosen were set as (46). The first simulation was carried out using the controller based on backstepping method proposed in Section III, where the \( Z_g \) values were set at 0mH, 1mH and 2mH. The simulation waveforms are shown in Fig. 6. In the case of a stiff grid, a better dynamic and steady-state performance can be obtained, as shown in Fig. 6(a), and \( u_{pcc} \) is not affected during dynamic switching. With increasing \( Z_g \), the control performance deteriorated, as shown in Fig. 6(b) and Fig. 6(c). When \( Z_g \) is 1mH, both \( i_g \) and \( u_{pcc} \) have large ripples, and the high amount of ripple across the inverter-side inductor will contribute greatly to the system power losses. At the moment of dynamic switching, \( u_{pcc} \) is affected by \( i_g \). As shown
in Fig. 6(c), the steady-state \( i_g \) and \( u_{pcc} \) waveforms were degraded as \( Z_g \) increased. Therefore, when \( Z_g \) varies over a wide range, it is necessary to design an adaptive controller for the GCI to improve the system performance.

Fig. 7 shows the waveforms of \( i_g \) and \( u_{pcc} \) with an adaptive controller. When \( Z_g \) is zero, \( i_g \) tracks its reference well and is in phase with \( u_{pcc} \). In the process of dynamic switching, \( i_g \) is stable after a slight oscillation, while \( u_{pcc} \) is not affected. With \( Z_g \) increasing, the dynamic and steady-state performances are better than those without the adaptive controller, as shown in Fig. 7(b) and Fig. 7(c). The \( i_g \) tends to become stable after a small oscillation at the moment of switching, and \( u_{pcc} \) is only slightly affected.

In Fig. 8, the THD results of the full-load \( i_g \) waveform in Fig. 6 and the THD results of the full-load \( i_g \) in Fig. 7 are presented, which indicate that the THDs with adaptive control are 1.98%, 2.26%, and 2.85%, respectively, showing that the THDs with the adaptive controller are far lower than those without adaptive control. In addition, when \( Z_g \) varies, the THDs with non-adaptive control greatly exceed the grid-connected standard.

Based on the above analysis, the following conclusions are clear: under weak grid conditions, the system stability can be guaranteed by the proposed adaptive controller, and good dynamic and steady-state performance can also be obtained.

**B. EXPERIMENTAL RESULTS**

The experiment was carried out for \( Z_g \) values of 0mH, 1mH and 2mH, respectively. Systems with an backstepping controller and an adaptive controller were built at the same time. The corresponding experimental waveforms are shown in Fig. 9 and Fig. 10, respectively.

The result in Fig. 9(a) shows that the system can operate safely and stably in a stiff grid condition. Once it works under a weak grid, the current and voltage all have a high amount of ripples, as shown in Fig. 9(b) and Fig. 9(c). The grid impedance has a serious impact on the grid current and thus affects the stability and performance of the system, which is consistent with the simulation results in Fig. 6. Fig. 10 shows the experimental waveforms with the adaptive controller proposed in this paper. This control scheme can guarantee system stability, even when \( Z_g \) is increased up to 2mH. Moreover, the \( i_g \) can be kept in desirable steady-state performance, and \( Z_g \) has almost no influence on it.

To verify the dynamic response of the proposed controller, this paper compares it with an adaptive control based on the PI(proportional-integrator) method, a classical control method. The results based on backstepping and PI are shown in Fig. 11 and Fig. 12, respectively. Fig. 11(a) and Fig. 12(a) show that as load switches from 20 A to 10 A, the output current changes smoothly to track the reference, and the
transition time is only 2 ms. At the zero-crossing point, the
current waveform is slightly distorted, which is mostly a
result of the dead zone time. The current waveform as the
load switches from 10 A to 20 A is shown in Fig. 11(b)
and Fig. 12(b). At that moment, the peak current value
reaches 26 A, exceeding the rating by 30%, but it recovered
immediately after 2 ms. At the same time, the \( u_{\text{pcc}} \) is only slightly affected. The results of the corresponding harmonic analysis of \( i_g \) under full load is shown in Fig. 11(c) and Fig. 12(c), where their THDs are only 2.9% and 2.8%, respectively, meeting the grid-connected requirements. These results show that both of the two control methods can achieve a good control effect when the grid impedance is known.

However, once there is a deviation in the estimation of grid impedance, the effect of adaptive control based on PI is significantly worse than that based on backstepping method, as shown in Fig. 13 and Fig. 14. The steady-state waveform with \( L_g = 2.4 \, \text{mH} \) and 1.6 \, \text{mH}, deviations of 20% from the actual value of 2 \, \text{mH}, are given in Figs. 13(a,b) and Fig 14(a,b), respectively. Their corresponding THDs are shown in Figs. 13(c,d) and Fig 14(c,d), respectively. Obviously, the ripple of PI-based adaptive controller is larger than that based on the backstepping method, the corresponding THDs are 4.7% and 4.6%, respectively. While the THDs of the adaptive control based on backstepping method are only 3.5% and 3.4%, respectively. These results show that the adaptive control algorithm proposed in this paper has a greater tolerance for the deviation of grid impedance estimation.

VI. CONCLUSION

In this paper, an adaptive control strategy based on the Lyapunov direct method and impedance identification was proposed. Detailed procedures for adaptive backstepping design were given, and a 2.2-kW laboratory prototype was also constructed. The major conclusions can be summarized as follows:

1) Backstepping design is an effective approach to simplify controller development resulting from plant decomposition, i.e., the LCL filter can be considered as three first-order plants, which makes the controller design very simple.

2) The developed adaptive controller can track the reference signal asymptotically, and the plant state can tend to a desired value. The system’s local stability, can be obtained using the proper Lyapunov candidate function.

3) An adaptive active damping strategy is also given for damping of the LCL resonance with grid impedance variation.

Simulation and experimental results were consistent with the analysis, verifying the effectiveness of the proposed methods. However, for this system, the selection of a more appropriate Lyapunov function remains to be investigated.

REFERENCES

[1] Y. Li and F. Nejabatkhah, “Overview of control, integration and energy management of microgrids,” J. Mod. Power Syst. Clean Energy, vol. 2, no. 3, pp. 212–222, Sep. 2014, doi: 10.1007/s40565-014-0063-1.

[2] F. Blaabjerg, R. Teodorescu, M. Lisserre, and A. V. Timbus, “Overview of control and grid synchronization for distributed power generation systems,” IEEE Trans. Ind. Electron., vol. 53, no. 5, pp. 1398–1409, Oct. 2006, doi: 10.1109/TIE.2006.881997.

[3] M. Lisserre, R. Teodorescu, and F. Blaabjerg, “Stability of photovoltaic and wind turbine grid-connected inverters for a large set of grid impedance values,” IEEE Trans. Power Electron., vol. 21, no. 1, pp. 263–272, Jan. 2006, doi: 10.1109/TPEL.2005.861185.

[4] J. Sun, “Impedance-based stability criterion for grid-connected inverters,” IEEE Trans. Power Electron., vol. 26, no. 11, pp. 3075–3078, Nov. 2011, doi: 10.1109/TPEL.2011.2136439.

[5] D. Pan, X. Ruan, C. Bao, W. Li, and X. Wang, “Optimized controller design for LCL-type grid-connected inverter to achieve high robustness against grid-impedance variation,” IEEE Trans. Ind. Electron., vol. 62, no. 3, pp. 1537–1547, Mar. 2015, doi: 10.1109/TIE.2014.2341584.

[6] L. Harnefors, L. Zhang, and M. Bongiorno, “Frequency-domain passivity-based current controller design,” IET Power Electron., vol. 1, no. 4, pp. 455–465, Dec. 2008, doi: 10.1049/iet-pel.20070286.

[7] L. Harnefors, A. G. Yepes, A. Vidal, and J. Dovai-Gandoy, “Passivity-based controller design of grid-connected VSCs for prevention of electrical resonance instability,” IEEE Trans. Ind. Electron., vol. 62, no. 2, pp. 702–710, Feb. 2015, doi: 10.1109/TIE.2014.2336632.

[8] J. Xu, S. Xie, Q. Qian, and B. Zhang, “Adaptive feedforward algorithm without grid impedance estimation for inverters to suppress grid current instabilities and harmonics due to grid impedance and grid voltage distortion,” IEEE Trans. Ind. Electron., vol. 64, no. 9, pp. 7574–7586, Sep. 2017, doi: 10.1109/TIE.2017.2711523.

[9] W. Cao, Y. Ma, and F. Wang, “Adaptive impedance compensation of inverters for stable grid integration based on online resonance detection,” in Proc. IEEE Appl. Power Electron. Conf. Expo. (APEC), Mar. 2019, pp. 3151–3158, doi: 10.1109/APEC.2019.8722318.

[10] K. Seifi and M. Moallem, “An adaptive PR controller for synchronizing grid-connected inverters,” IEEE Trans. Ind. Electron., vol. 66, no. 3, pp. 2034–2043, Mar. 2019, doi: 10.1109/TIE.2018.2838098.

[11] H. Temiz, O. Keyvan, and E. Demirok, “Adaptive controller based on grid impedance estimation for stable operation of grid-connected inverters under weak grid conditions,” IET Power Electron., vol. 13, no. 13, pp. 2692–2705, Oct. 2020, doi: 10.1049/ietsel.2019.1411.

[12] J. Xu, Q. Qian, and S. Xie, “Adaptive control method for enhancing the stability of grid-connected inverters under very weak grid condition,” in Proc. IEEE Appl. Power Electron. Conf. Expo. (APEC), Mar. 2018, pp. 1141–1146, doi: 10.1109/APEC.2018.8341160.

[13] J. Yuan, A. Al Durra, and E. El-Saadany, “Adaptive digital notch filter based on online grid impedance estimation for grid-tied LCL filter systems,” Electr. Power Syst. Res., vol. 172, pp. 183–192, Jul. 2019, doi: 10.1016/j.epsr.2019.02.023.

[14] J. Li, Y. Tang, and J. Li, “Research on adaptive suppression of LCL converter grid-connected system,” J. Electr. Comput. Eng., vol. 2020, pp. 1–9, Apr. 2020, doi: 10.1155/2020/1950073.

[15] Y. Jing, A. A. Durra, and E. F. El-Saadany, “An adaptive digital notch filter based on grid impedance estimation for improving LCL filter performance,” in Proc. IEEE PES Transmiss. Distrib. Conf. Expo. (T&D), Apr. 2018, pp. 1–5, doi: 10.1109/TED.2018.8440296.

[16] H. Goh, M. Armstrong, and B. Zahawi, “Adaptive control technique for suppression of resonance in grid-connected PV inverters,” IET Power Electron., vol. 12, no. 6, pp. 1479–1486, May 2019, doi: 10.1049/iet-pel.2018.5170.

[17] Y. Zhu and J. Fei, “Adaptive global fast terminal sliding mode control of grid-connected photovoltaic system using fuzzy neural network approach,” IEEE Access, vol. 5, pp. 9476–9484, 2017, doi: 10.1109/ACCESS.2017.2707666.

[18] Y. Yang, K. Zhou, H. Wang, F. Blaabjerg, D. Wang, and B. Zhang, “Frequency adaptive selective harmonic control for grid-connected inverters,” IEEE Trans. Power Electron., vol. 30, no. 7, pp. 3912–3924, Jul. 2015, doi: 10.1109/TPEL.2014.2340409.

[19] S. Eren, M. Pahlevani, A. Bakhshai, and P. Jain, “An adaptive droop DC-bus voltage controller for a grid-connected voltage source inverter with LCL filter,” IEEE Trans. Power Electron., vol. 30, no. 2, pp. 547–560, Feb. 2015, doi: 10.1109/TPEL.2014.2308251.

[20] A. Bag, B. Subudhi, and P. K. Ray, “An adaptive sliding mode control scheme for grid integration of a PV system,” CPSS Trans. Power Electron. Appl., vol. 3, no. 4, pp. 362–371, Dec. 2018, doi: 10.24295/CPST-PEA.2018.00035.

[21] A. Adib, B. Mirafzal, X. Wang, and F. Blaabjerg, “On stability of voltage source inverters in weak grids,” IEEE Access, vol. 6, pp. 4427–4439, 2018, doi: 10.1109/ACCESS.2017.2788818.
[22] A. Adib, F. Fateh, and B. Mirafzal, “Smart inverter stability enhancement in weak grids using adaptive virtual-inductance,” IEEE Trans. Ind. Appl., vol. 57, no. 1, pp. 814–823, Jan. 2021, doi: 10.1109/TIA.2020.3034070.

[23] M. Lu, A. Al-Durra, S. M. Muyeen, S. Leng, P. C. Loh, and F. Blaabjerg, “Benchmarking of stability and robustness against grid impedance variation for LCL-filtered grid-interfacing inverters,” IEEE Trans. Power Electron., vol. 33, no. 10, pp. 9033–9046, Oct. 2018, doi: 10.1109/TPEL.2017.2784685.

[24] Q. Liu, T. Caldognetto, and S. Buso, “Stability analysis and auto-tuning of interlinking converters connected to weak grids,” IEEE Trans. Power Electron., vol. 34, no. 10, pp. 9435–9446, Oct. 2019, doi: 10.1109/TPEL.2019.2899191.

[25] D. Martin and E. Santi, “Auto tuning of digital deadbeat current controller for grid tied inverters using wide bandwidth impedance identification,” in Proc. 27th Annu. IEEE Appl. Power Electron. Conf. Expo. (APEC), Feb. 2012, pp. 277–284, doi: 10.1109/APEC.2012.6165831.

[26] B. Zhao, X. Zhang, and L. Miao, “Adaptive impedance shaping method for improving LCL-type GCI under weak grid,” in Proc. IEEE 4th Int. Future Energy Electron. Conf. (IFEEC), Nov. 2019, pp. 1–5, doi: 10.1109/IFEEC47410.2019.9015044.

[27] X. Chen, Y. Zhang, S. Wang, J. Chen, and C. Gong, “Impedance-phased dynamic control method for grid-connected inverters in a weak grid,” IEEE Trans. Power Electron., vol. 32, no. 1, pp. 274–283, Jan. 2017, doi: 10.1109/TPEL.2016.2535563.

[28] S. G. Parker, B. P. McGrath, and D. G. Holmes, “Regions of active damping control for LCL filters,” in Proc. IEEE Energy Conver. Cong. Expo. (ECCE), Sep. 2012, pp. 53–60, doi: 10.1109/ECCE.2012.6342412.

[29] Y. Tang, P. C. Loh, F. Wang, F. H. Choo, and F. Gao, “Exploring inherent damping characteristic of LCL-filters for three-phase grid-connected voltage source inverters,” in Proc. IEEE Energy Conver. Congr. Expo., Sep. 2010, pp. 312–319, doi: 10.1109/ECCE.2010.5618021.

[30] F. G. Franklin, J. D. Powell, and F. A. Emami-Naeini, Feedback Control of Dynamic Systems, 7th ed. London, U.K.: Pearson, Dec. 2019.

[31] Y. Tan, J. Chang, H. Tan, and J. Hu, “Integral backstepping control and experimental implementation for motion system,” in Proc. IEEE Int. Conf. Control Appl. Conf., Sep. 2000, pp. 367–372, doi: 10.1109/CCA.2000.897452.

[32] D. Yang, X. Ruan, and H. Wu, “Impedance shaping of the grid-connected inverter with LCL filter to improve its adaptability to the weak grid condition,” IEEE Trans. Power Electron., vol. 29, no. 11, pp. 5795–5805, Nov. 2014, doi: 10.1109/TPEL.2014.2300235.

[33] S. Hu, Automatic Control Theory, 6th ed. Beijing, China: Science Press, 2013, p. 571.

[34] L. Asiminoaei, R. Teodorescu, F. Blaabjerg, and U. Borup, “A digital controlled PV-inverter with grid impedance estimation for ENS detection,” IEEE Trans. Power Electron., vol. 20, no. 6, pp. 1480–1490, Nov. 2005, doi: 10.1109/TPEL.2005.857506.

[35] X. Shaojun, J. Lin, and X. Jinming, “Review of grid impedance estimation for grid-connected inverter,” Power Syst. Technol., vol. 39, no. 2, pp. 320–326, 2015.

HONG LI received the B.S. degree from the Logistic Engineering College, Shanghai Maritime University, Shanghai, China, in 2015. She is currently pursuing the Ph.D. degree with the School of Electrical Engineering, Guangxi University, Nanning, China. Her research interest includes the control of grid-connected inverters used for renewable energy application.

YANMING CHEN received the Ph.D. degree from the South China University of Technology, Guangzhou, China, in 1998. Since 2006, he has been a Full Professor with the School of Electrical Engineering, Guangxi University. His current research interests include soft-switching power converters and high frequency DC-DC converters.

**XIN DING** received the B.S. degree in electrical engineering from Xinjiang University, Ürümqi, in 2008, and the M.S. degree from the South China University of Technology, Guangzhou, in 2011. She is currently pursuing the Ph.D. degree with the School of Electrical Engineering, Guangxi University, Nanning. Her research interests include control theory and applications in power electronics.

**RUINAN XUE** received the B.S. degree in electrical engineering and automation from Lanzhou University of Technology, Lanzhou, China, in 2018. He is currently pursuing the M.S. degree in electrical engineering with Guangxi University, Nanning, China. His research interests include power electronics, renewable energy, and power converters for microgrids.

**GUOJIN LI** received the Ph.D. degree from the South China University of Technology, Guangzhou, China, in 2006. He is currently a Professor with the School of Electrical Engineering, Guangxi University. His research interests include high-efficiency DC-DC conversions for high power and energy applications.