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Abstract—Topological structures such as the merge tree provide an abstract and succinct representation of scalar fields. They facilitate effective visualization and interactive exploration of feature-rich data. A merge tree captures the topology of sub-level and super-level sets in a scalar field. Estimating the similarity between merge trees is an important problem with applications to feature-directed visualization of time-varying data. We present an approach based on tree edit distance to compare merge trees. The comparison measure satisfies metric properties, it can be computed efficiently, and the cost model for the edit operations is both intuitive and captures well-known properties of merge trees. Experimental results on time-varying scalar fields, 3D cryo electron microscopy data, shape data, and various synthetic datasets show the utility of the edit distance towards a feature-driven analysis of scalar fields.
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1 INTRODUCTION

The study of the behavior of physical quantities over time helps in understanding underlying scientific processes. Physical quantities are either measured using imaging devices or computed via simulation. In either case, they are often modeled as scalar functions (also referred to as scalar fields). Direct analysis and visualization of such a scalar function using isosurfaces or volume rendering provides a good overview but is limited by two factors. First, increasing size of data makes storage and retrieval inefficient. Second, the analysis often requires a sweep over a large subset of the domain or range of the function even when the features of interest may be contained within a small region. These limitations are amplified when we consider time-varying scalar functions. Thus, these techniques are not well suited for feature directed analysis and visualization. Topological structures such as the merge tree shown in Figure 1 provide a succinct representation of the scalar function, support feature-directed visualization and exploration, and hence enable the user to quickly identify patterns and gain insights. Multiple scenarios demand a method for comparing scalar functions. For example, a distance or similarity measure between scalar functions is essential for detecting periodicity in a time-varying dataset. The matrix of distances between all pairs of time steps will display a characteristic pattern if the function is periodic. A method for comparing scalar functions is also useful for tracking features in time-varying phenomena, topological shape matching, detecting symmetry/asymmetry in scalar fields, or clustering, computing temporal summaries of large data sets, to identify features that are preserved in ensemble simulations or multi-field data, or to compare simulated data against measured data. In the above-mentioned scenarios, the similarity or dissimilarity between scalar functions is often captured by a distance measure between topological structures that represent the functions. We want such a distance measure to satisfy useful theoretical properties and be efficiently computable in order to be applicable in practice.

1.1 Related Work

Assuming identical domains, RMS distance, Chebyshev distance, and other norms such as $L_p$, $1 \leq p \leq \infty$ can be used for point-to-point comparisons. However, a direct comparison of the two scalar functions may not be appropriate because of its sensitivity to noise and minor perturbations.

Distance measures between various topological structures have been studied in the literature, beginning with the bottleneck distance between persistence diagrams. A topological feature is often represented by a creator-destroyer pair, a critical point pair in the case of scalar functions. For example, a minimum creates a 0-dimensional topological feature (connected component) in the sub-level set that is destroyed by a saddle. A persistence diagram (see Figure 3) depicts the persistence or “lifetime” of all topological features by plotting their corresponding time of creation (birth) and destruction (death) as points in $\mathbb{R}^2$. The bottleneck distance ($D_{B}$) between two persistence diagrams is equal to the weight of the minimum weight mapping between points of the two diagrams. The weight of a mapping is equal to the largest $L_{\infty}$ distance between a point and its image under the mapping. We say that the persistence diagram is stable with respect to a distance measure if it is...
bounded above by the $L_{\infty}$ distance between the two scalar functions. Intuitively, we require that small perturbations to the scalar functions translate to small changes in the distance between the respective persistence diagrams. The persistence diagram is stable with respect to $D_B$. But, the persistence diagram is only a multiset. It does not capture the spatial configuration of critical points, which reduces its discriminative capability. Morozov et al. [15] proposed the interleaving distance between merge trees. This distance is defined by a continuous map that shifts points of one merge tree onto the other and vice-versa. The distance is equal to the smallest value of the shift such that the map satisfies certain compatibility conditions. The merge tree is stable under this distance and the distance measure is more discriminative compared to the bottleneck distance but computing it is not a tractable problem. Beketayev et al. [16] define a distance measure between merge trees that can be computed by considering all possible branch decompositions. This measure can be computed in polynomial time but provide no guarantees on stability.

Distance measures have been also defined for other topological structures. The Reeb graph captures the topology of both sub-level sets and super-level sets of scalar functions defined on a manifold [17]. Bauer et al. [18] imposed a metric on Reeb graphs called the functional distortion distance. They proved its stability and connections with other distances such as the bottleneck and interleaving distance. The computation depends on the Gromov-Hausdorff distance, which is proven to be NP-hard [19] to even approximate up to a constant factor for general metric graphs. Di Fabio and Landi [20] defined an edit distance for Reeb graphs on surfaces. They also proved its stability and showed connections with interleaving distance and function distortion distance but there is no polynomial time algorithm to compute the distance. Dey et al. [21] defined the persistence distortion distance to compare metric graphs, proved its stability, and described a polynomial time algorithm with asymptotic running time $O(m^2 \log n)$ (continuous version) and $O(n^2 m^{1.5} \log m)$ (discrete version), where $m$ is the number of edges and $n$ is the number of vertices in the larger graph. They also reported applications to shape matching.

Narayanan et al. [22] defined a distance measure to compare extremum graphs, whose nodes corresponds to critical points of the scalar function and arcs correspond to integral lines. The distance measure is based on the maximum weight common subgraph and they use pruning techniques to speedup the computation. While stability is not guaranteed, they present many experimental results on time-varying data to demonstrate its application to time-varying data analysis and visualization.

In contrast to the rigorous definitions of distance measures introduced in the above-mentioned works, simpler but practical similarity measures have also been studied. Saikia et al. [7] introduced the extended branch decomposition graph (eBDG) that describes a hierarchical representation of all subtrees of a join/split tree and designed an efficient algorithm to compare them. They also present experimental results on time-varying data. Saikia et al. [23] studied a measure that compared histograms that are constructed together with the merge trees. As in the case of bottleneck distance, this measure ignores the structure but it can be computed efficiently and is therefore useful in practice. Saikia and Weinkauf [2] later extended this measure and demonstrated applications to feature tracking in time-varying data.

Edit distances and alignment distances for trees are inspired by edit distances defined on strings. They have found various applications, such as comparing neuronal trees [24], comparing shapes [25], comparing music genre taxonomy [26], analysis of glycan structures [27], comparing RNA structures [28], and comparing plant architectures [29]. Given two strings, one is transformed into the other via a sequence of operations where each operation has a non-negative associated cost. The distance is defined as the minimum cost over all such transformations. Similar distance measure may be defined for labeled trees with edit operations like relabeling, addition, and deletion of nodes. Zhang and Shasha [30] described an algorithm to compute the tree edit distance for ordered labeled trees. Later, Zhang [31] proposed a new algorithm for constrained tree edit distance for ordered labeled trees. The computation of tree edit distance for unordered labeled trees is NP-complete [32]. However, the constrained version of the problem can be solved in polynomial time using a dynamic programming based algorithm [33]. A gap corresponds to a collection of nodes that are inserted / deleted during a sequence of edit operations. Edit distance with arbitrary gap costs were first proposed by Touzet [34], who showed that the distance computation is NP-hard. But, the distance between ordered labeled binary trees can be computed in polynomial time [35].

While tree edit distance based algorithms have been employed in many applications, they have not been well studied for comparing topological structures like merge trees except in very recent work. Riecke et al. [36] defined a hierarchy of persistence pairs and a tree edit distance based dissimilarity measure to compare hierarchies. Sridharamurthy et al. [37] adapt Xue’s algorithm [35] for computing distance between ordered labeled binary trees to the case of the general subtree gap model that preserve the merge tree structure. The general subtree gap model allows for interior nodes to be inserted / deleted while retaining the child nodes. The cost model is intuitive and they present preliminary experimental results to show its utility. However, this method has multiple shortcomings:

- The gap model is too general. In the case of merge trees, we require a constrained version that considers gaps as persistence pairs in order to preserve the structural integrity of the tree. These pairs depend on function values. So, the constraints are ad hoc, difficult to express directly and to incorporate into the dynamic programming based algorithm that is used to compute the measure.
- The above-mentioned pairs are not stable under perturbations to the scalar function.
- Merge trees constructed on real world data are not necessarily binary trees.
- Absence of a natural left-to-right ordering of children of a node in the merge tree. The algorithm requires such an ordering, random or canonical orderings lead to instabilities.
- The running time of the algorithm is approximately
In summary, existing work either propose a rigorous definition of distance with theoretical guarantees but without practical value (with very few exceptions) or describe a similarity/dissimilarity measure with practical applications but without theoretical analysis. Further, existing methods do not provide natural support for a fine grained analysis of similar/dissimilar regions.

### 1.2 Contributions

In this paper, we propose a tree edit distance based approach to compare merge trees. The distance measure is an adaptation of the constrained unordered tree edit distance [33], but is a significant modification that caters to merge trees and alleviates the shortcomings of the measure proposed by Sridharamurthy et al. [37]. Individual edits correspond to topological features. The edit operations may be subsequently studied for a fine grained analysis. The paper makes the following key contributions:

1) An intuitive and mathematically sound cost model for the individual edit operations.
2) A proof that the distance measure is a metric under the proposed cost model.
3) A computational solution to handle instabilities.
4) Experiments to demonstrate the practical value of the proposed cost model.

Fig. 2: Persistence pairs in the join (left) and split (right) trees.

In addition, we describe a comprehensive set of validation experiments that are designed to help understand the properties of the measure.

### 2 Background

In this section, we introduce necessary definitions and background on merge trees, list some desirable properties of distance measures, and describe three edit operations on a merge tree that define a tree edit distance.

#### 2.1 Merge tree

A merge tree [1] captures the connectivity of sub-level sets (join tree) or super-level sets (split tree) of a scalar function \( f : \mathbb{X} \rightarrow \mathbb{R} \) defined on a manifold domain \( \mathbb{X} \), see Figure 1. A value \( c \) in the range of \( f \) is called an isovalue. Given an isovalue, an isocontour is defined as the collection of all points \( x \in \mathbb{X} \) such that \( f(x) = c \). Nodes of join trees consist of minima \( M = \{m_i\} \), saddles \( S = \{s_j\} \), and the global maximum. In theory, the structure of a join tree is simple. Excluding the global maximum, which is the root of the tree, every node has either 0 (minimum) or 2 children (saddle). All minima are paired with saddles based on the notion of topological persistence [38] except for one which is paired to the lone global maximum. Each such pair \((m, s)\) represents a topological feature and its persistence is defined as \( \text{pers}(m) = \text{pers}(s) = f(s) - f(m) \). In practice, saddles may have more than two children. We discuss how to handle them in Section 2.4. A split tree is defined likewise. It contains a set of maxima and saddles together with the global minimum. Figure 2 shows the persistence pairing for the trees from Figure 1. Several fast algorithms have been developed for computing merge trees (join or split) for piecewise linear functions defined on simply connected domains [1], [39], [40].

#### 2.2 Distance measures

Designing distance measures is a well studied problem and has several applications in data analysis, visualization, pattern recognition, data mining, and machine learning. A distance measure \( D : \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R} \) on a domain \( \mathbb{X} \) satisfies the metric properties:

1) **Non-negativity**: \( D(x, y) \geq 0 \)
2) **Identity of indiscernibles**: \( D(x, y) = 0 \) iff \( x = y \)
3) **Symmetry**: \( D(x, y) = D(y, x) \)
4) **Triangle inequality**: \( D(x, z) \leq D(x, y) + D(y, z) \)

When metric properties such as triangle inequality are relaxed, we get a dissimilarity measure rather than a distance measure. Further, while comparing scalar fields or topological structures constructed based on scalar fields, it is desirable that the distance measure satisfies two additional properties – stability and discrimination. In the following discussion, we will use \( D \) to refer to the distance between topological structures that represent the functions. Given two scalar functions \( f, g \),

1) **Stability**: \( D(f, g) \leq \| f - g \|_\infty \)
2) **Discrimination**: \( D_B(f, g) \leq D(f, g) \).

Intuitively, stability requires that if the functions are not too “different” in terms of the \( L_\infty \) norm of the difference between the functions then the distance measure between the topological structures representing the scalar functions should also be small. Discrimination, on the other hand,
requires that however “small” the difference between two functions, it should be captured by the distance measure. Specifically, the distance measure equals 0 should imply that the functions are equal. Since the bottleneck distance $D_B$ between persistence diagrams of $f$ and $g$ was among the first measures defined between topological structures, we typically state this property in terms of how the distance $D$ is related to bottleneck distance. Figure 4 shows an example where $D_B = 0$ for a pair of functions that are not equal, which implies that $D_B$ is not discriminative enough.

One reason for the low discriminative power is that the distance measure equals $0$ should implies that $D_B$ is related to bottleneck distance. Figure 4 shows an example where $D_B = 0$ for a pair of functions that are not equal.

We define a cost function $\gamma$ that assigns a non-negative real number to each edit operation of the form $a \rightarrow b$. It is useful if the cost function $\gamma$ satisfies metric properties i.e. $\forall a, b, c \in \Sigma \cup \{\lambda\}$

1) $\gamma(a \rightarrow b) \geq 0$, $\gamma(a \rightarrow a) = 0$
2) $\gamma(a \rightarrow b) = \gamma(b \rightarrow a)$
3) $\gamma(a \rightarrow c) \leq \gamma(a \rightarrow b) + \gamma(b \rightarrow c)$

In particular, Zhang [33] proved that if $\gamma$ is a metric then the edit distance is also a metric, else it will be merely a dissimilarity measure. Given a tree $T_1$, we can apply a sequence of edit operations to transform it into another tree $T_2$. If $S = s_1, s_2, \ldots, s_k$ is a sequence of edit operations, where each $s_i$ is an edit, we can extend the cost function to $S$ by defining $\gamma(S) = \Sigma_{i=1}^{k} \gamma(s_i)$.

**Edit distance.** Formally, the distance between two trees $T_1, T_2$ is defined as

$$D_e(T_1, T_2) = \min_S \{\gamma(S)\}$$

where $S$ is an edit operation sequence from $T_1$ to $T_2$.

### 3 Edit Distance Mappings

Computing the edit distance between merge trees is a minimization problem with a huge search space. In order to understand this search space and how it affects the computation, we first define some edit distance mappings – unconstrained, constrained, and restricted – and their properties as described by Zhang [33]. We refer the reader to the supplementary material for additional description and illustrations of the mappings.

#### 3.1 Unconstrained edit distance mapping

The sequence of edit operations performed to transform $T_1$ into $T_2$ determines a mapping between the two trees. For convenience, we order the nodes of both the trees. This ordering does not affect the distance. Let $t_{1}$ and $t_{2}$ denote the ordering of nodes in $T_1$ and $T_2$, respectively, and $t_{1}[i]$
represents the $i$th node in the ordering. Let $M_e$ denote a collection of ordered integer pairs $(i, j)$. A triple $(M_e, T_1, T_2)$ defines the edit distance mapping from $T_1$ to $T_2$, where each pair $(i_1, j_1), (i_2, j_2) \in M_e$ satisfies the following properties:

- $i_1 = i_2 \iff j_1 = j_2$ (one-to-one)
- $t_1[i_1]$ is an ancestor of $t_2[i_2] \iff t_2[j_1]$ is an ancestor of $t_2[j_2]$ (ancestor ordering).

The cost of transforming $T_1$ into $T_2$ can be expressed through the mapping as

$$
\gamma(M_e) = \sum_{(i,j) \in M_e} \gamma(t_1[i] \rightarrow t_2[j]) + \sum_{i \not\in M_e} \gamma(t_1[i] \rightarrow \lambda) + \sum_{j \not\in M_e} \gamma(\lambda \rightarrow t_2[j])
$$

(3)

Given a sequence of edit operations $S$ that transforms $T_1$ into $T_2$, there exists a mapping $M_e$ such that $\gamma(M_e) \leq \gamma(S)$. Conversely, given an edit distance mapping $M_e$, there exists a sequence of edit operations $S$ such that $\gamma(S) = \gamma(M_e)$.

Using the above, it can be shown that

$$
D_c(T_1, T_2) = \min_{M_e} \{\gamma(M_e)\}
$$

(4)

where $(M_e, T_1, T_2)$ defines the edit distance mapping from $T_1$ to $T_2$. Zhang et al. [32] showed that computing $D_c(T_1, T_2)$ is NP-complete even when the trees are binary and $|\Sigma| = 2$.

### 3.2 Constrained and restricted mappings

Adding constraints to the edit distance mapping brings it within the computationally tractable realm. The main constraint imposed is that disjoint subtrees are mapped to disjoint subtrees. Let $T[i]$ denote the subtree rooted at the node with label $i$ and $F[i]$ denote the unordered forest obtained by deleting the node $t[i]$ from $T[i]$. A node $t_1[i]$ is a proper ancestor of $t_2[j]$ if $t_1[i]$ lies on the path from the root to $t_1[j]$ and $t_1[i] \neq t_1[j]$. The triple $(M_e, T_1, T_2)$ is called a constrained edit distance mapping if:

- $(M_e, T_1, T_2)$ is an edit distance mapping, and
- Given three pairs $(i_1, j_1), (i_2, j_2), (i_3, j_3) \in M_e$, the least common ancestor $lca(t_1[i_1], t_1[i_2])$ is a proper ancestor of $t_1[i_3]$ iff $lca(t_2[j_1], t_2[j_2])$ is a proper ancestor of $t_2[j_3]$.

The constrained edit distance mappings can be composed. Given two constrained edit distance mappings $M_{e_1}$ from $T_1$ to $T_2$ and $M_{e_2}$ from $T_2$ to $T_3$, $M_{e_2} \circ M_{e_1}$ is a constrained edit distance mapping between $T_1$ and $T_3$. Also,

$$
\gamma(M_{e_2} \circ M_{e_1}) \leq \gamma(M_{e_1}) + \gamma(M_{e_2})
$$

(5)

which can be proven using the triangle inequality imposed on the edit operation costs. This leads to the definition of constrained edit distance

$$
D_c(T_1, T_2) = \min_{M_e} \{\gamma(M_e)\}
$$

(6)

$D_c$ also satisfies metric properties. Both $M_e$ and $M_c$ deal with mapping between unordered trees. Similar mappings work for forests. We define a restricted mapping $M_r(i, j)$ between $F_1[i]$ and $F_2[j]$ as follows:

- $M_r(i, j)$ corresponds to a constrained edit distance mapping between $F_1[i]$ and $F_2[j]$.
- Given two pairs $(i_1,j_1),(i_2,j_2) \in M_e$, $t_1[i_1]$ and $t_2[j_2]$ belong to a common tree in $F_1[i]$ if and only if $t_2[j_1]$ and $t_2[j_2]$ belong to a common tree in $F_2[i]$.

Essentially, nodes within different trees of $F_1$ are mapped to nodes lying in different trees of $F_2$.

### 3.3 Constrained edit distance

We recall the properties of $D_r$. Let $t_1[i_1], t_1[i_2], \ldots, t_1[i_n]$ be the children of $t_1[i]$ and $t_2[j_1], t_2[j_2], \ldots, t_2[j_m]$ be the children of $t_2[j]$. Further, let $\theta$ denote the empty tree. Then,

$$
D_r(T_1[i], \theta) = \sum_{k=1}^{n_i} D_r(T_1[i_k], \theta),
$$

(7)

$$
D_r(T_1[i], \theta) = D_r(F_1[i], \theta) + \gamma(t_1[i] \rightarrow \lambda),
$$

(8)

$$
D_r(\theta, T_2[j]) = \sum_{k=1}^{n_j} D_r(\theta, T_2[j_k]),
$$

(9)

$$
D_r(\theta, T_2[j]) = D_r(\theta, F_2[j]) + \gamma(\lambda \rightarrow t_2[j]),
$$

(10)

If the cost is not a metric, we need to include one additional case, namely $D_r(F_1[i], F_2[j]) + \gamma(t_1[i] \rightarrow \lambda) + \gamma(\lambda \rightarrow t_2[j])$. The distance between two forests is given by

$$
D_r(F_1[i], F_2[j]) = \min \left\{ \sum_{1 \leq s \leq n} \{D_r(F_1[i_s], F_2[j_s]) - D_r(\theta, F_2[j_s])\}, \sum_{1 \leq s \leq m} \{D_r(F_1[i_s], F_2[j_s]) - D_r(F_1[i_s], \theta)\} \right\}
$$

(12)

The minimum restricted mapping can be computed by constructing a weighted bipartite graph in such a way that the cost of the minimum weight maximum matching $MM(i, j)$ is exactly the same as the cost of the minimum restricted mapping $M_r(i, j)$.

$$
\min_{M_r(i,j)} \gamma(M_r(i,j)) = \min_{MM(i,j)} \gamma(MM(i,j))
$$

(13)

### 3.4 Algorithm

Zhang described an algorithm for computing the tree edit distance for labeled unordered trees [33]. It is a dynamic programming based algorithm that follows from the properties discussed in Section 3.3. The pseudo code is presented in the supplementary material (Section 2). The entry $D(T_1[m], T_2[n])$ in the table with $m = |T_1|$ and $n = |T_2|$ corresponds to the final result. The algorithm computes the distance in $O(|T_1| \times |T_2| \times (\deg(T_1) + \deg(T_2)) \times \log_2(\deg(T_1) + \deg(T_2)))$ time in the worst case.
4 Tree Edit Distance

We now describe a new tree edit distance that is appropriate for comparing merge trees, discuss its properties, and an algorithm for computing the distance measure.

4.1 Comparing merge trees

Our proposed measure is based on a variant of tree edit distance that applies to unordered general trees as opposed to ordered binary trees. This variant is appropriate because

- Merge trees are unordered trees.
- Merge trees are not binary in general.
- Persistence pairs represent topological features. So, it is natural that the edit operations are defined in terms of persistent pairs.
- The pairs do not fit into any subtree gap model that has been studied in the literature.

Consider the properties of edit distance mapping mentioned in Section 3.1 but now in the context of merge trees. The one-to-one property is applicable but ancestor ordering might not hold in all cases. Small perturbations in the function value may result in swaps similar to rotations in AVL or red-black trees [12] Chapter 13, which violate the ancestor ordering. Such violations also result in instabilities i.e., cause significant fluctuations in the distance (see Section 4.4). Computing the edit distance with the ancestor order preserving mappings is already infeasible. Removing that constraint will make the computation more difficult. We introduce a stability parameter to ensure that ancestor order preserving mappings are identified in practically all cases. More details on this computational solution to handling instabilities can be found in Section 4.4. This solution does discard some mappings and may lead us away from the optimum solution. But, the stabilization ensures that the mapping remains meaningful and helps reduce the search space thereby making the problem tractable.

To summarize, \( D_e \) between unordered trees with suitable modifications seems to be a good candidate for comparing merge trees. In this section, we describe one such distance measure and demonstrate its use in the following section. The additional constraint of mapping disjoint subtrees to disjoint subtrees may seem limiting. Also, \( D_e(T_1, T_2) \leq D_e(T_1, T_2) \), which implies that the constrained edit distance may not be optimal in many cases. But, we observe that, in practice, it is not as limiting and gives good results in many applications.

4.2 Cost model

The edit distance mapping \( M_e \) and the constrained edit distance mapping \( M_e \) need to be suitably modified so that they are applicable for comparing merge trees. We begin by considering the edit operations as applicable to merge trees together with appropriate cost models. The literature on tree edit distances study generic trees and hence do not describe particular cost models. The following discussions focus on join trees but all results hold for split trees also.

Tree edit operations on the join tree need to preserve the structural integrity of the join tree. This reduces the number of operations, say insertions and deletions. Consider a min-saddle pair \((m_2, s_1)\) in Figure 6. If \( s_1 \) is deleted, then it’s pair \( m_2 \) should also be deleted, and vice-versa. After deletion, \( m_1 \) is adjacent to \( s_2 \). But deletion of \( s_1 \) does not necessarily require that the entire subtree rooted at \( s_1 \) be deleted. In fact, deleting the entire subtree may not result in a valid join tree as illustrated in Figure 7. In this particular illustration, we consider the pairing imposed by the persistence. But, in general, we may consider other pairings based on say volume, hyper-volume, etc.

Gaps in the join tree can be represented as a collection of min-saddle pairs. In Figure 6 we can transform the first tree into the last tree by deleting the pairs \( \{(m_2, s_1), (m_3, s_2)\} \). We propose two cost models that capture the preservation of topological features and are applicable for join trees. Consider nodes \( p \in T_1 \) and \( q \in T_2 \). Then \( p \) and \( q \) are creators or destroyers of topological features in \( T_1 \) and \( T_2 \), respectively. Let the birth and death times of these features be \( (b_p, d_p) \) and \( (b_q, d_q) \), respectively. These birth-death pairs correspond to points in the persistence diagrams. Alternatively, they are represented as closed intervals \([b_p, d_p]\) and \([b_q, d_q]\) in a persistence barcode.

4.2.1 \( L_\infty \) cost \( C_W \)

\[
\gamma(p \rightarrow q) = \min \left\{ \max\left(\frac{|b_q - b_p|}{2}, |d_q - d_p|\right), \frac{|d_p - b_p| + |d_q - b_q|}{2} \right\},
\]

\[
\gamma(p \rightarrow \lambda) = \frac{|d_p - b_p|}{2},
\]

\[
\gamma(\lambda \rightarrow q) = \frac{|d_q - b_q|}{2}.
\]

This cost model is based on the bottleneck and Wasserstein distances. Note that the insert / delete cost is based on the \( L_\infty \)-distance of the points \( p \) (or \( q \)) from the diagonal in the persistence diagram. The relabel cost is the minimum of the \( L_\infty \)-distance between the points \( p \) and \( q \) and the sum of the \( L_\infty \)-distance from the points \( p \) (or \( q \)) to the diagonal. This corresponds to the scenario where transforming \( p \) to \( q \) (or vice versa) costs the \( L_\infty \)-distance of the points (or \( q \) to the diagonal). This has a lower cost in some cases. Figure 8 shows how these costs can be derived from the persistence diagram when there is no overlap in the barcodes and when there is overlap between the barcodes.

4.2.2 Overhang cost \( C_O \)

\[
\gamma(p \rightarrow q) = \min \left\{ |b_q - b_p| + |d_q - d_p|, |d_p - b_p| + |d_q - b_q| \right\},
\]

\[
\gamma(s \rightarrow \lambda) = |d_p - b_p|,
\]

\[
\gamma(\lambda \rightarrow t) = |d_q - b_q|.
\]
4.3.1 Distance measure is also a metric. We now prove the metric between merge trees. From Sections 2.3 and 3.2, we know trees, compute the mean, and also compose transformations.

4.3 Metric properties

Metric property enables us to study the space of all the trees, compute the mean, and also compose transformations between merge trees. From Sections 2.3 and 3.2, we know that if the cost model satisfies the metric property then the distance measure is also a metric. We now prove the metric properties for our cost model.

The overhang cost is similar to symmetric difference, which is a well-known metric [43]. We now prove that the $L\infty$ cost $C_W$ is a metric.

4.3.1 $C_W$ is a metric

We show that the cost $C_W$ is equal to the Wasserstein distance between two corresponding persistence diagrams. Let $N$ denote the set of all nodes in the merge trees and $\lambda$ denote a node corresponding to the null character. We define a mapping $M : N \cup \{\lambda\} \rightarrow Dgm$, where $Dgm$ is set of all persistence diagrams, as follows:

1. $\forall p \in N, M(p) = \{(b_p, d_p)\} \cup \{(x, x), x \geq 0\}$.
2. $M(\lambda) = \{(x, x), x \geq 0\}$.

Define the distance on the set $N \cup \{\lambda\}$ as the Wasserstein distance of the first order i.e., given $p, q \in N \cup \{\lambda\}$

\[ d(p, q) = W_1(M(p), M(q)) \]

Now, the cost $C_W$ can be rewritten as

\[ \gamma(p \rightarrow q) = W_1(M(p), M(q)) \]
\[ \gamma(p \rightarrow \lambda) = W_1(M(p), M(\lambda)) \]
\[ \gamma(\lambda \rightarrow q) = W_1(M(\lambda), M(q)) \].

Since the Wasserstein distance $W_1(\cdot, \cdot)$ between persistence diagrams is known to be a metric [44] Chapter 6], $C_W$ is also a metric. However, this proof of the metric property is for general distributions. We have an alternative proof for merge trees from first principles with the aim to better understand the cost.

4.3.2 $C_W$ is a metric : proof from first principles

Non-negativity and symmetry follows by definition because $C_W$ is based on sum, max, min of absolute values.

To prove the triangle inequality, we first reformulate the cost of the edit operations as the weight of a minimum weight maximum matching. The matching is defined in a bipartite graph. Nodes of the bipartite graph consist of the merge tree nodes together with an equal number of copies of $\lambda$. We collect the nodes of the graph to construct sets of the form $P = \{p, \lambda\}$ and a special multiset $\Lambda = \{\lambda, \lambda\}$, see Figure 8. All pairs of nodes from different multisets are connected by an edge. The edge weight $c$ is given by the $L\infty$ distance between the corresponding points in the persistence diagram:

\[ c_{pq} = L\infty(p, q) = \max(|b_q - b_p|, |d_q - d_p|) \]
\[ c_{p\lambda} = L\infty(p, \lambda) = \frac{|d_p - b_p|}{2} \]
\[ c_{\lambda q} = L\infty(\lambda, q) = \frac{|d_q - b_q|}{2} \]
\[ c_{\lambda \lambda} = L\infty(\lambda, \lambda) = 0 \]

The cost of the edit operations is equal to the cost of the minimum weight maximum matching $MM$ in this bipartite graph. In Figure 8 one of the two matchings will determine the cost of the edit operation.

\[ \gamma(p \rightarrow q) = MM(P, Q) = \min \left\{ c_{pq} + c_{\lambda \lambda}, c_{p\lambda} + c_{\lambda q} \right\} \]
\[ \gamma(p \rightarrow \lambda) = MM(P, \Lambda) = \min \left\{ c_{p\lambda} + c_{\lambda \lambda}, c_{\lambda \lambda} + c_{p\lambda} \right\} \]
\[ \gamma(\lambda \rightarrow q) = MM(\Lambda, Q) = \min \left\{ c_{\lambda \lambda} + c_{\lambda q}, c_{\lambda q} + c_{\lambda \lambda} \right\} \]

Consider three multisets as shown in Figure 9. Using the above construction, we prove triangle inequality by considering the two cases, namely when the minimum weight matching is equal to either the red or blue matching.

**Case RED:** $MM(P, R)$ is given by the red matching. The cost of the relabel $\gamma(p \rightarrow r) = c_{pr} + c_{\lambda \lambda} = c_{pr}$. Two different
paths from $p$ lead to $r$, $p \rightarrow q \rightarrow r$ and $p \rightarrow \lambda \rightarrow r$. Consider the first path,
\[ \gamma(p \rightarrow r) = c_{pr} = L_{\infty}(p,r) \leq L_{\infty}(p,q) + L_{\infty}(q,r) \]  
(31)
\[ = c_{pq} + c_{qr} \]
(32)
\[ = \gamma(p \rightarrow q) + \gamma(q \rightarrow r) \]  
(33)
Now, let us consider the second path. If $c_{pr} \leq c_{p\lambda} + c_{\lambda r}$ then $c_{pr} \leq c_{p\lambda} + c_{q\lambda} + c_{q\lambda} + c_{\lambda r}$ and we are done. Else, we have two sub-cases
\[ c_{pr} > c_{p\lambda} + c_{q\lambda} > c_{q\lambda} + c_{\lambda r}, \text{ or} \]  
(34)
\[ c_{pr} > c_{p\lambda} + c_{\lambda r} \text{ but } c_{pr} < c_{p\lambda} + c_{q\lambda} + c_{q\lambda} + c_{\lambda r}. \]  
(35)
In both sub-cases, we have a matching with weight $MM'(P,R) = c_{p\lambda} + c_{\lambda r} \leq MM(P,R) = c_{pr} + c_{\lambda r}$, which contradicts our assumption.

The cost $\gamma(\lambda \rightarrow \lambda) = c_{\lambda \lambda} = 0$. Both paths via $Q, \lambda \rightarrow \lambda$ and $\lambda \rightarrow q \rightarrow \lambda$, should necessarily have a non-zero total cost. So, the inequality holds trivially. **Case blue:** $MM(P,R)$ is given by the blue matching. The cost of the relabel is equal to the sum $c_{p\lambda} + c_{\lambda r}$. We consider the two weights individually.

Two paths from $p \in P$ lead to $\lambda \in R$ via a node in $Q$, $p \rightarrow \lambda \rightarrow \lambda$ and $p \rightarrow q \rightarrow \lambda$. Similarly, two paths from $\lambda \in R$ lead to $r \in R$, $\lambda \rightarrow \lambda \rightarrow \lambda$ and $\lambda \rightarrow q \rightarrow r$.

In both cases, triangle inequality holds trivially for the first path via $Q, c_{p\lambda} \leq c_{p\lambda} + c_{\lambda r}$ and $c_{\lambda r} \leq c_{\lambda r} + c_{\lambda r}$. We need to show that the inequality holds for the second paths as well. From the persistence diagram, we observe that $L_{\infty}(p,\lambda) \leq L_{\infty}(p,q) + L_{\infty}(q,\lambda)$ for all $q$, even when $q$ lies on the perpendicular from $p$ onto the diagonal. So, $c_{p\lambda} \leq c_{pq} + c_{q\lambda}$. A similar argument can be used to show that $c_{\lambda r} \leq c_{q\lambda} + c_{qr}$.

The red and blue cases together imply that the cost $C_{W}$ satisfies the triangle inequality and is therefore a metric. It follows that the tree edit distance measure $D$ is also a metric.

4.4 Handling instabilities
Saikia et al. [7] discuss two kinds of instabilities, vertical and horizontal, that affect branch decompositions and hence the distance measures. Figure 9 illustrates how horizontal instability can occur. In our case, the horizontal stability has a more drastic effect on the measure because

- It changes the persistence pairing, which in turn affects the cost.
- It also changes the subtrees thereby affecting the matching found by the algorithm.

4.6 Implementation
The computation proceeds in a bottom up manner. Distances for the subtrees are computed and stored in a table. These are next used for computing distances between subtrees at higher levels of the merge trees. This proof of concept implementation does not include code and memory optimizations for efficiently computing and storing the dynamic programming tables. We use the simple Kuhn-Munkres algorithm [45] for computing $MM(i,j)$. We still observe reasonable running times for most of the data sets as reported in the individual experiments in the following section.

5 Experiments and case studies
We demonstrate the utility of the tree edit distance measure by applying it to analyze time-varying data, to study symmetry in scalar fields, for summarizing data, and for shape matching. We use the Recon library [46] to compute merge trees, the algorithm described in Section 4.5 to compute the tree edit distance between the merge trees, and Paraview [47] together with the Topology ToolKit TTK [48] to generate renderings of the merge trees together with the scalar fields. We uniformly use the $L_{\infty}$ cost $C_{W}$ (4.2.1). All
5.1 Understanding the distance measure

We construct three synthetic datasets to understand the difference between the tree edit distance $D$ and other well known distances between topological structures. The scalar functions $f_1, f_2, f_3$ are sums of gaussians whose extrema are fixed in space. The scalar values change in a controlled manner for the three functions so that the values at the extrema increase / decrease monotonically as we step from $f_1$ to $f_2$ to $f_3$. We compute the tree edit distances together with the corresponding mapping for each pair ($f_1, f_2$) and ($f_2, f_3$).

Figure 11 shows the three scalar functions $f_1, f_2, f_3$. We observe in Figure 11(d) that $D$ establishes intuitively correct mappings. The mappings also preserve the tree hierarchy. On the other hand, the Wasserstein distance $W_1$ (Figure 11(c) left) maps the brown regions to the null character. The tree edit distance prefers the relabel over a sequence of delete-insert operations. The reason $W_1$ does not find the correspondence between the two brown nodes is because their birth-death intervals do not overlap. As a result, these nodes are mapped to the null character $i.e.$, inserted or deleted. The intervals corresponding to the two nodes in question are $[1.17, 1.39]$ in $f_1$ and $[1.06, 1.08]$ in $f_2$.

We also see from Figure 11(c) that $W_1$ maps the brown region to the magenta region, thereby mapping nodes that lie within different subtrees. This also causes a pair of nodes being mapped to the null character. The tree edit distance $D$ is constrained to map disjoint subtrees to disjoint subtrees and establishes a better mapping. To summarize, $D$ in general establishes mappings that are better than $D_B$ and $W_1$ because it is aware of the structure of the merge tree and preserves the hierarchy captured in the tree.

5.2 Comparison with other distance measures

We compare the proposed tree edit distance measure $D$ with existing measures such as bottleneck distance $D_B$ and
Wasserstein distance $W_1$ via computational experiments on the 2D Bénard-von Kármán vortex street dataset [49]. Figure 13(a) shows a few time steps of the data, which represents flow around a cylinder. The dataset contains the velocity magnitude on a $400 \times 50$ grid over 1001 time steps. Each split tree contains approximately $55 - 65$ nodes. We calculate $D$ and plot it together with the bottleneck and Wasserstein distance, see top row of Figure 12. The tree edit distance $D$ is always greater than $W_1$ and $D_B$. Indeed, $D$ is likely to be more discriminative than $W_1$ and $D_B$ because it incorporates the structure of the merge tree in addition to the persistence pairs.

We also compute and plot $D$ for increasing values of the stability parameter $\epsilon$. The values of $\epsilon$ are reported as a percentage of the maximum persistence of the particular dataset. While there are some anomalies for small values of $\epsilon$, in general we observe in Figure 12 that with increase in $\epsilon$, $D$ tends towards $W_1$. For a high enough value of $\epsilon$, $D$ becomes almost equal to $W_1$. The reason for this behavior is that the bottleneck/Wasserstein distance does not consider the structure of the trees. Increasing the stability parameter transforms the tree to become more like a bush. Finally, all the nodes become children of the root thereby simplifying and eliminating the tree structure. Varying $\epsilon$ from $0 - 5\%$ results in a decrease of up to 25 nodes in the split tree. Further increasing $\epsilon$ led to an additional reduction by only 1 - 2 nodes. We observe this trend in the distance plots also.

5.3 Periodicity in time-varying data

Earlier studies of the Bénard-von Kármán vortex street dataset have successfully identified periodicity in the dataset. Narayanan et al. [22] detect both a half period of 38 and the full period of 75. We also aim to identify periodicity. Towards this, we compare the split tree of time step 1 with the remaining 1000 time steps of the dataset. We plot the tree edit distance for time steps $1 - 220$, see top plot of Figure 12. We rerun the experiment and compare all 1000 time steps with all other time steps. The distances are stored in a distance matrix (DM). Each split tree contains approximately $55 - 65$ nodes. The distances were computed in parallel using 12 threads and took approximately 25 minutes. A truncated version is shown in Figure 13(b) for clarity. From Figure 13(b) we can also observe a periodicity of 37, which matches with the results reported by Narayanan et al. [22]. The tree edit distance was computed in this experiment without stabilization.

5.4 Topological effects of subsampling and smoothing

The size of datasets are ever increasing and this mandates the use of subsampling and/or smoothing of the data as a preprocessing step. The aim of this preprocessing is to reduce the data size while ensuring a limited effect on geometric accuracy. However, the effect on the topological features of the scalar field is often not quantified. We want to observe how the tree edit distance measure captures these topological effects.

We consider two synthetically generated datasets of size $300 \times 300$ (iteration 0), see Figures 14(a) and 14(d). The data is downsampled over 9 iterations to a $30 \times 30$ grid by reducing the number of samples in each dimension by 30 within each iteration. We also apply 9 iterations of laplacian smoothing on both $300 \times 300$ datasets. Next, we compare all merge trees corresponding to the subsampled and smoothed datasets pairwise.

The distance matrix (DM) for the function $f_1$ indicates that the distances are monotonic, which conforms to the expected behavior. But we see a different pattern in the case of function $f_2$. A small stabilization applied on $f_2$ with $\epsilon = 0.5\%$ results in distance matrices that conform to the expected behavior. This indicates that the stabilization may indeed be required, particularly when the scalar functions contain flat regions and multi-saddles. In both datasets, we notice that the distances between the lowest resolution ($30 \times 30$) dataset and others is relatively high. We identified two reasons for the high values. First, the number of critical points reduces significantly between iterations 8 and 9. For example, in the case of $f_2$, it goes down from 66 - 70 in earlier iterations to 58 in iteration 9. Second, the function value at the critical points in the lowest resolution dataset are also different. Hence, the relabel costs increase significantly, up to a factor of 1.5 in some cases.
5.5 Detecting symmetry / asymmetry

Identifying symmetric or repeating patterns in scalar fields enables feature-directed visualization. For example, it supports applications such as symmetry-aware transfer function design for volume rendering, anomaly detection, and query-driven exploration. A distance measure is central to any method for identifying symmetry. Consider the synthetic dataset in Figure 15 that contains six regions corresponding to six subtrees of the merge tree. Four regions colored green in Figure 15(b) are symmetric copies. The remaining two regions, colored orange and magenta, are slightly perturbed to cause asymmetry. We compute the tree edit distance measure to compare each subtree corresponding to a region with other subtrees. The measure clearly distinguishes between symmetric and asymmetric regions as can be seen from the distance matrix (DM) in Figure 15(c). These results are consistent with the premise upon which the data is generated.

We present additional case studies that demonstrate the applicability of the tree edit distance measure to symmetry identification. EMDB[1] contains 3D electron microscopy density data of macromolecules, subcellular structures, and viruses. Some of these structures contain symmetric sub-units. We study two structures, EMDB 1654, and 1897, see Figure 16. First, we compute the split tree for each structure. We then use a semi-automated method to extract sub-trees corresponding to significant features from the merge tree based on user specified persistence and minimum scalar value thresholds. Next, we compute the tree edit distance measure between sub-trees corresponding to these regions of interest. We observe two distinct groups from the DMs. The tree edit distance measure clearly identifies two groups with 4 and 8 regions each in EMDB 1654, see Figure 16(a). Similarly, it identifies two groups containing 3 and 6 symmetric regions each in EMDB 1897, see Figure 16(b).

1. https://www.ebi.ac.uk/pdbe/emdb/
5.6 Shape matching

Shape matching involves comparing geometric shapes and finding similarity between them. A good distance measure helps quantify this notion of similarity more concretely. The TOSCA non-rigid world dataset\footnote{http://tosca.cs.technion.ac.il/book/resources_data.html} contains a set of different shapes, see Figure 17. The shapes are in different poses and the project aims to develop methods to identify similarity between shapes in a pose invariant manner. We compute the average geodesic distance field \cite{3} on the surface mesh. This field is well studied in the literature and is known to be a good shape descriptor. We apply a persistence simplification threshold of 1\% on the merge trees both to remove topological noise and to reduce the number of nodes. Next, we compute the tree edit distance measure between all pairs of shapes. It takes around 15 seconds to generate the distance matrix with the same setup used for the periodicity experiment. Figure 18 shows the distance matrix. Each collection of shape appears as a blue block irrespective of variations in pose. We also observe higher values for a pair of shapes that are different. Note the blue blocks away from the diagonal. They correspond to Michael vs Victoria, David vs Victoria, David vs Michael, and David vs Gorilla. These pairs have similar shapes, which is more apparent in a few poses. Not all poses are shown in Figure 17.

5.7 Data Summarization

Exploring large scientific data, particularly time-varying data, and identifying patterns of interest is often time consuming even with good visualization tools. Well designed abstract representations provide good overviews of the data and direct the user to features of interest. Abstractions such as the merge trees present a summary of spatial features. Temporal summaries enable effective visualization of time-varying data. Central to the design of a temporal summary is a good distance measure that can distinguish between periods of significant activity and inactive time periods.

In this experiment, we consider the 3D Bénard-von Kármán vortex street dataset. The velocity magnitude is available as a scalar field on a $192 \times 64 \times 48$ grid over 102 time steps \cite{50}. Figure 19 shows volume renderings and isosurfaces for a few time steps. Topological features of the velocity magnitude scalar field are represented using the split tree. Each split tree had approximately 180–200 nodes. We compute the tree edit distance between all pairs of time steps. It takes around 4 seconds to generate the distance matrix (DM) with the same setup used for the periodicity experiment.

The DM shown in Figure 20 contains multiple patterns. A fluid dynamics expert helped study and interpret the results. The distance between time steps 2 – 28 are small because the flow does not contain any vortices and the features do not change. The top left blue block in the matrix corresponds to this time period. This is followed by the period when new vortex structures are formed (small block highlighted in green that corresponds to time steps 29 – 39). Next, the vortices exhibit shedding, which is shown by the repeating patterns present in the larger green block in the matrix (time steps 40 – 85). Finally, the vortices are significantly distorted, which is captured by the high values of distance in the bottom right block. Thus we can use the patterns that emerge in the distance matrix to distinguish between different types of behavior and summarize the scientific phenomena using these patterns.
6 CONCLUSIONS

We described a distance measure between two scalar fields that compares their merge trees. The distance measure is defined as the minimum cost of a set of restricted edit operations that transforms one tree into another. The edit operations and the associated costs are both intuitive and mathematically sound. The measure satisfies metric properties, can be efficiently computed, and is useful in practice.

We study the properties of the measure and demonstrate its application to data analysis and visualization using various computational experiments. In future work, we plan to develop a theoretical analysis of the stability properties of the measure. Developing a comparative visualization framework based on the tree edit distance measure is also an interesting problem with potential applications to time-varying data and multifield data visualization.
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