Abstract—In this paper, we propose graph signal processing based imaging for synthetic aperture radar (SAR). Our method provides improved denoising and resolution enhancing capabilities, along with a reduction in computational complexity, by exploiting the concept of denoising and resolution enhancing capability of SAR images. We present a modified version of fused least absolute shrinkage and selection operator (LASSO) to cater for graph structure of the SAR image. It can also accommodate the compressed sensing framework. We solve the optimisation problem via alternating direction method of multipliers. Experimental results on a backhoe target corroborate the validity of our proposed method.
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I. INTRODUCTION

Synthetic aperture radar (SAR) [1]–[3] is known to provide high-resolution radar images via its different modes of operation. A large body of work is available to enhance the quality of SAR images in terms of denoising and super-resolution (see [4] and its references). Most of the proposed techniques have been borrowed from optical imaging. Nonetheless, enhancing the quality of a SAR image is a challenging task. One of the reasons is the disparity between range and cross-range resolutions, with latter generally being lower than the former. This leads to an image spread over an irregular grid. Secondly, radar returns from a target scene are heavily dependent upon the aspect angles and/or position of the radar. Small variations in the aspect angles or position can produce completely different reflectivity pattern which results in a nonuniform image. This can be challenging in imaging extended objects where adjacent reflective points on the object may produce drastically different reflectivities. Thus, a straightforward application of general imaging techniques on SAR provides limited gains. However, one of the qualities of SAR, that differentiates it from other imaging sensors, is the availability of precise ranging information. Exploiting this extra information can potentially enhance the quality of a SAR image.

Graph signal processing (GSP) [5]–[7] has recently been proposed as a technique which processes signals lying on specific data structures defined by the graphs (see [8] for an earlier context). This essentially means that all elements/samples of the signal form vertices on a graph and the edge weights connecting these vertices provide a measure of similarity between them. Thus, a graph signal can assume any irregularity of structure and it can get processed accordingly. In our case, the disparity between range resolution and cross-range resolution gives rise to an irregular grid structure of a SAR image, which is further complicated by overlapping grids from different aspect angles. Therefore, substantial gains can be obtained by applying the GSP techniques to SAR imaging.

Fused least absolute shrinkage and selection operator (FLASSO) [9] is known to provide element-wise sparsity as well as smoothness. We have recently used FLASSO in [10] for SAR imaging of an automotive scene for improved azimuth resolution. In FLASSO, smoothness is achieved by total variation (TV) [11]. TV is an edge-preserving norm and it has been at the forefront of image denoising for many years. The basic idea is to minimise the difference between consecutive image pixels which results in noise reduction and feature enhancement. TV can be related to a graph with unit edge weights between adjacent pixels only. Recently, some works have advocated the use of nonlocal neighbours, i.e., a nonlocal TV (NLTV), for improved results, see, e.g., [12]–[14] for general images and [15]–[17] for SAR imagery. Nonlocal neighbourhood is defined in terms of similarity of patches centred around different pixels over the complete image. The edge weights are then a function of a Euclidean distance between the patches (in terms of pixel intensities) of a coarse estimate of the reconstructed image. NLTV provides good results. However, searching for neighbours and computing edge weights is a computationally intensive process. Nonetheless, in NLTV, apart from the computational complexity issues of searching for nonlocal neighbours, edge weights are still dependent upon pixel intensities. Given the nonuniform reflectivity pattern of SAR images, generating edge weights based on pixel intensities can provide only limited gains.

Contributions. In this paper, we propose extended neighbourhood (EN) for SAR images. It essentially comprises of all the pixels within a certain spatial proximity. Thus, the weight function reflects the actual ranges and avoids the exhaustive search for intensity based neighbours, causing a drastic reduction in computational complexity. The rationale is that, for an extended object, there is a high probability of finding similar scatterers in close proximity. Also, given the availability of precise ranging information in SAR images, such an approach can be quite effective. In the light of above, we combine the concept of GSP with EN and reformulate the FLASSO cost function as graph fused LASSO with extended neighbourhood total variation (GFL-ENTV). We solve our optimisation problem via alternating direction method of multipliers (ADMM) [18], [19], which enjoys the benefits of...
parallelisation and fast convergence. Our method can easily accommodate the compressed sensing (CS) framework [20], [21] as well. This is particularly useful in the case of insufficient SAR measurements. Therefore, we provide a composite signal model, accordingly. Our proposed approach results in enhanced spatial resolution and improved SAR imaging. For a fair comparison, we cast NLTV in GFL framework, i.e., GFL-NLTV. We provide experimental results to prove the effectiveness of our proposed method.

**Notations.** Matrices are in upper case bold while column vectors are in lower case bold, $(\cdot)^T$ denotes transpose whereas $(\cdot)^H$ denotes Hermitian, $[\mathbf{a}]_i$ is the $i$th element of $\mathbf{a}$ and $|\mathbf{a}|_p = (\sum_{i=1}^N |[\mathbf{a}]_i|^p)^{1/p}$ is the $\ell_p$-norm of $\mathbf{a}$.

II. Signal Model

In this paper, we focus on spotlight mode SAR (Spot-SAR). However, our proposed techniques are applicable for other modes as well. In Spot-SAR, the target scene is illuminated from different aspect angles $\theta$, which form the synthetic aperture. Depending on the range of aspect angles, synthetic aperture can be narrow- or wide-angle. In contrast to the wide-angle synthetic aperture. Depending on the range of aspect angles, synthetic aperture can be narrow- or wide-angle. In contrast to the wide-angle synthetic aperture, narrow-angle synthetic aperture assumes that the target reflectivity is isotropic over all aspect angles. However, a wide-angle synthetic aperture can be modelled to consist of many narrow-angle synthetic apertures, named as sub-apertures. Figure 1 shows the measurement schematic of such a wide-angle Spot-SAR. The received signal (after some post-processing) can be modelled as a spatial Fourier transform of the target field reflectivity (see [4] and its references), i.e.,

$$ r(\gamma_m, \theta_k) = \sum_{n=1}^N s(x_n, y_n; \theta_k^l) \exp(-j2\pi \gamma_m \theta_{n,k}^l) + \nu(\gamma_m, \theta_k^l) \tag{1} $$

where $\theta_{n,k}^l = 2(x_n \cos \theta_k^l + y_n \sin \theta_k^l)/c$, $\gamma_m$ is the $m$th spatial frequency, for $m = 1, \cdots, M$, $\theta_k^l$ is the $l$th aspect angle, for $l = 1, \cdots, L$, $s(x_n, y_n; \theta_k^l)$ is the reflectivity function of the $n$th spatial location $(x_n, y_n)$ in a Cartesian coordinate system, conditioned on $\theta_k^l$, for $n = 1, \cdots, N$ and $\nu(\gamma_m, \theta_k^l)$ is the model noise corresponding to $\gamma_m$ and $\theta_k^l$. Now, we can write (1) in the following discrete form.

$$ r_k^l = \Phi_k^l s_k^l + \nu_k^l \tag{2} $$

where $r_k^l$ is an $M \times 1$ vector of samples of $r(\gamma_m, \theta_k^l)$, $\Phi_k^l$ is an $M \times N$ matrix of the samples of $\exp(-j2\pi \gamma_m \theta_{n,k}^l)$, $s_k^l$ is an $N \times 1$ vector of samples of field reflectivity function $s(x_n, y_n; \theta_k^l)$ and $\nu_k^l$ is an $M \times 1$ vector of samples of noise $\nu(\gamma_m, \theta_k^l)$. Note, all the aforementioned samples are taken for a given $\theta_k^l$. Now, a composite model of (2) can be written as

$$ y^l = \Theta^l s^l + n^l \tag{3} $$

where $y^l = \Psi [r_1^T, \cdots, r_L^T]^T$ is a $KJ \times 1$ vector, $\Theta^l = [\Phi_1^T, \cdots, \Phi_L^T]^T$ is a $KJ \times N$ matrix, $n^l = \Psi [\nu_1^T, \cdots, \nu_L^T]^T$ is a $KJ \times 1$ vector and $\Psi$ is a $KJ \times KM$ random selection matrix [22], with $J \leq M$. Note, the above model is valid for narrow-angle sub-apertures, i.e., $K$ is spread over few degrees of angles, under the assumption that the reflectivity function $s(x_n, y_n; \theta_k^l)$ remains isotropic over all $k$ for a given $l$. Thus, $s_k^l = s_k^l\forall k$. After obtaining an estimate of $s_k^l$, $\forall l$ in (3), a composite response to the field reflectivity of the $n$th spatial location $(x_n, y_n)$ can be obtained as

$$ \hat{s}[n] = \max \left| [s^l]^n \right|^2 \tag{4} $$

for $n = 1, \cdots, N$, which has the interpretation of a generalised likelihood ratio test (GLRT) over the sub-apertures (see [23] for more details). We solve (3) for each $l$th sub-aperture and drop the superscript depicting sub-aperture in subsequent sections, for notational simplicity. Note, instead of (3), some authors, e.g., [24], [25] have also advocated a 2-D measurement model. Such models may also be employed in connection with our proposed method.

III. GSP Based SAR Imaging

A graph can be defined as a tuple $\mathcal{G} = (\mathcal{V}, \mathcal{W})$, where $\mathcal{V} = \{v_1, \cdots, v_N\}$ is a set of $N$ vertices and $\mathcal{W}$ is a weight map between each pair of elements in $\mathcal{V}$, i.e., $w(v_n, v_m) \in \mathbb{R}_+$, where $v_n, v_m \in \mathcal{V}$. Generally, $w(v_n, v_n) = 0$, i.e., no self-loops. Note, in this paper, we consider undirected graphs, i.e., $w(v_n, v_m) = w(v_m, v_n)$. Two vertices are connected to each other if their respective weight map is nonzero. For an $n$th vertex, all its connected vertices define its neighbourhood $\mathcal{N}_n$, i.e., $\mathcal{N}_n = \{v_m \in \mathcal{V} : w(v_n, v_m) \neq 0\}$. The weight map $w$ can be described in the form of an $N \times N$ adjacency matrix $\mathbf{W}$, where $[\mathbf{W}]_{nn'} = w(v_n, v_{n'})$. An $N \times N$ degree matrix $\mathbf{D}$ is defined as, $[\mathbf{D}]_{nn} = \sum_{n'} w(v_n, v_{n'})$, which is a diagonal matrix. Then, the (combinatorial) graph Laplacian is defined as, $\mathbf{L} = \mathbf{D} - \mathbf{W}$.

As explained in Section I, radar signals can be processed under the GSP framework. Thus, a radar graph signal $s$ can be defined as a map from graph vertices to complex-valued signal samples, i.e., $s : \mathcal{V} \rightarrow \mathbb{C}$, $v_n \mapsto s[n]$. Transforming a graph signal by the graph Laplacian generates weighted smoothing of the graph signal, i.e.,

$$ [\mathbf{Ls}]_n = \sum_{n' \in \mathcal{N}_n} [\mathbf{W}]_{nn'} ([s][n] - [s][n']) \tag{5} $$

which shows that the GSP framework enables processing variations of a signal spread over any kind of graph structure, as determined by $\mathcal{N}_n$. Now, in the context of GSP, our proposed GFL optimisation problem can be written as

$$ \hat{s} = \arg \min_s \frac{1}{2} ||y - \Theta s||_2^2 + \lambda_c ||s||_1 + \lambda_f ||\mathbf{Ls}||_1 \tag{6} $$
where \( \lambda_c, \lambda_f > 0 \) are penalty parameters for elementwise sparsity and graph fusion\(^1\), respectively, and \( \Lambda \) is the \( \sum_{n=1}^{N} |\mathcal{N}_n| \times N \) graph difference matrix defined as 

\[
\Lambda = \begin{bmatrix}
\Lambda_1 & \cdots & \Lambda_N
\end{bmatrix}^T,
\]

where \( \Lambda_n \) is an \( |\mathcal{N}_n| \times N \) matrix such that

\[
[A_n]_{ij} = \begin{cases}
+|W|_{n[N_1]}, & j = n \\
-|W|_{n[N_1]}, & j = \{N_1\} \\
0, & \text{otherwise}
\end{cases}
\]  

(7)

where (with some abuse of notation) \( \{N_1\}_i \) denotes the vertex index of the \( i \)th element in set \( \mathcal{N}_n \), for \( i = 1, \ldots, |\mathcal{N}_n| \), and \( j = 1, \ldots, N \). From (7), we can see that \( \Lambda_n \) is in fact a reshaped form of the nonzero elements of the \( n \)th row of \( L \), i.e., \([L]_{n} \rightarrow \Lambda_n\). Thus, the fusion part of the GFL can be expanded as

\[
\|\Lambda s\|_1 = \sum_{n=1}^{N} \sum_{[s]_n \in \mathcal{N}_n} |W|_{n[n']} \|([s]_n - [s]_{n'})\|_1
\]  

(8)

which creates parsimony over the weighted absolute difference of the neighbouring spatial samples. Thus, GFL encourages sparsity both in the individual elements of \( s \) as well as in neighbouring pairs of the elements of \( s \). This problem formulation results in increased resolution of the target scene as well as improved imaging of the extended targets. We solve the GFL problem via ADMM. Thus, (6) can be rewritten as

\[
\|s\|_1 + \frac{1}{2}\|y - \Theta s\|_2^2 + \lambda_c \|u\|_1 + \lambda_f \|z\|_1
\]  

\[
s.t. \quad u = s, \quad z = \Lambda s
\]  

(9)

where \( u \) and \( z \) are \( N \times 1 \) and \( \sum_{n=1}^{N} |\mathcal{N}_n| \times 1 \) auxiliary variables, respectively. Now, the cost function in (9) can be written in the following unconstrained form.

\[
\mathcal{L}(s, u, z, \rho_u, \rho_z) = \frac{1}{2}\|y - \Theta s\|_2^2 + \lambda_c \|u\|_1 + \lambda_f \|z\|_1 + \rho^u_1 - \frac{1}{2}\|u - s\|_2^2 + \rho^z_2 - \|z - \Lambda s\|_2^2
\]  

(10)

where \( \rho_u \) and \( \rho_z \) are Lagrange multipliers, and \( c_u \) and \( c_z \) are positive constants. An iterative solution of (9), for the \( t \)th iteration can be obtained by minimising (10) over \( s, u \) and \( z \), one-at-a-time, while keeping other variables fixed. Thus, a closed-from estimate of \( s \) can be written as

\[
\hat{s}[t] = (\Theta^H\Theta + c_u I + c_z \Lambda^T \Lambda)^{-1} \times (\Theta^H y + \rho^u_1 - c_u \hat{u}[t-1] + \Lambda^T \rho^z_2 - c_z \hat{z}[t-1]).
\]  

(11)

Note, the matrix inversion in (11) does not depend on iteration index \( t \). Therefore, its off-line calculation can save substantial amount of computation. An estimate of \( u \) can be written as

\[
\hat{u}[t] = \eta \left( \hat{s}[t] - \frac{\rho^z_2}{c_u}, \frac{\lambda_c}{c_u} \right)
\]  

(12)

\(^1\)Note, in the case of complex valued signals, some authors, e.g., [26], suggest fusing/smoothing only the magnitude part out, instead of both real and imaginary parts, since the phase is assumed to be random [27]. However, in our view, the random phase is a constraint of the measurement system and not necessarily a requirement of fusing complex values. Therefore, in the present paper, we fuse both the real and imaginary parts. Future extensions of the work may include the random phase constraints as well.

where \( \eta(s, \lambda) = \text{sign}(s)(|s| - \lambda) \), with \( \text{sign}(s)_n \triangleq \frac{s_n}{|s|_n} \), and an estimate of \( z \) can be written as

\[
\hat{z}[t] = \eta \left( \Lambda \hat{s}[t-1] - \frac{\rho^z_2}{c_z}, \frac{\lambda_f}{c_z} \right).
\]  

(13)

The Lagrange multipliers can be updated as

\[
\rho_u^u[t] = \rho_u^u[t-1] + c_u (\hat{u}[t] - \hat{s}[t])
\]  

(14)

\[
\rho_z^z[t] = \rho_z^z[t-1] + c_z (\hat{z}[t] - \Lambda \hat{s}[t]).
\]  

(15)

Now, the weights in the adjacency matrix are generally obtained from a Gaussian kernel [5], i.e.,

\[
[W]_{nn'} = \begin{cases}
\exp \left( -\frac{\Delta_{nn'}^2}{2\sigma^2} \right) & \text{if } \Delta_{nn'} \leq D \\
0 & \text{otherwise}
\end{cases}
\]  

(16)

where \( \sigma^2 \) is the variance and \( \Delta_{nn'} \) is a function of physical or feature space distances between \( n \)th and \( n' \)th vertices. In NLTV, \( \Delta_{nn'} \) is the Euclidean distance between image patches of certain dimension, centred around the neighbouring vertices. Generally, a coarse estimate of the reconstructed image is used to find these weights. It is defined as

\[
\Delta_{nn'}^{\text{NLTV}} = \|\hat{s}_{\mathcal{I}_n} - \hat{s}_{\mathcal{I}_{n'}}\|_2
\]  

(17)

where \( \mathcal{I}_n \) is a set of indices corresponding to the pixels in image patch centred around vertex \( [s]_n \). Thus, \( \hat{s}_{\mathcal{I}_n} \) contains elements of \( s \) corresponding to \( \mathcal{I}_n \) only. In case of radar, actual ranges of different scatterers on the target scene are available. Therefore, we propose to use these ranges in defining EN. Thus, \( \Delta_{nn'} \) can be defined as

\[
\Delta_{nn'}^{\text{EN}} = \| (x_n - y_n) \|_2
\]  

(18)

where \( (x_n, y_n) \) and \( (x_{n'}, y_{n'}) \) correspond to spatial locations of vertices \( [s]_n \) and \( [s]_{n'} \), respectively. Comparing (17) and (18), we can see that the adjacency matrix \( W \) needs to be updated for each sub-aperture due to the former, whereas, \( W \) is calculated only once, due to the latter.

**Computational Complexity.** The computational complexity of a standard ADMM based FLASSO for \( L \) sub-apertures is, \( \mathcal{C}_{\text{FLASSO}} = O(L I^{FL} N^2) \) [28], where \( I^{FL} \) denotes the number of iterations. Now, the computational complexity of updating \( W \) in NLTV is, \( O(LN^2) \). Thus, the computational complexity of GFL-NLTV is, \( \mathcal{C}_{\text{GFL-NLTV}} = \mathcal{C}_{\text{GFL-LTV}} + O(LN^2) \), where \( I^{NLTV} \) denotes the total number of iterations. In case of ENTV, the computational complexity of updating \( W \) is, \( O(N^2) \), which is already less than NLTV. Nonetheless, the weights in ENTV are computed off-line and they do not add to the run-time complexity. Thus the computational complexity of GFL-ENTV can be written as, \( \mathcal{C}_{\text{GFL-ENTV}} = \mathcal{C}_{\text{GFL-LTV}} + O(N^2) \), where \( I^{EN} \) denotes the total number of iterations. Thus, we can see that the computational complexity of GFL-ENTV is comparable to FLASSO but much less than GFL-NLTV.

**IV. EXPERIMENTAL RESULTS**

For experiments, we consider the dataset of a backhoe target [29]. The dataset has been synthetically generated as a dome.
over the target at an elevation angle of 30°, for the angular range \( \theta \in [-10^\circ, 100^\circ] \), with a bandwidth of 5.9 GHz centred at a frequency of 10 GHz. Figure 2a shows the target. We divide the complete angular range into \( L = 22 \) sub-apertures where each \( l \)th sub-aperture covers an angular range of 5° comprising of \( K = 70 \) angular samples. Instead of using the complete frequency bandwidth, we restrict ourselves to a bandwidth of 0.5 GHz which generates \( M = 44 \) frequency samples and a range resolution of 0.3 m. We reconstruct the target scene as an equidistant grid of \( 128 \times 128 \) cells/pixels, which generates \( N = 16384 \) spatial image samples. We compare the performance of a number of methods for SAR imaging. In this respect, we reconstruct the target scene for each sub-aperture and then use (4) to construct the final image. Note, the maximum intensity value in all images has been normalised to unity and a common threshold has been applied to make the smaller values zero.

The most common method of SAR imaging is back-projection (BP) [3]. Since the signal model (1) maps the spatial locations directly into the measurements, a BP solution essentially reduces to a matched filtering solution. Figure 2b shows the result of BP based imaging. We also consider the method of [30] for comparison. For a fair comparison, we consider an \( \ell_1 \)-norm in [30] for both element-wise sparsity as well as the fusion. This essentially makes the method of [30] the same as FLASSO. Figure 2c shows the result of FLASSO based imaging. We also compare the performance of NLTV. For a fair comparison we have used the GFL framework, i.e., (11)-(15). The weights of the adjacency matrix have been obtained via (17) in (16). Parameter \( D \) in (16) has been selected so that the neighbourhood search window for each pixel is \( 21 \times 21 \) and set \( \mathcal{I}_n \) in (17) has been designed to represent indices of a \( 3 \times 3 \) image patch centred around the \( n \)th pixel. For each sub-aperture, we use a BP based image as an estimate of \( s \) in (17). Figure 2d shows the result of GFL-NLTV based imaging. For GFL-ENTV, the weights of the adjacency matrix have been obtained via (18) in (16). These weights are considered fixed for all of the sub-apertures. Note, the spatial parameters of the Gaussian kernel are the same as GFL-NLTV. The SAR image is obtained by iterating over (11)-(15). Figure 2e shows the result of GFL-ENTV based imaging. Thus far, we have considered \( J = M \) (see (3)). Note, even then, (3) represents an under-determined system of equations, in the context of our experimental setup, since \( KJ < N \). We show the performance of GFL-ENTV with a reduced number of randomly selected frequency samples, i.e., \( J < M \). Figure 2f shows the result of GFL-ENTV based imaging with 50% (i.e., \( J = 0.5M \)) of frequency samples. Note, for all of the above methods (except for BP), an update tolerance of \( 10^{-4} \) has been used as a stopping criterion for the iterations. This resulted in the average iterations of, \( I^{FL} = 576 \) (for FLASSO), \( I^{NL} = 1344 \) (for GFL-NLTV) and \( I^{EN} = 237 \) (for GFL-ENTV), for each sub-aperture.

**Comparison of Spatial Resolution.** We can see in Figure 2b for BP that different scatterers are smeared with each other, causing a reduced spatial resolution. However, the performance of all other methods is quite reasonable. To quantify the performance, we use the metric of 3 dB main-lobe width (MLW) [31]. MLW is a relative parameter of spatial resolution. To estimate MLW, we focus on the strong scatterers. The idea is to find a nearest point 3 dB below the value of the strong scatterer and then averaging for all the strong scatterers. A fine estimate is then obtained via interpolation over the pixels. Note, generally, strong scatterers are chosen by finding the maximum intensity point in each row/column of the image and the nearest point 3 dB below the maximum value is also found in the same row/column. However, in this paper, we prefer 2-D processing, i.e., we choose a number of strong scatterers in the image and then for each strong scatterer we find the nearest point 3 dB below the maximum value in a 2-D search (i.e., including vertical, horizontal and diagonal points), for a better estimate. Table I provides a comparison of MLW estimates for different methods, for 20 and 40 strongest scatterers, respectively. We can see, in comparison to BP, all the methods have improved resolution. However, our proposed method outperforms all other methods. The performance of GFL-NLTV is quite close. Nonetheless, it has been achieved at a substantially higher computational complexity. We can also see, despite a reduction in frequency samples by 50%, GFL-ENTV (50%) shows substantial gain in spatial resolution.

**Comparison of Denoising.** In order to show the denoising performance of our proposed algorithm, we use the parameter of standard deviation of a smooth patch of the dB-valued target image. Table II shows the denoising performance for top 30 and bottom 30 rows of the target image, respectively. We can see, our proposed method considerably outperforms all other methods. Even GFL-ENTV (50%) also shows substantial gain.

### V. Conclusions

In this paper, we have proposed graph based SAR imaging for improved spatial resolution and denoising. We have proposed the concept of extended neighbourhood to account for the irregularity of SAR spatial grid and the nonuniformity of reflectivity field. We solve our optimisation problem via ADMM. Our proposed method has reduced computational

| TABLE I: Comparison of Main-Lobe Width |
|----------------------------------------|
| Method     | 20 Strongest Scatterers | 40 Strongest Scatterers |
| BP         | 0.3024 m               | 0.306 m               |
| FLASSO     | 0.1824 m               | 0.1682 m              |
| GFL-NLTV   | 0.1530 m               | 0.1656 m              |
| GFL-ENTV   | 0.1476 m               | 0.1506 m              |
| GFL-ENTV (50%) | 0.1566 m         | 0.1566 m              |

| TABLE II: Comparison of Denoising Performance |
|-----------------------------------------------|
| Method     | Top 30 Rows | Bottom 30 Rows |
| BP         | 16.42 dB    | 13.04 dB       |
| FLASSO     | 6.36 dB     | 6.00 dB        |
| GFL-NLTV   | 6.40 dB     | 6.86 dB        |
| GFL-ENTV   | 2.78 dB     | 2.74 dB        |
| GFL-ENTV (50%) | 3.99 dB     | 3.94 dB        |
complexity and enhanced spatial resolution and denoising. Experimental results prove that our proposed method outperforms a number of SAR imaging techniques, including the patch based nonlocal method.
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