A. Hypothesis Testing

We handle the extreme noise in event data under low-light conditions with conditional denoising, which considers spatial consistency, as explained in Section 3.2. In this section, we further elaborate the hypothesis testing procedure. Given a batch of size $N$ containing events in the target domain, we obtain the transformed event ratios $T(R_i)$ for $i = 1, 2, \ldots, N$ using the source domain statistics, as described in Equation (6) in the main paper. If the transformed ratios follow a standard Gaussian distribution, we can assume that the event measurement is free from noise burst.

To this end, we first calculate the batch-wise mean $\hat{\mu}$ and standard deviation $\hat{\sigma}$ of the transformed ratios $T(R_i)$. We then determine if the event ratio $R = N_{pos}/N_{neg}$ is either too large (noise burst in positive channel) or too small (noise burst in negative channel). Specifically, we apply the standard one-tailed $z$-test procedure [19], and label the batch as containing noise burst in the positive channel if the following inequality holds,

$$\Phi\left(\frac{\sqrt{N}|\hat{\mu} - \mu_{\text{thres}}|}{\hat{\sigma}}\right) > 0.9,$$  

(1)

where $\Phi(\cdot)$ is the cumulative distribution function (CDF) of the standard Gaussian. Here, $\mu_{\text{thres}}$ is the threshold value for separating noise bursts, which we set to 0.25 in all our experiments. However, the choice of $\mu_{\text{thres}}$ does not have a significant impact in performance. Table A.1 verifies that the accuracy of the timestamp image [11] in validation #6, 7 from N-ImageNet is stable for various values of $\mu_{\text{thres}}$. The criterion for determining noise burst in the negative channel is similarly defined as follows,

$$\Phi\left(\frac{\sqrt{N}|\hat{\mu} + \mu_{\text{thres}}|}{\hat{\sigma}}\right) < 0.1,$$  

(2)

where the signs of variables in the inequality are reversed.

| $\mu_{\text{thres}}$ | 0.25 | 0.5 | 0.75 | 1.00 |
|---------------------|------|-----|------|------|
| Validation 6        | 29.20| 29.39| 29.13| 27.57|
| Validation 7        | 38.46| 37.36| 37.19| 37.21|

Table A.1. Effect of the threshold value $\mu_{\text{thres}}$ used in hypothesis testing on the classifier performance in N-ImageNet [6].

| Day   | Recording       |
|-------|-----------------|
| Source| 2019-06-19      |
| Day 1 | 2019-02-22      |
| Day 2 | 2019-06-11      |
| Day 3 | 2019-06-14      |
| Day 4 | 2019-02-21      |
| Day 5 | 2019-06-26      |

Table C.1. Conversion table for the Prophesee Megapixel Dataset [12] on days used in the main paper and the corresponding recordings.

B. Hyperparameter Setup

In this section we report the hyperparameters used for Ev-TTA. We mostly follow the hyperparameter setup of Tent [20] and avoid tuning the algorithm on the test set. For all experiments, we use the Adam optimizer [7]. In N-ImageNet experiments, we use a learning rate of 0.00025 with a batch size of 64, while for other datasets with smaller number of labels, we use a learning rate of 0.001 with a batch size of 128. For steering angle prediction, we use a learning rate of 0.000025 with a batch size of 64, as larger learning rates failed to converge. We employ the identical hyperparameter setup for baselines used throughout our experiments.

C. Dataset Preparation

In this section we explain the preprocessing pipelines used in datasets for our experiments.

Prophesee Megapixel Dataset For evaluating Ev-TTA in real-world environments, we use the Prophesee Megapixel
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| Method          | No Adaptation | Ev-TTA Augmentation |
|-----------------|---------------|---------------------|
| Accuracy        | 33.37         | 43.47               |
|                 | 41.09         |                     |

Table D.2. Ablation study on using event slices. We report the average accuracy of the timestamp image [11] on the N-ImageNet variants.

**Anchor Event Selection**

We report the impact of choosing the anchor event for optimizing the prediction similarity loss and selective entropy loss in Section 3.1. Recall that in Section 3.1 we choose the anchor event as a random event slice. To validate our design choice, we implement two additional variants of Ev-TTA where the anchor is chosen more deliberately. The first variant (Min Entropy) uses the event slice with the smallest prediction entropy as the anchor. The second variant (Majority Vote) uses the event slice whose predicted class label is equal to the majority vote of the $K$ event slices. We report the average performance of the timestamp image [11] on the N-ImageNet [6] variants under the various anchor selection schemes. As shown in Table D.1, only a small amount of performance gain exists from using deliberate anchor selection schemes. Therefore, the random selection scheme suffices for successful adaptation.

**Using Event Slices for Adaptation**

We validate the use of multiple event slices for the prediction similarity loss and selective entropy loss in Section 3.1. To this end, we implement a variant of Ev-TTA that applies data augmentation to a single event slice, similar to SENTRY [13]. Instead of enforcing consistency on predictions among event slices, this variant applies the same loss formulation among augmented events. We employ three augmentation schemes: horizontal flipping, polarity flipping, and temporal flipping. Horizontal flipping is where the input event is flipped along the spatial dimension horizontally, and polarity flipping is where the event polarities are inverted. Temporal flipping is where the timestamps of the input event are reversed, similar to Tulyakov et al. [18]. The performance comparison between Ev-TTA and the augmentation-based variant is made on N-ImageNet [6] using the timestamp image [11] as input. As shown in Table D.2, the average accuracy is higher for Ev-TTA that uses event slices to impose temporal consistency. The design choice of using event slices instead of data augmentation leads to effective adaptation.

**E. Full Evaluation Results in N-ImageNet**

In this section, we report the full evaluation results of various event representations on N-ImageNet [6]. Ev-TTA shows large amount of performance improvement compared to the baselines [10, 13, 17] in all tested representations both online and offline. The results in Table E.1~12 is the accuracy for six event representations, namely: binary event image [3], event histogram [9], timestamp image [11], time surface [8], sorted time surface [1], and DiST [6]. We provide the individual accuracy for each representation.
Table E.1. Offline evaluation results of timestamp image [11] on N-ImageNet [6] and its variants.

| Change               | Validation Dataset | Orig. | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | All   |
|----------------------|--------------------|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-------|
| No Adaptation        | 45.86              | 43.01 | 33.62 | 39.47 | 25.39 | 36.23 | 21.16 | 30.02 | 36.52 | 34.92 | 33.37 |
| Mummadi et al. [10]  | -                  | 44.90 | 45.25 | 45.45 | 42.66 | 43.95 | 24.27 | 33.84 | 45.00 | 44.52 | 41.09 |
| URIE [17]            | -                  | 41.68 | 39.77 | 42.28 | 38.30 | 39.42 | 17.68 | 30.95 | 39.38 | 41.90 | 36.82 |
| SENTRY [13]          | -                  | 45.90 | 45.10 | 45.72 | 41.93 | 43.96 | 20.06 | 33.94 | 44.87 | 44.44 | 40.66 |
| Tent [20]            | -                  | 42.36 | 43.93 | 43.94 | 41.01 | 41.73 | 25.21 | 34.62 | 43.40 | 42.97 | 39.91 |
| Ev-TTA               | -                  | 47.15 | 46.94 | 46.58 | 44.03 | 45.66 | 29.20 | 38.45 | 47.12 | 46.12 | 43.47 |

Table E.2. Online evaluation results of timestamp image [11] on N-ImageNet [6] and its variants.

| Change               | Validation Dataset | Orig. | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | All   |
|----------------------|--------------------|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-------|
| No Adaptation        | 47.73              | 43.73 | 33.72 | 37.69 | 24.56 | 35.24 | 20.89 | 29.68 | 36.33 | 34.56 | 32.93 |
| Mummadi et al. [10]  | -                  | 46.99 | 46.38 | 45.71 | 42.92 | 44.79 | 28.26 | 36.54 | 45.35 | 45.12 | 42.45 |
| URIE [17]            | -                  | 45.08 | 44.36 | 44.18 | 40.40 | 42.48 | 23.71 | 34.48 | 43.77 | 42.99 | 40.16 |
| SENTRY [13]          | -                  | 47.06 | 48.01 | 45.75 | 41.97 | 45.06 | 24.60 | 35.48 | 45.06 | 44.91 | 41.99 |
| Tent [20]            | -                  | 44.88 | 45.00 | 44.20 | 41.31 | 43.11 | 26.94 | 34.65 | 43.75 | 43.57 | 40.82 |
| Ev-TTA               | -                  | 48.64 | 48.01 | 47.24 | 44.49 | 47.06 | 30.08 | 38.34 | 47.37 | 46.58 | 44.20 |

Table E.3. Offline evaluation results of event histogram [9] on N-ImageNet [6] and its variants.

| Change               | Validation Dataset | Orig. | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | All   |
|----------------------|--------------------|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-------|
| No Adaptation        | 47.73              | 43.73 | 33.72 | 37.69 | 24.56 | 35.24 | 20.89 | 29.68 | 36.33 | 34.56 | 32.93 |
| Mummadi et al. [10]  | -                  | 43.71 | 43.67 | 43.20 | 40.33 | 42.54 | 25.65 | 33.66 | 42.55 | 42.76 | 39.79 |
| URIE [17]            | -                  | 41.94 | 42.16 | 42.10 | 38.67 | 41.10 | 23.21 | 31.90 | 40.97 | 41.20 | 38.14 |
| SENTRY [13]          | -                  | 43.31 | 42.77 | 42.78 | 39.33 | 41.68 | 23.20 | 32.36 | 41.91 | 41.86 | 38.80 |
| Tent [20]            | -                  | 42.69 | 42.93 | 42.56 | 39.61 | 41.79 | 25.07 | 32.83 | 41.68 | 41.82 | 39.00 |
| Ev-TTA               | -                  | 44.94 | 44.63 | 43.31 | 41.48 | 43.46 | 26.89 | 34.71 | 43.86 | 43.42 | 40.86 |

Table E.4. Online evaluation results of event histogram [9] on N-ImageNet [6] and its variants.

| Change               | Validation Dataset | Orig. | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | All   |
|----------------------|--------------------|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-------|
| No Adaptation        | 46.36              | 42.68 | 30.68 | 37.74 | 22.99 | 34.74 | 19.00 | 27.85 | 34.03 | 32.08 | 31.31 |
| Mummadi et al. [10]  | -                  | 46.07 | 45.02 | 44.94 | 42.35 | 43.95 | 22.90 | 31.58 | 44.66 | 45.50 | 40.77 |
| URIE [17]            | -                  | 42.63 | 39.30 | 42.74 | 37.28 | 41.30 | 14.58 | 25.76 | 42.23 | 42.53 | 36.48 |
| SENTRY [13]          | -                  | 46.43 | 44.27 | 44.39 | 40.20 | 43.56 | 18.54 | 31.94 | 43.69 | 43.52 | 39.62 |
| Tent [20]            | -                  | 43.16 | 43.51 | 43.11 | 40.47 | 42.21 | 25.33 | 33.28 | 42.91 | 43.90 | 39.76 |
| Ev-TTA               | -                  | 48.51 | 46.46 | 47.01 | 43.48 | 47.10 | 29.08 | 38.39 | 46.72 | 46.76 | 43.72 |

Table E.5. Offline evaluation results of binary event image [3] on N-ImageNet [6] and its variants.
### Table E.6. Online evaluation results of binary event image [3] on N-ImageNet [6] and its variants.

| Change       | None | Trajectory | Brightness | Average |
|--------------|------|------------|------------|---------|
| Validation Dataset | Orig. | 1 2 3 4 5 | 6 7 8 9 | All |
| No Adaptation           | 46.36 | 42.68 30.68 37.74 22.99 34.74 | 19.00 27.85 34.03 32.08 | 31.31 |
| Mummadi et al. [10]    | - | 43.61 42.63 42.65 40.14 41.80 | 23.63 32.45 42.27 42.77 | 39.11 |
| URIE [17]             | - | 41.20 39.49 41.15 37.01 40.01 | 19.89 28.12 40.89 40.54 | 36.48 |
| SENTRY [13]           | - | 42.99 41.75 42.05 38.14 41.05 | 19.52 30.39 41.00 41.58 | 37.61 |
| Tent [20]             | - | 42.07 41.78 41.64 39.12 40.89 | 24.05 31.97 41.44 41.94 | 38.32 |
| Ev-TTA               | - | **44.97** 43.73 43.89 40.85 43.34 | **25.42** 34.65 43.68 43.80 | **40.48** |

### Table E.7. Offline evaluation results of time surface [8] on N-ImageNet [6] and its variants.

| Change       | None | Trajectory | Brightness | Average |
|--------------|------|------------|------------|---------|
| Validation Dataset | Orig. | 1 2 3 4 5 | 6 7 8 9 | All |
| No Adaptation           | 44.32 | 41.01 34.63 40.00 25.48 34.89 | 22.12 31.27 37.12 35.36 | 33.54 |
| Mummadi et al. [10]    | - | 44.40 44.85 46.56 43.05 42.96 | 24.05 34.18 45.56 44.76 | 41.15 |
| URIE [17]             | - | 36.21 38.20 36.76 34.42 37.85 | 10.74 24.44 38.37 38.25 | 32.80 |
| SENTRY [13]           | - | 44.42 46.63 47.02 42.27 42.51 | 21.00 35.13 45.90 45.34 | 41.14 |
| Tent [20]             | - | 41.77 45.23 45.26 41.69 41.36 | 26.03 34.64 43.97 43.71 | 40.41 |
| Ev-TTA               | - | **45.50** 47.42 47.24 44.27 43.87 | **27.28** 37.06 47.05 46.54 | **42.91** |

### Table E.8. Online evaluation results of sorted time surface [1] on N-ImageNet [6] and its variants.

| Change       | None | Trajectory | Brightness | Average |
|--------------|------|------------|------------|---------|
| Validation Dataset | Orig. | 1 2 3 4 5 | 6 7 8 9 | All |
| No Adaptation           | 47.90 | 44.33 33.50 40.17 23.72 37.19 | 21.57 30.31 36.63 35.18 | 33.62 |
| Mummadi et al. [10]    | - | 47.26 47.35 47.47 44.29 45.64 | 25.56 36.63 46.60 46.20 | 43.00 |
| URIE [17]             | - | 42.87 43.76 44.90 40.50 40.82 | 22.05 33.55 43.37 41.70 | 39.28 |
| SENTRY [13]           | - | 47.66 47.32 47.45 42.55 45.25 | 22.04 34.66 46.12 45.84 | 42.10 |
| Tent [20]             | - | 44.65 45.94 45.78 42.10 43.91 | 27.12 35.11 44.96 44.55 | 41.57 |
| Ev-TTA               | - | **49.58** 47.67 48.36 45.59 46.72 | **30.07** 39.30 48.24 47.76 | **44.81** |

### Table E.9. Offline evaluation results of sorted time surface [1] on N-ImageNet [6] and its variants.

| Change       | None | Trajectory | Brightness | Average |
|--------------|------|------------|------------|---------|
| Validation Dataset | Orig. | 1 2 3 4 5 | 6 7 8 9 | All |
| No Adaptation           | 47.90 | 44.33 33.50 40.17 23.72 37.19 | 21.57 30.31 36.63 35.18 | 33.62 |
| Mummadi et al. [10]    | - | 44.49 45.03 45.15 41.68 42.84 | 26.07 35.10 44.15 44.08 | 40.95 |
| URIE [17]             | - | 40.13 40.60 41.29 37.30 39.24 | 20.80 30.45 39.54 40.41 | 36.64 |
| SENTRY [13]           | - | 43.98 44.10 44.79 39.97 42.01 | 21.71 32.38 43.03 43.56 | 39.50 |
| Tent [20]             | - | 43.40 44.24 44.30 40.70 42.18 | 25.64 34.08 43.16 43.13 | 40.09 |
| Ev-TTA               | - | **46.02** 45.29 45.91 42.53 43.90 | **26.70** 36.17 45.00 45.22 | **41.86** |

Table E.10. Online evaluation results of sorted time surface [1] on N-ImageNet [6] and its variants.
Table E.11. Offline evaluation results of DiST [6] on N-ImageNet [6] and its variants.

| Change              | Validation Dataset | Orig. | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | All  |
|---------------------|--------------------|-------|------|------|------|------|------|------|------|------|------|------|
| No Adaptation       | 48.43              | 45.17 | 36.58| 42.28| 26.57| 38.70| 24.39| 32.76| 38.99| 37.37| 35.89|
| Mummadi et al. [10] | -                  | 48.02 | 47.41| 47.98| 44.37| 46.39| 28.52| 38.60| 47.21| 46.80| 43.92|
| URIE [17]           | -                  | 43.78 | 43.31| 44.03| 41.04| 40.71| 16.80| 28.61| 43.52| 41.33| 38.13|
| SENTRY [13]         | -                  | 48.33 | 47.70| 48.38| 43.71| 46.28| 25.25| 37.51| 47.53| 46.73| 43.49|
| Tent [20]           | -                  | 46.32 | 46.17| 46.64| 42.74| 44.56| 28.20| 36.93| 45.59| 45.32| 42.50|
| Ev-TTA              | -                  | **48.53** | **47.75** | **48.38** | **45.35** | **47.26** | **31.02** | **39.07** | **48.19** | **47.66** | **44.80** |

Table E.12. Online evaluation results of DiST [6] on N-ImageNet [6] and its variants.

| Change              | Validation Dataset | Orig. | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | All  |
|---------------------|--------------------|-------|------|------|------|------|------|------|------|------|------|------|
| No Adaptation       | 48.43              | 45.17 | 36.58| 42.28| 26.57| 38.70| 24.39| 32.76| 38.99| 37.37| 35.89|
| Mummadi et al. [10] | -                  | 45.85 | 45.73| 46.25| 42.39| 44.13| 27.82| 36.48| 45.19| 44.85| 42.08|
| URIE [17]           | -                  | 40.88 | 41.04| 42.03| 37.68| 40.17| 20.14| 30.18| 41.44| 40.14| 37.08|
| SENTRY [13]         | -                  | 45.47 | 45.58| 46.12| 41.55| 43.52| 24.57| 35.03| 45.03| 44.69| 41.28|
| Tent [20]           | -                  | 43.27 | 44.10| 44.37| 40.61| 41.78| 25.52| 34.10| 43.39| 43.23| 40.04|
| Ev-TTA              | -                  | **46.32** | **46.05** | **46.57** | **43.23** | **44.58** | **28.05** | **36.98** | **46.03** | **45.64** | **42.61** |
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