An 8T SRAM Array with Configurable Word Lines for In-Memory Computing Operation
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Abstract: In-memory computing (IMC) has been widely accepted to be an effective method to improve energy efficiency. To realize IMC, operands in static random-access memory (SRAM) are stored in columns, which contradicts SRAM write patterns and requires additional data movement. In this paper, an 8T SRAM array with configurable word lines is proposed, in where the operands are arranged in rows, following the traditional SRAM storage pattern, and therefore additional data movement is not required. The proposed structure supports three different computing modes. In the ternary multiplication mode, the reference voltage generation column is not required. The energy of computing is only 1.273 fJ/bit. In the unsigned multibit multiplication mode, discharge and charging paths are used to enlarge the voltage difference of the least significant bit. In the logic operation mode, different types of operations (e.g., IMP, OR, NOR, XNOR, and XOR) are achieved in a single cycle. The frequency of logic computing is up to 909 MHz.
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1. Introduction

Artificial intelligence and machine learning are highly valued technologies that are widely used in various fields [1]. These technologies perform large amounts of computations and require considerable data movement. For applications that require high-energy efficiency, such as the Internet of Things, fundamental changes need to be introduced to the hardware implementation of AI technology [2]. In-memory computing has been widely studied to be one of the effective methods to improve energy efficiency [1–3].

Different types of in-memory logic operations and multiplication have already been realized [3–9]. Khwa et al. [3] used a six transistor (6T) cell combined with a reference voltage generation column to achieve ternary multiplication; Yin et al. [4] proposed a 12T cell combined with a PMOS substrate offset to complete the same function. However, in these methods, an additional area is required to realize a reference voltage generation array or the PMOS body bias. Furthermore, the operands of the operations mentioned above are stored in columns [2–5,8,10,11], which is different from that in the traditional static random-access memory (SRAM), where they are stored in rows, and therefore they require additional data movement.

Dynamic random-access memory (DRAM) cells do not need a continuous power supply. Instead, the storage capacitors in DRAM are precharged periodically. Choi et al. realized the logic operations by sharing the charge between different cells in the DRAM array and a sense amplifier (SA) [12]. Ali et al. realized vector addition in a DRAM array [13]. Yu et al. realized ternary multiplication by 4T2C DRAM cell [14]. However, when in-memory computing (IMC) is realized in DRAM, the data may be corrupted due to the read operation on multiple rows. Thus, additional protective circuits are required to overcome this drawback.
Resistive random-access memory (RRAM) is a type of nonvolatile memory (NVM) that can store data even without a power supply. Several IMC operations have been realized by RRAM. Sun et al. realized the XNOR operation by combining two 1T1R cells into one group [5]. Chen et al. realized the ternary multiplication with the 1T1R RRAM array [15]. Liao et al. proposed a method that can realize the matrix multiplication with the 1T1R RRAM array [16]. Yang et al. realized logic operations such as OR and NAND [17].

The spin-toque transfer magnetic random-access memory (STT-MRAM) is also an NVM. The STT-MRAM is preferred over RRAM because it can achieve high density, and its leakage power is nearly zero [18]. Using the STT-RAM array, He et al. realized logic operations [19], Pan et al. realized weight multiplication and addition [18], and Yan et al. realized an accelerator that was suitable for deep learning [20]. RRAM and STT-MRAM are new types of memory and require a higher cost than conventional memory types.

In this paper, we propose an 8T cell array to enable ternary multiplication, unsigned multibit multiplication, and Boolean logic operations of three operands. The 6T cell can connect two bitlines. However, four bitlines are needed in this work. A cell requires a minimum of eight transistors to connect to four bitlines.

The advantages of our proposed array are as follows:

1. The operands are arranged horizontally in the storage array, consistent with the traditional SRAM storage pattern, and they do not require additional data movement.
2. For ternary multiplication, a reference voltage generation column is not required.
3. For the unsigned multibit multiplication operation, the discharge and charge of NMOS and PMOS are used to enlarge the voltage difference of the least significant bit (LSB) and capacitors of the same size are combined to realize different weights instead of capacitors of different sizes.
4. For the logic operation, three different paths are utilized to perform different logic operations in a single cycle.

The rest of this paper is organized as follows: In Section 2, different computing modes of the proposed memory structure, including ternary multiplication, unsigned multibit multiplication, and logic operation are described in detail; in Section 3, we discuss the evaluation results of the proposed design; and finally, the conclusions are presented in Section 4.

2. Structure and Operation

Figure 1a shows the structure of the proposed 8T cell array. Compared with the conventional 6T cell array, the access transistors in this array are replaced by two different pairs of NMOS and PMOS. The Q node is connected to the bitline (BL) by M1 (PMOS) and to the bitline RBL by M2 (NMOS); furthermore, the QB node is connected to the bitline BLB by M3 (NMOS) and to the bitline RBLB by M4 (PMOS).

2.1. Ternary Multiplication

When the proposed 8T cell is configured for ternary multiplication, BL and RBL are connected and BLB and RBLB are connected, as shown in Figure 1b. Ternary multiplication can be regarded as \( X \times \omega \). As shown in Figure 1c, \( X \) is presented through the values of the four-word lines, and \( \omega \) is stored in the storage nodes Q and QB.

Considering \( X = -1 \) as an example, all bitline voltages are precharged to 0.5VDD, the WLL_VICE and WLR_VICE are low, and WLL and WLR are high. If \( \omega = -1 \), i.e., \( Q = 0 \), BLB and RBLB charge through M4. If \( \omega = 1 \), i.e., \( Q = 1 \), BLB and RBLB discharge through M3. The voltage curves of BL and RBL and BLB and RBLB are shown in Figure 1d. The accumulation of each multiplication in the same column is presented in the voltage of BLB and RBLB. If \( X = 1 \), WLL_VICE and WLR_VICE are high, and WLL and WLR are low. If \( \omega = -1 \), i.e., \( Q = 0 \), the RBL and BL discharge through M2. If \( \omega = 1 \), i.e., \( Q = 1 \), the RBL and BL charge through M1. The 0.5VDD is supplied by voltage buffer. The number of rows is set to 32 in this study.
To explain the calculation process in detail, we considered the following examples: $X = -1$, $\omega = -1$; $X = 1$, $\omega = -1$; $X = 0$. The process mainly consists of the following two steps.

**Step 1** As shown in Figures 1b and 2, the bitlines BL, RBL, BLB, and RBLB are connected to storing capacitor C through SW1~5 to store the results of the sum of ternary multiplication, i.e., $\sum (X \times \omega)$, in one column. Then, the lines and storing capacitor are precharged to 0.5VDD, and $Q = 0$ and $QB = 1$ representing $\omega = -1$ has been written.

**Step 2** When $X = -1$, the M3 and M4 are on for $\Delta t$, the M1 and M2 are off, and $QB$ is connected to BLB and RBLB. The voltage of $QB$ is VDD; thus, the BLB and RBLB are charged and raise $\Delta V$ through M4, and the $\Delta V$ charging corresponds to “+1”. When $X = 1$, the M1 and M2 are on for $\Delta t$, the M3 and M4 are off, and Q is connected to BL and RBL. Since the voltage of Q is 0, the BL and RBL are discharged and decrease $\Delta V$ through M2, and the $\Delta V$ discharging corresponds to “−1”. If $X = 0$, the M1~4 is off. Thus, there is no charging or discharging in this case (“+0”).

The output of ternary multiplication operation can be used to form classifiers. Relatively high linearity and a fixed zero value point are necessary for the judgment of classifier. Charging and discharging in different paths can contribute to meeting these requirements without the need for an extra reference voltage generation column.

![Figure 1. (a) Configuration of ternary multiplication; (b) 8T cell column; (c) Word lines and Q/QB setting; (d) Waves of bitline (BL)/RBL and BLB/RBLB.](image-url)
2.2. Unsigned Multibit Multiplication

Figure 3 shows the configuration and waveforms of the proposed 8T cell array. M1 and M3 are closed. WLL_VICE and WLR_VICE represent the multiplicand and the QB node stores the multiplier. M2 and M4 are used as the discharge and charge paths, respectively. Assuming that the multiplier and multiplicand are \( X_1 \) and \( X_2 \), respectively, their range is between 0 and 8. Furthermore, \( X_1 \) is stored in four adjacent QB nodes in the same row, and \( X_2 \) is reflected in the enabled times of WLL_VICE and WLR_VICE. After RBL and RBLB are precharged and predischarged to VDD and VSS, respectively, WLL_VICE and WLR_VICE are enabled; enabling WLL_VICE and WLR_VICE asynchronously enhances stability. If the binary bit stored in QB is 1, the RBL and RBLB will discharge and charge through M2 and M4, respectively. Therefore, the voltage difference of the LSB is enlarged as compared with the existing discharge methods [4,11].

![Figure 2. Setting of ternary multiplication.](image)

Figure 2. Setting of ternary multiplication.

![Figure 3. Configuration and waveforms of the proposed 8T cell in unsigned multibit multiplication.](image)

Figure 3. Configuration and waveforms of the proposed 8T cell in unsigned multibit multiplication.

Figures 3 and 4 show the adder module of unsigned multibit multiplication. Unlike existing works [21], only capacitors with the same size are required to realize different
weights, as shown in Figure 4. Because the proposed charge sharing method does not require capacitors of different values to form different weights, the area cost is significantly reduced.

![Figure 4](image-url)

**Figure 4.** Unsigned multibit multiplication and charge sharing division modules.

Multipliers that exist in multiple rows can be operated and accumulated simultaneously. For simplicity, the following is an example of one row operation. Considering $X_1 = 5$ and $X_2 = 3$ as an example, the binary bits of $X_1$ are 0101, and therefore $QB_3–QB_0$ is 0101. The enabled times of WLL_VICE and WLR_VICE are 3Δt. The multiplication consists of the following six steps:

**STEP 1** RBL and RBLB are precharged and predischarged to VDD and VSS, respectively. In addition, the storing capacitors C0–C3 responding to RBL0–3 are precharged to VDD and the storing capacitors C0–C3 responding to RBLB0–3 are predischarged to VSS. All C_DIVs in division modules 1 and 2 in Figure 4b that realize different weights are disconnected from RBL and RBLB, respectively. The voltages of the storing capacitors are connected from RBL and RBLB, respectively. The voltages of the storing capacitors are precharged and predischarged to VDD and VSS to perform the next steps.

**STEP 2** As shown in Figure 3, WLL_VICE and WLR_VICE are enabled for 3Δt, representing $X_2 = 3$. Therefore, RBL2 and RBL0 discharge 3ΔV, and RBL2 and RBL0 charge 3ΔV. The storing capacitors, C0–C3 and C_0–C_3, are connected to RBL3–0 and RBLB3–0 to store the discharged and charged voltages, respectively.

**STEP 3** As shown in Figure 4, the storage capacitors C0–C3 and C_0–C_3 are disconnected from RBL and RBLB, respectively. The voltages of the storing capacitors are labeled as VALUE0–3 and VALUEB0–3. VALUE0 shares the charge with three capacitors in division module 1 (DIV 1) through Port 2 to realize the operation of division 4, and VALUE2 shares the charge with one capacitor in DIV 1 through Port 1 to realize the operation of division 2. Therefore, the voltage level of VALUE0 changes to VDD – 3/4ΔV, and that of VALUE2 changes to VDD – 3/2ΔV. The connections between the RBLB and DIV 2 are similar, and therefore the voltage levels of VALUEB0 and VALUEB2 are VSS + 3/4ΔV and VSS + 3/2ΔV, respectively.

**STEP 4** The capacitors C_DIV in DIV 1 and DIV 2 are disconnected from storage capacitors C0–C3 and C_0–C_3; then, the capacitors C_DIV in DIV 1 and DIV 2 are precharged and predischarged again.
STEP 5 After the capacitors in DIV 1 and DIV 2 are precharged and predischarged again, VALUE0 shares the charge with one capacitor in DIV 1 through Port 1 to realize the operation of division 2. Furthermore, VALUE1 shares the charge with three capacitors in DIV 1 through Port 2 to realize the operation of division 4; the changes in VALUEB are similar. Therefore, the voltage levels of VALUE3~0 for VDD, VDD − 3/2ΔV, VDD, VDD − 3/8ΔV, and VALUEB3~0 are VSS, VSS + 3/2ΔV, VSS, and VSS − 3/8ΔV, respectively.

STEP 6 VALUE3~0 emerge to form OUT1, and VALUEB3~0 emerge to form OUT2. The OUT1 voltage is VDD − 15/32AV, and the OUT2 voltage is VSS + 15/32AV. The voltage difference is doubled as compared with existing works [4,11]. The voltages of the storage capacitors are shown in Figure 5.

![Figure 5. Unsigned multibit multiplication bitline wave.](image)

2.3. SRAM Read/Write Operation and Logic Operation

Figure 6 shows the configuration of the SRAM read/write operation and the logic operation (Figure 6a). The read/write operation method is similar to that for the 6T cell. As shown in Figure 6b,c, the proposed structure can realize different logic operations in a single cycle. The RBL and RBLB are configured as two outputs, and BL is connected to BLB, which is used as the third output.

The voltage of the RBL is determined by WLL_VICE and the storage node and the voltage of the RBLB is determined by WLR_VICE and the storage node; these values are used to realize the IMP and OR operation. The voltage of BL and BLB is determined by separated WLs—WLL and WLR, which realize XOR and XNOR operations. Figure 6d shows the logic values and their corresponding voltages of WLL_VICE, WLR_VICE, Q, QB, WLL, and WLR.

In the IMP operation, the RBL voltage is precharged to V PRE = 0.5VDD. As shown in Figure 7a, when A = 1, WLL_VICE is high, and when B = 0, then Q = 0, and thus the
RBL discharges. The SA2 in Figure 6f outputs “0”. In contrast, if B = 1 and Q = 1 because $V_{WLL_VICE-VPRE}$ is around $V_{th}$, the RBL does not charge considerably. The SA2 outputs “1”. When A = 0, WLL_VICE is low, and then RBL holds a precharged voltage regardless of whether B = 0 or B = 1. The SA2 outputs “1”.

In the NOR/OR operation, as shown in Figure 7b, after the RBLB voltage is precharged to $V_{PRE}$, when A = 1, the WLR_VICE is high; then, the RBLB holds a precharged voltage regardless of whether B = 0 or B = 1. When A = 0, WLR_VICE is low. If B = 0, QB = 1, and RBLB charges. If B = 1, QB = 0 because $V_{PRE-VWLL_VICE}$ is around $V_{th}$, and RBLB does not discharge.

In the XOR/XNOR operation, as shown in Figure 7c, after the BL and BLB are precharged to VDD, when C = 0, and WLL and WLR are low. If B = 0, BL discharges, and SA4 outputs “1/0”. When C = 1, WLL and WLR are high. If B = 0, the BLB does not discharge and the SA4 outputs “1/0”. If B = 1, the BLB discharges and the SA4 outputs “0/1”.

All the above-mentioned logic operations can be performed simultaneously in one cycle, because different types of operations adopt different bitlines, and the threshold losses of NMOS and PMOS are utilized to form unidirectional charging and discharging paths, as shown in Figure 6e. The results of different logic operations are obtained in the outputs of SAs, as shown in Figure 6f.

![Figure 6](image_url)

**Figure 6.** (a) Read/write configuration; (b) IMP and NOR/OR configuration; (c) XOR/XNOR configuration; (d) Operation element setting; (e) NMOS/PMOS discharge/charge with 0.5VDD precharge voltage; (f) The SA setting of logic.

We considered A = 1, B = 0 and A = 0, B = 0 as examples to introduce the process of IMP and OR/NOR. The process mainly consists of the following three steps, as shown in Figure 7a,b:

**Step 1** The RBL and RBLB are precharged to 0.5VDD.

**Step 2** If A = 1, a high pulse voltage passes through WLL_VICE, and WLR_VICE is always high. If A = 0, WLL_VICE remains low, a low pulse voltage passes through WLR_VICE, and Q = 0 and QB = 1 correspond to B = 0. As shown in Figure 7a,b, when A = 1 and B = 0, RBL discharges, and RBLB remains 0.5VDD. When A = 0 and B = 0, RBL remains 0.5VDD and RBLB charges.
Step 3 SA2 and SA3 are enabled. When A = 1 and B = 0, SA2 outputs “0”, SA3_NOR outputs “0”, and SA3_OR outputs “1”. When A = 0 and B = 0, SA2 outputs “1”, SA3_NOR outputs “1”, and SA3_OR outputs “0”.

![Diagram](image)

Figure 7. (a) IMP WLL_VICE and RBL waves; (b) OR WLR_VICE and RBLB waves; (c) XNOR WLL_VICE, WLR_VICE and BL and BLB waves.

We considered B = 1, C = 1 and B = 1, C = 0 as examples to introduce the process of XNOR/NOR. The process mainly consists of the following three steps, as shown in Figure 7c:

Step 1 The BL and BLB are connected and precharged to VDD.

Step 2 If C = 1, WLL remains high and a high pulse voltage passes WLR. If C = 0, a low pulse voltage passes through WLL and WLR remains low. As shown in Figure 7c, if B = 1 and C = 1, BL and BLB discharge through M3. If B = 1 and C = 0, although M1 is on, BL and BLB remain high to a high Q value.

Step 3 The SA4 is enabled. If B = 1 and C = 1, SA4_XOR outputs “0”, and SA4_XNOR outputs “1”. If B = 1 and C = 0, SA4_XOR outputs “1”, and SA4_XNOR outputs “0”.

3. Simulation Results

We built the circuit level simulation model of the CIM array in the Cadence environment. However, the control signals are generated by the pulse generator (vpwl). In the simulation environment, Cadence Spectre, we have set the initial conditions, such as bitline initial voltage. Before the simulation, the values involved in the operation have been stored in the array or transferred to the pulse width of the word line. Different operation processes use corresponding operation sequences. Table 1 shows the simulation setting. Other environment settings follow the default of Cadence Spectre. To analyze the simulation results, we simulate the whole proposed circuit and measure the output signal line voltage. The operation time is calculated by the Cadence calculation function. The total operation current is measured on the power supply. The control and result waves of unsigned multibit multiplication are shown in Figure 8 as an example.

Table 1 shows the simulation setting. The power consumption and frequency test methods are implemented as follows: Four columns in the 32 × 32 array are enabled, and the additional circuits for the four columns used for the specified functions are activated.
in the specified operation, respectively. The 28 other columns and additional circuits are not activated. However, the additional circuits of these columns are powered, and their static power consumption is included into total power consumption in each operation. The operation time starts from the precharge and ends at the time when the operation result provides a stable output; subsequently, the frequency is calculated. The total power consumption in this interval is divided by all the bits involved in the operation to get the energy/bit.

Figure 8. Control and result waves of the unsigned multibit multiplication.

The bitline voltages of the ternary multiplication–addition, their theoretical values, and error distribution are shown in Figure 9a. When the theoretical value OUTvalue equals 0, Vout is in the middle point, because the range of discharging and charging is balanced.
The maximum error of the ternary multiplication–addition is only 1. The output values of the unsigned multibit multiplication (OUT-VALUE), the corresponding theoretical values (Theory-VALUE), and the error distribution are shown in Figure 9b. The maximum error of the unsigned multibit multiplication is only 3, the linearity and the error can meet the requirement of the machine learning algorithms [4,6,10,21]. The minimum multiplication value is 0, and the maximum multiplication value is 64. The energy and frequency in the logic operation at different supply voltages are shown in Figure 9c,d, respectively.

Figure 9. (a) Theoretical values of ternary multiplication–addition vs. bitline voltages and error distribution; (b) Theory values of unsigned multibit multiplication vs. out-value and error distribution; (c) Energy of logic operation; (d) Frequency of logic operation.

Table 1. Setting of simulation.

| Simulation Tool | Cadence Spectre |
|-----------------|-----------------|
| Technology      | 28 nm CMOS      |
| Temperature     | 27 °C           |
| Array size      | 32 × 32         |

The proposed structure is compared with other reported works, and the results are summarized in Table 2. In this study, the energies of the ternary multiplication, unsigned multibit multiplication, and logic operations are 1.273, 411.75, and 11.375 fJ/bit, respectively. The frequencies for the ternary multiplication, unsigned multibit multiplication, and logic operation are 526, 154, and 909 MHz, respectively. All logic operations can be realized in one cycle simultaneously, therefore, the proposed structure exhibits lower energy consumption.
Table 2. Comparisons with other reported works.

|                  | This Work | ISSCC’ 18 [3] | TCASI’ 19 [6] | SVLSIC’19 [7] | TCASI’ 18 [9] |
|------------------|-----------|--------------|--------------|--------------|--------------|
| Technology       | 28 nm CMOS | 65 nm CMOS   | 45 nm PTM    | 55 nm DDC    | 45 nm PTM    |
| Array size       | 32 × 32   | 64 × 64      | 64 kb        | 128 × 128    | NA           |
| VDD              | 900 mV    | 1 V          | 1.1 V        | 800 mV       | 1.1 V        |
| Ternary multiplication | Energy (fJ/bit) | 1.273       | 73.4 pJ (per layer) | NA            | 24.1          | NA           |
|                  | Frequency (MHz) | 526         | 434 (per layer) | NA           | NA           | NA           |
| Unsigned multibit multiplication | Energy (fJ/bit) | NA            | NA           | NA           | NA           |
|                  | Frequency (MHz) | 154         | NA           | NA           | NA           | NA           |
| Logic            | Energy (fJ/bit) | 11.375      | NA           | 29.67        | 24.1         | 8T:17.25     |
|                  | Frequency (MHz) | 909         | NA           | 1000         | 230          | 8T:333       |
| Ternary multiplication | Energy (fJ/bit) | NA            | NA           | 8T(VD):11.22 | 8T +:29.67   |
|                  | Frequency (MHz) | NA           | NA           | 8T(VD):1000  | 8T +:1000    |

Table 3 shows the static noise margin (SNM) of proposed 8T cell and 6T cell. The proposed 8T cell have the same read SNM (RSNM) with 6T. Although the write SNM (WSNM) of the proposed 8T cell is lower than 6T cell, more functions can be realized in the proposed 8T cell.

Table 3. Comparison of SNM.

|                  | RSNM     | WSNM     |
|------------------|----------|----------|
| 6T               | 0.0973 V | 0.2901 V |
| Proposed 8T      | 0.0973 V | 0.1625 V |

Due to the logic and ternary multiplication should be achieved on 0.5VDD bitline voltage, we evaluated the Pseudo-read SNM. In the logic operation, only one of M2 and M4 is on when the 0.5VDD bitline is used, so we tested the noise margin in four different cases. In Case 1, M2 is on, and noise signal is added on QB node. In Case 2, M2 is on, and noise signal is added on Q node. In Case 3, M4 is on, and noise signal is added on Q node. In Case 4, M4 is on, and noise signal is added on QB node. In ternary multiplication operation, we tested the noise margin with a similar method. The results are shown in Table 4.

Table 4. Pseudo-read static noise margin (SNM).

|                  | Pseudo-Read SNM |
|------------------|-----------------|
| Logic operation  |                 |
| Only 1 NMOS open, noise signal on QB | 0.1777 V        |
| Only 1 NMOS open, noise signal on Q  | 0.2843 V        |
| Only 1 PMOS open, noise signal on Q  | 0.1246 V        |
| Only 1 PMOS open, noise signal on QB | 0.2843 V        |
| Ternary multiplication |              |
| 1 PMOS and 1 NMOS are on with noise signal on QB | 0.0802 V        |
| 1 PMOS and 1 NMOS are on with noise signal on Q | 0.2843 V        |

4. Conclusions

In this work, an 8T cell array that can be configured in the ternary multiplication, unsigned multibit multiplication, and logic operation modes, was proposed. The following are achieved using the 8T cell array: (1) Ternary multiplication is realized without the need for reference voltage generation array. (2) The voltage difference of the unsigned multibit
multiplication operation is enlarged. (3) Different logic operations are achieved in a single cycle.

The logic operation energy is 11.375 fJ/bit at 900 mV, and the frequency is 909 MHz. Because the IMP logic is implemented, all types of logic operations can be generated via the combination of IMP logic.
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