Open Channel Sluice Gate Scouring Parameters Prediction: Different Scenarios of Dimensional and Non-Dimensional Input Parameters
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Abstract: The determination of scour characteristics in the downstream of sluice gate is highly important for designing and protection of hydraulic structure. The applicability of modern data-intelligence technique known as extreme learning machine (ELM) to simulate scour characteristics has been examined in this study. Three major characteristics of scour hole in the downstream of a sluice gate, namely the length of scour hole (Ls), the maximum scour depth (Ds), and the position of maximum scour depth (Lsm), are modeled using different properties of the flow and bed material. The obtained results using ELM were compared with multivariate adaptive regression spline (MARS). The dimensional analysis technique was used to reduce the number of input variable to a smaller number of dimensionless groups and both the dimensional and non-dimensional variables were used to model the scour characteristics. The prediction performances of the developed models were examined using several statistical metrics. The results revealed that ELM can predict scour properties with much higher accuracy compared to MARS. The errors in prediction can be reduced in the range of 79%–81% using ELM models compared to MARS models. Better performance of the models was observed when dimensional variables were used as input. The result indicates that the use of ELM with non-dimensional data can provide high accuracy in modeling complex hydrological problems.
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1. Introduction

Sluice gates are widely used in rivers, dams, spillways and barrages to control floods, retention of water and maintaining optimum flow [1,2]. In spite of numerous benefits, construction of such
Formation of local scour in the river bed is one of the major side effect of sluice gate. The high velocity of water through the gate leads to a strong local shear stresses over the river bed causing a local scour in the downstream which affects the stability of the structure and may lead to structural failure [3].

The scour formation is a complicated dynamic process and depends on river morphology and hydraulic flow properties [4]. At the earlier stages of scouring process, the finer particles are transported through the channel and the courser particles are swept upstream by the reverse vortexes as illustrated in Figure 1a [5]. The remaining courser particles covers the downstream end of scour hole and causes an increase in the courser layer thickness in scour-hole slope. When the downstream slope of generated scour hole increases, the effect of shear stresses on the particles reduces and a cloud of the moved particles are mounted in the downstream of scour hole. Lim and Yu [5] described that the maximum scour depth happens during the jet impingement (Figure 1b) which leads to a formation of a sediment-laden vortex. The generated vortexes start to take horizontal actions over the scour hole (Figure 1c), leading to some courser particles being retained in the hole and finer particles to be carried downstream of the scour hole.

One of the earliest studies conducted on scouring parameters determination using soft computing models by Reference [13], where a fuzzy model was used for the estimation of the scour parameters downstream of a dam’s vertical gate and soft computing methods were found to be more reliable and robust estimation of scouring parameters in recent years.

Modeling scour parameters such as its depth and length are very important for taking necessary protective measures. Therefore, several studies have been conducted over the last century to understand the scouring phenomena [6,7]. A number of empirical equations have been developed using statistical methods to estimate scour-hole properties using river flow and bed materials [8–12]. The main drawback of the empirical formulation for scouring problem is the difficulty to relate the behavior of parameters with the scouring depth. This is due to the fact that the physical relationship between the independent parameters and the scour characteristics is highly stochastic and non-linear. Therefore, soft computing techniques have been introduced far more reliable and robust estimation of souring parameters in recent years.

**Figure 1.** Flow patterns in the downstream of a sluice gate, (a) water jets along the bed surface, (b) jet rising to the water surface, (c) surface jet [5].
One of the earliest studies conducted on scouring parameters determination using soft computing models by Reference [13], where a fuzzy model was used for the estimation of the scour parameters downstream of a dam’s vertical gate and soft computing methods were found to be reliable alternatives to conventional statistical methods. In recent years, a number of studies have been conducted to model scour-hole characteristics using various state-of-the-art artificial intelligence (AI) techniques. Azamathulla et al. [14] used a neuro-fuzzy scheme to compute the scour downstream spillways. Another study reported the implementation of artificial neural network (ANN) to compute the scour-hole characteristics in free and submerged hydraulic jump conditions [15]. Guven and Gunal [16] used explicit neural networks formulations (ENNF) to predict local scour in the downstream of grade-control structures. A multi-output descriptive neural network (DNN) was developed by Reference [17] to estimate scour geometry in the downstream of hydraulic structures. The genetic programming (GP) method was applied to predict scouring depth in the downstream of ski-jump bucket spillway [18]. The feasibility of gene expression programming (GEP) was also examined for the prediction of scour depth at the downstream of sills and flip-bucket spillway [19,20]. The GEP was also used to predict scour depth in stilling basins [21]. Onen [22] employed ANN and GEP to investigate the scour process in the downstream of a side weir. Goel and Pal [23] inspected the potential of support vector machine (SVM) to simulate the scouring properties in the downstream of grade-control structures [23]. Sharafi et al. [24] also applied SVM to estimate scour depth around the bridge piers [24]. Goyal and Ojha [25] developed SVM and M5 model tree to predict the scour in the downstream of a ski-jump bucket. All the studies reported efficacy of the various versions of AI methods in modeling scour-hole properties.

With the improvement of AI techniques, more advanced soft computing techniques have been used in prediction of scour characteristics in recent years. Najafzadeh and Lim [26] developed an intelligent model based on the integration neuro-fuzzy, group method of data handling used particle swarm optimization (NF-GMDH-PSO) to estimate the local scour in the downstream of a sluice gate with an apron. Hybridization of NF, GMDH, GEP and evolutionary polynomial regression (EPR) in addition to NF-GMDH-PSO model was used to quantify the depth of scour at downstream of grade-control structures [27]. Najafzadeh [28] used the Neuro-fuzzy GMDH-based evolutionary algorithms to estimate scour pile. Most recently, Najafzadeh et al. [29] examined multiple AI models to model the local scour depth in the downstream of sluice gate. All the advanced AI modeling techniques demonstrated a superiority in the prediction performance over the conventional AI models. The trend of research in this regard is to explore more reliable and robust predictive models for the scouring depth determination owing to its complex variability.

In the present study, two recently developed soft computing techniques known as extreme learning machine (ELM) and multivariate adaptive regression spline (MARS) were adopted to estimate the three major characteristics of the geometry of scour hole, namely maximum scour depth, position of maximum scour depth and length of scour hole in the downstream of sluice gate. Data collected using laboratory experiments were used for calibration and validation of the models. The performance of the models for two different scenarios namely, dimensional and non-dimensional input variables in the prediction of scour characteristics were investigated. The accuracy and the precision of ELM models were compared with MARS models to show the efficacy of ELM in modeling scouring phenomena.

2. Laboratory Experiment of Scouring in Sluice Gate

An experimental investigation was conducted in the hydraulic laboratory of the College of Engineering at University of Mosul to study the local scour phenomena in the downstream of sluice gate. A concrete channel with dimensions of 24.64 m length, 0.81 m width and 0.76 m height, as illustrated in Figure 2a, was used for the experiment. The channel was a recirculated system connected to pump with a maximum discharge equal to 100 L/s. Three different types of bed materials taken from Tigris River were used in the experiments. Table 1 presents the geometric standard deviation.
and mean diameter of bed materials. Figure 2b shows the results of the sieve analysis of bed materials used in the study.

**Table 1.** The properties of the bed materials used in the experiment.

| Bed Material Samples | Geometric Standard Deviation $\sigma_g$ | Mean Diameter (mm) $D_{50}$ |
|----------------------|----------------------------------------|----------------------------|
| A                    | 2                                      | 0.345                      |
| B                    | 3.51                                   | 0.6309                     |
| C                    | 3.79                                   | 1.31                       |

![Figure 2.](image)

**Figure 2.** (a) Schematic diagram of the experimental setup, (b) Sieve analysis graphs of bed materials.

The scour process in sluice gate downstream is affected by several properties of the flow and bed material which include the diameter of bed material, gate opening, velocity of flow under the gate, effective head of flow, density of water and bed material [5,8,30]. A functional relationship between the scour-hole characteristics and the influencing parameters can be expressed as followed:

$$L_c = f(V_0a, \rho, \Delta \rho, D_{50}, \Delta h, h_2, g, \mu)$$  \hspace{1cm} (1)

where, $L_c$ is the characteristics of scour hole (length of scour hole ($L_s$), maximum scour depth ($D_s$), and position of maximum scour depth ($L_{sm}$)); $V_0$ is the average velocity of flow under the gate; $a$ is the gate opening; $\rho$ and $\Delta \rho$ are density of water and the difference between the density of water and
sediment; $D_{50}$ is the diameter of 50% of bed material; $\Delta h$ is the difference in head between upstream and downstream of the gate; $h_2$ is the tail water depth; and $g$ and $\mu$ are gravitational acceleration and viscosity of water, respectively. The effect of the water viscosity is neglected in Equation (1) as the flow is turbulent. Data of scour-hole geometry and all the influencing factors mentioned in Equation (1) was collected through the laboratory experiment.

The dimensional analysis technique can be used to reduce the number of influencing parameters into a smaller number of dimensionless groups of the parameters,

$$L_c/a = f \left( Fr_0 = \frac{V_0}{\sqrt{g \frac{\Delta h}{a} D_{50}}} \times \frac{\Delta h}{a} \times \frac{h_2}{a} \right)$$

(2)

where, $L_c/a$ is the relationship between scour hole properties ($L_s$, $D_s$ and $L_{sm}$) and gate opening; $Fr_0$ is the densimetric particle of Froude number; $\Delta h/a$ is the relationship between the effective head and gate opening; and $h_2/a$ is the relationship between tail water depth and gate opening.

Both the dimensional and non-dimensional parameters have been used in literature for the analysis of scouring phenomena using regression-based and artificial intelligence methods. It has been reported that the dimensionless parameters are more appropriate for modeling scour parameters [1,17]. In the present study, both the dimensional and non-dimensional parameters were used to simulate the scour-hole characteristics to assess the impacts of pre-processing of input data in model performance.

3. Description of the Models

The ELM and MARS models were developed in this study to predict three parameters of sluice gate scour ($Y$) namely, the length of scour hole ($L_s$), the maximum depth of scour ($D_s$), and the position of maximum scour depth ($L_{sm}$) using different combinations of the predictors ($X$) which include the diameter of bed material, gate opening, velocity of flow under the gate, effective head of flow and the density of water and bed material. Separate models were developed for prediction of each of the three scour parameters. The description of ELM and MARS are given in following sections.

3.1. Extreme Learning Machine (ELM) Model

The ELM is one of the relatively new soft computing techniques that aims to overcome the reported limitations of the traditional artificial neural network model [31,32]. The term of “extreme” defines the robust feasibility of mimicking the human brain attitudes in analyzing complex problems with short time [33]. Unlike the classical soft computing techniques such as ANN and SVM which entail human intervention and internal tuning parameters, the learning process of ELM does not need to tune during the learning phase [34]. For its very simple and unique characteristics, the ELM has been positively used in various applications and has been found to have relatively better learning capacity in solving problems like clustering, regression, feature learning and classification [35–38].

Though various soft computing techniques have been successfully applied for the modeling of sour characteristics, no study has been conducted so far to assess the predictability feasibility of ELM model for simulating sluice gate scour parameters. The originality of the applied methodology in the present study is the fact that ELM model is fast learning process characterized [39]. Figure 3 shows the architectural structure of ELM model used in the present study. The input variables used in ELM model are the dimensional and non-dimensional information and the target variable is the sluice gate scour parameters. The internal weights of the input/hidden/output layers are randomly computed.
In ELM, the input data are processed through a \( M \)-dimensional plotting feature space that randomly regulates the internal weights, whereas the output of the network can be formulated as follows [34]:

\[
F(x) = \sum_{i=1}^{M} \beta_i h_i(x)
\]  

where, \( \beta_i \) is the output matrix weight. It is represented the connection weight between the hidden and output layers. \( h_i \) is the hidden nodes output for the input variables \( (x) \). Finally, \( M \) symbolizes the dimension of the ELM algorithm’s feature space. The estimation of the scour property from multiple input parameters can be solved using the ELM learning processes as a function of regression problem [34] as:

\[
H\beta = T
\]

where, \( H \) signifies the feature space and \( T \) describes the target matrix. The main theorem of ELM algorithm is to perform the learning process based on the concept of the minimum error in accordance with the term: Minimize:\( \|H\beta - T\| \) and \( \|\beta\| \) whereas the hidden output layer \( H \) can be designated as follows [40]:

\[
H = \begin{bmatrix}
h_1x_1 & \cdots & h_Mx_1 \\
\vdots & \ddots & \vdots \\
h_1x_N & \cdots & h_Mx_N 
\end{bmatrix}
\]  

3.2. Multivariate Adaptive Regression Spline

The main concept of MARS model is to explore the non-linear interactions between exploratory (i.e., inputs) and response variable for the prediction of response variable [41]. MARS does not require any assumption about the links between input(s) and the response variable [42] since the prediction is generated through learned relationships concealed in the multivariable dataset placed into a training-target matrix. The calibration data are split into splines that spread over the length of the dataset such that for each spline, the input is split into subgroups, nodes and hinges [43]. The nodes are much more (3–4 times) than the basis functions’ number [44], however, the number of nodes can
be reduced by trial-error procedure to avoid overfitting. In this process, the shortest distance between neighboring nodes is identified to construct the MARS model.

The MARS models were developed in this study to predict the scour-hole characteristics \( Y \) from different combinations of the predictor \( X \). By analyzing the input-output matrix, a dual stage system was applied. In the first stage, the basis functions, \( BF(x) \), were identified and, in the second stage, the optimal functions were used to predict the scour-hole characteristics [45]. Considering \( X \) to be a \( N \)-length vector \((x_1, x_2, \ldots, x_N)\), the MARS model estimates the target variable as,

\[
Y = \xi(X) + \psi
\]

where, \( \xi \) is the input matrix; \( \psi \) is distribution of MARS model’s residue; and \( N \) is the number of data used for training.

The MARS is designed to approximate \( \xi(.) \) by applying \( BF(x) \) with either a linear or a cubic piecewise function where \( \max (0, x - c) \) is realized and a knot is seen at position \( c \) [46]. The term \( \max(.) \) indicates that only the part \( (.) > 0 \) is utilized, otherwise it is considered to be 0. This can be stated as follows:

\[
\max(0, x - c) = \begin{cases} 
  x - c, & \text{if } c \geq t \\
  0, & \text{otherwise}
\end{cases}
\]

(7)

The function \( \xi(X) \) is based on a linear combination of \( BF(x) \) in accordance with

\[
\xi(X) = \beta_o + \sum_{n=1}^{N} \beta_n BF(x)
\]

(8)

where, \( \beta \) is a constant calculated via a least square approach. The MARS model is selected based on the generalized cross-validation (GCV), acting as a regularization (or penalty) term for the model [47]:

\[
GCV = \frac{mse}{\left[1 - \frac{\alpha}{N}\right]^2}
\]

(9)

where, \( mse \) is the mean squared error and \( \alpha \) is the penalty [48]. The model may be overfitted if several basis functions are formed. Therefore, some of the bias functions are required to be removed during pruning phase of MARS model to choose the “best” model having least GCV metric [45].

3.3. Model Development

The ELM and MARS were used to develop regression models based on physical relationship between the predictors and the predictand, 80% of experimental dataset were used for the training of the models and the remaining 20% of the dataset were used for model validation. The accuracy of the models was evaluated using a number of statistical performance indicators namely, scatter index \((SI)\), mean absolute percentage of error \((MAPE)\), root mean square error \((RMSE)\), mean absolute error \((MAE)\), root mean square relative error \((RMSRE)\), the correlation coefficient \((R)\) [49]. The mathematical notions of the performance indicators can be expressed as,

\[
SI = \sqrt{\frac{\sum_{i=1}^{n}(Obs_i - Pre_i)^2}{n} \cdot \frac{1}{Obs_i}}
\]

(10)

\[
MAPE = \frac{100}{n} \sum_{i=1}^{n} \frac{|Obs_i - Pre_i|}{Obs_i}
\]

(11)

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(Obs_i - Pre_i)^2}{n}}
\]

(12)
where, $\text{Obs}_i$ is the observed values, $\text{Pre}_i$ is predicted values by the models, $\bar{\text{Obs}}_i$ is the mean of the observed values, $\bar{\text{Pre}}_i$ is the mean of the predicted values, and $n$ is the length of the data series.

4. Results and Discussion

The capability of ELM in prediction of major characteristics of scour hole in a sluice gate downstream was compared with MARS in order to show the efficacy of ELM. The diameter of bed material, gate opening, velocity of flow under the gate, effective head of flow and density of water and bed material were used as input for the prediction of scour-hole characteristics. The impacts of two different scenarios, dimensional (Scenario I) and non-dimensional (Scenario II) input parameters in model predictive capacity were also inspected.

Table 2–5 show the statistical performance of the models in prediction of $L_s$, $D_s$, and $L_{sm}$ using ELM and MARS for both the dimensional and non-dimensional input during model validation. The tables clearly show that ELM performed better in term of prediction accuracy compared to MARS for both the scenarios. The remarkable capability of the non-tuned ELM predictive model to abstract the physical mechanism of the relationship between the predictors and the predictand have made the ELM better in prediction.

| Predicted Value | SI   | MAPE | RMSE  | MAE  | RMSRE | $R$   |
|-----------------|------|------|-------|------|-------|------|
| $L_s$           | 0.0482 | 0.0219 | 0.6611 | 0.2366 | 0.0691 | 0.98 |
| $D_s$           | 0.0961 | 0.0393 | 0.3634 | 0.1430 | 0.0995 | 0.97 |
| $L_{sm}$        | 0.0349 | 0.0128 | 0.2563 | 0.0871 | 0.0391 | 0.97 |

Table 3. The statistical performance of MARS models during validation period in prediction of $L_s$, $D_s$, and $L_{sm}$ using dimensional data.

| Predicted Value | SI   | MAPE | RMSE  | MAE  | RMSRE | $R$   |
|-----------------|------|------|-------|------|-------|------|
| $L_s$           | 0.2760 | 0.0580 | 3.7876 | 0.9721 | 0.2171 | 0.86 |
| $D_s$           | 0.1375 | 0.0454 | 0.5201 | 0.1654 | 0.1420 | 0.77 |
| $L_{sm}$        | 0.0631 | 0.0223 | 0.4637 | 0.1673 | 0.0589 | 0.90 |

Table 4. The statistical performance of ELM models during validation period in prediction of $L_s$, $D_s$, and $L_{sm}$ using non-dimensional data.

| Predicted Value | SI   | MAPE | RMSE  | MAE  | RMSRE | $R$   |
|-----------------|------|------|-------|------|-------|------|
| $L_s$           | 0.0232 | 0.0090 | 0.6724 | 0.2637 | 0.0225 | 0.90 |
| $D_s$           | 0.0249 | 0.0093 | 0.2008 | 0.0742 | 0.0253 | 0.89 |
| $L_{sm}$        | 0.0230 | 0.0080 | 0.3590 | 0.1257 | 0.0227 | 0.92 |
Table 5. The statistical performance of MARS models during validation period in prediction of Ls, Ds and Lsm using non-dimensional data.

| Predicted Value | SI   | MAPE | RMSE | MAE  | RMSRE | R    |
|-----------------|------|------|------|------|-------|------|
| Ls              | 0.0902 | 0.0312 | 2.6107 | 0.9213 | 0.0867 | 0.71 |
| Ds              | 0.1232 | 0.0456 | 0.9925 | 0.3717 | 0.1207 | 0.72 |
| Lsm             | 0.0804 | 0.0266 | 1.2525 | 0.4236 | 0.0772 | 0.64 |

Among the scour-hole parameters, the ELM was found best in prediction of Ds using dimensional data. This indicates the reliability of the dimensionless parameters as predictors for Ds. The dimensionless parameters (e.g., Froude number) are free from any measurement error; on the contrary, dimensional parameters might comprise various laboratory measurement errors that consequence less reliability of independent parameters. In cases of Lsm and Ls, the ELM gave foremost results for Scenario II except for RMSE and MAE.

The analysis of the results obtained using two different scenarios showed superior accuracy in terms of lower measure of the RMSE and MAE for ELM when non-dimensional parameters were used. The values of the prediction skill metrics, SI, MAPE, RMSE, MAE, RMSRE, and R were found equal to 0.0249, 0.0093, 0.2008, 0.0742, 0.0253 and 0.89 respectively in prediction of Ds for Scenario II. On the other hand, those skill metrics in prediction of Ds by MARS model were found 0.1232, 0.0456, 0.9925, 0.3717, 0.1207 and 0.72 respectively. There was a remarkable improvement in the absolute error metrics (RMSE − MAE) by 79%–81% when ELM was used for prediction of Ds instead of MARS.

In order to analyze the agreement between the predicted and observed values of sluice gate scour parameters, scatter plots were generated (Figures 4 and 5). The figures show excellent performance of ELM models in prediction of scour-hole characteristics with very convincing correlation coefficient. The results also showed that ELM model produced less error in predicting the scour-hole characteristics compared to MARS.

![Figure 4](image-url)

Figure 4. Scatter plots including the least square regression line and the coefficient of determination for the predicted scour-hole characteristics (Ls, Ds, Lsm) obtained using dimensional variables in (a) ELM and (b) MARS models.
Figure 4. Scatter plots including the least square regression line and the coefficient of determination for the predicted scour-hole characteristics (Ls, Ds, Lsm) obtained using dimensional variables in (a) ELM and (b) MARS models.

Figure 5. Scatter plots including the least square regression line and the coefficient of determination for the predicted scour-hole characteristics (Ls, Ds, Lsm) obtained using non-dimensional variables in (a) ELM and (b) MARS models.

The ELM models were found to perform better when the dimensional variables were used compared to non-dimensional variables. The use of dimensional parameters was demonstrated substantively higher correlation coefficient values (>0.955). However, it should be noted that the high value of $R^2$ is always not the measure of best prediction as it is based on linear agreement between the predicted and the observed values.

Figures 6 and 7 illustrate the relative error distribution percentages over the testing period of the models using the dimensional and non-dimensional parameters, respectively. It can be noticed that, independent of the scour-hole characteristics (Ls, Ds, and Lsm), the prediction errors of ELM models were lower and had less sparse distribution. The ELM model was also found to yield least prediction error for both the dimensional and non-dimensional inputs. The relative errors in prediction of Ls were found to vary between $-20$ and $40$ for ELM while $-20$ and $120$ for MARS when dimensional variables were used as predictor. In the case of Ds, the prediction errors were found between $20$ and $40$ for ELM and between $-80$ and $80$ for MARS, while for Lsm it was in the range of $-2.5$ to $20$ for ELM and $-20$ to $27.5$ for MARS. The results affirmed the superiority of the ELM over the MARS model. Furthermore, it proves that the dimensional analysis helps to substantially ameliorate the modeling results as confirmed in previous studies. Recalling the literature, artificial neural network and adaptive neuro-fuzzy inference system models were established to predict scour depth around bridge piers [50]. The authors reported better modeling performance using the dimensional variables over the normalized variables. In addition, it was reported by Reference [51] that the main advantage of the dimensional information is the capability to reduce the number and complexity of experimental variables by using a sort of compacting technique. The dimensional analysis retains only the variables that explain the physical phenomena properly and thus reduces errors and improves the accuracy of model prediction. The dimensional analysis can be a good alternative to reduce the time and resources required for experimental data collection. Therefore, the dimensional method can be linked with
predictive models used for experimental data analysis to provide a strong tool for solving complex hydraulic problems.

![Figure 6](image1.png)  
**Figure 6.** The relative error distribution percentages during validation of ELM and MARS models using dimensional variables.

![Figure 7](image2.png)  
**Figure 7.** The relative error distribution percentages during validation of ELM and MARS models using dimensional variables.

5. Conclusions

Hydraulic structure in river can have substantial negative influence on river bed morphology such as fluvial geomorphology, sedimentology and others. Over the past decades, there have been several attempts to study the effects of hydraulic structure on scouring phenomena. However, there are still some limitations in reliable modeling of different scour characteristics using conventional regression analysis due to inherent limitation in the predictive capability of the techniques used. In this research, a new data-intelligence model called extreme learning machine has been introduced for predicting three major characteristics of sluice gate downstream scour hole using dimensional and non-dimensional information. The study revealed superiority of the ELM models over the traditional models in prediction of scour-hole characteristics. The study established the greater potential of ELM in solving complex hydrological problems [52].
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