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ABSTRACT
This paper introduces a novel network architecture for the classification of large-scale point clouds. The network is used to classify metadata from cuneiform tablets. As more than half a million tablets remain unprocessed, this can help create an overview of the tablets. The network is tested on a comparison dataset and obtains state-of-the-art performance. We also introduce new metadata classification tasks on which the network shows promising results. Finally, we introduce the novel Maximum Attention visualization, demonstrating that the trained network focuses on the intended features. Code available at https://github.com/fhagelskjaer/dlc-cuneiform
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1. INTRODUCTION
The oldest recorded writing is cuneiform signs imprinted on clay tablets. Cuneiform writing was used at least from the fourth millennia BCE until the end of the first millennia BCE [1]. As a result of the durability of the clay, vast quantities of tablets have been excavated during the years. However, the number of assyriologists to process these tablets does not match the massive amount of excavated tablets. This is emphasized by the fact that there are currently more than half a million unprocessed tablets [2]. As these tablets contain vast amounts of knowledge currently unavailable, it is very desirable to process cuneiform tablets automatically. Methods have demonstrated that deep learning is possible with cuneiform data, but these methods either require manual preprocessing [3] or only use 2D scans [4]. However, as cuneiform tablets are 3D objects, the text often wraps around the corners [1, p. 14]. The processing, therefore, needs to be in 3D to include all information [5]. As a result, datasets have been created of 3D scanned tablets [2, 6, 7]. Deep learning, therefore, needs to be performed in 3D to process the tablets thoroughly. The introduction of the PointNet architecture demonstrated that deep learning could be performed on 3D models by conversion to point clouds [8]. Since then, a number of architectures for deep learning of point clouds have been introduced [9]. While successful, these networks generally handle smaller point clouds [10]. DGCNN handles point clouds of up to 4096 points [11] and PointNet++ [12] go to 8192 points. However, to include the fine-grained details of the tablets, large-scale point clouds are needed. In our method, we process point clouds of 32,768 points.

A successful network for processing very large point clouds is introduced by Bogacz et al. [5]. Using the Heidelberg Cuneiform Benchmark Dataset (HeiCuBeDa) [6] a dataset for classification of tablet time period is introduced. The network created by combining SplineNet [13] and PointNet++ [12], and outperforms a PointNet++ network.

In this paper, we introduce a novel architecture for classifying large-scale point clouds, which outperforms Bogacz et al. [5]. The network is based on DGCNN [11], but we introduce several modifications. The main contributions are an AvgPool guided MaxPool layer suited for large-scale point clouds, and a bottom-up neighbor computation in geometric space. We also introduce the Maximum Attention visualization method, demonstrating that the network attend to relevant features, as shown in Fig. 1. Compared with existing methods [14, 15] that show the class prediction of each point, our method only shows the points contributing to the prediction.
2. METHOD

The developed network is based on DGCNN [11]. However, the point clouds are much larger than those generally processed by DGCNN. The large number of points are necessary to include the details of the surface imprints. However, a sub-sampling is required both due to memory constraints, the largest tablet has 2,414,753 vertices, and to keep an equal amount of points in each point cloud. This is opposed to Bogacz et al. [5] which keep a varying point cloud size. The sub-sampling is set to 32,768 as it is the largest doubling of PointNets original 1024 points, which also encompass the smallest tablet at 44,629 and fit within memory constraints. Four changes have been made to adjust the network to the large number of points. The network was trained on a Tesla V100-SXM2 with 16 GB memory. A standard DGCNN network with 32,768 points is too large to fit onto the GPU. The network was therefore reduced to allow training on the large point cloud. The batch size also had to be reduced to one, to fit the network onto the GPU.

The Edge feature is replaced with the SparseEdge feature [16]. Whereas the Edge feature finds the twenty nearest neighbors, the SparseEdge feature finds the sixty nearest neighbors and randomly selects twenty points. This gives a broader range, without increasing memory requirements.

Additionally, as the point clouds are very large, the neighbor space for the Edge feature has been changed. In the original DGCNN network, neighbors in the first layer are found in geometric space, and for the second layer, neighbors are found in feature space. However, as the point clouds are very dense, the possibility of neighbors being repeated from the first layer to the second layer increases. To avoid this, we compute the second layer neighbors in geometric space but use a minimum distance for the second layer neighbors. The minimum distance is found by calculating the mean distance to all neighbors in the first layer. An extended range is ensured by excluding all points within the minimum distance.

A MaxPool layer combined with huge point clouds makes back-propagation difficult, as few points are used for training [5]. In Bogacz et al., the MaxPool layer is replaced with an AvgPool to compensate for this. However, this excludes the discriminating effect of the MaxPool, which can bring focus to specific points. To obtain the strengths of both, we use the AvgPool to aid the MaxPool computation. The AvgPool is computed from the combined SparseEdge layers. It is then expanded and concatenated with the SparseEdge layers, and from this, the MaxPool is computed. Finally, the AvgPool and MaxPool layers are concatenated, and the fully connected layers compute the class predictions. The complete network structure is shown in Fig. 2.

The large data size restricts the network to training with a batch size of one. As a result, batch normalization cannot be used. To obtain the advantages of normalization, we instead use group normalization [17]. Instead of normalizing across batches, the normalization is performed across groups in the channels. This approach has shown good performance when batch normalization is not possible [17].

2.1. Compensating Class Imbalance

The class distribution of the dataset introduced in Bogacz et al. is heavily imbalanced [5]. To address this, Bogacz et al. fix each class to 100 samples [5], excluding much of the data.

However, several methods exist to compensate for uneven sample distributions [18, 19]. The general procedure weighs the training loss to provide each class equal attention. In this paper, we implement the Inverse Number of Samples strategy [18]. This method computes the loss-weight of each sample as a normalized reciprocal of the sample size.

2.2. Maximum Attention Visualization

While test data is used to verify the network’s generalization ability, it does not show that the network attend to the intended features. To visualize the network’s attention, a novel saliency method has been developed. Our visualization focuses on the points contributing to the MaxPool, as only these points contribute to the final classification. By separating the
MaxPool feature, the forward propagation of the fully connected layer can be used to calculate the saliency. The resulting class contribution can be calculated by increasing a value of the MaxPool feature, running a forward-pass, and measure the resulting change in prediction value. Furthermore, the major contributors for a class can be determined by setting a cutoff value in relation to the change in prediction. Positive contributions are colored green, negative red, and points with a contribution under the cutoff value are colored blue. We name this visualization method Maximum Attention, as only the points which contribute to the MaxPool are shown.

3. EXPERIMENTS

Several tests are performed to demonstrate the performance of the developed method. Firstly our method is compared with Bogacz et al. using the same dataset [5]. Secondly, the weight distribution allows us to sample a larger uneven dataset on which our method is trained. Additionally, two new classification datasets have been made concerning tablet metadata. These tests can help with classifying tablets when experts are not available. Only UR III data is used for these experiments to simplify the task, as these are the most numerous type.

All experiments are performed using the same architecture and the same hyper-parameters. The hyper-parameters are similar to Bogacz et al. [5], i.e. 200 epochs, batch size one, and trained with the ADAM optimizer [20]. The only difference is the learning rate which decays from $10^{-3}$ to $10^{-7}$.

3.1. Performance on the comparison dataset

A comparison is performed with the dataset introduced by Bogacz et al. The training and test splits are obtained from the original authors. The dataset consists of tablets from four different time periods. For each time period, the sample size is 100, except for the Old Assyrian, where 37 are present.

While the original papers duplicate the Old Assyrian tablets to have 100, the loss-weighting allows us to keep it at 37. The Inverse Number of Samples set the Old Assyrian loss-weight to 1.9 and the others to 0.7. The final F1-score on the test set is 0.88, which outperforms Bogacz et al. at 0.84. Bogacz et al. also tested a Raster baseline and a reduced PointNet++ [12], that obtains an F1-Score of 0.68 and 0.62 respectively, which our method outperforms. The F1-scores of our method for each class is shown in Fig. 3, as Ours Identical Data. It is seen that our method outperforms Bogacz et al., shown as Bogacz, on all classes, especially the under-represented class of Old Assyrian, with a difference of 0.53 to 0.80 in F1-score.

As the loss-weighting allows uneven sample sizes, the fixed sample size is unnecessary. To take advantage of this, new training data is sampled using all available tablets, excluding the test data. Additionally, tablets too large, according to Bogacz et al., are also excluded [5]. The new dataset now includes 631 tablets, with 312 from UR III. The very large unbalance set the loss-weight of UR III to 0.3, where Old Assyrian is at 2.3. The resulting F1-score is further improved to 0.92. The results for each class are shown in Fig. 3 as Ours Increased Data. It is seen that the heavy unbalance towards UR III does not lead to over-fitting and the F1-score for all classes increases. Again, the smallest class, Old Assyrian, actually increases the most.

3.2. Classifying seal presence

A different type of classification task is to determine if seal impressions are present on the tablets. Seals are sometimes found impressed on tablets as a signature [1, p. 27], either impressed on intentional blank spaces or directly over the text.

The dataset is created by using transliterations from HeiCuBeDa [6] and searching for the "@seal" tag. Tablets with no transliteration are discarded. This results in 136 tablets with seal impressions and 223 without, using ten percent for testing. The test results are shown in Tab. 1. The performance shows that the network can generalize to this task, but further improvements can be obtained on this dataset.

3.3. Classifying left side sign presence

Another task we introduce is to classify if signs have been written on the left side of the tablet. For some tablets, the writing is not only on the front and back of the tablet but also on the left side [21]. This writing does not follow the general writing direction but is rotated ninety degrees. The task is made difficult by the fact that the general writing often overlaps onto the left side [1, p. 14]. The network, therefore, needs to discriminate the sign orientation. An additional challenge is that very few signs can be present, as shown in Fig. 4. The dataset is created by using transliterations from HeiCuBeDa.
[6] and searching for the ”@left” tag. The resulting training set is heavily unbalanced as 48 tablets have left side signs, and 276 do not. The performance on the test set is shown in Tab. 2. The network is able to classify most tablets correctly but makes two errors.

| True Label | w/ text | w/o text |
|------------|---------|----------|
| w/ text    | 6       | 1        |
| w/o text   | 1       | 27       |

Table 2: Left Side Text Presence

To verify that the network focuses on the intended signs the Maximum Activation visualization is used. The activation for two different tablets with left side writing is shown in Fig. 4 and Fig. 5. It is shown that the network successfully focuses on the actual signs.

3.4. Ablation Study

Several tests are performed to verify the effectiveness of the developed network. All tests are performed on the dataset from Bogacz et al., where our method obtained an average F1-score of 0.88.

The first test is to verify that the developed network outperforms a classic DGCNN [11]. As a result of hardware limitations, the DGCNN only has two convolutional layers as opposed to three, and the batch normalization is removed. DGCNN obtains an average F1-score of 0.83, which is far outperformed by our network. However, the reduced DGCNN outperforms the reduced PointNet++ at 0.62 indicating the importance of the local neighbor information.

An ablation study is performed to test the influence of each contribution. The result of each ablation is shown in Tab. 3. In the first test, the standard neighbor search from DGCNN is used as opposed to our minimum distance, shown as MD. The second test replaces the SparseEdge feature with the classic Edge feature from the DGCNN, shown as SE.

A test is also performed without using the MaxPool layer. The AvgPool output is simply used directly by the fully connected layer. This reduced network is also tested by replacing the AvgPool layer with an MaxPool layer. The two test are shown as Avg and Max, respectively. Finally, the network is tested without group normalization, shown as GN. It is seen that all parts contribute to the performance. The highest contribution comes from using a MaxPool layer, while the AvgPool in combination also improves performance. The SparseEdge also improves the performance significantly.

| Omitted | None | MD | SE | Max | Avg | GN |
|---------|------|----|----|-----|-----|----|
| F1-score| 0.88 | 0.87 | 0.85 | 0.82 | 0.86 | 0.87 |

Table 3: Resulting F1-scores of ablation study.

4. CONCLUSION AND FUTURE WORK

In this work, we presented a novel network architecture for the classification of large-scale point clouds. The developed network is tested on a comparison dataset where it achieves state-of-the-art performance. We also introduce two new classification tasks that demonstrate the network’s abilities. Finally, the Maximum Attention visualization method is introduced, which confirms that the network targets the intended features. The networks greatest limitation is the memory constraints, restricting the network size. The part consuming the largest amount of memory is the adjacency matrix which is used to compute neighbors, as the size is $N^2$, with $N = 32,768$ points. With access to a GPU with more memory, the performance of a full-size network could be computed. Another interesting aspect is the development of networks able to compute the neighbor information without requiring the large adjacency matrix. The generalizability of the network could also be tested by introducing other tablet databases [2, 7].
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