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In this paper, we present a method to automatically compare multiple radiographs in order to find the identity of a patient out of the dental features. The method is based on the matching of image features, previously extracted by computer vision algorithms for image descriptor recognition. The principal application – being also our motivation to study the problem – of such a method would be in victim identification in mass disasters.

INTRODUCTION

An important issue to face since the birth of image recognition techniques is the detection and classification of objects in digital images. Obviously, objects can be classified by several aspects, \textit{e.g.} colours, textures, shapes, position within images, etc. A fertile application of image recognition methods are computer aided medical diagnostic systems, whose first example dates back to 1963 [1].

Recently, there have been several satisfying examples of the use of such approach [2–4]. Even back to the early 2000’s, one can find contributions to the applications image recognition to medical diagnostic systems [5, 6].

A nice and complete review of the argument can be found in [7] and references in there.

Another important field of application of image recognition, even if less deeply explored, is the forensic medicine. Indeed, here the interest to the particular subject rather than to the general features of diseases does not make immediate the use of statistical methods, hence machine learning.

Nowadays, image recognition algorithms have become quite efficient, thanks to the availability of more powerful and less expensive machines. This allowed the applications of automatic methods to face several issues. For instance fingerprint recognition [8], age estimation [9, 10], pregnancy screening [11] and many others.

The authors of [9] in particular, make use of teeth radiographs to estimate the age of patients out of images. More specifically, it is explained how to use periapical radiographs of canines to apply the so-called Cameriere’s method for age estimation [12–14].

This paper aims to explore the possibility of subject identification by an algorithm of dental features matching.

Motivations

A motivational example might be the following: imagine the case of a mass disaster\textsuperscript{3}. In such an event it is crucial the precise and rapid identification of victims, a process that can be quite complicate. In forensic medicine, there are usually three methods to identify corpses, said \textit{primary methods}. These are fingerprints comparison, DNA analysis and teeth shape matches. In the case of a mass disaster, fingerprints might be compromised, while DNA analysis can be slow and expensive, thus often teeth study is the most efficient way to identify corpses. An image comparison system might help the forensic odontologist to compare hundreds of radiographs and find the one with highest similarity score with the given one.

Furthermore, a model like this might be useful for many other reasons: \textit{e.g.} again age estimation from dental radiographs or it might help dentists to study the evolution of a disease, etc.

\textsuperscript{3}A mass disaster may be defined as a man-made or natural disaster in which so many persons are injured that local emergency medical services are overwhelmed and/or destroyed.
Here we would like to perform a comparison between images by feature matching. In order to compare two images, one has to identify the characteristic objects of them. This procedure is known under the name of feature detection. There are several methods to detect features in an image. In our code we implemented three of them, SIFT (Scale-Invariant Feature Transform) [15, 16], SURF (Speeded Up Robust Feature) [17] and ORB (Oriented FAST and Rotated BRIEF) [18] that can be used according to the one giving the highest comparison score. This because of the remarkable performances of these algorithms in comparison with other descriptors [19]. We describe such a procedure in III. Indeed, to define a score we need to define a metric, measuring how much two images are similar. This is done in section IV A, where we give the details about what we called Lowe distance, after David Lowe, who invented SIFT algorithm [15]. Finally, we give details about feature detection of an image in the appendix A.

I. MATERIALS

This preliminary section has the role of describing the images we are going to use in order to build and apply our method.

Radiographs come anonymously from the database of dr Gustavo de Felice. The identity of patients is hidden by a code whose meaning is unknown to the authors of this article. Although this, the database owner is also in possession of signed authorisation forms, allowing the use of the images for research purposes.

II. METHODS

As mentioned above, we start by selecting an image whose owner code is known. Here and in the following, we call this test image. This would correspond to the patient to be identified in the case of a mass disaster.

Hence, the whole corpus of the remaining images is called training set following name convention of Machine Learning problems.

The procedure is quite simple: selected the test image, we calculate its similarity score (see section IV A) with all the images in the training set. The image with highest similarity score is our candidate to be the corresponding one. A careful reader may wonder what would happen if in the test set there is no other image of the patient to identify. To avoid the case of a wrong identification, we set a similarity threshold, such that if no image in the test set has similarity score – with the train image – lower than the threshold, then the procedure will exit without any identification.

III. ALGORITHMS FOR KEYPOINT LOCALISATION

In this section we review the general scheme of algorithms for feature identification and matching. We have devoted an appendix to describe one of the most used algorithms, i.e. SIFT which stands for Scale Invariant Feature Transform, hence here we only illustrate the general approach, while relegating further details to appendix A. Thus, we are going to expose the working mechanism of feature recognition algorithm and its application to teeth image comparisons.

To begin, let’s describe the feature recognition part of the algorithm.

A. Feature localisation

Mathematically, images can be thought as sets of connected points in a two-dimensional space, often (and also here) approximated in a discrete binary space. People do not perform image classification directly on, since this task is computationally really expensive (\(O(n^2)\)), where each image is made up by \(n\) pixels. The representation of an image can be modified by an image transformation, by mapping the space \(\tilde{F}\) to a – typically smaller – feature space \(F\).

The features we want to localise are image points endowed with the right properties under some symmetries. Indeed, we are looking for something scale invariant, colour-space independent, rotational and translational invariant.

All the algorithms share the same philosophy: we find some candidate keypoints and then we cut off the ones spoiling the invariance, landing on the final set. In the case of SIFT the keypoints are localised in a scale space built on the feature space \(\tilde{F}\) by a convolution with gaussians.

B. Feature matching

Once the images have been endowed with their keypoint descriptors, we have to match the descriptors of different images. There are several methods to match objects which are represented numerically by arrays. In our program we implemented the simplest one: the brute-force method,
where we measure a distance between matching descriptors of two images. In order to accept or refuse a match we make use of the so-called Lowe ratio method.

**Figure 1:** Image shows the probability distribution of relative distances between keypoints. The solid lines represents how good matches have a $0.45$ centred distribution, while bad matches are localised at great distances, as one might expect. For these reasons, statistically, fixing a threshold of $0.7$ we have a good confidence of getting most of good matches. Image comes from [16].

Lowe ratio test works as follows. One can compare the distance of the best match, with the second best one. Taking into account distances between good matches and bad ones, one can plot a probability distribution as the one in figure 1. Such a measure is based on the observation a good match between two keypoints $k_A$ and $k_B$ for images $A$ and $B$ will have a distance (or a score) really different with respect to its closest matches. In other word, given a good match $(k_A, k_B)$ and its distance $\delta(k_A, k_B)$, we state that the match $(k_A, k'_B)$ has a much greater distance, while the distance difference for two bad matches is small in comparison to characteristic match scale.

To rephrase, a good match will be surrounded by bad matches, and the ratio

$$\mathcal{L} = \frac{\delta(k_A, k_B)}{\delta(k_A, k'_B)},$$

will be closer to zero the more the match is good, on the opposite it will be close to 1. We fix a threshold for $\mathcal{L}$ at $70\%$, following [16, 20].

**IV. APPLYING FEATURE IDENTIFICATION TO RADIOGRAPHS**

The aim of this section is to go in depth and describe how the algorithm works. However, before digging into details, we want to give an introductory scheme, playing the role of a summary.

As described above the training set is composed by a large set of images. In our motivational example, these are the dental radiographs of victims of a mass disaster. The test image is a radiograph of someone whose identity is known and we would like to verify whether he is amongst the victims.

We are going to apply feature detection to all images, and then by keypoint comparison and ratio test we are going to find the best correspondence for the image. A threshold for the metric has been defined, such that if the test subject is not in the victims set, we do not make bad identifications. Scores of all image couples are calculated. We take all the scores and rescale them on a Gaussian. We label the correspondence as good if and only if its rescaled score is over the $66\%$, otherwise we conclude the test subject was not amongst victims.

**A. Metric definition**

The goal of this section is to define a metric on the space of images. Technically speaking, we have a space of images $\tilde{F}$ that we endow with the concept of distance.

Recall a distance $\delta$ must satisfy the following properties

$$\delta(x, y) \geq 0 \quad \forall x, y,$$

$$\delta(x, y) = 0 \iff x = y \quad \forall x, y,$$

$$\delta(x, y) = \delta(y, x) \quad \forall x, y,$$

$$\delta(x, y) \leq \delta(x, z) + \delta(z, y) \quad \forall x, y, z.$$

One can see, for instance [21] for details.

What we aim to do is to define a numerical measure – satisfying the properties above – to say whether two images are close or far and especially to say how much close they are. To be concrete, take into account figures 2 and 3. It is clear that the figure 2a is closer to 2b than to 3b. However, it is not immediately clear how to state this in a mathematical way. We have to define how to give a score of similarity stating $\delta(rx_1, rx_2) < \delta(rx_1, img_2)$.

We are going to define a function called Lowe distance modelling the distance between two images and based both on the number of features matching and on the score of matching. Given the definition we are going to prove it satisfies the properties above.

The distance $\delta$ is defined by taking the Lowe ratio collecting good matches and getting the ratio between good matches and total matches. Explicitly, given two images $A$ and $B$. We have
two sets of keypoints $K_A = \{k_a\}_{a \in A}$ and $K_B = \{k_b\}_{b \in B}$. The set of good matches is given by the keypoints passing the Lowe ratio test described above. We denote such a set as $\mathcal{K}(A, B)$. Having this, one can define the Lowe distance between the two images as

$$\mathcal{L}(A, B) := \frac{\#\mathcal{K}(A, B)}{\max(\#K_A, \#K_B)}.$$ 

It is on such a metric that we set the score of 66% as stated above.

B. Procedure

The procedure is schematically illustrated in figure 4.

To be more descriptive we are going to illustrate the various phases of the procedure. First of all, as explained above, we have the test image whose we know the identity, denoted by $I_{\text{test}}$. The training set is made up by a collection of images $\{I_{\text{train}}\}$. We compute and identify the features of the test image, to have a set of descriptor vectors characterising the image. One can do the same on each image of the training set, having a set of descriptors for each image. At this stage, it is time to proceed to the comparison. There are several methods (we implemented brute force and FLANN matchers) to compare descriptors. Conceptually, we stick on the brute force one for the sake of simplicity.

Hence, we take the Euclidean distance between vectors, apply the Lowe ratio test to split matches in good and bad ones and select the best image for matching score.

If the best matched image $I_{\text{best}}^{\text{train}}$ has a score-ratio $\mathcal{L}(I_{\text{test}}, I_{\text{best}}^{\text{train}})$ over the threshold value we set, then we say it has been identified. Otherwise, we reject the identification, stating the test subject was not amongst the victims.

C. Discussion

There are few details we have been sloppy about in the procedure description above.
We begin by saying that actually in computation we did not use the brute force method to compare descriptors, mainly for numerical reasons. Indeed, as showed in [22], a square root kernel instead of the standard Euclidean distance to measure the similarity between descriptors leads to a dramatic performance boost in all stages of the pipeline.

We are not going into details about the kernel on which FLANN matcher is based, referring to [22, 23] for a detailed discussion.

To go on, in the procedure described above the keypoint descriptors calculation was performed for each image and then we compared vectors and applied the Lowe ratio test. This gave us nice results, however, it is easy to understand this is not the most efficient way of comparison.

Numerically, a smart ploy could be to collect the descriptors of an image with a clustering algorithm. This is a way to perform a sort of feature reduction, by taking only, for example, the highest contrast keypoints, which are the ones giving more information about objects inside the image.

D. Results

This brief section to expose results of method described above.

We performed identification through this procedure over 100 test images, having a training set of 1554 images. The training set was actually composed by images whose owner code was known, but hidden to the algorithm. This in order to be able to check the predictions. We got a correct identification in 99 cases. We also tried to identify 50 radiographs having no correspondence in the training set. In this case results are less impressive, but still satisfying. The number of correctly rejected identification is 46.

These results are collected in table I.

|       | SIFT | SURF | ORB |
|-------|------|------|-----|
| Precision | 89%  | 92%  | 90% |
| Recall   | 98%  | 99%  | 99% |

Table I: Rates of identification. We expressed results for the three implemented feature extraction algorithms in terms of the well-known measures of precision and recall.

V. PERSPECTIVES AND CONCLUSIONS

This paper describes the first proposal for a computer aided identity recognition system based on dental images. The discussion goes through different aspects in describing the implemented method.

First, we describe the key motivational example: corps identification through dental features in mass disasters. Then, we sketched the algorithm working scheme. After that, we formally define a metric, allowing us to measure how close are two images. This gives us also a numerical value estimating how reliable is the identification that comes out of the procedure.

Finally, we discuss the possible caveats of the method and try to propose some solutions.

To conclude, this paper illustrates an example of how it is possible to work at the interface between various fields. There are quite a lot of examples of computer vision applications to diagnostics, see for instance [1–5] and references in there. For a more complete review of the subject, one can look at [7].

Here, artificial intelligence, forensic medicine and computer science are involved. The already cited works [9, 10] also implemented a frontier research at the edge of computer science and forensic medicine. This paper tries to move on the path of [24], to implement a machine learning approach to forensic medicine and subject identification. Something similar has been done in [8] for what concerns fingerprint identification, however to authors’ knowledge, this is the first application of object detection to forensic odontology.

As discussed above, still a lot of work can be done on these subjects, not only to improve computational efficiency, but also to find new and interesting points of views. Indeed, working at the limit of different fields can yield new insights about both subjects, giving useful hints for a deeper and more complete understanding of all processes involved.

Appendix A: Working scheme of SIFT algorithm

In this appendix we face a detailed discussion about SIFT algorithm. We refer to the original paper [15] (that we review in this appendix) for further details. As said in the principal section III, images can be described by vectors of features.
These feature vectors do not only enjoy the nice property of being scale-invariant, but they are also invariant to translation, rotation, and illumination. In other words: everything a descriptor should be!

As discussed, these descriptors are useful for matching objects are patches between images. For example, consider creating a panorama. Assuming each image has some overlapping parts, you need some way to align them so we can stitch them together. If we have some points in each image that we know correspond, we can warp one of the images using a homography. SIFT helps with automatically finding not only corresponding points in each image, but points that are also easy to match.

---

**Figure 5:** Two images with an overlapping region. The algorithm finds points to match the images in this region.

**Figure 6:** SIFT found keypoints on which we can match images.

---

One can find the many algorithm descriptions on the internet – Wikipedia has a page dedicated to SIFT. Here, we give a brief description focusing on the aspects useful for our purposes. First of all, we can split the algorithm in four main steps:

1. Scale-space building and extrema detection
2. Keypoint localisation
3. Orientation assignment
4. Local descriptors creation

We are going to describe each of them to just have in mind how it works.

To begin, for any object in an image, interesting points on the object can be extracted to provide a “feature description” of the object. This description, extracted from a given image, can then be used to identify the object when attempting to locate the object in a second image containing possibly many other objects. As said, to perform reliable recognition, it is important that the features extracted from the training image be detectable even under changes in image scale, noise and illumination. Such points usually lie on high-contrast regions of the image, such as object edges.

The SIFT descriptor is based on image measurements in terms of receptive fields over which local scale invariant reference frames are established by local scale selection.

1. **Constructing the scale space**

Keypoints to identify are defined as extrema of a Gaussian difference in a scale space defined over a series of smoothed and resampled images.

Hence, to begin we need to define a scale space and ensure that the keypoints we are going to select will be scale-independent. In order to get rid of the noise of the image we apply a Gaussian blur, while the characteristic scale of a feature can be detected by a scale-normalised Laplacian of Gaussian (LoG) filter. In a plot, a LoG filter looks like in figure 7.

**Figure 7:** LoG filter is highly peaked at the center while becoming slightly negative and then zero at a distance from the center.

As one can observe, the typical shape of LoG filter is characterised by the standard deviation $\sigma$ of the Gaussian.

The scale-normalisation for the LoG filter correspond to $\sigma^2$LoG and it is used to correct the behaviour of the response of the LoG filter for a wider Gaussian that would be lower than for a smaller $\sigma$ Gaussian.

The main issue with such a filter is that is expensive from a computationally point of view, this
is due to the fact we have to calculate it to different scales, to make the procedure scale-invariant. Thankfully, even originally in the paper [15], the authors of SIFT came up with a clever way to efficiently calculate the LoG at many scales.

It turns out that the difference of two Gaussians (or DoG) with similar variance yields a filter that approximates the scale-normalized LoG very well: Thus, such approximation gives us an efficient way to estimate the LoG. Now, we need to compute it at multiple scales. SIFT uses a number of so-called octaves to calculate the DoG. The name might suggest that an octave means that eight images are computed. However, an octave is actually a set of images were the blur of the last image is double the blur of the first image.

All these filters and scales will multiply the number of images to consider – or better, the number of versions of the same image. At the end of the process we will end up with blur (Gaussian filter applied) images, created for multiple scales. To take a new set of images of different scales, we will take the original image and reduce the scale by half. For each new image, we will create different blur versions.

To create the octave, we first need to choose the number of images we want in each octave. This is denoted by \( s \). Then \( \sigma \) for the Gaussian filter is chosen to be \( 2^{1/s} \). Since blur accumulates multiplicatively, when we blur the original image with this filter \( s \) times, the result will have

\[
\text{blur} = 2 \times \text{original blur}.
\]

One detail from the Lowe’s paper that is rarely seen mentioned is that in each octave, one actually needs to produce \( s + 3 \) images (including the original one). This is because when adjacent levels are subtracted to obtain the approximated LoG octave (i.e. the DoG), we will get one less image than in the Gaussian octave – see figure 10. Now we have \( s + 2 \) images in the DoG octave.

However, later when we look for extrema in the DoG, we will look for the minimum or maximum of a neighbourhood specified by the current and adjacent levels. We will describe this later on, for the moment being, we have generated the Gaussian octave, we downsample the top level by two and use that as the bottom level for a new octave. In [15], author uses four octaves.

\textbf{Summary scheme} Just to sum up, here we collect the main points of the part one of the algorithm, that is the construction of scale-space or Gaussian pyramid.

- Given the original image, apply the blur filter to add a double the blur \( s \) times.
- Half the scale of the image to create different octaves.
- Apply the DoG to get the feature enhanced version of the octave.

\section{Keypoint localisation}

Once the scale space has been defined, we are ready to localise the keypoints to be used for feature matching. The idea is to identify extremal points (maxima and minima) for the feature enhanced images.

To be concrete, we split this in two steps:

- Find the extrema
- Remove low contrast keypoints (also known under the name of \textit{keypoint selection})

\textbf{Extremal point scanning}

We will not dig into details of extremisation algorithms to find maxima and minima. We just...
give an heuristic insight. Conceptually, we explore the image space (i.e. pixel by pixel) and compare each point value with its neighbouring pixels. In other words, we scan over each scale-space DoG octave, $D$, and include the center of each $3 \times 3 \times 3$ neighbourhood as a keypoint if it is the minimum or maximum value in neighbourhood.

This is the reason the algorithm has generated $s + 2$ levels in the DoG octave. One cannot scan over the points in the top or bottom level, but one still wants to get keypoints over a full octave of blur.

Keypoints so selected are scale-invariant, however, they yield many poor choices and/or noisy, so in the next section we will throw out bad ones as well refine good ones.

Keypoint selection

The guide principle leading us to keypoint selection is

**We want to eliminate the keypoints that have low contrast, or lie very close to the edge.**

This because low-contrast points are not robust to noise, while keypoints on edges should be discarded because their orientation is ambiguous, thus they will spoil rotational invariance of feature descriptors.

The recipe to cook good keypoints goes through three steps:

1. Compute the subpixel location of each keypoint

2. Throw out that keypoint if it is scale-space value at the subpixel is below a threshold.

3. Eliminate keypoints on edges using the Hessian around each subpixel keypoint.

In many images, the resolution is not fine enough to find stable keypoints, i.e. in the same location in multiple images under multiple conditions. Therefore, one can perform a second-order Taylor expansion of the DoG octave to further localise each keypoint. Explicitly,

$$D = D + \partial_x D^T + \frac{1}{2} x^T \left( \partial^2_x D \right) x. \quad (A1)$$

Here, $x$ denotes the three-dimensional vector $[x, y, \sigma]$ corresponding to the pixel location of the candidate keypoint. Taking the derivative of this equation with respect to $x$ and setting it equal to zero yields the subpixel offset for the keypoint,

$$x = -\left( \partial^2_x D \right)^{-1} \partial_x D. \quad (A2)$$

This offset is added to the original keypoint location to achieve subpixel accuracy.

At this stage, we have to deal with the low contrast keypoints. To evaluate if a given keypoint has low contrast, we perform again a Taylor expansion.

Remind we do not just have keypoints, but subpixel offsets. The subpixel keypoint contrast can be calculated as,

$$D(\mathbf{x}) = D + \frac{1}{2} \partial_x D^T \mathbf{x}, \quad (A3)$$

which is the subpixel offset added to the pixel-level location. If the absolute value is below a fixed threshold, we reject the point. We do this because we want to be sure that extrema are effectively extreme.

Finally, as said we want to eliminate the contribution of the edge keypoints, because they will break rotational invariance of the descriptors. To do this, we use the Hessian calculated when computing the subpixel offset. This process is very similar to finding corners using a Harris corner detector.

The Hessian has the following form,

$$\mathcal{H} = \begin{pmatrix} \frac{\partial^2_x D}{\partial_y^2} & \frac{\partial^2_x D}{\partial_y^2} \\ \frac{\partial^2_x D}{\partial_y^2} & \frac{\partial^2_x D}{\partial_y^2} \end{pmatrix}. \quad (A4)$$

To detect whether a point is on the edge, we need to diagonalise, that is find eigenvalues and eigenvectors of such Hessian matrix. Roughly speaking and being schematic, if the eigenvalues of $\mathcal{H}$ are both large (with respect to some pre-determined scale), the probability for the point to be on the edge is high. We refer again to [15] for further details.
Orientation assignment

Getting the keypoints is only half the battle. Now we have to obtain the actual descriptors. But before doing so, we need to ensure another type of invariance: rotational.

We have ensured translational invariance thanks to the convolution of our filters over the image. We also have scale invariance because of our use of the scale-normalised LoG filter. Now, to impose rotational invariance, we assign the patch around each keypoint an orientation corresponding to its dominant gradient direction.

Thus, to assign orientation, we take a patch around each keypoint that is proportional to the scale of that keypoint. See figure 11.

| 35 | 40 | 41 | 45 | 50 |
|----|----|----|----|----|
| 40 | 40 | 42 | 46 | 52 |
| 42 | 46 | 50 | 55 | 55 |
| 48 | 52 | 56 | 58 | 60 |
| 56 | 60 | 65 | 70 | 75 |

*Figure 11: Example of an array of pixels and numerical gradient in its central point.*

Given an array of pixels, one can calculate the following quantities,

\[
r = \sqrt{(\partial_x f)^2 + (\partial_y f)^2} \quad \text{magnitude}
\]

\[
\phi = \arctan(\partial_x f/\partial_y f) \quad \text{orientation}
\]

These are functions of the gradient in each point. To summarise, we can state the magnitude represents the intensity of the pixel and the orientation gives the direction for the same.

We can now create a histogram given that we have calculated these magnitude and orientation values for the whole pixel space.

The histogram is created on orientation value (the gradient is specified in polar coordinates) and has 36 bins (each bin has a width of 10 degrees). When the magnitude and angle of the gradient at a pixel are calculated, the corresponding bin in our histogram grows by the gradient magnitude weighted by the Gaussian window. Once we have our histogram, we assign that keypoint the orientation of the maximal histogram bin.

*Figure 12: Each of these arrows represents the 8 bins and the length of the arrows defines the magnitude. So, we will have a total of 128 bin values for every keypoint.*

Local descriptors

Finally we got at the final step of SIFT. The previous step gave us a set of stable keypoints, which are also scale-invariant and rotation-invariant. Now, we can create the local descriptors for each keypoint. We will make use of points in the neighbourhood of each keypoints to characterise it completely. The keypoint endowed with these local properties is called a descriptor.

A side effect of this procedure is that, since we use the surrounding pixels, the descriptors will be partially invariant to illumination or brightness of the images.

We will first take a 16 × 16 neighbourhood around the keypoint. This 16 × 16 block is further divided into 4 × 4 sub-blocks and for each of these sub-blocks, we generate an 8-bin histogram using magnitude and orientation as described above. Finally, all of these histograms are concatenated into a 4 × 4 × 8 = 128 element-long feature vector.

This final feature vector is then normalised, thresholded, and renormalised to try and ensure invariance to minor lighting changes. To finally summarise, we can give the definition of a local descriptor.

A local descriptor is a set of features, encoded by a feature vector, describing magnitude and orientation of neighbourhood for each keypoint.

This leads us to the end of this long appendix, quite technical but describing the working scheme of the algorithm.
[1] G. S. Lodwick, C. L. Haun, W. E. Smith, R. F. Keller, and E. D. Robertson, Computer diagnosis of primary bone tumors: A preliminary report, Radiology, 80 (1963), pp. 273–275.
[2] C. Beltrán Castaño, J. Fraga, S. Fernandez, A. Gruber, and L. da F. Costa, Biological shape characterization for automatic image recognition and diagnosis of protozoan parasites of the genus eimeria, Pattern Recognition, 40 (2007), pp. 1899–1910.
[3] P. Arena, A. Basile, M. Bucolo, and L. Fortuna, Image processing for medical diagnosis using cnn, Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 497 (2003), pp. 174–178.
[4] D. Ushizima, L. da F. Costa, E. Gil Rizzatti, and M. Zago, A texture approach to leukocyte recognition, Real-Time Imaging, 10 (2004), pp. 205–216.
[5] D. Comaniciu, P. Meer, and D. J. Foran, Image-guided decision support system for pathology, Machine Vision and Applications, 11 (1999), pp. 213–224.
[6] A. K. Jain, R. Duin, and J. Mao, Statistical pattern recognition: A review, IEEE Trans. Pattern Anal. Mach. Intell., 22 (2000), pp. 4–37.
[7] K. Doi, Computer-aided diagnosis in medical imaging: Historical review, current status and future potential, Computerized medical imaging and graphics : the official journal of the Computerized Medical Imaging Society, 31 (2007), pp. 198–211.
[8] N. K. Ratha and R. Bolle, Automatic Fingerprint Recognition Systems, SpringerVerlag, 2003.
[9] R. Cameriere, S. D. Luca, N. Egidi, M. Bacaloni, P. Maponi, L. Ferrante, and M. Cingolani, Automatic age estimation in adults by analysis of canine pulp/tooth ratio: Preliminary results, Journal of Forensic Radiology and Imaging, 3 (2015), pp. 61 – 66.
[10] M. Bacaloni, Analysis of dental radiographs for the automatic age evaluation, PhD thesis, Università di Camerino, 2017.
[11] L. Bricker, J. Garcia, J. Henderson, M. Mugford, J. Neilson, T. Roberts, and M. Martin, Ultrasound screening in pregnancy: A systematic review of the clinical effectiveness, cost-effectiveness and women’s views, Health technology assessment (Winchester, England), 4 (2000), pp. i–vi, 1.
[12] R. Cameriere, L. Ferrante, and M. Cingolani, Variations in pulp/tooth area ratio as an indicator of age: A preliminary study, Journal of forensic sciences, 49 (2004), pp. 317–9.
[13] R. Cameriere, L. Ferrante, D. Mirtella, and M. Cingolani, Carpals and epiphyses of radius and ulna as age indicators, International journal of legal medicine, 120 (2006), pp. 143–6.
[14] R. Cameriere, L. Ferrante, B. Ermenc, D. Mirtella, and K. Strus, Age estimation using carpals: Study of a slovenian sample to test cameriere’s method, Forensic science international, 174 (2008), pp. 178–81.
[15] D. G. Lowe et al., Object recognition from local scale-invariant features., Proceedings of the International Conference on Computer Vision, 99 (1999), pp. 1150–1157.
[16] D. G. Lowe, Distinctive image features from scale-invariant keypoints, International journal of computer vision, 60 (2004), pp. 91–110.
[17] H. Bay, T. Tuytelaars, and L. Van Gool, Surf: Speeded up robust features, in Computer Vision – ECCV 2006, A. Leonardis, H. Bischof, and A. Pinz, eds., Berlin, Heidelberg, 2006, Springer Berlin Heidelberg, pp. 404–417.
[18] E. Rublee, V. Rabaud, K. Konolige, and G. Bradski, Orb: An efficient alternative to sift or surf, in 2011 International Conference on Computer Vision, Nov 2011, pp. 2564–2571.
[19] K. Mikolajczyk and C. Schmid, A performance evaluation of local descriptors, IEEE Transactions on Pattern Analysis and Machine Intelligence, 27 (2005), pp. 1615–1630.
[20] M. R. Kirchner, Automatic thresholding of sift descriptors, in IEEE International Conference on Image Processing, pp. 291–295, 2018.
[21] A. V. Arkhangelskii and L. S. Pontryagin, General Topology I: Basic Concepts and Constructions (Encyclopaedia of Mathematical Sciences) (v. 1), Springer, oct 1990.
[22] R. Arandjelovic and A. Zisserman, Three things everyone should know to improve object retrieval, in 2012 IEEE Conference on Computer Vision and Pattern Recognition, June 2012, pp. 2911–2918.
[23] D. Ballard, Generalizing the hough transform to detect arbitrary shapes, Pattern Recognition, 13 (1981), pp. 111 – 122.
[24] H. Chen, K. Zhang, P. Lyu, H. Li, L. Zhang, J. Wu, and C.-H. Lee, A deep learning approach to automatic teeth detection and numbering based on object detection in dental periapical films, Scientific Reports, 9 (2019).
[25] A. Jalba, M. Wilkinson, and J. Roerdink, Shape representation and recognition through morphological curvature scale spaces, IEEE transactions on image processing : a publication of the IEEE Signal Processing Society, 15 (2006), pp. 331–41.