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This paper presents new evidence supporting the development of a screening threshold to evaluate the impact aggregations of solar PV facilities in the northeastern United States can have on voltage deviations in the distribution grid (often called flicker). Using measurements from solar irradiance meters and customer-sited monitoring equipment for residential and light commercial solar systems in Central New York along with data from the Measurement and Instrumentation Data Centers at the Oak Ridge National Laboratory, Elizabeth City State University, and Bluefield College, we present multiple lines of support for the adoption of a flicker screening threshold equivalent to a 5% change in voltage resulting from a full-on to full-off transition of a solar facility. This approach is based on both the newer flicker perception limits in IEEE 1453-2015 and the previous limits derived from the flicker curves in IEEE 519-1992 and is consistent with recent draft recommendations from the Electric Power Research Institute (EPRI) for use in New York. Measurements of correlations between fluctuations at different sites along with a model for high densities of solar facilities are applied to allow the impact of multiple systems on a single feeder to be taken into account while maintaining the simplicity of a single screening threshold.

1. Introduction

Due to a combination of economic-, social-, and policy-related factors, solar power has become one of the most rapidly increasing sources of power in the United States. Solar photovoltaics (PV) is now the largest source of new generating capacity added to the U.S. grid [1]. In New York, which is the focus of this work, the total installed solar capacity increased by nearly 800% between 2011 and 2016 [2]. However, in order to achieve a fully renewable energy system in a timely manner, such growth must be rapidly accelerated. According to Jacobson et al. [3], an energy system in New York powered solely by “wind, water, and sunlight” will require a total of 116,000 MW of solar PV by 2030. By comparison, New York has added just over 132 MW/yr of solar on average over the last five years while it would need to add more than 8,000 MW/yr to reach the target in Jacobson et al. [3].

One important obstacle to such rapid acceleration in the growth of solar power is the lack of simple, robust, and accurate ways of distinguishing where the grid has room for more solar PV and where it is already approaching its current capacity. As a result, much work is underway to develop hosting capacity analyses that will enable such high-level understanding of the grid [4–7]. From this work, it has been found that changes in the output of solar PV facilities due to intermittent cloud cover can be of particular importance to determining the grid’s hosting capacity [8, 9].

As such, quantifying the nature of solar ramp rates as well as the correlations between ramps at nearby facilities and the resulting smoothing of output power from geographic dispersion has been a significant focus of work going back to the late 1980s [10]. In this work, some researchers have sought to model the irradiance variability by focusing on the clouds [11–16]; others by focusing on irradiance observations [17–20]; and yet others by focusing on efforts to
quantify the smoothing in power production and decrease in correlations with increasing system size in the central U.S. [21], Germany [22], Colorado [23], and California [24].

Other approaches to estimating weather-induced solar power variability have focused on the solar installation itself and its impact on the grid. This has been done using observations from residential scale installations [25–27] as well as from larger PV plants in the western U.S. [28–30] and in Spain [31, 32]. Current methods for simulating these results are summarized in Lave et al. [33] and more recently in Mazumdar et al. [34].

From this work has evolved a growing body of literature focused on the impacts of voltage fluctuations caused by transient cloud cover on the grid and on its voltage regulation devices as well as methods of predictive modeling, changes to operational settings, or the integration of energy storage as a means to mitigate these impacts ([35, 36]; New Power [37–40]).

One of the things that is striking about this wealth of solar energy literature is the relative dearth of PV energy research in the northeastern U.S. and the lack of detailed assessments of voltage screening methodologies currently in use. Smith and Armstead [41] used the short-term behavior of the solar resource in central New York to establish on-the-ground observations of ramp rates and how the correlation coefficient between ramps at different sites scale with distance. We expand on these results and draw connections between that data and data from NREL’s Measurement and Instrumentation Data Centers in the eastern U.S. to confirm that those observations are representative. Finally, we combine all of our sources of data to develop support for a simplified screening methodology to study the impact of solar PV installations on the northeastern grid, both alone and in aggregate with other solar facilities on the same feeder or substation.

This work is inspired by the work of Smith and Armstead [41] where a set of residential and light commercial solar PV systems in Central New York were monitored using customer-sited monitoring equipment sampled at a rate of 5 minutes. This data was used to determine the frequency and magnitude of solar ramp rates and the correlation in ramp rates between sites. They validated the monitoring portal’s data both by comparing the peak power realized at each site to the rated power of the system and by comparing three years of production data to that predicted by PVWatts.

In the same region, they reported on the results of solar irradiance measurements from a pair of pyranometers sampled at one-second intervals. They selected the sensors’ separation distance to make it typical for solar panels in a single utility scale (rated capacity on the order of megawatts) array and determined the smoothing of solar irradiance ramps that would be expected for larger systems, extended the model of Hoff and Perez [42] and showed the consistency of this model with real-world data [41].

We expand on these studies to include the use of multi-year solar irradiance data collected at the Measurement and Instrumentation Data Center (MIDC) sensors maintained at the Oak Ridge National Laboratory in Tennessee as well as those at Elizabeth City State University in North Carolina and Bluefield College in West Virginia. This data allows consideration of inter- and intrayear variations in the ramp rates. The goal of this work is twofold. First is to present a screening threshold of 5% for the voltage fluctuation modeled by a full on-to-off transition of a solar system. Second is to present a simple model in situations of high densities of solar facilities to assess the impact of an additional solar facility. The model sets the level of impact for systems already existing on a single feeder based on their separation. In doing so, it allows a single screening threshold for protecting against unacceptable impacts of solar variability on the voltage of the distribution grid. Through the use of our measured ramp rates, we establish that the model is conservative.

2. Experimental Setup

In the present work, we will use a number of sources of data as follows:

1. NREL’s MIDC sensors maintained at the Oak Ridge National Laboratory (ORNL) in Tennessee [43]. This system records global horizontal irradiance using a LICOR LI-200 pyranometer mounted on a rotating shadowband radiometer (RSR) from Irradiance Inc. Data with a resolution of one minute is available from September 12, 2007, to present. For our analysis, we consider nine full years of data from January 1, 2008, to December 31, 2016. We label data from this source during this interval the Tennessee Global Horizontal Irradiance dataset (TGHI dataset) (see Figure 1).

2. The MIDC sensors maintained at Elizabeth City State University in North Carolina [44]. This system records global horizontal irradiance using Eppley Laboratory, Inc. model precision spectral pyranometers. Data with a resolution of five minutes is available from September 25, 1985, to November 19, 2014. For our analysis, we considered only the full years of data between 2008 and 2016 for consistency with data from ORNL. We label data from this source during this interval the North Carolina Global Horizontal Irradiance dataset (NCGHI) (see Figure 1).

3. The MIDC sensors maintained at Bluefield College in West Virginia [45]. This system also records global horizontal irradiance using Eppley Laboratory, Inc. model precision spectral pyranometers. Data with a resolution of five minutes is available from November 6, 1985, to April 13, 2015, at Bluefield College. For our analysis, we again considered only the full years of data from these sites between 2008 and 2016 for consistency with data from ORNL. We label data from this source during this interval the West Virginia Global Horizontal Irradiance dataset (WVGHI) (see Figure 1).

4. A pair of pyranometers situated in Ulysses, NY, with a separation of ~170 m (see Figure 2 and [41]). This system used S-L1B-M003 solar irradiance sensors.
Data with a resolution of one second is available from August 1 to 8, 2016. We label data from this source during this interval the New York irradiance dataset (NYI) (see Figure 1)

(5) Six pole-mounted residential and small commercial solar PV systems (see Figure 3 and [41]). These use commercial-grade energy monitoring equipment marketed as part of SunPower and reported via internet connection. The two full years of reliable data from these sites between 2008 and 2016 are 2013 and 2015. We label data from this source during these intervals the New York PV System dataset (NYPVS)

While the MIDC stations in Tennessee, North Carolina and West Virginia are far removed from the solar systems in Central New York (see Figure 1), together they provide a baseline for understanding long-term seasonal variations in solar irradiance fluctuations in the Eastern U.S. as well as valuable comparisons to the data from the irradiance sensors and customer-sited monitoring equipment at the New York PV systems. As can be seen in Table 1, all data is expected to have an uncertainty of at least 2.5% with the greatest uncertainty in the NYPVS data which may be as high as 8%.

3. Frequency and Magnitude of Solar System Ramp Rates from TGHI Dataset

We now consider the frequency and scale of ramp rates in solar irradiance in the TGHI dataset.

3.1. Interannual and Seasonal Variations in Ramp Rates. To consider the impact of averaging time as well as seasonal and interannual differences on the magnitude, frequency, and distribution of solar ramp rates in the TGHI dataset, we calculated the irradiance ramp rates for each interval between 8 am and 8 pm as shown in the following equation:

\[
I_{rt} = \frac{I_{n+1} - I_n}{I_{STC}},
\]

where \(I_n\) is the \(n\)th global horizontal irradiance interval average (we primarily consider intervals one or five minutes) and \(I_{STC}\) is taken to be 1,000 W/m². We have chosen this value so
that the normalized irradiance measurements have the same overall meaning as the normalized power output ratio used in Smith and Armstead [41] given that the rated power of a solar system is determined under standard test conditions with an irradiance of 1,000 W/m².

As expected and reported in Table 2, at both the one- and five-minute timescales, the frequency of large fluctuations ($I_{rr} > 0.3$) in solar output was greater over the three high solar resource months of May, June, and July than over the entire year. The same relationship was also true for the RMS ramp rates. In addition, the one-minute frequency and magnitude of fluctuations were uniformly smaller than those at the five-minute resolution for both the annual average and the three spring/summer months (see Table 2 and Figure 4).

Finally, for the two years for which we had data from the New York solar systems (2013 and 2015), we find that those years are comparable to the TGHI dataset average and that they were, in fact, the two years with the highest variability in the solar resource during the three spring/summer months.

While the TGHI data was collected ~1000 km from the NYPVS data, it provides a valuable point of comparison between the Tennessee and New York observations. Specifically, the broad consistency of the TGHI dataset with the NYPVS data provides confidence that the results from the spring/summer of 2013 and 2015 are accurate in spite of the use of commercial-grade data collection equipment and are not likely to underestimate the actual long-term annual average for the distribution of fluctuations. For example, the NYPVS dataset matches closely the corresponding May to July data from the TGHI dataset and both show higher rates of large ramps as compared to the annual average (see Figure 5).

### 3.2. Short-Term Periods of High Variability Related to Measurements of Flicker

In addition to calculating frequency and magnitude of ramp rates, we explore the impact of these

![Figure 3: Location of six pole-mounted solar PV systems.](image_url)

| Dataset   | Detector                                      | Accuracy                                                                                         |
|-----------|-----------------------------------------------|-------------------------------------------------------------------------------------------------|
| TGHI      | LICOR L1-200 pyranometer                      | Estimated uncertainty ± 3% from LICOR data sheet                                               |
| NCGHI     | Eppley Laboratory, Inc. model precision spectral pyranometers | +3%–4% estimated from calibration documentation                                                |
| WVGH1     | Eppley Laboratory, Inc. model precision spectral pyranometers | At least ±2.5% (linearity + temperature dependence + cosine response from spec sheet)          |
| NYI       | Onset silicon pyranometer model S-LIB-M003    | ±5% from data sheet                                                                             |
| NYPVS     | Commercial SunPower monitoring equipment of PV power installations | ±8% compared to DC rated capacity and ±5% calibrated against NYI data (actual calibration was ±4% but is limited by onset calibration) |

![Table 1: Detectors used in for each of our 5 data sources.](data_table)

| Dataset | Detector | Accuracy |
|---------|----------|----------|
| TGHI    | LICOR L1-200 pyranometer | Estimated uncertainty ± 3% from LICOR data sheet |
| NCGHI   | Eppley Laboratory, Inc. model precision spectral pyranometers | +3%–4% estimated from calibration documentation |
| WVGH1   | Eppley Laboratory, Inc. model precision spectral pyranometers | At least ±2.5% (linearity + temperature dependence + cosine response from spec sheet) |
| NYI     | Onset silicon pyranometer model S-LIB-M003 | ±5% from data sheet |
| NYPVS   | Commercial SunPower monitoring equipment of PV power installations | ±8% compared to DC rated capacity and ±5% calibrated against NYI data (actual calibration was ±4% but is limited by onset calibration) |

| Dataset | Detector | Accuracy |
|---------|----------|----------|
| TGHI    | LICOR L1-200 pyranometer | Estimated uncertainty ± 3% from LICOR data sheet |
| NCGHI   | Eppley Laboratory, Inc. model precision spectral pyranometers | +3%–4% estimated from calibration documentation |
| WVGH1   | Eppley Laboratory, Inc. model precision spectral pyranometers | At least ±2.5% (linearity + temperature dependence + cosine response from spec sheet) |
| NYI     | Onset silicon pyranometer model S-LIB-M003 | ±5% from data sheet |
| NYPVS   | Commercial SunPower monitoring equipment of PV power installations | ±8% compared to DC rated capacity and ±5% calibrated against NYI data (actual calibration was ±4% but is limited by onset calibration) |

### Table 2: Frequency and magnitude of ramp rates in solar irradiance between 8 am and 8 pm over the entire years as compared to three spring/summer months illustrating the expected trend of larger variability during the higher solar resource months.

| Dataset   | Detector                                      | Accuracy                                                                                         |
|-----------|-----------------------------------------------|-------------------------------------------------------------------------------------------------|
| TGHI      | LICOR L1-200 pyranometer                      | Estimated uncertainty ± 3% from LICOR data sheet                                               |
| NCGHI     | Eppley Laboratory, Inc. model precision spectral pyranometers | +3%–4% estimated from calibration documentation                                                |
| WVGH1     | Eppley Laboratory, Inc. model precision spectral pyranometers | At least ±2.5% (linearity + temperature dependence + cosine response from spec sheet)          |
| NYI       | Onset silicon pyranometer model S-LIB-M003    | ±5% from data sheet                                                                             |
| NYPVS     | Commercial SunPower monitoring equipment of PV power installations | ±8% compared to DC rated capacity and ±5% calibrated against NYI data (actual calibration was ±4% but is limited by onset calibration) |

| Dataset | Detector | Accuracy |
|---------|----------|----------|
| TGHI    | LICOR L1-200 pyranometer | Estimated uncertainty ± 3% from LICOR data sheet |
| NCGHI   | Eppley Laboratory, Inc. model precision spectral pyranometers | +3%–4% estimated from calibration documentation |
| WVGH1   | Eppley Laboratory, Inc. model precision spectral pyranometers | At least ±2.5% (linearity + temperature dependence + cosine response from spec sheet) |
| NYI     | Onset silicon pyranometer model S-LIB-M003 | ±5% from data sheet |
| NYPVS   | Commercial SunPower monitoring equipment of PV power installations | ±8% compared to DC rated capacity and ±5% calibrated against NYI data (actual calibration was ±4% but is limited by onset calibration) |

spring/summer of 2013 and 2015 are accurate in spite of the use of commercial-grade data collection equipment and are not likely to underestimate the actual long-term annual average for the distribution of fluctuations. For example, the NYPVS dataset matches closely the corresponding May to July data from the TGHI dataset and both show higher rates of large ramps as compared to the annual average (see Figure 5).
fluctuations in irradiance. The most accurate measurement of annoyance due to transient changes in grid voltage (e.g., due to solar PV-induced fluctuations) uses a short-term and long-term flicker annoyance probabilities that are calculated on 10-minute and two-hour windows, respectively (see Section 4.1 for more details).

To determine whether our focus on the frequency and scale of ramps in solar output over the time frame of months to years may be missing shorter periods of high variability that would dominate the system’s impact on the grid, we calculated the RMS fluctuation across all 10-minute windows in the TGHI dataset. The maximum RMS fluctuation encountered in each year occurred between April 21st and July 25th and averaged $47 \pm 2\%$.

The shape of the variations in solar output can influence their impact on the grid. Figure 6 shows the normalized irradiance in the TGHI dataset for the 10-minute windows with the greatest RMS fluctuation.
4. Derivation of Flicker Screening Threshold from Measurements of Solar Ramp Rates

The frequency and magnitude of changes in the power output along with the maximum 10-minute RMS irradiance fluctuations can be combined to support a simple and internally consistent screening threshold amenable for use in determining when a detailed study of a proposed PV system is required and, just as importantly, when it is not.

Based on both the old and new methodologies for determining the impact of transient changes in voltage resulting from ramps in solar output, we propose here a voltage flicker screen that is equivalent to a limit of 5% on the change in system voltage when modeling a transition of the solar system from full on (i.e., 100% of rated power) to full off (i.e., 0% of rated power). A similar screen has recently been proposed in draft recommendations from the Electric Power Research Institute (EPRI) for adoption in New York State [46], and the present work provides robust support for its adoption.

4.1. Review of Flicker: Limits and Methodologies. Variations in line voltage with time, commonly called flicker, can often be among the most important factors determining the hosting capacity of a distribution feeder [4, 8, 9]. Thus, in the context of utility review, many states including California, Massachusetts, and New York along with the Federal Energy Regulatory Commission (FERC) make use of similar screening processes designed to determine whether or not a full engineering study is warranted [47–50].

Many of these jurisdictions require as part of these screens the application of the flicker methodology detailed in IEEE 1453 or a similar utility practice. The principal method in IEEE 1453 involves the use of a “flickermeter” designed to quantify the perception of flicker by filtering the voltage profile to mimic the response and sensitivity of the eye and brain to flickering lightbulbs at different time-scales [51]. The results of the flickermeter reading are the short-term and long-term perceptibility index called $P_{st}$ and $P_{lt}$. These indices are normalized so that a value of one corresponds to conditions where half of the observers would notice that a light is flickering and find it irritating. Finally, the standard limits how much of the time the measured flicker can exceed the regulation threshold (e.g., on medium voltage systems (1 kV–35 kV), the allowable fraction of time the circuit monitored can have significant flicker (thresholds of $P_{st} = 0.9$ and $P_{lt} = 0.7$) is than 1% (minimum assessment period of one week) [51]).

4.2. Derivation of a $\Delta V/V$ Screen from IEEE 1453 and 10-Minute RMS Ramp Rates. While the use of the flickermeter in IEEE 1453 is straightforward retrospectively as a means
to test the impact of a system once it is operational, the use of such techniques prospectively is complex and requires data that is not always available. In addition, the need for sophisticated modeling tools makes this technique difficult to use in its fullest manner at the study level. As such, a simple screening analysis is generally applied first by comparing the voltage change resulting from turning the solar PV system from full on to full off in a utility's distribution models and comparing the results against a given threshold [52, 53].

Such transitions from 100% to 0% capacity are not typical and will be very unlikely to repeatedly occur in the real world. For example, we found no instances of fluctuations in normalized irradiance greater than 90% in the TGHI, NCGHI, and WVGHI datasets. At a resolution of one minute, there were just 10 total instances of fluctuations between 80% and 90% out of more than 2.37 million data points in the TGHI dataset. At a resolution of five minutes, there were only 10 total instances of fluctuations between 80% and 90% in 267,360 data points in the NCGHI dataset and just seven instances in 278,464 data points in the WVGHI dataset. As such, if this type of simple screen is failed (full on to full off), a more detailed time series analysis using realistic insolation data can be conducted as part of a full system impact assessment.

According to IEEE 1435 $P_{10} = 1$ for a rectangular voltage fluctuation $\Delta V/V = 3.166\%$ at a timescale of one change per minute [51]. The planning level for medium voltage distribution systems is a $P_{10} = 0.9$. This suggests a limit of $\Delta V/V = 3.166\% * 0.9 = 2.849\%$. In the interest of having a conservative threshold, we instead choose a limit of $\Delta V/V = 3.166\% * 0.8 = 2.533\%$ at the point of common coupling.

Based on our calculations of $(I_{tr})_{RMS}$ for all 10-minute windows in the TGHI dataset, the highest value ever recorded was 49.4% occurring on April 28, 2016. While the planning levels for flicker are intended not to be exceeded for more than 1% of the time, we will use this highest recorded RMS ramp rate (a worst case scenario) to support a conservative screening limit. Using these values results in a screening threshold of 5% (i.e., 2.533%/0.494) or below for acceptable voltage fluctuation that results from modeling a simple-to-specify but never-observed full-on-to-off transition.

We note that the voltage variations in Figure 6 appear more triangular or rounded than square at this resolution. IEEE 1453 includes the application of a shape factor to modify the limit for nonsquare wave changes that would increase our allowed threshold (see Figure C.2 in IEEE [51]). To determine if this modifier is appropriate to use, we consider the impact of our one-minute measurement rate on our conclusions. To support our argument that a one-minute time resolution is fine enough, we revisit the relevant results and data from Smith and Armstead [41]. They observed that the spatial averaging that occurs over megawatt scale systems causes a rapid decrease in the variability of solar ramp rates below one minute. In addition, solar irradiance data collected at one-second resolution over nine days (a reasonable assessment period under IEEE 1453) provides further confidence that considerations of shorter timescales would be unlikely to result in more stringent limits.

Figure 7 shows the solar irradiance profiles from the NYI dataset during the 10-minute window of the highest RMS fluctuation we measured. As can be seen, the changes in system output become squarer at shorter timescales (contradicting use of a shape factor correction) and the variation in output from one measurement to the next generally becomes smaller.

From this data, we computed the RMS ramp rates over all 10-minute windows at various timescales below one minute. As shown in Figure 8, the proportional reduction in RMS ramp rates as compared to the value at one minute closely tracks the decreasing voltage thresholds in IEEE 1453 for $P_{10} = 1$ providing confidence that the limits we derived using the one-minute TGHI dataset would not likely be violated over shorter periods. The power smoothing due to geographic dispersion makes the 5% screening threshold even more conservative as we derived our results for individual irradiance sensors.

4.3. Support for $\Delta V/V$ Screening Threshold from Superseded IEEE 519 Flicker Curves. In the previous section, we derived a screening threshold of 5% for the voltage fluctuation modeled by a full-on-to-off transition of a solar system based on the maximum RMS ramp rate over any 10-minute window of data from the TGHI dataset and supported by the NYI dataset. Additional lines of support for this proposed threshold can be derived from the now-superseded flicker curves in IEEE 519.

While these flicker curves have been replaced by the newer IEEE 1453 methodology, they are still in use by utilities today. For comparison to the limit derived in the previous section, we will use the so-called borderline of irritation, below which flicker is generally not considered aggravating. This is consistent with practice in high penetration states like California and the current version of IEEE 1547 which sets standards for the interconnection of distributed generation and was adopted before the change to IEEE 519 removing the flicker curves [47, 54, 55]. As in the previous section, we can then convert the voltage fluctuation limits from the flicker curves to an effective screening threshold for use in simplified analyses where a full-on-to-off transition of the solar system is modeled.

For the NYPVS dataset, we calculated the 99th percentile for fluctuations between 8 am and 8 pm as well as over the narrower 10 am to 4 pm time frame. To be conservative, we combined all of the systems from the smallest (2.88 kW) to the largest (37.3 kW) despite the expectation that larger systems will have fewer large fluctuations and we modeled our data to be equivalent to that for systems with a DC to AC ratio of 1.3 to 1 common in larger systems. With this ratio, the 99th percentile ramp rate between 8 am and 8 pm was 50% and that from 10 am to 4 pm was 60%. The five-minute borderline of irritation limit from the now-superseded IEEE 519 flicker curves was 3% [51, 56]. This yields voltage limits of 6% (i.e., 3%/0.5) and 5% (i.e., 3%/0.6), respectively. Keeping our more conservative result, this voltage limit would again translate into a flicker screening threshold of 5% (i.e., 3%/0.6) when applied to a full-on-to-off transition.
Similar results are found for the TGHI dataset as well. At the resolution of one minute, we found that from 8 am to 8 pm, $99.45 \pm 0.04\%$ of all fluctuations in global horizontal irradiance were less than 40%. Restricting the window to 10 am to 4 pm, we found that $98.92 \pm 0.08\%$ of all fluctuations in irradiance fell within the range of 40%. As these are single point measurements of irradiance and thus already likely to overestimate the actual fluctuations in power output expected from larger solar arrays, we did not include the impacts of a higher DC to AC ratio. At one voltage change per minute, the borderline of irritation yields a voltage fluctuation limit of 2%. Using the 99th percentile for such variations between 10 am and 4 pm, this limit again translates to a 5% flicker screening threshold (i.e., 2%/0.4) when applied to a full-on-to-off transition.

For the longer five-minute timescale, $99.67 \pm 0.04\%$ of the fluctuations in the TGHI dataset between 8 am and 8 pm were less than 50% while $99.34 \pm 0.08\%$ of fluctuations between 10 am and 4 pm were less than 50%. As noted above, the five-minute borderline of irritation limit was approximately 3% which yields 6% (i.e., 3%/0.5) and would be equivalent to a flicker screening threshold in excess of 5% for this timescale.

Finally, to ensure that our results are, in fact, adequately conservative for use in screening analyses, we identified the 99th percentile ramp rates at a resolution of five minutes for the NCGHI and WVGGHI datasets. We found a 99th
percentile ramp rate in the NCGHI dataset of 38.3% for 8 am to 8 pm and 43.3% between 10 am and 4 pm. For the WVGHI dataset, we found a 99th percentile ramp rate of 42.6% for 8 am to 8 pm and 49.0% for 10 am to 4 pm. Both of these results are smaller than the 50% ramp rate we found as the 99th percentile ramp rate for the TGHI dataset providing confidence that our use of that data is suitably conservative.

The fact that the older IEEE 519 methodology results in similar conclusions for our proposed screening threshold to that derived in Section 4.2 is noteworthy, given the acknowledged conservatism in this approach. As noted by Broderick et al. [52], “The disadvantage of using the older IEEE 519 flicker curves for evaluating the voltage variation caused by PV is twofold. First, the flicker curve requires knowledge of not only the percent voltage dip caused by variation in PV plant output but also the frequency of the voltage dip. The frequency can be very difficult to quantify for cloud patterns that are not consistent. The second problem is the design of the flicker curve which was developed to address fast voltage changes such as motor starts and not the slowly changing voltage variation seen with PV. These problems with the IEEE 519 flicker curves often lead to an unnecessarily conservative approach for determining PV induced flicker impact.”

While our observations on solar ramp rates help address the first of these issues, the second disadvantage remains.

5. Correlation of Ramp Rates at Longer Length Scales and Impact of Aggregated DG

The above section describes the derivation of a flicker screening threshold based on measurements at individual sites. As higher penetrations of solar PV systems are reached, it becomes increasingly necessary to determine the impact aggregations of multiple systems have on the distribution system.

To incorporate multiple solar systems on a single feeder into our screening analysis, we used the results presented in Smith and Armstead [41] for the correlation of ramp rates between systems at length scales appropriate to rural electric circuits. From these, we developed a simple scaling tool to incorporate geographic diversity and allow the fluctuations from multiple systems to be evaluated.

As detailed in Smith and Armstead [41], the model proposed by Hoff and Perez [42] predicts that the correlation in solar irradiance fluctuations varies exponentially with the separation distance between the systems as shown in the following equation:

$$\text{Correl} = A \times e^{-L/\sqrt{N}}.$$  (2)

This model provides a good fit overall for the irradiance sensors and residential and commercial systems in Central New York [41].
In addition, Hoff and Perez [42] proposed a model for the reduction in variability for sparse and crowded distributions of solar arrays. In their model, averaging small numbers of widely separated systems leads to a reduction in the standard deviation of ramp rates approaching $1/\sqrt{N}$ while for higher densities of more closely spaced systems, the reduction begins to level out approaching $1/D$ where $D = l/vt$ is the dispersion factor (i.e., the exponent of Equation (2)). Additional data from Smith and Armstead [41] for existing penetrations of solar PV show reasonable agreement with this expected trend. For example, Figure 9 shows the effect of averaging four to 14 systems within a circle of radius 14 km centered near Ithaca, NY, on the days from each season with the highest solar variability.

Here, we develop a simple-to-implement model for the standard deviation reductions at even higher densities such as those appropriate to individual panels in a megawatt-scale solar array.

$$\text{StdDevReduction}_{2D} = \frac{1}{2} \left( 1 + A \times e^{-D/\sqrt{2}} \right).$$  \hspace{1cm} (3)

We will apply the model, Equation (3), so that the screening threshold will remain conservative even at very high levels of local PV penetration.

When considering timescales of five minutes and less, Smith and Armstead [41] found that the correlation between power ramp rates at the sites dropped to below 0.5 by a distance of 500 meters (see Figure 10(a)). At this level, the variance reduction from averaging the ramp rates of densely packed systems would be 0.75. By a separation distance of 2.5 km (i.e., just one decay length as found in the data), the correlation between the ramp rates at different sites drops to less than 0.3 in both summer and winter resulting in a variance reduction for densely packed systems of 0.65.

From these results, we propose the following geographic dispersion coefficients for use in aggregating solar systems in the screening calculations. Making use of the fact that the decay in correlations over these length scales does not show a strong directional dependence, we propose grouping systems into three concentric circles (see Figure 11). In this proposal, all systems within 500 meters of a proposed facility are included in the flicker screening analysis with a transition equal to their full rated power (i.e., all solar PV within this distance would be included in the model as going from fully on to off). For systems between 500 meters and 2.5 km, we propose including them in the two modeled states with a ramp in output equal to 70% of their rated power (i.e., fully on to 30% of rated power). Finally, for those beyond a radius of 2.5 km, we propose a ramp equal to 60% of their rated power.

Including all solar PV on a utility’s feeder line, but varying the ramp of the proposed and existing PV systems outputs due to their geographic dispersion, retains both the conservative nature required for a screening analysis while allowing a single screening threshold to be applied in all cases regardless of solar penetration.
6. Concluding Remarks

In this work, we have made use of our results for frequency and magnitude of ramp rates in solar output to support a new threshold for screening voltage flicker. This screen allows for the aggregation of all systems on a feeder to be taken into account, including the impacts of their geographic dispersion. While our results are derived from the study of residential and small commercial systems and single point measurements of solar irradiance, the results are applicable to larger systems as we have considered the impact of higher DC to AC ratios for the solar system data and have shown, consistent with previous works, that megawatt scale arrays have less variability than smaller systems or point measurements of irradiance.

We have demonstrated robust support for a flicker screening threshold equivalent to a 5% change in voltage resulting from a full-on-to-off transition of a PV facility. This threshold was arrived at by multiple lines of reasoning and can take into account other PV system on the utility’s feeder line as detailed in Section 5. While this flicker screening threshold appears similar to that in other standards such as ANSI C84.1 which sets the utilization range for voltage on the distribution system at ±5% of 120 V (range A) [57] or IEEE 1547 which sets a 5% voltage change limit for synchronization [54], there are critical differences which must be commented upon.

For example, concerns have been raised that the application of a 5% limit for flicker could result in violations of ANSI C84.1 if the nominal system voltage is anything other than 120 V. However, as detailed in Section 4, this screening limit was derived from data on actual RMS and 99th percentile ramp rates that were measured to be in the range of 40% to 60% of the rated system power. We translated these various lines of reasoning based on different standards and different timescales into one equivalent limit on a full-on to full-off transition to demonstrate the overall consistency of each methodology and to minimize differences with common utility practice today.

In reality, no ramp over 90% was observed in two summers of the NYPVS data, in nine years of TGHI data, in seven years of NCGHI data, or in six years of WVGHI data. Ramps at the level of 80% to 90% occurred just 0.000422% of the time at the TGHI site while fluctuations at this scale accounted for less than 0.00312% of the data available at the NCGHI and WVGHI sites.

Thus, if a proposed PV facility fails this voltage flicker screen, it is unclear if that PV facility would necessarily cross ANSI C84.1 limits given the extreme rarity of large changes in irradiance. Thus, as with all screening analyses, when a screen is failed, the appropriate conclusion is that further study is required, not that a problem necessarily exists in the facility being screened. In this case, if the proposed voltage flicker screening threshold is exceeded, a more detailed time-series analysis should be conducted to more accurately study the impacts of variations in solar irradiance and ensure compliance both with the flicker limits in IEEE 1453 and with the ANSI C84.1 voltage limits.

Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| ANSI         | American National Standards Institute |
| ANSI C84.1   | ANSI Electric Power Systems Voltage Ratings (60 Hz) standard |
| Correl       | Correlation in solar irradiance fluctuation |
| EPRI         | Electric Power Research Institute |
| IEEE         | Institute of Electrical and Electronics Engineers |
| IEEE 1453    | IEEE recommended practice for the analysis of fluctuating installations on power systems |
| IEEE 1547    | IEEE standard for interconnection and interoperability of distributed energy resources with associated electric power systems interfaces |
| IEEE 519     | IEEE recommended practice and requirements for harmonic control in electric power systems |
| MIDC         | Measurement and instrumentation data center |
NCGHI: North Carolina Global Horizontal Irradiance
NYI: New York irradiance
NYPVS: New York photo voltaic systems
ORNL: Oak Ridge National Laboratory
PV: Photo voltaic
RSR: Rotating shadowband radiometer
StdDevReduction$_{2D}$: $\sigma_{avg}/\sigma_{1,N}$
TGHI: Tennessee Global Horizontal Irradiance
WVGHI: West Virginia Global Horizontal Irradiance.

**Nomenclature**

**Roman Symbols**

$A$: Short-distance/long time correlation between pairs of PV systems
$D$: Dimensionless dispersion factor
$i$: Normalized irradiance, $I/I_{STC}$
$I$: Irradiance
$l$: Separation distance between PV systems
$N$: Number of systems used for ensemble statistics
$p$: Normalized power, $P/P_s$
$P$: Power
$t$: Time over which measurement is taken, sliding time interval for average
$v$: Characteristic velocity of solar resource change.

**Greek Symbols**

$\Delta V$: Deviation of grid voltage from nominal value
$\Pi$: Perceptibility index

**Subscripts**

$I_n$: $n^{th}$ value of irradiance in a dataset
$I_{rr}$: Irradiance ramp rate
$I_{STC}$: Standard test condition irradiance
$(I_{rr})_{RMS}$: Root mean square of $I_{rr}$
$P_n$: $n^{th}$ value of power in a dataset
$P_s$: PV system nameplate value
$\Pi_{st}$: Short-term perceptibility index
$\Pi_{lt}$: Long-term perceptibility index
$\sigma_{avg}$: Standard deviation in $<I_{rr}>$ where average is over $N$ observation locations
$\sigma_{1,N}$: Weighted average of standard deviation in each of individual observation location 1 through $N$.
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