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Abstract. We present some properties of (not necessarily linear) positive maps between $C^*$-algebras. We first extend the notion of Lieb functions to that of Lieb positive maps between $C^*$-algebras. Then we give some basic properties and fundamental inequalities related to such maps. Next, we study $n$-positive maps ($n \geq 2$). We show that if for a unital 3-positive map $\Phi : \mathcal{A} \rightarrow \mathcal{B}$ between unital $C^*$-algebras and some $A \in \mathcal{A}$ equality $\Phi(A^* A) = \Phi(A)^* \Phi(A)$ holds, then $\Phi(XA) = \Phi(X)\Phi(A)$ for all $X \in \mathcal{A}$.

In addition, we prove that for a certain class of unital positive maps $\Phi : \mathcal{A} \rightarrow \mathcal{B}$ between unital $C^*$-algebras, the inequality $\Phi(\alpha A) \leq \alpha \Phi(A)$ holds for all $\alpha \in [0,1]$ and all positive elements $A \in \mathcal{A}$ if and only if $\Phi(0) = 0$. Furthermore, we show that if for some $\alpha$ in the unit ball of $\mathbb{C}$ or in $\mathbb{R}_+$ with $|\alpha| \neq 0, 1$, the equality $\Phi(\alpha I) = \alpha I$ holds, then $\Phi$ is additive on positive elements of $\mathcal{A}$. Moreover, we present a mild condition for a 6-positive map, which ensures its linearity.

1. Introduction and preliminaries

Let $\mathbb{B}(\mathcal{H})$ denote the $C^*$-algebra of all bounded linear operators on a complex Hilbert space $(\mathcal{H}, \langle \cdot, \cdot \rangle)$ with the unit $I$. If $\mathcal{H} = \mathbb{C}^n$, we identify $\mathbb{B}(\mathbb{C}^n)$ with the matrix algebra of $n \times n$ complex matrices $M_n(\mathbb{C})$. We consider the usual Löwner order $\preceq$ on the real space of self-adjoint operators. An operator $A$ is said to be strictly positive (denoted by $A > 0$) if it is a positive invertible operator. According to the Gelfand–Naimark–Segal theorem, every $C^*$-algebra can be regarded as a $C^*$-subalgebra of $\mathbb{B}(\mathcal{H})$ for some Hilbert space $\mathcal{H}$. We use $\mathcal{A}, \mathcal{B}, \cdots$ to denote $C^*$-algebra and $\mathcal{A}_+, \mathcal{B}_+$ to denote the sets of positive and positive invertible elements of $\mathcal{A}$, respectively. A map $\Phi : \mathcal{A} \rightarrow \mathcal{B}$ between $C^*$-algebras is said to be $*$-map or self-adjoint if $\Phi(A^*) = \Phi(A)^*$. It is positive if $\Phi(A) \geq 0$ whenever $A \geq 0$. It is called strictly positive if $A > 0$ implies that $\Phi(A) > 0$. We say that $\Phi$ is unital if $\mathcal{A}, \mathcal{B}$ are unital and $\Phi$ preserves the unit. In this case, we simply denote both units of $\mathcal{A}$ and $\mathcal{B}$ by $1$. 
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I. A map $\Phi$ is called $n$-positive if the map $\Phi_n : M_n(\mathcal{A}) \to M_n(\mathcal{B})$ defined by $\Phi_n([a_{ij}]) = [\Phi(a_{ij})]$ is positive, where $M_n(\mathcal{A})$ stands for the $C^*$-algebra of $n \times n$ matrices with entries in $\mathcal{A}$. A map $\Phi$ is said to be completely positive if it is $n$-positive for all $n \in \mathbb{N}$; see [1, 18, 11].

It is known that for $A > 0$, $B \geq 0$ as two elements in $M_n(\mathcal{A})$,

$$\begin{bmatrix} A & X \\ X^* & B \end{bmatrix} \geq 0 \iff B \geq X^{\ast}A^{-1}X \quad (1.1)$$

(see [8, Lemma 2.1]). Moreover, if $\mathcal{A}$ is a von Neumann algebra (that is a unital $\ast$-subalgebra of $\mathcal{B}(\mathcal{H})$ being closed in the strong operator topology), then the matrix $\begin{bmatrix} A & X \\ X^* & B \end{bmatrix}$ is positive if and only if there exists $K \in \mathcal{A}$ with $\|K\| \leq 1$ (called a contraction) such that $X = A^{\frac{1}{2}}KB^{\frac{1}{2}}$; see [9, Proposition 2.5].

A map $\Phi : \mathcal{X} \subseteq \mathcal{A} \to \mathcal{B}$ is called superadditive on a subset $\mathcal{X}$ of $\mathcal{A}$, which is closed under addition, if

$$\Phi(A + B) \geq \Phi(A) + \Phi(B)$$

for every $A, B \in \mathcal{X}$ and it is called strongly superadditive, if

$$\Phi(A + B + C) + \Phi(A) \geq \Phi(A + B) + \Phi(A + C) \quad (1.2)$$

for every $A, B, C \in \mathcal{X}$. A map $\Phi : \mathcal{X} \subseteq \mathcal{A} \to \mathcal{B}$ is called starshaped if $\Phi(\alpha A) \leq \alpha \Phi(A)$ for every $A \in \mathcal{X}$ and $\alpha \in [0, 1]$. It is known that every starshaped function $f : [0, \infty) \to [0, \infty)$ is superadditive (see [6, Theorem 5]). However the converse of this statement is not true, in general (see [3, page 422]).

For example, the usual determinant and the permanent are completely positive functions on $M_n(\mathbb{C})$ as well as strongly superadditive functions over the cone of positive semidefinite matrices in $M_n(\mathbb{C})$ (see [2] and [20]).

Recently, Paksoy et al. [19] gave an extension of inequality (1.2) for generalized matrix functions of positive semidefinite matrices associated with any subgroup of the permutation group and Lin and Sra [16] generalized this inequality for self-adjoint matrices.

Ando and Choi [2] characterized completely positive non-linear maps between $C^*$-algebras. They showed that such maps can be represented as the sum of completely positive maps which are mixed homogeneous. Moreover, they showed that [2, Theorem 3] if $\Phi : \mathcal{A} \to \mathcal{B}$ is a completely positive map between $C^*$-algebras, then it is strongly superadditive on positive elements. In
addition, they showed that a non-linear completely positive map \( \Phi : \mathcal{A} \rightarrow \mathcal{B} \) is additive if and only if \( \Phi(2A) = 2\Phi(A) \) for each \( A \in \mathcal{A} \). Choi [7, Theorem 3.1 and Corollary 2.8] showed that if \( \Phi : \mathcal{A} \rightarrow \mathcal{B} \) is a unital 2-positive linear map between unital \( C^* \)-algebras, then \( \Phi(A^*A) \geq \Phi(A^*)\Phi(A) \) for every \( A \in \mathcal{A} \) and if for some \( A \), equality \( \Phi(A^*A) = \Phi(A^*)\Phi(A) \) holds, then

\[ \Phi(XA) = \Phi(X)\Phi(A) \]

for every \( X \in \mathcal{A} \).

Günther and Klotz [10] investigated \( n \)-positive norms on \( M_k(\mathbb{C}) \) as \( n \)-positive maps. They show that there is not any 4-positive norm on \( M_k(\mathbb{C}) \).

The aim of this paper is to extend some properties of linear positive maps for general positive maps. In the next section, we give the notion of Lieb map as an extension of Lieb function. We then prove some basic properties of such maps and give a relationship between Lieb maps and 2-positive maps.

Section 3 is devoted to the study of 3-positive maps. We show that for every unital 3-positive map \( \Phi : \mathcal{A} \rightarrow \mathcal{B} \) between \( C^* \)-algebras the validity of \( \Phi(A^*A) = \Phi(A)^*\Phi(A) \) for some \( A \in \mathcal{A} \) implies that \( \Phi(XA) = \Phi(X)\Phi(A) \) for all \( X \in \mathcal{A} \). Furthermore, we show that this result does not hold for non-linear 2-positive maps, in general. This gives an extension of a result due to Choi for 2-positive linear maps. We then prove that every 3-positive map \( \Phi : \mathcal{A} \rightarrow \mathcal{B} \) is superadditive on positive elements whenever \( \Phi(0) = 0 \), and yield some new results on the \( n \)-positivity of any \( C^* \)-norm.

Section 4 begins with a study of a class of positive maps by establishing that for a certain class of positive maps \( \Phi : \mathcal{A} \rightarrow \mathcal{B} \), the inequality \( \Phi(\alpha A) \leq \alpha \Phi(A) \) holds for all \( \alpha \in [0,1] \) and all positive elements \( A \in \mathcal{A} \) if and only if \( \Phi(0) = 0 \). Furthermore, we show that if for some \( \alpha \) in the unit ball of \( \mathbb{C} \) or in \( \mathbb{R}_+ \) with \( |\alpha| \neq 0,1 \), the equality \( \Phi(\alpha I) = \alpha I \) holds, then \( \Phi \) is additive on positive elements of \( \mathcal{A} \). Finally, we prove that for some classes of positive maps \( \Phi : \mathcal{A} \rightarrow \mathcal{B} \), it is linear if and only if \( \Phi((r + is)I) = (r + is)I \) for some \( r, s \in \mathbb{R} \) with \( 0 \neq |r + is| < 1 \) and \( s \neq 0 \).

## 2. Some Basic Properties of Lieb Maps

In this section, we extend the definition of a Lieb function [15] by introducing the concept of Lieb map between \( C^* \)-algebras. Then we study some significant properties of such maps. Recall that a map \( \varphi : \mathcal{A} \rightarrow \mathbb{C} \) is called a Lieb function if it has the following properties:
• (Monotonicity) \( \varphi(A) \geq \varphi(B) \geq 0 \) if \( A \geq B \geq 0 \),
• (Cauchy–Schwarz) \( \varphi(A^*A)\varphi(B^*B) \geq |\varphi(A^*B)|^2 \) for every \( A, B \in \mathcal{A} \).

We generalize this definition as follows:

**Definition 2.1.** Let \( \mathcal{A}, \mathcal{B} \) be two \( C^* \)-algebras. A map \( \Phi : \mathcal{A} \to \mathcal{B} \) is called a Lieb map if it has the following properties:

- (Monotonicity) \( \Phi(A) \geq \Phi(B) \) if \( A \geq B \in \mathcal{A}_+ \),
- (Cauchy–Schwarz) \( \begin{bmatrix} \Phi(A^*A) & \Phi(A^*B) \\ \Phi(A^*B)^* & \Phi(B^*B) \end{bmatrix} \geq 0 \) for every \( A, B \in \mathcal{A} \).

The monotonicity ensures that all Lieb maps are positive (see the proof of Proposition 2.4). Note that a Lieb map is not continuous, in general. There are several significant examples of Lieb maps.

**Example 2.2.**

1. Every Lieb function \( \varphi : \mathcal{A} \to \mathbb{C} \).
2. Every 2-positive map \( \Phi : \mathcal{A} \to \mathcal{B} \); see Corollary 2.5 (1).
3. The norm of any \( C^* \)-algebra is 2-positive and so is a Lieb map; see Corollary 2.7.
4. The determinant and the usual trace on \( M_n(\mathbb{C}) \) are completely positive and so are Lieb maps.

We aim to give an equivalent definition of a Lieb map via positive block matrices. The following lemma is an easy consequence of [4, Theorem 1.3.3].

**Lemma 2.3.** Let \( A, B \geq 0 \). Then matrix \( \begin{bmatrix} A & X \\ X^* & B \end{bmatrix} \geq 0 \) if and only if \( B \geq X^*(A + \varepsilon I)^{-1}X \) for every \( \varepsilon > 0 \).

Our first result reads as follows.

**Proposition 2.4.** Let \( \mathcal{A} \) be a von Neumann algebra and \( \mathcal{B} \) be a unital \( C^* \)-algebra. Then a map \( \Phi : \mathcal{A} \to \mathcal{B} \) is Lieb if and only if

\[
\begin{pmatrix}
\Phi(A) & \Phi(C) \\
\Phi(C)^* & \Phi(B)
\end{pmatrix} \succeq 0
\]  

(2.1)

for every \( A, B, C \in \mathcal{A} \) such that \( \begin{bmatrix} A & C \\ C^* & B \end{bmatrix} \succeq 0 \).

**Proof.** \((\Rightarrow)\) Let \( \begin{bmatrix} A & C \\ C^* & B \end{bmatrix} \succeq 0 \). Therefore, there exists a contraction \( K \) such that \( C = A^{\frac{1}{2}}KB^{\frac{1}{2}} \). Since \( K \) is a contraction, we get \( K^*K \leq I \) and therefore
$B^\frac{1}{2}K^*KB^\frac{1}{2} \leq B$. The monotonicity of $\Phi$ therefore implies $\Phi(B^\frac{1}{2}K^*KB^\frac{1}{2}) \leq \Phi(B)$, and hence

$$
\begin{pmatrix}
\Phi(A) & \Phi(C) \\
\Phi(C)^* & \Phi(B)
\end{pmatrix} \geq \begin{pmatrix}
\Phi(A) & \Phi(A^\frac{1}{2}KB^\frac{1}{2}) \\
\Phi(A^\frac{1}{2}KB^\frac{1}{2})^* & \Phi(B^\frac{1}{2}K^*KB^\frac{1}{2})
\end{pmatrix},
$$

and the last matrix is positive by the Cauchy–Schwarz part of the definition of a Lieb map.

($\Leftarrow$) First note that $\Phi$ is a positive map. To see this, take $B = C = 0$ in (2.1). We first observe that for positive elements $X, Y$ in a $C^*$-algebra, we have

$$X \geq Y \text{ if and only if } \begin{pmatrix} X & Y \\ Y & Y \end{pmatrix} \geq 0. \quad (2.2)$$

Indeed, for arbitrary $\varepsilon > 0$ we can write

$$\begin{pmatrix} X & Y \\ Y & Y \end{pmatrix} + \begin{pmatrix} \varepsilon I & \varepsilon I \\ \varepsilon I & \varepsilon I \end{pmatrix} \geq 0 \iff \begin{pmatrix} X + \varepsilon I & Y + \varepsilon I \\ Y + \varepsilon I & Y + \varepsilon I \end{pmatrix} \geq 0 \iff X + \varepsilon I \geq (Y + \varepsilon I)(Y + \varepsilon I)^{-1}(Y + \varepsilon I) \quad \text{(by (1.1))}$$

$$\iff X + \varepsilon I \geq Y + \varepsilon I \iff X \geq Y.$$

Hence, by letting $\varepsilon \longrightarrow 0$, we get $X \geq Y \iff \begin{pmatrix} X & Y \\ Y & Y \end{pmatrix} \geq 0$.

Let $A \geq B \geq 0$. Utilizing (2.2), we get $\begin{pmatrix} A & B \\ B & B \end{pmatrix} \geq 0$. Applying the assumption, we get $\begin{pmatrix} \Phi(A) & \Phi(B) \\ \Phi(B) & \Phi(B) \end{pmatrix} \geq 0$. Using (2.2) again, we conclude that $\Phi(B) \leq \Phi(A)$, which proves the monotonicity condition for $\Phi$. The Cauchy–Schwarz inequality immediately follows from the positivity of matrix $\begin{pmatrix} A^*A & A^*B \\ B^*A & B^*B \end{pmatrix}$.

**Corollary 2.5.**

(1) If $\Phi$ is a 2-positive map between unital $C^*$-algebras, then $\Phi$ is a Lieb map.

(2) Let $\mathcal{A}$ be a von Neumann algebra and $\mathcal{B}$ be a unital $C^*$-algebra. Let $\Phi : \mathcal{A} \rightarrow \mathcal{B}$ be a *-map. Then $\Phi$ is Lieb map if and only if $\Phi$ is 2-positive.
Proof. (1) According to the proof of direction \((\Leftarrow)\) in the proposition 2.4, we only need to prove that every 2-positive map is self-adjoint. It is known that matrix \(\begin{pmatrix} |A| & A^* \\ A & |A^*| \end{pmatrix}\) is positive for every \(A \in \mathscr{A}\) (see [2, Theorem 2]). Using the 2-positivity of \(\Phi\), we see that the matrix \(\begin{pmatrix} \Phi(|A|) & \Phi(A^*) \\ \Phi(A) & \Phi(|A^*|) \end{pmatrix}\) is positive and so self-adjoint. This implies that \(\Phi(A^*)^* = \Phi(A)\).

(2) It immediately follows from Proposition 2.4.

\(\square\)

There is a close relationship between Lieb maps and 2-positive maps. However, there are Lieb maps, which are not self-adjoint. For example, let \(\Phi\) be a 2-positive map such that for a non-selfadjoint element \(A\), \(\Phi(A) \neq 0\). Then the map \(\Psi\) defined by

\[
\Psi(X) = \begin{cases} 
\Phi(X) & X \neq A \\
0 & X = A 
\end{cases}
\]

is a Lieb map (by an easy application of Proposition 2.4), which is not a \(*\)-map since, by the proof of Corollary 2.5, each 2-positive map is a \(*\)-map.

It is easy to show that a positive linear map \(\Phi\) between unital \(C^*\)-algebras is strictly positive if and only if \(\Phi(I) > 0\). We claim that this fact holds for all Lieb maps between unital \(C^*\)-algebras. Indeed, if \(A > 0\) there is \(\varepsilon \in (0, 1)\) such that \(A \geq \varepsilon I\). Since \(\Phi\) is monotone, we get \(\Phi(A) \geq \Phi(\varepsilon I)\). We only need to show that \(\Phi(\varepsilon I)\) is invertible.

First assume that \(\Phi(I) = I\). The positivity and the Cauchy–Schwarz property of \(\Phi\) implies that

\[
\begin{bmatrix} \Phi(\varepsilon I) & \Phi(I) \\ \Phi(I) & \Phi(\varepsilon^{-1} I) \end{bmatrix} = \begin{bmatrix} \Phi(|\sqrt{\varepsilon} I|^2) & \Phi(\sqrt{\varepsilon} \sqrt{\varepsilon^{-1}} I) \\ \Phi(\sqrt{\varepsilon} \sqrt{\varepsilon^{-1}} I)^* & \Phi(|\sqrt{\varepsilon^{-1}} I|^2) \end{bmatrix} \geq 0.
\]

This shows that

\[
\Phi(\varepsilon I) \geq \Phi(I) \Phi(\varepsilon^{-1} I)^{-1} \Phi(I) = \Phi(\varepsilon^{-1} I)^{-1} \geq \|\Phi(\varepsilon^{-1} I)\|^{-1} I,
\]

which implies that \(\Phi(\varepsilon I)\) is invertible. Note that \(\Phi(\varepsilon^{-1} I) \geq \Phi(I) = I\) is invertible.

In the case when \(\Phi\) is not unital, define map \(\Psi(X) = \Phi(I)^{-\frac{1}{2}} \Phi(X) \Phi(I)^{-\frac{1}{2}}\). It is easy to check that \(\Psi\) is a unital Lieb map. By the first part of the proof, there exists \(\alpha > 0\) such that \(\Psi(\varepsilon I) \geq \alpha I\). Since \(\Phi(I) > 0\), there exists a \(\beta > 0\)
such that $\Phi(I) \geq \beta I$. Consequently, $\Phi(\varepsilon I) = \Phi(I)^{\frac{1}{2}}\Psi(\varepsilon I)\Phi(I)^{\frac{1}{2}} \geq \alpha\beta I > 0$. It follows from Corollary 2.5 (1) that the above fact also holds for a 2-positive map between unital $C^*$-algebras.

**Corollary 2.6** (Choi’s inequalities). Let $\mathcal{A}$ and $\mathcal{B}$ be unital $C^*$-algebras. If $\Phi : \mathcal{A} \to \mathcal{B}$ is a Lieb map such that $\Phi(I) > 0$, then the following statements hold:

(a) $\Phi(|A|^2) \geq \Phi(A)\Phi(I)^{-1}\Phi(A)$ for every $A \in \mathcal{A}$. In particular, if $0 < \Phi(I) \leq I$, then $\Phi(|A|^2) \geq |\Phi(A)|^2$.

(b) If $\Phi$ is unital, then $\Phi(A^{-1}) \geq \Phi(A)^{-1}$ for every $A \in \mathcal{A}_{++}$.

Furthermore, if $\Phi : \mathcal{A} \to \mathcal{B}$ is a 2-positive map between unital $C^*$-algebras, then (a) and (b) are still true.

**Proof.** (a) The positivity and the Cauchy–Schwarz property of $\Phi$ implies that

$$\begin{pmatrix} \Phi(I) & \Phi(A) \\ \Phi(A)^* & \Phi(A^*A) \end{pmatrix} = \begin{pmatrix} \Phi(I^*I) & \Phi(I^*A) \\ \Phi(I^*A)^* & \Phi(A^*A) \end{pmatrix} \geq 0,$$

which ensures that

$$\Phi(A^*A) \geq \Phi(A)^*\Phi(I)^{-1}\Phi(A).$$

Second inequality follows from the fact that $\Phi(I)^{-1} \geq I$ whenever $0 < \Phi(I) \leq I$.

(b) According to the positivity and the Cauchy–Schwarz property of $\Phi$, we get

$$\begin{pmatrix} \Phi(A) & \Phi(I) \\ \Phi(I)^* & \Phi(A^{-1}) \end{pmatrix} = \begin{pmatrix} \Phi(|A^{\frac{1}{2}}|^2) & \Phi(A^{\frac{1}{2}}A^{-\frac{1}{2}}) \\ \Phi(A^{\frac{1}{2}}A^{-\frac{1}{2}})^* & \Phi(|A^{-\frac{1}{2}}|^2) \end{pmatrix} \geq 0$$

for every $A > 0$. Hence,

$$\Phi(A^{-1}) \geq \Phi(I)\Phi(A)^{-1}\Phi(I) = \Phi(A)^{-1}.$$

The statement about 2-positive maps now follows directly from the statement about Lieb maps and Corollary 2.5 (1). □

The next corollary is another consequence of Proposition 2.4.

**Corollary 2.7.** Let $\mathcal{A}$ be a von Neumann algebra. Then an algebraic norm $\| \cdot \|$ on $\mathcal{A}$ is Lieb if and only if it is the $C^*$-norm on $\mathcal{A}$. 

Proof. Suppose that $\| \cdot \|$ is a Lieb map. According to the positivity of the matrix $\begin{pmatrix} I & A \\ A^* & A^*A \end{pmatrix}$, we have

$$
\begin{pmatrix} \|I\| & \|A\| \\ \|A\|^* & \|A^*A\| \end{pmatrix} \geq 0,
$$

whence we get

$$
\|A^*A\| \geq \|A\|^2,
$$

which implies that $\| \cdot \|$ is a $C^*$-norm.

Conversely, if $\begin{pmatrix} A & X^* \\ X & B \end{pmatrix} \geq 0$, then by Lemma 2.3, we have

$$
A \geq X^*(B + \varepsilon I)^{-1}X,
$$

for arbitrary small $\varepsilon > 0$. The inequality $(B + \varepsilon I)^{-1} \geq \|B + \varepsilon I\|^{-1}I$ implies that

$$
A \geq X^*\|B + \varepsilon I\|^{-1}X,
$$

whence $\|A\|\|B + \varepsilon I\| \geq \|X^*X\| = \|X^*\||X||$, which ensures that

$$
\begin{pmatrix} \|A\| & \|X^*\| \\ \|X\| & \|B + \varepsilon I\| \end{pmatrix} \geq 0.
$$

Hence, $\begin{pmatrix} \|A\| & \|X^*\| \\ \|X\| & \|B\| \end{pmatrix} \geq 0$. \qed

We remark that Corollary 2.7 also holds if $\| \cdot \|$ is a 2-positive norm on a unital $C^*$-algebra.

3. 3-POSITIVITY OF NON-LINEAR MAPS

This section gives some properties of 3-positive maps. We begin by proving a property of 2-positive linear maps for non-linear 3-positive maps. The following lemma is straightforward, so we omit its proof.

Lemma 3.1. Let $A \geq 0$ and $X$ be elements in a unital $C^*$-algebras. Then

$$
\begin{pmatrix} 0 & X \\ X^* & A \end{pmatrix} \geq 0 \text{ if and only if } X = 0.
$$
Choi [7, Theorem 3.1] showed that if $\Phi : \mathcal{A} \to \mathcal{B}$ is a unital 2-positive linear map between unital $C^*$-algebras such that $\Phi(A^*A) = \Phi(A^*)\Phi(A)$ for some $A \in \mathcal{A}$, then $\Phi(XA) = \Phi(X)\Phi(A)$ for every $X \in \mathcal{A}$. We remark that this result does not hold for an arbitrary unital 2-positive map. Indeed, for the $C^*$-norm of a $C^*$-algebra as a unital 2-positive map (see Corollary 2.7), $\|A^*A\| = \|A^*\|\|A\|$ for every $A \in \mathcal{A}$. However, the equality $\|AX\| = \|A\|\|X\|$ is not valid, in general.

The following theorem gives a generalization of the above fact for non-linear 3-positive maps.

**Theorem 3.2.** Suppose that $\Phi : \mathcal{A} \to \mathcal{B}$ is a unital 3-positive map. If for some $A \in \mathcal{A}$ equality $\Phi(A^*A) = \Phi(A)^*\Phi(A)$ holds, then $\Phi(A^*X) = \Phi(A^*)\Phi(X)$ and $\Phi(XA) = \Phi(X)\Phi(A)$ for every $X \in \mathcal{A}$.

**Proof.** Suppose that $A \in \mathcal{A}$ satisfies $\Phi(A^*A) = \Phi(A)^*\Phi(A)$. Let $X \in \mathcal{A}$. We have

$$
\begin{bmatrix}
A^*A & A^*X & A^* \\
X^*A & X^*X & X^* \\
A & X & I
\end{bmatrix} =
\begin{bmatrix}
A^* & 0 & 0 \\
X^* & 0 & 0 \\
I & 0 & 0
\end{bmatrix}
\begin{bmatrix}
A & X & I
\end{bmatrix} \geq 0.
$$

Since $\Phi$ is 3-positive, we have

$$
\begin{bmatrix}
\Phi(A^*A) & \Phi(A^*X) & \Phi(A^*) & 0 \\
\Phi(X^*A) & \Phi(X^*X) & \Phi(X^*) & 0 \\
\Phi(A) & \Phi(X) & \Phi(I) & 0 \\
0 & 0 & 0 & \Phi(I)
\end{bmatrix} \geq 0. \tag{3.1}
$$

Using the positivity of matrix (3.1), we deduce that

$$
\begin{bmatrix}
\Phi(A^*A) & \Phi(A^*X) \\
\Phi(X^*A) & \Phi(X^*X)
\end{bmatrix} \geq
\begin{bmatrix}
\Phi(A^*) & 0 \\
\Phi(X^*) & 0
\end{bmatrix}
\begin{bmatrix}
\Phi(I) & 0 \\
0 & \Phi(I)
\end{bmatrix}^{-1}
\begin{bmatrix}
\Phi(A) & \Phi(X)
\end{bmatrix}
= \begin{bmatrix}
\Phi(A^*)\Phi(A) & \Phi(A^*)\Phi(X) \\
\Phi(X^*)\Phi(A) & \Phi(X^*)\Phi(X)
\end{bmatrix}.
$$

Since $\Phi(A^*A) = \Phi(A)^*\Phi(A)$ and $\Phi$ is self-adjoint, we conclude that

$$
\begin{bmatrix}
\Phi(A^*A) & \Phi(A^*X) \\
\Phi(X^*A) & \Phi(X^*X)
\end{bmatrix} -
\begin{bmatrix}
\Phi(A^*)\Phi(A) & \Phi(A^*)\Phi(X) \\
\Phi(X^*)\Phi(A) & \Phi(X^*)\Phi(X)
\end{bmatrix}
= \begin{bmatrix}
0 & \Phi(A^*X) - \Phi(A^*)\Phi(X) \\
\Phi(X^*A) - \Phi(X^*)\Phi(A) & \Phi(X^*X) - \Phi(X^*)\Phi(X)
\end{bmatrix}.
$$
Since $\Phi(X^*X) - \Phi(X^*)\Phi(X) \geq 0$, by using Lemma 3.1, we get $\Phi(A^*X) = \Phi(A^*)\Phi(X)$. Due to $\Phi$ is a $\ast$-map, $\Phi(XA) = \Phi(X)\Phi(A)$.

**Corollary 3.3.** Let $\| \cdot \|$ be an algebraic norm on a unital $C^*$-algebra $\mathcal{A}$. If $\| \cdot \|$ is 3-positive, then

$$\|XY\| = \|X\|\|Y\|$$

for every $X, Y \in \mathcal{A}$.

**Example 3.4.** The map $| \cdot |$ is a 3-positive norm on $\mathbb{C}$; see [13, Section 7.5 Problem 4]. To see an example of a 3-positive norm on $M_n(\mathbb{C})$ we refer the reader to [10, Proposition 6.2].

The next theorem, inspired by [2, Theorem 3], gives a result about the superadditivity of 3-positive maps.

**Theorem 3.5.** Let $\Phi : \mathcal{A} \to \mathcal{B}$ be a 3-positive map between unital $C^*$-algebras. Then

$$2\Phi(0) + \Phi(A + B) \geq \Phi(A) + \Phi(B)$$

(3.2)

for every positive elements $A, B \in \mathcal{A}$. In particular,

$$\Phi(0) = 0 \iff \Phi(A + B) \geq \Phi(A) + \Phi(B).$$

**Proof.** Let $A, B$ be positive. It follows from

$$\begin{bmatrix} A & A & 0 \\ 0 & 0 & 0 \end{bmatrix} \succeq 0$$

and

$$\begin{bmatrix} 0 & 0 & 0 \\ 0 & B & B \end{bmatrix} \succeq 0.$$

0 that

$$\begin{bmatrix} A & A & 0 \\ A & A + B & B \\ 0 & B & B \end{bmatrix} \succeq 0.$$

Since $\Phi$ is 3-positive, we have

$$\begin{bmatrix} \Phi(A) & \Phi(A) & \Phi(0) \\ \Phi(A) & \Phi(A + B) & \Phi(B) \\ \Phi(0) & \Phi(B) & \Phi(B) \end{bmatrix} \succeq 0.$$

Therefore,

$$0 \preceq \begin{bmatrix} -1 & 1 & -1 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \Phi(A) & \Phi(A) & \Phi(0) \\ \Phi(A) & \Phi(A + B) & \Phi(B) \\ \Phi(0) & \Phi(B) & \Phi(B) \end{bmatrix} \begin{bmatrix} -1 & 0 & 0 \\ 1 & 0 & 0 \\ -1 & 0 & 0 \end{bmatrix}$$

$$= 2\Phi(0) + \Phi(A + B) - \Phi(A) - \Phi(B),$$
which ensures that $2\Phi(0) + \Phi(A + B) \geq \Phi(A) + \Phi(B)$.
The rest is evident. □

Theorems 3.2 and 3.5 show that the assumption of 3-positivity is a strong condition on the norm of a $C^*$-algebra. Recall that a norm $\| \cdot \|$ on a normed space $X$ is called strictly convex if for all non-zero elements $X, Y \in X$, $\|X + Y\| = \|X\| + \|Y\|$ implies $X = \lambda Y$ for some $\lambda \in \mathbb{C}$.

**Corollary 3.6.** If $(\mathcal{A}, \| \cdot \|)$ is a unital $C^*$-algebra and $\| \cdot \|$ is a strictly convex 3-positive map, then $\mathcal{A} = \mathbb{C}$.

**Proof.** Assume that $P$ is a positive element of $\mathcal{A}$. Employing Theorem 3.5 we get $\|P\| + \|I\| = \|P + I\|$. Since $\| \cdot \|$ is strictly convex, we have $P = cI$ for some positive number $c$. The assertion follows from this and the fact that positive elements of $\mathcal{A}$ linearly generate it. □

4. **NON-LINEAR MAPS OF CLASS $S_{\text{mon}+}^{(n)}$**

In this section, we study the strong superadditivity and the starshapness of maps in some classes of positive maps. These classes are between the classes of $n$-positive and $2n$-positive maps and enjoy of some interesting properties. Ando et. al [2, Theorem 3] showed that if $\Phi$ is a 4-positive map, then $\Phi$ is strongly superadditive on positive elements. (In that theorem, they assumed that $\Phi$ is completely positive, however, in the proof they used only the 4-positivity of $\Phi$.)

We say a positive map $\Phi : \mathcal{A} \to \mathcal{B}$ is in the class $S_{\text{mon}+}^{(n)}$ whenever the map $\Phi_n$ is monotone on positive elements of $M_n(\mathcal{A})$. It is easy to show that every $2n$-positive map is in the class $S_{\text{mon}+}^{(n)}$. Indeed, if $[A_{ij}]$ and $[B_{ij}]$ are two positive elements in $M_n(\mathcal{A})$ such that $[A_{ij}] \geq [B_{ij}]$, then we have $\begin{bmatrix} [A_{ij}] & [B_{ij}] \\ [B_{ij}] & [B_{ij}] \end{bmatrix} \geq 0$ (see (2.2)). Moreover, the $2n$-positivity of $\Phi$ implies the 2-positivity of $\Phi_n$. Hence,$\begin{bmatrix} \Phi_n([A_{ij}]) & \Phi_n([B_{ij}]) \\ \Phi_n([B_{ij}]) & \Phi_n([B_{ij}]) \end{bmatrix} = \begin{bmatrix} [\Phi(A_{ij})] & [\Phi(B_{ij})] \\ [\Phi(B_{ij})] & [\Phi(B_{ij})] \end{bmatrix} \geq 0,$which implies that $\Phi_n([A_{ij}]) \geq \Phi_n([B_{ij}])$. It is however unknown to the authors whether every 3-positive map is in the class $S_{\text{mon}+}^{(2)}$.

There are several examples of maps in the class $S_{\text{mon}+}^{(2)}$, which are not 4-positive. For example, (i) power functions $\Phi_p : \mathbb{C} \to \mathbb{C}$ defined by $\Phi_p(x) = |x|^p$ (1 <
$p < 2$) are in the class $S_{mon+}^{(2)}$ (see [12, Theorem 5.1]), however, $\Phi_p$ ($1 < p < 2$) are only 3-positive but not 4-positive (see [14, Theorem 6.3.9]). Note that [14, Theorem 6.3.9] states that the Hadamard power $[a_{ij}^p]$ of a positive semidefinite $3 \times 3$ matrix $[a_{ij}]$ with nonnegative entries is positive semidefinite for $p \geq 1$. Hence, according to [13, Section 7.5 Problem 4], positive semidefiniteness of a $3 \times 3$ matrix $[a_{ij}]$ implies positive semidefiniteness of $[[a_{ij}]]$, which ensures $\Phi_p$ ($1 < p < 2$) is 3-positive; (ii) every positive semidefinite matrix $P \in M_n(\mathbb{C})$ induces a map $\phi_P : M_n(\mathbb{C}) \to \mathbb{C}$ defined by $\phi_P(A) = |\text{tr}(AP)|$ such that it is a 3-positive semi–norm on $M_n(\mathbb{C})$ (see [10, Lemma 6.1]).

We show that $\phi_P$ is in the class $S_{mon+}^{(2)}$. If $\begin{bmatrix} A & C \\ C^* & B \end{bmatrix} \geq 0$ are in $M_{2n}(\mathbb{C})$, then we have

$$
\begin{bmatrix}
P \frac{1}{k} A P \frac{1}{k} & P \frac{1}{k} C P \frac{1}{k} \\
P \frac{1}{k} C^* P \frac{1}{k} & P \frac{1}{k} B P \frac{1}{k}
\end{bmatrix} \geq \begin{bmatrix}
\text{tr}(AP) & \text{tr}(CP) \\
\text{tr}(CP)^* & \text{tr}(BP)
\end{bmatrix}.
$$

This shows $\phi_P$ is in the class $S_{mon+}^{(2)}$, since the map $|\cdot|$ on $\mathbb{C}$ is in the class $S_{mon+}^{(2)}$ (see Example 4.5). However, $\phi_P$ can not be 4-positive (see [10, Corollary 2.3]); (iii) It is easy to check that every positive linear functional $\varphi : \mathcal{A} \to \mathbb{C}$ on a $C^*$-algebra induces a non-linear 3-positive map $\Phi : \mathcal{A} \to \mathbb{C}$ that belongs to the class $S_{mon+}^{(2)}$ given by $\Phi(A) = |\varphi(A)|$, since every positive linear functional is completely positive and the map $|\cdot|$ on $\mathbb{C}$ is 3-positive and in the class $S_{mon+}^{(2)}$.

We now show that if $\Phi : \mathcal{A} \to \mathcal{B}$ is in the class $S_{mon+}^{(2)}$, then it is strongly superadditive on positive elements of $\mathcal{A}$.

Let $A, B, C \in \mathcal{A}_+$. Clearly,

$$
\begin{bmatrix}
A + B & A + B \\
A + B & A + B + C
\end{bmatrix} \geq \begin{bmatrix}
A & A \\
A & A + C
\end{bmatrix}.
$$

Since $\Phi$ is in class $S_{mon+}^{(2)}$, we have

$$
\begin{bmatrix}
\Phi(A + B) & \Phi(A + B) \\
\Phi(A + B) & \Phi(A + B + C)
\end{bmatrix} \geq \begin{bmatrix}
\Phi(A) & \Phi(A) \\
\Phi(A) & \Phi(A + C)
\end{bmatrix},
$$

which implies that

$$
\begin{bmatrix}
\Phi(A + B) - \Phi(A) & \Phi(A + B) - \Phi(A) \\
\Phi(A + B) - \Phi(A) & \Phi(A + B + C) - \Phi(A + C)
\end{bmatrix} \geq 0.
$$

Therefore, by using (2.2), we get

$$
\Phi(A + B + C) - \Phi(A + C) \geq \Phi(A + B) - \Phi(A),
$$

(4.1)
whence
\[ \Phi(A + B + C) + \Phi(A) \geq \Phi(A + B) + \Phi(A + C) \tag{4.2} \]
as required.

Inequality (4.1) shows that if \( \Phi \) is in the class \( S_{\text{mon}+}^{(2)} \), then inequality (3.2) turns into
\[ \Phi(0) + \Phi(A + B) \geq \Phi(A) + \Phi(B). \tag{4.3} \]
We give an example to show that inequality (4.3) is sharp. Let \( \mathcal{A}, \mathcal{B} \) be \( C^* \)-algebras and \( C \in \mathcal{B} \) be a positive element. Consider positive map \( \Phi : \mathcal{A} \to \mathcal{B} \) by \( \Phi(A) = C \). Clearly \( \Phi \) is a completely positive map and
\[ \Phi(0) + \Phi(A + B) = \Phi(A) + \Phi(B). \tag{4.4} \]

Next, we show that inequality (4.1) does not hold, in general if we reduce our assumption to the 2-positivity of \( \Phi \).

**Example 4.1.** Let \( C[0,1] \) be the commutative \( C^* \)-algebra of complex-valued functions on \( [0,1] \). It follows from Corollary 2.7 that the \( C^* \)-norm of \( C[0,1] \) is 2-positive. Taking \( f(x) = 0, \ g(x) = x \) and \( h(x) = 1 - x \), we observe that
\[ \|f\| + \|f + g + h\| = 1 < 2 = \|f + g\| + \|f + h\|. \]
Hence, inequality (4.1) is not valid for \( \|\cdot\| : C[0,1] \to \mathbb{C} \) as a 2-positive map.

The next theorem gives a result about the starshapeness of some classes of positive maps. The theorem can be obtained even if we only assume that the continuous map \( \Phi : \mathcal{A} \to \mathcal{B} \) is strongly superadditive map on any (closed under addition) subset \( \mathcal{X} \) of \( \mathcal{A} \) with \( \Phi(0) = 0 \). Hence, the strong superadditivity of a continuous map \( \Phi \) (with \( \Phi(0) = 0 \)) on a (closed under addition) subset \( \mathcal{X} \) of \( \mathcal{A} \) implies the starshapeness of \( \Phi \) on \( \mathcal{X} \).

**Theorem 4.2.** Let \( \mathcal{A}, \mathcal{B} \) be two \( C^* \)-algebras. If \( \Phi : \mathcal{A} \to \mathcal{B} \) is a continuous map in the class \( S_{\text{mon}+}^{(2)} \), then the following statements are equivalent:

1. \( \Phi(0) = 0 \),
2. \( \Phi(\alpha A) \leq \alpha \Phi(A) \) for every \( \alpha \in (0,1] \) and \( A \in \mathcal{A}_+ \),
3. \( \Phi(\alpha A) \geq \alpha \Phi(A) \) for every \( \alpha \in [1,\infty) \) and \( A \in \mathcal{A}_+ \).

**Proof.** (1) \( \Rightarrow \) (2). Let \( \alpha \in [0,1] \) and \( A \in \mathcal{A}_+ \). Set \( \Gamma := \{ \alpha \in [0,1] \mid \Phi(\alpha A) \leq \alpha \Phi(A) \} \). Trivially \( \{0,1\} \subset \Gamma \) and \( \Gamma \) is closed. Since \([0,1]\) is convex, to see \( \Gamma = [0,1] \) it is enough to show that \( \beta, \gamma \in \Gamma \) implies that \( \frac{\beta + \gamma}{2} \in \Gamma \). Without loss of generality, we may assume that \( \beta \leq \gamma \). Since \( \Phi \) is in the
class $S_{\text{mon}^+}^{(2)}$, it follows from inequality (4.2) with $\beta A$ instead of $A$ and $\frac{\gamma - \beta}{2} A$ instead of both $B$ and $C$ that

$$\Phi(\gamma A) + \Phi(\beta A) \geq \Phi\left(\frac{\beta + \gamma}{2} A\right) + \Phi\left(\frac{\beta + \gamma}{2} A\right).$$

Moreover, since $\beta, \gamma \in \Gamma$, we get

$$\gamma \Phi(A) + \beta \Phi(A) \geq 2\Phi\left(\frac{\beta + \gamma}{2} A\right),$$

which ensures that $\frac{\beta + \gamma}{2} \in \Gamma$.

(2) $\iff$ (3). It is enough replace $\alpha$ by $\frac{1}{\alpha}$.

(2) $\implies$ (1). We have $\Phi(\frac{1}{n} A) \leq \frac{1}{n} \Phi(A)$. Letting $n \to \infty$ and using the continuity of $\Phi$ we get (1). \hfill $\Box$

The following lemma and Theorem 4.4 give the homogeneity and the linearity of some positive maps belonging to certain classes of maps. We denote the closed unit ball of $\mathbb{C}$ by $\mathbb{C}_1$.

**Lemma 4.3.** Let $\mathcal{A}, \mathcal{B}$ be two unital $C^*$-algebras, $\Phi : \mathcal{A} \to \mathcal{B}$ be a continuous unital $3$-positive map in the class $S_{\text{mon}^+}^{(2)}$ and $\Phi(0) = 0$. Then

1. if $\Phi(\alpha I) = \alpha I$ for some $\alpha \in \mathbb{C}_1 \cup \mathbb{R}_+$, then $\Phi(\alpha A) = \alpha \Phi(A)$ for every $A \in \mathcal{A}$,
2. if $\Phi(\alpha I) = \alpha I$ for some $\alpha \in \mathbb{C}_1 \cup \mathbb{R}_+$ with $|\alpha| \neq 0, 1$, then $\Phi(\beta A + B) = \beta \Phi(A) + \Phi(B)$ for every $\beta \in \mathbb{R}_+$ and $A, B \in \mathcal{A}_+$. 

**Proof.** (1) First assume that $\alpha \in \mathbb{C}_1$. Using Choi’s inequality and employing the self-adjointness property of $\Phi$, we get

$$\Phi(\bar{\alpha} \alpha I) \geq \Phi(\alpha I)^* \Phi(\alpha I) = \bar{\alpha} \alpha I,$$

whence, by applying Theorem 4.2, we infer that

$$\Phi(\bar{\alpha} \alpha I) = \bar{\alpha} \alpha I.$$

Hence, $\Phi((\alpha I)^* \alpha I) = \Phi(\alpha I)^* \Phi(\alpha I)$. Now, Theorem 3.2 yields

$$\Phi(\alpha A) = \Phi(A(\alpha I)) = \Phi(A) \Phi(\alpha I) = \alpha \Phi(A)$$

for every $A \in \mathcal{A}$.

In the case when $\alpha \in \mathbb{R}_+$, we give the proof only for the case $\alpha > 1$; the other
case follows from the case when \( \alpha \in \mathbb{C}_1 \). We first show that \( \Phi \left( \frac{1}{\alpha} I \right) = \frac{1}{\alpha} I \).

It follows from Choi’s inequality (Corollary 2.6 (b)) that
\[
\Phi \left( \frac{1}{\alpha} I \right) \geq (\Phi(\alpha I))^{-1} = \frac{1}{\alpha} I,
\]

since \( \Phi(\alpha I) = \alpha I \). From \( \frac{1}{\alpha} < 1 \) and Theorem 4.2 we infer that
\[
\Phi \left( \frac{1}{\alpha} I \right) = \frac{1}{\alpha} I.
\]

Therefore,
\[
\frac{1}{\alpha^2} \Phi(I) \geq \Phi \left( \frac{1}{\alpha^2} I \right) \quad \text{(by Theorem 4.2)}
\]
\[
\geq \Phi \left( \frac{1}{\alpha} I \right) \Phi \left( \frac{1}{\alpha} I \right) \quad \text{(by Choi’s inequality)}
\]
\[
= \left( \frac{1}{\alpha} I \right)^2 \quad \text{(by (4.5)).}
\]

Hence,
\[
\Phi \left( \frac{1}{\alpha^2} I \right) = \frac{1}{\alpha^2} I = \Phi \left( \frac{1}{\alpha} I \right) \Phi \left( \frac{1}{\alpha} I \right).
\]

Now, Theorem 3.2 ensures that
\[
\Phi \left( \frac{1}{\alpha} A \right) = \frac{1}{\alpha} \Phi(A)
\]
for every \( A \in \mathcal{A} \). Replacing \( A \) by \( \alpha A \) in equality (4.6), we get \( \Phi(\alpha A) = \alpha \Phi(A) \).

(2) Set \( \Omega := \{ \alpha \in \mathbb{C}_1 \cup \mathbb{R}_+ \mid \Phi(\alpha I) = \alpha I \} \). From the previous part we have \( \Omega = \{ \alpha \in \mathbb{C}_1 \cup \mathbb{R}_+ \mid \Phi(\alpha A) = \alpha \Phi(A) \}; \) for every \( A \in \mathcal{A} \}. \) First note that

Fact (1): If \( 0 \neq \alpha \in \mathbb{R}_+ \) and \( \alpha \in \Omega \), then \( \frac{1}{\alpha} \) is in \( \Omega \), since \( \Phi \left( \frac{\alpha A}{\alpha} \right) = \alpha \Phi \left( \frac{A}{\alpha} \right) \)
and so \( \Phi \left( \frac{1}{\alpha} A \right) = \frac{1}{\alpha} \Phi(A) \).

Fact (2): For every \( \alpha \in \Omega \) we have
\[
\Phi(|\alpha|^2 A) = \Phi(\alpha \bar{\alpha} A) = \alpha \Phi(\bar{\alpha} A) = \alpha \Phi((\alpha A^*)^*)
\]
\[
= \alpha \Phi(\alpha A^*)^* = \alpha \bar{\alpha} \Phi(A^*)^* = \alpha \bar{\alpha} \Phi(A) = |\alpha|^2 \Phi(A).
\]

By induction, we get \( |\alpha|^{2n}, |\alpha|^{-2n} \) \( (n \in \mathbb{N}) \) are in \( \Omega \).

Next, let \( \alpha \in \Omega \) such that \( |\alpha| \neq 0, 1 \), and that \( \beta \in \mathbb{R}_+ \). We aim to show that \( \beta \in \Omega \). Using Fact (1), we may assume that \( \beta \geq 1 \). In the case when
1 \leq \beta \leq |\alpha|$, we have

$$
\Phi(\beta I) = \Phi\left(|\alpha|^2 \frac{\beta}{|\alpha|^2} I\right)
= |\alpha|^2 \Phi\left(\frac{\beta}{|\alpha|^2} I\right) \quad \text{(since } |\alpha|^2 \in \Omega) \\
\leq |\alpha|^2 \frac{\beta}{|\alpha|^2} \Phi(I) \quad \text{(by Theorem 4.2)}
= \beta I.
$$

Since $\beta \geq 1$, Theorem 4.2 implies that $\Phi(\beta I) = \beta I$. In the case when $1 < |\alpha| \leq \beta$ (resp. $0 < |\alpha| < 1 \leq \beta$), there is a number $n \in \mathbb{N}$ such that $1 \leq \beta \leq \frac{1}{|\alpha|^{2n}}$. Now, the same reasoning as above and Fact(2) show that $\Phi(\beta I) = \beta I$. Thus, in all cases, we have $\beta \in \Omega$.

We proceed to show that $\Phi$ is additive on positive elements of $\mathcal{A}$. Let $A$ and $B$ be in $\mathcal{A}_+$ and $A \leq B$. It follows from the previous part of the proof that $\Phi(2C) = 2\Phi(C)$ for every $C \in \mathcal{A}$. Since $\Phi$ is a strongly superadditive map on positive elements, we get

$$
\Phi(A) + \Phi(A + B + (B - A)) \geq \Phi(A + B) + \Phi(A + (B - A)),
$$

which implies that $\Phi(A) + \Phi(B) \geq \Phi(A + B)$. Since $\Phi$ is superadditive on $\mathcal{A}_+$ and $\Phi(0) = 0$, we conclude that $\Phi(A + B) = \Phi(A) + \Phi(B)$. For arbitrary positive elements $A, B$, without loss of generality, we can assume that $B \neq 0$. There exists $n \in \mathbb{N}$ such that $A \leq B + n\|B\|I$. Hence,

$$
\Phi(A + B) + \Phi(n\|B\|I) \leq \Phi(A + B + n\|B\|I) \quad \text{(since } \Phi \text{ is superadditive)}
= \Phi(A) + \Phi(B + n\|B\|I) \quad \text{(since } A \leq B + n\|B\|I)
= \Phi(A) + \Phi(B) + \Phi(n\|B\|I) \quad \text{(Since } B \leq n\|B\|I),
$$

which shows that $\Phi(A + B) \leq \Phi(A) + \Phi(B)$. Consequently, $\Phi(A + B) = \Phi(A) + \Phi(B)$ for every $A, B \in \mathcal{A}_+$. \qed

Now, we are ready to establish our next result.

**Theorem 4.4.** Let $\mathcal{A}, \mathcal{B}$ be two unital $C^*$-algebras, and $\Phi : \mathcal{A} \to \mathcal{B}$ be a continuous unital positive map and $\Phi(0) = 0$. If either $\Phi$ is 6-positive or in the class $S_{\text{mon}+}^{(4)}$, then

1. if $\Phi(\alpha I) = \alpha I$ for some $\alpha \in \mathbb{C}_1 \cup \mathbb{R}_+$ with $|\alpha| \neq 0, 1$, then $\Phi(\beta A + B) = \beta \Phi(A) + \Phi(B)$ for every $\beta \in \mathbb{R}$ and $A, B \in \mathcal{A},$
(2) if $\Phi\left((r + is)I\right) = (r + is)I$ for some $r, s \in \mathbb{R}$ with $0 \neq |r + is| < 1$ and $s \neq 0$, then $\Phi$ is linear on $\mathcal{A}$.

Proof. (1) Let $\Phi$ be 6-positive. We begin by proving that $\Phi$ is additive on $\mathcal{A}$. The map $\Phi_2 : M_2(\mathcal{A}) \to M_2(\mathcal{B})$ is 3-positive and $\Phi_2(0) = 0$. Thus, using Theorem 3.5, $\Phi_2$ is superadditive on positive elements of $M_2(\mathcal{A})$. Let

$$\tilde{A} = \begin{bmatrix} \|A\|I & A^* \\ A & \|A\|I \end{bmatrix} \quad \text{and} \quad \tilde{B} = \begin{bmatrix} \|B\|I & B^* \\ B & \|B\|I \end{bmatrix}.$$  

Trivially, $\tilde{A}, \tilde{B} \in M_2(\mathcal{A})_+$. It follows from the superadditivity property of $\Phi_2$ on positive elements that

$$\begin{bmatrix} \Phi(\|A\|I + \|B\|I) & \Phi(A^* + B^*) \\ \Phi(A + B) & \Phi(\|A\|I + \|B\|I) \end{bmatrix} = \Phi_2(\tilde{A} + \tilde{B}) \geq \Phi_2(\tilde{A}) + \Phi_2(\tilde{B}) = \begin{bmatrix} \Phi(\|A\|I) & \Phi(A)^* \\ \Phi(A) & \Phi(\|A\|I) \end{bmatrix} + \begin{bmatrix} \Phi(\|B\|I) & \Phi(B)^* \\ \Phi(B) & \Phi(\|B\|I) \end{bmatrix}.$$  

Therefore, by using the second part of Lemma 4.3, we get

$$\begin{bmatrix} \Phi(\|A\|I + \|B\|I) - \Phi(\|A\|I) - \Phi(\|B\|I) & \Phi(A^* + B^*) - \Phi(A^*) - \Phi(B^*) \\ \Phi(A + B) - \Phi(A) - \Phi(B) & \Phi(\|A\|I + \|B\|I) - \Phi(\|A\|I) - \Phi(\|B\|I) \end{bmatrix} = \begin{bmatrix} 0 & \Phi(A^* + B^*) - \Phi(A^*) - \Phi(B^*) \\ \Phi(A + B) - \Phi(A) - \Phi(B) & 0 \end{bmatrix} \geq 0,$$

whence $\Phi(A + B) = \Phi(A) + \Phi(B)$ for every $A, B \in \mathcal{A}$.

The task is now to show $\Phi(\beta A) = \beta \Phi(A)$ for every $\beta \in \mathbb{R}$ and $A \in \mathcal{A}$. Part (2) of Lemma 4.3 ensures $\Phi(\beta I) = \beta I$, for all $\beta \in \mathbb{R}_+$ and so part (1) then shows $\Phi(\beta A) = \beta \Phi(A)$ for all $A \in \mathcal{A}$ and all $\beta \in \mathbb{R}_+$. Let $\beta \in \mathbb{R}_-$. The additivity of $\Phi$ implies that

$$\Phi(-A) = -\Phi(A) \quad \text{(4.7)}$$

for every $A \in \mathcal{A}$. Hence,

$$\Phi(\beta A) = \Phi(-(-\beta A)) = -\Phi(-\beta A) = \beta \Phi(A) \quad \text{(4.7)}$$

since $-\beta \in \mathbb{R}_+$. This implies that $\Phi(\beta A + B) = \beta \Phi(A) + \Phi(B)$ for every $\beta \in \mathbb{R}$ and $A, B \in \mathcal{A}$. 


(2) To prove the linearity of $\Phi$, we only need to prove that $\Phi(iI) = iI$. Using the equality $\Phi((r + is)I) = (r + is)I$, we have
\[
  rI + isI = \Phi(rI + isI) = \Phi(rI) + \Phi(isI) \quad \text{(since $\Phi$ is additive)}
\]
\[
  = r\Phi(I) + s\Phi(iI) \quad \text{(since $\Phi$ is homogeneous on $\mathbb{R}$)}
\]
\[
  = rI + s\Phi(iI),
\]
which implies that $\Phi(iI) = iI$.

A similar argument can be used to show the results in the case when $\Phi$ is in the class $S^{(4)}_{\text{mon+}}$. Indeed, if $\Phi$ is in the class $S^{(4)}_{\text{mon+}}$, then $\Phi_2$ is monotone on positive elements of $M_2(\mathcal{A})$ as well as $\Phi$ is 4-positive, since $\Phi_4$ is monotone on positive matrices in $M_4(\mathcal{A})$. Hence, $\Phi_2$ is in the class $S^{(2)}_{\text{mon+}}$. Therefore, inequality (4.3) yields that $\Phi_2$ is superadditive on the positive elements of $M_2(\mathcal{A})$. The result follows by a similar method as in the case when $\Phi$ is 6-positive.

Lemma 4.3 and the above theorem are valid even if we replace the conditions $\Phi(I) = I$ and $\Phi(\alpha I) = \alpha I$ by $\Phi(I)$ is invertible and $\Phi(\alpha I) = \alpha \Phi(I)$, respectively. Indeed, let $\Phi : \mathcal{A} \to \mathcal{B}$ be a map between $C^*$-algebras which is in the class $S^{(n)}_{\text{mon+}}$. Then the positivity of the Schur product of positive elements yield that the map $\Psi : \mathcal{A} \to \mathcal{B}$ given by $\Psi(X) = \Phi(I)^{-\frac{1}{2}}\Phi(X)\Phi(I)^{-\frac{1}{2}}$ is a map in the class $S^{(n)}_{\text{mon+}}$, which is unital. However, the condition $\Phi(0) = 0$ can not be admitted, in general (see Example 4.5 (1)).

Finally, we give some examples to show the necessity of some hypotheses in Lemma 4.3 and Theorem 4.4.

**Example 4.5.** (1) Consider the map $\varphi : \mathbb{C} \to \mathbb{C}$ defined by $\varphi(z) = \frac{1}{3}(|z|^\frac{4}{3} + |z|^\frac{2}{3} + 1)$. It is known that $\varphi$ is a 3-positive map (see [14, Theorem 6.3.9]) and $\varphi \in S^{(2)}_{\text{mon+}}$ (see [12, Theorem 5.1]). Evidently, there exists a number $z \in [1.1, 2]$ such that $\varphi(z) = z$. However, $\varphi$ is not additive on positive numbers. This shows that the condition $\Phi(0) = 0$ cannot be removed in Lemma 4.3.

(2) Let $(\mathcal{A}, \| \cdot \|)$ be a unital $C^*$-algebra. Theorem 3.5 ensures that $\| \cdot \|$ is not a 3-positive map in the most $C^*$-algebras. For every $\alpha > 0$, we have $\|\alpha I\| = \alpha$ while $\| \cdot \|$ is not additive on positive elements of $\mathcal{A}$, in general. It shows that 3-positivity is a necessary condition in Lemma 4.3. Thus we arrived at another interesting question whether there is a map in the class $S^{(2)}_{\text{mon+}}$ which is not 3-positive.
The map $|\cdot|$ is a 3-positive norm on $\mathbb{C}$; see [13, Section 7.5 Problem 4]. In addition $|\cdot|$ is in the class $S_{\text{mon+}}^{(2)}$. Indeed, if
\[
\begin{bmatrix}
a & b \\
b^* & c
\end{bmatrix} \geq \begin{bmatrix}
e & f \\
f^* & g
\end{bmatrix} \geq 0,
\]
then we have
\[
(a - e)(c - g) \geq (b - f)(b^* - f^*) = |b|^2 - 2\text{Re}(f^*b) + |f|^2.
\]
Since $\text{Re}(f^*b) \leq |fb|$, we can write
\[
(|a| - |e|)(|c| - |g|) = (a - e)(c - g) \\
\geq (b - f)(b^* - f^*) = |b|^2 - 2\text{Re}(f^*b) + |f|^2 \\
\geq |b|^2 - 2|f||b| + |f|^2 \\
= (|b| - |f|)^2.
\]
This immediately implies that
\[
\begin{bmatrix}
|a| & |b| \\
|b^*| & |c|
\end{bmatrix} \geq \begin{bmatrix}
|c| & |f| \\
|f^*| & |g|
\end{bmatrix}.
\]
However, $|\cdot|$ is not 6-positive, nor is in the class $S_{\text{mon+}}^{(4)}$. For every $\alpha > 0$, we have $|\alpha I| = \alpha$, but $|\cdot|$ is not additive on $\mathbb{C}$. This shows that Theorem 4.4 is not valid for 3-positive maps in the class $S_{\text{mon+}}^{(2)}$, in general.
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