Isogeometric analysis for the multigroup neutron diffusion equation with applications in reactor physics
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ABSTRACT

Isogeometric Analysis (IGA) has been applied to heterogeneous reactor physics problems using the multigroup neutron diffusion equation. IGA uses a computer-aided design (CAD) description of the geometry commonly built from Non-Uniform Rational B-Splines (NURBS), which can exactly represent complicated curved shapes such as circles and cylinders, common features in reactor design. This work has focused on comparing IGA to finite element analysis (FEA) for heterogeneous reactor physics problems, including the OECD/NEA C5G7 LWR benchmark. The exact geometry and increased basis function continuity contribute to the accuracy of IGA and an improvement over comparable FEA calculations has been observed.

1. Introduction

Development of efficient computational methods to solve reactor physics and shielding problems is an ongoing area of research. A linearised version of the Boltzmann transport equation, the neutron transport equation is solved on a seven-dimensional phase space (three spatial dimensions x, y and z, two angular dimensions θ and ϕ, energy E and time t). This high dimensionality combined with complicated reactor geometries makes solving three-dimensional, heterogeneous, full core problems infeasible, even with high-performance computing (HPC) resources.

Over the past sixty years work in the field has focused on reducing the complexity of the problem to make the equations solvable on contemporary computing resources. Spatial homogenisation of complex geometrical features and utilising the much simpler diffusion approximation are still among the most widely used techniques to solve full-core calculations. Accurately modelling the physical geometry is important if high fidelity solutions to heterogeneous problems are sought. Increasingly over the past decades, the finite element method (FEM) has become one of the most commonly employed methods to represent complicated, arbitrarily shaped geometries in a wide variety of engineering and physical applications, including reactor physics. The flexibility of the FEM has made it possible to solve more complicated, heterogeneous problems and production codes have been developed to solve both first and second-order forms of the transport equation, such as ATILLA (Wareing et al., 2001) and EVENT (de Oliveira, 1986; de Oliveira et al., 1987) respectively. However, the computationally costly mesh generation process can be a significant proportion of the overall design-analysis process (Hughes et al., 2005). In this paper a new method for faithfully modelling the complex full physical geometry is proposed based on Isogeometric analysis (IGA).

The generation of a finite element mesh for finite element analysis (FEA) typically begins with a computer-aided design (CAD) model. The prevailing technology to represent CAD geometries are Non-Uniform Rational B-Splines (NURBS), which can exactly represent complicated curved shapes such as circles and other conic sections and quadric surfaces as well as other more complicated surfaces (Pigel et al., 1997). The principal aim of IGA is to unify the fields of design and analysis using a common mathematical description of the geometry in both processes, eliminating the costly finite element (FE) mesh generation step while also providing an exact geometrical description as opposed to the approximate polygonal or polyhedral meshes used for FEA (Hughes et al., 2005). IGA has been applied to a wide range of physical problems including structural mechanics (Luycker et al., 2011), computational fluid dynamics (Nielsen et al., 2011) and electromagnetics (Buffa et al., 2014). It has been observed that the exact geometrical representation of the domain can contribute significantly to the accuracy of the calculated solution and that the smooth, high continuity NURBS basis functions can better represent solutions to
some problems than the standard Lagrangian basis functions typically employed for FEA.

This paper focuses on the application of IGA to the multi-group diffusion approximation of the neutron transport equation and builds upon the work by Hall et al. [Hall et al. (2012)] who applied IGA to mono-energetic fixed source pincell calculations. IGA has also recently been applied to the first-order form on the transport diffusion approximation of the neutron transport equation and some problems than the standard Lagrangian basis functions typically.
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They are also required to perform numerical analysis and provide for determining the physical shape of the curve, surface or solid. The principle aim of IGA is to use a common mathematical description of the geometry in both the design and analysis processes. In traditional finite element techniques a CAD model is processed by mesh generation software and a polygonal approximation built of geometric primitives such as triangles, quadrilaterals etc., is generated. These geometric primitives are commonly defined as a linear combination of polynomial functions. In IGA the spatial domain is described by a linear combination of NURBS functions in which the standard finite element machinery can be applied utilising the isoparametric concept. A linear system of equations can then be assembled and a set of expansions can be computed.

\[ \phi(\mathbf{r}) = \sum_{i=1}^{N_p} d_i R_i(\mathbf{r}) \]  

(1)

2. Method

2.1. Isogeometric analysis (IGA)

The principle aim of IGA is to use a common mathematical description of the geometry in both the design and analysis processes. In traditional finite element techniques a CAD model is processed by mesh generation software and a polygonal approximation built of geometric primitives such as triangles, quadrilaterals etc., is generated. These geometric primitives are commonly defined as a linear combination of polynomial functions. In IGA the spatial domain is described by a linear combination of NURBS functions in which the standard finite element machinery can be applied utilising the isoparametric concept. A linear system of equations can then be assembled and a set of expansion coefficients, \(d\) can be computed. The quantity of interest, which in this study is the scalar neutron flux can then be computed as a linear combination of all \((N_p)\) NURBS shape functions, \(R\) multiplied by the expansion coefficients \(d\).

2.1.1. Basis functions

The basis functions for a B-spline or NURBS patch are required for determining the physical shape of the curve, surface or solid. They are also required to perform numerical analysis and provide the shape functions and test functions in IGA by utilising the isoparametric concept.

To define a set of B-spline basis functions a knot vector \((\Xi)\) and the polynomial order \((p)\) of the functions is required. The knot vector is a non-decreasing set of real numbers, for example \(\Xi = [\xi_1, \xi_2, \xi_3, \xi_4]\) with \(\xi_i \in \mathbb{R}\). In one dimension, the knot vector defines a line in the parameter space.

For a given knot vector \(\Xi\), B-spline basis functions \(N(\xi)\) of a given degree \(p\) can be calculated as follows; starting with the zeroth-order:

\[ N^0(\xi) = \begin{cases} 1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\ 0 & \text{otherwise} \end{cases} \]  

(2)

where \(\xi_i\) is the \(i\)th knot point and \(\xi\) is a specified point in the one-dimensional parameter space. The \(p = 0\) and \(p = 1\) basis functions are identical to standard finite element piecewise constant and piecewise linear functions respectively which is shown in Fig. 1. The quadratic basis functions are shown in Fig. 2. Higher order B-spline basis functions in IGA are calculated recursively using the Cox-de Boor recursion formula Hughes et al., 2005 as follows:

\[ N^p(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N^{p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} N^{p-1}(\xi_{i+1}). \]  

(3)

If the denominator of the fraction is zero, i.e. \(\xi_{i+p} = \xi_i\) or \(\xi_{i+p+1} = \xi_{i+1}\) then the whole fractional term is set to zero. The derivatives of B-spline basis functions are calculated from the \(p - 1\)th B-spline basis function as follows:

\[ \frac{d}{d\xi}N^p(\xi) = \frac{p}{\xi_{i+p} - \xi_i} N^{p-1}(\xi) - \frac{p}{\xi_{i+p+1} - \xi_{i+1}} N^{p-1}(\xi_{i+1}). \]  

(4)

Sample linear and quadratic B-spline basis functions are displayed in Figs. 1 and 2 respectively.

Multivariate B-spline basis functions are obtained via a tensor-product construction of the univariate functions up to the required dimension as follows:

\[ N^p(\xi, \eta) = N^p(\xi)M^p(\eta) \]  

(5)

in the bivariate case and

\[ N^{pqr}(\xi, \eta, \zeta) = N^p(\xi)M^q(\eta)L^r(\zeta) \]  

(6)

in the trivariate case.

Knot vectors may be uniform if the difference between each successive knot point (the knot span) is identical or non-uniform where the width of each knot span may be arbitrary. Non-uniform knot vectors allow for knots to be concentrated in certain parts of the domain to provide increased fidelity for the shape. In one-dimension this allows for purely local refinement however, since higher dimensional B-splines are tensor products of one-dimensional B-splines local refinements propagates across the full patch. Typically the first and last knot values are repeated \(p + 1\) times creating what is known as an open knot vector. This ensures that the functions are interpolatory at the beginning and end of the domain which is a useful property for finite element analysis.

Knots may be considered points of reduced continuity. Basis functions within a knot span will possess full \(C^0\) continuity. Basis functions which cross a single knot point will have reduced basis function continuity of order \(C^{p-1}\). Thus for quadratic (\(p = 2\)) the first derivative of the basis functions will be continuous however the second derivative will be discontinuous. This is in contrast to the commonly used Lagrangian finite element basis where only the function itself is continuous \((C^0)\). The benefit of the increased continuity will be studied in Section 5. Knot points may be repeated, introducing knot-spans of zero width. The effect of this is a further reduction in the continuity of the basis functions. For each additional repeated knot the continuity of basis functions crossing the knots is reduced by 1. If a knot value is repeated \(p + 1\) times then the basis functions will become discontinuous across that point Hughes et al., 2005. This may be of particular use if the numerical scheme is unstable under a fully continuous Bubnov-Galerkin discretisation, such as the first-order, hyperbolic form of the neutron transport equation.
2.1.2. NURBS basis functions

To construct the geometries required for reactor analysis we are required to use NURBS. NURBS basis functions are derived from the B-spline basis functions which span the same parametric space. The distinction comes that the weighting values for each control point (an additional dimension of the control grid) is required to provide a projective transformation, allowing NURBS to exactly represent conic sections such as circles and ellipses or quadric surfaces such as spheres, ellipsoids and cylinders. In one dimension this can be written in the following form:

$$R^g_i(\xi) = \frac{N^g_i(\xi)w_i}{\sum_{i=1} N^g_i(\xi)w_i}$$

where $R^g_i(\xi)$ is the resulting NURBS basis function evaluated at point $\xi$ in the parameter space, $N^g_i$ is the B-spline basis function and $w_i$ are the weighting value for each basis function $i$. It can be seen that NURBS are defined by a division by a B-spline creating a rational function. Two-dimensional bivariate and three-dimensional trivariate NURBS basis functions are derived as a tensor-product of the one dimensional B-spline basis functions for all parametric directions $\xi$, $\eta$ and $\zeta$ in $\mathbb{R}^2$ and $\mathbb{R}^3$, respectively. They are then multiplied by the corresponding control net weight, $w$ and the weighting function $W$. This is given as

$$R^g_{ij}(\xi, \eta) = \frac{N_{ip}(\xi)M_{jq}(\eta)w_{ij}}{W(\xi, \eta)} = \frac{N_{ip}(\xi)M_{jq}(\eta)w_{ij}}{\sum_{i=1}^{m_{p}} \sum_{j=1}^{n_{q}} N_{ip}(\xi)M_{jq}(\eta)w_{ij}}$$

in two dimensions and as

$$R^{g_{ijk}}(\xi, \eta, \zeta) = \frac{N_{ip}(\xi)M_{jq}(\eta)L_{kr}(\zeta)}{W(\xi, \eta, \zeta)} = \frac{N_{ip}(\xi)M_{jq}(\eta)L_{kr}(\zeta)w_{ijk}}{\sum_{i=1}^{m_{p}} \sum_{j=1}^{n_{q}} \sum_{k=1}^{n_{r}} N_{ip}(\xi)M_{jq}(\eta)L_{kr}(\zeta)w_{ijk}}$$

This can be written in the following form:

$$R^{g_{ijk}}(\xi, \eta, \zeta) = \frac{N_{ip}(\xi)M_{jq}(\eta)w_{ijk}}{\sum_{i=1}^{m_{p}} \sum_{j=1}^{n_{q}} \sum_{k=1}^{n_{r}} N_{ip}(\xi)M_{jq}(\eta)L_{kr}(\zeta)w_{ijk}}$$

where $\eta$ is the knot vector for each parametric direction. The weighting value for each basis function $i$ is given as

$$w_i = \frac{1}{\sum_{i=1} N^g_i(\xi)w_i}$$

The distinction comes that the weighting values for each control point (an additional dimension of the control grid) is required to provide a projective transformation, allowing NURBS to exactly represent conic sections such as circles and ellipses or quadric surfaces such as spheres, ellipsoids and cylinders. In one dimension this can be written in the following form:

$$R^g_i(\xi) = \frac{N^g_i(\xi)w_i}{\sum_{i=1} N^g_i(\xi)w_i}.$$

where $R^g_i(\xi)$ is the resulting NURBS basis function evaluated at point $\xi$ in the parameter space, $N^g_i$ is the B-spline basis function and $w_i$ are the weighting value for each basis function $i$. It can be seen that NURBS are defined by a division by a B-spline creating a rational function. Two-dimensional bivariate and three-dimensional trivariate NURBS basis functions are derived as a tensor-product of the one dimensional B-spline basis functions for all parametric directions $\xi$, $\eta$ and $\zeta$ in $\mathbb{R}^2$ and $\mathbb{R}^3$, respectively. They are then multiplied by the corresponding control net weight, $w$ and the weighting function $W$. This is given as

$$R^g_{ij}(\xi, \eta) = \frac{N_{ip}(\xi)M_{jq}(\eta)w_{ij}}{W(\xi, \eta)} = \frac{N_{ip}(\xi)M_{jq}(\eta)w_{ij}}{\sum_{i=1}^{m_{p}} \sum_{j=1}^{n_{q}} N_{ip}(\xi)M_{jq}(\eta)w_{ij}}.$$

in two dimensions and as

$$R^{g_{ijk}}(\xi, \eta, \zeta) = \frac{N_{ip}(\xi)M_{jq}(\eta)L_{kr}(\zeta)}{W(\xi, \eta, \zeta)} = \frac{N_{ip}(\xi)M_{jq}(\eta)L_{kr}(\zeta)w_{ijk}}{\sum_{i=1}^{m_{p}} \sum_{j=1}^{n_{q}} \sum_{k=1}^{n_{r}} N_{ip}(\xi)M_{jq}(\eta)L_{kr}(\zeta)w_{ijk}}.$$
Fig. 3. A selection of NURBS basis functions plotted for a five patch pincell problem. Basis functions are \( C^0 \) across patch boundaries, in an identical fashion to basis functions spanning multiple finite elements. The decrease in smoothness can be seen clearly in plot Fig. 3b. Each patch is biquadratic with \( N = \{0, 0, 1, 1\} \).

Fig. 4. The mapping of a function in the parameter space to the real space is done in two stages. Gaussian quadrature has been used to integrate the NURBS basis functions and is performed on a \([-1, 1]^d\) parent element. The functions are then mapped through to the element in the real physical space where they can be used as the shape functions for finite element analysis.

Fig. 5. The shape of a NURBS patch is determined by a set of coordinates, \( B \) in physical space (highlighted in blue) that creates a control polygon. In the above three NURBS surfaces in \( \mathbb{R}^2 \) have been defined and by altering the position of a control point the surface is perturbed. In this manner and by increasing the number of degrees of freedom complex objects can be modelled exactly.
\[
S(\xi, \eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} R_{ij}^n(\xi, \eta) B_{ij}, \quad (11)
\]

\[
V(\xi, \eta, \zeta) = \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{l} R_{ijk}^n(\xi, \eta, \zeta) B_{ijk}, \quad (12)
\]

where \(i, j\) and \(k\) are the indices of the basis functions in the \(\xi, \eta\) and \(\zeta\) parametric dimension. \(p, q\) and \(r\) denote the polynomial order of the univariate NURBS basis function used to create the multivariate NURBS shapes.

2.2. Discretisation of the Neutron Diffusion Approximation

The standard Galerkin method can be used to discretise the diffusion equation in an identical way to traditional finite element analysis by utilising the NURBS functions described previously instead of the standard polynomial basis functions. The multi-dimensional, mono-energetic, steady state neutron diffusion equation can be written as

\[
-\nabla \cdot (D(\mathbf{r})\nabla \phi(\mathbf{r})) + \Sigma_a(\mathbf{r})\phi(\mathbf{r}) = \frac{1}{k_{\text{eff}}} v(\mathbf{r}) \Sigma_d(\mathbf{r}) \phi(\mathbf{r}) \quad \mathbf{r} \in \Omega \quad (13)
\]

where \(\Omega\) is the spatial domain and is bounded by the domain boundary \(\Gamma\), \(\phi(\mathbf{r})\) is the scalar neutron flux, \(D(\mathbf{r})\) is the diffusion coefficient, \(\Sigma_a(\mathbf{r})\) is the macroscopic fission cross section, \(v\) is the average neutrons produced per fission and \(k_{\text{eff}}\) is the effective neutron multiplication factor to ensure a steady state solution. The equation is subject to the boundary conditions

\[
\nabla \phi(\mathbf{r}) \cdot \mathbf{n} = 0 \quad \mathbf{r} \in \Gamma_R \quad \text{and} \quad \frac{1}{4} \phi(\mathbf{r}) - \frac{D(\mathbf{r})}{2} \nabla \phi(\mathbf{r}) \cdot \mathbf{n} = 0 \quad \mathbf{r} \in \Gamma_V \quad (14)
\]

where \(\Gamma_R\) and \(\Gamma_V\) are the reflective and vacuum boundaries respectively. \(\mathbf{n}\) is the outward normal along the boundary.

As is well known from the finite element literature the weak form of the equation can be obtained by multiplying Eq. 13 by an arbitrary test function \(v(\mathbf{r}) \in W^1(\Omega)\), integrating over all space \(\Omega\) and applying the divergence theorem to the diffusion term of the equation giving

\[
(\nabla v, D \nabla \phi) + (\Sigma_a \phi, v) + (\nabla \phi, n, v) = C_{\text{mod}} \quad (15)
\]

where \((u, v) \equiv \int_\Omega u(\mathbf{r}) v(\mathbf{r}) d\Omega\) and \((u, v) \equiv \int_\Gamma u(\mathbf{r}) v(\mathbf{r}) d\Gamma\) are the inner products of two functions over the spatial domain and boundary respectively. In a manner identical to traditional finite element methods, the discretised equations are obtained by substituting Eq. 1 into Eq. 15 and selecting the test functions \(v\) to be the same as the shape functions using the Bubnov-Galerkin method. The resulting linear system can be solved using the conjugate gradient method preconditioned by incomplete-LU factorisation.

3. Numerical results

The main advantages of IGA compared to traditional FEA stem from two unique properties of the NURBS based model; the exact representation of the geometry and the increased in-patch basis function continuity. In the following section the potential advantages of these properties will be systematically studied. In order to facilitate this study two simple test problems have been selected which cover a broad spectrum of physical behaviour. In this section these test cases will be described followed by the computational results and subsequent analysis.

Since the potential future application of this method is expected to be pin–heterogeneous core models for reactor analysis, both test problems are based on the geometry of a Light Water Reactor (LWR) pin cell. The first test problem has been designed to study the relative importance of the approximation in the geometry and the solution function, while the second test case has been selected to demonstrate the method on a problem representative of the fuel pins found in a typical LWR. In both cases the cell disadvantage factor

\[
\zeta = \frac{\phi_{\text{mod}}}{\phi_{\text{het}}}
\]

will be used as the quantity of interest, where \(\phi_{\text{mod}}\) and \(\phi_{\text{het}}\) are defined as the average flux in the cell moderator and cell fuel pin respectively. In addition, in the second test case the static eigenvalue \(k_{\text{eff}}\) is also studied.

3.1. Test case description

3.1.1. One-group pincell

The first test problem selected is a one-group pincell benchmark designed to investigate the numerical efficiency of the NURBS basis functions modelling circular pins. Six test cases were studied with increasingly heterogeneous material properties. The prescribed cross-section data for these test cases has been selected so that the challenge for the numerical schemes shifts from the basis functions ability to represent the geometry to their ability to capture sharp features in the solution function. The prescribed cross-section data was generated by varying the relative magnitude of the total macroscopic cross-section in the fuel and moderator regions; whilst maintaining a fixed scattering ratio of \(c = 0.95\). The material properties of the six test cases are detailed in Table 1.

The radius of the pin is 1.0 cm centered inside a square cell of width 4.0 cm as shown in Fig. 6. Reflective boundary conditions are prescribed on all four sides simulating an infinite lattice of pins.

As is well known from the finite element literature the weak form of the equation can be obtained by multiplying Eq. 13 by an arbitrary test function \(v(\mathbf{r}) \in W^1(\Omega)\), integrating over all space \(\Omega\) and applying the divergence theorem to the diffusion term of the equation giving

\[
(\nabla v, D \nabla \phi) + (\Sigma_a \phi, v) + (\nabla \phi, n, v) = C_{\text{mod}} \quad (15)
\]

\[
\text{where } (u, v) \equiv \int_\Omega u(\mathbf{r}) v(\mathbf{r}) d\Omega \text{ and } (u, v) \equiv \int_\Gamma u(\mathbf{r}) v(\mathbf{r}) d\Gamma \text{ are the inner products of two functions over the spatial domain and boundary respectively. In a manner identical to traditional finite element methods, the discretised equations are obtained by substituting Eq. 1 into Eq. 15 and selecting the test functions } v \text{ to be the same as the shape functions using the Bubnov-Galerkin method. The resulting linear system can be solved using the conjugate gradient method preconditioned by incomplete-LU factorisation.}

3.2. Importance of an exact geometrical representation

The NURBS representation of the geometry is exact at any level of refinement of the IGA model. In contrast, in FEA complex curved shapes are most commonly represented by a polygonal (2-D) and polyhedral (3-D) approximation introducing an underlying error in the numerical discretisation scheme. Higher-order, isoparamet-
circular fuel pins, introducing a significant numerical error. This error can be avoided by artificially increasing the radius of the approximate polygon to ensure mass preservation for straight-sided finite element meshes. To mass-preserve, arbitrary geometries with high-order finite elements the meshed volume could be computed by integrating over the resulting mesh and correcting the meshing strategy to compensate. This corrective approach however is not studied in this work and high-order isoparametric meshes are non-mass preserved. To study the benefits of the exact representation of the geometry a series of finite element meshes were generated with as close to identical structure as to those obtained through knot-insertion of the NURBS patches. The similarity in mesh structure ensures that any bias due to preferential element placement is limited. All finite element meshes used in this study were mass preserved. An example of a NURBS mesh and finite element mesh is shown in Fig. 8. Linear, quadratic, cubic and quartic finite element meshes are compared to quadratic, cubic and quartic NURBS meshes.

To ensure that the comparison is focused on the errors introduced by the approximation of the geometry, the continuity of the in-patch NURBS basis functions was restricted to C0 by repeating internal knot point values. This restriction may limit the potential of the IGA method as this study is focused on the benefits of exact representation of the geometry alone. This problem configuration means that for any given polynomial order the number of elements, degrees-of-freedom and matrix entries are identical for both FEA and IGA schemes. The total number of matrix non-zeroes has been chosen as the metric for comparison as it is considered to be proportional to the cost of a single matrix-vector multiplication. This allows for a fairer performance analysis between schemes of different polynomial order than comparing against the total number of degrees-of-freedom.

Convergence of the cell disadvantage factors for the six single-group pin-cell test cases are shown in Fig. 9. It can be seen that when the ratio of $\Sigma_{\text{mod}}$ to $\Sigma_{\text{fuel}}$ is low a significant improvement in accuracy is obtained by the IGA schemes compared to the FEA scheme of the same polynomial order. As the cross-section ratio is increased, and the under-resolution of the fuel-moderator interface gradient becomes a dominant source of error then the relative performance advantage of the IGA schemes is reduced as is visible in the case where $\Sigma_{\text{fuel}}$ is low shown in Fig. 9. When $\Sigma_{\text{fuel}}$ is increased to 50 there is no significant advantage by using quadratic NURBS compared to quadratic finite elements. However, if the basis functions are order-elevated then a relative reduction in error is again observed for IGA indicating that the high order finite element schemes are limited by approximation of the geometry rather than the basis function’s ability to capture the solution.

In all studied cases, the quadratic, cubic and quartic, straight-sided finite element scheme’s convergence is restricted to the same rate. As the representation of the geometry does not improve under p-refinement a saturation in the order of convergence is observed. Higher-order IGA schemes produced higher rates of convergence. While the convergence rate of these finite element

### Table 1
Pin cell cross-sections.

| Case | $\Sigma_{\text{mod}}$ | $\Sigma_{\text{mod}}$ | $\Sigma_{\text{fuel}}$ | $\Sigma_{\text{fuel}}$ | $\Sigma_{\text{fuel}}$ | Source |
|------|---------------------|---------------------|---------------------|---------------------|---------------------|--------|
| 1    | 1.0                 | 0.95                | 2.0                 | 1.9                 | 1.0                 | 1.0    |
| 2    | 1.0                 | 0.95                | 5.0                 | 4.75                | 1.0                 | 1.0    |
| 3    | 1.0                 | 0.95                | 10.0                | 9.5                 | 1.0                 | 1.0    |
| 4    | 1.0                 | 0.95                | 20.0                | 19.0                | 1.0                 | 1.0    |
| 5    | 1.0                 | 0.95                | 50.0                | 47.5                | 1.0                 | 1.0    |
| 6    | 1.0                 | 0.95                | 100.0               | 95.0                | 1.0                 | 1.0    |

### Table 2
One-group pincell reference results.

| Case | $f_{\text{fuel}}dV$ | $f_{\text{fuel}}dV$ | $f_{\text{fuel}}dV$ | $f_{\text{fuel}}dV$ | $f_{\text{fuel}}dV$ | $f_{\text{fuel}}dV$ |
|------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 1    | 50.782067212866     | 218.423586556075    | 1.0507498780376     | 1.144970490512     | 1.0507498780376     | 1.0507498780376     |
| 2    | 40.64149700725      | 166.779251496783    | 1.3297106220154     | 1.44970490512      | 1.3297106220154     | 1.3297106220154     |
| 3    | 17.596731860443     | 144.032681396458    | 1.9998377529643     | 2.144970490512     | 1.9998377529643     | 1.9998377529643     |
| 4    | 9.336052056737      | 133.278994865739    | 3.487877419098      | 3.64970490512      | 3.487877419098      | 3.487877419098      |
| 5    | 8.167927689051      | 156.641446439051    | 4.6855167415049     | 4.84970490512      | 4.6855167415049     | 4.6855167415049     |
| 6    | 7.2847866299392     | 174.304267402279    | 5.8459335816951     | 6.00970490512      | 5.8459335816951     | 5.8459335816951     |

### Table 3
UOX reference results.

| Eigenvalue | $\Sigma_{\text{mod}}$ | $\Sigma_{\text{mod}}$ | $\Sigma_{\text{fuel}}$ | $\Sigma_{\text{fuel}}$ | $\Sigma_{\text{fuel}}$ | $\Sigma_{\text{fuel}}$ |
|------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| 1          | 4.37792879101965     | 3.20069114409537     | 0.99737610557535     | 1.04970490512      | 1.04970490512      | 1.04970490512      |
| 2          | 9.5136239042143     | 6.96026774887960     | 0.99619079214406     | 1.0970490512      | 1.0970490512      | 1.0970490512      |
| 3          | 4.0366993599164     | 3.23595535479683     | 1.00247058867212     | 1.14970490512      | 1.14970490512      | 1.14970490512      |
| 4          | 1.59128806565175    | 1.17786121615634     | 1.0057568357273     | 1.1970490512      | 1.1970490512      | 1.1970490512      |
| 5          | 1.19658240239967    | 0.87952429773387     | 1.0027418979016     | 1.34970490512      | 1.34970490512      | 1.34970490512      |
| 6          | 1.03800037111573    | 0.97925045242673     | 1.0147679488126     | 1.5970490512      | 1.5970490512      | 1.5970490512      |
| 7          | 1.44870412459849    | 1.13456851942953     | 1.06840255299058     | 2.00970490512      | 2.00970490512      | 2.00970490512      |
schemes is limited by the approximation in the geometry, the exact representation by the NURBS functions yields the full potential of the IGA method. It was observed that the linear finite element scheme yielded the lowest order of convergence illustrating that the ability of the basis functions to represent the solution dominates the error compared to any approximation of the geometry.

Convergence of the eigenvalue and the group 1, 4 and 7 cell disadvantage factors for the seven-group UOX pincell are shown in Fig. 10 for the comparison of IGA and mass-preserved, polygonal finite element meshes. Like with the single-group test cases, the NURBS schemes yield a lower error than the FEA scheme of the same polynomial order for all quantities of interest studied. When the variation of the flux profile across the cell is low (indicated by a disadvantage factor close to unity) the improvement in accuracy of the NURBS schemes compared to FEA is lower than when the variation is higher, as observed in group 7. For groups 1 and 4 quadratic IGA and quadratic NURBS produce solutions with similar errors indicating that for these groups the benefits of the exact geometry are low and the ability of the basis to represent the solution is the largest source of error. When the basis functions are order-elevated to cubic and quartic a significant improvement in accuracy is observed for the IGA schemes confirming the high order finite elements schemes are limited by coarse approximation of the geometry. For high-order finite element schemes, computational work is wasted obtaining an accurate solution to the wrong physical problem. When the quadratic FEA scheme is order elevated a small increase in the rate of convergence for these groups is observed although the increase in the linear system size does not yield improvements in the scheme's efficiency. In contrast for the eigenvalue and the group 7 disadvantage factor a significant improvement in accuracy is observed for the quadratic IGA scheme. For an error of 1 pcm in the eigenvalue a linear system with half the number of matrix non-zeroes (for the same polynomial order both the IGA and FEA schemes have the same number of degrees-of-freedom also) can be used reducing the total memory required and computational time required. Again, it was observed that order-elevation of the NURBS schemes will significantly reduce the error and improve the rate of convergence. However, only when an error significantly below 1 pcm is required are there significant benefits of the higher-order NURBS schemes.

Convergence of the eigenvalue and the group 1, 4 and 7 cell disadvantage factors for the seven-group UOX pincell are shown in Fig. 11 for straight-sided, mass-preserved polygonal finite

Fig. 7. Coarse mesh and refined mesh solutions of group 1 and 7 of the UOX pincell. The calculated displacements $d^{ij}$ are placed into the $z$-coordinate of the control grid $B_{ij}$ where $i$ and $j$ are the indices denoting the number of the control point. As the scheme is non-interpolatory only the control points located at the vertices of patches lie on the solution. The solution has been made slightly transparent to show all control points - some of which may lie beneath the physical solution.

Fig. 8. A comparison of the mesh and scalar flux solution for the $\Sigma_\gamma = 5$ test case. Quadratic ($p = 2$) finite elements (left) are compared to a quadratic NURBS representation (right). Each mesh contains 45 elements.
elements, non-mass-preserved, high-order, isoparametric finite elements and equivalent NURBS meshes. It can be seen that for all studied quantities the non-mass-preserved, linear finite elements are the least accurate. By preserving the fissile mass the error can be reduced by between one and two orders of magnitude while keeping the same geometric approximation. The group 1 and group 4 cell disadvantage factors show that preserving the fissile mass a more accurate solution can be obtained than the non-

Fig. 9. Convergence of the disadvantage factor for the six, single group pincell test cases. Mass-preserved, $C^0$-continuous finite elements with a straight-sided polygonal approximation have been compared to $C^0$-continuous NURBS isogeometric elements.
mass-preserved, isoparametric finite elements for both quadratic and cubic schemes. For both polynomial orders studied the equivalent order isogeometric scheme produces a solution with a lower error compared to both finite element approaches. In contrast, the eigenvalue and group 7 cell disadvantage factor demonstrates that accurate representation of the geometry is more important than mass-preservation for the quadratic and cubic finite element schemes. The improved performance of the quadratic isoparametric finite elements compared to the equivalent isogeometric scheme is believed to be due to a cancellation of errors in this quantity of interest as the same advantage is not observed in the other group fluxes which contribute to the group source term. It was also observed that the isoparametric cubic finite elements do not possess a high-order of convergence for these quantities of interest than the equivalent quadratic scheme and it believed to be due to the rate of the convergence of the geometric approximation being low, dominating the overall solution error.

3.3. Importance of increased basis function continuity

NURBS basis functions naturally possess high order \( C^{p-1} \) continuity at knot points (analogous to element boundaries in FEA). This is in contrast to the standard finite element techniques where the basis functions are \( C^{0} \)-continuous at element boundaries. IGA allows for the additional freedom to decrease the basis function continuity by inserting additional knots of the same value, known as k-refinement (Hughes et al., 2005). Each repeated knot value reduces the function continuity by one at the selected point in parametric space. By reducing the basis function continuity additional degrees-of-freedom will be introduced however the average number of basis functions sharing common support will decrease resulting in a sparser linear system to be solved. Fig. 12 shows a representative sample of \( C^{0} \)-continuous and \( C^{1} \)-continuous quadratic NURBS basis functions over the UOX pincell geometry. In this study the additional benefit of the increased in-patch basis function continuity of the IGA method has been investigated. Quadratic, cubic and quartic NURBS functions are considered with natural \( C^{p-1} \)/\( C^{0} \) continuity down to \( C^{0} \) continuity. Again, the total number of non-zeroes in the linear system has been chosen as the metric for comparison to take into account the increased sparsity of the low-order continuity schemes and to allow for a fairer comparisons of the different polynomial orders.
Convergence of the cell disadvantage factors for the six single-group pincell test cases are shown in Fig. 13. It has been observed that the high in-patch basis function continuity yields a more efficient numerical scheme for the full range of physical problems studied. While all schemes of the same polynomial order reach the same rate of convergence, schemes with high-order continuity reach the asymptotic region more quickly. In addition, it is interesting to note as the basis function continuity is dropped a significant reduction in efficiency is observed after the first set of repeated knots are inserted. The $C^1$-continuous and $C^0$-continuous cubic schemes are much closer in numerical efficiency compared to the natural $C^2$-continuous scheme. This trend is repeated for the quartic schemes where there is little observed difference between the $C^0$-continuous, $C^1$-continuous and $C^2$-continuous schemes.

The convergence of the eigenvalue and group 1, 4 and 7 disadvantage factor for the UOX pincell. Isoparametric $C^0$-continuous finite elements (ISO) have been compared to mass-preserved, $C^0$-continuous finite elements with a straight-sided polygonal approximation (MP) and also to $C^2$-continuous NURBS isogeometric elements.

Convergence of the cell disadvantage factors for the six single-group pincell test cases are shown in Fig. 13. It has been observed that the high in-patch basis function continuity yields a more efficient numerical scheme for the full range of physical problems studied. While all schemes of the same polynomial order reach the same rate of convergence, schemes with high-order continuity reach the asymptotic region more quickly. In addition, it is interesting to note as the basis function continuity is dropped a significant reduction in efficiency is observed after the first set of repeated knots are inserted. The $C^1$-continuous and $C^0$-continuous cubic schemes are much closer in numerical efficiency compared to the natural $C^2$-continuous scheme. This trend is repeated for the quartic schemes where there is little observed difference between the $C^0$-continuous, $C^1$-continuous and $C^2$-continuous schemes.

The convergence of the eigenvalue and group 1, 4 and 7 cell disadvantage factors for the seven-group UOX pincell are shown in Fig. 14. Like for the single-group problem, a significant improvement in accuracy is obtained in all quantity of interest studied when the high-order in-patch basis function continuity is preserved. If the eigenvalue ($k_{eff}$) is required to be known to an error of 1 pcm there is little to choose between any of the studied schemes. As the schemes are further refined and the errors are reduced a significant improvement in efficiency is observed for the schemes with high-order basis functions and high-order in-patch continuity. This trend is also observed in the convergence of the cell disadvantage factors for the three energy groups studied.

4. OECD/NEA C5G7 benchmark

The OECD/NEA C5G7, seven group quarter-core benchmark is a representative, heterogeneous reactor physics problem routinely used to test core neutronics analysis tools Lewis et al., 2003. The reactor contains two mixed-oxide (MOX) and two uranium-dioxide (UOX) fuel assemblies in a lattice configuration, as shown in Fig. 16. Each assembly contains 289 fuel pins or guide tubes. The heterogeneous fuel pin model represents a significant challenge for finite element codes to obtain accurate solutions efficiently. Group 1, 4 and 7 scalar flux solutions are shown in Fig. 15.
The NURBS model for the C5G7 benchmark was built using a total of 5849 bi-quadratic patches. For each of the 1156 pincells, five NURBS patches were used requiring a total of 5780 patches for all pincells. For the adjoining reflector, each pincell was connected to a single bi-quadratic patch of size 1.26 cm x 21.42 cm and a single patch of size 21.42 cm x 21.42 cm was used to complete the geometry in the lower right corner. Each NURBS patch was assigned two integer values corresponding to the number of knots to be inserted in each parametric direction of the parameter space to perform h-refinement. The coarsest model had zero knots inserted into the fuel assembly patches and 16 knots into the moderator patches in the direction moving away from the assemblies. This resulted in a mesh where the elements in the reflector are square and the same size as an individual pincell. The coarsest mesh was discretised with approximately 25,000 degrees of freedom. It must be noted that this level of mesh refinement in the moderator is heuristic and may not be the most efficient method of solving this problem. Refining the mesh by adding additional elements close to the interface of the reflector and the fuel assemblies may better capture the high flux gradients as the neutrons are thermalised leaving the fuel. However, for this work we wish to study the performance of NURBS based IGA against FEA. An equivalent set of linear and quadratic finite element meshes, with a mass-preserved polygonal approximation were constructed with as close to identical mesh structure as the NURBS model. For the NURBS model we maintain the naturally occurring C^1 continuity of the basis functions as this was previously found to provide increased accuracy.

To study the convergence of the IGA against FEA a high resolution reference solution to the problem was calculated. Convergence plots of the error against the number of matrix non-zeros is given in Fig. 17.

A converged value for $k_{\text{eff}}$ of the C5G7 benchmark of 1.183238 (3) for diffusion theory using IGA with a NURBS model was obtained, as shown along with assembly and pinpowers in Table 4. This is consistent with published results from codes including DORT Pautz et al., 2003 and CRONOS F. Moreau et al., 2002. The IGA results were then compared with both linear and quadratic finite element calculations using as close to identically structured meshes as possible to ensure as fair of a comparison as possible. IGA results are detailed in Table 5, with linear and quadratic finite elements results detailed in Tables 6 and 7 respectively.

Fig. 17 shows that the eigenvalue of the IGA model converges more rapidly for a given number of matrix non-zeros in the assembled linear system. The difference in the relative accuracy of the two methods becomes greater when the physical mesh is refined. For an eigenvalue accuracy of 1 pcm ($10^{-5}$) (compared to the highly refined IGA reference calculation) the required finite element matrix must contain approximately two and half times more matrix entries for C^0 quadratic elements and nearly five and a half times more for C^0 linear elements compared to the IGA calculations. The storage of the preconditioned linear system for each group requires a significant amount of system memory. Reducing the size of the linear system to be stored will allow for more accurate results to be calculated if total system memory is a limiting factor. For high-order even-parity $P_N$ transport schemes, for which the diffusion method of this study may form the basis, being able to store the smaller linear systems and associated preconditioners in system memory may result in a significant reduction in overall computing time. It should be noted that the preprocessing, basis function integration and matrix assembly is typically much less than one percent of the total computation time for both IGA and FEA schemes and we do not take this into consideration in our cur-

Fig. 12. The continuity of basis functions can be reduced by repeating knot values. In the above five bi-quadratic patches are used to represent the UOX pincell. In the top row of plots, the central value of each knot vector of all patches is repeated reducing the basis function continuity across knot spans to C^0-continuous. In the bottom row the natural C^1 continuity of the NURBS basis functions is demonstrated. It can be seen that the basis function is non-zero across multiple elements and possesses a continuous first derivative.
rent evaluation of the methods. In the initial preparation for this work the effect of the integration of the NURBS basis functions using Gaussian quadrature was studied. It was found that \( p + 1 \) points per parametric direction provided sufficient accuracy once the mesh was refined. The error from inexact integration of the basis functions was low compared to the mesh’s ability to

Fig. 13. Convergence of the disadvantage factor for the six, single group pincell test cases. Quadratic, cubic and quartic NURBS basis functions have been studied with all possible in-patch continuity possibilities.
accurately capture the solution and it is believed to be sufficient to integrate the NURBS function with the same number of quadrature points as a polynomial of the same order.

When comparing the calculated pin powers and assembly powers, it has been observed that the IGA simulations performed significantly better than the FEA calculations. For the maximum pin power the isogeometric method used a matrix with five times fewer non-zeros than the quadratic finite elements for an error of $10^{-5}$. Interestingly, for the maximum pin power the linear finite elements also performed better than the quadratic finite elements. Since straight sided quadratic and linear elements have been used (to allow for preservation of the fissile mass) the boundary of the pin is approximated by a polygon with a different external length compared to the exact circumference of the circular pin. Since each
quadratic element has three nodes per straight side compared to two on a linear element the quadratic mesh has fewer straight sides for the same number of nodes, creating a poorer approximation. Since the NURBS mesh provides an exact geometrical description at the coarsest level (nine degrees-of-freedom for the circle) both the mass and boundary of the pin is modelled exactly allowing for improved accuracy. The minimum pin power and assembly powers show similar trends and a significant improvement in accuracy for the IGA method compared to FEA.

It must be noted that IGA does not appear to show significant improvements over the FEA for coarse meshes in this specific problem. It is believed that this is due to having too few degrees-of-freedom to accurately represent the solution so the advantage of the exact geometry is not yet realised. At coarse levels of refinement, the advantage of the exact geometry in the IGA scheme is not yet realised. However, if more accurate solutions are required then IGA can provide significant improvements in accuracy, unlike the linear and quadratic finite elements which vary in relative accuracy for specific physical quantities. The increased complexity of solutions for second-order forms of the transport equation such as the even-parity equations should benefit from the increased continuity of the solutions for improved accuracy. The minimum pin power and assembly powers show similar trends and a significant improvement in accuracy for the IGA method compared to FEA.

5. Conclusions

A study of IGA applied to the neutron diffusion equation has been carried out. A comparative study of FEA and IGA applied to a series of single group pincell test cases and a seven group UOX pincell using the diffusion approximation has been performed. Our analysis decomposed the potential advantages of IGA (the increased continuity and exact geometry) to attempt to determine the benefits of each. Our results showed that the $C^0$ NURBS isogeometric analysis can provide improvements in accuracy compared to both mass preserved, polygonal finite elements and non-mass preserved high-order finite element meshes of the same polynomial order. Compared to these finite element schemes, the NURBS patches exactly represent the geometry allowing for better approximations in the numerical solution for the same number of elements and degrees-of-freedom. In addition, while the rate of convergence of the higher-order finite element schemes saturated at quadratic ($p = 2$) significant improvements in accuracy can be obtained by order elevating the NURBS meshes. While mass-preservation is critical for linear finite elements, the importance was found to vary for higher-order finite element schemes. In the study of the UOX pincell it was found that for some quantities of interest mass-preserved, polygonal, straight-sided finite element meshes produced more accurate solutions than non-mass-preserved isoparametric meshes of the same polynomial order. Depending on the quantity of interest the solution accuracy may be dominated either by the error in the fissile mass, the error in the geometric representation or the basis functions ability to represent the solution. As the geometry and fissile mass are both correct for the NURBS meshes, the solution error is determined solely on the functions ability to represent the solution function and reliably out perform both finite element schemes. Our results from the C5G7 benchmark show that an accurate representation of the geometry is beneficial to measuring the maximum pin power and the quadratic, mass preserved, polygonal finite element scheme perform particularly poorly, even compared to the equivalent linear finite elements. The NURBS based description can possess greater than two orders of magnitude improvement in accuracy for a similarly sized linear system.

The increased continuity of the NURBS basis functions ($C^{p-1})$ across knot lines was also found to improve the accuracy of the calculations, especially when the mesh was refined. With coarse meshes containing multiple patches the benefit of the increased continuity was reduced since the basis functions are $C^0$ across patch interfaces. If a geometry is strongly heterogeneous, requiring many smaller patches then this advantage may be reduced.

A key challenge with the NURBS based IGA studied in this work is the propagation of refinement due to the tensor product structure of the patches and the difficulty producing locally refined meshes. A method to circumvent this limitation may be to refine each patch independently based on a given error estimator and then constrain the basis functions on adjacent patches to conform Hughes et al., 2005. The fundamental idea of unifying the geometrical description analysis representation provides significant opportunities for implementing adaptive schemes with significantly reduced complexity compared to FEA.

Fig. 16. Geometry of the OECD/NEA C5G7 LWR benchmark. Readers are advised to refer to a digital copy of this manuscript for interpretation of the colours used.
Fig. 17. Convergence of the eigenvalue, maximum and minimum pin powers and assemblies power for the C5G7 benchmark.

Table 4
Diffusion reference results (315320 DOFs).

| $k_{eff}$ | Maximum pin power | Minimum pin power | MOX power | Inner UOX power | Outer UOX power |
|-----------|-------------------|------------------|-----------|----------------|----------------|
| 1.1832383 | 2.5208971         | 0.2406332        | 210.82180 | 495.45434      | 138.90204      |
Linear finite element results.

Table 5

| Degrees of freedom | Matrix non-zeroes | $k_{eff}$ | Maximum pin power | Minimum pin power | MOX power | Inner UOX power | Outer UOX power |
|--------------------|-------------------|-----------|-------------------|-------------------|-----------|-----------------|-----------------|
| 26065              | 426257            | 1.1833432| 2.5150157        | 0.2425467         | 211.06406| 494.82782       | 119.04406       |
| 60660              | 1160912           | 1.1832472| 2.5212602        | 0.2408343         | 210.79040| 495.49943       | 118.91978       |
| 109705             | 2256817           | 1.1832643| 2.5207627        | 0.2407031         | 210.82621| 495.44097       | 118.90661       |
| 173200             | 3713972           | 1.1832457| 2.5208650        | 0.2406571         | 210.82298| 495.45035       | 118.90369       |
| 251145             | 5532377           | 1.1832403| 2.5208928        | 0.2406382         | 210.82185| 495.45380       | 118.90250       |
| 343540             | 7712032           | 1.1832395| 2.5208964        | 0.2406352         | 210.82175| 495.45431       | 118.90219       |
| 450385             | 10252937          | 1.1832388| 2.5208966        | 0.2406342         | 210.82179| 495.45431       | 118.90211       |
| 571680             | 13150092          | 1.1832386| 2.5208969        | 0.2406337         | 210.82179| 495.45434       | 118.90208       |
| 707425             | 161418497         | 1.1832385| 2.5208970        | 0.2406335         | 210.82179| 495.45435       | 118.90207       |
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