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Abstract

We study a scheme to implement an asymptotic unitary 3-design. The scheme implements a
random Pauli once followed by the implementation of a random transvection Clifford by using
state twirling. Thus the scheme is implemented in the form of a quantum channel. We show
that when this scheme is implemented \( k \) times, then, in the \( k \to \infty \) limit, the overall scheme
implements a unitary 3-design. This is proved by studying the eigendecomposition of the scheme:
the \(+1\) eigenspace of the scheme coincides with that of an exact unitary 3-design, and the remaining
eigenvalues are bounded by a constant. Using this we prove that the scheme has to be implemented
approximately \( \mathcal{O}(m + \log 1/\epsilon) \) times to obtain an \( \epsilon \)-approximate unitary 3-design, where \( m \) is
the number of qubits, and \( \epsilon \) is the diamond-norm distance of the exact unitary 3-design. Also, the
scheme implements an asymptotic unitary 2-design with the following convergence rate: it has to be
sampled $O(\log 1/\epsilon)$ times to be an $\epsilon$-approximate unitary 2-design. Since transvection Cliffords are a conjugacy class of the Clifford group, the eigenspaces of the scheme’s quantum channel coincide with the irreducible invariant subspaces of the adjoint representation of the Clifford group. Some of the subrepresentations we obtain are the same as were obtained in [40], whereas the remaining are new invariant subspaces. Thus we obtain a partial decomposition of the adjoint representation for 3 copies for the Clifford group. Thus, aside from providing a scheme for the implementation of unitary 3-design, this work is of interest for studying representation theory of the Clifford group, and the potential applications of this topic. The paper ends with open questions regarding the scheme and representation theory of the Clifford group.

I. INTRODUCTION

The act of randomisation by the Haar-measure of the $m$-qubit unitary group is an important operation in quantum computation and information. It has found applications in, for instance, randomized benchmarking [1–11], quantum control, quantum data hiding [12], and channel twirling [58], to name a few. Besides practical applications, it plays a significant role in decoupling theorems, which is of immense significance in quantum information theory. It has also found applications in more general fields of physics like the black hole information paradox [15–17] and thermalisation of isolated systems [18–20]. For various purposes one is only interested in the $t$-th order moments of the Haar-measure, which can be achieved by randomisation over a finite ensemble of unitaries $\{(p_i, U_i)\}_{i=1}^n$ on the unitary group. Any finite ensemble of unitaries which reproduces these $t$-th order moments is called a unitary $t$-design. There are many equivalent formulations of unitary $t$-designs (see, e.g., [54], and the references therein). An approximate unitary $t$-design is
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an ensemble of unitaries which approximates the $t$-th order moments of the Haar-measure of the unitary group. One is often interested in asymptotic unitary $t$-designs, which are iterative schemes to obtain an exact design in the asymptotic limit. Given that such an iterative scheme converges, one typically asks how fast it converges to its limit. Various schemes to implement unitary $t$-designs are known in the literature, e.g. [11, 51, 52].

For qubit systems, randomly sampling from the $m$-qubit Clifford group $C_m$ gives an exact unitary 3-design [51, 52]. The order of the Clifford group is $|C_m| = \mathcal{O}(2^{m^2})$. The Clifford group $C_m$ is the normaliser of the $m$-qubit Pauli group $\hat{P}_m$ in the unitary group $U(2^m)$. Arguably the simplest (non-Pauli) Clifford unitaries are known as transvections [26–28]. While transvections have been studied earlier [21, 22], more interest has been shown to them recently [23–28]. Such applications are based on two properties of transvections: (i) that they generate the Clifford group, and (ii) they are a conjugacy class of the Clifford group, and moreover are non-Pauli Cliffords with minimal Pauli support. This finds applications in designing fault-tolerant gadgets [25, 26]. Also, transvections gates are particularly suited for ion-trap systems. Specifically, two-qubit transvections are suited to ion-trap architectures (see for instance, in Section B of [29], and [30]). Also, multi-qubit gates can be performed on ion-traps efficiently [31–34].

A recent paper [23] gives a scheme for an asymptotic unitary 3-design: it implements a random Pauli, followed by a unitary 2-design, after which the scheme iteratively applies uniformly random transvections to interpolate the gap between the two-design and the three-design. The size of the set being sampled from reduces from $\mathcal{O}(2^{m^2})$ (for the exact unitary 3-design by using the Clifford group) to $\mathcal{O}(2^m)$, although the need to sample exactly from the uniform ensemble of the SL$(2, 2^m)$-subgroup requires sampling from another set of unitaries of size $\mathcal{O}(2^m)$. The scheme converges to a 3-design and the authors provide the convergence rate $\mathcal{O}(5 \log m + \log 1/\epsilon)$. After a detailed study of the paper, we found that the convergence rate of their scheme is closer to $\mathcal{O}(\frac{3}{2} m + \log 1/\epsilon)$.

In this work we present a scheme to implement an asymptotic unitary 3-design by
directly randomising over transvections. The scheme employed will be as follows.

(i) Uniform sampling over the Pauli group.

(ii) Uniform sampling over a set of transvection Cliffords. This step has to be performed iteratively.

That the second step is iterative means that it has to be implemented a certain number of times (say, \(k\)) to converge to a unitary 3-design. In the asymptotic \(k \rightarrow \infty\) limit, the scheme gives us an exact unitary 3-design. For any such asymptotic scheme, one is interested in the rate of convergence.

The iterative scheme amounts to applying a Markov chain on the group algebra of \(C_m\). Furthermore, since transvections are generators of the Clifford group, this Markov chain is irreducible. By the Perron-Frobenius theorem one is guaranteed that the scheme will converge to a uniform Clifford design [35]. As we mentioned above, a uniform Clifford design is an exact 3-design. Hence, asymptotically, our scheme gives a unitary 3-design.

A. Main results: Overview

We prove the following results.

(i) The rate of convergence for the unitary 3-design is \(k = O(m + \log 1/\epsilon)\).

(ii) The rate of convergence for the asymptotic unitary 2-design is \(k = O(\log 1/\epsilon)\).

(iii) Partial decomposition of the three-copy adjoint representation of the Clifford group.

One can anticipate the optimal rates of convergence for any asymptotic unitary design as follows: since a minimal unitary 2-design has \(O(2^m)\) elements [56], one anticipates that any convergent and iterative scheme (like ours and also the scheme in [23]), which randomly samples among \(2^m\) elements during a single step, and such that there is negligible
overlap between the cumulatively sampled elements after any number of steps, will converge to the minimal design in $O\left(\frac{m}{n}\right)$ iterations. Similarly since the Clifford group has $O\left(2^{m^2}\right)$ elements, one anticipates that the optimal convergence rate to be $O\left(\frac{m^2}{n}\right)$. For $n = O\left(m\right)$, Theorems 2 and 3 are consistent with this anticipation. See Remark 7 for further elaboration of this point, and also see [61]).

While efficient construction of quantum circuits for Clifford unitaries are known and well-studied [24, 36–39], one is still interested in studying new schemes adapted to different architectures. For instance, for most architectures, quantum circuits are compiled with single-qubit and two-qubit gates. The reason being that multiqubit gates are still quite noisy on these architectures. Transvection Cliffords are generally multiqubit Cliffords. Thus the implementation of our scheme will require a circuit compilation for transvections into single-qubit and two-qubit gates on such aforesaid architectures. That being said, in recent years multi-qubit gates are also being experimentally realised, particularly so for ion-trap quantum computers [44–46]. This makes it conducive to study various schemes adapted to multiqubit gates.

Aside from the practical reasons mentioned above, this scheme offers a useful tool to study the representation theory of the Clifford group. In particular, we found that the eigenspaces of the 3-copy adjoint representation of the Clifford group are also eigenspaces of the quantum channel which represents the scheme. In [40] Helsen et. al. gave a complete decomposition of the 2-copy adjoint representation of the Clifford group into irreducible subspaces. We recover some of these subspaces in the 3-copy case by constructing intertwiners between the subrepresentations found in [40] and subrepresentations in the 3-copy case. Furthermore, we obtain some new invariant subspaces. About some of these invariant subspaces, we conjecture that they are irreducible. The 2-copy adjoint representation [40] has found applications in randomized benchmarking [11, 41, 42]. Other works and, also applications of the representation theory of the Clifford group have also been found [43, 48–50, 60]. In our work we further develop the representation theory of the
Clifford group. We believe that this would also be of significant interest to members of the quantum information and quantum computation community.

II. PRELIMINARIES AND NOTATION

The quantum system we study is that of $m$-qubits. The Hilbert space is isomorphic to $\mathbb{C}^N$, where $N = 2^m$. We will be working with a system of $t$ copies of $m$-qubits, whose Hilbert space dimension is $2^{tm}$. The complex vector space of linear operators on such a system will be denoted by $\mathcal{B} \left( \mathbb{C}^N \otimes t \right)$. By the support of a linear operator $A$ on an inner product vector space $V$, we mean the orthogonal complement in $V$ of the kernel of $A$, i.e., $\ker(A)$.

$$\text{supp}(A) = \{ \mathbf{v} \in V, \ | \langle \mathbf{w} | \mathbf{v} \rangle = 0, \ \forall \mathbf{w} \in \ker(A) \}.$$  \hfill (1)

A quantum state $\rho$ will be a linear operator in $\mathcal{B} \left( \mathbb{C}^N \otimes t \right)$, such that $\rho \geq 0$ and $\text{tr} \rho = 1$. A quantum channel is a trace preserving and completely positive linear map on $\mathcal{B} \left( \mathbb{C}^N \otimes t \right)$. The $\diamond$-norm is a distance measure between two quantum channels $\Phi$ and $\Psi$, i.e.,

$$\| \Phi - \Psi \|_{\diamond} = \sup_{\rho} \| \Phi \otimes \text{id} (\rho) - \Psi \otimes \text{id} (\rho) \|_1,$$ \hfill (2)

where $\| (\cdot) \|_1$ is the one-norm on $\mathcal{B} \left( \mathbb{C}^N \otimes t \right)$: $\| A \|_1 = \text{tr} \sqrt{A^\dagger A}$, and $\text{id}$ is the identity quantum channel. In the RHS of equation (2), the quantum channels $\Phi \otimes \text{id}$ and $\Psi \otimes \text{id}$ act on two copies of $tm$-qubit systems. $\Phi$ and $\Psi$ act on the first of these two copies, whereas $\text{id}$ acts trivially on the second copy.

Let $\{U_i\}_i$ be a finite subset of $U(N)$ of size $n$. Let $p_i > 0$ be a non-zero probability distribution over $i$. Then an ensemble $\mathcal{E}$ is defined as

$$\mathcal{E} := \{ (p_i, U_i) \mid i \in \{1, 2, \cdots n\} \}.$$ \hfill (3)

The $t$-fold twirl of $X$ in $\mathcal{B} \left( \mathbb{C}^N \otimes t \right)$ by $\mathcal{E}$ is the quantum channel $\mathcal{G}_\mathcal{E}$ which implements the
following transformation on an input $X$,

$$
G_E(X) := \sum_{i=1}^{n} p_i \ U_i \otimes \ U_i^\dagger \otimes t \ X \ U_i^\dagger \otimes t.
$$

**Definition 1.** The unitary group $U(N)$ admits a unique left and right translation invariant measure, $\mu$, known as the Haar-measure. A random matrix in $U(N)$ which is distributed according to the Haar-measure is called a Haar-random unitary.

The $t$-fold twirl of a quantum state by the Haar measure will be denoted by $G_H$, namely,

$$
G_H(\rho) := \int d\mu(U) \ U \otimes t \ \rho \ U^\dagger \otimes t.
$$

**Definition 2.** A unitary $t$-design is a finite ensemble of unitaries $\{p_i, U_i\}_{i=1}^{n}$ whose moments of order less than or equal to $t$ equal that of the Haar measure.

The definition of a unitary $t$-design can be cast in many equivalent forms (see [54] for many different forms and proofs of their equivalence). We will use the following one. An ensemble of unitaries $E$ is a unitary $t$-design if and only if its $t$-fold twirl is the same as the $t$-fold twirl by the Haar-measure:

$$
\int d\mu(U) \ U \otimes t \ \rho \ U^\dagger \otimes t = \sum_{i=1}^{n} p_i \ U_i \otimes t \ \rho \ U_i^\dagger \otimes t.
$$

**Definition 3.** An $\epsilon$-approximate unitary $t$-design is an ensemble of unitaries $E$ whose $t$-fold twirl is within $\epsilon$ $\diamondsuit$-norm distance of a unitary $t$-design, i.e.,

$$
\| G_E - G_H \|_\diamondsuit \leq \epsilon.
$$

**Definition 4.** An asymptotic unitary $t$-design is an ensemble of unitaries $E$, whose $t$-fold twirl denoted by $G$, when iterated $k$ times, implements a unitary $t$-design in the $k \to \infty$:

$$
\lim_{k \to \infty} G^k = G_H,
$$

where by $G^k$ we mean $G \circ G \cdots \circ G$, $k$ times.
One typically asks is how fast the convergence is. Explicitly, given some $\epsilon > 0$, one wants to know some $k$, so that

$$\| \mathcal{G}^k - \mathcal{G}_H \|_\diamond \leq \epsilon.$$  \hfill (9)

Here $k$ is measured in terms of the order of magnitude in $m$ and $\epsilon$: one seeks a function $f(m, \epsilon)$ such that for $m \geq m_0$ and $\epsilon \leq \epsilon_0$, $k \geq f(m_0, \epsilon_0)$. One expects $f$ to be of the following form: $f(m, \epsilon) = \text{poly}(m) + \log 1/\epsilon$. When this is the case one says that $k = \mathcal{O}(\text{poly}(m) + \log 1/\epsilon)$.

A. Pauli group

The single qubit Pauli group is generated by three unitary operators $X$, $Z$ and $i\mathbb{I}_2$, where

$$X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$ \hfill (10)

and by $\mathbb{I}_2$ we mean the $2 \times 2$ identity matrix. The $m$-qubit Pauli group will be denoted by $\hat{\mathcal{P}}_m$. It is the $m$-fold direct product of the single-qubit Pauli group, i.e.,

$$\hat{\mathcal{P}}_m = \hat{\mathcal{P}}_1 \otimes \hat{\mathcal{P}}_1 \otimes \cdots \otimes \hat{\mathcal{P}}_1.$$ \hfill (11)

The order of $\hat{\mathcal{P}}_m$ is $4N^2$. $\hat{\mathcal{P}}_m$ has a non-trivial centre: $\mathcal{Z}(\hat{\mathcal{P}}_m) = \langle i\mathbb{I}_N \rangle$, and it has 4 elements. $\mathcal{Z}(\hat{\mathcal{P}}_m)$ is a normal (invariant) subgroup of $\hat{\mathcal{P}}_m$, and the factor group is $\overline{\mathcal{P}}_m$:

$$\overline{\mathcal{P}}_m = \hat{\mathcal{P}}_m / \mathcal{Z}(\hat{\mathcal{P}}_m),$$ \hfill (12)

$$E \in \hat{\mathcal{P}}_m \longrightarrow [E] = \{ \pm E, \pm i E \} \in \overline{\mathcal{P}}_m,$$ \hfill (13)

where the following composition law can be consistently defined on $\overline{\mathcal{P}}_m$:

$$[E].[F] = [EF], \forall E, F \in \hat{\mathcal{P}}_m.$$ \hfill (14)
Hence $P_m$ is an abelian group. We earlier chose coset representatives for each element of $P_m$, such that they were self-adjoint. These also form a convenient choice for a basis for the operator space on the $m$-qubit system. Later, it will be seen that it is an orthogonal basis for this operator space (see Section IV C). For convenience we define another related set $P_m$ as

$$P_m := P_m \setminus \{1\}. \quad (15)$$

Next, $P_m \simeq \mathbb{F}_2^{2m}$, which is the $2m$-dimensional vector space over field $\mathbb{F}_2$, and the ‘group composition law’ is addition.

**Theorem 1.**

$$P_m \simeq \mathbb{F}_2^{2m}. \quad (16)$$

For proof, see Appendix A 1. For some fixed choice of isomorphism \(^1\) map $a \in \mathbb{F}_2^{2m}$ to $E \in P_m$, then we label $E$ as $E(a)$. Note that $E(0) = 1$. From the proof in Appendix A 1, we see that the commutation relation between two Paulis $E(a)$ and $E(b)$ is

$$E(a) E(b) = (-1)^{\langle a, b \rangle} E(b) E(a), \quad (17)$$

where $\langle \cdot, \cdot \rangle : \mathbb{F}_2^{2m} \times \mathbb{F}_2^{2m} \rightarrow \mathbb{F}_2$ is the symplectic bilinear form defined on $\mathbb{F}_2^{2m}$

$$\langle a, b \rangle := a^T \Omega_{2m} b, \quad (18)$$

where $b$ in $\mathbb{F}_2^{2m}$ is represented by a $2m$ bit column vector, and $a^T$ represents a $2m$ bit row vector, and where $\Omega$ is the $2m \times 2m$ matrix which takes the form

$$\Omega = \begin{pmatrix} 0_m & 1_m \\ 1_m & 0_m \end{pmatrix}. \quad (19)$$

Note that $\langle a, a \rangle = 0$. Equation (17) tells us that when $\langle a, b \rangle = 0$, then $E(a)$ and $E(b)$ commute whereas when $\langle a, b \rangle = 1$, then $E(a)$ and $E(b)$ anti-commute. We will use the

\(^1\) The isomorphism isn’t unique - we construct a specific isomorphism in Appendix A 1.
Pauli basis of $\mathcal{B}\left(\mathbb{C}^{N\otimes t}\right)$, i.e., for $E(a_1), E(a_2), \cdots, E(a_t) \in \mathcal{P}_m$, tensor products of the form $E(a_1) \otimes E(a_2) \cdots \otimes E(a_t)$ will be basis vectors. For all proofs in Section IV, we will use elements in $\mathcal{B}\left(\mathbb{C}^{N\otimes t}\right)$ as vectors in a vector space, and not as linear operators on $\mathbb{C}^{N\otimes t}$. Hence it will prove convenient to simplify the notation as follows.

$$\frac{1}{\sqrt{N^t}} E(a_1) \otimes E(a_2) \otimes \cdots \otimes E(a_t) \rightarrow |a_1, a_2, \cdots, a_t\rangle, \forall a_1, a_2, \cdots, a_t \in \mathbb{F}_2^m.$$  \hspace{1cm} (20)

For any other $A \in \mathcal{B}\left(\mathbb{C}^{N\otimes t}\right)$, we simply use the notation $A \rightarrow |A\rangle$.

B. The Clifford group

The Clifford group $\mathcal{C}_m$ is the normaliser of the Pauli group $\mathcal{P}_m$ in the $m$-qubit unitary group $U(N)$, i.e., it is the set of all those unitaries $U \in U(N)$ such that for any $E \in \mathcal{P}_m$, we have

$$U E U^\dagger = \pm F, \text{ for some } F \in \mathcal{P}_m.$$  \hspace{1cm} (21)

C. Transvection Cliffords

We define transvection Cliffords as follows. For each $E \in \mathcal{P}_m$, choose any other $F \in \hat{\mathcal{P}}_m$, and define the following linear operator:

$$U_{E,F} := \frac{1}{\sqrt{2}} (F + iE F).$$  \hspace{1cm} (22)

Note that $U_{E,F}$ defined in equation (22) is a Clifford unitary because for $X \in \mathcal{P}_m$,

$$U_{E,F} X U_{E,F}^\dagger = \begin{cases} 
\pm X, \text{ when } [E, X] = 0, \\
\pm i E X, \text{ when } \{E, X\} = 0.
\end{cases}$$  \hspace{1cm} (23)

Remark 1. Later one we will also define transvections as a special case of symplectic matrices in $\text{Sp}(2m, \mathbb{F}_2)$. To distinguish between both kinds of transvections, we will refer
to the Clifford unitaries as transvection Cliffords, and to the symplectic matrices simply as transvections.

III. MAIN RESULTS

We prove the main results in the following two subsections. In Subsection III A we give the main results of the asymptotic unitary 2- and 3-designs, and in Subsection III B we present a partial decomposition of the three-copy adjoint representation of the Clifford group $C_m$ on $m$-qubits.

A. Asymptotic unitary 2- and 3-designs

We state and prove the main results using the definition of a unitary $t$-design by twirling. To do this, we imagine that one is implementing the Scheme 1. For that we need two definitions.

**Definition 5** (Pauli ensemble). We define the Pauli ensemble $\mathcal{P}$ to be the uniform ensemble of Paulis in $\mathcal{P}_m$, namely,

$$\mathcal{P} := \left\{ \left( \frac{1}{N^2}, E \right), \forall E \in \mathcal{P}_m \right\}.$$  

The $t$-fold twirl over $\mathcal{P}$ will be denoted by $G_\mathcal{P}$:

$$G_\mathcal{P}(X) := \frac{1}{N^2} \sum_{E \in \mathcal{P}_m} E^{\otimes t} X E^{\otimes t}. \quad (25)$$

**Definition 6** (Ensemble of transvection Cliffords). We construct an ensemble of transvection Cliffords as follows: for each $E \in \mathcal{P}_m$, choose some $F \in \hat{\mathcal{P}}_m$, such that $\{E, F\} = 0$ (see Remark 2), and collect all such $U_{E,F}$ in a set. The set has $N^2$ elements, one element for each $E$. Each $U_{E,F}$ has a probability $\frac{1}{N^2}$.  
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The $t$-fold twirl by $\mathcal{T}$ will be denoted by $\mathcal{G}_T$: $\forall X \in \mathcal{B}(\mathbb{C}^{N^\otimes t})$

$$
\mathcal{G}_T(X) := \frac{1}{N^2} \sum_{U_{E,F} \in \mathcal{T}} U^\otimes_{E,F} (X) \left(U^\dagger_{E,F}\right)^\otimes. 
$$

The $t$-fold twirl by $\mathcal{T}$ will be denoted by $\mathcal{G}_T$: $\forall X \in \mathcal{B}(\mathbb{C}^{N^\otimes t})$

$$
\mathcal{G}_T(X) := \frac{1}{N^2} \sum_{U_{E,F} \in \mathcal{T}} U^\otimes_{E,F} (X) \left(U^\dagger_{E,F}\right)^\otimes. 
$$

**Scheme 1** (Formal statement of scheme.). This scheme is implemented in $t$ copies of $m$ qubit systems. Let $\mathcal{P}$ and $\mathcal{T}$ be some Pauli and transvection ensembles for $m$-qubit systems as in Definition 5 and Definition 6. Then scheme is as follows.

- Sample from $\mathcal{P}$ once, and rotate the input state $\rho$ by the sampled Pauli.

- Perform the following step $k$ times: sample once from $\mathcal{T}$, and rotate the input state $\rho$ by the sampled transvection Clifford.

We first present two theorems on the optimal rate of convergence for an asymptotic unitary $t$-designs, where $t = 2$ and $t = 3$.

**Theorem 2** (Technical version of Theorem 1). The Scheme 1 implements an asymptotic unitary 2-design for $m \geq 2$. The convergence rate of this scheme for $m \geq 3$ is as follows.

for any $\epsilon > 0$, when $k \geq 6 + 5/4 \log 1/\epsilon \implies \| \mathcal{G}_T^k \circ \mathcal{G}_P - \mathcal{G}_H \|_\diamond < \epsilon, \quad (28)$

where

1. $\mathcal{G}_P$ denotes the quantum channel which implements the 2-fold twirl by the uniformly sampling Paulis in $\overline{\mathcal{P}}_m$.

2. $\mathcal{G}_T$ denotes the quantum channel which implements the 2-fold twirl by uniformly sampling $N^2$ transvections in $\mathcal{T}$.
Theorem 3. The Scheme in 1 implements an asymptotic unitary 3-design for \( m \geq 3 \). The convergence rate for this scheme is as follows:

\[
\text{for } \epsilon > 0, \text{ when } k > \frac{3m + \log \frac{1}{\epsilon}}{1 - \log \left(1 + \frac{4}{N} + \frac{1}{2N(N-2)}\right)} \implies \| G_T^k \circ G_P - G_H \|_\diamond < \epsilon,
\]

where

1. \( G_P \) denotes the quantum channel which implements the 3-fold twirl by the uniformly sampling Paulis in \( \mathcal{P}_m \).

2. \( G_T \) denotes the quantum channel which implements the 3-fold twirl by uniformly sampling \( N^2 \) transvections in \( T \).

Corollary 1. The Scheme 1 will also work by reversing the order of the steps, or by twirling over \( \mathcal{P} \) at some intermittent point in between two successive iterations of the \( k \)-time \( T \) twirl.

For the proofs, see Subsection IV E. We give the outline of the proofs here.

Outline of proofs for Theorems 2 and 3: We prove the following two things.

(i) \( G_T \circ G_P - G_H \) is a diagonalizable linear operator acting on \( \mathcal{B} \left( \mathbb{C}^{N \otimes t} \right) \).

(ii) The largest eigenvalue of \( G_T \circ G_P - G_H \) is less than 1. Also it scales as \( O(1) \) with \( m \).

(iii) For the \( t = 2 \) case, the convergence (viz, \( k = O \left( \log \frac{1}{\epsilon} \right) \)) will be separately proved.

For the \( t = 3 \) case, the convergence (viz \( k = O \left( m + \log \frac{1}{\epsilon} \right) \)) is straightforward to evaluate.

\[ \square \]
Remark 2. We defined transvection Cliffords as $U_{E,F} = \frac{1}{2}(1 + iE)F$. While this is a Clifford unitary for either cases: $[E,F] = 0$ and $\{E,F\} = 0$, it is self-adjoint only when $\{E,F\} = 0$. We will later on see that we require the $U_{E,F}$’s to be self-adjoint (or skew-adjoint) in order for $G_T$ to be self-adjoint as a super-operator (see Lemma 3). Note that $G_T$ has been defined with only $N^2$ transvection Cliffords. If one were to choose $[E,F] = 0$ instead, then instead of having only $N^2$, we would need $2N^2$ transvection Cliffords in order for $G_T$ to be a self-adjoint superoperator.

Remark 3. Since the Clifford group is a unitary 3-design, Theorem 3 can also be viewed as the statement that Scheme 1 implements an asymptotic Clifford design.

Remark 4. Directly proving the convergence rates in Theorems 2 and 3 automatically proves that the Scheme gives us an asymptotic unitary 2- and 3-design.

Remark 5. When $E = 1$, $U_{E,F} = e^{\pm i\pi/4}F$. We choose to include the $U_{1,F}$ as transvection Cliffords as well. Not doing so doesn’t affect the results.

Remark 6. One can define the naive composition of ensembles $E$ and $F$ as follows: for $(p_i, U_i) \in E$ and $(q_j, W_j) \in F$,

$$E \circ F := \{ (p_i q_j, U_i W_j) \mid \forall \text{indices } i, j \} .$$

(30)

Denote by $E^k$ the $k$-time self-composed ensemble, i.e., $E \circ E \circ \cdots \circ E$. Then one sees that $G_T^k \circ G_P = G_T^{k \circ P}$. Thus, $G_T^k \circ G_P$ is also realizable as $t$-fold twirl over an ensemble - in this case $T^k \circ P$. And the scheme amounts to sampling once from this ensemble, and rotating the input state $\rho$ by the sampled Clifford.

Remark 7. The convergence rates in Theorems 2 and 3 may be anticipated from the following arguments. In the group algebra of $\mathbb{C}C_m$ (for the concept of a group algebra, see [59]), one may represent the uniform ensemble of transvections $T$ as follows,

$$T = \sum_{\tau \in T} p(\tau) \tau,$$

(31)
where \( \tau \) represents a transvection element in \( C_m \), and \( p : C_m \rightarrow \mathbb{C} \), is a probability distribution on \( C_m \), such that
\[
p(g) = \begin{cases} 
\frac{1}{N^2} & \text{when } g \text{ is a transvection,} \\
0, & \text{otherwise.}
\end{cases}
\] (32)

The ensemble generated by composing \( T \) with itself, i.e., the ensemble corresponding to \( T \circ T \) (see Remark 6) is then represented by
\[
T \circ T = \sum_{g \in C_m} ( [p \ast p](g)) g,
\] (33)
where \( g \) represents a group element in the group algebra \( \mathbb{C}C_m \), \( p \ast p \) represents the group convolution of \( p \) with itself, that is
\[
(p \ast p)(g) = \sum_{h \in G} p(h)p(h^{-1}g). \] (34)

While \( p \) is a uniform probability on \( N^2 \) elements of \( C_m \), \( p \ast p \) is approximately a uniform distribution on \( N^4 \) elements of \( C_m \). Similarly, \( p \ast p \cdots \ast p \) (\( k \)-times) is approximately a uniform distribution on \( N^{2k} \) elements of \( C_m \). This may be computed easily using the definition of transvections in Eq. (22) (or even Eq. (64)). Thus a finite number of iterations gives an approximately uniform distribution on \( \text{SL}(2,2^m) \) which is a 2-design, whereas \( \mathcal{O}(m) \) iterations give an approximately uniform distribution on \( C_m \), which is a 3-design. We refer the interested reader to [61] for more along the same line of reasoning.

**On the optimality of this scheme:** If the cardinality of the support of the probability measure \( p \ast p \cdots \ast p \) (\( k \)-times) would’ve grown as \( o(N^{2k}) \), and the distribution on this support not been (approximately) uniform (in order of magnitude terms), the order of magnitude of iterations required for convergence would’ve been higher. In this sense, the scheme is optimal.
B. Subrepresentation of the three-copy adjoint representation of the Clifford group $C_m$: partial decomposition

Here we give some of the subrepresentations carried by the 3-copy adjoint representation of the Clifford group. For convenience we will use the Pauli basis to represent the subspaces which the subrepresentations act on (see Subsection II A). We obtain subspaces which lie in the following subspace of $\mathcal{B} \left( \mathbb{C}^{N^\otimes 3} \right)$.

$$\text{span} \left\{ |a, b, c\rangle \mid a, b, c \in \mathbb{F}_2^{2m}, \text{ such that } a + b + c = 0 \right\}.$$  \hspace{1cm} (35)

We begin with an important lemma.

**Lemma 1.** Of the subrepresentations in the single-copy and two-copy adjoint representations, the ones which act on the trivial representation of the Pauli group are the only ones which appear in the subspace in equation (35).

This is because the Pauli group also acts trivially on the subspace in equation (35).

We now give the subrepresentations we found. The case where $a, b, c = 0$ corresponds to the identity $\mathbb{1}$ operator, and it is trivial to see that the Clifford group acts trivially on the subspace spanned by this. When $a = b$ and $c = 0$ (or any permutation thereof), we get the following invariant subspace

$$\text{span} \left\{ |a, a, 0\rangle \mid a \in \mathbb{F}_2^{2m} \right\},$$

which is a subrepresentation of the Clifford group, and also easily seen to be isomorphic to the diagonal sector which was given in [40] (see Lemma 4 in [40]). The subspace which remains is such that $a, b, c \neq 0$. Some of the subrepresentations which appear in this subspace, have appeared before in the single copy adjoint representation of the Clifford group and the two-copy adjoint representation of the Clifford group [40]. The remaining subrepresentations which we obtain, haven’t appeared so far, in works which we are aware
of. Some of these subrepresentations are reducible, but we haven’t been able to reduce them further, while we are not sure about the remaining ones. First, we need to define the action of the symmetry group $S_3$ on $B \left( \mathbb{C}^N \otimes 3 \right)$. For any permutation $\sigma \in S_3$, define its representation $W_{\sigma}$ to have the following action

$$W_{\sigma} |a_1, b_1, c_1\rangle = |a_{\sigma^{-1}(1)}, a_{\sigma^{-1}(2)}, a_{\sigma^{-1}(3)}\rangle,$$

where we have defined the action of $W_{\sigma}$ on arbitrary Pauli operators, for $a_1, a_2$ and $a_3$ in $\mathbb{F}_2^{2m}$.

**Theorem 4.** In the following, we give some invariant subspaces which lie in the following subspace:

$$\text{span} \{ |a, b, a+b\rangle | a, b \in \mathbb{F}_2^{2m}, \text{such that } \langle a, b \rangle = 1 \}.$$  

To define these invariant subspaces, we need to define the following. For any $a \in \mathbb{F}_2^{2m}$, $b \in \mathbb{F}_2^{2m}$ such that $\langle a, b \rangle = 0$, we define

$$|\hat{a}; b\rangle := -|\hat{a}; a+b\rangle := \sqrt{\frac{2}{N}} \sum_{h: (a,b)=1} (-1)^{(h,b)} |a, h, a+h\rangle.$$  

(37)

(i) Define $V_{d}^{(nc)}$ as

$$V_{d}^{(nc)} := \text{span} \{ |\hat{a}\rangle | a \in \mathbb{F}_2^{2m} \}, \text{where } |\hat{a}\rangle := |\hat{a}; 0\rangle \text{ (See equation (37)).}$$  

(38)

This subspace carries a subrepresentation of $C_m$, and it is equivalent to the subrepresentation carried by the diagonal sector subspace in [40] (see Lemma 4 in [40]), with the intertwiner\(^2\) given by (we restrict the action of the intertwiner to the diagonal sector)

$$L^{d\rightarrow(nc)} |a, a\rangle = |\hat{a}\rangle, \forall a \in \mathbb{F}_2^{2m},$$

(39)

where $|a, a\rangle \in B \left( \mathbb{C}^N \otimes 2 \right)$ and $|\hat{a}\rangle$ is given by equation (37) for the choice $b = 0$. The subspace $V_{d}^{(nc)}$ carries three irreducible representations of the Clifford group.

---

\(^2\) For an explanation of an intertwiner, please see equation (52).
(ii) For \( b = 1, 2, \)

\[
V_b^{(nc)} := \text{span} \left\{ |\pm\rangle = \sum_{x \in \mathbb{F}_{2^m}^*} \lambda_x |A(x)\rangle \left| \sum_{y \in \mathbb{F}_{2^m}^*, \langle y,x \rangle = 0} \lambda_y = \pm \frac{N}{2} \lambda_x, \sum_{x \in \mathbb{F}_{2^m}^*} \lambda_x = 0. \right. \right\}
\]

(40)

where

\[
|A(a)\rangle := \sum_{\substack{h \in \mathbb{F}_{2^m}^*, \langle h,a \rangle = 0 \\backslash h \neq a, \, 0}} |\hat{h}; a\rangle.
\]

(41)

The above subspaces carry subrepresenations of \( C_m \) which are equivalent to the subrepresentations of \( C_m \) carried by the subspaces \( V_1 \) and \( V_2 \) defined in Lemma 4 of [40].

(iii) Define the projector, \( P_S \) as

\[
P_S := \frac{1}{3} \left( 1 + W_{[(123)]} + W_{[132]} \right).
\]

(42)

Then the following is an invariant subspace of the adjoint representation of the Clifford group.

\[
V_{\text{null},S}^{(nc)} := \text{span} \left\{ P_S \left( |\hat{a}; b\rangle + |\hat{b}; a + b\rangle + |a + b; a\rangle \right) \mid \forall a, b \in \mathbb{F}_{2^m}^*, a \neq b, \langle a, b \rangle = 0 \right\}.
\]

(43)

(iv) Define the projector \( P_1 \) in as

\[
P_1 := \frac{1}{3} \left( 2 \mathbb{1} - \left( W_{[(123)]} + W_{[132]} \right) \right).
\]

(44)

Then the following is an invariant subspace of the adjoint representation of the Clifford group.

\[
V_{\text{null},1}^{(nc)} := \text{span} \left\{ P_1 \left( |\hat{a}; b\rangle + |\hat{b}; a + b\rangle + |a + b; a\rangle \right) \mid \forall a, b \in \mathbb{F}_{2^m}^*, a \neq b, \langle a, b \rangle = 0 \right\}.
\]

(45)
(v) The intersection of the orthogonal complements of all above subspaces within
\[ \text{span} \{ |a, b, a + b\rangle + |a, a + b, b\rangle \mid \langle a, b \rangle = 1 \}, \text{ i.e.,} \]
\[ \text{span} \{ |a, b, a + b\rangle + |a, a + b, b\rangle \mid \langle a, b \rangle = 1 \} \cap \left( V^{(nc)}_d \oplus V^{(nc)}_{\text{null}} \oplus V^{(nc)}_1 \oplus V^{(nc)}_1 \right)^\perp, \]
(46)

where the superscript $\perp$ denotes the orthogonal complement of a subspace, and

\[ V^{(nc)}_{\text{null}} := V^{(nc)}_{\text{null,S}} \oplus V^{(nc)}_{\text{null,1}}. \]

The proof is given in Appendix G.

**Remark 8.** The subrepresentations carried by the subspaces $V^{(nc)}_{\text{null,S}}$ and $V^{(nc)}_{\text{null,0}}$ haven’t appeared among the subrepresentations in the single-copy and two-copy adjoint representations of the Clifford group.

Define $W$ as

\[ W := W_{[123]} - W_{[132]}. \]

Then we have

**Theorem 5.** Let $V^{(nc)}_{\text{irrep}}$ be any irreducible subrepresentations contained in $V^{(nc)} \cap \text{supp} W$, where $x = d, 1, 2, \text{null}^3$ and also let $S_3$ act non-trivially on $V^{(nc)}_{\text{irrep}}$. Then $W V^{(nc)}_{\text{irrep}}$ carries an isomorphic irreducible representation.

The proof is given in Appendix H.

**Theorem 6.** In the following, we give some invariant subspaces which lie in the following subspace:

\[ \text{span} \left\{ |a, b, a + b\rangle \mid a, b \in \mathbb{F}_{2^m}^2, \text{ such that } \langle a, b \rangle = 0, \text{ and } a \neq b \right\}. \]

---

$^3$ These irreducible subrepresentations are contained in the subrepresentations mentioned in Theorem 4.
To define these invariant subspaces, we need to define the following. For any $a \in \mathbb{F}_2^{2m}$, we define

$$|\bar{a}\rangle := \sqrt{\frac{2}{N}} \sum_{h : \langle h, a \rangle = 0, h \neq 0, a} |a, h, a + h\rangle.$$ \hspace{1cm} (48)

Using the above, we define the following subspace.

$$V_d^{(c)} := \text{span}\left\{ |\bar{a}\rangle \mid a \in \mathbb{F}_2^{2m} \right\}.$$ \hspace{1cm} (49)

This subrepresentation is isomorphic to the diagonal sector in [40] (see Lemma 4 in [40]), with the intertwiner given by

$$L_{d \to (c)} |a, a\rangle = |\bar{a}\rangle, \forall a \in \mathbb{F}_2^{2m},$$ \hspace{1cm} (50)

where $|a, a\rangle \in B(\mathbb{C}^{N \otimes 2})$. The subspace $V_d^{(c)}$ carries three irreducible representations of the Clifford group.

The proof is the identical to the proof of the subspace $V_d^{(nc)}$ in Theorem 4.

IV. PROOFS

While the proofs of Theorems 2 and 3 are covered in subsection IV E, prerequisites of the proofs are given in the next few subsections.

A. Basics: representations of finite groups on finite dimensional complex vector spaces

Let $G$ be a finite group. A representation of $G$ on $\mathbb{C}^d$ is a map $\Lambda : G \rightarrow B(\mathbb{C}^d)$ which satisfies the following.

$$\Lambda(g) \Lambda(h) = \Lambda(g.h), \forall g, h \in G.$$ \hspace{1cm} (51)
If there exists a subspace $W$ in $\mathbb{C}^d$ such that for all $w \in W$, $\Lambda(g)w \in W$, then $\Lambda$ is said to be a reducible representation and $W$ is said to be an invariant subspace of $\mathbb{C}^d$ under the action of $\Lambda$, and $\Lambda$ restricted to $W$, i.e., $\Lambda_W := \Lambda|_W$ is a sub-representation of $\Lambda$. If no such $W$ exists then $\Lambda$ is said to be irreducible. For two representations $\Lambda_1$ on $\mathbb{C}^{d_1}$ and $\Lambda_2$ on $\mathbb{C}^{d_2}$, if there exists a non-singular linear operator $X : \mathbb{C}^{d_1} \rightarrow \mathbb{C}^{d_2}$, such that

$$\Lambda_2(g)X|v_1\rangle = X\Lambda_1(g)|v_1\rangle, \forall |v_1\rangle \in \mathbb{C}^{d_1}, \text{ and } \forall g \in G,$$

then $\Lambda_1$ and $\Lambda_2$ are said to be equivalent representations, and $X$ is called the intertwiner between them. If $\Lambda_1$ and $\Lambda_2$ are such that the only solutions for $X$ are singular, then $\Lambda_1$ and $\Lambda_2$ are said to inequivalent representations. If $d_1 \neq d_2$, $\Lambda_1$ and $\Lambda_2$ are inequivalent.

Given the Euclidean inner product on $\mathbb{C}^d$, and some representation $\Lambda$ on $\mathbb{C}^d$, there exists an equivalent unitary representation of $\Lambda$ on $\mathbb{C}^d$. We henceforth assume that all representations of all groups are unitary, i.e., $\Lambda : G \rightarrow U(d)$. For finite dimensional groups, one can decompose a vector space $\mathbb{C}^d$ as a direct sum of orthogonal subspaces, $\mathbb{C}^d = \bigoplus_k W_k$, such that $W_k$ are invariant under $\Lambda$, and $\Lambda$ restricted to $W_k$, i.e., $\Lambda|_{W_k}$ is irreducible.

### B. Important lemmas in the Pauli group

Let $\mathbb{F}_2^{2m}$ denote $\mathbb{F}_2^{2m} \setminus \{0\}$. We will need the following lemma repeatedly for this work. Their proofs are given in Appendix A 2.

**Lemma 2.** Let $a \in \mathbb{F}_2^{2m}$. The number of $b \in \mathbb{F}_2^{2m}$ which satisfy the equation $\langle a, b \rangle = 1$ equals $\frac{N^2}{2}$, and the number of $b \in \mathbb{F}_2^{2m}$ which satisfy the equation $\langle a, b \rangle = 0$ equals $\frac{N^2}{2}$. This set includes $a, 0$ since $\langle a, 0 \rangle = \langle a, a \rangle = 0$. More generally, for $l \leq 2m$, let $a_1, a_2, \cdots, a_l$ be a set of vectors in $\mathbb{F}_2^{2m}$, let $\dim \text{span} \{a_j\}_{j=1}^l = d$. For some fixed choice of $b \in \mathbb{F}_2^l$, the set $\{ h \in \mathbb{F}_2^{2m}, \text{s.t. } \langle a_1, h \rangle = b_1, \langle a_2, h \rangle = b_2, \cdots, \langle a_l, h \rangle = b_l \}$ has (i) no solutions of the equations $\langle a_j, h \rangle = b_j$ are inconsistent, (ii) $\frac{N^2}{2^d}$ solutions, if the equations are consistent.
C. Adjoint representation and inner product on $B (\mathbb{C}^{N \otimes t})$

We will use the well-known Frobenius inner product between two linear operators $A, B \in B (\mathbb{C}^{N \otimes t})$: for $A, B \in B (\mathbb{C}^{N \otimes t})$ represented as $|A\rangle$ and $|B\rangle$ respectively, it is defined as

$$\langle A|B \rangle = \text{tr} \ A^\dagger B.$$  

(53)

It is well-known that any quantum channel $\Phi$ admits a Kraus representation, that is, some set of operators $F_k \in B (\mathbb{C}^{N \otimes t})$, such that for any $X \in B (\mathbb{C}^{N \otimes t})$, $\Phi(X) = \sum_k F_k X F_k^\dagger$, where $\sum_k F_k^\dagger F_k = \mathbb{1}$. The inner product on $B (\mathbb{C}^{N \otimes t})$ gives us the adjoint of $\Phi$: $\Phi^\dagger$ such that for all $A, B$,

$$\text{tr} \ A^\dagger \Phi (B ) = \text{tr} \ (\Phi^\dagger (A))^\dagger B,$$

(54)

hence we have the following lemma.

**Lemma 3.** For any quantum channel $\Phi$ with Kraus operators $F_k$, $\Phi$ and $\Phi^\dagger$ are related in the following way.

$$\Phi(X) = \sum_k F_k X F_k^\dagger \implies \Phi^\dagger (X) = \sum_k F_k^\dagger X F_k.$$  

(55)

The proof is in Subsection A 3 of the Appendix.

**Corollary 2.** A sufficient condition for a quantum channel to be self-adjoint is that the adjoint of the Kraus operators $F_k$ have the following property: $F_k^\dagger = \pm F_k$. Then the quantum channel admits a spectral decomposition into orthogonal eigenspaces.

For any $U \in U(N)$, one can define the adjoint representation of $U(N)$ on $B (\mathbb{C}^{N \otimes t})$ as

$$U_U|X\rangle = U^{\otimes t} X U^{\dagger \otimes t}.$$  

(56)

Note that for any $A, B \in B (\mathbb{C}^{N \otimes t})$,

$$\langle U_U |A\rangle^\dagger (U_U |B\rangle) = \text{tr} \ \left( U^{\dagger \otimes t} A U^{\otimes t} \right)^\dagger \left( U^{\otimes t} B U^{\dagger \otimes t} \right) = \text{tr} \ A^\dagger B = \langle A|B \rangle,$$  

(57)
which proves that the adjoint representation of $U(N)$ defined by the action (56) is unitary with respect to the inner product which was defined in (53).

D. Clifford group and transvections revisited

It is well known that the quotient group of the Clifford group by the Pauli group, i.e., $C_m/\hat{P}_m$ is the symplectic group $\text{Sp} (2m, \mathbb{F}_2)$:

$$\text{Sp} (2m, \mathbb{F}_2) \simeq C_m/\hat{P}_m,$$

where $\text{Sp} (2m, \mathbb{F}_2)$ is the group of $2m \times 2m$ matrices, which satisfy the symplectic condition, i.e.,

$$S \in \text{Sp} (2m, \mathbb{F}_2) \iff S^T \Omega S = \Omega,$$

and the homomorphism between $C_m$ and $\text{Sp} (2m, \mathbb{F}_2)$ is clearly visible in the following well-known transformation law (see [57] for more details).

$$U E(a) U^\dagger = \pm E(S_U a), \forall a \in \mathbb{F}_2^m,$$

where we have denoted $S_U$ to be the symplectic transformation corresponding to the Clifford unitary $U$. Thus the adjoint representation of the Clifford group on $\mathcal{B} \left( \mathbb{C}^N \otimes t \right)$ takes the following form.

$$U_g |a_1, a_2, \cdots, a_t\rangle = \pm |S_g a_1, S_g a_2, \cdots, S_g a_t\rangle, \forall g \in C_m.$$

The adjoint transformation under some Pauli $E(h)$ is

$$U_{E(h)} |a_1, a_2, \cdots, a_t\rangle = (-1)^{h \cdot s} |a_1, a_2, \cdots, a_t\rangle, \text{ where } s = \sum_{j=1}^t a_j.$$

This gives us the action of the channel $\mathcal{G}_P$:

$$\mathcal{G}_P |a_1, \cdots, a_t\rangle = \begin{cases} |a_1, \cdots, a_t\rangle, & \text{when } \sum_{j=1}^t a_j = 0, \\ 0, & \text{otherwise}, \end{cases}$$
where we used Lemma 2 to prove the equation at the bottom. Recall from Subsection II C the definition of transvection Clifford unitaries. From equation (23), we see that the symplectic matrices for $U_{E(h), F}$ for all $F \in \mathcal{P}_m$ are

$$T_h = \mathbb{1}_{2m} + h \langle a, h \rangle, \quad T_h a = a + h \langle a, h \rangle, \quad \forall a \in \mathbb{F}^{2m}_2. \quad (64)$$

It is easily verified that $T_h^2 = \mathbb{1}_{2m}$. For $h = 0$, one gets $T_0 = \mathbb{1}_{2m}$. We also consider $T_0$ to be a transvection. Thus there are $N^2$ transvections.

**Lemma 4.** The set of all transvections $T_h$ for $h \in \mathbb{F}^{2m}_2$ forms a conjugacy class.

The proof is in Subsection A 4. The identity transvection will form a conjugacy class on its own. We will make use of the fact that the set of all transvections (identity included) is closed under conjugation by any $S \in \text{Sp}(2m, \mathbb{F}_2)$. Another important fact about transvections is that they form a generating set for $\text{Sp}(2m, \mathbb{F}_2)$ (a simple way to see this: 4). The action of $G_T$ is

$$G_T |a_1, a_2, \cdots, a_t\rangle = \frac{1}{N^2} \sum_{h \in \mathbb{F}^{2m}_2} \pm |a_1 + \langle a_1, h \rangle, a_2 + \langle a_2, h \rangle, \ldots, a_t + \langle a_t, h \rangle, h\rangle. \quad (65)$$

**Corollary 3.** $G_T$, $G_P$ and $G_H$ are self-adjoint with respect the definition of adjoint in Lemma (3). $G_P$ and $G_H$ are projectors. In particular

$$G_T \circ G_P = G_P \circ G_T, \quad (66)$$

$$G_H \circ G_T = G_P \circ G_H = G_H, \quad (67)$$

and

$$U_g \circ G_T \circ G_P = G_T \circ G_P \circ U_g, \quad \forall g \in C_m. \quad (68)$$

4 Construct the symplectic matrices for the Hadamard, phase and CNOT gates. Since the Hadamard, phase and CNOT gates generate $C_m$, and given the isomorphism in (58), their symplectic matrix versions generate $\text{Sp}(2m, \mathbb{F}_2)$. Each Hadamard and phase gate are seen to correspond to some single-qubit transvection, whereas the CNOT can be decomposed into a product of at most two transvections, one a single-qubit and the other a two-qubit transvection.
For \( t = 2 \) and \( t = 3 \),
\[
G_H = G_{C_m}.
\] (69)

The proof is in Subsection A 5. Next we prove an important lemma.

**Lemma 5.** There exists a Paul-product basis \( |a_1, a_2, \cdots, a_t\rangle \), for \( B\left( \mathbb{C}^{N^{\otimes t}} \right) \), so that whenever \( \sum_{j=1}^t a_j = 0 \), then
\[
U_g |a_1, a_2, \cdots, a_t\rangle = |S_g a_1, S_g a_2, \cdots, S_g a_t\rangle, \forall g \in C_m.
\] (70)

This is proved in Subsection A 6. Using equation (70), we get the following whenever \( \sum_{j=1}^t a_j = 0 \) for the cases \( t = 2 \) and \( t = 3 \).

\[
G_T \circ G_P |a_1, a_2, \cdots, a_t\rangle = \begin{cases} 
\frac{1}{N^2} \sum_{h \in \mathbb{F}_2^{2m}} |a_1 + \langle a_1, h \rangle h, \cdots, a_t + \langle a_t, h \rangle h\rangle, \text{ when} \\
\sum_{j=1}^t a_j = 0, \\
0, \text{ when } \sum_{j=1}^t a_j \neq 0,
\end{cases}
\] (71)

\[
G_H |a_1, a_2, \cdots, a_t\rangle = \frac{1}{|\text{Sp}(2m, \mathbb{F}_2)|} \sum_{S \in \text{Sp}(2m, \mathbb{F}_2)} |Sa_1, Sa_2, \cdots, Sa_t\rangle.
\] (72)

In the following two lemmas we give the eigenspaces of \( G_H \) for \( t = 2 \) and \( t = 3 \).

**Lemma 6.** For \( t = 2 \), \( G_H \) is as follows.
\[
G_H = |0,0\rangle\langle 0,0| + |w\rangle\langle w|, \quad (73)
\]

where \( |0,0\rangle \) represents \( E(0) \otimes E(0) \) which is \( \text{Id} \), and \( |w\rangle := \frac{1}{\sqrt{N^2 - 1}} \sum_{a \in \mathbb{F}_2^{2m}} |a, a\rangle. \)

The proof is given in Subsection A 7. For \( t = 3 \), that \( G_H \) is as follows.
Lemma 7. For \( t = 3 \), \( G_H \) takes the following form.

\[
G_H = |0, 0, 0 \rangle \langle 0, 0, 0 | + |w, 1 \rangle \langle w, 1 | + |w, 2 \rangle \langle w, 2 | + |w, 3 \rangle \langle w, 3 | + |c \rangle \langle c | + |nc \rangle \langle nc |,
\]

where \( |0, 0, 0 \rangle \) is \( \text{Id} \), \( |w, 1 \rangle = \frac{1}{\sqrt{N^2 - 1}} \sum_{a \in \mathbb{F}_2^{2m}} |a, a, a \rangle \), \( |w, 2 \rangle = \frac{1}{\sqrt{N^2 - 1}} |a, 0, a \rangle \), \( |w, 3 \rangle = \frac{1}{\sqrt{N^2 - 1}} \sum_{a \in \mathbb{F}_2^{2m}} |a, a, 0 \rangle \), and \( |C \rangle := \frac{\sqrt{2}}{\sqrt{(N^2 - 1)(N^2 - 4)}} \sum_{a,b \in \mathbb{F}_2^{2m} \atop (a,b)=0} |a,b,a+b \rangle \).

The proof is given in Subsection A 7.

Lemma 8. For \( t = 2 \), the eigendecomposition of \( G_T \circ G_P \) is given as follows.

\[
G_T \circ G_P = G_H + \frac{1}{2} \left( 1 + \frac{1}{N} \right) P_{d,+} + \frac{1}{2} \left( 1 - \frac{1}{N} \right) P_{d,-},
\]

where \( |0, 0 \rangle \) is \( \mathbb{I} \), \( |w \rangle \) is given in Lemma 6, \( P_{d,\pm} \) are projectors on the subspace spanned by vectors \( |v_\pm \rangle \) with the following properties.

\[
|v_\pm \rangle = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |a, a \rangle,
\]

where \( \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a = 0 \) and for all \( a \in \mathbb{F}_2^{2m} \), we have \( \sum_{b \in \mathbb{F}_2^{2m} \atop (a,b)=1} \lambda_b = \pm N \frac{N}{2} \lambda_a \). \( P_{d,\pm} \) has the rank \( \frac{N(N+1)N}{2} - 1 \).

The proof is given in Subsection A 8 of the Appendix. Note that we obtained the full decomposition of \( G_T \circ G_P \) because it will be needed in the proof of Theorem 2.

Lemma 9. When \( t = 3 \), the largest eigenvalue of \( G_T \circ G_T - G_H \) is less than \( \frac{1}{2} \left( 1 + \frac{1}{N} + \frac{1}{2N(N-2)} \right) \).

The proof is given in Section B of the Appendix.
E. Convergence Analysis

Proof of Theorem 2. Note that

\[
G_T^k \circ G_P - G_H = (G_T^k \circ G_P - G_H) \circ (id - G_H + G_H)
\]

\[
= (G_T^k \circ G_P - G_H) \circ G_H + (G_T^k \circ G_P - G_H) \circ (id - G_H)
\]

\[
= G_T^k \circ G_P \circ (id - G_H),
\]

(77)

\[
= \frac{1}{2^k} \left[ \left( 1 + \frac{1}{N} \right)^k P_{d,+} + \left( 1 - \frac{1}{N} \right)^k P_{d,-} \right] \circ (id - G_H)
\]

(78)

\[
= \frac{1}{2^k} \left( \nu (P_{d,+} + P_{d,-}) + \mu \frac{P_{d,+} - P_{d,-}}{N} \right) \circ (id - G_H)
\]

(79)

\[
= \frac{1}{2^k} \left( (\nu - \mu) (G_H + P_{d,+} + P_{d,-}) + 2\mu \left( G_H + \frac{1}{2} (P_{d,+} + P_{d,-}) + \frac{1}{2N} (P_{d,+} - P_{d,-}) \right) \right) \circ (id - G_H)
\]

(80)

\[
= \frac{1}{2^k} \left( (\nu - \mu) G_P + 2\mu G_T \circ G_P \circ (id - G_H) \right),
\]

(81)

where we used the following:

Step (77): \( G_T \circ G_P \circ G_H = G_H \) as proved in Corollary 3,

Step (78): the eigendecomposition of \( G_T \circ G_P \) as given in Lemma 8. Here we also use the fact that \( (1 - G_H) |0,0\rangle = (1 - G_H) |w\rangle = 0 \) (see Lemmas 6 and 8).

Step (79):

\[
\nu := \frac{1}{2} \left( \left( 1 + \frac{1}{N} \right)^k + \left( 1 - \frac{1}{N} \right)^k \right)
\]

(82)

\[
\mu := \sum_{l=0}^{k-1} \left( 1 + \frac{1}{N} \right)^l \left( 1 - \frac{1}{N} \right)^{k-1-l}
\]

(83)
Step 80: we add and subtract $G_H$ because this $G_H$ will cancel with id $- G_H$ on the right, and since $G_H^2 = G_H$ (see Lemma 8).

Step 81: we used Lemma 8.

Then we get

$$\|G_k^T \circ G_P - G_H\|_\diamondsuit = \left\| \frac{1}{2^k} ((\nu - \mu)G_P + 2\mu G_T \circ G_P \circ (\text{id} - G_H)) \right\|_\diamondsuit$$

(using step (81))

$$\leq \frac{|\mu - \nu|}{2^k} \|G_P\|_\diamondsuit + \frac{\mu}{2^{k-1}} \|G_H - G_T \circ G_P\|_\diamondsuit$$

(84)

$$\leq \frac{|\mu - \nu|}{2^k} + \frac{\mu}{2^{k-2}}$$

(85)

$$\leq \frac{5\mu + \nu}{2^k},$$

(86)

where we use the following.

Step 84: proved using norm property of diamond norm on quantum channels.

Step 85: For any quantum channel, $\Phi$, $\|\Phi\|_\diamondsuit = 1$, and for any two quantum channels $\Phi$ and $\Psi$, $\|\Phi - \Psi\|_\diamondsuit \leq 2$.

Step 86: Using

$$\mu < k \left(1 + \frac{1}{N}\right)^k, \ \nu < \left(1 + \frac{1}{N}\right)^k.$$  

(87)

Next, for given $\epsilon$, where $\epsilon > 0$, if

$$(5k + 1) \left(\frac{1 + \frac{1}{N}}{2}\right)^k \leq \epsilon,$$  

(88)
then
\[
\log_2 1/\epsilon \leq \left(1 - \log_2 \left(1 + \frac{1}{N}\right)\right) k - \log_2 (5k + 1).
\] (89)

For \(m = 3\) one sees that the RHS in the inequality (89) is positive for \(k = 6\). Graphically, one sees that
\[
\left(1 - \log_2 \left(1 + \frac{1}{N}\right)\right) k - \log_2 (5k + 1) > 0.8 \ (k - 6), \ k \geq 6,
\] (90)
which suggests that if
\[
k \geq 6 + 5/4 \log_2 1/\epsilon,
\] (91)
then that automatically ensures that the inequality (89) is satisfied and we have that
\[
||\mathcal{G}_T^k \circ \mathcal{G}_P - \mathcal{G}_H||_\diamond < \epsilon \text{ when } m \geq 3. \text{ Hence proved.}
\]

**Proof of Theorem 3.** Let \(\lambda\) be the second largest eigenvalue of \(\mathcal{G}_T \circ \mathcal{G}_P - \mathcal{G}_H\). Then we get
\[
||\mathcal{G}_T^k \circ \mathcal{G}_P - \mathcal{G}_H||_\diamond = \sup_{\rho} ||\left[\mathcal{G}_T^k \circ \mathcal{G}_P - \mathcal{G}_H\right] \otimes \text{id}\ (\rho)||_1
\leq N^3 \left||\mathcal{G}_T \circ \mathcal{G}_P - \mathcal{G}_H\right|^k \otimes \text{id}\ (\rho)||_2
\leq N^3 \left||\mathcal{G}_T \circ \mathcal{G}_P - \mathcal{G}_H\right||_{\text{op}}^k
= N^3 \lambda^k,
\] (92)-(94)
where we used the following.

**Step 92:** Proved using a well-known inequality between the \(||.||_1\) and \(||.||_2\) norms on linear operators on finite dimensional spaces, and also the fact that \(\mathcal{G}_T, \mathcal{G}_P\) and \(\mathcal{G}_H\) commute with each other, and that \(\mathcal{G}_P\) and \(\mathcal{G}_H\) are projectors (see Corollary 3).

**Step 93:** For \(\Delta = (\mathcal{G}_T \circ \mathcal{G}_P - \mathcal{G}_H) \otimes \text{id}\) we use the fact that
\[
||\Delta^k (\rho)||_2 \leq ||\Delta||_{\text{op}} \cdot ||\rho||_2 \leq ||\Delta||_{\text{op}}^k \cdot ||\rho||_2,
\] (95)
and the fact that \(||\rho||_2 = 1\).
Step 94: That $\lambda = \| (G_T \circ G_P - G_H) \otimes \text{id} \|_{\text{op}} = \| G_T \circ G_P - G_H \|_{\text{op}}$.

From inequality (94) we see that when, for any $\epsilon > 0$, we have that

$$N^3 \lambda^k \leq \epsilon,$$

then

$$3m + \log 1/\epsilon \leq k \log_2 \lambda^{-1},$$

i.e.,

$$3m + \log 1/\epsilon \leq \left(1 - \log \left(1 + \frac{4}{N} + \frac{1}{2N(N-2)}\right)\right) k,$$

where we used Lemma 9 for $m \geq 3$, and we see that the highest eigenvalue of $G_T \circ G_P - G_H$ is less than $\frac{1}{2} \left(1 + \frac{4}{N} + \frac{1}{2N(N-2)}\right)$.

\[\square\]

\textit{Proof of Corollary 1.} Since $G_P$ and $G_T$ commute (as seen from Corollary 3), reversing the order between $G_P$ and $G_T^k$ or implementing $G_P$ at some intermittent point between successive iterations of the $k$ time $G_T$ iteration, doesn’t change the proofs for Theorem 2 and Theorem 3.

\[\square\]

V. DISCUSSION AND CONCLUSION

We have proposed a scheme to implement an asymptotic unitary 2-design and a unitary 3-design. In Remark 7, we argue that this scheme is optimal, in terms of the number of times it has to be implemented for both, approximating a unitary 2- and a unitary 3-design within $\epsilon$-distance in diamond norm from the corresponding exact designs. The proof relies on the Frobenius-Perron theorem for irreducible Markov chains (which the transvections channel is), and the fact that the second largest eigenvalue of the scheme’s channel is below a constant which is independent of $m$. We anticipate that this scheme would be of interest for certain architectures, like those of ion traps, which can support multiple qubit interactions. In the process we also obtain some of the eigenspaces of the
channel $\mathcal{G}_T \circ \mathcal{G}_P$, and discovered that these eigenspaces are, in fact, invariant subspaces of the action of the three-copy of the adjoint representation of the Clifford group. Thus, as a corollary of this work, we obtain some of the invariant subspaces of the three-copy adjoint representation of the Clifford group. Unsurprisingly, some of the irreps which are also found in the two-copy adjoint representation of the Clifford group in [40] occurred multiple times in different subspaces of the three-copy case. Finally we also obtained some new invariant subspaces of the Clifford group adjoint action in the three-copy case. While some are clearly reducible, we are still not sure about the others. Going forward, we identify the following questions, which we would like to seek answers to. The first three of these questions stem from our inability to give a complete decomposition into irreducible subspaces of the three-copy adjoint action of the Clifford group, when it acts on the span $\{ |a, b, c \rangle \mid a, b, c \in \mathbb{F}_2^{2m}, \text{ such that } a + b + c = 0 \}$.

(i) The irreducibility of invariant subspace which were obtained: How do we know if the invariant subspaces which we obtained are irreducible or not? For comparison, the proof of the irreducibility of subspaces in [40] relied on a result in [51] (see equations (8) to (11) and also, equation (12)). Computing the frame potentials for the three copy adjoint representation, one would need to compute $\Phi_6$. This is quite a difficult task. Thus, one would like to know if there is a simpler alternative to proving the irreducibility or not, of the corresponding invariant subspaces.

(ii) The invariant eigenspaces in Theorem 4 and 5 lie in the subspace span $\{ |a, b, a + b \rangle \}$ where $\langle a, b \rangle = 1$. The case of span $\{ |a, b, a + b \rangle \}$ where $\langle a, b \rangle = 0$ with $a, b, a+b \neq 0$ remains to be done.

(iii) Since $\mathcal{G}_P$ annihilates any Pauli basis elements of the form $|a, b, c\rangle$ where $a, b, c$ are not related by $a + b + c = 0$, the decomposition of a large subspace of operators remains to be explored. We suspect that the structure for the $a + b + c = 0$, though,
is significantly richer (i.e., there are more subspaces in the $a + b + c = 0$ case, for the size of its dimension).

(iv) The irreducible subrepresentations of the Clifford group for $t = 4$ and higher $t$ is also something one would like to explore.

(v) Applications of the representations of the Clifford group in various carrier spaces.

Appendix A: Proofs in Section IV

1. Proof of Theorem 1

Proof of Theorem 1. We prove the result by constructing the isomorphism. This construction maps a symplectic basis for $F_{2}^{2m}$ to some choice of generators of $P_{m}$. A convenient choice is as follows: $e_{j}$ denotes a vector in $F_{2}^{2m}$ whose only non-zero component is the $j$-th component. Thus the $e_{j}$’s give a standard basis for $F_{2}^{2m}$, and any $a \in F_{2}^{2m}$ can be expanded in terms of this basis. Let $X_{j}$ and $Z_{j}$ be the single-qubit $X$ and $Z$ operator for all $j = 1$ to $m$, i.e.,

$$X_{j} = \mathbf{1}_{2} \otimes \mathbf{1}_{2} \cdots \otimes \mathbf{1}_{2} \otimes X \otimes \mathbf{1}_{2} \otimes \mathbf{1}_{2} \cdots \otimes \mathbf{1}_{2},$$  \hspace{1cm} (A1)

and similarly for $Z_{j}$. Note that $X_{j}$’s and $Z_{j}$’s all belong to $2m$ distinct cosets of $P_{m}$. We choose them to be the representatives of their respective cosets in $P_{m}$. The $X_{j}$’s themselves are a set of $m$ independent generators for an abelian subgroup of $P_{m}$. Let $F_{2,1} = \text{span} \{e_{j}\}_{j=1}^{m}$. Then for any $a \in F_{2,1}$, for the expansion $a = \sum_{j=1}^{2m} a_{j} e_{j}$, we find that $a_{l} = 0$, for $l = m + 1, m + 2, \ldots, 2m$. $F_{2,1}$ is $m$ dimensional. We map any $a \in F_{2,1}$ to a Pauli generated only by the $X_{j}$’s in the following way:

$$X(a) := X_{1}^{a_{1}} X_{2}^{a_{2}} \cdots X_{m}^{a_{m}},$$  \hspace{1cm} (A2)
Similarly, define $\mathbb{F}_{2m}^2 := \text{span}\{e_j\}_{j=m+1}^{2m}$. So when $b \in \mathbb{F}_{2m}^2$, for the expansion $b = \sum_{j=1}^{2m} b_j e_j$, $b_j = 0$ for $j = 1, 2, \ldots, m$, and $\dim \mathbb{F}_{2m}^2 = m$. For any $b \in \mathbb{F}_{2m}^2$, define a Pauli generated only by the $Z_j$’s as follows.

$$Z(b) := Z_1 b_1 Z_2 b_2 \cdots Z_m b_m,$$  

(A3)

Next, note that $\mathbb{F}_2^m = \mathbb{F}_{2m}^2 \oplus \mathbb{F}_{2m}^2$, hence for any $a \in \mathbb{F}_2^m$, there exists a unique $a_X \in \mathbb{F}_{2m}^2$ and $a_Z \in \mathbb{F}_{2m}^2$, such that $a = a_X + a_Z$. Then for any $a$, with the decomposition $a = a_X + a_Z$ as above, define the following:

$$E(a) := i^{a_X \cdot a_Z} X(a_X) Z(a_Z),$$  

(A4)

where $a_X \cdot a_Z = \sum_{j=1}^{m} (a_X)_j (a_Z)_{m+j}$, but the sum is taken in $\mathbb{Z}$ and not in $\mathbb{F}_2$. $E(a)$ is always self-adjoint, since $a_X \cdot a_Z$ is even if and only if $\langle a_X, a_Z \rangle = 0$, i.e., if and only if $X(a_X)$ and $Z(a_Z)$ commute. As linear operators in $B(\mathbb{C}^N)$, we find that $E(a)$ and $E(b)$ in $\mathcal{P}_m$ compose in the following way.

$$E(a) E(b) = i^{a_X \cdot a_Z + b_X \cdot b_Z} X(a_X) Z(a_Z) X(b_X) Z(b_Z)$$

$$= i^{a_X \cdot a_Z + b_X \cdot b_Z + 2a_Z \cdot b_Z} X(a_X + b_X) Z(a_Z + b_Z)$$

$$= i^{a_Z \cdot b_X - a_X \cdot b_Z} E(a + b).$$  

(A5)

This proves that the map in equation (A4) is an isomorphism between $\mathbb{F}_2^m$ and $\mathcal{P}_m$. □

2. Proofs of Lemma 2

We revise the terminology before we do the proof. For any linear operator $A : \mathbb{F}_2^m \longrightarrow \mathbb{F}_2^l$, for some positive integer $l$: $\text{rank} A := \dim \text{range} A$, and $\text{nullity} A := \dim \text{kernel} A$. The rank-nullity theorem tells us that $2m = \text{rank} A + \text{nullity} A$.

Proof. Consider the following linear map: $a^* : \mathbb{F}_2^m \longrightarrow \mathbb{F}_2$,

$$a^*(x) = \langle a, x \rangle.$$  

(A6)
Since \( a \neq 0 \), it is seen that \( a^* \) is a rank-one linear operator (it is a one-form) on \( \mathbb{F}_2^{2m} \). The rank-nullity theorem implies that nullity \( a^* = 2m - 1 \) dimensional. So kernel \( a^* \) has \( N^2/2 \) distinct \( h \) in \( \mathbb{F}_2^{2m} \) such that \( \langle a, h \rangle = 0 \), and all remaining \( h \) in \( \mathbb{F}_2^{2m} \) are such that \( \langle a, h \rangle = 1 \).

For the more general case: define the following linear map \( (a_1^*, a_2^*, \cdots, a_l^*): \mathbb{F}_2^{2m} \rightarrow \mathbb{F}_2^l \) with the action

\[
(a_1^*, a_2^*, \cdots, a_l^*)(x) = (a_1^*(x), a_2^*(x), \cdots, a_l^*(x)).
\]  
(A7)

Since \( \dim \text{span} \{a_1, a_2, \cdots, a_l\} = d \), \( \text{rank} (a_1^*, a_2^*, \cdots, a_l^*) = d \) and nullity \( (a_1^*, a_2^*, \cdots, a_l^*) = 2m - d \). When \( b \notin \text{range}(a_1^*, \cdots, a_l^*) \), then there do not exist solutions \( h \in \mathbb{F}_2^{2m} \) such that \( a_j^*(h) = b_j \) for \( j = 1, \cdots, l \). Else if \( b \in \text{range}(a_1^*, \cdots, a_l^*) \), then the number of solutions for each such \( h \) in \( \mathbb{F}_2^{2m} \), which satisfies \( a_j^*(h) = b_j \) is equal to the number of elements in the kernel of \( (a_1^*, \cdots, a_l^*) \), which is \( N^2/2^d \). Hence proved.

\[\square\]

3. Proof of Lemma 3

Proof. Let \( Y, X \in \mathcal{B}\left(\mathbb{C}^{N^\otimes l}\right) \), then we have

\[
\langle Y | \Phi(X) \rangle = \text{tr} (Y^\dagger \Phi(X))
= \text{tr} \left( Y^\dagger \sum_k F_k X F_k^\dagger \right)
= \text{tr} \left( \left( \sum_k F_k^\dagger Y F_k \right)^\dagger X \right)
= \text{tr} \left( (\Phi(Y))^\dagger X \right)
= \langle \Phi(Y) | X \rangle.
\]  
(A8)
4. Proof of Lemma 4

Proof. From equation (59) one can easily compute the inverse of any \( S \in \text{Sp} (2m, \mathbb{F}_2) \),

\[ S^{-1} = \Omega S^T \Omega. \quad (A9) \]

Using equation (A9), it is seen that for any \( S \in \text{Sp} (2m, \mathbb{F}_2) \),

\[ S T_h S^{-1} = T_{Sh}. \quad (A10) \]

Choose some \( l \in \mathbb{F}_2^{2m} \) such that \( \langle l, h \rangle = 1 \). Then \( T_{l+h}(h) = l \), choose \( S = T_{l+h} \) on the LHS of equation (A10), so that the output is \( T_l \). Thus for all \( l \in \mathbb{F}_2^{2m} \) such that \( \langle h, l \rangle = 1 \), \( T_l \) and \( T_h \) lie in the same conjugacy class. Let \( l' \in \mathbb{F}_2^{2m} \backslash \{ h \} \) be such that \( \langle h, l' \rangle = 0 \). The set of \( l \in \mathbb{F}_2^{2m} \) such that \( \langle h, l \rangle = 1 \), \( \langle l', l \rangle = 1 \) is \( N^2/4 \) (from Lemma 2). Thus we see that \( T_{l'} \) too lies in the same conjugacy class. Hence proved.

5. Proof of Corollary 3

That \( G_H \) is self-adjoint follows by the invariance of the Haar measure with respect to inverse, i.e., \( \forall X \in \mathcal{B} \left( \mathbb{C}^{N \otimes t} \right) \)

\[ G_H^\dagger |X\rangle = \int_{U(N)} d\mu(U) U_{U^\dagger}|X\rangle \]

\[ = \int_{U(N)} d\mu(U^\dagger) U_{U^\dagger}|X\rangle \]

\[ = \int_{U(N)} d\mu(U) U_{U^\dagger}|X\rangle \]

\[ = G_H |X\rangle. \quad (A11) \]
Since the Haar-measure is also invariant under translation we have for all \( W \in U(N) \) and \( X \in B \left( \mathbb{C}^{N \otimes t} \right) \):

\[
U_W \mathcal{G}_H \left| X \right\rangle = \int_{U(N)} d\mu(U) U_W U \left| X \right\rangle = \int_{U(N)} d\mu(W U) U_W U \left| X \right\rangle = \mathcal{G}_H \left| X \right\rangle. \tag{A12}
\]

One can similarly prove \( \mathcal{G}_H U_W = \mathcal{G}_H \) using the right translational invariance. This immediately proves \( \mathcal{G}_E \circ \mathcal{G}_H = \mathcal{G}_H \) for any ensemble of unitary operators \( \mathcal{E} \). In particular, when \( \mathcal{E} \) is the Haar ensemble, then we get \( \mathcal{G}_H^2 = \mathcal{G}_H \). Hence \( \mathcal{G}_H \) is a self-adjoint projector. Equation (67) is also proved by choosing \( \mathcal{E} \) to be \( \mathcal{P} \) and \( \mathcal{T} \). Equation (63) tells us that \( \mathcal{G}_\mathcal{P} \) is a projector, and since its Kraus operators are self-adjoint, Corollary 2 tells us that \( \mathcal{G}_\mathcal{P} \) is a self-adjoint projector. For the adjointness of \( \mathcal{G}_\mathcal{T} \), it is sufficient that the Kraus operators are either self-adjoint or skew-adjoint as per Corollary 2, and we chose the transvection Cliffords to be self-adjoint in Definition 6. To prove Eq. (68) we examine the action of \( \mathcal{G}_\mathcal{T} \circ \mathcal{G}_\mathcal{P} \) on two orthogonal subspaces: \( \text{span} \left\{ \left| a_1, a_2, \cdots, a_t \right\rangle \mid \sum_{j=1}^t a_j = 0 \right\} \), and \( \text{span} \left\{ \left| a_1, a_2, \cdots, a_t \right\rangle \mid \sum_{j=1}^t a_j = 0 \right\} \). First for any non-zero \( h \in \mathbb{F}_2^{2n} \), and any \( \left| a_1, a_2, \cdots, a_t \right\rangle \) in the former subspace, we see that \( U_h \left| a_1, a_2, \cdots, a_t \right\rangle \) belongs to the same former subspace. This is because if \( \sum_{j=1}^t a_j = 0 \), then \( T_h \left( \sum_{j=1}^t a_j \right) \). Also note that \( T_h^2 = 1 \), so if \( T_h \left( \sum_{j=1}^t a_j \right) = 0 \), then that must imply that \( \sum_{j=1}^t a_j = 0 \) as well. Similarly if \( \left| a_1, a_2, \cdots, a_t \right\rangle \) belongs to the second subspace, then \( U_h \left| a_1, a_2, \cdots, a_t \right\rangle \) also belongs to the second subspace. This implies that the both subspaces remain invariant under the action of \( \mathcal{G}_\mathcal{T} \). From Eq. (63) we see that \( \mathcal{G}_\mathcal{P} \) projects onto the first space (and annihilates the second). Thus for any \( \left| a_1, a_2, \cdots, a_t \right\rangle \) in the first space, we see that \( \mathcal{G}_\mathcal{P} \circ \mathcal{G}_\mathcal{T} \left| a_1, \cdots, a_t \right\rangle \mathcal{G}_\mathcal{T} \left| a_1, \cdots, a_t \right\rangle = \mathcal{G}_\mathcal{T} \circ \mathcal{G}_\mathcal{P} \left| a_1, \cdots, a_t \right\rangle \). Also for \( \sum_{j=1}^t a_j \neq 0 \), we see that \( \mathcal{G}_\mathcal{P} \circ \mathcal{G}_\mathcal{T} \left| a_1, \cdots, a_t \right\rangle = 0 = \mathcal{G}_\mathcal{T} \circ \mathcal{G}_\mathcal{P} \left| a_1, \cdots, a_t \right\rangle \). Thus \( \mathcal{G}_\mathcal{P} \circ \mathcal{G}_\mathcal{T} = \mathcal{G}_\mathcal{T} \circ \mathcal{G}_\mathcal{P} \).

Using the homomorphism from \( \mathcal{C}_m \) to \( \text{Sp} \left( 2m, \mathbb{F}_2 \right) \) and the adjoint action of the Clifford group on the Paulis, which is shown in equation (60), we see that for any \( g \in \mathcal{C}_m \), equation (A10) tells us that \( U_g U_h U_{g^{-1}} = U_{S_g h} \), where \( S_g \in \text{Sp} \left( 2m, \mathbb{F}_2 \right) \) is the symplectic matrix.
corresponding to \( g \in C_m \). This is true because if \( g U_h g^\dagger = e^{i\phi} U_{S_g h} \), then

\[
g \left( U_h X U_h^\dagger \right) g^\dagger = (g U_h g^\dagger) g X g^\dagger (g U_h g^\dagger) = U_{S_g h} (g X g^\dagger) U_{S_g h}^\dagger.
\]

Since \( \text{rank} S_g = 2m \), \( S_g \) is a bijection from \( \mathbb{F}_2^{2m} \rightarrow \mathbb{F}_2^{2m} \), we see that

\[
G_T \circ U_g = U_g \circ G_T,
\]

(A13)

since \( G_T \) is the uniform sum of all transvections. Using the fact that \( G_T \circ G_T = G_T \circ G_T \), we prove equation (68). Finally, equation (69) is proved in previous works, for instance [51, 52]. For the case of \( t = 2 \), the proof was given earlier in [58].

6. Proof of Lemma 5

Let \( a_1, a_2, \cdots, a_t \) be such that \( a_t = \sum_{j=1}^{t-1} a_j \). This tells us that \( E(a_t) = i^x E(a_1) E(a_2) \cdots E(a_{t-1}) \) for some \( x = 0, 1, 2, 3 \). Instead of choosing our basis element representing \( |a_1, a_2, \cdots, a_t \rangle \) to be \( E(a_1) \otimes E(a_2) \otimes \cdots \otimes E(a_t) \), we choose it to be

\[
|a_1, a_2, \cdots, a_t \rangle = i^y \left( \bigotimes_{j=1}^{t-1} E(a_j) \right) \otimes (i^{-x} E(a_t)). \quad \text{(A14)}
\]

Assume that we adopt this convention for all choices of \( a_1, a_2, \cdots, a_{t-1} \). \( a_t = \sum_{j=1}^{t-1} a_j \), so it’s already decided once \( a_1, a_2, \cdots, a_{t-1} \) are decided. We use the phase factor \( i^y \) to ensure that \( |a_1, a_2, \cdots, a_t \rangle \) corresponds to a hermitian operator: so \( y = 0 \) when \( \left( \bigotimes_{j=1}^{t-1} E(a_j) \right) \otimes (i^{-x} E(a_t)) \) is hermitian and \( y = 1 \) when \( \left( \bigotimes_{j=1}^{t-1} E(a_j) \right) \otimes (i^{-x} E(a_t)) \) is anti-hermitian.
Let $g \in \mathcal{C}_m$ and let $gE(a_j)g^\dagger = (-1)^{z_j}E(S_g a_j)$ for $j = 1, 2, \ldots, t - 1$. Then we see that

$$U_g |a_1, a_2, \ldots, a_t\rangle = \text{iy} \left( \bigotimes_{j=1}^{t-1} E(S_g a_j) \right) \otimes \left( E(S_g a_1) \cdots E(S_g a_{t-1}) \right).$$

(A15)

$$= |S_g a_1, S_g a_2, \ldots, S_g a_t\rangle,$$

(A16)

where we note that

$$|S_g a_1, S_g a_2, \ldots, S_g a_t\rangle = \text{iy} \left( \bigotimes_{j=1}^{t-1} E(S_g a_j) \right) \otimes \left( E(S_g a_1) \cdots E(S_g a_{t-1}) \right).$$

This is because of our choice of convention adopted in Eq. (A14), and also since hermiticity (and skew-hermiticity) is preserved under conjugation, which implies that

$$i^y \left( \bigotimes_{j=1}^{t-1} E(S_g a_j) \right) \otimes \left( E(S_g a_1) \cdots E(S_g a_{t-1}) \right)$$

will always be hermitian since $i^y \left( \bigotimes_{j=1}^{t-1} gE(a_j)g^\dagger \right) \cdots (i^y gE(a_t)g^\dagger)$ was hermitian to begin with. Thus finally,

$$U_g |a_1, a_2, \ldots, a_t\rangle = |S_g a_1, S_g a_2, \ldots, S_g a_t\rangle.$$

(A17)

Hence proved.

7. Proofs of Lemmas 6 and 7

Proof of Lemma 6
Proof. It is straightforward to verify that $G_H(1) = 1$. Next, note that $\langle 0,0|w \rangle = 0$. To prove that $G_H|w\rangle = |w\rangle$, we use equation (72). Note that for any $a \in \mathbb{F}_{2^m}^\ast$, the set $S^{(a)} := \{ S \in \text{Sp}(2m, \mathbb{F}_2) \mid Sa = a \}$ is a subgroup of $\text{Sp}(2m, \mathbb{F}_2)$. Note that this subgroup contains the identity, hence it is not empty. Furthermore, for any $b \in \mathbb{F}_{2^m}^\ast$, there is a distinct left coset of $S^{(a)}$ in $\text{Sp}(2m, \mathbb{F}_2)$, such that if any $S$ in the left coset, $Sa = b$. Hence there are $N^2 - 1$ distinct left cosets of $S^{(a)}$ in $\text{Sp}(2m, \mathbb{F}_2)$, and symplectic matrices in each distinct left coset take $a$ to some distinct $b \in \mathbb{F}_{2^m}^\ast$. Thus for $t = 2$, equation (72) becomes

$$G_H|a,a\rangle = \frac{1}{N^2 - 1} \sum_{b \in \mathbb{F}_{2^m}} |b,b\rangle,$$

and summing over all $a$’s in $\mathbb{F}_{2^m}$ (there are $N^2 - 1$ of them, and multiplying by the normalising factor $\frac{1}{\sqrt{N^2 - 1}}$ gives us that $G_H|w\rangle = |w\rangle$. \hfill \Box

Proof of Lemma 7:

Proof. Firstly, note that the vectors $|0,0,0\rangle$, $|w_j\rangle$ for $j = 1, 2, 3$, $|C\rangle$ and $|NC\rangle$ are mutually orthogonal, and each is normalized. In view of the proof of Lemma 6, we have only to prove that $G_H|C\rangle = |C\rangle$ and $G_H|NC\rangle = |NC\rangle$. We follow the same logic as in proof of Lemma 6. For any $a, b \in \mathbb{F}_{2^m}^\ast$ such that $a \neq b$, define a set $S^{(a,b)} := \{ S \in \text{Sp} \mid Sa = a \text{ and } Sb = b \}$. This is a subgroup of $\text{Sp}(2m, \mathbb{F}_2)$. Note that this subgroup contains the identity, hence it is not empty. For any $c, d \in \mathbb{F}_{2^m}^\ast$ such that $c \neq d$, and $\langle c,d \rangle = \langle a,b \rangle$, there is a distinct left coset of $S^{(a,b)}$ in $\text{Sp}(2m, \mathbb{F}_2)$ such that $Sa = c$ and $Sb = d$ for any $S$ in this left coset. For $\langle a,b \rangle = 1$ there are $\frac{N^2(N^2 - 1)}{2}$ pairs of $c, d \in \mathbb{F}_{2^m}^\ast$ such that $c \neq d$ and $\langle c,d \rangle = 1$. For $\langle a,b \rangle = 0$ there are $\frac{(N^2-4)(N^2-1)}{2}$ pairs of $c, d \in \mathbb{F}_{2^m}^\ast$.
such that \( c \neq d \) and \( \langle c, d \rangle = 0 \). Hence, from equation (72) we get

\[
G_H|a, b, a + b\rangle = \begin{cases}
\frac{2}{N^2(N^2 - 1)} \sum_{c, d \in \mathbb{F}_2^{2m}} \langle c, d, c + d \rangle, & \text{when } \langle a, b \rangle = 1, \\
\frac{2}{(N^2 - 4)(N^2 - 1)} \sum_{c, d \in \mathbb{F}_2^{2m}} \langle c, d, c + d \rangle, & \text{when } \langle a, b \rangle = 0.
\end{cases}
\]

from which we can easily obtain \( G_H|C\rangle \) and \( G_H|NC\rangle \). Hence proved.

8. Proof of Lemma 8

Proof. Note that \( \text{span} (\{\{|w\rangle\} \cup \text{supp} P_{d,-} \cup \text{supp} P_{d,+}) = \text{span} \{|a, a\rangle \text{ for all } a \in F_2^{2m}\} \).

Hence we have

\[
G_P = G_H + P_{d,+} + P_{d,-}
\] (A19)

Also it is easy to see that \( P_{d,+}G_H = P_{d,-}G_H = 0 \). Next we need to prove that

\[
G_T |v_\pm\rangle = \frac{1}{2} \left( 1 \pm \frac{1}{N} \right) |v_\pm\rangle.
\] (A20)

The proof of this is given in \( t = 3 \) case (see equation (B44)).

Appendix B: Proof of Lemma 9

It will be important for us to introduce a little bit about the symmetry group \( S_3 \).

1. Symmetry group \( S_3 \)

\( S_3 \) denotes the symmetry group on three objects. We list its properties below.

- \( |S_3| = 6 \).
• $A_3 = \langle [(123)] \rangle = \langle [(132)] \rangle$ generates the only invariant subgroup of $S_3$. It contains 3 elements, all of which are even permutations. Since it is a cyclic group, it’s abelian.

• $S_3 \setminus A_3$ comprises of the set of transpositions, $\{ [(12)], [(23)], [(13)] \}$. These are the odd permutations.

• There are three irreducible representations of $S_3$:

  (i) the completely symmetric representation of dimension one,

  (ii) the completely anti-symmetric representation of dimension one, and

  (iii) the standard representation of dimension two.

Let $W_{S_3}$ be a complex linear representation of $S_3$ on the Hilbert space $\mathbb{C}^{N^3}$. Its action is then defined as follows.

$$W_\pi |\psi_1\rangle \otimes |\psi_2\rangle \otimes |\psi_3\rangle = |\psi_{\pi^{-1}(1)}\rangle \otimes |\psi_{\pi^{-1}(2)}\rangle \otimes |\psi_{\pi^{-1}(3)}\rangle.$$  \hfill (B1)

The adjoint action of $S_3$ on $B \left( \mathbb{C}^{N^3} \right)$ is then given as

$$W_\pi (X_1 \otimes X_2 \otimes X_3) = \begin{align*}
&W_\pi X_1 \otimes X_2 \otimes X_3 W_\pi^{-1} \\
&= X_{\pi^{-1}(1)} \otimes X_{\pi^{-1}(2)} \otimes X_{\pi^{-1}(3)}. \hfill (B2)
\end{align*}$$

This is a linear representation of $S_3$ on $B \left( \mathbb{C}^{N^3} \right)$, and is easily seen to be unitary with respect to the inner product defined in (53). Next, note the following for all $g \in C_m$.

$$W_\pi \circ U_g \ (X) = U_g \circ W_\pi \ (X),$$ \hfill (B3)

for arbitrary $X \in B \left( \mathbb{C}^{N^3} \right)$. By Schur’s lemma we see that for each $\pi \in S_3$, $W_\pi$ is linear combination of projectors on the irreducible representations of $C_m$ on $B \left( \mathbb{C}^{N^3} \right)$, and for each $g \in C_m$, $U_g$ is a linear combination of projectors onto the irreducible representations
of $S_3$, whose action is defined by equation (B2). We define the following projectors on this space as follows.

(i)  
\[ P_{CS} := \frac{1}{|S_3|} \sum_{\pi \in S_3} \mathcal{W}_\pi \]
\[ = \frac{1}{6} \left( \text{id} + \mathcal{W}_{[12]} + \mathcal{W}_{[23]} + \mathcal{W}_{[13]} + \mathcal{W}_{[(123)]} + \mathcal{W}_{[(132)]} \right). \]
\[ = \frac{1}{6} \left( \sum_{\sigma \in A_3} \mathcal{W}_\sigma + \sum_{\tau: \text{transposition}} \mathcal{W}_\tau \right). \quad (B4) \]

(ii)  
\[ P_{AS} := \frac{1}{|S_3|} \sum_{\pi \in S_3} \text{sgn} (\pi) \mathcal{W}_\pi \]
\[ = \frac{1}{6} \left( \text{id} - \mathcal{W}_{[12]} - \mathcal{W}_{[23]} - \mathcal{W}_{[13]} + \mathcal{W}_{[(123)]} + \mathcal{W}_{[(132)]} \right) \]
\[ = \frac{1}{6} \left( \sum_{\sigma \in A_3} \mathcal{W}_\sigma - \sum_{\tau: \text{transposition}} \mathcal{W}_\tau \right). \quad (B5) \]

(iii)  
\[ P_\omega := \frac{1}{|A_3|} \left( \text{id} + \omega \mathcal{W}_{[(123)]} + \omega^2 \mathcal{W}_{[(132)]} \right), \quad (B6) \]

(iv)  
\[ P_{\omega^*)} := \frac{1}{|A_3|} \left( \text{id} + \omega \mathcal{W}_{[(132)]} + \omega^2 \mathcal{W}_{[(123)]} \right), \quad (B7) \]

where  
\[ \omega := \exp \left( \frac{2\pi i}{3} \right), \quad (B8) \]

is a third-root of unity (we could have chosen $\exp \left( \frac{4\pi i}{3} \right)$ as well).
That \(P_{CS}, P_{AS}, P_\omega\) and \(P_{\omega^*}\) are indeed projectors is easily verified. We list some important properties of these projectors below.

Orthogonal decomposition: The projectors defined in equations (B4), (B5), (B6) and (B7) are all seen to be self-adjoint. Hence their spectral decomposition is into orthogonal eigenspaces.

Irreducible representations of \(S_3\): Completely symmetric: By the action defined in (B1), \(S_3\) acts trivially on range \(P_{CS}\). Thus, these vectors transform according to the trivial representation of \(S_3\).

Completely antisymmetric space: The representation of \(S_3\) on range \(P_{AS}\) is the one-dimensional sign-representation.

Standard representation: The action of \(S_3\) on range \(P_\omega\) and on range \(P_{\omega^*}\) is the two-dimensional standard representation of \(S_3\).

Additionally define
\[
P_S := P_{CS} + P_{AS} = \frac{1}{|A_3|} \sum_{\sigma \in A_3} W_\sigma, \tag{B9}\]
we see that
\[
P_{CS} = \frac{1}{2} (\text{id} + W_\tau) \ P_S = \frac{1}{2} P_S \ (\text{id} + W_\tau), \tag{B10}\]
\[
P_{AS} = \frac{1}{2} (\text{id} - W_\tau) \ P_S = \frac{1}{2} P_S \ (\text{id} - W_\tau), \tag{B11}\]
where \(\tau\) is a transposition in \(S_3\), and where the commutativity between \(P_S\) and \(\text{id} \pm W_\tau\) is because \(P_S\) is a uniform sum over a normal subgroup, which implies that its left cosets with respect to \(\tau\) are the same as its right cosets. And because all transposition of \(S_3\) will within the same coset of \(A_3\), we also have
\[
(\text{id} - W_\tau) \ P_S \ (\text{id} + W_\tau) = (\text{id} - W_\tau) \ P_S \ (\text{id} + W_\tau) = 0, \tag{B12}\]
for any transpositions \( \tau, \tau' \in S_3 \).

The following completeness relation will also be significant.

\[
\text{id} = \mathcal{P}_S + \mathcal{P}_\omega + \mathcal{P}_{\omega^*},
\]  

(B13)

and also

\[
\mathcal{P}_S \mathcal{P}_\omega = \mathcal{P}_S \mathcal{P}_{\omega^*} = \mathcal{P}_\omega \mathcal{P}_{\omega^*} = 0,
\]  

(B14)

Equations (B10) and (B14) also tell us that

\[
\mathcal{P}_{CS} \mathcal{P}_\omega = \mathcal{P}_{CS} \mathcal{P}_{\omega^*} = \mathcal{P}_{AS} \mathcal{P}_\omega = \mathcal{P}_{AS} \mathcal{P}_{\omega^*} = 0.
\]  

(B15)

For convenience, define \( \mathcal{P}_k \) as follows.

\[
\mathcal{P}_k := \frac{1}{3} \left( \text{id} + \omega^k \mathcal{W}_{[123]} + \omega^{2k} \mathcal{W}_{[132]} \right).
\]  

(B16)

We note that \( \mathcal{P}_S, \mathcal{P}_\omega, \) and \( \mathcal{P}_{\omega^*} \) equal \( \mathcal{P}_0, \mathcal{P}_1, \mathcal{P}_2 \) respectively. We use the above notation in Lemmas 16 and 27.

This implies that we study the eigenspaces of \( G_T \) after the action of \( G_P \).

Define the following subspaces in \( \text{supp} G_P \).

**identity sector:**

\[
\mathbb{1} \longrightarrow |0, 0, 0\rangle,
\]  

(B17)

thus

\[
\mathcal{V}_0 = \text{span} \{ |0, 0, 0\rangle \}.
\]  

(B18)

**first diagonal sector:**

\[
E(a) \otimes E(a) \otimes \mathbb{1}_N \longrightarrow |a, a, 0\rangle,
\]  

(B19)

thus

\[
\mathcal{V}_3^{(d)} = \text{span} \{ |a, a, 0\rangle \mid a \in \mathbb{F}_{2^m}^* \}.
\]  

(B20)
second diagonal sector:

\[ E(a) \otimes 1_N \otimes E(a) \rightarrow |a, 0, a \rangle, \quad \text{(B21)} \]

thus,

\[ \mathcal{V}_{2}^{(d)} = \text{span} \{ |a, 0, a \rangle \mid a \in \mathbb{F}_{2^m} \}. \quad \text{(B22)} \]

third diagonal sector:

\[ 1_N \otimes E(a) \otimes E(a) \rightarrow |0, a, a \rangle, \quad \text{(B23)} \]

thus,

\[ \mathcal{V}_{1}^{(d)} = \text{span} \{ |0, a, a \rangle \mid a \in \mathbb{F}_{2^m} \}. \quad \text{(B24)} \]

anti-commuting sector:

\[ E(a) \otimes E(b) \otimes E(a + b) \rightarrow |a, b, a + b \rangle, \text{ where } \langle a, b \rangle = 1. \quad \text{(B25)} \]

Thus,

\[ \mathcal{V}^{(nc)} = \text{span} \{ |a, b, a + b \rangle \mid a, b, a + b \in \mathbb{F}_{2^m}, \text{ s.t. } \langle a, b \rangle = 1 \}. \quad \text{(B26)} \]

commuting sector:

\[ E(a) \otimes E(b) \otimes E(a + b) \rightarrow |a, b, a + b \rangle, \text{ where } \langle a, b \rangle = 0, \text{ for } a, b, a + b \in \mathbb{F}_{2^m}. \quad \text{(B27)} \]

Thus,

\[ \mathcal{V}^{(c)} = \text{span} \{ |a, b, a + b \rangle \mid a, b, a + b \in \mathbb{F}_{2^m}, \text{ s.t. } \langle a, b \rangle = 0 \}. \quad \text{(B28)} \]

Since the above vectors are stabilized by \( G_P \), we can directly apply \( G_T \) to them. Let \( |a, b, c \rangle \in \text{range} G_P \). Then \( |a, b, c \rangle \) is one of the following: \( |0, 0, 0 \rangle, |a, a, 0 \rangle, |a, 0, a \rangle \).
$|0, a, a⟩, |a, b, a + b⟩$ for $⟨a, b⟩ = 1$ or $|a, b, a + b⟩$ for $⟨a, b⟩$ such that $a, b, a + b \neq 0$. For any $h \in \mathbb{F}_2^{2m}$, we get then that

$$U_h |a, b, c⟩ = |a + ⟨a, h⟩ h \ b + ⟨b, h⟩ h \ c + ⟨c, h⟩ h⟩$$

Then

$$G_T |a, b, c⟩ = \frac{1}{N^2} \sum_{h \in \mathbb{F}_2^{2m}} U_h |a, b, c⟩$$

$$= \frac{1}{N^2} \sum_{h \in \mathbb{F}_2^{2m}} |a + ⟨a, h⟩ h \ b + ⟨b, h⟩ h \ c + ⟨c, h⟩ h⟩$$

(a. Action of $G_T$ on $\mathcal{V}_0$)

This subspace is of dimension 1. Since it is invariant under the action of the Clifford group one straightforwardly gets the following result.

$$G_T |0, 0, 0⟩ = |0, 0, 0⟩.$$  \hspace{1cm} (B31)

Equation (B31) tells us that $G_T$ has eigenvalue $+1$, and that $\mathcal{V}_0$ is a subspace within this $+1$-eigenspace. This is already anticipated due to the fact that $G_T$ is a unital channel.

(b. Action of $G_T$ on $\mathcal{V}_3^{(d)}$)

When $|a, b, c⟩ = |a, a, 0⟩$ for $a \in \mathbb{F}_2^{2m}$, the space is of dimension $N^2 - 1$. The transformation in equation (B30) takes the form

$$G_T |a, a, 0⟩ = \frac{1}{N^2} \sum_{h:⟨a, h⟩=0} |a, a, 0⟩$$

$$+ \frac{1}{N^2} \sum_{h:⟨a, h⟩=1} |a + ⟨a, h⟩ \ a + ⟨a, h⟩ 0⟩.$$  \hspace{1cm} (B32)
The term $\frac{1}{N^2} \sum_{h : \langle a, h \rangle = 0} |a, a, 0\rangle$ equals $\frac{1}{2} |a, a, 0\rangle$ using Lemma 2. For the second term note that

$$\{ h \in \mathbb{F}_2^{2m} , | \langle a, h \rangle = 1 \} = \{ a + h \in \mathbb{F}_2^{2m} \text{ s.t. } \langle a + h, h \rangle = 1, a : \text{ fixed} \}. \quad (B33)$$

Thus we can re-label the dummy variable $h$ as $a + h$, and by doing so we obtain the expression

$$\left( G_T - \frac{1}{2} \text{id} \right) |a, a, 0\rangle = \frac{1}{N^2} \sum_{h : \langle a, h \rangle = 1} |h, h, 0\rangle. \quad (B34)$$

Note that the third copy of the $m$ qubit system doesn’t play an active role in equation (B34). On this space $G_T$ can be written as a linear combination of projectors on some of the irreducible representations occurring in the two-copy adjoint representation of the Clifford group, we will need Lemma 4 in [40].

**Lemma 10.** $V^{(d)}_3$ supports three irreducible representations of the Clifford group. These are listed below.

- **The one-dimensional space which is spanned by the following vector.**

  $$v_{tr} = \sum_{a \in \mathbb{F}_2^{2m}} |a, a, 0\rangle. \quad (B35)$$

  This one dimensional space supports the trivial irreducible representation of the Clifford group.

- **The $\frac{N(N+1)}{2} - 1$ dimensional space spanned by**

  $$v_{-} = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |a, a, 0\rangle, \quad (B36)$$

  

5 Helsen et al [40] refer to this subspace as the diagonal sector
where $\lambda_a$ satisfy the following conditions.

$$\sum_{a \in F_2^{2^m}} \lambda_a = 0,$$  \hfill (B37a)

which guarantees orthogonality to $v_{tr}$ in equation (B35). The second condition is true for any $\lambda_a$ in equation (B36).

$$\lambda_a = -\frac{2}{N} \sum_{b: \langle a, b \rangle = 1} \lambda_b.$$  \hfill (B37b)

Vectors of the form $v_-$ in equation (B36) support an $\frac{N(N+1)}{2} - 1$ dimensional irreducible adjoint representation. Equations (B37b) and (B39b) ensure that $v_+$ and $v_-$ from equations (B38) and (B36) are orthogonal.

- The $\frac{N(N-1)}{2} - 1$ dimensional space spanned by

$$v_+ = \sum_{a \in F_2^{2^m}} \lambda_a \langle a, a, 0 \rangle,$$  \hfill (B38)

where $\lambda_a$ satisfy the following conditions.

$$\sum_{a \in F_2^{2^m}} \lambda_a = 0,$$  \hfill (B39a)

which guarantees orthogonality to $v_{tr}$ in equation (B35). The second condition is true for any $\lambda_a$ in equation (B38).

$$\lambda_a = \frac{2}{N} \sum_{b: \langle a, b \rangle = 1} \lambda_b.$$  \hfill (B39b)

Vectors of the form $v_-$ in equation (B36) support an $\frac{N(N-1)}{2} - 1$ dimensional irreducible adjoint representation. Equations (B37b) and (B39b) ensure that $v_+$ and $v_-$ from equations (B38) and (B36) are orthogonal.

**Proof.** The proofs for each of the above is given in Lemma 4 in [40].
Lemma 12.

- The space spanned by $v_{tr}$ in equation (B35) lies in the $+1$ eigenspace of $G_T$.
- The space spanned by $v_-$ lies within an eigenspace of $G_T$ with the eigenvalue $\frac{1}{2} \left( 1 - \frac{1}{N} \right)$.
- The space spanned by $v_+$ lies within an eigenspace of $G_T$ with the eigenvalue $\frac{1}{2} \left( 1 + \frac{1}{N} \right)$.

Proof. From Lemma 3, we establish that $G_T$ is a linear combination of the projectors of the irreducible spaces of the Clifford group action. It remains to compute the corresponding eigenvalues. Instead of computing $G_T \ v_{tr}$ we compute $(G_T - \frac{1}{2} \text{id}) \ v_{tr}$ using equation (B34).

\[
\left( G_T - \frac{1}{2} \text{id} \right) \ v_{tr} = \frac{1}{N^2} \sum_{a \in \mathbb{F}_{2^n}^*} \left( \left( G_T - \frac{1}{2} \text{id} \right) \ |a, a, 0\rangle \right) \tag{B40}
\]

\[
\begin{align*}
&= \frac{1}{N^2} \sum_{a, h \in \mathbb{F}_{2^n}^* \text{ s.t. } \langle a, h \rangle = 1} |h, h, 0\rangle \\
&= \frac{1}{N^2} \sum_{h \in \mathbb{F}_{2^n}^*} \left( \sum_{a : \langle a, h \rangle = 1} 1 \right) |h, h, 0\rangle \\
&= \frac{1}{2} v_{tr}, \tag{B43}
\end{align*}
\]

where we applied equation (B34) in (B40) to get to (B41) and

we employed Lemma 2 to compute $| \{ a \in \mathbb{F}_{2^n}^* : \langle h, a \rangle = 1 \} |$, which is equal to $\frac{N^2}{2}$, and is independent of $h$ for $h \in \mathbb{F}_{2^n}^*$. 
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• We prove for $v_-$ and $v_+$ together.

$$
\left( G_T - \frac{1}{2} \text{id} \right) v_\pm = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a \left( G_T - \frac{1}{2} \text{id} \right) |a, a, 0\rangle
\quad (B44)
$$

$$
= \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a \left( \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 1} |h, h, 0\rangle \right)
\quad (B45)
$$

$$
= \frac{1}{N^2} \sum_{h \in \mathbb{F}_2^{2m}} \left( \sum_{a: \langle a, h \rangle = 1} \lambda_a \right) |h, h, 0\rangle
\quad (B46)
$$

$$
= \frac{1}{N^2} \sum_{h \in \mathbb{F}_2^{2m}} \left( \pm \frac{N}{2} \lambda_h \ |h, h, 0\rangle \right)
\quad (B47)
$$

$$
= \pm \frac{1}{2N} v_\pm,
\quad (B48)
$$

where we used equation (B37b) or (B39b) in equation (B46) to get to equation (B47).

\[\square\]

c. Action of $G_T$ on $V_2^{(d)}$ and $V_1^{(d)}$

We employ the Schur’s lemma (see equation (B3)) for the eigendecomposition of $G_T$ over the $V_2^{(d)}$ and $V_1^{(d)}$.

Let $v$ be any of the eigenvectors $v_{tr}$, $v_-$ or $v_+$ of $G_T$, which were obtained in Subsubsection B 1 b, and $\lambda$ the corresponding eigenvalue.

$$
G_T \left( W_\pi \ v \right) = W_\pi \left( G_T \ v \right) = \lambda \left( W_\pi \ v \right).
\quad (B49)
$$

Note that

$$
|a, 0, a\rangle = W_{(25)} |a, a, 0\rangle, \quad |0, a, a\rangle = W_{(13)} |a, a, 0\rangle.
\quad (B50)
$$
Thus $\mathcal{W}_{[(23)]} v_{tr}$ and $\mathcal{W}_{[(13)]} v_{tr}$ lie in the $+1$ eigenspace of $\mathcal{G}_T$, $\mathcal{W}_{[(23)]} v_-$ and $\mathcal{W}_{[(13)]} v_-$ lie in the $\frac{1}{2} \left( 1 - \frac{1}{N} \right)$ eigenspace of $\mathcal{G}_T$, and $\mathcal{W}_{[(23)]} v_+$ and $\mathcal{W}_{[(13)]} v_+$ lie in the $\frac{1}{2} \left( 1 + \frac{1}{N} \right)$ eigenspace of $\mathcal{G}_T$.

d. Action of $\mathcal{G}_T$ on $\mathcal{V}^{(nc)}$

**Lemma 13.** On $\mathcal{V}^{(nc)}$, $\mathcal{G}_T$’s highest eigenvalue is $+1$ with a one-dimensional eigenspace. It is given by

$$\mathcal{W}_{CS} := \text{span} \left\{ |w_{tr} \rangle := \sum_{a,b} \langle a, b, a + b \rangle |a, b, a + b \rangle \right\}.$$  

(B51)

The second highest eigenvalue of $\mathcal{G}_T$ on $\mathcal{V}^{(nc)}$ is upper bounded by $\frac{1}{2} \left( 1 + \frac{7}{4N} \right)$.

**Proof.** Structure of proof: we first prove that $\mathcal{G}_T$ can be written as a sum of the following three linear operators.

$$\mathcal{G}_T = \frac{1}{4} \text{id} + \hat{\mathcal{G}}_{T+} + \hat{\mathcal{G}}_{T-},$$  

(B52)

with the properties

1. $\hat{\mathcal{G}}_{T+}$ is a self-adjoint linear operator. $\mathcal{W}_{CS}$ is an eigenspace of $\hat{\mathcal{G}}_{T+}$ with eigenvalue $\frac{3}{4}$. The non-zero eigenvalues of $\hat{\mathcal{G}}_{T+}$ are $\frac{1}{4} \left( 1 \pm \frac{2}{N} \right)$, and $\frac{1}{4} \left( 1 \pm \frac{1}{N} \right)$.

2. The largest singular value of $\hat{\mathcal{G}}_{T-}$ is lower or equal to $\frac{3}{2N}$, i.e.,

$$\| \hat{\mathcal{G}}_{T-} \|_{op} \leq \frac{3}{2N}.$$  

(B53)

$\text{supp} \hat{\mathcal{G}}_{T-}$ lies in the orthogonal complement of $\mathcal{W}_{CS}$.

We construct the target decomposition of equation (B52) in Lemma 14. We obtain the eigenvalues of $\hat{\mathcal{G}}_{T+}$ in Lemma 16 along with their eigenspaces. In Lemma 18 we prove the inequality (B53).
Lemma 14. In this lemma, we construct the decomposition given in equation (B52).

Using equation (B30), one sees that the action of $G_T$ on $|a, b, a + b\rangle$ when $a, b$ are such that $\langle a, b \rangle = 1$ is given by

$$G_T |a, b, a + b\rangle = \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 0, \langle b, h \rangle = 0} |a, b, a + b\rangle$$

$$+ \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 0, \langle b, h \rangle = 1} |a \ b + h \ a + b + h\rangle$$

$$+ \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 1, \langle b, h \rangle = 0} |a + h \ b \ a + b + h\rangle$$

$$+ \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 1, \langle b, h \rangle = 1} |a + h \ b + h \ a + b\rangle.$$  \hspace{1cm} (B54)

In Section C, we prove from equation (B54) (and the expressions (B55), (B56) and (B57)) that the action of $G_T$, when restricted to $\mathcal{V}^{(nc)}$ can be re-written in the following form

$$G_T = \frac{1}{4} \text{id} + T_1^{(nc)} + T_2^{(nc)} + T_3^{(nc)},$$  \hspace{1cm} (B58)

where by id we mean the identity restricted to $\mathcal{V}^{(nc)}$, and we define the linear operators $T_1^{(nc)}$, $T_2^{(nc)}$ and $T_3^{(nc)}$ on $\mathcal{V}^{(nc)}$ by providing their action on the basis vectors $|a, b, a + b\rangle$.

$$T_1^{(nc)} |a, b, a + b\rangle := \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 1, \langle b, h \rangle = 1} |a, h, a + h\rangle,$$  \hspace{1cm} (B59)

$$T_2^{(nc)} |b, a, a + b\rangle := \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 1, \langle b, h \rangle = 1} |h, a, a + h\rangle,$$  \hspace{1cm} (B60)

$$T_3^{(nc)} |a + b, b, a\rangle := \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 1, \langle b, h \rangle = 1} |a + h, h, a\rangle.$$  \hspace{1cm} (B61)
We define $\hat{G}_T$ as
\[ \hat{G}_T := G_T - \frac{1}{4} \text{id}. \]  
(B62)

Then from equation (B58) we see that
\[ \hat{G}_T = T_1^{(nc)} + T_2^{(nc)} + T_3^{(nc)}. \]  
(B63)

Define
\[
T_1^{(nc)} := \frac{1}{2} \left( \text{id} - \mathcal{W}_{[(23)]} \right) T_1^{(nc)} \frac{1}{2} \left( \text{id} - \mathcal{W}_{[(23)]} \right). 
\]  
(B64)
\[
T_1^{(nc)} := \frac{1}{2} \left( \text{id} + \mathcal{W}_{[(23)]} \right) T_1^{(nc)} \frac{1}{2} \left( \text{id} + \mathcal{W}_{[(23)]} \right). 
\]  
(B65)
\[
T_2^{(nc)} := \frac{1}{2} \left( \text{id} - \mathcal{W}_{[(13)]} \right) T_2^{(nc)} \frac{1}{2} \left( \text{id} - \mathcal{W}_{[(13)]} \right). 
\]  
(B66)
\[
T_2^{(nc)} := \frac{1}{2} \left( \text{id} + \mathcal{W}_{[(13)]} \right) T_2^{(nc)} \frac{1}{2} \left( \text{id} + \mathcal{W}_{[(13)]} \right). 
\]  
(B67)
\[
T_3^{(nc)} := \frac{1}{2} \left( \text{id} - \mathcal{W}_{[(12)]} \right) T_3^{(nc)} \frac{1}{2} \left( \text{id} - \mathcal{W}_{[(12)]} \right). 
\]  
(B68)
\[
T_3^{(nc)} := \frac{1}{2} \left( \text{id} + \mathcal{W}_{[(12)]} \right) T_3^{(nc)} \frac{1}{2} \left( \text{id} + \mathcal{W}_{[(12)]} \right). 
\]  
(B69)

In Lemma 15, we prove that $T_1^{(nc)}$, $T_2^{(nc)}$ and $T_3^{(nc)}$ commute with $\mathcal{W}_{[(23)]}$, $\mathcal{W}_{[(13)]}$ and $\mathcal{W}_{[(12)]}$ respectively. Hence the following equations give an orthogonal decomposition of $T_1^{(nc)}$, $T_2^{(nc)}$ and $T_3^{(nc)}$.

\[
T_1^{(nc)} = T_1^{(nc)} + T_1^{(nc)}. 
\]  
(B70)
\[
T_2^{(nc)} = T_2^{(nc)} + T_2^{(nc)}. 
\]  
(B71)
\[
T_3^{(nc)} = T_3^{(nc)} + T_3^{(nc)}. 
\]  
(B72)

Define
\[
\hat{G}_T^+ := T_1^{(nc)} + T_2^{(nc)} + T_3^{(nc)}, 
\]  
(B73)
\[
\hat{G}_T^- := T_1^{(nc)} + T_2^{(nc)} + T_3^{(nc)}, 
\]  
(B74)
from which we see that

\[ \hat{G}_\tau = \hat{G}_{\tau^+} + \hat{G}_{\tau^-}, \]  

which is the decomposition proposed in equation (B52).

**Lemma 15.** \( T_{1}^{(nc)} \), \( T_{2}^{(nc)} \) and \( T_{3}^{(nc)} \) have the following properties.

- \( T_{1}^{(nc)} \), \( T_{2}^{(nc)} \) and \( T_{3}^{(nc)} \) commute with \( \mathcal{W}_{[(23)]} \), \( \mathcal{W}_{[(13)]} \), and \( \mathcal{W}_{[(12)]} \) respectively.

  \[ \mathcal{W}_{[(23)]} T_{1}^{(nc)} \mathcal{W}_{[(23)]} = T_{1}^{(nc)}, \]  
  \[ \mathcal{W}_{[(13)]} T_{2}^{(nc)} \mathcal{W}_{[(13)]} = T_{2}^{(nc)}, \]  
  \[ \mathcal{W}_{[(12)]} T_{3}^{(nc)} \mathcal{W}_{[(12)]} = T_{3}^{(nc)}. \]

- \( T_{1}^{(nc)} \), \( T_{2}^{(nc)} \) and \( T_{3}^{(nc)} \) are permutations of each other:

  \[ T_{3}^{(nc)} = \mathcal{W}_{[(13)]} T_{1}^{(nc)} \mathcal{W}_{[(13)]} \]  
  \[ = \mathcal{W}_{[(132)]} T_{1}^{(nc)} \mathcal{W}_{[(123)]} \]  
  \[ = \mathcal{W}_{[(123)]} T_{2}^{(nc)} \mathcal{W}_{[(132)]} \]  
  \[ = \mathcal{W}_{[(23)]} T_{2}^{(nc)} \mathcal{W}_{[(23)]}, \]

  \[ T_{2}^{(nc)} = \mathcal{W}_{[(12)]} T_{1}^{(nc)} \mathcal{W}_{[(132)]} \]  
  \[ = \mathcal{W}_{[(132)]} T_{1}^{(nc)} \mathcal{W}_{[(12)]} \]  
  \[ = \mathcal{W}_{[(132)]} T_{3}^{(nc)} \mathcal{W}_{[(123)]} \]  
  \[ = \mathcal{W}_{[(23)]} T_{3}^{(nc)} \mathcal{W}_{[(23)]}, \]

  \[ T_{1}^{(nc)} = \mathcal{W}_{[(13)]} T_{3}^{(nc)} \mathcal{W}_{[(132)]} \]  
  \[ = \mathcal{W}_{[(13)]} T_{3}^{(nc)} \mathcal{W}_{[(13)]} \]  
  \[ = \mathcal{W}_{[(132)]} T_{2}^{(nc)} \mathcal{W}_{[(123)]} \]  
  \[ = \mathcal{W}_{[(12)]} T_{2}^{(nc)} \mathcal{W}_{[(12)]}, \]
Proof. Structure of proof: first we prove equation (B76). Then we prove the first (top-most) relation in equation (B79). Equation (B80) is proved by first conjugating both sides of equation (B76) by $\mathcal{W}_{\langle 13 \rangle}$, and noting that $\mathcal{W}_{\langle 123 \rangle} = \mathcal{W}_{\langle 13 \rangle} \mathcal{W}_{\langle 23 \rangle}$. The rest of the relations can be proved using identical steps. Proof of equation (B76): in equation (B59) we see that

\[
T_{1}^{(nc)} |a, a + b, b\rangle = \frac{1}{N^2} \sum_{k; \langle a, k \rangle = 1, \langle a + b, k \rangle = 1} |a, k, a + k\rangle
\]

\[
= \frac{1}{N^2} \sum_{k; \langle a, k \rangle = 1, \langle b, k \rangle = 0} |a, k, a + k\rangle
\]

\[
= \frac{1}{N^2} \sum_{h; \langle a, h \rangle = 1, \langle b, h \rangle = 0} |a, a + h, h\rangle, \quad (B83)
\]

where we go from the first line to the second using

\[
\{ k \in \mathbb{F}_{2^m}^2 | \langle a, k \rangle = \langle a + b, k \rangle = 1 \} = \{ k \in \mathbb{F}_{2^m}^2 | \langle a, k \rangle = 1, \langle b, k \rangle = 0 \}. \quad (B84)
\]

To go from the second line to the third, we change variables from $k$ to $h = a + k$, by noting that

\[
\{ h | \langle a, h \rangle = \langle b, h \rangle = 1 \} = a + \{ k \in \mathbb{F}_{2^m}^2 | \langle a, k \rangle = 1, \langle b, k \rangle = 0 \}, \quad \text{using} \quad \langle a, b \rangle = 1. \quad (B85)
\]

Noting that the LHS of equation (B83) can be re-written as $T_{1}^{(nc)} \mathcal{W}_{\langle 23 \rangle} |a, b, a + b\rangle$, and the RHS in (B83) can be re-written as the RHS of (B86), we get the following.

\[
T_{1}^{(nc)} \left( \mathcal{W}_{\langle 23 \rangle} |a, b, a + b\rangle \right) = \mathcal{W}_{\langle 23 \rangle} \left( \frac{1}{N^2} \sum_{h; \langle a, h \rangle = 1, \langle b, h \rangle = 1} |a, h, a + h\rangle \right). \quad (B86)
\]
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Comparing equation (B86) with equation (B59) we see that the action of $T_1^{(nc)}$ on $|a, b, a + b\rangle$ commutes with the action of $W_{(23)}$ on $|a, b, a + b\rangle$. Since this is true for all basis vectors $|a, b, a + b\rangle$ in $V^{(nc)}$, we obtain equation (B76).

Proof of equation (B79): apply $W_{(13)}$ to both sides of equation (B59)

$$W_{(13)} T_1^{(nc)} W_{(13)} |a + b, b, a\rangle = \frac{1}{N^2} \sum_{(a, h) = 1} \sum_{(b, h) = 1} |a + h, h, a\rangle = T_3^{(nc)} |a + b, b, a\rangle,$$

(B87)

and equation (B79) is proved by noting that equation (B87) holds for all basis vectors $|a + b, b, a\rangle$.

Lemma 16. $\hat{G}_{T+}$ (defined in equation (B73)) is a self-adjoint linear operator. It’s largest eigenvalue is $\frac{3}{4}$, and $W_{CS}$ (defined in equation (B51)) is the corresponding eigenspace. All remaining eigenvalues are less than or equal to $\frac{1}{4} (1 \pm \frac{2}{N})$.

Proof. Structure of proof: we use the following orthogonal decomposition of $\hat{G}_{T+}$, which is proved in Lemma 17.

$$\hat{G}_{T+} = \hat{G}_{T+,0} + \hat{G}_{T+,1} + \hat{G}_{T+,2},$$

(B88)

where

$$\hat{G}_{T+,0} := P_S \hat{G}_{T+} P_S$$

(B89)

$$\hat{G}_{T+,1} := P_\omega \hat{G}_{T+} P_\omega$$

(B90)

$$\hat{G}_{T+,2} := P_{\omega^*} \hat{G}_{T+} P_{\omega^*}$$

(B91)

$P_S$, $P_\omega$ and $P_{\omega^*}$ were defined in equations (B9), (B6) and (B7) in Subsection B 1. Hence the eigendecomposition of $\hat{G}_{T+}$ is given by the eigendecomposition of $\hat{G}_{T+,0}$, $\hat{G}_{T+,1}$ and
To obtain the eigendecomposition of $\hat{G}_{T+}$, note the following.

\begin{align*}
\hat{G}_{T+} &= 3 \mathcal{P}_S T^{(nc)}_{1,+} \mathcal{P}_S, \quad \text{(B92)} \\
\hat{G}_{T+} &= 3 \mathcal{P}_\omega T^{(nc)}_{1,+} \mathcal{P}_\omega, \quad \text{(B93)} \\
\hat{G}_{T+} &= 3 \mathcal{P}_{\omega^*} T^{(nc)}_{1,+} \mathcal{P}_{\omega^*}, \quad \text{(B94)}
\end{align*}

which is proved by using the following in equations (B89), (B90), and (B91): $T^{(nc)}_2 = \mathcal{W}_{[(123)]}^{(nc)1} \mathcal{W}_{[(132)]}^{(nc)3}$ and $T^{(nc)}_3 = \mathcal{W}_{[(132)]}^{(nc)1} \mathcal{W}_{[(123)]}^{(nc)3}$ (see Section D for the proofs). Thus one needs to obtain the eigendecomposition of $\mathcal{P}_S T^{(nc)}_{1,+} \mathcal{P}_S$, $\mathcal{P}_\omega T^{(nc)}_{1,+} \mathcal{P}_\omega$, and $\mathcal{P}_{\omega^*} T^{(nc)}_{1,+} \mathcal{P}_{\omega^*}$.

In Lemma 21, we obtain the complete spectral decomposition of $\mathcal{P}_S T^{(nc)}_{1,+} \mathcal{P}_S$. It is noted that it is self-adjoint. Hence, $\hat{G}_{T+}$ is self-adjoint. Also it tells us that $\mathcal{W}_{CS}$ is an eigenspace of $\mathcal{P}_S T^{(nc)}_{1,+} \mathcal{P}_S$, with eigenvalue $\frac{1}{4}$, and that the only other non-zero eigenvalues are $\frac{1}{12} \left(1 \pm \frac{2}{N}\right)$, and that all eigenspaces are orthogonal to each other. From Lemma 22 we obtain the complete spectral decomposition of $\mathcal{P}_\omega T^{(nc)}_{1,+} \mathcal{P}_\omega$ and $\mathcal{P}_{\omega^*} T^{(nc)}_{1,+} \mathcal{P}_{\omega^*}$, both of which are also seen to be self-adjoint. Also, it is seen that $\mathcal{W}_{CS}$ lies in the kernel of both, and that the only remaining non-zero eigenvalues are $\frac{1}{12} \left(1 \pm \frac{1}{N}\right)$. This proves the lemma.

\textbf{Lemma 17.} \textit{Proof that equation (B88) is an orthogonal decomposition of $\hat{G}_{T+}$.}

\textit{Proof.} In equation (B13), we multiply on the right (or left) by $\hat{G}_{T+}$.

\[ \hat{G}_{T+} = (\mathcal{P}_S + \mathcal{P}_\omega + \mathcal{P}_{\omega^*}) \hat{G}_{T+}. \quad \text{(B95)} \]

Next, note that $\hat{G}_{T+}$ commutes with $\mathcal{P}_S$, $\mathcal{P}_\omega$ and $\mathcal{P}_{\omega^*}$ since $\hat{G}_{T+}$ commutes with all $\mathcal{W}_\pi$’s as proved in Appendix D. Since $\mathcal{P}_S$, $\mathcal{P}_\omega$ and $\mathcal{P}_{\omega^*}$ square to themselves, one gets

\begin{align*}
\mathcal{P}_S \hat{G}_{T+} &= \mathcal{P}_S \hat{G}_{T+} \mathcal{P}_S, \quad \text{(B96)} \\
\mathcal{P}_\omega \hat{G}_{T+} &= \mathcal{P}_\omega \hat{G}_{T+} \mathcal{P}_\omega, \quad \text{(B97)} \\
\mathcal{P}_{\omega^*} \hat{G}_{T+} &= \mathcal{P}_{\omega^*} \hat{G}_{T+} \mathcal{P}_{\omega^*}. \quad \text{(B98)}
\end{align*}
Noting that \( \text{supp} \mathcal{P}_S, \text{supp} \mathcal{P}_\omega, \text{supp} \mathcal{P}_{\omega^*} \) are orthogonal, the orthogonal decomposition is proved.

**Lemma 18.** \( \hat{G}_{\tau} \) (defined in equation (B74)) is lower or equal to \( \frac{3}{2N} \). \( \text{supp} \hat{G}_{\tau} \) lies in the orthogonal complement of \( \mathcal{W}_{CS} \).

**Proof.** Structure of proof: in Lemma 19 we prove that the singular values of \( T^{(nc)}_{1, -} \) are equal to \( \frac{1}{2N} \). Since \( T^{(nc)}_{2, -} = \mathcal{W}_{(123)} T^{(nc)}_{1, -} \mathcal{W}_{(132)} \) and \( T^{(nc)}_{3, -} = \mathcal{W}_{(132)} T^{(nc)}_{1, -} \mathcal{W}_{(123)} \) (proved in Section D of the Appendix), \( T^{(nc)}_{2, -} \) and \( T^{(nc)}_{3, -} \) have the same singular values as \( T^{(nc)}_{1, -} \).

Thus

\[
\left\| \hat{G}_{\tau} \right\|_{op} = \left\| T^{(nc)}_{1, -} + T^{(nc)}_{2, -} + T^{(nc)}_{3, -} \right\|_{op} \\
\leq \left\| T^{(nc)}_{1, -} \right\|_{op} + \left\| T^{(nc)}_{2, -} \right\|_{op} + \left\| T^{(nc)}_{3, -} \right\|_{op} \\
\leq \frac{3}{2N}.
\]

(B99)

To prove that \( \text{supp} \hat{G}_{\tau} \) lies in the orthogonal complement of \( \mathcal{W}_{CS} \), note that \( \hat{G}_{\tau} \) is spanned by the union of \( \text{supp} T^{(nc)}_{1, -}, \text{supp} T^{(nc)}_{2, -} \) and \( \text{supp} T^{(nc)}_{3, -} \). Note that \( \text{supp} T^{(nc)}_{1, -} \subseteq \text{supp}(id - \mathcal{W}_{(23)}) \), \( \text{supp} T^{(nc)}_{2, -} \subseteq \text{supp}(id - \mathcal{W}_{(13)}) \) and \( \text{supp} T^{(nc)}_{3, -} \subseteq \text{supp}(id - \mathcal{W}_{(12)}) \).

In the proof of Lemma 21, we establish that \( \mathcal{W}_{CS} \subseteq \text{supp} \mathcal{P}_S \). Also \( \mathcal{W}_{CS} \subseteq \text{supp}(id + \mathcal{W}_{(23)}) \) using the form of \( |w_{tr}\rangle \) in equation (B116). Thus, in fact \( \mathcal{P}_{CS} |w_{tr}\rangle = |w_{tr}\rangle \), using the form of \( \mathcal{P}_{CS} \) in equation (B10). From equation (B10), we also see that \( \text{supp}(id - \mathcal{W}_{\tau}) \) is orthogonal to \( \text{supp} \mathcal{P}_{CS} \) for all transpositions \( \tau \in S_3 \). \( \square \)

**Lemma 19.** The largest singular value of \( T^{(nc)}_{1, -} \) is \( \frac{1}{2N} \).

**Proof.** For \( \langle a, b \rangle = 1 \), define

\[
|\tilde{a}; b\rangle := \frac{\sqrt{2}}{N} \sum_{h: \langle a, h \rangle = 1} (-1)^{\langle b, h \rangle} |a, h, a + h\rangle.
\]

(B100)
Firstly, note that |\( \bar{a}; b \rangle \in \text{supp} T_{1,-}^{(nc)}\), since \( \langle a, h, a+h|\bar{a}; b \rangle = \langle a, a+h, h|\bar{a}; b \rangle \) for all \( h \in \mathbb{F}_2^{2m} \). Next, note that for any \( a, b \) such that \( \langle a, b \rangle = 1 \), \(|\bar{a}; b \rangle = -|\bar{a}; a+b \rangle \). Hence at most \( \frac{(N^2-1)(N^2)}{2} \) of the \(|\bar{a}; b \rangle \) can be linearly dependent. Next, for a given \( a, b \) and \( c, d \) such that \( \langle a, b \rangle = \langle c, d \rangle = 1 \), we see that

\[
\langle \bar{a}; b|\bar{c}; d \rangle = \delta_{a,c} (\delta_{b,c} - \delta_{b+c,a}) ,
\]

such that one can obtain an orthonormal basis of \( \frac{(N^2-1)(N^2)}{2} \) vectors from the \(|\bar{a}; b \rangle \), which then spans \( \text{supp}(\text{id} - \mathcal{W}_{(23)}) \). We show how to construct such a basis: note that the subset \( \{0, a\} \) is an abelian subgroup of \( \mathbb{F}_2^{2m} \), and has \( \frac{(N^2-1)(N^2)}{4} \) cosets in \( \mathbb{F}_2^{2m} \). Label the coset from 1 to \( \frac{(N^2-1)(N^2)}{4} \), and choose coset representatives \( b_j \). Then the subset \( \{|\bar{a}; b_j \rangle\} \) is an orthonormal basis for \( \text{supp}(\text{id} - \mathcal{W}_{(23)}) \). Next, one sees that

\[
T_{1,-}^{(nc)} \frac{1}{\sqrt{2}} (|a, b_j, a+b_j \rangle - |a, a+b_j, b_j \rangle) = -\frac{1}{2N} |\bar{a}; b_j \rangle .
\]

Thus \( T_{1,-}^{(nc)} \) takes us from one orthonormal basis for \( \text{supp}(\text{id} - \mathcal{W}_{(23)}) \) to another orthonormal basis for \( \text{supp}(\text{id} - \mathcal{W}_{(23)}) \), and equation (B102) is essentially the singular-value decomposition of \( T_{1,-}^{(nc)} \), with the singular values \( \frac{1}{2N} \).

\begin{lemma}
The spectral decomposition of \( T_{1,+}^{(nc)} \) is

\[
T_{1,+}^{(nc)} = \frac{1}{4} \sum_{a \in \mathbb{F}_2^{2m}} |\hat{a}\rangle \langle \hat{a}| ,
\]

where for any \( a, b \in \mathbb{F}_2^{2m} \),

\[
|\hat{a}\rangle := \frac{\sqrt{2}}{N} \sum_{h, \langle h, a \rangle = 1} |a, h, a+h \rangle ,
\]

\[
\langle \hat{a}|\hat{b} \rangle = \delta_{a,b} .
\]

\end{lemma}

\begin{proof}
From equation (B65), we note that \( \text{supp} T_{1,+}^{(nc)} \subset \text{supp}(\text{id} + \mathcal{W}_{(23)}) \). Define the following vectors in \( \text{supp}(\text{id} + \mathcal{W}_{(23)}) \) for any \( a \in \mathbb{F}_2^{2m} \) and \( b \in \mathbb{F}_2^{2m} \), and such that

59
\[ \langle a, b \rangle = 0. \]

\[ |\hat{a}; b \rangle := \frac{\sqrt{2}}{N} \sum_{h: \langle a, h \rangle = 1} (-1)^{\langle b, h \rangle} |a, h, a + h \rangle. \quad (B106) \]

Note that \( |\hat{a} \rangle \) really is just \( |\hat{a}; 0 \rangle \), if we allowed the second register to take the value 0 (which we temporarily allow throughout the body of this proof). This differentiation between both types of vectors will prove to be convenient. That \( |\hat{a}; b \rangle \in \text{supp}(\text{id} + \mathcal{W}_{[23]}) \) is proved next:

\[ \mathcal{W}_{[23]} |\hat{a}; b \rangle \propto \sum_{h: \langle a, h \rangle = 1} (-1)^{\langle b, h \rangle} |a, a + h, h \rangle. \]

\[ = \sum_{h: \langle a, a + h \rangle = 1} (-1)^{\langle b, a + h \rangle} |a, a + h, h \rangle \]

\[ = \sum_{h: \langle a, h \rangle = 1} (-1)^{\langle b, h \rangle} |a, h, a + h \rangle. \quad (B107) \]

The second line uses \( \langle a, b \rangle = 0 \), and to go from the second line to the third, define \( h' = a + h \), and note that \( \langle a, h \rangle = 1 \iff \langle a, h' \rangle = 1 \). Since \( h' \) is a dummy variable, the prime symbol is then removed. Invariance is established by noting that the RHS of equations (B107) and (B106) are proportional to one another. Next, for \( a, c \in \mathbb{F}_2^{2m} \) and \( b, d \in \mathbb{F}_2^{2m} \) such that \( \langle a, b \rangle = \langle c, d \rangle = 0 \), we get

\[ \langle \hat{a}; b | \hat{c}; d \rangle \]

\[ = \frac{2}{N^2} \delta_{a,c} \sum_{h: \langle h \rangle = 1} (-1)^{\langle h, b+d \rangle} \]

\[ = \delta_{a,c} \left( (\delta_{b,d} - \delta_{b+d,a}) + \frac{2}{N^2} (1 - \delta_{b,d} + \delta_{b+d,a}) (S_1 - S_2) \right) \]

\[ = \delta_{a,c} (\delta_{b,d} - \delta_{b+d,a}), \quad (B108) \]
where

\[ S_1 := \sum_{\langle a, h \rangle = 1, \langle b + d, h \rangle = 0} 1, \quad S_2 := \sum_{\langle a, h \rangle = 1, \langle b + d, h \rangle = 1} 1. \quad (B109) \]

One can use Lemma 2 to show that when \( a \) and \( b + d \) are linearly independent \( S_1 - S_2 = 0 \).

Equation (B108) informs us that

\[ |\hat{a}; b\rangle = |\hat{a}; a + b\rangle, \quad (B110) \]

which is also seen by directly plugging in \( a + b \) instead of \( b \) in equation (B106). Thus the vectors \( |\hat{a}; b\rangle \), up to the identification between \( |\hat{a}; b\rangle \) and \( |\hat{a}; a + b\rangle \), form an orthonormal basis for \( \text{supp}(\text{id} + \mathcal{W}_{(23)}) \). Next, we show that they’re also the eigenvectors of \( T^{(nc)}_{1,+} \).

Note that

\[ T^{(nc)}_{1,+} |\hat{a}; b\rangle = T^{(nc)}_{1} |\hat{a}; b\rangle. \]

First, let’s note that \( a, k \) are always linearly independent since \( \langle a, k \rangle = 1 \). When \( b = 0 \), then \( S_2 = 0 \), and Lemma 2 tell us that \( S_1 = \frac{N^2}{4} \). When \( b = a \), \( S_1 = 0 \) and \( S_2 = \frac{N^2}{4} \). For
all other values of \( b \), Lemma 2 tells us that both sums equal and cancel out. When \( b = 0 \), Lemma 2 tells us that the first sum if \( \frac{N^2}{4} \), whereas the second sum is 0, while for \( b = a \) the reverse is true. Hence we get

\[
T^{(nc)}_{1, +} \left| \hat{\alpha}; b \right\rangle = \frac{1}{4} \left( \delta_{b, 0} + \delta_{b, a} \right) \left| \hat{\alpha}; b \right\rangle.
\] (B113)

The equation proves that \( \left| \hat{\alpha} \right\rangle \) are eigenvectors of \( T^{(nc)}_{1, +} \) with eigenvalue \( \frac{1}{4} \), and that its orthogonal complement (which is spanned by \( \left| \hat{\alpha}; b \right\rangle \)’s for \( b \neq 0, a \)) is the eigenspace corresponding to the 0 eigenvalue.

**Lemma 21.** \( \mathcal{P}_S T^{(nc)}_{1} \mathcal{P}_S \) has three eigenvalues, which are as follows: \( \frac{3}{4}, \frac{1}{4} \left( 1 \pm \frac{2}{N} \right) \). All its eigenspaces are orthogonal. The eigenspace corresponding to \( \frac{3}{4} \) is \( \mathcal{W}_{CS} \).

**Proof.** We obtain the complete spectral decomposition of \( T^{(nc)}_{1} \) in Lemma 20. Note that the kernel of \( T^{(nc)}_{1} \) is contained in the kernel of \( \mathcal{P}_S T^{(nc)}_{1} \mathcal{P}_S \). Hence the support of \( \mathcal{P}_S T^{(nc)}_{1} \mathcal{P}_S \) is spanned by \( \mathcal{P}_S \left| \hat{\alpha} \right\rangle \), for all \( a \in \mathbb{F}_2^{2m} \) (\( \left| \hat{\alpha} \right\rangle \)’s are defined in equation (B104)). Hence, using the spectral decomposition of \( T^{(nc)}_{1} \), which is obtained in Lemma 20, we get

\[
\mathcal{P}_S T^{(nc)}_{1, +} \mathcal{P}_S = \frac{1}{4} \sum_{a \in \mathbb{F}_2^{2m}} \mathcal{P}_S \left| \hat{\alpha} \right\rangle \langle \hat{\alpha} \left| \mathcal{P}_S. \right.
\] (B114)

From equation (B114) one clearly sees that \( \mathcal{P}_S T^{(nc)}_{1} \mathcal{P}_S \) is self-adjoint. Hence all its eigenspaces are mutually orthogonal. The inner product among the vectors \( \mathcal{P}_S \left| \hat{\alpha} \right\rangle \) is detailed in Section E in the Appendix.

\[
\langle \hat{\alpha} | \mathcal{P}_S | \hat{\beta} \rangle = \frac{1}{3} \left( \delta_{a, b} + \frac{4}{N^2} \delta_{(a, b), 1} \right).
\] (B115)

Hence \( \mathcal{P}_S \left| \hat{\alpha} \right\rangle \) aren’t orthonormal.
We decompose \( \text{supp}(\text{id} + \mathcal{W}_{(23)}) \) as follows.

\[
\mathcal{W}_{\text{CS}} = \text{span} \left\{ |w_{\text{tr}}\rangle = \frac{N}{\sqrt{2}} \sum_{a \in \mathbb{F}_2^{2m}} |\hat{a}\rangle \right\},
\]
\[
\mathcal{W}_+ := \text{span} \left\{ |w_+\rangle = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |\hat{a}\rangle, \quad \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a = 0, \quad \sum_{\langle h, a \rangle = 1} \lambda_h = \frac{N}{2} \lambda_a \right\},
\]
\[
\mathcal{W}_- := \text{span} \left\{ |w_-\rangle = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |\hat{a}\rangle, \quad \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a = 0, \quad \sum_{\langle h, a \rangle = 1} \lambda_h = -\frac{N}{2} \lambda_a \right\}.
\]

We note that \( |w_{\text{tr}}\rangle \) is the same as was defined in equation (B51). Note that the equations in the definition of \( \mathcal{W}_+ \) and \( \mathcal{W}_- \) are consistent and have solutions. We know this because the same equations are used to decompose the irreducible representations in the diagonal sector in Subsubsections B1b and B1c, and they were also introduced in the diagonal sector in Helsen et al [40]. We also know that \( \dim \mathcal{W}_+ = \frac{N(N-1)}{2} - 1 \) and \( \dim \mathcal{W}_- = \frac{N(N+1)}{2} - 1 \). And that the three spaces \( \mathcal{W}_{\text{CS}}, \mathcal{W}_+ \) and \( \mathcal{W}_- \) are orthogonal to each other, collectively spanning the entire \( N^2 - 1 \) dimensional support of \( \text{id} + \mathcal{W}_{(23)} \). Using \( |w\rangle_{\text{tr}} \) defined in equation (B51), one can directly verify that \( \mathcal{P}_S |w_{\text{tr}}\rangle = |w_{\text{tr}}\rangle^6 \). Also we have that

\[
\mathcal{P}_S T_{1,+}^{(nc)} \mathcal{P}_S |w_{\text{tr}}\rangle = \frac{N}{\sqrt{2}} \times \mathcal{P}_S \left( \sum_{a \in \mathbb{F}_2^{2m}} T_{1,+}^{(nc)} |\hat{a}\rangle \right) = \frac{1}{4} |w_{\text{tr}}\rangle,
\]

\( ^6 \mathcal{W}_{\text{CS}} \) is the sum of all basis vectors \( |a, b, a + b\rangle \) with \( \langle a, b \rangle = 1 \), and hence has to invariant under \( \mathcal{P}_S \).
where we used Lemma (20). Next, for \( \mathcal{P}_S |w_\pm\rangle \in \mathcal{W}_\pm \\

\begin{align*}
\mathcal{P}_S T_{1,+}^{(nc)} \mathcal{P}_S \mathcal{P}_S |w_\pm\rangle \\
= \mathcal{P}_S \times \frac{1}{4} \sum_{a,b \in \mathbb{F}_2} \lambda_b \langle \hat{a} | \mathcal{P}_S |\hat{b}\rangle \langle \hat{a}\rangle \\
= \frac{1}{4} \sum_{a,b \in \mathbb{F}_2} \lambda_b \left( \frac{1}{3} \left( \delta_{a,b} + \frac{4}{N^2} \delta_{(a,b),1} \right) \right) \langle \hat{a}\rangle, \text{ (using equation (B15))} \\
= \frac{1}{12} \left( 1 \pm \frac{2}{N} \right) \mathcal{P}_S |w_\pm\rangle, \quad (B120)
\end{align*}

Thus the remaining eigenvalues of \( \mathcal{P}_S T_{1}^{(nc)} \mathcal{P}_S \) are \( \frac{1}{12} \left( 1 \pm \frac{2}{N} \right) \), and the corresponding eigenspaces are given by \( \mathcal{P}_S \mathcal{W}_\pm \). That \( |w_{tr}\rangle \) is orthogonal to \( \mathcal{P}_S |w_\pm\rangle \) seen from the fact that \( \langle w_{tr} | \mathcal{P}_S |w_\pm\rangle = \langle w_{tr} | w_\pm \rangle = 0 \). \hfill \Box

Remark 9. The eigenspace \( \mathcal{W}_{CS} \) corresponds to the uniform sum of all basis vector \( |a, b, a + b\rangle \) (where \( \langle a, b \rangle = 1 \)). The same eigenspace is also identified in [23] (Section 5.3).

Lemma 22. The eigenvalues of \( \mathcal{P}_\omega T_{1}^{(nc)} \mathcal{P}_\omega \) and \( \mathcal{P}_\omega^* T_{1}^{(nc)} \mathcal{P}_\omega^* \) are \( \frac{1}{12} \left( 1 \pm \frac{1}{N} \right) \) and 0.

Proof. We prove this following the same steps as in Lemma 21. We explicitly prove the lemma for \( \hat{G}_{T+,1} \), and the proof for \( \hat{G}_{T+,2} \) follows with identical steps. In fact, by taking the complex conjugate of all the steps in the proof body below, one obtains equations, which together constitute the proof of \( \hat{G}_{T+,2} \). \( \text{supp} \left( \text{id} + \mathcal{W}_{[23]} \right) \) is decomposed into an orthogonal direct sum of \( \mathcal{W}_{CS}, \mathcal{W}_+ \) and \( \mathcal{W}_- \) as in equation (B16), (B17) and (B18). In the body of the proof of Lemma 21, we noted that \( \mathcal{W}_{CS} \subset \text{supp} \mathcal{P}_S \), and since \( \mathcal{P}_S \) and \( \mathcal{P}_\omega \)
are orthogonal projectors, \( P_{\omega} T_{1,\omega}^{(nc)} |w_{tr}\rangle = 0 \). Next, let \( |w_\pm\rangle \in P_{\omega} W_\pm \), then we have

\[
P_{\omega} T_{1,\omega}^{(nc)} P_{\omega} P_{\omega} |w_\pm\rangle
= P_{\omega} \times \frac{1}{4} \sum_{a,b \in \mathbb{F}_2^{2m}} \lambda_b \langle \hat{a} | P_{\omega} | \hat{b} \rangle | \hat{a} \rangle
= P_{\omega} \times \frac{1}{4} \sum_{a,b \in \mathbb{F}_2^{2m}} \lambda_b \left( \frac{1}{3} (\delta_{a,b} - \delta_{(a,b),1}) \right) | \hat{a} \rangle, \quad \text{(using equation (E2))}
= \frac{1}{12} \left( 1 \mp \frac{1}{N} \right) P_{\omega} |w_\pm\rangle,
\]
where \( \langle \hat{a} | P_{\omega} | \hat{b} \rangle \) is evaluated in Section E. Thus the remaining eigenvalues are \( \frac{1}{12} \left( 1 \pm \frac{1}{N} \right) \). \( \square \)

e. Action of \( G_T \) on \( V^{(c)} \)

**Lemma 23.** On \( V^{(c)} \), \( G_T \)'s highest eigenvalue is +1 with a one-dimensional eigenspace. It is given by

\[
W_{CS} := \text{span} \left\{ |w_{tr}\rangle := \sum_{\substack{a,b \in \mathbb{F}_2^{2m} \\colon \langle a,b \rangle = 0 \\& \ a,b,a+b \neq 0}} |a, b, a+b\rangle \right\}.
\]

The second highest eigenvalue of \( G_T \) on \( V^{(c)} \) is upper bounded by \( \frac{1}{2} \left( 1 + \frac{4}{N} + \frac{2}{N(N-2)} \right) \).

**Proof.** Structure of proof: we first prove that \( G_T \) can be written as a sum of the following three linear operators.

\[
G_T = \frac{1}{4} \text{id} + \hat{G}_{TD} + \hat{G}_{T[S]}.
\]

with the properties

1. \( \hat{G}_{TD} \) is a self-adjoint linear operator. It’s highest eigenvalue is \( \frac{3}{4} \), and \( W_{CS} \) is the corresponding eigenspace. The remaining non-zero eigenvalues of \( \hat{G}_{TD} \) are \( \frac{1}{4} \left( 1 + \frac{2}{N-2} \right), \frac{1}{4} \left( 1 + \frac{2}{N+2} \right), \frac{1}{4} \left( 1 - \frac{2}{N-2} \right) \) and \( \frac{1}{4} \left( 1 - \frac{2}{N+2} \right) \).
2. \( \hat{G}_{T[S]} \) is also self-adjoint. It’s largest eigenvalue is lower or equal to \( \frac{3}{2N} \), i.e.,

\[
\left\| \hat{G}_{T[S]} \right\|_{\text{op}} \leq \frac{3}{2N}.
\]  
(B124)

\( \text{supp} \hat{G}_{T[S]} \) lies in the orthogonal complement of \( \mathcal{W}_{CS} \).

We construct the target decomposition of equation (B123) in Lemma 24. We obtain the eigenvalues of \( \hat{G}_{T_D} \) in Lemma 27 along with their eigenspaces. In Lemma 24 we prove the inequality (B124).

\[ \square \]

**Lemma 24.** In this lemma, we construct the decomposition given in equation (B123).

**Proof.** Using equation (B30), one sees that the action of \( \hat{G}_T \) on \( |a, b, a + b\rangle \) when \( a, b \) are such that \( \langle a, b \rangle = 0 \) is

\[
\hat{G}_T |a, b, a + b\rangle = \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 0} |a, b, a + b\rangle
\]  
(B125)

\[ + \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 0} |a + h, b, a + b + h\rangle \]  
(B126)

\[ + \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 1} |a + h, b, a + b + h\rangle \]  
(B127)

\[ + \frac{1}{N^2} \sum_{h: \langle a, h \rangle = 1} |a + h, b + h, a + b\rangle. \]  
(B128)

In Section F, we prove from equation (B125) (and the expressions (B126), (B127) and (B128)) that the action of \( \hat{G}_T \), when restricted to \( \mathcal{V}^{(c)} \) can be re-written in the following form

\[
\hat{G}_T = \frac{1}{4} \text{id} + T_1^{(c)} + T_2^{(c)} + T_3^{(c)},
\]  
(B129)
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where by \(\text{id}\) we mean the identity restricted to \(\mathcal{V}^{(c)}\), and we define the linear operators \(T_1^{(c)}\), \(T_2^{(c)}\) and \(T_3^{(c)}\) on \(\mathcal{V}^{(c)}\) by providing their action on the basis vectors \(|a, b, a+b\rangle\) for \(\langle a, b\rangle = 0\), and \(a, b, a+b \neq 0\).

\[
T_1^{(c)} |a, b, a+b\rangle := \frac{1}{N^2} \sum_{\substack{h:\langle a,h\rangle=0 \\langle b,h\rangle=1}} |a, h, a+h\rangle, \quad (B130)
\]

\[
T_2^{(c)} |b, a, a+b\rangle := \frac{1}{N^2} \sum_{\substack{h:\langle a,h\rangle=0 \\langle b,h\rangle=1}} |h, a, a+h\rangle, \quad (B131)
\]

\[
T_3^{(c)} |a+b, b, a\rangle := \frac{1}{N^2} \sum_{\substack{h:\langle a,h\rangle=0 \\langle b,h\rangle=1}} |a+h, h, a\rangle. \quad (B132)
\]

We define \(\hat{G}_T\) as

\[
\hat{G}_T := G_T - \frac{1}{4} \text{id}. \quad (B133)
\]

Then from equation (B129) we see that

\[
\hat{G}_T = T_1^{(c)} + T_2^{(c)} + T_3^{(c)}. \quad (B134)
\]

Below we give some important properties of \(T_1^{(c)}\), \(T_2^{(c)}\) and \(T_3^{(c)}\), and also some relations among them.

1. From equation (B130) it is seen that

\[
\langle a, b, a+b\rangle T |a, c, a+c\rangle = \frac{2}{N^2} \delta_{(b,c),1} = \langle a, c, a+c\rangle T |a, b, a+b\rangle. \quad (B135)
\]

Thus, \(T_1^{(c)}\) is self-adjoint. Similarly, \(T_2^{(c)}\) and \(T_3^{(c)}\) are also self-adjoint, and all of them admit a spectral decomposition into orthogonal eigenspaces.

2. In Lemma 25, we prove that \(T_1^{(c)}\), \(T_2^{(c)}\) and \(T_3^{(c)}\) commute with \(\mathcal{W}_{[(23)]}\), \(\mathcal{W}_{[(13)]}\) and \(\mathcal{W}_{[(12)]}\), respectively. Thus \(T_1^{(c)}\) can be diagonalized along the +1 and -1 eigenspaces of \(\mathcal{W}_{[(23)]}\), and similarly for \(T_2^{(c)}\) and \(T_3^{(c)}\).
3. Lemma 25 also proves that $T_2^{(c)} = \mathcal{W}_{[1(23)]}T_1^{(c)}\mathcal{W}_{[1(32)]} = \mathcal{W}_{[1(12)]}T_1^{(c)}\mathcal{W}_{[1(12)]}$, and $T_3^{(c)} = \mathcal{W}_{[1(132)]}T_1^{(c)}\mathcal{W}_{[1(123)]} = \mathcal{W}_{[1(13)]}T_1^{(c)}\mathcal{W}_{[1(13)]}$. Hence, obtaining the spectral decomposition of $T_1^{(c)}$ also gives us the spectral decomposition of $T_2^{(c)}$ and $T_3^{(c)}$.

4. In Lemma 26 we obtain the spectral decomposition for $T_1^{(c)}$. We see the following.

(a) 
\[
\frac{1}{2} \left( \text{id} - \mathcal{W}_{[1(23)]} \right) T_1^{(c)} = 0. \quad \text{(B136)}
\]
\[
\frac{1}{2} \left( \text{id} + \mathcal{W}_{[1(23)]} \right) T_1^{(c)} = T_1^{(c)}. \quad \text{(B137)}
\]

(b) Define
\[
\mathcal{V}_1^{(c)} := \text{supp} \left( \text{id} + \mathcal{W}_{[1(23)]} \right).
\]
Then, in other words, the $\text{supp}(T_1^{(c)}) = \mathcal{V}_1^{(c)}$. Note that $\mathcal{V}_1^{(c)}$ is $\frac{(N^2-1)(N^2-4)}{4}$ dimensional.

(c) $\mathcal{V}_1^{(c)}$ has an orthogonal decomposition along two subspaces: $\mathcal{V}_1^{(c)}$ which is $N^2 - 1$ dimensional and its orthogonal complement, $\mathcal{V}_1^{(c)\perp}$, which is $\frac{(N^2-1)(N^2-8)}{4}$ dimensional, with the following properties: let $\mathcal{P}_1^{(c)}$ and $\mathcal{P}_1^{(c)\perp}$ be the projectors on $\mathcal{V}_1^{(c)}$ and $\mathcal{V}_1^{(c)\perp}$ respectively. Then the following is true. Then,
\[
\mathcal{P}_1^{(c)} T_1^{(c)} = \frac{1}{4} \mathcal{P}_1^{(c)}, \quad \text{(B139)}
\]
\[
\mathcal{P}_1^{(c)\perp} \left( T_1^{(c)} \right)^2 = \frac{1}{4N^2} \mathcal{P}_1^{(c)\perp}, \quad \text{(B140)}
\]
Hence the eigenvalues of $T_1^{(c)}$ are $\frac{1}{4}$ and $\pm \frac{1}{2N}$. We will use the following orthogonal decomposition of $T_1^{(c)}$.
\[
T_1^{(c)} = T_{1,D}^{(c)} + T_{1,-}^{(c)}, \quad \text{(B141)}
\]
where
\begin{align*}
T_{1,D}^{(c)} &:= \mathcal{P}_1^{(c)} T_1^{(c)} \quad \text{(B142)} \\
T_{1,-}^{(c)} &:= \mathcal{P}_1^{(c)\perp} T_1^{(c)} \quad \text{(B143)}
\end{align*}

5. Since \(T_2^{(c)}\) and \(T_3^{(c)}\) are unitary transformations of \(T_1^{(c)}\), their eigendecompositions are identical to \(T_1^{(c)}\)‘s. Hence we have the following.
\begin{align*}
T_2^{(c)} &= T_2^{(c)} + T_2^{(c)}_-, \quad \text{(B144)} \\
T_3^{(c)} &= T_3^{(c)} + T_3^{(c)}_-, \quad \text{(B145)}
\end{align*}

where, for \(\mathcal{P}_2^{(c)} = \mathcal{W}_{[(123)]} \mathcal{P}_1^{(c)} \mathcal{W}_{[(123)]} = \mathcal{W}_{[(12)]} \mathcal{P}_1^{(c)} \mathcal{W}_{[(12)]}\), and \(\mathcal{P}_3^{(c)} = \mathcal{W}_{[(132)]} \mathcal{P}_1^{(c)} \mathcal{W}_{[(132)]} = \mathcal{W}_{[(13)]} \mathcal{P}_1^{(c)} \mathcal{W}_{[(13)]}\), we get
\begin{align*}
T_{2,D}^{(c)} &:= \mathcal{P}_2^{(c)} T_2^{(c)} = \mathcal{W}_{[(123)]} T_1^{(c)} \mathcal{W}_{[(123)]} = \mathcal{W}_{[(12)]} T_1^{(c)} \mathcal{W}_{[(12)]} \quad \text{(B146)} \\
T_{2,-}^{(c)} &:= \mathcal{P}_2^{(c)\perp} T_2^{(c)} = \mathcal{W}_{[(123)]} T_{1,-}^{(c)} \mathcal{W}_{[(123)]} = \mathcal{W}_{[(12)]} T_{1,-}^{(c)} \mathcal{W}_{[(12)]} \quad \text{(B147)} \\
T_{3,D}^{(c)} &:= \mathcal{P}_3^{(c)} T_3^{(c)} = \mathcal{W}_{[(132)]} T_1^{(c)} \mathcal{W}_{[(132)]} = \mathcal{W}_{[(13)]} T_1^{(c)} \mathcal{W}_{[(13)]} \quad \text{(B148)} \\
T_{3,-}^{(c)} &:= \mathcal{P}_3^{(c)\perp} T_3^{(c)} = \mathcal{W}_{[(132)]} T_{1,-}^{(c)} \mathcal{W}_{[(132)]} = \mathcal{W}_{[(13)]} T_{1,-}^{(c)} \mathcal{W}_{[(13)]} \quad \text{(B149)}
\end{align*}

Define
\begin{align*}
\hat{\mathcal{G}}_{TD} &= T_{1,D}^{(c)} + T_{2,D}^{(c)} + T_{3,D}^{(c)} \quad \text{(B150)} \\
\hat{\mathcal{G}}_{TS} &= T_{1,-}^{(c)} + T_{2,-}^{(c)} + T_{3,-}^{(c)} \quad \text{(B151)}
\end{align*}
from which we see that
\begin{equation}
\hat{\mathcal{G}}_T = \hat{\mathcal{G}}_{TD} + \hat{\mathcal{G}}_{TS}. \quad \text{(B152)}
\end{equation}

Since \(\|T_{1,-}^{(c)}\|_\text{op}, \|T_{2,-}^{(c)}\|_\text{op}, \|T_{3,-}^{(c)}\|_\text{op} \leq \frac{1}{2N}\), from equation (B151) we have that
\begin{equation}
\|\hat{\mathcal{G}}_{TS}\|_\text{op} \leq \frac{3}{2N}. \quad \text{(B153)}
\end{equation}
Finally, Lemma 27 gives the full eigendecomposition of $\hat{G}_{TD}$, which is as was specified in Lemma 24. Hence the construction of the decomposition is as was promised in the proof of Lemma 24.

\begin{proof}
\begin{align}
\varpi_{(23)}(c) T_{1}^{(c)} \varpi_{(23)}(c) &= T_{1}^{(c)}, \\
\varpi_{(13)}(c) T_{2}^{(c)} \varpi_{(13)}(c) &= T_{2}^{(c)}, \\
\varpi_{(12)}(c) T_{3}^{(c)} \varpi_{(12)}(c) &= T_{3}^{(c)}.
\end{align}
\end{proof}

Lemma 25. $T_{1}^{(c)}$, $T_{2}^{(c)}$ and $T_{3}^{(c)}$ have the following properties.

- $T_{1}^{(c)}$, $T_{2}^{(c)}$ and $T_{3}^{(c)}$ commute with $\varpi_{(23)}$, $\varpi_{(13)}$, and $\varpi_{(12)}$ respectively.

\begin{align}
\varpi_{(23)}(c) T_{1}^{(c)} \varpi_{(23)}(c) &= T_{1}^{(c)}, \\
\varpi_{(13)}(c) T_{2}^{(c)} \varpi_{(13)}(c) &= T_{2}^{(c)}, \\
\varpi_{(12)}(c) T_{3}^{(c)} \varpi_{(12)}(c) &= T_{3}^{(c)}.
\end{align}

- $T_{1}^{(c)}$, $T_{2}^{(c)}$ and $T_{3}^{(c)}$ are permutations of each other:

\begin{align}
T_{3}^{(c)} &= \varpi_{(13)}(c) T_{1}^{(c)} \varpi_{(13)}(c) \\
&= \varpi_{(132)}(c) T_{1}^{(c)} \varpi_{(123)}(c) \\
&= \varpi_{(123)}(c) T_{2}^{(c)} \varpi_{(132)}(c) \\
&= \varpi_{(23)}(c) T_{2}^{(c)} \varpi_{(23)}(c),
\end{align}

\begin{align}
T_{2}^{(c)} &= \varpi_{(123)}(c) T_{1}^{(c)} \varpi_{(132)}(c) \\
&= \varpi_{(12)}(c) T_{1}^{(c)} \varpi_{(12)}(c) \\
&= \varpi_{(132)}(c) T_{3}^{(c)} \varpi_{(123)}(c) \\
&= \varpi_{(23)}(c) T_{3}^{(c)} \varpi_{(23)}(c),
\end{align}

\begin{align}
T_{1}^{(c)} &= \varpi_{(123)}(c) T_{3}^{(c)} \varpi_{(132)}(c) \\
&= \varpi_{(13)}(c) T_{3}^{(c)} \varpi_{(13)}(c) \\
&= \varpi_{(132)}(c) T_{2}^{(c)} \varpi_{(123)}(c) \\
&= \varpi_{(12)}(c) T_{2}^{(c)} \varpi_{(12)}(c),
\end{align}

\begin{proof}
Structure of proof: first we prove equation (B154). Then we prove the first (top-most) relation in equation (B157). Equation (B158) is proved by conjugating both sides.
of equation (B154) by $\mathcal{W}_{(13)}$, and noting that $\mathcal{W}_{(123)} = \mathcal{W}_{(13)} \mathcal{W}_{(23)}$. The rest of the relations can be proved using identical steps. Proof of equation (B154): in equation (B130) we see that

$$T_1^{(c)} |a, a + b, b\rangle = \frac{1}{N^2} \sum_{k; \langle a, k \rangle = 0, \langle a + b, k \rangle = 1} |a, k, a + k\rangle$$

$$= \frac{1}{N^2} \sum_{k; \langle (a + k) \rangle = 0} |a, k + a\rangle$$

$$= \frac{1}{N^2} \sum_{h; \langle a, h \rangle = 0, \langle b, h \rangle = 1} |a, a + h, h\rangle,$$  \hspace{1cm} (B161)

where we go from the first line to the second using

$$\{ k \in \mathbb{F}_{2^m} | \langle a, k \rangle = 0, \langle a + b, k \rangle = 1 \} = \{ k \in \mathbb{F}_{2^m} | \langle a, k \rangle = 0, \langle b, k \rangle = 1 \}.$$  \hspace{1cm} (B162)

To go from the second line to the third, we change variables from $k$ to $h = a + k$, by noting that

$$\{ h | \langle a, h \rangle = 0, \langle b, h \rangle = 1 \} = a + \{ k \in \mathbb{F}_{2^m} | \langle a, k \rangle = 0, \langle b, k \rangle = 1 \}, \text{ (using } \langle a, b \rangle = 0).$$  \hspace{1cm} (B163)

Noting that the LHS of equation (B161) can be re-written as $T_1^{(c)} \mathcal{W}_{(23)} |a, b, a + b\rangle$, and the RHS in (B161) can be re-written as the RHS of (B164), we get the following.

$$T_1^{(c)} \left( \mathcal{W}_{(23)} |a, b, a + b\rangle \right) = \mathcal{W}_{(23)} \left( \frac{1}{N^2} \sum_{h; \langle a, h \rangle = 0, \langle b, h \rangle = 1} |a, h, a + h\rangle \right).$$  \hspace{1cm} (B164)

Comparing equation (B164) with equation (B130) we see that the action of $T_1^{(c)}$ on $|a, b, a + b\rangle$ commutes with the action of $\mathcal{W}_{(23)}$ on $|a, b, a + b\rangle$. Since this is true for all basis vectors $|a, b, a + b\rangle$ in $V^{(c)}$, we obtain equation (B154).
Proof of equation (B157): apply $\mathcal{W}_{(13)}$ to both sides of equation (B130)

$$\mathcal{W}_{(13)} T^{(c)} \mathcal{W}_{(13)} |a + b, b, a\rangle = \frac{1}{N^2} \sum_{h:\langle a, h\rangle = 0, \langle b, h\rangle = 1} |a + h, h, a\rangle$$

$$= T_3^{(c)} |a + b, b, a\rangle,$$  \hspace{1cm} (B165)

and equation (B157) is proved by noting that equation (B165) holds for all basis vectors $|a + b, b, a\rangle$. \hfill \Box

**Lemma 26.** The spectral decomposition of $T^{(c)}_1$ (defined in equation (B130)) is

$$T^{(c)}_1 = \frac{1}{4} P^{(c)}_1 + \frac{1}{2N} P^{(c)}_{1,+} - \frac{1}{2N} P^{(c)}_{1,-},$$ \hspace{1cm} (B166)

where $P^{(c)}_1, P^{(c)}_{1,+}$ and $P^{(c)}_{1,-}$ are orthogonal projectors defined on the following orthogonal spaces.

$$\mathcal{V}_{1,(c)} := \text{span} \left\{ |\hat{a}\rangle \forall a \in \mathbb{F}_2^{2m} \mid |\hat{a}\rangle := \frac{\sqrt{2}}{\sqrt{N^2 - 4}} \sum_{h:\langle a, h\rangle = 0, h \neq a, 0} |a, h, a + h\rangle \right\},$$ \hspace{1cm} (B167)

$$\mathcal{V}_{1,+} := \text{span} \left\{ |a_+\rangle = \sum_{b:\langle a, b\rangle = 0, b \neq 0, a} \lambda_b |a, b, a + b\rangle, \forall a \in \mathbb{F}_2^{2m} \mid \lambda_b \text{ satisfy equations in (B170)} \right\},$$ \hspace{1cm} (B168)

$$\mathcal{V}_{1,-} := \text{span} \left\{ |a_-\rangle = \sum_{b:\langle a, b\rangle = 0, b \neq 0, a} \lambda_b |a, b, a + b\rangle, \forall a \in \mathbb{F}_2^{2m} \mid \lambda_b \text{ satisfy equations in (B171)} \right\},$$ \hspace{1cm} (B169)
where
\[\sum_{b : \langle a, b \rangle = 0, b \neq 0, a} \lambda_b = 0, \quad \sum_{h : \langle h, a \rangle = 0, \langle h, b \rangle = 1} \lambda_h = \frac{1}{2N} \lambda_b, \]  \hspace{1cm} (B170)

and
\[\sum_{b : \langle a, b \rangle = 0, b \neq 0, a} \lambda_b = 0, \quad \sum_{h : \langle h, a \rangle = 0, \langle h, b \rangle = 1} \lambda_h = -\frac{1}{2N} \lambda_b. \]  \hspace{1cm} (B171)

\[\dim \mathcal{V}_1^{(c)} = N^2 - 1, \quad \dim \mathcal{V}_{1,+}^{(c)} = \frac{(N^2-1)(N^2-2N-8)}{8}, \quad \text{and} \quad \dim \mathcal{V}_{1,-}^{(c)} = \frac{(N^2-1)(N^2+2N-8)}{8}\]

**Proof.** From equation (B135) we know that \( T_1^{(c)} \) is self-adjoint and has a spectral decomposition with orthogonal eigenspaces.

From the definition of \( T_1^{(c)} \) in equation (B130), we see that
\[ T_1^{(c)} |a, b, a + b\rangle = T_1^{(c)} |a, a + b, b\rangle, \]  \hspace{1cm} (B172)

since if some \( h \) is contained in the set \( \{ k \in \mathbb{F}_2^m \mid \langle a, k \rangle = 0, \langle b, k \rangle = 1 \} \), then so is \( a + h \).

This further implies
\[ T_1^{(c)} |a, b, a + b\rangle = T_1^{(c)} \mathcal{W}_{\{23\}} |a, b, a + b\rangle \]
\[ = \mathcal{W}_{\{23\}} T_1^{(c)} |a, b, a + b\rangle \]
\[ \implies (\text{id} - \mathcal{W}_{\{23\}}) T_1^{(c)} |a, b, a + b\rangle = 0. \]  \hspace{1cm} (B173)

Since equation (B173) is true for all \( |a, b, a + b\rangle \), we get
\[ (\text{id} - \mathcal{W}_{\{23\}}) T_1^{(c)} = 0, \]  \hspace{1cm} (B174)

which informs us that \( \text{supp} T_1^{(c)} \subseteq \mathcal{V}_1^{(c)} \).
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Next, we prove that for $|\hat{a}\rangle$, as defined in equation (B167), is an eigenvector of $T^{(c)}_1$, with eigenvalue $\frac{1}{4}$.

\[
T^{(c)}_1 |a\rangle = T^{(c)}_1 \frac{\sqrt{2}}{\sqrt{N^2 - 4}} \sum_{b; \langle a,b \rangle = 0, b \neq 0, a} |a, b, a + b\rangle \\
= \frac{\sqrt{2}}{N^2 \sqrt{N^2 - 4}} \sum_{b; \langle a,b \rangle = 0} S_b |a, h, a + h\rangle \\
= \frac{1}{4} |\hat{a}\rangle,  
\]  
\[
(B175) 
\]

where in the second line $S_b = \left| \left\{ b \in \mathbb{F}_{2^m}^2 \mid \langle a, b \rangle = 0, \langle h, b \rangle = 1, b \neq 0, a \right\} \right|$. Note that the condition $\langle h, b \rangle = 1$ ensures that $b \neq 0, a$. $S_b = \left| \left\{ b \in \mathbb{F}_{2^m}^2 \mid \langle a, b \rangle = 0, \langle h, b \rangle = 1 \right\} \right|$. Also, had $h = 0, a$, then $\langle b, h \rangle \neq 1$, so $h \neq 0, a$. Since $a, h$ are linearly independent, Lemma 2 tells us that this size is $\frac{N^2}{4}$. This proves equation (B167).

Let $b, c \in \mathbb{F}_{2^m}^2 \setminus \{a\}$ such that $\langle a, b \rangle = \langle a, c \rangle = 0$ and $c, a + c \neq b$.

Then

\[
T^{(c)}_2 (\langle a, b, a + b \rangle + |a, a + b, b\rangle) - (|a, c, a + c\rangle + |a, a + c, c\rangle)) \\
= \left( \frac{2}{N^2} \sum_{b; \langle a,b \rangle = 0, \langle b,h \rangle = 1} T |a, h, a + h\rangle \right) - \left( \frac{2}{N^2} \sum_{b; \langle a,b \rangle = 0, \langle c,h \rangle = 1} T |a, h, a + h\rangle \right) \\
= \frac{2}{N^4} \sum_{k; \langle a,k \rangle = 0} (S_{b,k} - S_{c,k}) |a, k, a + k\rangle,  
\]  
\[
(B176) 
\]

where

\[
S_{b,k} = \left| \left\{ h \in \mathbb{F}_{2^m}^2 \mid \langle a, h \rangle = 0, \langle b, h \rangle = \langle k, h \rangle = 1 \right\} \right|  
\]  
\[
(B177) 
\]

\[
S_{c,k} = \left| \left\{ h \in \mathbb{F}_{2^m}^2 \mid \langle a, h \rangle = 0, \langle c, h \rangle = \langle k, h \rangle = 1 \right\} \right|  
\]  
\[
(B178) 
\]
Note that if \( k = 0, a \) then \( S_{b,k}, S_{c,k} = 0 \) since \( \langle h, k \rangle \neq 1 \) in that case. Using Lemma 2, we see that

\[
S_{b,k} = \frac{N^2}{4} (\delta_{k,b} + \delta_{k,a+b}) - \frac{N^2}{8} (1 - (\delta_{k,b} + \delta_{k,a+b})) \tag{B179}
\]

\[
S_{c,k} = \frac{N^2}{4} (\delta_{k,c} + \delta_{k,a+c}) - \frac{N^2}{8} (1 - (\delta_{k,c} + \delta_{k,a+c})) \tag{B180}
\]

Using equations (B179) and (B180) in equation (B176), we finally get

\[
T_1^{(c)^2} ((|a, b, a+b\rangle + |a, a+b, b\rangle) - (|a, c, a+c\rangle + |a, a+c, c\rangle))
\]

\[
= \frac{1}{4N^2} ((|a, b, a+b\rangle + |a, a+b, b\rangle) - (|a, c, a+c\rangle + |a, a+c, c\rangle)) \tag{B181}
\]

Note that \( \mathcal{V}_1^{(c)^\perp} \) (orthogonal complement of \( \mathcal{V}_1^{(c)} \) in \( \mathcal{V}_1^{(c)} \)) is spanned by vectors of the form \(|a, b, a+b\rangle + |a, a+b, b\rangle - (|a, c, a+c\rangle + |a, a+c, c\rangle\). Hence the eigenvalues of \( T_1^{(c)} \) on \( \mathcal{V}_1^{(c)^\perp} \) (which is the orthogonal complement of \( \mathcal{V}_1^{(c)} \) in \( \mathcal{V}_1^{(c)} \)) can be \( \pm \frac{1}{2N} \). If \(|a_\pm\rangle\) is an eigenvector with eigenvalue \( \pm \frac{1}{2N} \), and it has the basis expansion

\[
|a_\pm\rangle = \sum_{\substack{b: \\
\langle a, b \rangle = 0 \\
b \neq 0, a}} \lambda_b |a, b, a+b\rangle, \tag{B182}
\]

then \( \lambda_b \) should satisfy the following two conditions.

1. So that \(|a_\pm\rangle\) are orthogonal to |\(\hat{a}\rangle\), the \( \lambda_b \)'s should satisfy

\[
\sum_{\substack{b: \\
\langle a, b \rangle = 0 \\
b \neq 0, a}} \lambda_b = 0. \tag{B183}
\]

2. So that it has eigenvalue \( \pm \frac{1}{2N} \), the \( \lambda_b \)'s must satisfy

\[
\sum_{\substack{b: \\
\langle a, h \rangle = 0 \\
\langle b, h \rangle = 1}} \lambda_b = \pm \frac{2}{N} \lambda_b. \tag{B184}
\]
Hence we have obtained the eigenspaces in equations (B168) and (B169).
Using equation (B135), we see that $\text{tr } T_1^{(c)} = 0$. If $n_+$ is the degeneracy of $\frac{1}{2N}$, then the degeneracy of $-\frac{1}{2N}$ is $\text{rank } T_1^{(c)} - \dim V_1^{(c)} - n_+$. We get the $\text{tr } T_1^{(c)} = 0$ equation in terms of the eigenvalues and degeneracies.

$$\frac{1}{2N} n_+ - \frac{1}{2N} \left( \text{rank } T_1^{(c)} - \dim V_1^{(c)} - n_+ \right) + \frac{1}{4} \dim V_1^{(c)}, \tag{B185}$$

which can be solved using the fact that $\text{rank } T_1^{(c)} = \dim V_1^{(c)} = \frac{(N^2-1)(N^2-4)}{4}$, and that $\dim V_1^{(c)} = N^2 - 1$. Using this we see that the multiplicity of the $\frac{1}{2N}$ eigenvalue is $\frac{(N^2-1)(N^2-2N-8)}{8}$, whereas the multiplicity of the $-\frac{1}{2N}$ eigenvalue is $\frac{(N^2-1)(N^2+2N-8)}{8}$.

**Lemma 27.** The largest eigenvalue of $\hat{\mathcal{G}}_T D$ (defined in equation (B150)) is $\frac{3}{4}$, and $\mathcal{W}_{CS}$ (defined in (B122)) is the corresponding eigenspace. All remaining eigenvalues are less than or equal to $\frac{1}{4} \left(1 + \frac{2}{N-2}\right)$, and their corresponding eigenspaces lie in the orthogonal complement of $\mathcal{W}_{CS}$.

**Proof.** It is convenient to adopt the notation defined in equation (B16), with the identification that $\mathcal{P}_0 = \mathcal{P}_S$, $\mathcal{P}_1 = \mathcal{P}_\omega$ and $\mathcal{P}_2 = \mathcal{P}_\omega^\ast$.

First we obtain an orthogonal decomposition of $\hat{\mathcal{G}}_T D$ using the orthogonal projectors $\mathcal{P}_k$: note that due to the permutation relations among $T_1^{(c)}$, $T_2^{(c)}$ and $T_3^{(c)}$ (see Lemma 25 and equations (B146) and (B148)), $\hat{\mathcal{G}}_T D$ commutes with all $\mathcal{W}_{\pi}$’s, and hence consequently commutes with $\mathcal{P}_k$’s. Noting the completeness relation in equation (B13), we multiply on the right (or left) by $\hat{\mathcal{G}}_T D$.

$$\hat{\mathcal{G}}_T D = \sum_{k=0}^2 \mathcal{P}_k \hat{\mathcal{G}}_T D = \sum_{k=0}^2 \mathcal{P}_k \hat{\mathcal{G}}_T D \mathcal{P}_k, \tag{B186}$$

where we used the fact that $\mathcal{P}_k^2 = \mathcal{P}_k$ and that $\mathcal{P}_k$ commutes with $\hat{\mathcal{G}}_T D$. Define

$$\hat{\mathcal{G}}_{TD,k} := \mathcal{P}_k \hat{\mathcal{G}}_T D \mathcal{P}_k. \tag{B187}$$
Then we get the following orthogonal decomposition of $\hat{G}_{T_D}$

$$\hat{G}_{T_D} = \hat{G}_{T+,0} + \hat{G}_{T+,1} + \hat{G}_{T+,2}. \quad \text{(B188)}$$

Hence the eigendecomposition of $\hat{G}_{T_D}$ is given by the eigendecomposition of $\hat{G}_{T+,0}$, $\hat{G}_{T+,1}$ and $\hat{G}_{T+,2}$. To obtain these eigendecompositions, note the following.

$$\hat{G}_{T_D,k} = 3 \mathcal{P}_k T^{(c)}_{1,D} \mathcal{P}_k, \quad \text{(B189)}$$

which we prove using two things: the permutation relations: that $T^{(c)}_2 = \mathcal{W}_{[(123)]} T^{(c)}_1 \mathcal{W}_{[(132)]}$ and $T^{(c)}_3 = \mathcal{W}_{[(132)]} T^{(c)}_1 \mathcal{W}_{[(123)]}$ (obtained in Lemma 25), and also that

$$\mathcal{P}_k \mathcal{W}_\sigma T^{(c)}_{1,D} \mathcal{W}_{\sigma-1} \mathcal{P}_k = \mathcal{P}_k T^{(c)}_{1,D} \mathcal{P}_k. \quad \text{(B190)}$$

Thus one needs to obtain the eigendecomposition of $\mathcal{P}_k T^{(c)}_{1,D} \mathcal{P}_k$. From Lemma 26, we see that $T^{(c)}_{1,D}$ has the following eigendecomposition

$$T^{(c)}_{1,D} = \frac{1}{4} |\hat{a}\rangle \langle \hat{a}|, \quad \text{(B191)}$$

where $|\hat{a}\rangle$ was defined in equation (B167). We decompose $\mathcal{V}^{(c)}_1$ (also defined in equation B167) into three orthogonal subspaces.

$$\mathcal{W}_{CS} = \text{span} \left\{ |w_{tr}\rangle = \sqrt{\frac{N^2 - 4}{2}} \sum_{a \in \mathbb{F}_2^{2m}} |\hat{a}\rangle \right\}, \quad \text{(B192)}$$

$$\mathcal{W}_+ := \text{span} \left\{ |w_+\rangle = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |\hat{a}\rangle, \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a = 0, \sum_{h: (h,a) = 1} \lambda_h = \frac{N}{2} \lambda_a \right\}, \quad \text{(B193)}$$

$$\mathcal{W}_- := \text{span} \left\{ |w_-\rangle = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |\hat{a}\rangle, \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a = 0, \sum_{h: (h,a) = 1} \lambda_h = -\frac{N}{2} \lambda_a \right\}, \quad \text{(B194)}$$
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We note that $|w_{tr}\rangle$ is the same as was defined in equation (B122), which can be seen as follows:

$$
\sum_{a \in \mathbb{F}_2^{2n}} |\hat{a}\rangle \propto \sum_{a \in \mathbb{F}_2^{2n}} \left( \sum_{b \langle a, b \rangle = 0} |a, b, a + b\rangle \right) = \sum_{a, b, a + b \neq 0} |a, b, a + b\rangle = |w_{tr}\rangle. \quad (B195)
$$

Note that the equations in the definition of $\mathcal{W}_+$ and $\mathcal{W}_-$ are consistent and have solutions. We know this because these are the same equations are used to decompose the irreducible representations in the diagonal sector in Subsubsections B 1b and B 1c, and they were also introduced in the diagonal sector in Helsen et al [40] (see Lemma 4 therein). We also know that $\dim \mathcal{W}_+ = \frac{N(N-1)}{2} - 1$ and $\dim \mathcal{W}_- = \frac{N(N+1)}{2} - 1$. And that the three spaces $\mathcal{W}_{CS}$, $\mathcal{W}_+$ and $\mathcal{W}_-$ are orthogonal to each other, collectively spanning the entire $N^2 - 1$ dimensional support of $\text{id} + \mathcal{W}_{[(23)]}$.

We want to further decompose $\mathcal{W}_{CS}$, $\mathcal{W}_+$ and $\mathcal{W}_-$ using $\mathcal{P}_k$. We start with $\mathcal{W}_{CS}$.

Note that $\mathcal{W}_\sigma|w_{tr}\rangle = |w_{tr}\rangle$ for $\sigma = \text{id}, [(123)], [(132)]$. We demonstrate this for $\sigma = [(123)]$.

$$
\mathcal{W}_{[(123)]} |w_{tr}\rangle = \sum_{a, b, a + b \neq 0} \mathcal{W}_{[(123)]} |a, b, a + b\rangle
$$

$$
= \sum_{a, b, a + b \neq 0} |a + b, a, b\rangle
$$

$$
= \sum_{a', b', a + b' \neq 0} |a', b', a' + b'\rangle,
$$

$$
= |w_{tr}\rangle. \quad (B196)
$$

$^7$ That $\mathcal{W}_\pi|w_{tr}\rangle = |w_{tr}\rangle$ is actually true for all $\pi \in S_3$. 
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where the dummy variables were changed in the last line as follows: \( b' = a \), and \( a' = a + b \) (so that \( a' \) varies with \( b \) for fixed \( b' = a \)). This tells us the following.

\[
\mathcal{P}_0 |w_{tr}\rangle = |w_{tr}\rangle, \quad \mathcal{P}_1 |w_{tr}\rangle = \mathcal{P}_2 |w_{tr}\rangle = 0. \tag{B197}
\]

Finally, we have the following orthogonal decomposition of \( \mathcal{V}^{(c)}_1 \).

\[
\mathcal{V}^{(c)}_1 = \mathcal{W}_{CS} \oplus \mathcal{V}_{0,+} \oplus \mathcal{V}_{0,-} \oplus \mathcal{V}_{1,+} \oplus \mathcal{V}_{1,-} \oplus \mathcal{V}_{2,+} \oplus \mathcal{V}_{2,-}, \tag{B198}
\]

where

\[
\mathcal{V}_{k,\pm} := \text{supp} \mathcal{P}_k \cap \mathcal{W}_\pm. \tag{B199}
\]

Since \( \mathcal{W}_\pm \) and \( \text{supp} \mathcal{P}_k \) are both invariant under the action of \( T^{(c)}_{1,D} \), \( T^{(c)}_{1,\mathcal{D}} \) can be decomposed as follows.

\[
\hat{\mathcal{G}}_{TD} = \mathcal{P}_\mathcal{T} \hat{\mathcal{G}}_{TD} + \mathcal{P}_{0,+} \hat{\mathcal{G}}_{TD} + \mathcal{P}_{0,-} \hat{\mathcal{G}}_{TD} + \mathcal{P}_{1,+} \hat{\mathcal{G}}_{TD} + \mathcal{P}_{1,-} \hat{\mathcal{G}}_{TD} + \mathcal{P}_{2,+} \hat{\mathcal{G}}_{TD} + \mathcal{P}_{2,-} \hat{\mathcal{G}}_{TD}, \tag{B200}
\]

where

\[
\mathcal{P}_{j,\pm} := \mathcal{V}_{k,\pm}. \tag{B201}
\]

On \( \mathcal{W}_{CS} \) we see

\[
\mathcal{P}_\mathcal{S} T^{(c)}_{1,D} \mathcal{P}_\mathcal{S} (\mathcal{P}_\mathcal{S} |w_{tr}\rangle) = \frac{1}{4} \mathcal{P}_\mathcal{S} |w_{tr}\rangle \quad \Rightarrow \quad \hat{\mathcal{G}}_{T,+0} (\mathcal{P}_\mathcal{S} |w_{tr}\rangle) = \frac{3}{4} \mathcal{P}_\mathcal{S} |w_{tr}\rangle, \tag{B202}
\]

which proves the first part of Lemma 27.

To obtain the remaining eigenvalues, note that \( \mathcal{P}_k |w_\pm\rangle \) span \( \mathcal{V}_{k,\pm} \), where \( |w_\pm\rangle \in \mathcal{W}_\pm \).

Using the expansions of \( |w_\pm\rangle \) in equations (B193) and (B194), we obtain the action of
$P_k T_1^{(c)} P_k$ on $P_k |w\rangle$,

$$
P_k T_1^{(c)} P_k (P_k |w\rangle) = \frac{1}{4} \sum_{a, b \in \mathbb{F}_2^{2m}} \lambda_b \left( \frac{1}{3} \langle \hat{a} | P_k | \hat{b} \rangle \right) |\hat{a}\rangle,
$$

where we used the inner product between $P_k |\hat{a}\rangle$ and $P_k |\hat{b}\rangle$, which is

$$
\langle \hat{a} | P_k | \hat{b} \rangle = \begin{cases} 
\frac{1}{3} \left( \delta_{a,b} + \frac{4}{N^2 - 4} (1 - \delta_{a,b}) \delta_{(a,b),0} \right), & k = 0, \\
\frac{1}{3} \left( \delta_{a,b} - \frac{2}{N^2 - 4} (1 - \delta_{a,b}) \delta_{(a,b),0} \right), & k = 1, 2,
\end{cases} \tag{B204}
$$

and also used the relation

$$
\sum_{b: \langle (a,b) = 0 \rangle \neq a} \lambda_b = - \sum_{b: \langle (a,b) = 1 \rangle} \lambda_b = - \left( \frac{\pm N + 2}{2} \right) \lambda, \tag{B205}
$$

which we obtain from equations (B193) and (B194).

Hence the full eigen decomposition of $\hat{G}_{TD}$ is given by

$$
\hat{G}_{TD} = \frac{3}{4} P_1 + \frac{1}{4} \left( 1 + \frac{2}{N - 2} \right) P_0 + \frac{1}{4} \left( 1 + \frac{1}{N + 2} \right) (P_1 + P_2) + \frac{1}{4} \left( 1 - \frac{1}{N - 2} \right) (P_1 + P_2) + \frac{1}{4} \left( 1 - \frac{1}{N + 2} \right) P_0. \tag{B206}
$$
Appendix C: Proofs of equation (B58)

On the RHS of equation (B54), we see that the first term is given by

$$\frac{1}{N^2} \sum_{h:} \langle a,h \rangle = 0 \langle b,h \rangle = 0 |a, b, a+b\rangle = \frac{1}{4} |a, b, a+b\rangle,$$  \hspace{1cm} (C1)

where we used Lemma 2 to arrive at the result. We simplify the term in the expression (B55) by observing the following: for each $h$ which satisfies $\langle a, h \rangle = 0$, $\langle b, h \rangle = 1$, $b+h$ will satisfy $\langle a, b+h \rangle = \langle b, b+h \rangle = 1$ (using $\langle a, b \rangle = 1$). Similarly, for each $h'$ that satisfies $\langle a, h' \rangle = \langle b, h' \rangle = 1$, $a+h'$ will satisfy $\langle a, b+h' \rangle = 0$, and $\langle b, b+h' \rangle = 1$. We replace $b+h$ in the term $|a, b+h, a+b+h\rangle$ with $h' = h + b$, thus obtaining $\langle a, h', b+h' \rangle$ and sum over $h'$ which satisfy $\langle a, h' \rangle = \langle b, h' \rangle = 1$. Removing the primed symbol from $h'$ (since it is a dummy variable), we see that the expression in equation (B55) is

$$\frac{1}{N^2} \sum_{h:} \langle a, h \rangle = 1 \langle b, h \rangle = 0 |a, b+h, a+b+h\rangle = \frac{1}{N^2} \sum_{h:} |a, h, a+h\rangle.$$  \hspace{1cm} (C2)

The expression in equation (B56) is simplified in a similar way to give us

$$\frac{1}{N^2} \sum_{h:} \langle a, h \rangle = 1 \langle b, h \rangle = 0 |a+h, b, a+b+h\rangle = \frac{1}{N^2} \sum_{h:} |h, b, b+h\rangle.$$  \hspace{1cm} (C3)

Finally, the expression in equation (B57) simplifies to give us

$$\frac{1}{N^2} \sum_{h:} \langle a, h \rangle = 1 \langle b, h \rangle = 1 |a+h, b+h, a+b\rangle = \frac{1}{N^2} \sum_{h:} |a+b+h, h, a+b\rangle.$$  \hspace{1cm} (C4)

Appendix D: Permutation relations among $T^{(\pm)}_{1,\pm}$, $T^{(\pm)}_{2,\pm}$ and $T^{(\pm)}_{3,\pm}$

We prove the following
\( T^{(nc)}_{1,\pm}, T^{(nc)}_{2,\pm} \) and \( T^{(nc)}_{3,\pm} \) commute with \( \mathcal{W}_{[(23)]}, \mathcal{W}_{[(13)]}, \) and \( \mathcal{W}_{[(12)]} \) respectively.

\[
\begin{align*}
\mathcal{W}_{[(23)]} T^{(nc)}_{1,\pm} \mathcal{W}_{[(23)]} &= T^{(nc)}_{1,\pm}, \\
\mathcal{W}_{[(13)]} T^{(nc)}_{2,\pm} \mathcal{W}_{[(13)]} &= T^{(nc)}_{2,\pm}, \\
\mathcal{W}_{[(12)]} T^{(nc)}_{3,\pm} \mathcal{W}_{[(12)]} &= T^{(nc)}_{3,\pm}.
\end{align*}
\]

\( T^{(nc)}_{1,\pm}, T^{(nc)}_{2,\pm} \) and \( T^{(nc)}_{3,\pm} \) are permutations of each other:

\[
\begin{align*}
T^{(nc)}_{3,\pm} &= \mathcal{W}_{[(13)]} T^{(nc)}_{1,\pm} \mathcal{W}_{[(13)]} \\
&= \mathcal{W}_{[(132)]} T^{(nc)}_{1,\pm} \mathcal{W}_{[(123)]} \\
&= \mathcal{W}_{[(123)]} T^{(nc)}_{2,\pm} \mathcal{W}_{[(132)]} \\
&= \mathcal{W}_{[(123)]} T^{(nc)}_{3,\pm} \mathcal{W}_{[(23)]},
\end{align*}
\]

\[
\begin{align*}
T^{(nc)}_{2,\pm} &= \mathcal{W}_{[(123)]} T^{(nc)}_{1,\pm} \mathcal{W}_{[(123)]} \\
&= \mathcal{W}_{[(12)]} T^{(nc)}_{1,\pm} \mathcal{W}_{[(12)]} \\
&= \mathcal{W}_{[(132)]} T^{(nc)}_{3,\pm} \mathcal{W}_{[(123)]} \\
&= \mathcal{W}_{[(123)]} T^{(nc)}_{3,\pm} \mathcal{W}_{[(23)]},
\end{align*}
\]

\[
\begin{align*}
T^{(nc)}_{1,\pm} &= \mathcal{W}_{[(123)]} T^{(nc)}_{3,\pm} \mathcal{W}_{[(123)]} \\
&= \mathcal{W}_{[(13)]} T^{(nc)}_{3,\pm} \mathcal{W}_{[(13)]} \\
&= \mathcal{W}_{[(132)]} T^{(nc)}_{2,\pm} \mathcal{W}_{[(123)]} \\
&= \mathcal{W}_{[(12)]} T^{(nc)}_{2,\pm} \mathcal{W}_{[(12)]},
\end{align*}
\]

\( \hat{G}_{T\pm} \) commutes with \( \mathcal{W}_\pi \) for all \( \pi \in S_3 \).

**Proof.** Equation (D1) is proved by conjugating both sides of equations (B64) and (B65) by \( \mathcal{W}_{[(23)]} \), and noting that the RHS of both equations remain invariant. Equations (D2) and (D3) can be proved similarly.

Equation (D4) is proved by conjugating equations (B64) and (B65) by \( \mathcal{W}_{[(13)]} \), and by noting that \([[(13)][(23)][(13)] = [(12)]\), and using equation (B79), one then notes that the
RHS are the same as equations (B68) and (B69) respectively. To prove relation (D5), conjugate equation (D1) by $\mathcal{W}_{[(13)]}$, and use equation (D4) and the relation: $[(132)] = [(13)][(23)]$. All other equations can be proved using identical steps.

That $\hat{G}_T \pm$ commutes with $\mathcal{W}_\pi$ for all $\pi \in S_3$ now follows since $\hat{G}_T \pm = T^{(nc)}_{1,\pm} + T^{(nc)}_{2,\pm} + T^{(nc)}_{3,\pm}$. □

**Appendix E: Inner elements of the orthogonal complement of r products between vectors in $\mathcal{V}_{(nc)}^{1,+}$**

We prove

$$\langle \hat{a} | P_S | \hat{b} \rangle = \frac{1}{3} \left( \delta_{a,b} + \frac{4}{N^2} \delta_{(a,b),1} \right). \quad (E1)$$

$$\langle \hat{a} | P_\omega | \hat{b} \rangle = \langle \hat{a} | P_{\omega^*} | \hat{b} \rangle = \frac{1}{3} \left( \delta_{a,b} - \frac{2}{N^2} \delta_{(a,b),1} \right), \quad (E2)$$

by proving it for general $P_{(k)}$ defined in equation (B16).

$$\langle \hat{a} | P_k | \hat{b} \rangle$$

$$= \left( \frac{\sqrt{2}}{N} \sum_{\langle a,h \rangle = 1}^{h} \langle a, h, a + h |} \right) \frac{1}{3} \left( \text{id} + \omega^k \mathcal{W}_{[(123)]} + \omega^{2k} \mathcal{W}_{[(132)]} \right) \left( \frac{\sqrt{2}}{N} \sum_{\langle b,k \rangle = 1}^{k} | b, k, a + k \rangle \right)$$

$$= \frac{2}{N^2} \sum_{\langle a,h,k: \langle a,h \rangle = 1 \rangle = 1}^{h,k} \frac{1}{3} \left( \delta_{a,b} \delta_{h,k} + \omega^k \delta_{h,b} \delta_{k,a+b} + \omega^{2k} \delta_{k,a} \delta_{h,a+b} \right)$$

$$= \frac{1}{3} \left( \delta_{a,b} + \left( \omega^k + \omega^{2k} \right) \frac{2}{N^2} \delta_{(a,b),1} \right).$$

$$= \left\{ \begin{array}{ll}
\frac{1}{3} \left( \delta_{a,b} + \frac{4}{N^2} \delta_{(a,b),1} \right), & k = 0, \\
\frac{1}{3} \left( \delta_{a,b} - \frac{2}{N^2} \delta_{(a,b),1} \right), & k = 1, 2,
\end{array} \right. \quad (E3)$$

which proves equations (B115) and (E2).
Appendix F: Proofs of equation (B129)

On the RHS of equation (B125), we see that the first term is given by

\[
\frac{1}{N^2} \sum_{h: \langle a,h \rangle = 0, \langle b,h \rangle = 0} |a,b,a+b\rangle = \frac{1}{4} |a,b,a+b\rangle, \quad (F1)
\]

where we used Lemma 2 to arrive at the result. We simplify the term in the expression (B126) by observing the following: for each \( h \) which satisfies \( \langle a,h \rangle = 0, \langle b,h \rangle = 1 \), \( b+h \) will satisfy \( \langle a, b+h \rangle = 0 \), and \( \langle b, b+h \rangle = 1 \) (using \( \langle a,b \rangle = 0 \)). Similarly, for each \( h' \) that satisfies \( \langle a, h' \rangle = 0 \), and \( \langle b, b+h' \rangle = 1 \), \( a+h' \) will satisfy \( \langle a, b+h' \rangle = 0 \), and \( \langle b, b+h' \rangle = 1 \). We replace \( b+h \) in the term \( |a+b+h,a+b+h\rangle \) with \( h' = b+h \), thus obtaining \( |a,h',b+h'\rangle \) and sum over \( h' \) which satisfy \( \langle a, h' \rangle = 0, \langle b, h' \rangle = 1 \). Removing the primed symbol from \( h' \) (since it is a dummy variable), we see that the expression in equation (B126) is

\[
\frac{1}{N^2} \sum_{h: \langle a,h \rangle = 0, \langle b,h \rangle = 1} |a,b+h,a+b+h\rangle = \frac{1}{N^2} \sum_{h: \langle a,h \rangle = 0, \langle b,h \rangle = 1} |a,h,a+h\rangle. \quad (F2)
\]

The expression in equation (B127) is simplified in a similar way to give us

\[
\frac{1}{N^2} \sum_{h: \langle a,h \rangle = 1, \langle b,h \rangle = 0} |a+h,b,a+b+h\rangle = \frac{1}{N^2} \sum_{h: \langle a,h \rangle = 1, \langle b,h \rangle = 0} |h,b,b+h\rangle. \quad (F3)
\]

Finally, the expression in equation (B128) simplifies to give us

\[
\frac{1}{N^2} \sum_{h: \langle a,h \rangle = 1, \langle b+h,h \rangle = 0} |a+h,b+h,a+b\rangle = \frac{1}{N^2} \sum_{h: \langle b,h \rangle = 1, \langle a+b,h \rangle = 0} |a+b+h,h,a+b\rangle. \quad (F4)
\]
Appendix G: Proof of Theorem 4

We begin by proving equation (39). For that, first note that \( \text{dim span} \{ |a, a\rangle \mid a \in \mathbb{F}_2^{2m} \} = N^2 - 1 \). Also, the vectors \(|a, a\rangle\) form an ONB for \( \text{span} \{ |a, a\rangle \mid a \in \mathbb{F}_2^{2m} \} \). From equation (G5) in Lemma 28, see that \( \text{dim span} \{ |\hat{a}\rangle \mid a \in \mathbb{F}_2^{2m} \} = N^2 - 1 \). Also, the vectors \(|\hat{a}\rangle\) are an ONB for \( \text{span} \{ |\hat{a}\rangle \mid a \in \mathbb{F}_2^{2m} \} \). Hence the dimensions of both spaces are the same. Next note that

\[
U_h |a, a\rangle = |a + \langle a, h\rangle h, a + \langle a, h\rangle h\rangle, \quad \forall h \in \mathbb{F}_2^{2m}, \tag{G1}
\]

which can be directly verified by substituting from equation (64) into equation (70) for \( t = 2 \). Next from Lemma 30, note that by putting \( b = 0 \) in equation (G11), we get

\[
U_h |\hat{a}\rangle = |\hat{a} + \langle a, h\rangle \hat{h}\rangle. \tag{G2}
\]

Thus it is seen that \( L^{(d)\rightarrow(nc)} \) satisfies the equation \( U_h L^{(d)\rightarrow(nc)} |a, a\rangle = L^{(d)\rightarrow(nc)} U_h |a, a\rangle \) for all \( a \in \mathbb{F}_2^{2m} \). Note that \( C_m \) is generated by all Clifford transvection and Paulis. The action of the diagonal sector subspace (Lemma 4 in [40]) is invariant under the adjoint action of Paulis, just like all vectors of the form \(|a, b, a + b\rangle\) are (see Lemma 5). This immediately tells us that \( L^{(d)\rightarrow(nc)} \) is an intertwiner between both representations of the Clifford group. This proves equation (38).

Next, we prove that the subrepresentations acting on the subspaces \( V_1 \oplus V_2 \) in Lemma 4 of [40] are equivalent to the subrepresentations acting on \( V_1^{(nc)} \oplus V_2^{(nc)} \) in equation (40). Lemma 4 in [40] and Lemma 29 tell us that \( \text{dim} (V_1 \oplus V_2) = \text{dim} \left( V_1^{(nc)} \oplus V_2^{(nc)} \right) = N^2 - 2 \). Lemma 30 informs us that for any transvection Clifford \( U_h \), and non-zero vector \(|x\rangle \in V_1^{(nc)} \oplus V_2^{(nc)}\), with the expansion \(|x\rangle = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |A(a)\rangle\), we must have that \( \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a = 0 \) (Lemma 29), we get that \( U_h |x\rangle = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |A(a + \langle h, a\rangle h)\rangle \) (using equation (G11)). Similarly for the same choice of \( \lambda_a \), the vector \(|v\rangle \in V_1 \oplus V_2 \) in the diagonal sector subspace, \(|v\rangle = \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |a, a\rangle\), the action of the same transvection Clifford
is $U_h|v\rangle = \sum_{a \in F_{2^m}^2} \lambda_a|a + \langle a, h \rangle h, a + \langle a, h \rangle h\rangle$. Define $K : V^{(nc)} \oplus V^{(nc)} \rightarrow V_1 \oplus V_2$ as

$$K \left( \sum_{a \in F_{2^m}^2} \lambda_a|A(a)\rangle \right) = \sum_{a \in F_{2^m}^2} \lambda_a|a, a\rangle,$$

(G3)

with $\lambda_a$ such that $\sum_{a \in F_{2^m}^2} \lambda_a = 0$. It is easily verified that $K$ is linear. Thus $K$ is an intertwiner between both subrepresentations of the Clifford group. First note that $P_S$ and $P_1$ are both projectors, such that $P_S P_1 = 0$, i.e., they have orthogonal supports. Next, $G_T$ commutes with $W_\sigma$ for all $\sigma \in S_3$. Thus, the action of $G_T$ on $V^{(nc)}_{\text{null,1}}$ and on $V^{(nc)}_{\text{null,3}}$ is completely determined by the action of $G_T$ on the subspace spanned by $|a; b\rangle + |b; a + b\rangle + |a + b; a\rangle$ for $a, b \in F_{2^m}^2$ such that $\langle a, b \rangle = 0$ and $a \neq b$. Lemma 31 tells us that $(G_T - \frac{1}{4} \text{id}) \left( |a; b\rangle + |b; a + b\rangle + |a + b; a\rangle \right) = 0$. Thus vectors of the form $|a; b\rangle + |b; a + b\rangle + |a + b; a\rangle$ lie in the $1/4$ eigenspace of $G_T$. Since $G_T$ commutes with $U_h$ for each $h \in F_{2^m}^2$, and since $U_h$ generate the action of the Clifford group on span $\{ |a, b, a + b\rangle | a, b \in F_{2^m}^2, a \neq b \}$, the result follows from a corollary of Schur’s lemma.

**Lemma 28.** For any $a, b \in F_{2^m}^2$, we have that

$$\langle A(a)|A(b)\rangle = \left( \frac{N^2}{2} - 1 \right) \delta_{a,b} - \delta_{\{a,b\},0}.$$

(G4)
Proof. From equation (37), we get that for any $h, k \in \mathbb{F}_2^{2m}$ and $a, b \in \mathbb{F}_2^{2m}$,

$$\langle \hat{h}; a | \hat{k}; b \rangle$$

$$= \frac{2}{N^2} \left( \sum_{s : \langle s, h \rangle = 1} (-1)^{\langle s, a \rangle} \langle h, s, h + s \rangle \right) \left( \sum_{t : \langle t, k \rangle = 1} (-1)^{\langle t, b \rangle} |k, t, k + t\rangle \right)$$

$$= \frac{2}{N^2} \sum_{s : \langle s, h \rangle = 1} \sum_{t : \langle t, k \rangle = 1} (-1)^{\langle s, a \rangle + \langle t, b \rangle} \langle h, s, h + s | k, t, k + t \rangle$$

$$= \frac{2}{N^2} \delta_{h,k} \sum_{s : \langle s, h \rangle = 1} (-1)^{\langle s, a + b \rangle},$$

$$= \delta_{h,k} (\delta_{a,b} - \delta_{h,a+b}).$$

(G5)

The last line can be explained as follows. If $a = b$, then from Lemma 2 there are $N^2/2$ $s \in \mathbb{F}_2$ such that $\langle s, h \rangle = 1$, and we get that $\langle \hat{h}; a | \hat{k}; b \rangle = \delta_{h,k} \delta_{a,b}$. If $h = a + b$, then, using the same arguments as above we see that $\langle \hat{h}; a | \hat{k}; b \rangle = -\delta_{h,k} \delta_{h,a+b}$. When $h$ and $a + b$ are linearly independent, then Lemma 2 informs us that there are $N^2/4$ solutions for $s$ for the simultaneous equations $\langle s, h \rangle = 1$, $\langle s, a + b \rangle = 0$, and again $N^2/4$ solutions for the simultaneous equations $\langle s, h \rangle = 1$, $\langle s, a + b \rangle = 1$. Thus, the summation gives 0.
Next, from equation (41),

\[
\langle A(a) | A(b) \rangle = \left( \sum_{h : (h,a) = 0 \atop h \neq a,0} \langle \hat{h} ; a \rangle \right) \left( \sum_{k : (k,b) = 0 \atop k \neq b,0} | \hat{k} ; b \rangle \right)
\]

\[
= \sum_{h : (h,a) = 0 \atop h \neq a,0} \sum_{k : (k,b) = 0 \atop k \neq b,0} \delta_{h,k} \left( \delta_{a,b} - \delta_{h,a+b} \right)
\]

\[
= \delta_{a,b} \left( \sum_{h : (h,a) = 0 \atop h \neq a,0} 1 \right) - \left( \delta_{(a,b),0} - \delta_{a,b} \right)
\]

\[
= \delta_{a,b} \left( \frac{N^2}{2} - 1 \right) - \delta_{(a,b),0}.
\]  \hspace{1cm} (G6)

The second last line can be explained as follows: if \( a = b \), we only need to count the number of \( h \in \mathbb{F}_2 \) such that \( \langle h, a \rangle = 0 \), which is \( N^2/2 \) from Lemma 2. Excluding the cases \( h = 0, a \), we get that this sum of \( N^2/2 - 2 \). Note that when \( a = b \), \( \langle a, b \rangle = 0 \). This verifies the final line. If, instead, \( h = a + b \), we need to count over all \( h \), which are non-zero, such that \( \langle h, a \rangle = \langle h, b \rangle = 0 \), and \( h = a + b \). If \( \langle a, b \rangle = 1 \), then these conditions won’t be satisfied. If, \( \langle a, b \rangle = 0 \), this condition is satisfies only for one choice of \( h \), i.e., \( h = a + b \). Note that \( h \neq 0 \). This implies that \( a \neq b \). Thus the sum, in this case simply becomes \( -\delta_{(a,b),0} \). Thus we see that the final line is correct in this case. Hence equation (41) is proved.

\[\square\]

Lemma 29. The dimension of the subspace spanned by vector \( |A(a)\rangle \), which are defined in equation (41) is

\[
\dim \text{span} \{ |A(a)\rangle \mid a \in \mathbb{F}_{2^n}^* \} = N^2 - 2.
\]  \hspace{1cm} (G7)

We also have that \( \sum_{a \in \mathbb{F}_{2^n}^*} |A(a)\rangle = 0 \), and any non-zero vector \( |x\rangle \in \text{span} \{ |A(a)\rangle \mid a \in \mathbb{F}_{2^n}^* \} \) of the form \( |x\rangle = \sum_{a \in \mathbb{F}_{2^n}^*} \lambda_a |A(a)\rangle \), has the property \( \sum_{a \in \mathbb{F}_{2^n}^*} \lambda_a = 0 \), and for any
choice of \( \lambda_a \) such that \( \sum_{a \in \mathbb{F}_2^{2m}} |\lambda_a|^2 > 0 \), and \( \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a = 0 \) \(|x\) is non-zero.

**Proof.** Consider an \((N^2 - 1) \times (N^2 - 1)\) matrix \( H \), whose matrix elements are indexed by vectors in \( \mathbb{F}_2^{2m} \), and

\[
H_{a,b} = \delta_{(a,b),0}, \quad \forall \ a, b \in \mathbb{F}_2^{2m}.
\] (G8)

Using Lemma 2, we see that \( \sum_{b \in \mathbb{F}_2^{2m}} H_{a,b} = \frac{N^2}{2} - 1 \), for all \( a \in \mathbb{F}_2^{2m} \). Thus \( \frac{N^2}{2} - 1 \) is an eigenvalue of \( H \). We compute the matrix elements of \( H^2 \) as follows.

\[
(H^2)_{a,b} = \left| \left\{ c \in \mathbb{F}_2^{2m} \mid \langle a, c \rangle = \langle b, c \rangle = 0 \right\} \right| = \frac{N^2}{4} \delta_{a,b} + \frac{N^2}{4} - 1,
\] (G9)

which we obtain as follows: when \( a = b \), Lemma 2 tells us that \( \left| \left\{ c \in \mathbb{F}_2^{2m} \mid \langle a, c \rangle = 0 \right\} \right| = \frac{N^2}{2} - 1 \), whereas when \( a \neq b \), Lemma 2 tells us that \( \left| \left\{ c \in \mathbb{F}_2^{2m} \mid \langle a, c \rangle = \langle b, c \rangle = 0 \right\} \right| = \frac{N^2}{4} - 1 \). This agrees with the final line in equation (G9). Let \( J \) be an \((N^2 - 1) \times (N^2 - 1)\) matrix, whose all matrix elements are 1. Then \( H \) satisfies the equation:

\[
H^2 = \frac{N^2}{4} \mathbb{1}_{N^2 - 1} + \left( \frac{N^2}{4} - 1 \right) J.
\] (G10)

\( \text{Rank}J = 1 \), and the corresponding eigenspace of \( H^2 \) is given by \( \sum_{b \in \mathbb{F}_2^{2m}} (H^2)_{a,b} = \frac{N^2 - 4}{4} \), as expected, since it should be the square of the eigenvalue of \( H \), for the same eigenvector of \( H \). Since the eigenspaces of the other eigenvalues of \( H^2 \) lie in \( \ker J \), the other eigenvalues have to be \( \pm \frac{N}{2} \). The multiplicity of the eigenvalue \( \frac{N^2}{2} - 1 \) is simply 1.

Let \( G \) be the \((N^2 - 1) \times (N^2 - 1)\) gram matrix of the vectors \(|A(a)\rangle\) defined in equation (41). Then \( G_{a,b} = \langle A(a)|A(b)\rangle \). From Lemma 28, we get that \( G = \left( \frac{N^2}{2} - 1 \right) \mathbb{1}_{N^2 - 1} - H \), thus it has eigenvalues 0, \( \frac{N^2 + N - 2}{2} \), where the multiplicity of the eigenvalue 0 is 1. This proves that \( \text{rank}G = \dim \text{span} \{|A(a)\rangle \mid a \in \mathbb{F}_2^{2m} \} = N^2 - 1 \). This also proves that \( \sum_{a \in \mathbb{F}_2^{2m}} |A(a)\rangle = 0 \), since \( \| \sum_{a \in \mathbb{F}_2^{2m}} |A(a)\rangle \|^2 = 0 \), which is inferred by observing that \( GJ = 0 \). Since \( \dim \text{span} \{|A(a)\rangle \mid a \in \mathbb{F}_2^{2m} \} = N^2 - 2 \), this tells us that any vector \(|x\rangle \in \text{span} \{|A(a)\rangle \mid a \in \mathbb{F}_2^{2m} \} \) of the form \( \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a |A(a)\rangle \), where \( \sum_{a \in \mathbb{F}_2^{2m}} \lambda_a = 0 \), is non-zero (because its norm, which may be computed from \( G \) will be non-zero). \( \square \)
Lemma 30. For any \(a, h \in \mathbb{F}_{2^m}\), and \(b \in \mathbb{F}_{2^m}\), we have that

\[
\mathcal{U}_h |\hat{a}; b\rangle = |\hat{a} + \langle a, h \rangle \hat{h}; b + \langle b, h \rangle h\rangle, \tag{G11}
\]

\[
\mathcal{U}_h |A(a)\rangle = |A(a + \langle a, h \rangle h)\rangle. \tag{G12}
\]

Proof. We verify equation (G11) first. From equation (37), and equation (B29) we get that

\[
\mathcal{U}_h |a; b\rangle \propto \sum_{k: \langle k, a \rangle = 1} (-1)^{\langle k, b \rangle} |a + \langle h, a \rangle h, k + \langle k, h \rangle k, a + k + \langle h, a + k \rangle h\rangle
\]

\[
= \sum_{k': \langle k', a \rangle = 1} (-1)^{\langle k', b + \langle h, b \rangle \rangle} |a + \langle h, a \rangle h, k', a + k' + \langle h, a \rangle h\rangle, \tag{G13}
\]

where the last line is observed by noting that if for any \(k\), we define \(k' = k + \langle k, h \rangle h\), then \(\langle k', a + \langle a, h \rangle h \rangle = \langle k, a \rangle\). Replacing \(a\) with \(b\) we get, similarly, that \(\langle k', b + \langle h, b \rangle h \rangle = \langle k, b \rangle\). Summing over the new dummy variables \(k'\) instead of the old variable \(k\), we get the last line.

Next, from equation (41) and equation (G11), we get

\[
\mathcal{U}_h |A(a)\rangle = \sum_{k: \langle k, a \rangle = 0, k \neq a, 0} \mathcal{U}_h |\hat{k}; a\rangle
\]

\[
= \sum_{k: \langle k, a \rangle = 0, h \neq a, 0} \mathcal{U}_h |k + \langle h, k \rangle h; a + \langle a, h \rangle h\rangle
\]

\[
= \sum_{k': \langle k', a + \langle h, a \rangle h \rangle = 0, k' \neq 0, a + \langle h, a \rangle h} |\hat{k'}; a + \langle h, a \rangle h\rangle, \tag{G14}
\]

where we explain the last line as follows. For any \(k\), denote \(k' := k + \langle h, k \rangle h\). Then we see that \(\langle k', a \rangle = \langle k, a \rangle\). Also, \(k = \langle h, k \rangle h\), then \(k = \langle h, \langle h, k \rangle h \rangle h = 0\). We rule out \(k = 0\) in the summation over \(k\). Similarly, if \(k + a = \langle k + a, h \rangle h\), then \(k + a = 0\), which we rule out in the summation. Thus \(k' \neq 0, a + \langle h, a \rangle h\). Replacing the dummy variable \(k\) with the newer dummy variable \(k'\) thus gives us the last line. \(\Box\)
Lemma 31. We have that
\[
\left( G_T - \frac{1}{4} \text{id} \right) \left( |\hat{a}; b\rangle + |\hat{b}; a + b\rangle + |a + b; a\rangle \right) = 0.
\] (G15)

Proof. Note that
\[
G_T \left( |a; b\rangle + |b; a + b\rangle + |a + b; a\rangle \right)
\]
\[
\propto \sum_{h \in \mathbb{F}_2^m} \left( |a + \langle a, h \rangle; b + \langle b, h \rangle \rangle \right)
\]
\[
+ |b + \langle b, h \rangle; a + b + \langle a + b, h \rangle \rangle
\]
\[
+ |a + b + \langle a + b, h \rangle; a + \langle a, h \rangle \rangle
\]
\[
= \sum_{h \in \mathbb{F}_2^m} \left( |a; b\rangle + |b; a + b\rangle + |a + b; a\rangle \right)
\]
\[
+ \sum_{h \in \mathbb{F}_2^m} \left( |a + h; b\rangle + |b; a + b + h\rangle + |a + b + h; a + h\rangle \right)
\]
\[
+ \sum_{h \in \mathbb{F}_2^m} \left( |a; b + h\rangle + |b + h; a + b\rangle + |a + b; a + h\rangle \right)
\]
\[
+ \sum_{h \in \mathbb{F}_2^m} \left( |a + h; b + h\rangle + |b + h; a + b\rangle + |a + b; a + h\rangle \right).
\] (G16)

In the second line we re-express the summation
\[
\sum_{h \in \mathbb{F}_2^m} |a + h; b\rangle = \sum_{h' \in \mathbb{F}_2^m} |h'; b\rangle
\] (G17)

by defining a new dummy variables \( h' := a + h \) using the old dummy variable \( h \) and noting that it satisfies the conditions: \( \langle a, h' \rangle = \langle a, h \rangle \) and \( \langle b, h' \rangle = \langle b, h \rangle \). Similarly one
may express
\[ \sum_{h \in \mathbb{F}_2^m} |a + b + h; a + h\rangle = \sum_{h' \in \mathbb{F}_2^m} |h'; h' + b\rangle, \] (G18)

by defining a new dummy variable \( h' := a + b + h \) using the old dummy variable and noting that \( \langle h', a \rangle = \langle h, a \rangle \) and \( \langle h', b \rangle = \langle h, b \rangle \). Using equation (37), we see that the sum of both term is 0. The term
\[ \sum_{h \in \mathbb{F}_2^m} |b; a + b + h\rangle = 0 \] (G19)
because for any \( h \in \{ k \in \mathbb{F}_2^m | \langle a, k \rangle = 1, \langle b, k \rangle = 0 \} \), \( b + h \) will also belong to the same set. Thus the vectors \( |b; a + b + h\rangle \) and \( |b; a + h\rangle \) both occur in the summation and from equation (37) we see that their sum is 0. All terms will cancel out this way.

Above we explained in detail while the sum in the second line in equation (G16) is 0. The third and fourth lines are also 0, and this can be proved using the same nature of arguments. This proves the lemma.

\[ \square \]

**Appendix H: Proof of Theorem 5**

Note that all the eigenspaces listed in Theorem 4 span \( \text{supp}\frac{1}{n} (\text{id} + W_{(23)}) \). Also note that \( W \) anti-commutes with \( \frac{1}{n} (\text{id} + W_{(23)}) \), while commuting with the action of the Clifford group (due to Schur-Weyl duality). This proves that if an irreducible representation within \( V^{(nc)}_x \) isn’t annihilated by \( W \), then \( W \)’s action on takes it to an orthogonal subspace, which carries the same irreducible representation. Hence proved.
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