Solving nonequilibrium statistical mechanics by evolving autoregressive neural networks
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Nonequilibrium statistical mechanics inherits the challenges of the equilibrium, including accurately describing the joint distribution of a large number of variables. It also poses new challenges as the joint distribution evolves over time. While a number of methods have been proposed, e.g., tensor networks for one-dimensional lattices, we lack a method for arbitrary finite time in higher dimensions. In this work, we propose a general approach to study the time evolution of nonequilibrium systems in statistical mechanics by autoregressive neural networks. Specifically, our method offers direct sampling and efficient computation of the normalized probabilities and dynamical partition functions, uncovering the dynamical phase transition over time. We apply the method to a prototype model of nonequilibrium statistical mechanics, the kinetically constrained models of structural glasses up to three dimensions. The obtained results reveal the phase diagram of the time and counting field, as well as the scaling relations. Our approach paves the way toward solving nonequilibrium statistical mechanics using tools in modern machine learning.

Introduction.— Tracking time evolution, computing the dynamical partition function, and characterizing the emergence of the dynamical phase transition are crucial tasks in nonequilibrium statistical mechanics [1–3]. For example, a first-order dynamical phase transition between active and inactive phases in space and time [4] was found in kinetically constrained models (KCM) [5], giving insights to the dynamical heterogeneity of the glass transition [6]. However, studying the finite-time evolution of nonequilibrium systems is challenging, because it requires estimating the whole spectrum of the dynamical generator rather than computing only the largest eigenvalue in the long-time limit [7–18] based on the large deviation theory [19–22]. Analytically, it is intractable except for rare cases [23–27]; numerically, the main difficulty of studying the time evolution arises from expressing the high-dimensional probability distribution with a growing complexity when the correlation builds up at each time step.

In this work, we propose to study the time evolution of nonequilibrium systems with general topology at arbitrary finite time by variational autoregressive networks (VAN), which offer an ideal model for describing the joint distribution of configurations. Autoregressive networks have been previously utilized to study equilibrium statistical mechanics [28–31] and quantum many-body systems [32–39]. Here, we adapt it to an evolving probability distribution in order to study the time evolution of nonequilibrium dynamics. Our approach provides the ability to directly sample configurations and compute the dynamical partition function at arbitrary finite time. This leads to an efficient method to estimate statistics of dynamical observables and uncover the dynamical phase transitions. We apply it to KCM for glassy dynamics, including the Fredrickson-Andersen (FA) model [40] and variants of the East model [4, 12, 41], in one dimension (1D), two dimensions (2D), and three dimensions (3D).

For the 1D finite-time problem, our method gives results that are consistent with the existing results of matrix product states [42]. For the 2D and 3D cases, our method uncovers dynamical phase transitions and critical exponents of the finite-time scaling. For the high-activity sector under the negative counting field, we observe the emergence of the high-activity characteristic spatial structures of 2D KCMs. We also discuss that the proposed neural-network method can be applied to nonequilibrium systems with other types of dynamics and other interactive topologies in a straightforward way.

Time evolution in nonequilibrium systems.— The stochastic Markov dynamics evolving continuously in time can be described by a master equation. We consider a system of size $N$ and $M$ configurations ($M = 2^N$ for spin systems), with each configuration $|x⟩ \equiv \{x_1, x_2, \ldots, x_N\}$. The probability of the system at time $t$ is described by the probability vector $|P_t⟩ = \sum_x P_t(x)|x⟩$. It evolves under the stochastic master equation [43]:

$$\frac{d}{dt} |P_t⟩ = \mathcal{W}|P_t⟩,$$

(1)
with generator $\mathcal{W} = \sum_{x \neq x'} w_{x,x'} |\omega(x)\rangle\langle x'| - r_x |x\rangle\langle x|$. Here, $w_{x,x'}$ is the transition rate from the configuration $|x\rangle$ to $|x'\rangle$, and $r_x = \sum_{x \neq x'} w_{x,x'}$ is the escape rate from $|x\rangle$.

From a macroscopic point of view, a typical quantity we are interested in is the time-extensive dynamical observable $\hat{K} = \sum_{t=0}^{t-I-1} \alpha(x_t, x_{t+1})$, which is incremented along a trajectory $\omega = \{x_0 \rightarrow x_1 \rightarrow \cdots \rightarrow x_t\}$ in the time window $[0, t]$ with $t = t_I$. The stepwise increment $\alpha$ depends on the configuration transitions [44].

The probability of observing the dynamical observable with a value $\hat{K}$ is obtained by summing over all possible trajectories: $P_i(K) = \sum_{\omega_i} p(\omega_i) \delta[\hat{K}(\omega_i) - K]$, where $p(\omega_i)$ is the probability of trajectory $\omega_i$. In this work, we focus on a characteristic dynamical observable, the dynamical activity, measuring the number of configuration changes (e.g., spin flips) with $\alpha(x_t, x_{t+1}) = 1$ [4, 45].

The corresponding “tilted” generator [44] is defined as

$$\mathcal{W}_s = \sum_{x \neq x'} e^{-s} w_{x,x'} |\omega(x)\rangle\langle x'| - r_x |x\rangle\langle x|.$$  

(2)

For the dynamical observable $\hat{K}$ with the counting field $s$, the dynamical partition function is defined as the moment generating function $Z_i(s) = \sum_K P_i(K) e^{-s\hat{K}} = \sum_{\omega_i} p(\omega_i) e^{-s\hat{K}(\omega_i)}$. It plays a central role in nonequilibrium statistical systems [46] since it stores all the statistics of the dynamical observable. Additionally, it can be evaluated as a tilted generator $e^{s\mathcal{W}_s}$ [4, 7]:

$$Z_i(s) = \langle -|e^{s\mathcal{W}_s}|ss\rangle,$$  

(3)

where $|ss\rangle$ is the steady state probability vector under $\mathcal{W}_s$, and $\langle -| = \sum_x |x\rangle$ is the “flat” state. The moments, such as the average dynamical activity per unit of time and site, can be calculated as $k_i(s) = -\frac{1}{N\mathcal{W}} \frac{d}{ds} \ln Z_i(s)$.

**Tracking time evolution using autoregressive neural networks.**— A natural approach to study nonequilibrium statistical mechanics is tracking $|P_t\rangle$ in the evolution equation, Eq. (1). Unfortunately, the exact representation of $|P_t\rangle$ requires a computational effort that is exponential in the number of variables. Hence we need an efficient method to approximate $|P_t\rangle$. Here, we consider a specific neural network model, the autoregressive neural network [30, 31], as a variational ansatz for the time-evolved distribution $|P_t\rangle$ in Eq. (1). In autoregressive neural networks, the joint probability distribution $|P_t\rangle$ is represented using the product of conditional probabilities, which are further parameterized using a neural network. The advantage of using the autoregressive network is that since all the conditional probabilities are stored, one can efficiently generate unbiased samples associated with normalized probabilities. The samples and probabilities can be used to compute quantities such as energy and entropy, and construct loss functions to update the parameters of $|P_t\rangle$.

Based on the autoregressive representation of $|P_t\rangle$, we evaluate Eq. (3) by applying the operator $e^{t\delta\theta}$, sequentially as $Z_i(s) \approx \langle -| (T_s)\rangle^t |ss\rangle$ (Suzuki-Trotter decomposition [47]), where the transition operator $T_s = (I + \delta t \mathcal{W}_s) \approx e^{\delta t \mathcal{W}_s}$. I denotes the identity operator, and $t = t_I \delta t$. Without loss of generality, we consider the one-step evolution from a normalized probability vector $|\hat{P}_i^{t+1}\rangle$ at time $i$ with parameters $\theta_i$. We use the autoregressive neural network as a normalized variational probability vector $|\hat{Q}_i^{t+1}\rangle$ at time $i + 1$ to approximate the normalized state $|\hat{Q}_i^{t+1}\rangle = T_s |\hat{P}_i^{t}\rangle/Z_{i+1}(s)$ by minimizing the Kullback-Leibler (KL)-divergence between the two distributions,

$$D_{KL}[\hat{Q}_i^{t+1} | |\hat{Q}_i^{t}] = \mathcal{L}_{i+1} + \ln Z_{i+1}(s),$$  

(4)

where

$$\mathcal{L}_{i+1} = \sum_{x} \hat{P}_i^{t+1}(x, s) \left[ \ln \hat{P}_i^{t+1}(x, s) - \ln T_s \hat{P}_i^{t}(x, s) \right].$$  

(5)

Minimizing the KL-divergence is equivalent to minimizing $\mathcal{L}_{i+1}$, which plays a role analogous to the variational free energy in equilibrium statistical mechanics. Since the autoregressive network supports unbiased sampling in parallel to compute $\mathcal{L}_{i+1}$, we estimate the gradients with respect to parameters $\theta_{i+1}$ by the REINFORCE algorithm [48]:

$$\nabla_{\theta_{i+1}} \mathcal{L}_{i+1} = \sum_{x} \hat{P}_i^{t+1}(x, s) \left\{ \nabla_{\theta_{i+1}} \ln \hat{P}_i^{t+1}(x, s) \right\},$$  

(6)

where the summation is over all samples generated using the autoregressive network.

As an essential outcome of the algorithm, the dynamical partition function can be computed as a product of the normalization constants at each time step $Z_i(s) \approx \prod_{z=1}^t Z_z(s)$. For each normalization constant, the nonnegativity of the KL-divergence ensures that Eq. (5) provides a lower bound for the estimation of $\ln Z_i(s)$, with

$$\ln Z_i(s) \geq -\mathcal{L}_{i+1}.$$  

(7)

The equality holds when the autoregressive network faithfully learns the evolved distribution and achieves zero KL-divergence.

The advantages of the autoregressive network model over the existing tensor network model in representing $|P_t\rangle$ mainly come from its generality. The neural network ansatz can be used in systems with various topologies, in contrast to the matrix product states that were designed for a one-dimensional system. On the one hand, the VAN representation of $|P_t\rangle$ works for systems with arbitrary topology without modifying the structure of autoregressive network [30]; on the other hand, we can design the architecture of autoregressive networks to fit the topology of the system. For example, for 2D systems, we can use convolutional networks, as in image recognition [50, 51];
FIG. 1. (Color online) Characterization of the dynamical phase transition over time. The top panel is the 2D SE model, and the bottom panel is the 2D FA. (a) The dynamical activity $k_t(s)$ over time $t$ reveals the phase transition versus the counting field $s$, with $L = 5$. The color denotes the dynamical activity. (b) The critical point $s_c(N,t)$ over time, giving critical exponents $\alpha$ from $s_c(N) \sim N^{-\alpha}$ at the steady state (the horizontal dotted lines and the inset) and $\beta$ from the finite-time scaling $t^{-\beta}$ (the black dashed line). (c) The scaled phase transition lines, with $s_c(N,t)/s_c(N)$ and time scaled as $N^{\alpha}t^{-\beta}$, are collapsed together.

Parameters: $c = 0.5$, $L = 4, 5, 6$. See Supplemental Material [49] for the results for the 3D SEF model.

for 3D systems, we can leverage 3D convolutions; and for sparse networks, graph neural networks [52, 53] have been shown to be efficient in the machine learning community.

Application to the kinetically constrained models.—

The proposed approach is applicable to a wide class of nonequilibrium systems in statistical mechanics when their evolution contains a countable number of state transitions. A representative class is KCMs [4], whose number of state transitions (spin flips) for each configuration equals the system size $N$. We focus on two paradigmatic KCMs, namely, FA [40] and variants of East [41] models, on a lattice of size $N = L$ in 1D, $N = L^2$ in 2D, and $N = L^3$ in 3D, with binary spins $n_j = 0, 1$ for $j = 1, \ldots, N$ and $2^N$ configurations in total. We remark that the finite-time properties (e.g., the dynamical partition function $\ln Z_t(s)$) of KCMs on lattices with dimension greater than one have not been achieved before.

The Markovian generators are written as

$$W = \sum_{i=1}^{N} f_i |c\sigma_i^+ + (1-c)\sigma_i^- - c(1-n_i) - (1-c)n_i|,$$

where $\sigma_i^\pm$ are the Pauli raising and lowering operators flipping site $i$ up and down, and $c \in (0, 0.5]$ controls the rates of flipping up. The FA model has $f_i$ as the number of nearest-neighbor up spins, the 1D East model has $f_i$ as the number of left nearest-neighbor up spins, the 2D South-East (SE) has the left and above, and the 3D South-East-Front (SEF) has the left, above and back.

The generator acts on each configuration and contributes to the case with only one spin flip between two configurations. Starting from the steady state of the non-tilted generator $W$, the evolution of the system can be tracked when the operator matrix is sparse. For example, each configuration only has $N$ connected configurations to transit in or out for KCMs; that is, the probability at each time is updated using only their neighbors’ probabilities of batch samples.

We consider open boundary conditions for the convenience of comparing results with the literature. The boundary sites are up for 1D [42] and down for 2D [15] and 3D. For the 2D FA model, the configuration with all down spins is excluded to avoid this disconnected configuration. To access the largest ergodic element in the configuration space, the first spin is fixed up for 2D and 3D East variants. Note that all figures of configurations do not include boundary sites.

Active-inactive transition for 2D and 3D KCMs — At the steady state, the FA and East models display an active-inactive dynamical phase transition [4, 11, 13, 54] between two dynamical phases with extensive or subextensive activities with $s > 0$. For finite-time dynamics, the transition point has not been explored except for 1D [42]. For 1D systems, we have checked that the dynamical partition function computed using our method coincides well with the exact values, and the long-time limit of our results matches with the steady-state SCGF from the variational Monte-Carlo method [15] (Supplemental
The autoregressive network allows us to represent the time-dependent probability distribution for systems with arbitrary topology, hence enabling us to investigate finite-time properties KCMs on 1D, 2D, and 3D lattices in a unified way. We conduct a scaling analysis of the critical point as a function of system size and time, with scanning lattice sizes \( L = 4, 5, 6 \) for 2D and \( L = 2, 3, 4 \) for 3D. When time evolves, the finite-size effects motivate to approximate \( s_c(N, t) \approx s_c(N) + s_c(t) \). The scaling of system size \( s_c(N) \sim N^{-\alpha} \) is obtained from the long-time limit, giving the exponent \( \alpha \gtrsim 1 \) for 2D (Fig. 1b) and 3D (Supplemental Material [49]). We further estimate the scaling of time by fitting \( \ln[s_c(N, t) - s_c(N)] \) versus \( -\ln(t) \), giving \( s_c(t) \sim t^{-\beta} \) with \( \beta \approx 1 \) for 2D and 3D, which has not been revealed before. We then scale \( s_c(N, t) \) by \( s_c(N) \) and time as \( N^\alpha t^{-\beta} \) and find that \( s_c(N, t) \) curves can be collapsed together (Fig. 1c).

Active phases for 2D models—The steady-state properties have been investigated for 2D SE and FA models in the literature [15]. It has been found that with high activity \( s < 0 \) and \( c < 0.1 \), the average density (versus \( \nu \equiv 1 - e^s \)) of the two models has a distinct behavior: it displays a plateau phenomenon for the 2D SE model, which is absent in the 2D FA model. We go beyond the steady state and study the time evolution of the average density of up spins \( \langle n(t) \rangle \nu \) and the emergence of characteristic spatial structures over time (Fig. 2). With a small \( c = 0.05 \), we discover that the 2D SE model has density plateaus, which are absent in the 2D FA model. For average spatial configurations, the 2D SE model forms structures with up-spin diagonal bands separated by down-spin bands, and the number of bands varies over \( \nu \). The 2D FA model does not have such characteristic bands, even when its first spin is also fixed up.

We observe that the accumulation of the error mainly occurs when the dynamics of the system change dramatically over time, e.g., when the active-inactive phase transition occurs. Identifying these time points by trial and error helps find the most efficient way of increasing epochs for accuracy at certain time points. An alternative way of resolving the issue is to project the evolution into two parts: one follows the largest eigenvalue of the tilted generator, i.e., the SCGF calculated from the steady state, and the other follows from a modified tilted generator (Supplemental Material [49]). When the modified generator reaches a steady value, one can stop the simulation and extrapolate it by using the SCGF. Besides, capturing the active-inactive transition requires efficient sampling of rare inactive configurations with few up spins, which is accessible by importance sampling [49].

Conclusions.—We have presented a general framework to study the dynamics of nonequilibrium statistical systems based on neural networks. Given the microscopic transitions between the connected configurations, our method captures the dynamics over time by counting all the allowable transitions to the connected configurations of the sampled configurations. Using extensive numerical experiments, we have demonstrated that our approach uncovers the dynamical phase transition over time and scaling relations in the KCMs on 2D and 3D lattices. Our results also reveal the emergence of characteristic spatial structures of the active phases. The method can be applied to general nonequilibrium systems with arbitrary interactive topologies, such as the Fredkin model generalized to the 2D honeycomb lattice [55] and epidemic spreading on graphs [56]. A possible architecture of autoregressive models could be the graph neural networks [52, 53] adapted to the specific topologies. Another direction is to use the VAN for sampling rare trajectories [57] in high-dimensional lattice systems, with the help of the Doob operator [18].

A pytorch implementation of our algorithm will be available upon the acceptance of the manuscript. We thank Online Club Nanothermodynamica for discussions.
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Supplemental Material to “Solving nonequilibrium statistical mechanics by evolving autoregressive neural networks”

In the Supplemental Material, we demonstrate the algorithm of learning the dynamical partition function by tracking the time evolution of the probability distribution over time. We also provide the setting of the variational autoregressive network (VAN) and details of the training and examples. The mathematical derivation of the Supplemental Material is in a self-consistent manner.

A reinforcement-learning approach to train autoregressive neural networks

To track the time evolution under the tilted generator \( \mathcal{W}_s \) for a small time point \( \delta t = t_{i+1} - t_i \ll 1 \), we use the Suzuki-Trotter decomposition [47]. Given the probability distribution \( \hat{P}^0_i(x, s) \) (the hat symbol denotes that the probability is expressed by the neural network model) at the current time point \( i \) and the tilted generator \( e^{\delta t \mathcal{W}_s} \) with the counting field \( s \) (the strength of tilting), we estimate the next-step probability vector \( \hat{Q}^0_i = e^{\delta t \mathcal{W}_s} \hat{P}^0_i / Z_{i+1}(s) \) with the normalization constant \( Z_{i+1}(s) \). We learn the evolved distribution with a variational ansatz \( \hat{P}^0_{i+1}(x, s) \) by minimizing the loss function of its distance to the evolved distribution. We consider the Kullback-Leibler (KL)-divergence at each time point \( i \):

\[
D_{KL}[\hat{P}^0_{i+1}|\hat{Q}^0_i] = \sum_x \hat{P}^0_{i+1}(x, s) \ln \frac{\hat{P}^0_{i+1}(x, s)}{\hat{Q}^0_i(x, s)} - \ln \hat{Q}^0_i(x, s)
\]

\[
= \sum_x \hat{P}^0_{i+1}(x, s) \ln \hat{P}^0_{i+1}(x, s) - \ln e^{\delta t \mathcal{W}_s} \hat{P}^0_i(x, s) + \ln Z_{i+1}(s),
\]

where \( D_{KL} \) denotes the KL-divergence and the summation \( \sum_x \) is over all the possible configurations.

The probability distributions \( \hat{P}^0_{i+1}(x, s), \hat{P}^0_i(x, s) \), with the parameters denoted by \( \theta \), can be parameterized by the VAN. Under the tilted dynamical operator, the probability vector acted on by the operator \( e^{\delta t \mathcal{W}_s} \) is not conserved, i.e., the normalization constant \( Z_{i+1}(s) \) is unknown in advance and needs to be estimated. However, the VAN represents an automatically normalized model by design [30], and thus the distribution \( \hat{P}^0_{i+1}(x, s) \) is renormalized after each iteration. With the renormalization, we can draw samples from the normalized distribution \( \hat{P}^0_{i+1}(x, s) \) to evaluate the expectation \( \mathbb{E}_{x \sim \hat{P}^0_{i+1}}[\ldots] \).

The loss function at each time step is defined as the KL-divergence without the normalization constant:

\[
\mathcal{L}_{i+1} = \sum_x \hat{P}^0_{i+1}(x, s) \ln \hat{P}^0_{i+1}(x, s) - \ln T_s \hat{P}^0_i(x, s)
\]

\[
= \mathbb{E}_{x \sim \hat{P}^0_{i+1}}[\ln \hat{P}^0_{i+1}(x, s) - \ln T_s \hat{P}^0_i(x, s)],
\]

where the transition operator \( T_s = (I + \delta t \mathcal{W}_s) \approx e^{\delta t \mathcal{W}_s} \). In the expectation, \( x \) are samples drawn from the distribution \( \hat{P}^0_{i+1}(x, s) \): \( \mathbb{E}_{x \sim \hat{P}^0_{i+1}}[\ldots] \approx \sum_x \hat{P}^0_{i+1}(x, s)[\ldots] \). In the main text, we use the notation \( \sum_x \hat{P}^0_{i+1}(x, s)[\ldots] \) for the summation of the samples generated from the distribution.

Due to the nonnegativity of the KL-divergence in Eq. (9) we have:

\[
\mathcal{L}_{i+1} \geq - \ln Z_{i+1}(s),
\]

where the equality holds when the VAN accurately learns the evolved probability distribution. Then, the minimized loss leads to the normalization constant at each time step, with more details provided below.

The operator \( \mathcal{W}_s \) can be specified for each model. For kinetically constrained models (KCMs), where the state transition occurs for states with only one-spin difference, we only need to evaluate \( N \) (the number of spin sites) manipulations to have all the transitions into or out from each sampled state for \( T_s \hat{P}^0_i(x, s) \). This procedure can be executed in parallel for all the samples in the batch.
The parameters $\theta_{i+1}$ can be updated by minimizing the loss function [30]:

$$
\nabla_{\theta_{i+1}} L_{i+1} = \nabla_{\theta_{i+1}} \sum_x \hat{P}^{\theta_{i+1}}_{i+1}(x, s) [\ln \hat{P}^{\theta_{i+1}}_{i+1}(x, s) - \ln \mathbb{E}_s \hat{P}^{\theta_i}(x, s)]
$$

$$
= \sum_x \left\{ [\nabla_{\theta_{i+1}} \ln \hat{P}^{\theta_{i+1}}_{i+1}(x, s)] \cdot \ln \hat{P}^{\theta_{i+1}}_{i+1}(x, s) - \ln \mathbb{E}_s \hat{P}^{\theta_i}(x, s) \right\}
$$

$$
= \mathbb{E}_{x \sim \hat{P}^{\theta_{i+1}}_{i+1}} \left\{ [\nabla_{\theta_{i+1}} \ln \hat{P}^{\theta_{i+1}}_{i+1}(x, s)] \cdot [\ln \hat{P}^{\theta_{i+1}}_{i+1}(x, s) - \ln \mathbb{E}_s \hat{P}^{\theta_i}(x, s)] \right\},
$$

(12)

where we have used the log-derivative technique $\nabla_{\theta} P_\theta = P_\theta \cdot \nabla_{\theta} \ln P_\theta$ and used the fact that $\mathbb{E}_{x \sim \hat{P}^{\theta_{i+1}}_{i+1}} \left\{ [\nabla_{\theta_{i+1}} \ln \hat{P}^{\theta_{i+1}}_{i+1}(x, s)] \right\} = \nabla_{\theta_{i+1}} \sum_x \hat{P}^{\theta_{i+1}}_{i+1}(x, s) = \nabla_{\theta_{i+1}} 1 = 0$ when the number of samples is sufficient. This gradient estimator is called REINFORCE [48] in the machine learning community.

As a different way of updating the parameters, a time-dependent variational method was developed in [58, 59] and can be used for training the neural network. However, inverting the Fisher-metric matrix may be computationally demanding when the number of neural-network parameters increases.

**Evaluating the dynamical partition function**

Although the VAN was applied to evolve quantum systems [58, 60], there is a lack of a framework to track the unnormalized probability evolution under tilted dynamics, which is necessary to uncover the dynamical phase transition. Here, with the learnt VAN, we can evaluate the dynamical partition function under the tilted operator. When learning VAN at each time step, the normalization factor as the volume change of the distribution has the information of the partition function. We record the normalization factor at each time step and multiply all of them to obtain the dynamical partition function.

Specifically, the dynamical partition function is obtained by applying $e^{tW_s}$ to the steady state:

$$
Z_t(s) = \langle -|e^{tW_s}|ss \rangle,
$$

(13)

where $|ss\rangle$ is the steady state vector and $\langle -|$ is the flat state as the left eigenvector of the generator. For the system with detailed balance, the Hermitian form of the operator can be used by a similarity transformation $W_s \rightarrow \mathbb{P}^{-1/2}W_s\mathbb{P}^{1/2}$, where $\mathbb{P}^{-1/2}$ is a diagonal matrix of the steady-state probability [44].

Evaluating $Z_t(s)$ by Eq. (13) requires full matrix manipulation. Alternatively, we can obtain the normalization constant by using samples from the learnt VAN as follows. By the Suzuki-Trotter decomposition [47], the partition function Eq. (13) can be evaluated sequentially:

$$
Z_t(s) \approx \langle -|[e^{tW_s}]^I|ss \rangle
$$

$$
= \langle -|[e^{tW_s}]^{I-1}e^{tW_s}|ss \rangle
$$

$$
\approx \langle -|[e^{tW_s}]^{I-1}P_{i}^{\theta_i}(s)]Z_i(s),
$$

$$
\approx \ldots
$$

$$
\approx \langle -|P_{i}^{\theta_i}(s)] \prod_{i=1}^{I} Z_i(s)
$$

$$
= \prod_{i=1}^{I} Z_i(s),
$$

(14)

where the probability vector at each time step, such as $|\hat{P}_{i}^{\theta_i}(s)\rangle$, is learned by the VAN as a normalized distribution. The first approximation has an error incurred by the Suzuki-Trotter decomposition, and the remaining approximations have the error resulting from training the VAN. The last step is due to the normalization property of the VANS.

The normalization constants $Z_i(s)$ can be estimated by the variational free energy $F_i^{\theta_i}(s)$ when the VAN learns the distribution. That is,

$$
\ln Z_t(s) \approx \sum_{i=1}^{I} \ln Z_i(s) = -\sum_{i=1}^{I} F_i(s) \geq -\sum_{i=1}^{I} F_i^{\theta_i}(s),
$$

(15)
where the equality in the last step holds when the VAN accurately learns the evolved distribution at each time step. Since we do not have the energy function (Hamiltonian) from the model, it is infeasible to calculate the normalization constant by Eq. (S12) in [30]. Note that the distribution $\hat{P}_i^{\theta_i}$ yielded by the VAN cannot be directly used to calculate the partition function either because the VAN is already normalized.

Here, the variational free energy at the time step $i + 1$ is estimated from the loss function Eq. (10) at the end of training:

$$F_{i+1}^{\theta_{i+1}}(s) = \mathcal{L}_{i+1}.$$ (16)

To better approximate the summation on all the configurations in Eq. (10) for calculating $\mathcal{L}_{i+1}$, one may also consider reweighting the expectation [61] of calculating the variational free energy. For example, $\tilde{\mathbb{E}}_{x \sim \hat{P}_{i+1}^{\theta_{i+1}}} [\ldots] = \sum_{x} \hat{P}_{i+1}^{\theta_{i+1}} (x, s) \cdot [\ldots] / \sum_{x'} \hat{P}_{i+1}^{\theta_{i+1}} (x', s)$, and the summations are on all the drawn samples. This reweighting is the same as the importance sampling, Eq. (9) in [61], which can help the accuracy of the sampled average. We find this reweighting procedure useful in examples.

The moments of the dynamical observable are obtained by taking derivatives of the dynamical partition function. For example, the average dynamical activity per unit time and site follows from the partition function:

$$k_i(s) = -\frac{1}{N t} \frac{d}{ds} \ln Z_i(s).$$ (17)

Higher moments can be estimated similarly.

With the above, the pseudocode of our method is summarized in ALGORITHM 1.

**Input:** The system size and dimension, the model type, the boundary condition, time steps, values of the counting field $s$.

**Output:** The evolved probability distributions over time by the VAN, normalization factors at each time step, and the dynamical partition function.

Choose an initial distribution, such as the steady state of the non-tilted dynamics.

for Every time step do
  for Every epoch do
    1. Draw samples $\{x\}$ from the VAN;
    2. Calculate relevant matrix elements of the transition operator $T_s$ to get $T_s \hat{P}_i^{\theta_i} (x, s)$;
    3. Train the VAN by minimizing the loss function: $\mathcal{L}_{i+1} = \mathbb{E}_{x \sim \hat{P}_{i+1}^{\theta_{i+1}}} [\ln \hat{P}_{i+1}^{\theta_{i+1}} (x, s) - \ln T_s \hat{P}_i^{\theta_i} (x, s)]$.
  end for
  Calculate the variational free energy at each time step: $F_{i+1}^{\theta_{i+1}}(s) = \mathcal{L}_{i+1}$ after training.
end for

Calculate the dynamical partition function: $Z_i(s) \approx \prod_{t=1}^{t} Z_t(s)$, $\ln Z_i(s) \approx F_{i}^{\theta_{i}}(s)$.

**ALGORITHM 1. Tracking time evolution of the probability distribution and dynamical partition function by the VAN.**

The method of projection

In examples, we evolve the system for a sufficiently long time when the accumulation rate of the partition function converges. A longer simulation time leads to a state closer to the steady state.

We further provide a method to save the computational time of evolving the state. It employs the convergence of the dynamical partition function in the long-time limit to extrapolate from the finite time. In the long-time limit, Eq. (13) becomes $Z_i(s) \sim e^{i \theta(s)}$, where $\theta(s)$ is the scaled cumulant generating function (SCGF) [19]. One can use the variational Monte-Carlo to calculate the SCGF $\theta(s)$ in the long-time limit [15]: Note that the VAN there represents the wave function with its square being normalized, but here it represents the probability distribution.

Then, we rewrite the dynamical partition function as:

$$Z_i(s) = e^{i \theta(s)} \langle -|e^{i [W_s - \theta(s)]} |ss \rangle.$$ (18)
The modified tilted generator is:

$$\hat{\mathbb{W}}_s = \sum_{\mathbf{x}' \neq \mathbf{x}} e^{-s} w_{\mathbf{x}, \mathbf{x}'} | \mathbf{x}' \rangle \langle \mathbf{x} | - [r_{\mathbf{x}} + \theta(s)] | \mathbf{x} \rangle \langle \mathbf{x} |.$$  \hspace{1cm} (19)

In the long-time limit, the logarithmic dynamical partition function eventually converges to a linear function of time with the slope $\theta$, and all but the leading eigenvector are exponentially dampened. Therefore, the slope of $\ln(-e^{t(H - \theta s)} |_{ss})$ should converge to nearly zero, at which the simulation can be stopped to extrapolate the long-time limit by using the SCGF. Around the phase transition, the time scale of the convergence may diverge.

Although the operator $\hat{\mathbb{W}}_s$ has the zero largest eigenvalue, it is not a stochastic operator. Indeed, the operator $\hat{\mathbb{W}}_s$ is different from the Doob operator [18], which can be annihilated by the left flat state.

**Variational autoregressive networks**

We use the variational autoregressive network [30, 31] to parameterize the probability distribution. The VAN factorizes the joint probability into a product of conditional probabilities as:

$$\hat{P}^\theta(\mathbf{x}) = \prod_{i=1}^N \hat{P}^\theta(x_i| x_1, \ldots, x_{i-1}),$$  \hspace{1cm} (20)

where $x_i$ denotes the $d_i$-dimensional variable of site $i$, and $\theta$ represents the learnable parameters. The parameterized distribution is automatically normalized, which is also called autoregressive modeling in the machine learning community. Since each conditional probability only depends on previous sites, it supports efficient *ancestral sampling* in parallel.

For the kinetically constrained models, we used RNN [62] for 1D and 2D, PixelCNN [50] for 2D, and MADE [63] for 3D. In 1D, we found RNN to be more accurate than MADE. In 2D, RNN had a comparable accuracy with PixelCNN but took a longer computational time. Below, we briefly describe the architecture of the RNN and gated PixelCNN for our problem. The setting of MADE was the same as [30].

**Recurrent neural networks**

For the recurrent neural network (RNN), we use a gated recurrent unit (GRU) [64] as the recurrent cell, which is capable of learning the distribution with long-range correlations. It is more efficient than the long-short time memory (LSTM) model and avoids the vanishing gradient problem for vanilla recurrent neural networks.

For the 1D RNN, the conditional probability is iteratively obtained over the one-dimensional sites. A recurrent cell processes the information from the previous hidden state $h_{i-1}$ and the input data $x_{i-1}$ in the current cell, generates a new hidden state $h_i$, gives the conditional probability $\hat{P}^\theta(x_i|x_1, \ldots, x_{i-1})$ based on $h_i$, and passes on the information of $h_i$ to the next cell. The dimension of the hidden states is denoted by $d_h$. The GRU has a candidate hidden state $\hat{h}_i$, an update gate $z_i$ interpolating between the previous and candidate hidden states, and a reset gate $r_i$ setting the extent of forgetting for the previous hidden state. It updates by the following gates:

$$z_i = \sigma(W_{xz} x_{i-1} + W_{zh} h_{i-1} + b_z),$$  \hspace{1cm} (21)

$$r_i = \sigma(W_{rx} x_{i-1} + W_{rh} h_{i-1} + b_r),$$  \hspace{1cm} (22)

$$\hat{h}_i = \tanh(W_{hZ} x_{i-1} + W_{hh} (r_i \odot h_{i-1}) + b_h),$$  \hspace{1cm} (23)

$$h_i = (1 - z_i) \odot h_{i-1} + z_i \odot \hat{h}_i,$$  \hspace{1cm} (24)

where $W$s are the weight matrices, $b$s are bias vectors, and $\sigma$ is the sigmoid activation function, $\odot$ denotes the Hadamard product.

The conditional probability is obtained from the hidden states. The output is acted on by a linear transform and a softmax operator $\hat{P}^\theta(x_i|x_1, \ldots, x_{i-1}) = \text{Softmax}(W h_i + b)$, which ensures the normalized condition for the output probability vector. Given an initial hidden state $h_0$ and variable $x_0$ (chosen as a zero vector here), the full probability is obtained by Eq. (20) with the iteratively generated conditional probabilities. Sampling from the probability distribution is conducted similarly: given an initial hidden state and variable, the variable $x_1$ is sampled from the estimated conditional probability, and the procedure is repeated to the last site.
For the 2D RNN, the implementation is more involved. A zigzag path [15, 62] is used to transmit the lattice variables, both vertical and horizontally. For the vertical and horizontal variables (hidden state $h$ and variable $x$ separately), we first concentrate the two into one and perform a linear transform (without the bias term) to an intermediate variable with the original dimension. They are then passed to the next GRU cell to continue the iteration.

The gated PixelCNN

For 2D lattice systems, we find that the vanilla PixelCNN model [50] suffers from the blind spot problem. In the worst case, the blind spot in the receptive field only covers half of the sites above and to the left of the current site. To circumvent the blind spot problem, we use the gated PixelCNN [65] that combines two convolutional network stacks: the vertical stack and the horizontal stack. The vertical stack conditions on all the sites left and the horizontal stack conditions on all the sites above. The activation function is also replaced by a gated activation unit:

$$h^{i+1} = \tanh(W_1^i \ast h^i) \odot \sigma(W_2^i \ast h^i)$$

where $i$ is the number of layers, $h^i$ is the feature map at the $i$-th layer and $\odot$ denotes the stacked convolution operation.

Details of training neural networks

For KCMs, the time step length is often chosen as $dt = 0.05$, and the range $dt \in [0.01, 0.1]$ is typically suitable. The loss usually takes $\mathcal{O}(10^3)$ epochs to converge for the first time step of evolving the system but requires only $\mathcal{O}(10^2)$ epochs for the following time steps because the probability distribution only has a small change after each time step. The less required epoch after the first time step saves the training time for tracking the evolution.

Learning rates affect the accuracy of training. Among the tested learning rates $10^{-5}$, $10^{-4}$, $10^{-3}$, and $10^{-2}$, we found that $10^{-3}$ typically leads to relatively lower loss values and better training. It is possible to encounter general optimization issues such as trapping into local minima, which may be alleviated by designing schedulers for the learning rate.

We used the Adam optimizer [66] to perform the stochastic gradient descent. The batch size was usually set as 1000 for each epoch. To better estimate the variational free energy, we used the batch from the last 20% of the training epochs, where the loss converges. This average gives a more accurate estimate by using approximately $1000 \times 100 \times 20\%$ (batch size, total epoch at each time point, last percent of the training epochs) batch samples.

The accuracy of the VAN depends on the number of depths and widths of the neural network. We used 8, 16, 32, 64, 128 as the number of hidden states in RNN and found that 64, 128 generally gives lower loss for one-layer RNN. A larger number of hidden states and more hidden layers require a longer computational time.

We list the number of depths and widths of the neural network with the best performance in our attempts for each model (Fig. 3). The table also provides the corresponding computational time on various systems sizes and dimensions under a single core GPU (~ 25% usage) of Tesla-V100.

Furthermore, we generated configurations with symmetry of the lattice systems, e.g., the parity symmetry for 1D spin systems and the rotational plus reflectional symmetry for 2D cases. The imposed symmetry does not significantly improve the accuracy of the training or the estimation on the dynamical partition function, with a cost of more computational time. Therefore, symmetry was not included in most of our numerical implementations but was added as an option in our code package for specific tasks that require the imposing of symmetry.

The relative error

We estimated the error of the VAN under each dimension. To quantify the accuracy of the VAN, we calculated the relative error of the dynamical partition functions between the VAN and the numerically exact result. The numerically exact result of the dynamical partition function was obtained by summing up probabilities of all possible states, which is feasible only for systems with small sizes, e.g., approximately $L \leq 10$ for 1D, $L \leq 4$ for 2D, and $L \leq 2$ for 3D. For larger system sizes, the numerically exact result was not accessible which then demands the use of the present algorithm.

The relative error $e_r$ is defined as:

$$e_r = \left| \frac{\ln Z_t(s) - \ln Z_t(s)_{\text{exact}}}{\ln Z_t(s)_{\text{exact}}} \right|.$$
FIG. 3. (Color online) The table for the chosen VAN size and the computational time for a certain number of time steps. The systems under 1D, 2D, 3D, and with different lattice lengths are considered. The lattice size with ∗ means that the computational time includes that of calculating the numerically exact result. The learning rate is $10^{-3}$ with the Adam optimizer [66]. The batch size is 1000, and the time step is $dt = 0.05$.

The error is shown in the inset of Fig. 4a for 1D and Fig. 6 for 2D and 3D. All the figures show that the relative error is usually smaller than $O(10^{-3})$ compared with the numerically exact result, validating the accuracy of the VAN.

Based on the accuracy and the efficiency, we chose the more appropriate VAN for each dimension: the RNN in 1D, the gated PixelCNN in 2D, and the MADE in 3D.

Methods of improving the accuracy of the VAN

The accuracy of VAN is especially demanding near the phase transition because rare configurations at different phases need to be sampled to train the VAN. To improve the efficiency, we provide two methods to help sample rare configurations: importance sampling and proper initialization for the VAN. These strategies may be employed near the phase transition of KCMs.

Importance sampling

For KCMs, the active phase has many spin flips, so the number of up spins should not be small. There are many such configurations for the active phase. For the inactive phase, spins do not flip often, and the number of up spins must be small, which are rare configurations. These rare configurations are hard to sample, leading to the inefficiency of training the VAN from the active to the inactive phase.

To sample rare configurations more effectively, we leverage importance sampling. We first employ a distribution where rare configurations have higher probability. We sample from this distribution and perform probability reweighting when calculating the expected value over the VAN distribution:

$$E_{\hat{P}} \{ \ldots \} = E_{\tilde{P}} \{ (\ln \hat{P} / \tilde{P}) \ldots \} = E_{\tilde{P}} \{ \exp(\ln \hat{P} - \ln \tilde{P}) \ldots \}$$

$\hat{P}$ is the distribution by the VAN, and $\tilde{P}$ is a prior distribution.

For KCMs, we use the binomial distribution as $\tilde{P}$ with $p = 1/N$, where $N$ is the total number of spins, such that the average up spin from the distribution is 1. Therefore, configurations with only one up spin can be sampled out frequently. In general, importance sampling needs to be designed for the specific problem, with the distribution $\tilde{P}$ tailored to sample particular configurations. After adding the samples from the importance samples, the learning rate may be decreased to reduce the loss variance.
With this strategy, the estimation on the SCGF at the steady state and the finite-time evolution becomes more accurate for all values of the counting field $s$. The detailed setting of the importance sampling may differ between these two tasks. For calculating the SCGF, adding approximately fifty samples from the important sampling to the one thousand batch ($\sim 5\%$) from the VAN improved the efficiency of estimating the SCGF.

To track the finite-time evolution, we added a few samples, e.g., one sample, from the important sampling to the batch with a thousand samples from the VAN. This accelerated the search of the inactive phases of KCMs. The proper number of added samples is dependent on the system size and specific problems and may need to be fine-tuned to control the system in certain phases. Under the same number of samples from the importance sampling, the PixelCNN was more robust under various $s$, that is, the inactive and active phases were both efficiently learnt. The RNN with importance sampling was more sensitive to the counting field $s$.

The active importance sampling for neural networks was proposed in [67], where umbrella sampling and replica exchange were used. However, it is not directly applicable in the present setting because the normalization constant of the windowing functions in Eq. (18) is not computable for the current case. Instead, here, we employed a normalized prior distribution, compatible with the rare configurations of KCMs. In addition, the present importance sampling is on the configurations from a distribution at each time point, different from the importance sampling on trajectories, which may be harder to sample.

Proper choices on the initialization of the VAN

To accurately estimate the SCGF at the steady state with $s > 0$, we conducted the variational Monte Carlo simulation [15] to calculate the SCGF, both from small to large $s$ and from large to small $s$. When going from small to large, we used the VAN trained under small $s$ as the initial VAN for the next larger one, and vice versa when going from large to small. This estimation employed the VAN either from the active phase with smaller $s$ or the inactive phase with larger $s$ thus enabling us to find the more proper phases for the current $s$. Then, we took the larger value of the SCGF from the two results, serving as the best estimation on the SCGF.

For finite time, one may save the VAN at each time point and various $s$. Then, it is useful to employ information from different $s$ by using the VAN under the neighbor values of chosen $s$ to calculate the evolved distribution. This helps to improve the efficiency of sampling rare configurations at different phases, which may generate a more accurate estimation of the dependence of the dynamical phase transition on $s$. This strategy shares a similar spirit of the replica exchange in [68], where two trajectories corresponding to different $s$ are swapped. Here, configurations at each time point rather than trajectories were shared between different $s$.

To capture the time point where phase transition occurs, we can also employ the method of choosing a good candidate of the VAN as the initial model for the training at each time point. To better capture a phase transition, two initialized VANs may be used: one from the previous time point, and the other from the steady-state variational Monte-Carlo calculation. After training, the one with lower loss is chosen, such that the model closer to the optimal solution is found at any time point.

Based on the above two strategies of importance sampling and proper VAN initialization, we have a protocol for uncovering the full phase diagram of dynamical observables for a given nonequilibrium system. Taking the active-inactive phase transition of the KCM as an example, one can first calculate the SCGF at the steady state by using the variational Monte-Carlo method, with the importance sampling or a proper initialization of the VAN, such that the active-inactive phase transition versus the counting field can be precisely revealed. Second, the present method tracks the time evolution of the dynamical observable. If there is a mismatch between the long-time dynamical observable and that from the SCGF, such as around the phase transition point, one may turn on the importance sampling at a certain time point to better capture the active-inactive phase transition over time.

Kinetically constrained models

One-dimensional cases

For 1D models, we chose the boundary sites with up spins [42]. The results are plotted in Fig. 4 with positive $s$ and Fig. 5 with negative $s$. They show consistent behaviors with previous results [13, 42, 69], validating our approach for one-dimensional systems.
FIG. 4. (Color online) The dynamical partition function and phase transition for the 1D FA model. (a) The logarithmic dynamical partition function $\ln Z_t(s)$ over time ($c = 0.5, s = 0.1, N = 10, 20, 40$). $N = 10$ is compared with the numerically exact result by storing the full probability distribution. The time step is chosen as $dt = 0.1$, and the plotted time points are taken from every 10 steps to better visualize the comparison with the numerically exact result for $N = 10$. (b) The dynamical activity $k_t(s)$ denoted by the color reveals the dynamical phase transition over time for the 1D FA with $N = 20$ and $c = 0.5$.

FIG. 5. (Color online) Emergence of active phases for 1D models. The 1D FA (top) and East (bottom) models with $c = 0.05$ and negative $s$. (a) The average up spins for different negative $s$ versus $\nu = 1 - e^s$ at several time points. (b) For $c = 0.05$, the East model forms structures with up spins separated by down spins. The FA model does not have such structures but more up spins over time at the middle of the 1D chain. The color denotes the average number of up spins. These behaviors are consistent with the previous result by the tensor network [42].

Two-dimensional cases

For the 2D and 3D models, we set the boundary sites with down spins. The dynamical phase transition is accurately tracked (Fig. 6), with the error shown in the inset. Since the computational time required is high for tracking the time evolution, the chosen lattice size $L$ is $L = 4$ for the quantum system [30]. Here, we need to further estimate the time evolution under various values of the counting field $s$ and thus considered $L = 4, 5, 6$ in 2D and $L = 2, 3, 4$ in 3D.
For $s > 0$ in 2D, we used values of the counting field logarithmically, i.e., $\log_{10} s \in [-2, 0]$ with the interval 0.1. With the result under discrete values of $s$, we used the interpolation and smoothed the phase transition line, which does not affect the physical result on the phase transition, such as its scaling on time. The present finite-time result at the last time point also converges to the SCGF at steady state (Fig. 7), calculated from the variational Monte-Carlo method [15]. The remaining deviation comes from the fact that the last time point may have not fully reached the steady state and the error from the Suzuki-Trotter decomposition.

Since all the boundary sites have down spins, the configuration with all down spins is an absorbing configuration. Thus, it should be excluded from the system evolution because otherwise it will absorb the probabilities of all other configurations. For the 2D SE model, the first spin is fixed up to overcome this issue. For the 2D FA model, we used the setting without fixing the first spin up and excluded the disconnected configuration with all down spins,
consistent with the setting in [15]. Specifically, in the last spin site, we manually chose it to be up if every previous site has down spins by setting the probability of the last up spin to be 1, such that the configuration with all down spins has probability zero. This setting also ensures the normalization condition of the total probabilities.

For \( s < 0 \) in 2D, the values of the counting field were also chosen logarithmically, i.e., \( \log_{10}(-s) \in [-3, 0] \) with the interval 0.2. We use \( \nu = 1 - e^s \) as the horizontal axis in Fig. 2. Here, we have fixed the left-up spin up for both the 2D FA and 2D SE models to better compare their characteristic spatial structures. Using more samples increases the accuracy of estimating the average density, and a longer simulation time may be required to reach closer to the steady state.

**Three-dimensional cases**

![Diagram](image)

**FIG. 8.** (Color online) The dynamical phase transition over time for the 3D SEF model. (a) The dynamical activity \( k_t(s) \) over time \( t \) versus the counting field \( s \), with \( L = 3 \). The color denotes the dynamical activity. (b) The critical point \( s_c(N,t) \) over time, giving critical exponents \( \alpha \) for \( s_c(N) \sim N^{-\alpha} \) at the steady state and \( \beta \) for \( t^{-\beta} \). (c) The scaled phase transition lines are collapsed together, with \( s_c(N,t)/s_c(N) \) and time scaled as \( N^\alpha t^{-\beta} \). Parameters: \( c = 0.5, L = 2, 3, 4 \) for 3D.

We consider the South-East-Front (SEF) model in 3D as a natural extension of the South-East model in 2D. The SEF model in 3D has \( f_i \) count the number of up spins only for the left, above, and back nearest neighbors. To implement the VAN, we used a three-dimensional version of MADE [63] by first translating the three-dimensional lattice into a one-dimensional chain.

We applied the method to track the dynamical phase transition of the 3D SEF model with \( L = 2, 3, 4 \) (Fig. 8). The critical exponent of size \( \alpha \gtrsim 1 \), which is similar to the 1D [13] and 2D [15] cases. The critical exponent of time \( \beta \approx 1 \) is similar to the 1D case in [42] and the 2D case obtained in the present work. The results of the 2D and 3D models demonstrate that our approach is able to track the finite-time evolution of the probability distribution for higher dimensional cases.