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Abstract

This paper studies the distributed optimization problem with possibly nonidentical local constraints, where its global objective function is composed of $N$ convex functions. The aim is to solve the considered optimization problem in a distributed manner over time-varying unbalanced directed topologies by using only local information and performing only local computations. Towards this end, a new distributed discrete-time algorithm is developed by synthesizing the row stochastic matrices sequence and column stochastic matrices sequence analysis technique. Furthermore, for the developed distributed discrete-time algorithm, its convergence property to the optimal solution as well as its convergence rate are established under some mild assumptions. Numerical simulations are finally presented to verify the theoretical results.
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I. INTRODUCTION

In recent decades, with the rapid development of various communication technologies, much more attention has been focused upon distributed control and optimization of multi-agent systems. As an important topic within this context, distributed optimization has recently received an increasing research interest due to its potential applications in numerous fields, such as formation control of robot networks, source location of sensor networks, machine learning, power grid dispatching, etc.
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In the past decade, many interesting results have been reported in the literature, where distributed optimization algorithms including continuous-time algorithms and discrete-time algorithms have been developed respectively for solving such optimization problems under different circumstances. The results on various distributed continuous-time algorithms can be found in [1]–[15] and references therein. This paper mainly focuses on designing a distributed discrete-time algorithm.

In the context of distributed discrete-time optimization, the distributed discrete-time algorithms were given in [16]–[21] to solve the optimization problems over balanced topologies under different scenarios. Later, the result was extended to the case with time-varying unbalanced directed topologies in [22] and [23], where the distributed algorithms were designed for the unconstrained optimization problem with the column stochastic matrices used. Subsequently, built on the work in [22], a distributed algorithm was developed in [24] over time-varying unbalanced directed topologies by integrating the dual averaging method into the push-sum mechanism, which can solve the optimization problem with a global closed convex set constraint. Moreover, the optimization problem with coupled linear equality constraint was addressed in a similar way in [25]. Additionally, based on [23], the novel push-pull algorithms with both row stochastic matrices and column stochastic matrices were proposed in [26]–[29] for the unconstrained optimization problem over unbalanced directed graphs which can be static or time-varying. However, those results cannot be applied in the constrained case. Recently, in [30] and [31], some attempts were made at adopting row stochastic iterative matrices for dealing with the optimization problems over static unbalanced directed topologies as the row stochastic property is very standard and easy to be satisfied in the distributed setting. In [30], an optimization problem with identical compact set constraint was considered and an algorithm based on the mechanism of estimating the left eigenvector associated with the eigenvalue 1 was proposed. The result in [30] was further extended in [31] to a more general case where nonidentical general closed convex set constraints were involved. To get a clear overview of the state of the art, Table I summarizes a detailed comparison of the

| References | Constraints | Linear convergence rate | Unbalanced topologies | Time-varying topologies |
|------------|-------------|-------------------------|-----------------------|-------------------------|
| [16]       | ×           | ×                       | ×                     | ✓                       |
| [17], [18] | ✓           | ×                       | ×                     | ✓                       |
| [19]       | ×           | ✓                       | ×                     | ✓                       |
| [20], [21] | ✓           | ×                       | ×                     | ✓                       |
| [22]       | ×           | ✓                       | ✓                     | ✓                       |
| [23]       | ×           | ✓                       | ✓                     | ✓                       |
| [24], [25] | ✓           | ×                       | ✓                     | ✓                       |
| [26]–[28]  | ×           | ✓                       | ✓                     | ✓                       |
| [29]       | ×           | ✓                       | ✓                     | ✓                       |
| [30], [31] | ✓           | ×                       | ✓                     | ✓                       |

✓ means that this feature is involved
× means that this feature is uninvolved
aforementioned results in [16], [17], [20]–[31].

Although the good result was achieved in [24], it is worth mentioning that the operation $\arg\min_{x \in X}$ was involved in the algorithm designed in [24], with $X$ being the constraint set. Thus, each iteration of the designed algorithm therein is required to solve a subproblem $\arg\min_{x \in X}$ first, which could be a numerically demanding task. Additionally, it should be noted that only the optimization problem with a global closed convex set constraint was considered in [24], but real-world optimization problems necessarily involve more general constraints quite often. Motivated by this, we aim to solve the optimization problem with more general constraints over time-varying unbalanced directed topologies in this paper, for which a desirable distributed discrete-time algorithm will be designed without involving any in-built operation $\arg\min$.

Specifically, the optimization problem with $N$ nonidentical convex inequality constraints and compact set constraints is considered in this paper. A new distributed discrete-time algorithm is proposed over time-varying unbalanced directed topologies and a rigorous analysis of its convergence to the optimal solution of the considered problem is made under some mild assumptions. Moreover, a detailed analysis of the convergence rate is also shown. Thus, the major contribution of this paper is that a challenging problem is successfully solved by a novel distributed discrete-time algorithm. In detail, first, although both row stochastic matrices and column stochastic matrices are involved, the designed distributed discrete-time algorithm herein is essentially different from the algorithms proposed in [26]–[29] since different analysis methods are adopted. As a result, the optimization problem with multiple nonidentical constraints can be solved over time-varying unbalanced directed topologies in this paper, which, however, could not in [26]–[29]. Second, the strong convexity of local objective functions is not necessarily required in this paper, while this is the key to the convergence analysis made in [26]–[29]. Third, unlike the results given in [30] and [31], auxiliary variables are introduced in the present paper to estimate the gradients of the global objective function rather than the left eigenvector for canceling out the gradients error of the global objective function caused by the asymmetry of time-varying unbalanced directed topologies. Thus, the dimensions of auxiliary variables as well as the total dimensions of all generated vectors associated with the proposed algorithm are considerably lower than those in [30] and [31] when large-scale networks are involved, which is of great importance in real applications. Fourth, compared to the algorithm designed in [24], the optimization problem with much more general constraints can be resolved by the algorithm proposed in this paper, where the in-built operation $\arg\min$ is not involved at all. Finally, this paper potentially provides an efficient mechanism for designing distributed algorithms to solve the optimization problem with very general constraints over time-varying unbalanced directed topologies.

The remaining parts are organized as follows. Section II recalls some preliminaries, including notations, graph theory, and useful lemmas. Section III shows the problem formulation, presents the algorithm development, and gives the main theorems on the convergence property and the convergence rate. In Section IV the detailed proofs of the main theorems are made. Section V provides some numerical simulations and Section VI gives a summary of the work finally. Besides, the proofs of intermediate results are furnished in the Appendix.
II. Preliminaries

A. Notations

Let $\mathbb{R}^n$ denote the $n$-dimensional real-valued vectors set and 1 denote the vector with proper dimension and all its entries being 1. Let $\mathbb{R}^{N \times N}$ represent the set of $N$-dimensional real-valued square matrices and $I_N$ represent the $N$-dimensional identity matrix. Furthermore, for a given matrix $M \in \mathbb{R}^{N \times N}$ and $i, j = 1, 2, \cdots, N$, $M_{ij}$ or $[M]_{ij}$ denotes the $ij$-th entry of matrix $M$. Particularly, for a given vector $z \in \mathbb{R}^n$, $z^T$ is the transpose of $z$, $||z||$ stands for the Euclidean norm of $z$, and the scalar $z^i$ represents the $i$-th entry of $z$. Moreover, for a given convex function $f: \mathbb{R}^n \to \mathbb{R}$, $\nabla f(x)$ (or $\partial f(x)$) stands for the gradient (sub-gradient) of function $f$ in $x$. Besides, for a scalar $a$, $a^+ = \max\{a, 0\}$. Additionally, for a given set $\Omega \subseteq \mathbb{R}^n$, $\text{relint} \Omega$ denotes the relative interior of the set $\Omega$.

B. Graph Theory

Let $\{G(t)\}$ stand for a directed graph sequence with a common node set $\mathcal{N} = \{1, 2, \cdots, N\}$ and a directed edge set sequence $\{E(t) \subseteq \mathcal{N} \times \mathcal{N}\}$, where $t = 0, 1, 2, \cdots$. Further, for a given natural number $t$, $(i, j) \in E(t)$ means that there exists a directed edge from node $j$ to node $i$, that is, node $i$ can receive information from node $j$, node $j$ is an in-neighbor of node $i$ and meanwhile node $i$ is an out-neighbor of node $j$. Moreover, define $\mathcal{N}^i_{\text{in}}(t)$ as the set of all node $i$’s in-neighbors and $d^+_i(t)$ as its cardinality at $t$. Similarly, define $\mathcal{N}^i_{\text{out}}(t)$ as the collection of all node $i$’s out-neighbors and $d^-_i(t)$ as its cardinality at $t$. Particularly, we always let $i \in \mathcal{N}^i_{\text{in}}(t) \cap \mathcal{N}^i_{\text{out}}(t)$, that is, $(i, i) \in E(t)$, for all $t \geq 0$. Further, for a given $t$, a directed path from node $i_m$ and node $i_1$ is defined as a sequence of $m$ distinct nodes $i_1, \cdots, i_m$ such that $(i_q, i_{q+1}) \in E(t)$ with $q = 1, 2, \cdots, m - 1$. A static directed graph $G$ is called a strongly connected graph if there exists a directed path between any two distinct nodes in graph $G$. For a given natural number $t$ and a positive integer $H$, the joint graph $\bigcup_{i=t}^{t+H-1} G(i)$ denotes the graph with the node set $\mathcal{N} = \{1, 2, \cdots, N\}$ and a directed edge set consisting of the union of the directed edge sets of graphs $G(t), G(t + 1), \cdots, G(t + H - 1)$. Furthermore, the directed graph sequence $\{G(t)\}$ is said to be uniformly jointly strongly connected if for all $t \geq 0$, there is a positive integer $H$ such that the joint graph $\bigcup_{i=t}^{t+H-1} G(i)$ is strongly connected.

C. Useful Lemmas

In this subsection, some auxiliary results are shown for facilitating analysis of the main results.

**Lemma 1** ([17], [34]): Suppose that $Y \subseteq \mathbb{R}^n$ is a closed convex set and $P_Y$ is the projection operator on $Y$, i.e., $P_Y(u) = \arg\min_{v \in Y} ||u - v||$. Then, for all $x_1, x_2 \in \mathbb{R}^n$, and $x_3 \in Y$, there hold

(a) $\|P_Y(x_1) - P_Y(x_2)\| \leq \|x_1 - x_2\|$

(b) $\|P_Y(x_1) - x_3\|^2 \leq \|x_1 - x_3\|^2 - \|P_Y(x_1) - x_1\|^2$.

**Lemma 2** ([22]):

(a) For a scalar sequence $\{\theta(k)\}$, suppose that $\lim_{k \to \infty} \theta(k) = \theta$ and $0 < \rho < 1$ hold. Then $\lim_{k \to \infty} \sum_{l=0}^{k} \rho^{k-l} \theta(l) = \frac{\theta}{1-\rho}$.

(b) For a strictly positive scalar sequence $\{\theta(k)\}$, assume that $\sum_{k=0}^{\infty} \theta(k) < \infty$ and $0 < \rho < 1$. Then $\sum_{k=0}^{\infty} \left( \sum_{l=0}^{k} \rho^{k-l} \theta(l) \right) < \infty$. 

DRAFT
Lemma 3 (22): For nonnegative scalar sequences \( \{a(k)\} \), \( \{b(k)\} \), \( \{c(k)\} \) and \( \{d(k)\} \) with \( \sum_{k=0}^{\infty} b(k) < \infty \) and \( \sum_{k=0}^{\infty} c(k) < \infty \), let the following condition hold:

\[
a(k + 1) \leq (1 + b(k))a(k) - d(k) + c(k), \quad \forall k \geq 0.
\]

Then, the scalar sequence \( \{a(k)\} \) converges to some \( a \geq 0 \) and \( \sum_{k=0}^{\infty} d(k) < \infty \).

In the next Lemmas 4 and 5 we reveal some important properties of the row stochastic matrices sequence and the column stochastic matrices sequence associated with a sequence of uniformly jointly strongly connected directed graphs, which are the key points for the subsequent analysis of consensus and our improved push-pull mechanism.

Lemma 4 (22): For a uniformly jointly strongly connected directed graphs sequence \( \{G(k)\} \) and \( k \geq s \geq 0 \), let \( A(k : s) = A(k) \cdots A(s) \) when \( k > s \), and \( A(k : s) = A(k) \) when \( k = s \), with \( \{A(k)\} \) being a sequence of nonnegative row stochastic matrices associated with \( \{G(k)\} \). Also, assume that there exists a positive constant \( a_0 \) such that \( A_{ii}(k) \geq a_0 \) hold for all \( i = 1, 2, \ldots, N \) and \( k \geq 0 \). Then, \( \forall k \geq 0 \), there exists a positive vector sequence \( \{\pi(k)\} \) satisfying \( \pi^T(k)1 = 1 \) and the following conditions:

(a) For all \( i, j \in \mathcal{N} \) and \( k \geq s \), there are two constants \( C_1 > 0 \) and \( 0 < \lambda_1 < 1 \) such that \( |a_{ij}(k : s) - \pi^j(s)| \leq C_1 \lambda_1^{k-s} \);

(b) For all \( i \in \mathcal{N} \) and \( k \geq 0 \), there is a strictly positive constant \( \theta_1 \) such that \( \pi^i(k) \geq \theta_1 \);

(c) For all \( k \geq 0 \), \( \pi^T(k) = \pi^T(k + 1)A(k) \).

Lemma 5 (22): For a uniformly jointly strongly connected directed graphs sequence \( \{G(k)\} \) and \( k \geq s \geq 0 \), let \( B(k : s) = B(k) \cdots B(s) \) when \( k > s \), and \( B(k : s) = B(k) \) when \( k = s \), with \( \{B(k)\} \) being a sequence of nonnegative column stochastic matrices associated with \( \{G(k)\} \). Furthermore, assume that there exists a positive constant \( b_0 \) such that \( B_{ii}(k) \geq b_0 \) hold for all \( i = 1, 2, \ldots, N \) and \( k \geq 0 \). Then, \( \forall k \geq 0 \), there exists a positive vector sequence \( \{\mu(k)\} \) satisfying \( \mu^T(k)1 = 1 \) and the following conditions:

(a) For all \( i, j \in \mathcal{N} \) and \( k \geq s \), there are two constants \( C_2 > 0 \) and \( 0 < \lambda_2 < 1 \) such that \( |b_{ij}(k : s) - \mu^j(k)| \leq C_2 \lambda_2^{k-s} \);

(b) For all \( i \in \mathcal{N} \) and \( k \geq 0 \), there is a strictly positive constant \( \theta_2 \) such that \( \mu^i(k) \geq \theta_2 \).

Moreover, in the following Lemma 6 we provide a key result for finding the point \( x \) satisfying \( g(x) \leq 0 \), with \( g(x) \) being a convex function.

Lemma 6 (23): Let \( Y \subseteq \mathbb{R}^n \) be an arbitrary closed convex set, \( g : \mathbb{R}^n \to \mathbb{R} \) be a convex function, and \( x \in \mathbb{R}^n \) be given by

\[
x = P_Y \left( v - \beta_0 \frac{g^+(v)}{\|d\|^2} d \right),
\]

where \( v \in \mathbb{R}^n \), \( 0 < \beta_0 < 2 \) is a constant, and \( d \in \partial g^+(v) \) when \( g^+(v) > 0 \) and \( d = d_0 \not= 0 \) otherwise, with \( d_0 \) being an arbitrary nonzero constant vector. Then, for all \( z \in Y \) satisfying \( g^+(z) = 0 \), there holds

\[
\|x - z\|^2 \leq \|v - z\|^2 - \beta_0 (2 - \beta_0) \frac{(g^+(v))^2}{\|d\|^2}.
\]
Based on (1) given in Lemma 6, in order to find the point \( x \) satisfying \( g(x) \leq 0 \) with \( g(x) \) being a convex function, an iterative rule can be correspondingly designed as
\[
x(t + 1) = P_Y \left( x(t) - \beta_t \frac{g^+(x(t))}{\|d^t\|^2} d^t \right),
\]
with an arbitrary initial value \( x(0) \), and \( d^t \in \partial g^+(x(t)) \) when \( g^+(x(t)) > 0 \) and \( d^t = d_0 \neq 0 \) otherwise. Clearly, the above iterative rule (3a) can be equivalently written as
\[
x(t + 1) = P_Y (x(t) - \beta_t \partial g^+(x(t))),
\]
which can be approximately seen as the classical projected subgradient decent iteration, with the nonnegative stepsize \( \beta_t = \beta_0 \frac{g^+(x(t))}{\|d^t\|^2} \) if \( g^+(x(t)) > 0 \) and \( \beta(x(t)) = 0 \) otherwise. Since \( \beta(x(t)) \) is positive provided that \( g^+(x(t)) > 0 \), the value \( g^+(x(t+1)) \) will become smaller than \( g^+(x(t)) \) when \( g^+(x(t)) > 0 \), which means that the distance from \( x(t+1) \) to the set \( \{ y | g(y) \leq 0 \} \) will be smaller than the distance from \( x(t) \) to the set \( \{ y | g(y) \leq 0 \} \).

Furthermore, for an arbitrary \( z \in \{ y | g(y) \leq 0 \} \), the relation between \( x(t + 1) \) and \( z \) can be characterized as
\[
\|x(t + 1) - z\|^2 \leq \|x(t) - z\|^2 - \beta_t (2 - \beta_0) \frac{(g^+(x(t)))^2}{\|d^t\|^2}.
\]
In addition, it can also be concluded that the above iteration rule (3b) will stop at the point \( x \) satisfying \( g^+(x(t)) = 0 \) or \( \partial g^+(x(t)) = 0 \), both of which can imply \( g(x) \leq 0 \) with the consideration that \( g(x) \) is convex.

III. MAIN RESULTS

A. Problem Formulation

In this paper, the optimization problem with \( N \) nonidentical inequality constraints and \( N \) nonidentical closed convex set constraints is researched, which is formulated as
\[
\min f(x) = \sum_{i=1}^{N} f_i(x)
\]
\[
s.t. \quad g_i(x) \leq 0,
\]
\[
x \in X_i, \quad i = 1, 2, \ldots, N,
\]
where \( x \in \mathbb{R}^n \), \( f_i : \mathbb{R}^n \to \mathbb{R} \) and \( g_i : \mathbb{R}^n \to \mathbb{R} \) are convex functions, and \( X_i \subseteq \mathbb{R}^n \) are closed convex sets. Furthermore, a directed graphs sequence \( \{G(k)\} \) is introduced to describe local interactions between nodes in this paper. Slater’s condition is first assumed for the problem (4).

Assumption 1: There exists a vector \( \hat{x} \in \text{relint}X = \bigcap_{i=1}^{N} X_i \) such that \( g_i(\hat{x}) < 0 \) for all \( i = 1, 2, \ldots, N \).

The optimality conditions for the problem setup are as follows. Let \( X_0 \) and \( X^* \) denote the feasible solutions set and the optimal solutions set of the considered problem, respectively. Specially, under Assumption 1 we can get that \( X_0 \) and \( X^* \) are nonempty. Meanwhile, let \( x^* \) be an optimal solution to the problem (4) and assume that the optimal function value \( f^* \) is finite. Particularly, the following properties of \( x^* \) play an important role in the subsequent analysis:
\[
f(x^*) \leq f(x) \quad \text{for all } x \in X_0, \quad g_0(x^*) \leq 0, \quad \text{and } x^* \in X,
\]
with \( g_0(x) = \max\{g_1(x), g_2(x), \ldots, g_N(x)\} \).
B. Algorithm Development

First, to solve the above optimization problem (4), a distributed discrete-time algorithm is developed as below:

\[ v_i(t) = \sum_{j=1}^{N} A_{ij}(t)x_j(t) - y_i(t), \quad \text{(5a)} \]

\[ x_i(t + 1) = P_{X_i}(v_i(t) - \beta k_i(t)), \quad \text{(5b)} \]

\[ y_i(t + 1) = \sum_{j=1}^{N} B_{ij}(t)y_j(t) + \alpha(t + 1)\nabla f_i(x_i(t + 1)) - \alpha(t)\nabla f_i(x_i(t)), \quad \text{(5c)} \]

where

\[ k_i(t) = \frac{g_i^+(v_i(t))}{\|d_i(t)\|^2}d_i(t), \]

with

\[ d_i(t) = \begin{cases} \partial g_i^+(v_i(t)), & g_i^+(v_i(t)) \neq 0, \\ d_0 \text{ (a nonzero constant vector)}, & g_i^+(v_i(t)) = 0. \end{cases} \]

Moreover, \( \{A(t)\} \subseteq \mathbb{R}^{N \times N} \) is a nonnegative row stochastic weight matrices sequence associated with the given directed graphs sequence \( \{G(t)\} \), whose entries can be defined as \( A_{ij}(t) = \frac{1}{d^i_j(t)} \) if \( (i,j) \subseteq \mathcal{E}(t) \) and \( A_{ij}(t) = 0 \) otherwise; and \( \{B(t)\} \subseteq \mathbb{R}^{N \times N} \) is a nonnegative column stochastic weight matrices sequence associated with the given directed graphs sequence \( \{G(t)\} \), whose entries can be defined as \( B_{ij}(t) = \frac{1}{d^j_i(t)} \) if \( (i,j) \subseteq \mathcal{E}(t) \) and \( B_{ij}(t) = 0 \) otherwise. In addition, \( \{\alpha(t)\} \) is a positive decaying step-size sequence satisfying \( \sum_{t=0}^{\infty} \alpha(t) = \infty \) and \( \sum_{t=0}^{\infty} \alpha^2(t) < \infty \), and \( \beta \) is a constant step-size satisfying \( 0 < \beta < 2 \). Specially, we select \( x_i(0) \) as an arbitrary value and \( y_i(0) = \alpha(0)\nabla f_i(x_i(0)) \).

It is worth mentioning that the algorithm (5) is designed on the basis of the push-pull mechanism with some significant improvements. Thus, we first give some necessary description of the push-pull based algorithms before providing some insights into the algorithm (5). In (26), the push-pull/AB algorithm was developed as

\[ x_i(t + 1) = \sum_{j=1}^{N} A_{ij}x_j(t) - \alpha y_i(t), \]

\[ y_i(t + 1) = \sum_{j=1}^{N} B_{ij}y_j(t) + \nabla f_i(x_i(t + 1)) - \nabla f_i(x_i(t)), \]

where \( \{A_{ij}\} \) and \( \{B_{ij}\} \) are respectively a nonnegative row stochastic matrices sequence and a nonnegative column stochastic matrices sequence associated with the given static unbalanced graph, and \( \alpha \) is a desired constant step-size. Moreover, the initial values \( x_i(0) \) can be arbitrarily selected and \( y_i(0) = \nabla f_i(x_i(0)) \) for all \( i \). Different kinds of push-pull/AB algorithms were designed for different cases in (27)–(29) and the more detailed information on the push-pull/AB algorithms can be found in (37). Clearly, it can be seen from (26)–(29) that the constant step-sizes were usually employed in the iterations of the state variables \( x_i(t) \) in the push-pull/AB algorithms. Furthermore, it can also be noticed from the above existing results that the convergence analysis of the push-pull/AB algorithms depends heavily on constructing some linear matrix inequalities with the strong convexity properties being imposed on all local objective functions and only the unconstrained optimization problems can be dealt with. Nowadays,
it is still rather difficult to solve the constrained optimization problem by employing the push-pull/AB algorithms, which remains as an open issue.

In this work, in order to effectively integrate the methods of handling the nonidentical local inequality constraints and closed convex set constraints into the classical push-pull mechanism, the decaying step-size \( \alpha(t) \) is newly employed in our improved push-pull mechanism. Specifically, the decaying step-size \( \alpha(t) \) is involved in the iterations of the auxiliary variables \( y_i(t) \) rather than the state variables \( x_i(t) \) (see the iterative rule (5c)). Thus, the auxiliary variables \( y_i(t) \) can track the gradient terms \( \alpha(t)\mu^i(t-1)\sum_{i=1}^{N} \nabla f_i(x_i(t)) \) with \( \mu^i(t) \) as introduced in Lemma 5 and the tracking errors can be clearly characterized by some nonnegative variables which can be well analyzed under our improved push-pull mechanism now. Accordingly, the iterative rule (5b) can be approximately written as

\[
x_i(t+1) = P_{X_i}(v_i(t) - \beta k_i'(t)),
\]

where \( v_i'(t) \) is defined by replacing all terms \( y_i(t) \) in \( v_i(t) \) with \( \alpha(t)\mu^i(t-1)\sum_{i=1}^{N} \nabla f_i(x_i(t)) \) and \( k_i'(t) \) is defined by replacing all terms \( v_i(t) \) in \( k_i(t) \) with \( v_i'(t) \). Based on Lemma 5 it can be obtained that \( v_i'(t) \) will move to the set \( \{ y \mid g_i(y) \leq 0 \} \). Moreover, noting that \( \lim_{t \to \infty} \alpha(t) = 0 \) and \( \mu^i(t-1)\sum_{i=1}^{N} \nabla f_i(x_i(t)) \) is uniformly bounded with respect to \( t \), we can get that \( z_i(t) = \sum_{j=1}^{N} A_{ij}(t)x_j(t) \) will also move to the set \( \{ y \mid g_i(y) \leq 0 \} \). Additionally, since \( \{ A(t) \} \) is the nonnegative row stochastic matrices sequence, the term \( \sum_{j=1}^{N} A_{ij}(t)x_j(t) \) will enable \( x_i(t) \) to move towards the varying consensus state \( \sum_{i=1}^{N} \pi^i(t)x_i(t) \) with \( \pi^i(t) \) as introduced in Lemma 4. Thus, it follows that

\[
\lim_{t \to \infty} \left\| x_i(t) - \sum_{i=1}^{N} \pi^i(t)x_i(t) \right\| = \lim_{t \to \infty} \| x_i(t) - z_i(t) \| = 0,
\]

i.e., \( x_i(t) \) will also move to the set \( \{ y \mid g_i(y) \leq 0 \} \) and then to the set \( \{ y \mid g_i(y) \leq 0, i = 1, 2, \cdots, N \} \) since all \( x_i(t) \) will reach consensus. Furthermore, each varying state \( x_i(t) \) is also controlled by the projection operation on the set \( X_i \) and pushed by the gradient term \( \alpha(t)\mu^i(t-1)\sum_{i=1}^{N} \nabla f_i(x_i(t)) \) to move towards the set \( X_i \) and then to the optimal solution set of the optimization problem

\[
\min_{x} \sum_{i=1}^{N} f_i(x) \text{ s.t. } g_i(x) \leq 0 \quad x \in X_i, \quad i = 1, 2, \cdots, N.
\]

Consequently, upon reaching consensus, all states will converge to a common optimal solution of the considered problem 4.

Here, we also provide some insights into the algorithm 5 from the perspective of centralized iteration. The corresponding centralized iteration of the algorithm 5 can be formulated as

\[
x(t+1) = P_{X}(x(t) - \alpha(t)\nabla f(x(t)) - \beta k(t)),
\]

where

\[
k(t) = \begin{cases} \frac{g_0^+(v(t))}{\| \partial g_0^+(v(t)) \|^2} \partial g_0^+(v(t)), & g_0^+(v(t)) \neq 0, \\ 0, & \text{otherwise,} \end{cases}
\]

with \( v(t) = x(t) - \alpha(t)\nabla f(x(t)) \). Moreover, the convergence property of the above centralized iteration 8 can be deduced from Lemma 3 and Lemma 6 which can be found in 34. Indeed, in the remainder of the paper, we will
resort to the techniques used in the convergence analysis of the centralized iteration together with characterizing the error terms \(\|y_i(t) - \alpha(t)\mu^i(t-1) \sum_{i=1}^{N} \nabla f_i(x_i(t))\|\) and \(\alpha(t)\|x_i(t) - \sum_{i=1}^{N} \pi_i^i(t) x_i(t)\|\) by some well analyzed nonnegative variables to complete the convergence analysis of the developed distributed algorithm (5), which will be clearly shown in Section IV.

**Remark 1:** It can be concluded from the above discussion that some significant improvements on the classical push-pull/AB algorithms are made in our paper. First, the decaying step-size \(\alpha(t)\) is newly employed in our improved push-pull mechanism and the decaying step-size is involved in the iterations of the auxiliary variables \(y_i(t)\) rather than the state variables \(x_i(t)\). Second, the methods of handling the nonidentical local inequality constraints and closed convex set constraints are effectively integrated into our improved push-pull mechanism. As a consequence, the convergence analysis of the algorithm (5), as to be shown in Section IV, is conducted based on Lemma 3, which is absolutely distinct from the convergence analyses as given in [26]–[29] for the existing push-pull/AB algorithms. Third, it is not necessary to assume the strong convexity of the local objective functions or to construct any linear matrix inequalities for proceeding with the convergence analysis. More importantly, the optimization problem with multiple nonidentical local constraints is successfully addressed over a sequence of time-varying unbalanced graphs under our improved push-pull mechanism in this work, which is known as a very challenging issue in the field of distributed optimization so far. Furthermore, it will also be convenient to extend the results obtained in this paper to the case with other kinds of distributed constrained optimization problems.

### C. Main Theorems

Before going on, the definition of \(L\)-smooth function and several common assumptions are introduced for the establishment of the main theorems.

**Definition 1:** A differentiable function \(h : \mathbb{R}^n \rightarrow \mathbb{R}\) is said to be \(L\)-smooth if the following condition holds:
\[
\forall x_1, x_2 \in \mathbb{R}^n, \quad \| \nabla h(x_1) - \nabla h(x_2) \| \leq L \| x_1 - x_2 \|.
\]

**Assumption 2:** For all \(i = 1, 2, \cdots, N\), functions \(f_i(x)\) are \(L\)-smooth and functions \(g_i(x)\) have continuous gradients.

**Assumption 3:** For all \(i = 1, 2, \cdots, N\), \(X_i \subseteq \mathbb{R}^n\) are compact sets.

**Proposition 1:** There exists a constant \(R\) such that
\[
\text{dist}(x, X_0) \leq R \max \left\{ \max_{1 \leq i \leq N} \text{dist}(x, X_i), \max_{1 \leq i \leq N} g_i^+(x) \right\},
\]
for all \(x \in U = \text{conv} \left( \bigcup_{i=1}^{N} X_i \right)\).

Clearly, under Assumptions [3] Proposition [1] will naturally hold since the involved variables are uniformly bounded when \(x \in U\). Moreover, Proposition [1] (also known as the constraint regularity property) is very important and standard in dealing with the optimization problems involving nonidentical constraints, which can also be found in [31] and [34].

**Assumption 4:** The time-varying directed graph sequence \(\{\mathcal{G}(t)\}\) is uniformly jointly strongly connected.
Remark 2: Under Assumptions 2 and 3, we can conclude that $\nabla f_i(x_i(t))$ can be uniformly bounded by a positive constant $M$, i.e., $\|\nabla f_i(x_i(t))\| \leq M$, since $\nabla f_i(x_i(t))$ are continuous and $x_i(t)$ generated by the iteration rule (5b) are contained in the compact set $U$. Besides, Assumption 4 is also very common and standard in dealing with the optimization problems over time-varying unbalanced directed graphs.

Now, we are prepared to develop our first main theorem, which demonstrates the convergence property of the developed distributed discrete-time algorithm (5).

**Theorem 1:** Let Assumptions 1, 2, 3, and 4 hold. Then for all $i = 1, 2, \cdots, N$, the states $x_i(t)$ generated by the algorithm (5) converge to a common optimal solution $s^*$ of the problem (4), i.e., $\lim_{t \to \infty} x_i(t) = s^*$.

**Proof.** The detailed proof will be given in the subsequent Subsection IV-C.$\square$

Next, defining the following two variables:

$$\tilde{x}_i(t) = \frac{\sum_{k=0}^{t} \alpha(k)x_i(k)}{\sum_{k=0}^{t} \alpha(k)}, \quad \tilde{s}(t) = \frac{\sum_{k=0}^{t} \alpha(k)s(k)}{\sum_{k=0}^{t} \alpha(k)},$$

with $s(t) = P_{X_0}(\bar{x}(t))$ and $\bar{x}(t) = \sum_{i=1}^{N} \pi(t)x_i(t)$, we state our second main theorem showing the rate at which the function values $f(\tilde{x}_i(t))$ converge to the optimal value $f^*$.

**Theorem 2:** Let Assumptions 1, 2, 3, and 4 hold. Then for the algorithm (5), there holds

$$H_1 \|\tilde{x}_i(t) - \tilde{s}(t)\| + f(\tilde{s}(t)) - f^* \leq L(t), \quad (9)$$

with

$$L(t) = \left( H_2 + H_3 \sum_{k=0}^{t} \alpha^2(k) \right) / \sum_{k=0}^{t} \alpha(k), \quad (10)$$

and $H_j, j = 1, 2, 3$, being positive constants which will be defined in the subsequent proof of Theorem 2. Furthermore, for each $i = 1, 2, \cdots, N$, there holds

$$|f(\tilde{x}_i(t)) - f^*| \leq \left( \frac{NM}{H_1} + 1 \right) L(t), \quad (11)$$

with $M$ being the positive constant as given in Remark 2.

**Proof.** The detailed proof will be given in the subsequent Subsection IV-D.$\square$

**Remark 3:** Clearly, we can select $O\left(\frac{1}{t+1}\right)^\sigma$ with $0.5 < \sigma \leq 1$ as the decaying step-size $\alpha(t)$. Now, let $\alpha(t) = O\left(\frac{1}{\sqrt{t+1}}\right)$. By direct computation, it is easy to get

$$L(t) \sim O\left(\frac{\ln t}{\sqrt{t}}\right),$$

which means that the terms $\|\tilde{x}_i(t) - \tilde{s}(t)\|, f(\tilde{s}(t)) - f^*$ and $|f(\tilde{x}_i(t)) - f^*|$ will all decay to zero at a rate of $O\left(\frac{\ln t}{\sqrt{t}}\right)$. This result for the convergence rate is very common and can also be found in the recent works [22] and [31].
IV. PROOFS OF MAIN THEOREMS

A. Road Map for Proofs of Main Theorems

To begin with, we briefly sketch the main ideas of the proofs of Theorems 1 and 2.

1) First, we will start the analysis in Lemmas 7 and 8 by discussing that under Assumptions 2 and 3, the auxiliary variables \( y_i(t) \) can track the global gradient terms \( \alpha(t)\mu^i(t-1) \sum_{i=1}^{N} \nabla f_i(x_i(t)) \).

2) Second, to provide some preparations for the subsequent analysis, we will argue in Remark 4 that \( k_i(t) \) in the proposed distributed discrete-time algorithm (5) can be uniformly bounded with respect to \( t \) under Assumption 1.

3) Third, we will preliminarily describe the consensus errors in Lemma 9, based on which we will further characterize the gradient error terms \( \|y_i(t) - \alpha(t)\mu^i(t-1) \sum_{i=1}^{N} \nabla f_i(x_i(t))\| \) in Lemma 10.

4) Fourth, we will analyze the evolution of all states \( x_i(t) \) in Lemmas 11 and 12 and show that, as a consequence of all states reaching consensus, the iteration (5) can be approximately seen as the ordinary iteration for solving the problem (7) and all states \( x_i(t) \) will converge to a common optimal solution of the considered problem (4).

5) Finally, with all these preparatory works, we will be ready to give the detailed proofs of our main Theorems 1 and 2.

In addition, all the proofs of several aforementioned intermediate results (including Lemmas 7–12 and Corollary 1) will be collected in the Appendix so as to maintain a smooth presentation flow.

B. Preparatory Works

First, we define the following two intermediate variables:

\[
\tilde{y}(t) = \sum_{i=1}^{N} y_i(t), \quad \tilde{f}(t) = \sum_{i=1}^{N} f_i(x_i(t)).
\]

Motivated by the results in [22], [35] and [36], we will preliminarily characterize the error between the auxiliary variable \( y_i(t) \) and the global gradient term \( \alpha(t)\mu^i(t-1) \sum_{i=1}^{N} \nabla f_i(x_i(t)) \) in the following Lemmas 7 and 8.

**Lemma 7:** For the algorithm (5) with given initial values and all \( t \geq 0 \), there holds

\[
\tilde{y}(t) = \alpha(t)\nabla \tilde{f}(t).
\]

Note that with Lemma 7 we have

\[
\alpha(t)\mu^i(t-1) \sum_{i=1}^{N} \nabla f_i(x_i(t)) = \mu^i(t-1)\tilde{y}(t).
\]

**Lemma 8:** Let Assumptions 1, 2, 3, and 4 hold. Then, for the algorithm (5), the following inequality holds:

\[
\|y_i(t) - \mu^i(t-1)\tilde{y}(t)\| \leq C_3\lambda_2^{t-1} + C_4 \sum_{s=0}^{t-1} \lambda_2^{t-1-s}\alpha(s),
\]

where \( C_3 = C_2 \sum_{j=1}^{N} \|y_j(0)\| \) and \( C_4 = 2NMC'_4 \) with \( C'_4 = \max\{\frac{C_2}{\lambda_2}, 1\} \).

Then, based on Lemmas 7 and 8, we give the following corollary where a bound is introduced for the variable \( y_i(t) \).
**Corollary 1:** Let Assumptions 1, 2, 3 and 4 hold. Then, for the algorithm (5), the following inequality holds:

\[ \|y_i(t)\| \leq C_3 t^{-1} + C_4 \sum_{s=0}^{t-1} t^{-1-s} \alpha(s) + N M \alpha(t). \]  

Furthermore, there holds \( \lim_{t \to \infty} \|y_i(t)\| = 0. \)

**Remark 4:** From the result in Corollary 1 and the iteration rule (5a), it is clearly seen that \( v_i(t) \) is uniformly bounded with respect to \( t \). Thus, under Assumption 2, \( g_i(v_i(t)) \) and \( \nabla g_i(v_i(t)) \) are also uniformly bounded. Let

\[ G_i = \{ x \mid \nabla g_i(x) = 0 \}, \quad G_{i0} = \{ x \mid g_i(x) < 0 \}. \]

Since \( g_i(x) \) is convex, \( G_i \) is a closed and convex set and \( G_{i0} \) is an open set. Moreover, under Assumption 1 there holds \( \min \{ \inf x_i \} < 0 \) for all \( i = 1, 2, \cdots, N \), which implies that \( G_{i0} \) contains \( G_i \) strictly. Then, noting that \( \nabla g_i(x) \) is continuous, we can conclude that the set \( \{ \| \nabla g_i(x) \| \mid x \notin G_{i0} \} \) has a strictly positive infimum, which means that there exists a positive constant \( M \leq \|d_0\| \) such that \( \| \nabla g_i(x) \| \geq M \) holds for all \( x \notin G_{i0} \), i.e., for all \( t \geq 0 \), there holds \( \|d_i(t)\| \geq M \). Taking into account that \( g_i(x_i(t)) \) and \( \nabla g_i(x_i(t)) \) are also uniformly bounded, we have that \( d_i(t) \) and \( k_i(t) \) are also uniformly bounded. Hence, for convenience of the subsequent analysis, we can assume that for all \( i = 1, 2, \cdots, N \),

\[ \max \{ \|g_i(v_i(t))\|, \|\nabla g_i(v_i(t))\|, \|d_i(t)\|, \|k_i(t)\| \} \leq M. \]

Next, to further characterize the error term \( \|y_i(t) - \mu^i(t-1)\tilde{y}(t)\| \), we introduce another two new variables:

\[ w_1(t) = \sum_{i=1}^{N} \|\phi_i(t)\|, \quad w_2(t) = \sum_{i=1}^{N} g_i^+(z_i(t)), \]

with \( \phi_i(t) = x_i(t+1) - (v_i(t) - \beta k_i(t)) \). Besides, define

\[ \gamma_i(t) = \alpha(t) \sum_{s=0}^{t-1} t^{-1-s} w_i(s), \quad i = 1, 2, \]

with \( \gamma_1(0) = \gamma_2(0) = 0 \). In the following lemma, we will deduce a common bound for all the terms \( \alpha(t)\|x_i(t) - \bar{x}(t)\| \).

**Lemma 9:** Let Assumptions 1, 2, 3 and 4 hold. Then, for the algorithm (5) and all \( i = 1, 2, \cdots, N \), there holds

\[ \alpha(t)\|x_i(t) - \bar{x}(t)\| \leq C_6 \gamma_1(t) + C_7 \gamma_2(t) + \xi_1(t), \]  

where \( C_6 = 2 N^3 C_1 \), \( C_7 = 2 N^2 C_1 \frac{\beta}{M} \), and

\[ \xi_1(t) = C_8 \alpha(t) \sum_{s=1}^{t-1} t^{-1-s} t^s - 1 + C_{10} \alpha(t) \sum_{s=1}^{t-1} t^{-1-s} \alpha(s) \]

\[ + C_5 \alpha(t) t^s - 1 + C_9 \alpha(t) \sum_{s=1}^{t-1} t^{-1-s} \sum_{r=0}^{s-1} t^r \alpha(r), \]

with

\[ C_5 = N C_1 \sum_{j=1}^{N} \|x_j(0) - \bar{x}(0)\| + 2 N^2 C_1 (w_1(0) + \sum_{j=1}^{N} y_j(0) + \beta \sum_{j=1}^{N} \|k_j(0)\|), \]

\[ C_8 = 2 N^2 C_1 C_3 \left( 1 + \frac{\beta M}{M} \right), \quad C_9 = 2 N^2 C_1 C_4 \left( 1 + \frac{\beta M}{M} \right), \quad C_{10} = 2 N^3 M C_1 \left( 1 + \frac{\beta M}{M} \right). \]
Based on Lemma 9 we will provide a more concrete bound of the term \( \| y_i(t) - \mu^i(t-1)\hat{y}(t) \| \) in the next lemma. To this end, we need to introduce several intermediate variables:

\[
\eta_1(t) = \sum_{s=0}^{t-1} \lambda_2^{-1-s} \gamma_1(s), \quad i = 1, 2, \quad \eta_2(t) = \sum_{s=0}^{t-1} \lambda_2^{-1-s} \alpha(s)w_2(s),
\]

with \( \eta_1(0) = \eta_2(0) = \eta_3(0) = 0. \)

**Lemma 10:** Let Assumptions 1, 2, 3, and 4 hold. Then, for the algorithm (5) and all \( i = 1, 2, \cdots, N \), the following inequality holds:

\[
\| y_i(t) - \mu^i(t-1)\hat{y}(t) \| 
\leq C_3 \lambda_2^{-1} + C_{17} \sum_{s=0}^{t-1} \lambda_2^{-1-s} \xi_2(s) + C_{18} \eta_1(t) + C_{19} \eta_2(t) + C_{20} \eta_3(t),
\]

where

\[
\xi_2(t) = M(\alpha(t) - \alpha(t+1)) + L(1+N)\xi_1(t) + C_{13} \alpha(t) \lambda_2^{-1} + C_{14} \alpha(t) \sum_{s=0}^{t-1} \lambda_2^{-1-s} \alpha(s) + C_{15} \alpha^2(t),
\]

with \( C_{11} = L(1+N)C_6, C_{12} = L(1+N)C_7, \)

\[
C_{13} = L\left(1 + \frac{\beta M}{M}\right) C_3, \quad C_{14} = L\left(1 + \frac{\beta M}{M}\right) C_4, \quad C_{15} = LNM\left(1 + \frac{\beta M}{M}\right),
\]

\[
C_{16} = \frac{\beta L}{M}, \quad C_{17} = NC_{14}', \quad C_{18} = NC_{11}C_4', \quad C_{19} = NC_{12}C_4', \quad C_{20} = NC_{16}C_4'.
\]

Now, we are prepared to examine the evolution of all states \( x_i(t) \) in the below lemma.

**Lemma 11:** Under Assumptions 1, 2, 3, and 4 for all \( v \in X^* \) and \( t \geq 0 \), there holds

\[
\sum_{i=1}^{N} \pi^i(t+1) \| x_i(t+1) - v \|^2 
\leq \sum_{i=1}^{N} \pi^i(t) \| x_i(t) - v \|^2 - 2\theta_2 \alpha(t) (f(s(t)) - f(v)) + \xi_3(t) + D_4 \gamma_1(t) + D_5 \gamma_2(t)
\]

\[
- \sum_{i=1}^{N} \frac{\theta_1 \beta (2 - \beta)}{2M^2} (g_i^\ast(z_i(t)))^2 + D_6 \eta_1(t) + D_7 \eta_2(t) + D_8 \eta_3(t) - \sum_{i=1}^{N} \theta_1 \| \phi_i(t) \|^2,
\]

where \( D_4 = 2C_6D_1N, D_5 = 2C_7D_1N, D_6 = C_{18}D_3N, D_7 = C_{19}D_3N, D_8 = C_{20}D_3N, \) and

\[
\xi_3(t) = 2D_1 N \xi_1(t) + D_2 \alpha^2(t) + C_3 D_3 N \lambda_2^{-1} + C_1 \gamma_3(t) \sum_{s=0}^{t-1} \lambda_2^{-1-s} \xi_2(s),
\]

with \( D_1 = MN + LM + (MN+1)MNR, D_3 = 2M + 8M \beta (2 - \beta), \) and

\[
D_2 = \frac{4M^4 N^3 R^2}{\theta_1 \beta (2 - \beta)} + 2M^2 N^2 + 8M^2 N^2 \beta (2 - \beta).
\]

It should be noted that in Lemma 11 the summability of \( \gamma_i(t), i = 1, 2, \) and \( \eta_j(t), j = 1, 2, 3, \) is still unknown for us. Hence, these terms need to be further analyzed. Some properties of \( \gamma_i(t), i = 1, 2, \) and \( \eta_j(t), j = 1, 2, 3, \) will be revealed in the following proposition whose proof is omitted for brevity.
**Proposition 2:** For all \( t \geq 0 \), the below inequalities hold:

\[
\begin{align*}
\gamma_i(t + 1) &\leq \lambda_1 \gamma_i(t) + \alpha(t) w_i(t), \quad i = 1, 2, \\
\eta_i(t + 1) &\leq \lambda_2 \eta_i(t) + \gamma_i(t), \quad i = 1, 2, \\
\eta_3(t + 1) &\leq \lambda_2 \eta_3(t) + \alpha(t) w_2(t).
\end{align*}
\]  

(17a) \hspace{1cm} (17b) \hspace{1cm} (17c)

To continue, based on the results in Proposition 2 and 3, we give another key lemma to further characterize the evolution of all states \( x_i(t) \).

**Lemma 12:** Under Assumptions 1, 2, 3, and 4, for all \( v \in X^* \) and \( t \geq 0 \), there holds

\[
\begin{align*}
\sum_{i=1}^{N} \pi_i(t + 1) ||x_i(t + 1) - v||^2 &+ e(t + 1) \\
\leq & \sum_{i=1}^{N} \pi_i(t) ||x_i(t) - v||^2 + e(t) + 2\theta_2 \alpha(t) (f(v) - f(s(t))) \\
&+ \xi_4(t) - \frac{\theta_1}{2} \sum_{i=1}^{N} ||\phi_i(t)||^2 - \frac{\theta_1 \beta(2 - \beta)}{4M^2} \sum_{i=1}^{N} (g_i^+(z_i(t)))^2,
\end{align*}
\]

(18)

where \( e(t) = \sum_{i=1}^{2} (a_i b_i \gamma_i(t) + c_i \eta_i(t)) + a_3 \beta \eta_3(t) \) and \( \xi_4(t) = \xi_3(t) + \frac{1}{2} (a_1^2 + a_2^2 + a_3^2) \alpha^2(t) \) with

\[
\begin{align*}
a_i &= \frac{c_i + D_{3+i}}{(1 - \lambda_2) b_i}, \quad i = 1, 2, \quad a_3 = \frac{D_8}{(1 - \lambda_2) b_3}, \quad b_1 = \sqrt{\frac{\theta_1}{N}}, \\
b_2 = b_3 &= \sqrt{\frac{\theta_1 \beta(2 - \beta)}{4M^2 N}}, \quad c_i = \frac{D_{3+i}}{1 - \lambda_2}, \quad i = 1, 2.
\end{align*}
\]

C. Proof of Theorem 7

In this subsection, based on the above intermediate results and the proof of Theorem 4, we are now ready to present the detailed proof of Theorem 1 regarding the convergence property of the algorithm (5).

**Proof of Theorem 7** First, the nonnegative sequences \( \{a(t)\} \), \( \{b(t)\} \), \( \{c(t)\} \), and \( \{d(t)\} \) in Lemma 3 can be defined as follows:

\[
\begin{align*}
a(t) &= \sum_{i=1}^{N} \pi_i(t) ||x_i(t) - v||^2 + e(t), \quad b(t) = 0, \quad c(t) = \xi_4(t), \\
d(t) &= 2\theta_2 \alpha(t) (f(s(t)) - f(v)) + \frac{\theta_1}{2} \sum_{i=1}^{N} ||\phi_i(t)||^2 + \frac{\theta_1 \beta(2 - \beta)}{4M^2} \sum_{i=1}^{N} (g_i^+(z_i(t)))^2.
\end{align*}
\]

Then, noting that \( \alpha^2(t) \) is summable, we can easily obtain from part (b) of Lemma 2 that \( \xi_1(t) \) is summable. In a similar manner, we can get that \( \xi_2(t) \) and \( \xi_3(t) \) are also summable, which directly implies the summability of \( \xi_4(t) \) (i.e., \( c(t) \)). So by Lemma 3 there exists a nonnegative constant \( \delta_0 \) such that

\[
\lim_{t \to \infty} \left( \sum_{i=1}^{N} \pi_i(t) ||x_i(t) - v||^2 + e(t) \right) = \delta_0,
\]

(19)

\[
\sum_{t=0}^{\infty} \alpha(t) (f(s(t)) - f(v)) < \infty,
\]

(20)
As a result, we attain
\[ \sum_{t=0}^{\infty} \left[ \frac{\theta_1}{2} \sum_{i=1}^{N} \| \phi_i(t) \|^2 + \frac{\theta_1 \beta(2 - \beta)}{4M^2} \sum_{i=1}^{N} (g_i^+(z_i(t)))^2 \right] < \infty. \] (21)

Clearly, it follows from (21) that
\[ \lim_{t \to \infty} \sum_{i=1}^{N} \| \phi_i(t) \|^2 = 0, \quad \lim_{t \to \infty} \sum_{i=1}^{N} (g_i^+(z_i(t)))^2 = 0, \] (22)

which yields that \( \lim_{t \to \infty} \gamma_i(t) = 0, \quad i = 1, 2, \) and \( \lim_{t \to \infty} \eta_i(t) = 0, \quad i = 1, 2, 3, \) according to part (a) of Lemma 2. Thus, we have \( \lim_{t \to \infty} c(t) = 0, \) and from (55) to be given in the proof of Lemma 9 in the Appendix, we can conclude that
\[ \lim_{t \to \infty} \| x_i(t) - \bar{x}(t) \| = 0. \] (23)

Furthermore, considering (19), we have
\[ \lim_{t \to \infty} \sum_{i=1}^{N} \xi_i(t) = \delta_0. \]

Given that \( \sum_{i=1}^{\infty} \alpha(t) = \infty, \) we can get from (20) that \( \liminf_{t \to \infty} f(s(t)) = f(v). \) As \( \{s(t)\} \) is contained in the compact set \( X, \) it has a convergent subsequence \( \{s(t)\}, \) that is, there exists \( s^* \) such that \( \lim_{k \to \infty} s(t_k) = s^*. \) Moreover, since \( X_0 \) is a closed set, we have \( s^* \in X_0. \) Thus, it follows from the continuity property of \( f \) that \( \lim_{t \to \infty} f(s(t_k)) = f(s^*) = f(v), \) which implies that \( s^* \in X^*. \) Since \( v \) is arbitrarily chosen in \( X^* \), we can substitute \( v \) by \( s^*. \) Then, it can be verified that \( \delta_0 = 0 \) when \( v = s^*. \) So we have
\[ \| x_i(t) - s^* \|^2 \leq 3(\| x_i(t) - \bar{x}(t) \|^2 + \| \bar{x}(t) - s(t) \|^2 + \| s(t) - s^* \|^2). \]

Utilizing (66) to be given in the proof of Lemma 11 in the Appendix, we arrive at
\[ \| \bar{x}(t) - s(t) \|^2 \leq 2R^2(NM + 1)^2 N \sum_{i=1}^{N} \| x_i(t) - \bar{x}(t) \|^2 + 2R^2 N \sum_{j=1}^{N} (g_j^+(z_j(t)))^2. \]

As a result, we attain
\[ \frac{1}{3} \| x_i(t) - s^* \|^2 \leq \| x_i(t) - \bar{x}(t) \|^2 + 2R^2(NM + 1)^2 N \sum_{i=1}^{N} \| x_i(t) - \bar{x}(t) \|^2 + 2R^2 N \sum_{i=1}^{N} (g_i^+(z_i(t)))^2 + \| s(t) - s^* \|^2. \] (24)

Multiplying both sides of the above inequality (24) by \( \pi_i'(t) \) and summing over from \( i = 1 \) to \( i = N \) produces
\[ \sum_{i=1}^{N} \frac{\pi_i'(t)}{3} \| x_i(t) - s^* \|^2 \leq \sum_{i=1}^{N} \pi_i'(t) \| x_i(t) - \bar{x}(t) \|^2 + \sum_{i=1}^{N} \pi_i'(t) \| s(t) - s^* \|^2 + 2R^2(M + 1)^2 N \sum_{i=1}^{N} \pi_i'(t) \sum_{i=1}^{N} \| x_i(t) - \bar{x}(t) \|^2 + 2R^2 N \sum_{i=1}^{N} \pi_i'(t) \sum_{i=1}^{N} (g_i^+(z_i(t)))^2. \] (25)

Then, taking \( \liminf \) for both sides of (25) and using (22) as well as (23) yields \( \frac{\pi_1}{3} \leq \liminf_{t \to \infty} \| s(t) - s^* \|. \)

Finally, since \( \lim_{k \to \infty} s(t_k) = s^* \), we have
\[ \liminf_{t \to \infty} \| s(t) - s^* \| = 0, \]
which implies that $\delta_0 = 0$. Noting that $\pi^i(t) \geq \theta_1 > 0$ for all $i = 1, \ldots, N$, and $t \geq 0$, we can get that 
$$\lim_{t \to \infty} x_i(t) = s^* \quad \text{for all } i = 1, \ldots, N,$$ 
thus establishing the convergence of the algorithm (5). The proof is complete.

\[ \square \]

\textbf{D. Proof of Theorem 2}

In this subsection, with the inspirations from the analysis of the convergence rate shown in [22] and [31] and the above intermediate results in Subsection IV-B, we will give the detailed proof of Theorem 2 about the convergence rate of the algorithm (5).

\textbf{Proof of Theorem 2}: First, according to (18), by defining 
$$\varphi_1(t) = \frac{\theta_1}{4\theta_2} \sum_{i=1}^{N} \|\phi_i(t)\|^2, \quad \varphi_2(t) = \frac{\theta_1\beta(2-\beta)}{8\theta_2M^2} \sum_{i=1}^{N} (g_i^+(z_i(t)))^2,$$
we have 
$$\sum_{k=0}^{t} \left[ \alpha(k)(f(s(k)) - f^*) + \varphi_1(k) + \varphi_2(k) \right] \leq \frac{1}{2\theta_2} \left( \sum_{i=1}^{N} \pi^i(0)\|x_i(0) - v\|^2 + \epsilon(0) + \sum_{k=0}^{t} \xi_4(k) \right). \quad (26)$$

Obviously, for any nonnegative summable scalar sequence \{h(t)\} and any constant $0 < \rho < 1$, there holds 
$$\sum_{k=0}^{t} \sum_{s=0}^{k} \rho^{k-s} h(s) = \sum_{s=0}^{t} h(s) \sum_{k=s}^{t} \rho^{k-s} \leq \sum_{k=0}^{t} \frac{h(k)}{1-\rho}, \quad (27)$$
which implies that 
$$\sum_{k=0}^{t} \xi_1(k) \leq \frac{C_8\alpha(0)}{(1-\lambda_1)(1-\lambda_2)} + \frac{C_{10}}{1-\lambda_1} \sum_{k=0}^{t} \alpha^2(k)$$
$$+ \frac{C_5\alpha(0)}{1-\lambda_1} + \frac{C_9}{(1-\lambda_1)(1-\lambda_2)} \sum_{k=0}^{t} \alpha^2(k)$$
$$= M_1 + M_2 \sum_{k=0}^{t} \alpha^2(k), \quad (28)$$

$$\sum_{k=0}^{t} \xi_2(k) \leq M_1 + M_2 \sum_{k=0}^{t} \alpha^2(k) + L(1+N) \left( M_1 + M_2 \sum_{k=0}^{t} \alpha^2(k) \right)$$
$$+ \frac{C_{13}\alpha(0)}{1-\lambda_2} + \frac{C_{14}}{1-\lambda_2} \sum_{k=0}^{t} \alpha^2(k) + \sum_{k=0}^{t} \alpha^2(k)$$
$$= M_3 + M_4 \sum_{k=0}^{t} \alpha^2(k), \quad (29)$$

$$\sum_{k=0}^{t} \xi_3(k) \leq 2ND_1 \left( M_1 + M_2 \sum_{k=0}^{t} \alpha^2(k) \right) + D_2 \sum_{k=0}^{t} \alpha^2(k)$$
$$+ \frac{C_3D_3\alpha(0)}{1-\lambda_2} + \frac{C_{17}D_3\alpha(0)}{1-\lambda_2} \left( M_3 + M_4 \sum_{k=0}^{t} \alpha^2(k) \right)$$
$$= M_5 + M_6 \sum_{k=0}^{t} \alpha^2(k), \quad (30)$$
\[ \sum_{k=0}^{t} \xi_4(k) \leq M_5 + M_7 \sum_{k=0}^{t} \alpha^2(k), \]

where

\[
M_1 = \frac{D_8\alpha(0)}{1 - \lambda_1(1 - \lambda_2)} + \frac{C_5\alpha(0)}{1 - \lambda_2}, \quad M_2 = \frac{C_{10}}{1 - \lambda_1} + \frac{C_9}{(1 - \lambda_1)(1 - \lambda_2)},
\]

\[
M_3 = M\alpha(0) + L(1 + N)M_1 + \frac{C_{13}\alpha(0)}{1 - \lambda_2}, \quad M_4 = L(1 + N)M_2 + \frac{C_{14}}{1 - \lambda_2} + C_{15},
\]

\[
M_5 = 2D_1 M_1 N + \frac{C_5 D_3 N}{1 - \lambda_2} + \frac{C_{17} D_3 M_3 N}{1 - \lambda_2}, \quad M_6 = 2D_1 M_2 N + D_2 + \frac{C_{17} D_3 M_4 N}{1 - \lambda_2},
\]

\[
M_7 = M_6 + \frac{1}{2}(\alpha_1 + \alpha_2 + \alpha_3).
\]

Thus, it follows from (26) that

\[
\sum_{k=0}^{t} \alpha(k)(f(s(k)) - f^*) + \varphi_1(k) + \varphi_2(k) \leq M_8 + M_9 \sum_{k=0}^{t} \alpha^2(k), \tag{32}
\]

with

\[
M_8 = \frac{1}{2\theta_2} \left( \sum_{i=1}^{N} \pi^i(t) \| x_i(0) - v \|^2 + e(0) + M_3 \right), \quad M_9 = \frac{M_7}{2\theta_2}.
\]

Additionally, according to (66) to be given in the proof of Lemma 11 in the Appendix, we can get

\[
\| x_i(t) - s(t) \|
\leq \| x_i(t) - \bar{x}(t) \| + \| \bar{x}(t) - s(t) \|
\leq \| x_i(t) - \bar{x}(t) \| + R \sum_{i=1}^{N} g_i^+(z_i(t)) + R(MN + 1) \sum_{i=1}^{N} \| x_i(t) - \bar{x}(t) \|. \tag{33}
\]

Thus, by Lemma 9, we have

\[
\frac{\alpha(t)\| x_i(t) - s(t) \|}{\kappa(RM^2N^2 + RN + 1)} \leq \gamma_1(t) + \gamma_2(t) + \frac{1}{\kappa} \xi_1(t) + \frac{R\alpha(t)w_2(t)}{\kappa(RM^2N^2 + RN + 1)}, \tag{34}
\]

with \( \kappa = \max\{C_6, C_7\} \). Hence, combining (26) and (34) together yields

\[
\frac{1}{\kappa(RM^2N^2 + RN + 1)} \sum_{k=0}^{t} \alpha(k)\| x_i(k) - s(k) \|
\leq \sum_{k=0}^{t} \gamma_1(k) + \sum_{k=0}^{t} \gamma_2(k) + \frac{1}{\kappa} \left( M_1 + M_2 \sum_{k=0}^{t} \alpha^2(k) \right)
+ \frac{R}{\kappa(RM^2N^2 + RN + 1)} \sum_{k=0}^{t} \alpha(k)w_2(t). \tag{35}
\]

Clearly, we have

\[
\sum_{k=0}^{t} \gamma_i(k) \leq \lambda_1 \sum_{k=0}^{t-1} \gamma_i(k) + \sum_{k=0}^{t-1} \alpha(k)w_i(k) \leq \lambda_1 \sum_{k=0}^{t} \gamma_i(k) + \sum_{k=0}^{t} \alpha(k)w_i(k), \tag{36}
\]

which implies that

\[
\sum_{k=0}^{t} \gamma_i(k) \leq \frac{1}{1 - \lambda_1} \sum_{k=0}^{t} \alpha(k)w_i(k) \leq \frac{1}{2(1 - \lambda_1)} \sum_{k=0}^{t} \alpha^2(k) + \frac{1}{2(1 - \lambda_1)} \sum_{k=0}^{t} w_i^2(k). \tag{37}
\]

Thus, it follows from (35) that
Furthermore, it is straightforward to deduce

\[
\frac{2(1 - \lambda_1)}{\kappa(RMN^2 + RN + 1)} \sum_{k=0}^{t} \alpha(k)\|x_i(k) - s(k)\| \\
\leq \sum_{k=0}^{t} \alpha^2(k) + \sum_{k=0}^{t} w_1^2(k) + \sum_{k=0}^{t} \alpha^2(k) + \sum_{k=0}^{t} w_2^2(k) + \sum_{k=0}^{t} w_2^2(k) \\
+ \frac{2(1 - \lambda_1)}{\kappa} \left( M_1 + M_2 \sum_{k=0}^{t} \alpha^2(k) \right) + \frac{R^2(1 - \lambda_1)^2}{\kappa^2(RMN^2 + RN + 1)^2} \sum_{k=0}^{t} \alpha^2(k). \tag{38}
\]

Now, introducing \( \psi_1(t) = \sum_{i=1}^{N} \|\phi_i(t)\|^2 \) and \( \psi_2(t) = \sum_{i=1}^{N} (q_i^+(z_i(t)))^2 \), and noting that \( w_1^2(t) \leq N^2 \psi_i(t), \ i = 1, 2 \), we obtain

\[
H_1 \sum_{k=0}^{t} \alpha(k)\|x_i(k) - s(k)\| \leq M_{10} + M_{11} \sum_{k=0}^{t} \alpha^2(k) + \delta(\psi_1(t) + \psi_2(t)), \tag{39}
\]

where \( \delta = \min \left\{ \frac{\delta_0}{2M^2}, \frac{\delta_1 \beta(2 - \beta)}{8M^2} \right\} \).

\[
H_1 = \frac{\delta(1 - \lambda_1)}{\kappa(RMN^2 + RN + 1)^N}, \quad M_{10} = \frac{(1 - \lambda_1)M_1 \delta}{\kappa N}, \\
M_{11} = \frac{\delta}{N} + \frac{(1 - \lambda_1)M_2 \delta}{\kappa N} + \frac{R^2(1 - \lambda_1)^2 \delta}{2\kappa^2(RMN^2 + RN + 1)^2 N}.
\]

Then, it follows from (32) and (39) that

\[
\sum_{k=0}^{t} \left[H_1 \alpha(k)\|x_i(k) - s(k)\| + \alpha(k)(f(s(k)) - f^*)\right] \leq H_2 + H_3 \sum_{k=0}^{t} \alpha^2(k), \tag{40}
\]

where \( H_2 = M_8 + M_{10} \) and \( H_3 = M_9 + M_{11} \).

Since \( f(x) \) and the norm function are both convex, we have

\[
f(\tilde{s}(t)) - f^* \leq \sum_{k=0}^{t} \frac{\alpha(k)(f(s(k)) - f^*)}{\sum_{k=0}^{t} \alpha(k)}, \tag{41}
\]

\[
\|\tilde{x}_i(t) - \tilde{s}(t)\| \leq \sum_{k=0}^{t} \frac{\alpha(k)\|x_i(k) - s(k)\|}{\sum_{k=0}^{t} \alpha(k)}. \tag{42}
\]

Dividing both sides of (40) by \( \sum_{k=0}^{t} \alpha(k) \), we can get (9) from (41) and (42), with \( L(t) \) being as given in (10).

Furthermore, it is straightforward to deduce

\[
|f(\tilde{x}_i(t)) - f^*| \leq |f(\tilde{x}_i(t)) - f(\tilde{s}(t))| + |f(\tilde{s}(t)) - f^*|
\leq MN\|\tilde{x}_i(t) - \tilde{s}(t)\| + |f(\tilde{s}(t)) - f^*|
\leq MN\frac{H_1}{H_1}L(t) + L(t) = \left(\frac{MN}{H_1} + 1\right)L(t). \tag{43}
\]

We have thus completed the proof of the convergence rate.

\[\Box\]

V. COMPUTER SIMULATIONS

Similar to the numerical example shown in [31], we consider a constrained optimization problem involved in the machine learning problems with its global objective function defined on \( \mathbb{R}^3 \) as following:

\[
\min_{x \in \mathcal{X}} f(x) = \sum_{i=1}^{N} f_i(x), \tag{44a}
\]

DRAFT
where

\[ f_i(x) = \ln[1 + e^{-a_i(b_i^T u + x^3)}] + p_i(x), \]  

(44b)

with \( p_i(x) = \frac{(x_i^1)^2}{4} \) for \( i = 1, \ldots, r_1 - 1 \), \( p_i(x) = \frac{(x_i^2)^2}{4} \) for \( i = r_1, \ldots, N \), \( u = (x_1^1, x_2^1)^T \), \( b_i = (0.01i, 0.02i)^T \) are the feature vectors, and \( a_i = (-1)^i \) are the corresponding labels.

**Case A:** \( N = 8 \). In order to clearly show the effectiveness of the algorithm (5) in the case involving the time-varying unbalanced graphs with only the union of graphs being strongly connected, we first carry out numerical simulation when \( N = 8 \) and \( r_1 = 5 \). Additionally, for \( i = 1, 2, \cdots, N \), the inequality constraints \( g_i(x) \) are selected as

\[ g_i(x) = (x_1^1)^2 + ix^2 + x^3 - 10 \leq 0, \]  

(45)

and the closed convex sets \( X_i \) are chosen as

\[ X_i = \left[ \frac{i}{2} - 3, \frac{i}{2} + 1 \right] \times \left[ \frac{i}{2} - 3.5, \frac{i}{2} + 0.5 \right] \times \left[ \frac{i}{2} - 1, \frac{i}{2} + 2.5 \right]. \]

Thus, \( X = \bigcap_{i=1}^{N} X_i = [1, 2] \times [0.5, 1] \times \{3\} \). To describe the time-varying unbalanced connections between eight nodes, four graphs with each having eight interacting agents are depicted in Fig. 1 in which only the union of four graphs is strongly connected. Also, it is stipulated that the communication graph \( G(t) \) at step \( t \) is respectively selected as Fig. 1a, Fig. 1b, Fig. 1c, and Fig. 1d when \( \text{mod} (t, 4) = 1 \), \( \text{mod} (t, 4) = 2 \), \( \text{mod} (t, 4) = 3 \), and \( \text{mod} (k, 4) = 0 \). Moreover, the step-sizes are chosen as \( \alpha(t) = \frac{10^{-3}}{(t+1)^{\alpha_0}} \) and \( \beta = 1 \) for simulation. The transient behaviors of all states \( x_i(t) \) are displayed in Fig. 2, which clearly shows that all states \( x_i(t) \) under the algorithm (5) converge to the common optimal solution \((1, 0.5, 3)^T\).

**Case A’:** \( N = 8 \). We now compare the algorithm (5) with Algorithm 1 developed in [31]. Case A’ is the same as Case A except for two changes that a strongly connected unbalanced graph as depicted in Fig. 3 is involved instead and the inequality constraints in (45) are removed. This is because Algorithm 1 in [31] is applicable only to the optimization problem subject to nonidentical local closed convex set constraints and under the strongly connected unbalanced graph. Moreover, all \( x_i(t) \) under Algorithm 1 in [31] also converge to the common optimal solution \((1, 0.5, 3)^T\) within the setting as given in Case A’. Note that the algorithm (5) is still implemented under the same setting as described in Case A. The behaviors of the convergence criterion \( \frac{1}{N} \sum_{i=1}^{N} \frac{\|x_i(t) - x^*\|}{\|x^*\|} \) under the algorithm (5), in Case A and Algorithm 1 in [31] in Case A’ are plotted in Fig. 4. It can be observed from Fig. 4 that these...
two algorithms exhibit a similar convergence rate although the extra inequality constraints in (45) and the time-varying unbalanced graphs in Fig. 1 are involved in the numerical simulation of Case A for the algorithm (5). This observation agrees well with the discussion in Remark 1.

Case B: $N = 100$. In order to verify the effectiveness of the algorithm (5) in large-scale optimization problems, we reconsider the objective functions in (44) but with $N = 100$ and $r_1 = 51$. Furthermore, for $i = 1, 2, \cdots, N$, the inequality constraints are reselected as

$$g_i(x) = (x_1)^2 + 0.1ix^2 + x^3 - 10 \leq 0$$

and the closed convex sets are reselected as

$$X_i = [0.06i - 5, 0.06i + 1.94] \times [0.06i - 5.5, 0.06i + 0.94] \times [0.06i - 3, 0.06i + 2.94].$$

Thus, $X = \bigcap_{i=1}^{N} X_i = [1, 2] \times [0.5, 1] \times \{3\}$. Besides, the time-varying unbalanced directed graphs sequence with $N = 100$ nodes is considered here, where the connections between nodes are time-varying in the sense that the
Fig. 5. Behaviors of the state $x_i(t)$ under the algorithm (5) in Case B.

associated iterative matrices $A(t)$ and $B(t)$ are randomly selected at each step $t$. With the same step-sizes $\alpha(t)$ and $\beta$ as chosen in Case A, the transient behaviors of all states $x_i(t)$ under the algorithm (5) are illustrated in Fig. 5, from which it is clearly seen that all states $x_i(t)$ also converge to the common optimal solution $x^* = (1, 0.5, 3)^T$.

VI. CONCLUSION

In this paper, the optimization problem with nonidentical local convex inequality constraints and compact set constraints has been studied. Specifically, a distributed discrete-time algorithm has been developed over time-varying unbalanced directed topologies and its convergence property to the optimal solution has been rigorously confirmed. Moreover, the detailed analysis of the convergence rate has also been clearly shown for the proposed distributed algorithm. The advantage of the proposed algorithm is that the auxiliary variables have been introduced to estimate the gradients of the global objective function so as to offset the effect of the network-induced asymmetry. As a result, the optimization problem with multiple nonidentical local constraints has been successfully resolved over time-varying unbalanced topologies. More importantly, the work in this paper has shown an efficient mechanism for designing distributed algorithms for optimization problems with various types of constraints over time-varying unbalanced topologies. In the future, attention will be paid to addressing the distributed optimization problem formulated in this paper with a view to achieving a better convergence rate in the case strongly convex objective functions.

APPENDIX

In this Appendix, the proofs of all the intermediate results including Lemmas 7–12 and Corollary 1 are shown in detail.

Proof of Lemma 7 From the iteration rule (5c) and the definition of $\tilde{y}(t)$, we have

$$\tilde{y}(t+1) = \sum_{i=1}^{N} \sum_{j=1}^{N} B_{ij}(t)y_j(t) + \alpha(t+1) \sum_{i=1}^{N} \nabla f_i(x_i(t+1)) - \alpha(t) \sum_{i=1}^{N} \nabla f_i(x_i(t)).$$

Considering that $B(t)$ are column stochastic matrices for all $t \geq 0$, we can get

$$\tilde{y}(t+1) = \tilde{y}(t) + \alpha(t+1)\nabla \tilde{f}(t+1) - \alpha(t)\nabla \tilde{f}(t).$$

Then, direct computation can yield

$$\tilde{y}(t+1) - \alpha(t+1)\nabla \tilde{f}(t+1) = \tilde{y}(t) - \alpha(t)\nabla \tilde{f}(t),$$

DRAFT
As a result, we can obtain
\[\hat{y}(t) - \alpha(t)\nabla \hat{f}(t) = \hat{y}(0) - \alpha(0)\nabla \hat{f}(0).\]

Therefore, with the given initial values, we have
\[\hat{y}(t) - \alpha(t)\nabla \hat{f}(t) = \hat{y}(0) - \alpha(0)\nabla \hat{f}(0) = 0,\]
which completes the proof.

**Proof of Lemma 8** First, we can rewrite (5c) as
\[y_i(t + 1) = \sum_{j=1}^{N} B_{ij}(t)y_j(t) + \epsilon_i(t),\]
with \(\epsilon_i(t) = (t + 1)\nabla f_i(x_i(t + 1)) - \alpha(t)\nabla f_i(x_i(t))\) being bounded by \(2\alpha(t)M\). Then, we have
\[y_i(t) = \sum_{j=1}^{N} B(t - 1 : 0)_{ij}y_j(0) + \epsilon_i(t - 1) + \sum_{s=1}^{t-1} \sum_{j=1}^{N} B(t - 1 : s)_{ij}\epsilon_j(s - 1),\]
\[\hat{y}(t) = \hat{y}(0) + \sum_{s=0}^{t-1} \sum_{j=1}^{N} \epsilon_j(s).\]
As a result, we can obtain
\[y_i(t) - \mu^i(t - 1)\hat{y}(t) = \sum_{j=1}^{N} D(t - 1 : 0)_{ij}y_j(0) + \sum_{s=1}^{t-1} \sum_{j=1}^{N} D(t - 1 : s)_{ij}\epsilon_j(s - 1)\]
\[+ \epsilon_i(t - 1) - \mu^i(t - 1) \sum_{j=1}^{N} \epsilon_j(t - 1),\]
where \(D(t : s) = B(t : s) - \mu(t)1^T\). Next, from part (a) of Lemma 5 we can derive
\[\|y_i(t) - \mu^i(t - 1)\hat{y}(t)\| \leq \sum_{j=1}^{N} C_2\lambda_2^{j-1}\|y_j(0)\| + \sum_{j=1}^{N} \|\epsilon_j(t - 1)\|\]
\[+ \sum_{s=1}^{t-1} \sum_{j=1}^{N} C_2\lambda_2^{j-1-s}\|\epsilon_j(s - 1)\|\]
\[\leq C_3\lambda_2^{t-1} + C_4\sum_{s=0}^{t-1} \sum_{j=1}^{N} \lambda_2^{j-1-s}\|\epsilon_j(s)\|,\]
which implies (12). Thus, the proof is complete.

**Proof of Corollary 1** According to Lemma 7 we can directly get
\[\|\hat{y}(t)\| \leq N M \alpha(t).\]
Observing that \(\mu^i(t) < 1\) and
\[\|y_i(t)\| \leq \|y_i(t) - \mu^i(t - 1)\hat{y}(t)\| + \mu^i(t - 1)\|\hat{y}(t)\|,\]
we can easily deduce (13) from (12) and (47).
Clearly, the first term $C_3 \lambda_{2}^{t-1}$ and the third term $N M \alpha(t)$ on the right-hand side of (13) converge to zero when $t$ tends to infinity. Therefore, noting from part (a) of Lemma 2 that
\[
\lim_{t \to \infty} C_4 \sum_{s=0}^{\ell-1} \lambda_{2}^{t-1-s} \alpha(s) = 0,
\]
we have that $\lim_{t \to \infty} \|y_i(t)\| = 0$, which completes the proof. 

**Proof of Lemma 9** First, with $u_i(t) = \phi_i(t) - y_i(t) - \beta k_i(t)$, we rewrite (56) as
\[
x_i(t+1) = \sum_{j=1}^{N} A_{ij}(t)x_j(t) + u_i(t),
\]
which corresponds to the form formulated in [32, Lemma 6]. Thus, from the proof of [32, Lemma 6], we can directly obtain
\[
\|x_i(t) - \bar{x}(t)\| \leq \sum_{j=1}^{N} NC_1 \lambda_{1}^{t-1} \|x_j(0) - \bar{x}(0)\| + \sum_{s=0}^{t-1} \sum_{j=1}^{N} NC_1 \lambda_{1}^{t-1-s} \|u_j(s) - \hat{u}(s)\|,
\]
where $\hat{u}(t) = \sum_{j=1}^{N} \pi^j(t+1) u_j(t)$. Then, for the term $\|u_j(s) - \hat{u}(s)\|$, we have
\[
\|u_j(s) - \hat{u}(s)\| \leq \|u_j(s)\| + \left\| \sum_{j=1}^{N} \pi^j(s+1) u_j(s) \right\|
\leq \sum_{j=1}^{N} \|u_j(s)\| + \sum_{j=1}^{N} \pi^j(s+1) \|u_j(s)\|
\leq 2 \sum_{j=1}^{N} \|u_j(s)\|,
\]
where the second inequality is deduced from the convex property of the norm function and the last inequality can be obtained from the fact that $0 < \pi^i(t) < 1$ for all $i = 1, 2, \cdots, N$ and $t \geq 0$. Moreover, considering that
\[
\|u_i(s)\| \leq \|\phi_i(s)\| + \|y_i(s)\| + \beta \|k_i(s)\|,
\]
we can get from (49) that
\[
\|x_i(t) - \bar{x}(t)\| \leq C_5 \lambda_{1}^{t-1} + 2N^2C_1 \sum_{s=1}^{t-1} \lambda_{1}^{t-1-s} \left( w_1(s) + \sum_{j=1}^{N} \|y_j(s)\| + \sum_{j=1}^{N} \beta \|k_j(s)\| \right).
\]
Furthermore, observing that
\[
g_i^+(v_i(t)) \leq g_i^+(z_i(t)) + g_i^+(v_i(t)) - g_i^+(z_i(t))
\leq g_i^+(z_i(t)) + (\partial g_i^+(v_i(t)))^T (v_i(t) - z_i(t))
\leq g_i^+(z_i(t)) + \|\partial g_i^+(v_i(t))\| \|y_i(t)\|
\leq g_i^+(z_i(t)) + M \|y_i(t)\|,
\]
we arrive at
\[
\|k_i(t)\| \leq \frac{1}{\|d_i(t)\|} g_i^+(v_i(t))
\]
According to part (a) of Lemma 1 and the iteration rules (5a)–(5b), we get

\[
\frac{1}{M}(g_i^+(z_i(t)) + g_i^+(v_i(t)) - g_i^+(z_i(t))) \\
\leq \frac{1}{M}g_i^+(z_i(t)) + \frac{M}{M}||y_i(t)||,
\]

which implies that

\[
||x_i(t) - \bar{x}(t)|| \\
\leq C_6\lambda_1^{-1} + 2N^2C_5 \sum_{s=1}^{l-1} \lambda_1^{l-1-s}w_1(s) + C_7 \sum_{s=0}^{l-1} \lambda_1^{l-1-s}w_2(s) \\
+ C_8 \sum_{s=1}^{l-1-s} \lambda_2^{-1} + C_9 \sum_{s=1}^{l-1-s} \sum_{r=0}^{l-1-s} \lambda_2^{l-1-r}\alpha(r) + C_10 \sum_{s=1}^{l-1-s} \alpha(s),
\]

Finally, combining (53) with (54) produces

\[
\frac{1}{M}(x_i(t) - \bar{x}(t)) \\
\leq C_6\lambda_1^{-1} + \frac{M}{M}||y_i(t)||,
\]

thereby directly completing the proof.

**Proof of Lemma 10.** Noticing that

\[
\alpha(t + 1)\nabla f_i(x_i(t + 1)) - \alpha(t)\nabla f_i(x_i(t)) \\
\leq \alpha(t + 1)\nabla f_i(x_i(t + 1)) - \alpha(t)\nabla f_i(x_i(t + 1)) \\
+ \alpha(t)\nabla f_i(x_i(t + 1)) - \alpha(t)\nabla f_i(x_i(t)),
\]

under Assumption 2, we have

\[
||e_i(t)|| \leq M(\alpha(t) - \alpha(t + 1)) + \alpha(t)||\nabla f_i(x_i(t + 1)) - \nabla f_i(x_i(t))|| \\
\leq M(\alpha(t) - \alpha(t + 1)) + \alpha(t)\beta||x_i(t + 1) - x_i(t)||.
\]

According to part (a) of Lemma 1 and the iteration rules (53)–(55), we get

\[
||x_i(t + 1) - x_i(t)|| \\
\leq ||v_i(t) - \beta k_i(t) - x_i(t)|| \\
\leq ||z_i(t) - \bar{x}(t)|| + ||x_i(t) - \bar{x}(t)|| + ||y_i(t)|| + \beta ||k_i(t)|| \\
\leq \sum_{j=1}^{N} A_{ij}(t)||x_j(t) - \bar{x}(t)|| + ||x_i(t) - \bar{x}(t)|| + ||y_i(t)|| + \beta ||k_i(t)||,
\]

where the third inequality is obtained from the convex property of the norm function. Noticing (53) and \(0 \leq A_{ij}(t) < 1\) for all \(i, j = 1, 2, \cdots, N\) and \(t \geq 0\), we can also obtain

\[
||e_i(t)|| \leq M(\alpha(t) - \alpha(t + 1)) + L\alpha(t)\sum_{j=1}^{N}||x_j(t) - \bar{x}(t)|| + L\alpha(t)||x_i(t) - \bar{x}(t)|| \\
+ L\left(1 + \frac{M}{\beta M}\right)\alpha(t)||y_i(t)|| + \frac{\beta L}{M}\alpha(t)g_i^+(z_i(t)).
\]
Then, based on Corollary 1 and Lemma 9 we finally reach
\[
\|z(t)\| \leq M(\alpha(t) - \alpha(t + 1)) + C_{11} \gamma_1(t) + C_{12} \gamma_2(t) + L(1 + N) \xi_1(t) + C_{13} \alpha(t) \lambda_2^{-1}
\]
\[
+C_{14} \alpha(t) \sum_{s=0}^{t-1} \lambda_2^{1-s} \alpha(s) + C_{15} \alpha^2(t) + C_{16} \alpha(t) w_2(t).
\]
(60)

Therefore, we can derive from (46) that
\[
\|y_i(t) - \mu^i(t-1)\tilde{y}(t)\|
\]
\[
\leq C_3 \lambda_2^{t-1} + C_4 \sum_{s=0}^{t-1} \sum_{j=1}^{N} \lambda_2^{1-s} \|\epsilon_j(s)\|
\]
\[
\leq C_3 \lambda_2^{t-1} + C_{17} \sum_{s=0}^{t-1} \lambda_2^{1-s} \xi_2(s) + C_{18} \eta_1(t) + C_{19} \eta_2(t) + C_{20} \eta_3(t).
\]
(61)

So far, we have completed the proof.

\[\Box\]

Remark 5: In (58), for the purpose of dealing with the term \(\|x_i(t+1) - x_i(t)\|\), the property \(x_i(t) \in X_i\) is taken into account. It can be observed that the property \(x_i(t) \in X_i\) holds for all \(t \geq 1\). Thus, although it does not really matter, we can select the initial values \(x_i(0) \in X_i\) to assure the preciseness of the whole analysis.

Proof of Lemma 11: From the iteration rules (5a)–(5b), and Lemmas 1 and 6, we can get
\[
\|x_i(t+1) - v\|^2 \leq \|z_i(t) - y_i(t) - \beta k_i(t) - v\|^2 - \|\phi_i(t)\|^2
\]
\[
\leq \|z_i(t) - y_i(t) - v\|^2 - \beta(2 - \beta) \frac{(g_i^+(t))^2}{\|d_i(t)\|^2} - \|\phi_i(t)\|^2
\]
\[
\leq \|z_i(t) - y_i(t) - v\|^2 - \frac{\beta(2 - \beta)}{M^2} (g_i^+(t))^2 - \|\phi_i(t)\|^2.
\]
(62)

The first term on the right-hand side of (62) equals
\[
\|z_i(t) - v\|^2 + 2y_i^T(t)(v - z_i(t)) + \|y_i(t)\|^2.
\]
(63)

Letting \(g(t) = \alpha(t) \sum_{i=1}^{N} \nabla f_i(\bar{x}(t))\), for the second term in (63), we can attain
\[
2y_i^T(t)(v - z_i(t))
\]
\[
= 2\mu^i(t-1)g^T(t)(v - \bar{x}(t)) + 2\mu^i(t-1)g^T(t)(\bar{x}(t) - z_i(t))
\]
\[
+ 2\mu^i(t-1)(\tilde{y}(t) - g(t))^T(v - z_i(t)) + 2(y_i(t) - \mu^i(t-1)\tilde{y}(t))^T(v - z_i(t)).
\]
(64)

Under Assumption 3 we have that \(z_i(t)\) is uniformly bounded with respect to \(t\), which implies the uniform boundedness of \(v - z_i(t)\). So we also assume that \(\|v - z_i(t)\| \leq M\), where \(M\) is as given in Remark 2. Then, under Assumption 2 it follows from (64) that
\[
2y_i^T(t)(v - z_i(t))
\]
\[
\leq 2\alpha(t)\mu^i(t-1)(f(v) - f(\bar{x}(t))) + 2MN \sum_{j=1}^{N} \alpha(t)\|x_j(t) - \bar{x}(t)\|
\]
\[
+ 2LM \sum_{j=1}^{N} \alpha(t)\|x_j(t) - \bar{x}(t)\| + 2M\|y_i(t) - \mu^i(t-1)\tilde{y}(t)\|.
\]
(65)
Moreover, noticing Proposition 1, we have that
\[
\text{dist}(x, X_0) \leq R \max_{1 \leq i \leq N} \text{dist}(x, X_i) + R \max_{1 \leq i \leq N} g_i^+(x),
\]
which further implies that
\[
\|s(t) - \bar{x}(t)\| \leq R \sum_{i=1}^{N} \text{dist}(\bar{x}, X_i) + R \sum_{i=1}^{N} g_i^+(\bar{x})
\]
\[
\leq R \sum_{i=1}^{N} \|x_i(t) - \bar{x}(t)\| + R \sum_{i=1}^{N} g_i^+(z_i(t)) + R \sum_{i=1}^{N} g_i^+(\bar{x}) - R \sum_{i=1}^{N} g_i^+(z_i(t))
\]
\[
\leq R(MN + 1) \sum_{i=1}^{N} \|x_i(t) - \bar{x}(t)\| + R \sum_{i=1}^{N} g_i^+(z_i(t)).
\]  \hfill (66)

Observing that
\[
f(v) - f(\bar{x}(t)) \leq f(v) - f(s(t)) + MN\|s(t) - \bar{x}(t)\|,
\]
we can get from (65) and (66) that
\[
2y_i^T(t)(v - z_i(t)) \leq 2\alpha(t)\mu^i(t - 1)(f(v) - f(s(t))) + 2D_1 \sum_{j=1}^{N} \alpha(t)\|x_j(t) - \bar{x}(t)\|
\]
\[
+ 2MNR\alpha(t) \sum_{i=1}^{N} g_i^+(z_i(t)) + 2M\|y_i(t) - \mu^i(t - 1)\bar{y}(t)\|. \hfill (67)
\]

Now, for the third term in (63), we can obtain directly from (12) and Lemma 1 that \( \lim_{t \to \infty} (y_i(t) - \mu^i(t - 1)\bar{y}(t)) = 0 \). So we can also assume that \( \|y_i(t) - \mu^i(t - 1)\bar{y}(t)\| \leq M \) always holds. Then, it follows from Lemma 7 that
\[
\|y_i(t)\|^2 \leq 2\|y_i(t) - \mu^i(t - 1)\bar{y}(t)\|^2 + 2\|\mu^i(t - 1)\bar{y}(t)\|^2
\]
\[
\leq 2M\|y_i(t) - \mu^i(t - 1)\bar{y}(t)\| + 2M^2N^2\alpha^2(t). \hfill (68)
\]
Noting from the convex property of the norm function that
\[
\|z_i(t) - v\|^2 \leq \sum_{j=1}^{N} A_{ij}(t)\|x_i(t) - v\|^2,
\]  \hfill (69)
we can derive from (66), (67) and (68) that
\[
\|z_i(t) - y_i(t) - v\|^2
\]
\[
\leq \sum_{j=1}^{N} A_{ij}(t)\|x_i(t) - v\|^2 + 2\alpha(t)\mu^i(t - 1)(f(v) - f(s(t)))
\]
\[
+ 2D_1\alpha(t) \sum_{j=1}^{N} ||x_i(t) - \bar{x}(t)|| + 4M^2N^2\alpha^2(t) + \frac{N}{\tau_1} \sum_{i=1}^{N} (g_i^+(z_i(t)))^2
\]
\[
+ 2M^2N^2\alpha^2(t) + 4M\|y_i(t) - \mu^i(t - 1)\bar{y}(t)\|. \hfill (70)
\]
with \( \tau_1 > 0 \) being a constant defined in the following. We next relate \( (g_i^+(v_i(t)))^2 \) to \( (g_i^+(z_i(t)))^2 \). Clearly,
\[
g_i^+(v_i(t)) = (g_i^+(v_i(t)) - g_i^+(z_i(t))) + g_i^+(z_i(t)).
Thus, we can obtain
\[
(g_i^+(v_i(t)))^2 \geq 2(g_i^+(v_i(t)) - g_i^+(z_i(t)))g_i^+(z_i(t)) + (g_i^+(z_i(t)))^2
\]
\[
\geq 2(\partial g_i^+(z_i(t)))^T(v_i(t) - z_i(t))g_i^+(z_i(t)) + (g_i^+(z_i(t)))^2
\]
\[
\geq -2M\|y_i(t)\|g_i^+(z_i(t)) + (g_i^+(z_i(t)))^2, \tag{71}
\]
where we have also assumed that \(\|\partial g_i^+(z_i(t))\| \leq M\). Additionally, observing that
\[
-2M\|y_i(t)\|g_i^+(z_i(t))
\]
\[
\geq -\tau_2 M^2\|y_i(t)\|^2 - \frac{1}{\tau_2}(g_i^+(z_i(t)))^2
\]
\[
\geq -2\tau_2 M^3\|y_i(t) - \mu_i(t-1)\hat{y}(t)\| - 2\tau_2 M^4 N^2 \alpha^2(t) - \frac{1}{\tau_2}(g_i^+(z_i(t)))^2, \tag{72}
\]
with \(\tau_2 > 0\) being a constant defined in the following, we further have
\[
(g_i^+(v_i(t)))^2
\]
\[
\geq -2\tau_2 M^3\|y_i(t) - \mu_i(t-1)\hat{y}(t)\| - 2\tau_2 M^4 N^2 \alpha^2(t) + \left(1 - \frac{1}{\tau_2}\right)(g_i^+(z_i(t)))^2. \tag{73}
\]
Selecting \(\tau_2 = 4\), we can get from (62), (70) and (72) that
\[
\|x_i(t+1) - v\|^2
\]
\[
\leq \sum_{j=1}^{N} A_{ij}(t)\|x_i(t) - v\|^2 + 2\theta_2 \alpha(t)(f(v) - f(s(t))) + 2D_1 \sum_{j=1}^{N} \alpha(t)\|x_i(t) - \bar{x}(t)\| + 4M^2 N^2 R^2 \alpha^2(t)\tau_1 + \frac{N}{4\tau_1} \sum_{i=1}^{N} (g_i^+(z_i(t)))^2 + 8M^2 N^2 \beta(2 - \beta)\alpha^2(t) + 2M^2 N^2 \beta^2(t)
\]
\[
+ (2M + 8M \beta(2 - \beta))\|y_i(t) - \mu_i(t-1)\hat{y}(t)\| - \frac{3\beta(2 - \beta)}{4M^2}(g_i^+(z_i(t)))^2 - \|\phi_i(t)\|^2, \tag{74}
\]
where the first inequality is obtained from the facts that \(\theta_2 \leq \mu_i(t) < 1\) and \(f(v) - f(s(t)) \leq 0\) for all \(i = 1, 2, \cdots N\) and \(t \geq 0\). Additionally, from part (c) of Lemma 4 we can attain
\[
\sum_{i=1}^{N} \pi_i^i(t+1)\sum_{j=1}^{N} A_{ij}(t)\|x_i(t) - v\|^2 = \sum_{i=1}^{N} \pi_i^i(t)\|x_i(t) - v\|^2.
\]
Moreover, from parts (a) and (b) of Lemma 4 we can deduce
\[
\theta_1 \leq \pi_i(t) < 1, \quad \sum_{i=1}^{N} \pi_i^i(t) = 1,
\]
for all \(i = 1, 2, \cdots N\) and \(t \geq 0\). Then, selecting \(\tau_1 = \frac{M^2 N}{\theta_1 \mu_i(x_i - \bar{x})}\), multiplying both sides of (74) by \(\pi_i^i(t+1)\), and taking summation from \(i = 1\) to \(i = N\) yield
\[
\sum_{i=1}^{N} \pi_i^i(t+1)\|x_i(t+1) - v\|^2
\]
\[
\leq \sum_{i=1}^{N} \pi_i^i(t)\|x_i(t) - v\|^2 + 2\theta_2 \alpha(t)(f(v) - f(s(t))) + 2D_1 \alpha(t) \sum_{j=1}^{N} \|x_j(t) - \bar{x}(t)\|
Furthermore, noting that
\[ D_2 \alpha^2(t) + D_3 \sum_{i=1}^{N} \|y_i(t) - \mu_i(t-1)\bar{y}(t)\| \]
\[ - \sum_{i=1}^{N} \theta_1 \|\phi_i(t)\|^2 - \sum_{i=1}^{N} \frac{\theta_1 \beta(2-\beta)}{2M^2} (g_i^+(z_i(t)))^2. \] 
(75)

Lastly, combining (14) and (15) with (75) together can directly complete the proof.

**Proof of Lemma 12** From (16) and Proposition 2, we arrive at
\[ \sum_{i=1}^{N} \pi^i(t+1)\|x_i(t+1) - v\|^2 + e(t+1) \]
\[ \leq \sum_{i=1}^{N} \pi^i(t)\|x_i(t) - v\|^2 + 2\theta_2 \alpha(t)(f(v) - f(s(t))) + D_4 \gamma_1(t) + D_5 \gamma_2(t) + D_6 \eta_1(t) \]
\[ - \theta_1 \sum_{i=1}^{N} \|\phi_i(t)\|^2 + D_7 \eta_2(t) + D_8 \eta_3(t) - \frac{\theta_1 \beta(2-\beta)}{2M^2} \sum_{i=1}^{N} (g_i^+(z_i(t)))^2 + \xi_3(t) \]
\[ + c(t) + a_1 b_1 (\lambda_1 - 1) \gamma_1(t) + a_2 b_2 (\lambda_1 - 1) \gamma_2(t) + c_1 (\lambda_2 - 1) \eta_1(t) \]
\[ + c_2 (\lambda_2 - 1) \eta_2(t) + a_3 b_3 (\lambda_2 - 1) \eta_3(t) + a_1 b_1 \alpha(t) w_1(t) + a_2 b_2 \alpha(t) w_2(t) \]
\[ + a_3 b_3 \alpha(t) w_2(t) + c_1 \gamma_1(t) + c_2 \gamma_2(t). \] 
(76)

Clearly, with the given \( a_i, \ i = 1, 2, 3, \) and \( c_i, \ i = 1, 2, \) we have
\[ D_4 \gamma_1(t) + a_1 b_1 (\lambda_1 - 1) \gamma_1(t) + c_1 \gamma_1(t) = 0, \]
\[ D_5 \gamma_2(t) + a_2 b_2 (\lambda_1 - 1) \gamma_2(t) + c_2 \gamma_2(t) = 0, \]
\[ D_6 \eta_1(t) + c_1 (\lambda_1 - 1) \eta_1(t) = 0, \]
\[ D_7 \eta_2(t) + c_2 (\lambda_2 - 1) \eta_2(t) = 0, \]
\[ D_8 \eta_3(t) + a_3 b_3 (\lambda_2 - 1) \eta_3(t) = 0. \]

Furthermore, noting that
\[ a_1 b_1 \alpha(t) w_1(t) \leq \frac{1}{2} a_1^2 \alpha^2 + \frac{1}{2} b_1^2 w_1^2(t) \leq \frac{1}{2} a_1^2 \alpha^2 + \frac{1}{2} b_1^2 N \sum_{i=1}^{N} \|\phi_i(t)\|^2, \]
\[ a_2 b_2 \alpha(t) w_2(t) \leq \frac{1}{2} a_2^2 \alpha^2 + \frac{1}{2} b_2^2 N \sum_{i=1}^{N} (g_i^+(z_i(t)))^2, \ j = 2, 3, \]
we can get from (76) that
\[ \sum_{i=1}^{N} \pi^i(t+1)\|x_i(t+1) - v\|^2 + e(t+1) \]
\[ \leq \sum_{i=1}^{N} \pi^i(t)\|x_i(t) - v\|^2 + e(t) + 2\theta_2 \alpha(t)(f(v) - f(s(t))) \]
\[ + \xi_4(t) - \frac{\theta_1}{2} \sum_{i=1}^{N} \|\phi_i(t)\|^2 - \frac{\theta_1 \beta(2-\beta)}{4M^2} \sum_{i=1}^{N} (g_i^+(z_i(t)))^2, \]
(77)

thereby completing the proof.
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