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ABSTRACT
Streaming end-to-end speech recognition models have been widely applied to mobile devices and show significant improvement in efficiency. These models are typically trained on the server using transcribed speech data. However, the server data distribution can be very different from the data distribution on user devices, which could affect the model performance. There are two main challenges for on device training: limited reliable labels and limited training memory. While self-supervised learning algorithms can mitigate the mismatch between domains using unlabeled data, they are not applicable on mobile devices directly because of the memory constraint. In this paper, we propose an incremental layer-wise self-supervised learning algorithm for efficient speech domain adaptation on mobile devices, in which only one layer is updated at a time. Extensive experimental results demonstrate that the proposed algorithm obtains a Word Error Rate (WER) on the target domain 24.2% better than supervised baseline and costs 89.7% less training memory than the end-to-end self-supervised learning algorithm.
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1. INTRODUCTION
Streaming end-to-end speech recognition models have been widely applied on mobile devices and show significant improvement in efficiency [1, 2]. The deployed models trained using the transcribed speech data in the server could perform badly if the speech data distribution on the user’s device is very different from the training data. We can treat adapting the model from the server data distribution (source domain) to the on-device data distribution (target domain) as a domain adaptation problem, where the domain discrepancy may come from different application domains, noise conditions or utterance lengths.

The speech domain adaptation task has been widely researched, including transfer learning [3], fine-tuning factorized hidden layer [4], or generative adversarial networks [5]. Recent results have shown that self-supervised pre-training on untranscribed speech data improve speech recognition accuracy without much supervised data [6], including Autoregressive Predictive Coding (APC) [7], Contrastive Predictive Coding (CPC) [8] and Wav2vec2.0 [9]. Federated learning [10, 11] enables us to update models on mobile devices without compromising data privacy by keeping the training data decentralized. It has been researched or successfully deployed in different applications, e.g. emoji prediction [12], next-word prediction [13], and speech recognition [14].

There are two main challenges for federated speech domain adaptation on mobile devices: limited reliable labels and limited training memory. The former can be mitigated using self-supervised learning algorithms, which have been shown to be effective for domain adaptation using unlabeled data [6]. To address the memory requirement for on-device training, we propose using an incremental layer-wise training approach.

Layer-wise unsupervised pre-training followed by supervised fine-tuning enabled the successful training of deep neural networks before 2010s [15]. Authors of [16] empirically show that the layer-wise unsupervised pre-training can serve as a regularizer and adds robustness and generalization to deep neural networks, which does not disappear with more data. Recent research on layer-wise learning focuses more on faster distributed training, including both supervised learning [17] and unsupervised learning [18]. However, utilizing the layer-wise technique to reduce training memory for efficient speech domain adaptation task on mobile devices is still an under-explored area.

In this paper, we propose an incremental layer-wise self-supervised learning algorithm to reduce the training memory for efficient speech domain adaptation on mobile devices. Specifically, we update only one or a few selected layers at each step and all the layers are pre-trained in an incremental schedule from bottom to top after given training steps. Training memory increases with input length and the benefit of self-supervised algorithms over supervised or semi-supervised training is that self-supervised losses can work with truncated inputs. Extensive experimental results demonstrate that the proposed algorithm obtains a Word Error Rate (WER) on the target domain 24.2% better than supervised baseline and costs 89.7% less training memory than the end-to-end self-supervised learning algorithm.
The rest of the paper introduces three self-supervised losses in Section 2, describes our proposed algorithm in Section 3, specifies the experimental setup (model, data and losses) in Section 4 and presents the results in Section 5. We conclude in Section 6.

2. SELF-SUPERVISED LOSSES

There are three popular self-supervised losses for speech, Contrastive Predictive Coding (CPC) [8], Wav2vec2.0 [9] and Autoregressive Predictive Coding (APC) [7].

CPC [8] minimizes a probabilistic contrastive loss to induce the latent space to capture information that is maximally useful to discriminate future samples from negative samples. In the paper, we let CPC predict the future 12 frames and discriminate each future frame from 8 negative frames sampled from the same sequence.

Wav2vec2.0 [9], on the other hand, learns a good representation to discriminate the latent vectors of masked samples from negative samples. Because we use stacked log-Mel spectrograms as the input, we do not add convolutional layers to extract features as in the original paper. We also remove the quantization module and use the log-Mel feature as the latent vector since no differences are observed in our task.

Unlike the contrastive loss in CPC or Wav2vec2.0, APC [7] is trained to encode the given speech utterances and predict future frames, where l2 or l1 loss is applied. In the paper, we use l2 loss and add a total variation regularization [19] between consecutive frames, with regularization weight 0.1.

3. INCREMENTAL LAYER-WISE SELF-SUPERVISED LEARNING

One major issue with federated learning of speech models is the limited memory and compute resources available on mobile devices. Self-supervised learning offers the flexibility of attaching the loss to an arbitrary layer of the encoder and truncating the input sequence since there is no need to worry about the alignment between the input and label sequences (which is needed for supervised training). This flexibility allows the training memory to be controlled accordingly.

Self-supervised learning can be performed in a layer-wise manner, where one or more selected encoder layers are updated at each step. By attaching the self-supervised loss on top of the selected encoder layers, the layers above the selected layers need not be included in the training graph, and there is no need to compute the gradients for the layers below the selected layers. To reduce the training memory consumption, we propose the incremental layer-wise self-supervised learning algorithm, which updates only one or a few selected layers at each step and all the layers are pre-trained in an incremental schedule from bottom to top where a block of layers is pre-trained for a predefined number of steps before moving on to the next block.

4. EXPERIMENTAL SETUP

4.1. Model Architecture Details

Following [20, 2], we use a Conformer RNN-T model in the experiments. The encoder has 17 Conformer layers with model dimension 512. To restrict the model from using any future information as [2], each conformer layer is streaming and contains causal convolution, left-context attention layers and feed-forward dense layers. The convolution kernel
5. EXPERIMENTAL RESULTS

In this section, we conduct extensive experiments to evaluate the incremental layer-wise self-supervised learning algorithm on the speech domain adaptation task.

5.1. End-to-End Self-supervised Learning

In Table 2 we compare the performance of supervised, semi-supervised and three end-to-end self-supervised learning algorithms. The first row is the baseline model trained with supervised learning on the source domain (MD-MF) only. The second row shows the results of semi-supervised learning where the teacher is the supervised model trained on MD-MF. For self-supervised learning, we follow the pre-training and fine-tuning schedule. We first perform self-supervised pre-training on MD data, and then fine-tune on the source domain (MD-MF) only. It is evident that self-supervised pre-training using APC, CPC, or Wav2vec2.0 algorithms can improve the WER performance on the target domain (MF) by a large margin compared to the supervised baseline using source domain data only. They also perform as well or better than the baseline on the source data. We observe that the uni-directional self-supervised objective functions (APC, CPC) works better than the bi-directional objective function (Wav2vec2) when training a streaming model.

5.2. Layer-wise Self-Supervised Learning

The results in the last section show that end-to-end self-supervised learning algorithms can improve the performance on the target domain in the speech domain adaptation task. In Table 4, we compare the proposed incremental layer-wise (ILW) and greedy layer-wise (GLW) self-supervised learning algorithms. GLW attaches self-supervised losses on top of every encoder layer and updates all the layers at every step, which requires much more memory in the training. By contrast, IWL only updates one layer at each step and pre-train the bottom layers with more steps than top layers. For the encoder with 17 layers, ILW updates the model from layer 1 to layer 17 in an incremental way, and the number of steps to update each layer is presented in Figure 2a. All the results in Table 4 are obtained by running self-supervised pre-training on all the multi-domain (MD) data and then fine-tuning on the source domain (MD-MF).

In Table 5 we can observe that the MF WER results of GLW and ILW algorithms are comparable and both achieve 4.6% WER on the target domain (MF) by using the CPC loss. APC performs the worst because applying reconstruction losses with the same targets on all the layers make them learn
Table 3: Comparison between greedy layer-wise and incremental layer-wise scheme for three self-supervised learning algorithms. We pre-train on MD data and then fine-tune on source domain (MD-MF) only.

| Layer-wise scheme | Pre-training algorithm | Word Error Rate (%) | MF | SF |
|-------------------|------------------------|---------------------|----|----|
|                   | APC                    | 5.0                 | 6.3 |
|                   | CPC                    | 4.6                 | 6.1 |
|                   | Wave2vec2             | 4.8                 | 6.2 |
| Greedy            |                        |                     |    |    |
|                   | APC                    | 5.1                 | 6.2 |
|                   | CPC                    | 4.6                 | 6.1 |
|                   | Wave2vec2             | 5.1                 | 6.2 |
| Incremental       |                        |                     |    |    |

similar representations. The disadvantage of Wav2vec2.0 loss is the model mismatch between bi-directional self-supervised learning and uni-directional fine-tuning. In terms of training memory consumption, ILW is much more efficient than GLW because ILW only updates one layer at each step and all the activations of the fixed layers are dropped after the forward pass. Since the CPC method obtains the best performance, we will use it to investigate the effect of hyper-parameters on incremental layer-wise CPC algorithm in the following sections.

5.3. The Effect of Hyper-Parameters

We investigate three important hyper-parameters for the incremental layer-wise CPC algorithm and reduce the training memory significantly without compromising performance.

5.3.1. Incremental Layer-wise Pre-Training Schedules

Firstly, we explore the effect of pre-training schedules and investigate how to distribute training steps on different encoder layers. As shown in Figure 2a, we tried three different schedules: more steps at bottom layers, same steps for all layers and fewer steps on bottom layers. Figure 2b shows that pre-training more steps at bottom layers, can converge faster in the fine-tuning stage. This is expected since the top layers cannot learn anything useful without having the well-trained bottom layers.

5.3.2. Different Number of Updated Layers at Each Step

We update only 1 layer at each step in Section 5.2. Here, we vary the number of layers to be updated at each step. Table 4 shows that the proposed algorithm is very robust to the number of layers being updated at each step.

5.3.3. Truncating Input Lengths

Furthermore, we reduce the training memory by truncating the input length of frames and fixing the updated layer per step to 1. Memory is measured by running training in an Android emulator and it is only available if the updated layers per step is less than 5. We have to estimate the training memory of the end-to-end algorithm which updates 17 conformer layers at a time by extrapolating the data points using linear regression, because it exceeds the memory available. We find in Table 5 that the training memory of the proposed algorithm with input length 100 (439 MB) is 89.7% smaller than the training memory of the end-to-end CPC algorithm (7356 MB) without compromising performance.

Table 4: WER of Incremental layer-wise CPC algorithm with different number of bottom layers per step.

| # updated layers per step | WER (%) | Memory Cost (MB) |
|---------------------------|---------|-----------------|
| End-to-end                | 4.5     | 6.1             |
| 4 layers                  | 4.5     | 6.1             |
| 2 layers                  | 4.6     | 6.1             |
| 1 layer                   | 4.6     | 6.1             |

Table 5: WER of Incremental layer-wise CPC algorithm with truncated input lengths.

| Input length / Truncated % | WER (%) | Memory Cost (MB) |
|----------------------------|---------|-----------------|
| 686 / 0%                   | 4.6     | 6.1             |
| 300 / 56.3%                | 4.6     | 6.1             |
| 200 / 70.8%                | 4.6     | 6.1             |
| 100 / 85.4%                | 4.7     | 6.1             |

6. CONCLUSION

In this paper, we propose an incremental layer-wise self-supervised learning algorithm for efficient speech domain adaptation on mobile devices. Extensive experimental results demonstrate that the proposed algorithm obtains a Word Error Rate on the target domain 24.2% better than supervised baseline and uses 89.7% less training memory than the end-to-end self-supervised learning algorithm.
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