SGD with shuffling: optimal rates without component convexity and large epoch requirements
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Abstract

We study without-replacement SGD for solving finite-sum optimization problems. Specifically, depending on how the indices of the finite-sum are shuffled, we consider the RANDOMSHUFFLE (shuffle at the beginning of each epoch) and SINGLESHUFFLE (shuffle only once) algorithms. First, we establish minimax optimal convergence rates of these algorithms up to poly-log factors. Notably, our analysis is general enough to cover gradient dominated nonconvex costs, and does not rely on the convexity of individual component functions unlike existing optimal convergence results. Secondly, assuming convexity of the individual components, we further sharpen the tight convergence results for RANDOMSHUFFLE by removing the drawbacks common to all prior arts: large number of epochs required for the results to hold, and extra poly-log factor gaps to the lower bound.

1 Introduction

Stochastic gradient descent (SGD) [10, 19] is a widely used optimization method for solving finite-sum optimization problems that arise in many domains such as machine learning:

\[
\min_{x \in \mathbb{R}^d} F(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x).
\]  

(1.1)

Given an initial iterate \(x_0\), at iteration \(t \geq 1\), SGD samples a component index \(i(t)\) and updates the current iterate using the (sub)gradient \(g_{i(t)}\) of \(f_{i(t)}\) at \(x_{t-1}\):

\[
x_t = x_{t-1} - \eta_t h_{i(t)} \quad \text{for some step size } \eta_t > 0.
\]

There are two versions of SGD, depending on how we sample the index \(i(t)\): with-replacement and without-replacement. With-replacement SGD samples \(i(t)\) uniformly and independently from the set of indices \(\{1, \ldots, n\}\); hereafter, we use SGD to denote with-replacement SGD. For without-replacement SGD, there are two popular versions in practice. Calling one pass over the entire set of \(n\) components an epoch, one version randomly shuffles the indices at each epoch (which we call RANDOMSHUFFLE), and the other version shuffles the indices only once and reuses that order for all the epochs (which we call SINGLESHUFFLE).

In modern machine learning applications, RANDOMSHUFFLE and SINGLESHUFFLE are much more widely used than SGD, due to their simple implementations and better empirical performance [2, 3]. However, most theoretical analyses have been devoted to SGD for its easy-to-analyze setting: each stochastic gradient is an i.i.d. unbiased estimate of the full gradient. Whereas for RANDOMSHUFFLE and SINGLESHUFFLE, not only is each stochastic gradient a biased estimate of the full gradient, but each sample \(i(t)\) is also dependent on the previous samples within the epoch. This dependence poses significant challenges toward analyzing shuffling based SGD. Recently, several works have (in part) overcome such challenges and initiated theoretical studies of RANDOMSHUFFLE and SINGLESHUFFLE [6–8, 14, 16, 17, 20, 22].

* Authors contributed equally to this paper and are listed alphabetically.
We provide in Table 1 a comprehensive summary of the known upper and lower bounds for convergence of \textsc{RandomShuffle}. All the convergence rates are with respect to the suboptimality of objective function value. Note that since the function classes become more restrictive as we go down the table, the noted lower bounds are also valid for upper rows, and the upper bounds are also valid for lower rows. In the “Assumptions” column, inequalities such as \( K \geq \kappa \) mark the requirements \( K \geq C \kappa^a \log(nK) \) for the bounds to hold, and (A1) denotes the assumption that all the iterates remain in a bounded set (see Assumption 1). Also, (LB) stands for “lower bound.” For \textsc{SingleShuffle}, please see Table 2 in Section F.

| Settings | References | Convergence rates | Assumptions |
|----------|------------|------------------|-------------|
| (1) \( F \) satisfies PL condition | Haochen and Sra [8]\(^\dagger\) | \( O\left(\frac{\log^2(nK)}{nk^2} + \frac{\log(nK)}{K^3}\right) \) | \( K \geq \kappa^2 \& (A1) \) |
| \( f_i \) smooth | Nguyen et al. [16] | \( O\left(\frac{1}{K^2}\right) \) | \( K \geq 1 \) |
| \( Ours \) (Thm 1) | | \( O\left(\frac{\log^3(nK)}{nk^2}\right) \) | \( K \geq \kappa \) |
| \( f_i \) smooth convex | Rajput et al. [17] | \( \Omega\left(\frac{1}{nk^2}\right) \) (LB) | const. step size |
| (2) \( F \) strongly convex | \( f_i \) smooth | \( O\left(\frac{\log^3(nK)}{nk^2}\right) \) | \( K \geq 1 \& (A1) \) |
| \( Ours \) (Thm 3) | Nagaraj et al. [14] | \( O\left(\frac{K^2}{nk^2}\right) \) | \( K \geq \kappa \) |
| \( f_i \) smooth convex | Mishchenko et al. [13]\(^\ddagger\) | \( O\left(\frac{\log^3(nK)}{nk^2}\right) \) | \( K \geq \kappa \) |
| (3) \( F \) strongly convex quadratic | \( f_i \) smooth quadratic | \( O\left(\frac{\log^2(nK)}{nk^2}\right) + \frac{1}{kn^2} \) | asymptotic |
| \( Ours \) (Thm 2) | Gürbüzbalaban et al. [6] | \( O\left(\frac{\log^2(nK)}{nk^2} + \frac{\log^3(nK)}{nk^2}\right) \) | \( K \geq \kappa \) |
| \( f_i \) smooth quadratic convex | Haochen and Sra [8] | \( O\left(\frac{\log^2(nK)}{nk^2} + \frac{\log(nK)}{K^3}\right) \) | \( K \geq \kappa^2 \& (A1) \) |
| Rajput et al. [17]\(^\S\) | \( O\left(\frac{\log^2(nK)}{nk^2} + \frac{\log^3(nK)}{nk^3}\right) \) | \( K \geq 1 \& (A1) \) |
| \( Ours \) (Thm 4) | \( O\left(\frac{1}{nk^2} + \frac{1}{nk^2}\right) \) (LB) | const. step size |
| \( f_i \) smooth quadratic | Safran and Shamir [20] | \( \Omega\left(\frac{1}{nk^2} + \frac{1}{nk^2}\right) \) | const. step size |

\(^\dagger\) additionally assumes Lipschtiz Hessian, which the lower bound [17] does not; hence, the rate does not contradict the lower bound when \( K \geq n \).

\(^\ddagger\) also presents a bound with epoch requirement \( K \geq \kappa/n \) by assuming strongly convex \( f_i \)'s.

\(^\S\) does not require that \( f_i \)'s are quadratic.

### 1.1 What is known so far?

We provide in Table 1 a comprehensive summary of the known upper and lower bounds for convergence of \textsc{RandomShuffle}. There are three classes of differentiable functions \( F := \frac{1}{n} \sum_{i=1}^n f_i \) considered in the table, in decreasing order of generality: (1) \( F \) satisfies the Polyak-Łojasiewicz (PL) condition and \( f_i \)'s are smooth; (2) \( F \) is strongly convex and \( f_i \)'s are smooth; (3) \( F \) is strongly convex quadratic and \( f_i \)'s are quadratic. Many existing results additionally assume that the component functions \( f_i \)'s are convex and/or all the iterates are bounded.

In this paper, \( n \) denotes the number of component functions, \( K \) denotes the number of epochs, and \( \kappa \) denotes the condition number of the problem: i.e., \( \kappa := \frac{L}{\mu} \) where \( L \) is the smoothness constant and \( \mu \) is the strong convexity or PL constant. All the convergence rates are with respect to the suboptimality of objective function value (i.e., \( F(x) - F(x^*) \) for a suitable iterate \( x \)). In our notation the well-known optimal convergence rate of SGD is \( O\left(\frac{1}{nk}\right) \), which we will refer to as the baseline.
Initial progress. One of the first works to report progress is due to by Gürbüzbalaban, Ozdaglar, and Parrilo [6, 7] for strongly convex $F$ and smooth quadratic $f_i$’s. They prove an asymptotic convergence rate of $O(\frac{1}{nk^2})$ for $K$ epochs when $n$ is treated as a constant, both for RANDOMSHUFFLE and SINGLESHUFFLE. This is indeed an asymptotic improvement over the convergence rate of $O(\frac{1}{nk})$ achieved by SGD. The scope of the inspiring result in [6], however, does not match the scope of modern machine learning applications for its asymptotic nature and its treatment of $n$ as a constant\(^1\). Indeed, in modern machine learning, $n$ cannot be regarded as a constant as it is equal to the number of data items in a training set, and the non-asymptotic convergence rate is of greater significance as the algorithm is only run a few epochs in practice.

First non-asymptotic results. Subsequent recent efforts seek to characterize non-asymptotic convergence rates in terms of both $n$ and $K$. For the same setting as [6], Haochen and Sra [8] develop the first non-asymptotic convergence rate of $O(\frac{\log^3(nK)}{(nK)^2} + \log^4(nK)/K^3)$ for RANDOMSHUFFLE under the condition $K \gtrsim nK$. They extend this result also to smooth functions satisfying the PL condition and show the same convergence rate, albeit with an additional Lipschtiz Hessian assumption and a more stringent requirement $K \gtrsim nK$. These rates, however, improve upon the baseline rate $O(\frac{1}{nk})$ only after $\omega(\sqrt{n})$ epochs.

Tight upper and lower bounds. The non-asymptotic results in [8] are strengthened in follow-up works. Nagaraj, Jain, and Netrapalli [14] consider a setting where $F$ is strongly convex and the $f_i$’s are no longer assumed to be quadratic, just convex and smooth. They introduce coupling arguments to prove a non-asymptotic convergence rate of $O(\frac{\log^2(nK)}{(nk)^2})$ for RANDOMSHUFFLE, under the epoch requirement $K \gtrsim nK$. Note that this rate is better than the baseline $O(\frac{1}{nk})$ as soon as the condition $K \gtrsim nK$ is fulfilled.

The result in [14] has motivated researchers to revisit the quadratic finite-sum case and obtain a convergence rate that has a better dependency on $n$ than that of [8]. The first set of results in this direction are given by Safran and Shamir [20], who develop a lower bound of $\Omega(\frac{1}{nk^2} + \frac{1}{nk^3})$ for RANDOMSHUFFLE under the assumption of constant step size. They also prove a lower bound of $\Omega(\frac{1}{nk^2})$ for SINGLESHUFFLE\(^2\) under constant step size, and establish matching upper bounds for the univariate case up to poly-logarithmic factors, evidencing that their lower bounds are likely to be tight. For RANDOMSHUFFLE, the question of tightness is settled by Rajput, Gupta, and Papailiopoulos [17] who establish the non-asymptotic convergence rate of $O(\frac{\log^2(nK)}{(nk)^2} + \log^3(nK)/nk^3)$ under the condition $K \gtrsim nK$ by building on the coupling arguments in [14]. Assuming constant step size, they also prove the lower bound $\Omega(\frac{1}{nk^2})$ for strongly convex $F$, showing the tightness (up to poly-logarithmic factors) of the result in [14].

Moreover, there is a concurrent work by Mishchenko et al. [13], which establishes a refined analysis and improves upon the epoch requirement of [14] (see Table 1). However, in contrast with our result, their analysis requires the individual components to be convex. They also demonstrate that one can significantly relax the epoch requirement (to $K \gtrsim nK$) by additionally assuming that individual components are strongly convex. This is also in contrast with our results to follow, because we prove a tighter rate (without poly-log factors) with epoch requirement $K \geq 1$ only assuming individual component convexity. Notably, their analysis for strongly convex individual components applies to SINGLESHUFFLE as well, and guarantees the same rate. We note that [13] also provides analyses of general convex and nonconvex costs.

Other related works. Nguyen et al. [16] provide a unified analysis for both RANDOMSHUFFLE and SINGLESHUFFLE, and prove $O(\frac{1}{K^2})$ convergence rates for $F$ satisfying the PL condition or strong convexity. Although these results do not have epoch requirements, they do not beat the baseline rate $O(\frac{1}{nk})$ of SGD unless $K \gtrsim n$. Lastly, Shamir [22] considers the case where $F$ is a generalized linear function and shows that without-replacement SGD is not worse than SGD. His proof techniques use tools from transductive learning theory, and as a result, his results only cover the first epoch.

\(^1\)Although one can actually deduce the asymptotic convergence rate of $O(\frac{1}{nk^2}) + o(\frac{1}{nk^2})$ closely following their arguments [6, (58)], the lower order term does not show the exact dependence on $n$.

\(^2\)Note that these lower bounds hold for more general function classes as well.
1.2 Limitations of the prior arts

Despite such noticeable progress, there are two primary limitations shared by many existing results, including all the minimax optimal upper bounds [14, 17] known to date:

- The convergence results assume that the component functions $f_i$’s are convex. For example, the tight rates on strongly convex $F$ [14] and quadratic $F$ [17] are obtained using coupling arguments showing that each iterate of RANDOMSHUFFLE makes progress on par with Scd, which crucially exploits the convexity of individual $f_i$’s. This dependence limits one from extending their results to nonconvex functions.

- The upper bounds require that the number of epochs be of the form $K \gtrsim \kappa^\alpha \log(nK)$ for some constant $\alpha \geq 1$\footnote{There are some exceptions, but they do not match the lower bounds [16] or rely on strongly convex components [13].}, and have extra poly-logarithmic factors of $nK$. In many cases, these limitations stem from choosing a constant step size $\eta$ in the analysis. More specifically, it turns out that one needs to choose a step size of order $\eta \asymp \kappa \log(nK)/nK$, while in order to ensure a sufficient progress during each epoch, one also needs to choose $\eta \lesssim (\kappa^{\alpha-1} n)^{-1}$. From these conditions, the requirement $K \gtrsim \kappa^\alpha \log(nK)$ and poly-log factors arise (see Section 6.1 for details).

1.3 Summary of our contributions

We overcome the limitations pointed out above. Our theorems can be put into three groups: (i) using techniques that do not require individual convexity, we extend the tight convergence bounds of RANDOMSHUFFLE to the more general class of nonconvex PL functions, importantly, while also improving the epoch requirements of existing results (Theorems 1 and 2); (ii) by adopting varying step sizes, we prove convergence bounds of RANDOMSHUFFLE that are free of epoch requirements and poly-log factors, this time with convexity (Theorems 3 and 4); and (iii) we also prove a tight convergence bound of SINGLESHUFFLE for strongly convex functions without individual convexity (Theorem 24) – see Tables 1 and 2 for a quick comparison with other results. Since the majority of our results are on RANDOMSHUFFLE, we defer our SINGLESHUFFLE result to Section F of the appendix, to better streamline the flow of the paper.

- In Theorem 1, we prove that if $F$ satisfies the PL condition and has a nonempty and compact solution set, and $f_i$’s are smooth, then RANDOMSHUFFLE converges at the rate $O\left( \frac{\log^2(nK)}{nK^2} \right)$. This bound holds as soon as $K \gtrsim \kappa \log(nK)$, and they match the lower bounds up to poly-log factors. Remarkably, Theorem 1 improves upon the epoch requirement $K \gtrsim \kappa^2 \log(nK)$ of an existing bound [14] for RANDOMSHUFFLE on strongly convex functions, without needing convexity of $f_i$’s.

- In Theorem 2, we prove a tight upper bound on RANDOMSHUFFLE for strongly convex quadratic functions that improves the existing epoch requirement $K \gtrsim \kappa^2 \log(nK)$ of [17] to $K \gtrsim \kappa \max\{1, \sqrt{\frac{\alpha}{\kappa}}\} \log(nK)$, without assuming the $f_i$’s to be convex. We develop a fine-grained analysis on the expectation over random permutations to overcome issues posed by noncommutativity; for instance, we prove contraction bounds for small step sizes which circumvent the need for a conjectured (now false, see [11]) matrix AM-GM inequality of [18].

- Under the additional assumption that the $f_i$’s are convex, we establish the same convergence rates of RANDOMSHUFFLE for smooth strongly convex functions (Theorem 3) and strongly convex quadratic functions (Theorem 4) without epoch requirements; i.e., for all $K \geq 1$! The key to obtaining this improvement is to depart from constant step sizes analyzed in most prior works and consider varying step sizes. To analyze such varying step sizes, we develop a variant of Chung’s lemma (Lemma 19) that can handle our case where the convergence rate depends on two parameters $n$ and $K$; this lemma may be of independent interest. Notably, our approach also removes the extra poly-logarithmic factors in the convergence rates.
Finally, we provide a tight convergence analysis for SingleShuffle, again without requiring the convexity of individual component functions. Theorem 24 shows that for smooth strongly convex functions, SingleShuffle converges at the rate \( O(\log^3(nK)/nk^2) \) as soon as \( K \gtrsim k^2 \log(nK) \). We remark that this rate matches (up to poly-log factors) the existing lower bound \( \Omega(1/nk^2) \) [20] proven for a subclass, namely, strongly convex quadratic functions.

2 Problem setup and notation

We first summarize the notation used in this paper. For a positive integer \( a \), we define \([a] := \{1, 2, \ldots, a\}\); and for integers \( a, b \) satisfying \( a \leq b \), we let \([a:b] := \{a, a+1, \ldots, b-1, b\}\). For a vector \( v \), \( \|v\| \) denotes its Euclidean norm. Given a function \( h(x) \), we use \( X^*_h \subseteq \mathbb{R}^d \) to denote its solution set (the set of its global minima). We omit the subscript \( h \) when it is clear from the context.

For solving the finite-sum optimization (1.1) with more than one component \((n \geq 2)\), we consider RandomShuffle and SingleShuffle over \( K \) epochs, i.e., \( K \) passes over the \( n \) component functions. The distinction between these two methods lies in the way we shuffle the components at each epoch. For RandomShuffle, at the beginning of the \( k \)-th epoch, we pick a random permutation \( \sigma_k : [n] \rightarrow [n] \) and access component functions in the order \( f_{\sigma_k(1)}, f_{\sigma_k(2)}, \ldots, f_{\sigma_k(n)} \). We initialize \( x^1_0 := x_0 \), and call \( x^k_i \) the \( i \)-th iterate of \( k \)-th epoch. Then, we update the iterate using the stochastic gradient \( \nabla f_{\sigma_k(i)} \) as follows:

\[
x^k_i \leftarrow x^k_{i-1} - \eta^k_i \nabla f_{\sigma_k(i)}(x^k_{i-1}),
\]

where \( \eta^k_i \) is the step size for the \( i \)-th iteration of the \( k \)-th epoch. We start the next epoch by setting \( x^k_0 := x^k_{nK} \). For SingleShuffle, we randomly pick a permutation \( \sigma : [n] \rightarrow [n] \) at the first epoch, and use the same permutation over all epochs, i.e., \( \sigma_k = \sigma \) for \( k \in [K] \).

Next, we introduce a standard assumption for analyzing incremental methods, extensively used in the prior works [7, 8, 14, 17, 23] (see e.g. [7, Assumption 3.8]):

**Assumption 1 (Bounded iterates assumption).** *We say the bounded iterates assumption holds if all the iterates \( \{x^k_1, x^k_2, \ldots, x^k_n\}_{k \geq 1} \) are uniformly bounded, i.e., stay within some compact set.*

We remark that the bounded iterates assumption is not stringent as one can enforce this assumption by explicit projections [14] or by adopting adaptive stepsizes [23] if projection is undesirable.

**Function classes studied in this paper.** Let \( h : \mathbb{R}^d \rightarrow \mathbb{R} \) be a differentiable function. We say \( h \) is \( L \)-smooth if \( h(y) \leq h(x) + \langle \nabla h(x), y-x \rangle + \frac{L}{2} \|y-x\|^2 \) for all \( x, y \in \mathbb{R}^d \). We use \( C^1_L(\mathbb{R}^d) \) to denote the class of differentiable and \( L \)-smooth functions on \( \mathbb{R}^d \). A function \( h \) is \( \mu \)-strongly convex if \( h(y) \geq h(x) + \langle \nabla h(x), y-x \rangle + \frac{\mu}{2} \|y-x\|^2 \) for all \( x, y \in \mathbb{R}^d \). Lastly, a function \( h \) satisfies the \( \mu \)-Polyak-Łojasiewicz condition (also known as gradient dominance) if \( \frac{1}{2} \|\nabla h(x)\|^2 \geq \mu(h(x) - h^*) \) for any \( x \in \mathbb{R}^d \), where \( h^* = \min_x h(x) \); we say \( h \) is a \( \mu \)-PL function.

3 Tight convergence analysis of RandomShuffle for PL functions

To prove fast convergence rates of RandomShuffle, we need to characterize the aggregate progress made over one epoch as a whole. A general property of without-replacement SGD is the following observation due to Nedić and Bertsekas [15, Chapter 2]: for an epoch \( k \), assuming that the iterates \( \{x^k_i\}_{i=1}^n \) stay close to \( x^k_0 \), the aggregate update direction will closely approximate the full gradient at \( x^k_0 \), i.e.,

\[
\sum_{i=1}^n \nabla f_{\sigma_k(i)}(x^k_{i-1}) \approx \sum_{i=1}^n \nabla f_{\sigma_k(i)}(x^k_0) = \sum_{i=1}^n \nabla f_i(x^k_0) = n \nabla F(x^k_0).
\]

Making this heuristic approximation (3.1) rigorous, we prove the following theorem:
Theorem 1 (PL class). Assume that $F$ is $\mu$-PL and its solution set $X^*$ is nonempty and compact. Also, assume each $f_i \in C_1^2(\mathbb{R}^d)$. Consider RandomShuffle for the number of epochs $K$ satisfying $K \geq 10\kappa \log(n^{1/2}K)$, step size $\eta^k = \eta := \frac{2\log(n^{1/2}K)}{\mu n K}$, and initialization $x_0$. Then, with probability at least $1 - \delta$, the following suboptimality bound holds for some $c = O(\kappa^3)$:

$$
\min_{k \in [K+1]} F(x_0^k) - F^* \leq \frac{F(x_0) - F^*}{nK^2} + \frac{c \cdot \log^2(n) \log n K}{nK^2}.
$$

Proof: See Section 6.1 for a proof sketch and Section A for the full proof.

Optimality of convergence rate. It is important to note that Theorem 1 matches the lower bound $\Omega(1/nK^2)$ [17] for strongly convex costs, up to poly-logarithmic factors. What is somewhat surprising is that our upper bound holds for a broader class of (nonconvex) PL functions compared to this lower bounds. Since Theorem 1 applies to subclasses of PL functions, it also gives the minimax optimal rates (up to log factors) for smooth strongly convex functions (see Table 1). Notably, Theorem 1 improves the epoch requirement $K \gtrsim \kappa^2 \log(nK)$ of the prior work [14] to $K \gtrsim \kappa \log(n^{1/2}K)$, without requiring the convexity of $f_i$’s. Note that in [14], convexity is crucial in the coupling argument to achieve the tight convergence rate.

Remark 1 (Best iterate v.s. last iterate). Note that Theorem 1 is a guarantee for the best iterate, not the last iterate. However, the best iterate is needed only in pathological cases where some early iterate $x_0^k$ is already too close to the optimum, so that the “noise” dominates the updates and makes the last iterate have worse optimality gap than $x_0^k$. By assuming bounded iterates (Assumption 1) in place of the compactness of $X^*$, the convergence rate in Theorem 1 holds for the last iterate (see Section A.1 for details). Conversely, for an existing last-iterate bound (e.g., [17]), one can prove a corresponding best-iterate bound without Assumption 1 if $X^*$ is compact.

Remark 2 (Similar bound for SingleShuffle). In Section F, we show a similar convergence bound $O(\log^3(nK)/nK^2)$ for SingleShuffle on smooth strongly convex functions (Theorem 24). Interestingly, Theorems 1 and 24 together demonstrate that the optimal dependences on $n$ and $K$ are identical for RandomShuffle and SingleShuffle on smooth strongly convex costs; in other words, for this function class, there is no additional provable gain from reshuffling in terms of the dependence on $n$ and $K$.

From the high-probability bound in Theorem 1, we can derive a corresponding expectation bound.

Corollary 1 (PL class). Under the setting of Theorem 1, the following holds for some $c = O(\kappa^3)$:

$$
\mathbb{E} \left[ \min_{k \in [K+1]} F(x_0^k) \right] - F^* \leq \frac{3(F(x_0) - F^*)}{2nK^2} + \frac{c \cdot \log^2(n) \log n K}{nK^2}.
$$

So far, we have developed the optimal convergence rate of RandomShuffle for PL costs, which turn out to be also optimal for smooth strongly convex costs. However, there is one case which Theorem 1 does not match the lower bound, namely RandomShuffle for quadratic costs: the lower bound of $\Omega(1/(nK)^2 + 1/nK^2)$ is proved in [20]. Although Rajput et al. [17] actually obtain this rate, they assume the convexity of each component. In light of Theorem 1, it is therefore natural to ask if we can close the gap without assuming convexity of each component.

4 Tight bound on RandomShuffle for quadratic functions

We prove below a tight bound for RandomShuffle on quadratics without the convexity of $f_i$’s. For simplicity, we assume (without loss) that the global optimum of $F$ is achieved at the origin.

---

4Throughout this paper, we adopt the convention that $\kappa = \Theta(1/n)$, used in prior works [8, 14].
**Theorem 2 (Quadratic costs).** Assume that $F(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x) = \frac{1}{2} x^T A x$ and $F$ is $\mu$-strongly convex. Let $f_i(x) := \frac{1}{2} x^T A x + b_i^T x$ and $f_i \in C^0_1(\mathbb{R}^d)$. Consider RandomShuffle for the number of epochs $K$ satisfying $K \geq \frac{32}{\kappa} \max\{1, \sqrt{\frac{\kappa}{\alpha}}\} \log(nK)$, step size $\eta_i = \eta := \frac{2\log(nK)}{\mu nK}$, and initialization $x_0$. Then the following bound holds for some $c_1 = O(\kappa^4)$ and $c_2 = O(\kappa^4)$:

$$
\mathbb{E} \left[ F(x_0^{K+1}) \right] - F^* \leq \frac{2L}{n^2 K^2} \| x_0 - x^* \|^2 + \frac{c_1 \cdot \log^2(nK)}{n^2 K^2} + \frac{c_2 \cdot \log^4(nK)}{nK^3}.
$$

**Proof:** See Section 6.2 for a proof sketch and Section B for the full proof. \hfill \square

**Improvements.** Theorem 2 improves the prior result [17] in many ways. Most importantly, Theorem 2 does not require $f_i$’s to be convex, an assumption exploited in [17] for their coupling argument. Moreover, Theorem 2 imposes a milder epoch requirement: it only assumes $K \geq \frac{32}{\kappa} \max\{1, \sqrt{\frac{\kappa}{\alpha}}\} \log(nK)$, which is better than $K \geq 128\kappa^2 \log(nK)$ of [17]. As long as $\kappa \leq n$, our epoch requirement is $K \geq \kappa \log(nK)$, matching that of the univariate case [20]. Lastly, unlike [17], Theorem 2 does not rely on the bounded iterates assumption.

**Remark 3 (Tail averaging tricks).** Following [14], we can also obtain a guarantee for the tail average of the iterates $x_0^{[K/2]}, \ldots, x_K^K$, which improves the constants appearing in the bound by a factor of $\kappa$. Due to space limitation, the statement and the proof of this improvement are deferred to Section C.

Thus far, we have established the optimal convergence rates of RandomShuffle for PL costs, strongly convex costs, and quadratic costs without assuming the convexity of individual components, an assumption crucial to the analysis of prior arts [14, 17]. Due to our results, it may seem that there is no additional gain from the convexity of the $f_i$’s. Is it really the case?

## 5 Eliminating epoch requirements with varying step sizes

In this section, we show that the convexity of $f_i$’s does lead to gains. In particular, we show how this convexity helps one remove the epoch requirements as well as extra poly-log terms in previous convergence bounds [8, 14, 17]. The main technical distinction of this sharper result is to depart from constant step sizes and consider varying step sizes. We begin with the strongly convex case:

**Theorem 3 (Strongly convex costs).** Assume that $F$ is $\mu$-strongly convex, and each $f_i$ is convex and $f_i \in C^0_1(\mathbb{R}^d)$. Assume that the bounded iterates assumption (Assumption 1) holds. For any constant $\alpha > 2$, let $k_0 := \alpha \cdot \kappa$, and consider the step sizes $\eta_i^1 = \frac{2\kappa \alpha}{k_0 \alpha^2 + \alpha^2}$ for $i \in [n]$, and $\eta_i^k = \frac{2\kappa \alpha}{k_0 \alpha^2 + \alpha^2}$ for $k \in [2 : K]$ and $i \in [n]$. Then, for any $K \geq 1$, the following convergence bound holds for RandomShuffle with step sizes $\eta_i^k$, initialization $x_0$, and some $c_1 = O(\kappa^4)$ and $c_2 = O(\kappa^4)$:

$$
\mathbb{E} \left[ F(x_0^{K+1}) \right] - F^* \leq \frac{c_1 \cdot n}{(k_0 + nK)^2} + \frac{c_2 \cdot \| x_0 - x^* \|^2}{(k_0 + nK)^n}.
$$

**Proof:** See Section 6.3 for a proof sketch and Section D.5 for the full proof. \hfill \square

**Removing epoch requirements.** The most important feature of Theorem 3 is that its rate holds for all $K \geq 1$. This is in stark contrast with the existing minimax optimal result [14] which requires $K \geq \kappa^2 \log(nK)$. Moreover, the dependency of the leading constant $c_1$ on $\kappa$ is identical with [14].

---

5 Although the leading constant in [14, Theorem 1] actually reads $O(\kappa^4)$, it is important to note that the result is for the tail-averaged iterate. For the last iterate, one can see that their leading constant becomes $O(\kappa^4)$.
Removing extra poly-log factors. Another notable feature of our bound is that it is not beset with extra poly-log factors appearing in the previous minimax optimal result [14], and thereby it closes the poly-log gap between the lower bound [17].

With a similar technique, we can also prove the tight convergence rates for the case of quadratic $F$:

**Theorem 4 (Quadratic costs).** Under the setting of Theorem 3, we additionally assume that $F$ is quadratic. For any constant $\alpha > 4$, consider the same varying step sizes as in Theorem 3. Then, for any $K \geq 1$, the following convergence bound holds for RANDOMSHUFFLE with step sizes $\eta_i^*$, initialization $x_0$, and some $c_1 = O(\alpha^4)$, $c_2 = O(\alpha^6)$ and $c_3 = O(\alpha^8)$:

$$E\left[F(x_0^{K+1}) - F^*\right] \leq \frac{c_1}{(k_0 + nK)^2} + \frac{c_2 \cdot n^2}{(k_0 + nK)^3} + \frac{c_3 \cdot \|x_0 - x^*\|^2}{(k_0 + nK)^d}.$$  

**Proof:** Similar to Theorem 3. See Section D.6. □

**Remark 4 (Tightness of bounds).** We believe that the upper bounds developed in this section are likely tight, though we note that this tightness is not yet guaranteed because the existing lower bounds are all developed under the assumption of constant step sizes. Extension of the lower bounds to varying step sizes would be an interesting future research direction.

## 6 Proof sketches

### 6.1 Proof sketch of Theorem 1

As we mentioned in Section 3, the key to obtaining a faster rate is to capture the per-epoch property (3.1). By decomposing $\nabla f_{\alpha(i)}(x_{i-1}^k)$ into “signal” $\nabla f_{\alpha(i)}(x_0^k)$ and “noise,” we develop the following approximate version of (3.1) by carefully expanding the updates (2.1) over the $k$-th epoch:

$$x_0^{k+1} = x_0^k - \eta_1 \nabla F(x_0^k) + \eta_2 r_k,$$  

where the error term $r_k$ is defined as the sum $\sum_{i=1}^{n-1} M_i \sum_{j=1}^{n} \nabla f_{\alpha(j)}(x_0^k)$ for some matrices $M_i$’s of bounded spectral norm. Note that without the term $\eta^2 r_k$, (3.1)’ is precisely equal to gradient descent update with the cost function $F$. By smoothness of $F$, we have

$$F(x_0^{k+1}) - F(x_0^k) \leq \langle \nabla F(x_0^k), x_0^{k+1} - x_0^k \rangle + \frac{1}{2} \|x_0^{k+1} - x_0^k\|^2$$

$$\leq (-\eta_1 + \eta_2^2 n^2 L) \|\nabla F(x_0^k)\|^2 + \eta_2^2 \|\nabla F(x_0^k)\| \|r_k\| + L \eta_4 \|r_k\|^2.$$  

(6.1)

Therefore, it is important to control the norm $\|r_k\|$ of the aggregate error term. We seek sharp bounds on $\|r_k\|$ but cannot invoke a standard concentration inequality as the gradients are sampled without-replacement. We overcome this difficulty by applying a vector-valued version of Hoeffding-Serfling inequality [21] to the partial sums $\sum_{j=1}^{i} \nabla f_{\alpha(j)}(x_0^k)$. For each of them, we have

$$\left\| \sum_{j=1}^{i} \nabla f_{\alpha(j)}(x_0^k) \right\| \leq \left\| \sum_{j=1}^{i} \nabla f_{\alpha(j)}(x_0^k) - i \nabla F(x_0^k) \right\| + \left\| i \nabla F(x_0^k) \right\| \lesssim \sqrt{i} + i \|\nabla F(x_0^k)\|,$$

with high probability. Applying the union bound and summing over all $i \in [n-1]$, we obtain

$$\|r_k\| \lesssim n^{3/2} + n^2 \|\nabla F(x_0^k)\|.$$  

(6.2)

Substituting this bound (6.2) into (6.1), rearranging the terms, and applying the PL inequality on $\|\nabla F(x_0^k)\|^2$, we obtain the following per-epoch progress bound, which holds for $\eta \leq \frac{1}{5\eta^2}$:

$$F(x_0^{k+1}) - F^* \lesssim (1 - \eta_1 \mu) (F(x_0^k) - F^*) + \eta^3 n^2.$$  

(6.3)

Applying (6.3) over all epochs and substituting $\eta = \frac{2 \log(n^{1/2} K)}{\mu n k}$, the convergence rate follows. Substituting $\eta$ to $\eta \leq \frac{1}{5\eta^2}$ gives the epoch requirement. See Section A for details.

---

6The scalar-valued version of Hoeffding-Serfling inequality [1] was also used in [20].
6.2 Proof sketch of Theorem 2

The proof builds on the techniques from [20] for one-dimensional quadratic functions. In place of the per-epoch analysis in Theorem 1, we recursively apply (2.1) all the way from the initial iterate $x_0$ to the last iterate $x_{0}^{K+1}$ and directly bound $\mathbb{E}[\|x_{0}^{K+1} - x^*\|^2]$. Indeed, as pointed out by Safran and Shamir [20], the main technical difficulty in extending this approach to higher dimensions comes from the noncommutativity of matrix multiplication which, for example, results in the absence of the matrix AM-GM inequality [11, 18]. Through a fine-grained analysis of the expectation over uniform permutation, we overcome the problems posed by the noncommutativity and develop a tight upper bound. For instance, we prove the following contraction bound (Lemma 6) as an approximate alternative to the recently disproved matrix AM-GM inequality [11], which holds for small enough $\eta$:

$$\mathbb{E}\left[\prod_{t=1}^{n}(1 - \eta A_{\sigma(t)}) \prod_{t=n}^{1}(1 - \eta A_{\sigma(t)})\right] \leq 1 - \eta \mu . \quad (6.4)$$

Although (6.4) only holds for small $\eta$ and is looser than the AM-GM inequality, it is remarkable that this bound holds for any $n \geq 2$, especially given the result [11] that the matrix AM-GM inequality conjecture breaks as soon as $n = 5$. Please refer to Section B for the full proof.

6.3 Proof sketch of Theorem 3

First, due to the convexity of $f_i$'s, it turns out that not only one can characterize the per-epoch progress bound akin to (6.3), but also the progress made by each iteration (Proposition 16). This per-iteration progress bound is due to [14], which uses coupling arguments to demonstrate that with convexity, RandomShuffle makes progress on par with SGD.

Having such a finer control over the progress made by RandomShuffle, one can imagine that the varying step size choice takes aggressive steps in the initial epochs which in turn results in a warm start. Despite this simple intuition, it turns out that the rigorous analysis is non-trivial. In fact, there is a technical tool called non-asymptotic Chung’s lemma [4] for turning individual progress made at each iteration/epoch into a global convergence bound. However, as we illustrate in Section D.3, the non-asymptotic Chung’s lemma does not yield the desired convergence rate; the main issue is that for RandomShuffle, the convergence bound needs to capture the right order for two parameters $n$ and $K$. To overcome such a limitation, we develop a variant of Chung’s lemma (Lemma 19) which gives rise to the bound that captures the right order for both $n$ and $K$. See Section D for the full proof.

7 Conclusion and future work

Motivated by some limitations in the previous efforts, this paper establishes optimal convergence rates of RandomShuffle and SingleShuffle. Notably, our optimal convergence rates are obtained without relying on convex component functions, which are exploited in the prior works [14, 17]. We also show that exploiting the convexity of component functions allows for further improvements for RandomShuffle. By adopting time-varying step sizes and applying a variant of Chung’s lemma, we develop sharper convergence bounds that do not come with any epoch requirement and extra poly-log factors. We conclude this paper with several interesting open questions:

- **(Extending lower bounds)** As noted in Remark 4, all tight lower bounds known to date hold for constant step sizes and last iterates. It would be interesting to extend these bounds for more general settings, e.g., varying step size and arbitrary linear combination of iterates.

- **(Optimal rates for Lipschitz Hessian class)** Currently, there is a gap between the lower and upper bounds of RandomShuffle for the smooth, strongly convex costs with the Lipschitz Hessian assumption: The best known lower bound is $\Omega(1/(nk) + 1/nk^3)$ [20], while the best known upper bounds are $O(1/nk^2)$ ([14] and ours) and $O(1/(nk^2) + 1/k^3)$ [8]. Closing this gap would be of interest.

- **(Other cost functions)** It is also worthwhile to investigate if without-replacement SGD achieves superior convergence rates over SGD for other classes of convex or nonconvex functions.
(Removing epoch requirements) Our varying step size technique only works under the additional assumption that $f_i$'s are convex (Section 5). It would be interesting to see if such improvements can be made without relying on the convexity assumption, or for more general functions.

(Superiority of without-replacement for the first epoch) Is without-replacement SGD faster than SGD even during the first epoch? It is demonstrated in [8, Section 7.3] that for a special class of cost functions, this is indeed true. However, even for quadratic functions, showing this is closely tied to the matrix AM-GM inequality [18], which was recently proven to be false [11].
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A Analysis for PL costs (Proofs of Theorem 1 and Corollary 1)

A.1 Proof outline

In this section, we present the proof of Theorem 1 and Corollary 1. We first show the existence of the following quantity that will be used throughout the proof:

$$G := \sup_{x: F(x) \leq F(x_0)} \max_{i \in [n]} \|\nabla f_i(x)\|.$$

With this quantity, as long as all the iterates stay within the sublevel set $$S_{x_0} := \{x : F(x) \leq F(x_0)\}$$, one can regard each component function $$f_i$$ as being $$G$$-Lipschitz. This motivates us to consider the following two cases:

1. In the first case, we assume that all the end-of-epoch iterates $$x_k^0$$ stay in the sublevel set $$S_{x_0}$$.
2. In the second case, we assume that there exists an end-of-epoch iterate $$x_k^0 \notin S_{x_0}$$.

In both cases, we will show that the best end-of-epoch iterate satisfies

$$\min_{k \in [K+1]} \{F(x_k^0) - F^* \leq \frac{F(x_0) - F^*}{nk^2} + O\left(\frac{L^2G^2 \log^2(n^{1/2}K)}{\mu^3 nK^2} \right),$$

with high probability.

Existence of $$G$$. Recall that the function $$F : \mathbb{R}^d \to \mathbb{R}$$ is $$\mu$$-PL, and the set $$X^*$$ of the global optima of $$F$$ is nonempty and compact. Also, it is a standard fact [9, Theorem 2] that $$\mu$$-PL functions also satisfy the following quadratic growth: Denoting by $$x^*$$ the closest global optimum to the point $$x$$ (i.e., the projection of $$x$$ onto the solution set $$X^*$$),

$$F(x) - F^* \geq 2\mu \|x - x^*\|^2.$$

Then, due to the quadratic growth property, it is easy to verify:

$$S_{x_0} = \{x \in \mathbb{R}^d \mid F(x) \leq F(x_0)\} \subset \left\{x \in \mathbb{R}^d \mid \|x - x^*\| \leq \frac{F(x_0) - F^*}{2\mu}\right\}.$$

Indeed, the inclusion follows since for any $$x \in S_{x_0}$$, $$F(x_0) - F^* \geq F(x) - F^* \geq 2\mu \|x - x^*\|^2$$, which implies $$x$$ is also in the latter set. Since we assumed that $$X^*$$ is compact, $$S_{x_0}$$ is also bounded and hence compact. Since $$\nabla f_i$$ is continuous on a compact set $$S_{x_0}$$, there must exist a constant $$0 \leq G < \infty$$ such that $$\|\nabla f_i(x)\| \leq G$$ for all $$i \in [n], x \in S_{x_0}$$.

What if the bounded iterates assumption holds? As noted in Remark 1, if we have the bounded iterates assumption (Assumption 1), one can prove the same bound for the last iterate $$x_{K+1}^0$$, modulo leading constants. This is because if we have Assumption 1, we have a compact set $$S$$ which all the end-of-epoch iterates $$x_k^0$$ lie in, which corresponds to the first case of the proof. More specifically, there exists a constant $$0 \leq G' < \infty$$ such that

$$\|\nabla f_i(x)\| \leq G'$$ for all $$i \in [n], x \in S.$$

Thus, the proof for the first case stated in Sections A.2–A.4 goes through, modulo $$G$$ replaced by $$G'$$.

We remark that since we already have a compact set $$S$$, we no longer need the additional compactness assumption on $$X^*$$. 
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A.2 The 1st case: characterizing aggregate update over an epoch

We start by recursively applying the update equations over an epoch. The key idea in doing so is to decompose the gradient $\nabla f_{c_k}(x_{i-1})$ into the “signal” $\nabla f_{c_k}(x_0)$ and a noise term:

$$
\nabla f_{c_k}(x_{i-1}) = \nabla f_{c_k}(x_0) + \nabla f_{c_k}(x_i) - \nabla f_{c_k}(x_{i-1}) - \nabla f_{c_k}(x_0)
$$

$$
= \nabla f_{c_k}(x_0) + \left[ \int_0^1 \nabla^2 f_{c_k}(x) (x_i - x_{i-1}) dt \right] (x_{i-1} - x_0)
$$

$$
= g_{c_k} + H_{c_k}(x_i - x_0),
$$

where $\nabla^2 f_i(x)$ denotes the Hessian of $f_i$ at $x$, whenever it exists. We remark that the integral $H_{c_k}(x)$ exists, due to the following reason. Since we assumed that each $f_{c_k} \in C^1(\mathbb{R}^d)$, its gradient $\nabla f_{c_k}(x)$ is Lipschitz continuous, and hence absolutely continuous. This means that $\nabla f_{c_k}(x)$ is differentiable almost everywhere (i.e., $\nabla^2 f_{c_k}(x)$ exists a.e.), and the fundamental theorem of calculus for Lebesgue integral holds; hence the integral exists. Note that $\|H_{c_k}\| \leq L$ due to $L$-smoothness of $f_i$’s. We now substitute this decomposition to the update equations. First,

$$
x_1^k = x_0^k - \eta g_{c_k}(1).
$$

Substituting this to $x_2^k$ gives

$$
x_2^k = x_1^k - \eta \nabla f_{c_k}(x_1^k) = x_0^k - \eta g_{c_k}(1) - \eta H_{c_k}(x_1^k - x_0^k)
$$

$$
= x_0^k - \eta g_{c_k}(1) - \eta g_{c_k}(2) + \eta^2 H_{c_k}(x_1^k - x_0^k) g_{c_k}(1) - \eta g_{c_k}(2).
$$

Repeating this process until $x_n^k = x_{n+1}^k$, we get

$$
x_0^k - \eta n \nabla F(x_0^k) - \eta \left[ \sum_{i=1}^{n+1} \left( \prod_{j=i}^{i+1} (I - \eta H_{c_k}(t)) \right) g_{c_k}(j) - n \nabla F(x_0^k) \right].
$$

Due to summation by parts, the following identity holds:

$$
\sum_{j=1}^{n} a_j b_j = a_n \sum_{j=1}^{n} b_j - \sum_{i=1}^{n-1} (a_{i+1} - a_i) \sum_{j=1}^{i} b_j.
$$

We apply this to the last term, by substituting $a_j = \prod_{i=1}^{i+1} (I - \eta H_{c_k}(t))$ and $b_j = g_{c_k}(j)$:

$$
\sum_{j=1}^{n} \left( \prod_{i=1}^{i+1} (I - \eta H_{c_k}(t)) \right) g_{c_k}(j) - n \nabla F(x_0^k)
$$

$$
= \sum_{j=1}^{n} g_{c_k}(j) - \sum_{i=1}^{n-1} \left( \prod_{i=1}^{i+1} (I - \eta H_{c_k}(t)) - \prod_{i=1}^{i} (I - \eta H_{c_k}(t)) \right) \sum_{j=1}^{i} g_{c_k}(j) - n \nabla F(x_0^k)
$$

$$
= - \eta \sum_{i=1}^{n-1} \left( \prod_{i=1}^{i+2} (I - \eta H_{c_k}(t)) \right) H_{c_k}(i+1) \sum_{j=1}^{i} g_{c_k}(j) .
$$

Therefore, we have $x_0^{k+1} = x_0^k - \eta n \nabla F(x_0^k) + \eta^2 r_k$. By smoothness of $F$, we have $F(x_0^{k+1}) - F(x_0^k)$
\[ \leq \langle \nabla F(x_0^k), x_0^{k+1} - x_0^k \rangle + \frac{L}{2} \left\| x_0^{k+1} - x_0^k \right\|^2 \]

\[ \leq -\eta n \left\| \nabla F(x_0^k) \right\|^2 + \eta^2 \left\| \nabla F(x_0^k) \right\| \| r_k \| + \frac{Ln^2}{2} \left\| n \nabla F(x_0^k) + \eta r_k \right\|^2 \]

\[ \leq (-\eta n + \eta^2 n^2 L) \left\| \nabla F(x_0^k) \right\|^2 + \eta^2 \left\| \nabla F(x_0^k) \right\| \| r_k \| + Ln^4 \| r_k \|^2, \quad (A.1) \]

where the last inequality used \( \|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2 \).

### A.3 The 1st case: bounding noise term using Hoeffding-Serfling inequality

It is left to bound \( \|r_k\| \). We have

\[ \|r_k\| = \left\| \sum_{i=1}^{n-1} \left( \prod_{t=i}^n (I - \eta H_{\sigma(t)}) \right) H_{\sigma_k(i+1)} \sum_{j=1}^i g_{\sigma_k(j)} \right\| \]

\[ \leq \sum_{i=1}^{n-1} \left\| \prod_{t=i}^n (I - \eta H_{\sigma(t)}) \right\| H_{\sigma_k(i+1)} \sum_{j=1}^i g_{\sigma_k(j)} \]

\[ \leq L(1 + \eta L)^n \sum_{i=1}^{n-1} \left\| \prod_{j=1}^i g_{\sigma_k(j)} \right\|. \quad (A.2) \]

Where the last step used \( \|H_{\sigma_k(j)}\| \leq L \). Recall from the theorem statement that \( K \geq 10\kappa \log(n^{1/2}K) \), and

\[ \eta = \frac{2\log(n^{1/2}K)}{\mu n K} \]

This means that

\[ \eta L = \frac{2\kappa \log(n^{1/2}K)}{n K} \leq \frac{1}{5n'} \]

which implies \((1 + \eta L)^n \leq e^{1/5} \). Now, we use the Hoeffding-Serfling inequality for bounded random vectors, which is taken from [21, Theorem 2]. Note that for any epoch \( k \), the permutation \( \sigma_k \) is independent of the first iterate \( x_0^k \) of the epoch. Therefore, we can apply the following bound for partial sums of \( g_{\sigma_k(i)} := \nabla f_{\sigma_k(i)}(x_0^k) \):

**Lemma 5** ([21, Theorem 2]). Suppose \( n \geq 2 \). Let \( v_1, v_2, \ldots, v_n \in \mathbb{R}^d \) satisfy \( \|v_i\| \leq G \) for all \( j \). Let \( \bar{\sigma} = \frac{1}{n} \sum_{j=1}^n v_j \). Let \( \sigma \in \mathcal{S}_n \) be a uniform random permutation of \( n \) elements. Then, for \( i \leq n \), with probability at least \( 1 - \delta \), we have

\[ \left\| \frac{1}{i} \sum_{j=1}^i v_{\sigma(j)} - \bar{\sigma} \right\| \leq G \sqrt{\frac{8(1 - \frac{i-1}{n}) \log \frac{2}{\delta}}{i}}. \]

Recall the mean \( \bar{v} = \nabla F(x_0^k) \) for our setting. Using this concentration inequality, with probability at least \( 1 - \delta \), we have

\[ \left\| \frac{1}{i} \sum_{j=1}^i g_{\sigma_k(j)} \right\| \leq \left\| \frac{1}{i} \sum_{j=1}^i g_{\sigma_k(j)} - i \nabla F(x_0^k) \right\| + i \left\| \nabla F(x_0^k) \right\| \leq G \sqrt{\frac{8i \log \frac{2}{\delta}}{i}} + i \left\| \nabla F(x_0^k) \right\|. \]

We apply the union bound for all \( i = 1, \ldots, n - 1 \) and \( k = 1, \ldots, K \). After this, we have with probability at least \( 1 - \delta \),

\[ \sum_{i=1}^{n-1} \left\| \sum_{j=1}^i g_{\sigma_k(j)} \right\| \leq G \sqrt{8} \log \frac{2nK}{\delta} \sum_{i=1}^{n-1} \sqrt{i} + \left\| \nabla F(x_0^k) \right\| \sum_{i=1}^{n-1} i \]

\[ \leq G \sqrt{8} \log \frac{2nK}{\delta} \sum_{i=1}^{n} \sqrt{i} + \frac{n^2}{2} \left\| \nabla F(x_0^k) \right\| \]

\[ \leq \frac{4 \sqrt{2} n^{3/2} G}{3} \sqrt{\log \frac{2nK}{\delta}} + \frac{n^2}{2} \left\| \nabla F(x_0^k) \right\|, \quad (A.3) \]
for each $k \in [K]$. This then leads to
\[
\|r_k\| \leq e^{1/5} L \sum_{i=1}^{n-1} \left\| \sum_{j=1}^{i} g_{q_i(j)} \right\| \leq \frac{4 \sqrt{2} e^{1/5} n^{3/2} L G}{3} \sqrt{\frac{2 n K}{\delta}} + \frac{e^{1/5} n^{2} L}{2} \left\| \nabla F(x_0^k) \right\|
\]
\[
\leq \frac{5 n^{3/2} L G}{2} \sqrt{\frac{2 n K}{\delta}} + \frac{2 n^{2} L}{3} \left\| \nabla F(x_0^k) \right\|,
\]
which holds with probability at least $1 - \delta$. By $(a + b)^2 \leq 2a^2 + 2b^2$, we also have
\[
\|r_k\|^2 \leq \frac{25 n^{3} L^2 G^2}{2} \log \frac{2 n K}{\delta} + \frac{8 n^4 L^2}{9} \left\| \nabla F(x_0^k) \right\|^2.
\]

A.4 The 1st case: getting a per-epoch progress bound

Substituting the norm bounds (A.4) and (A.5) to (A.1) and arranging the terms, we get
\[
F(x_0^{k+1}) - F(x_0^k) \leq \left( -\eta n + \eta^2 n^2 L + \frac{2 \eta^2 n^2 L}{3} + \frac{8 \eta^4 n^4 L^3}{9} \right) \left\| \nabla F(x_0^k) \right\|^2
\]
\[
+ \frac{5 \eta^2 n^{3/2} L G}{2} \left\| \nabla F(x_0^k) \right\| \sqrt{\frac{2 n K}{\delta}} + \frac{25 \eta^4 n^3 L^3 G^2}{2} \log \frac{2 n K}{\delta}.
\]

Using $ab \leq \frac{a^2}{2} + \frac{b^2}{2}$, we can further decompose
\[
\frac{5 \eta^2 n^{3/2} L G}{2} \left\| \nabla F(x_0^k) \right\| \sqrt{\frac{2 n K}{\delta}} = \left( \frac{\eta^{1/2} n^{1/2} L}{2} \left\| \nabla F(x_0^k) \right\| \right) \left( \frac{5 \eta^{3/2} n L G}{\sqrt{\log \frac{2 n K}{\delta}}} \right)
\]
\[
\leq \frac{\eta n}{8} \left\| \nabla F(x_0^k) \right\|^2 + \frac{25 \eta^4 n^3 L^3 G^2}{2} \log \frac{2 n K}{\delta}.
\]

Substituting these results back to the above bound and using $1 + \eta n L \leq 6/5$ yields
\[
F(x_0^{k+1}) - F(x_0^k) \leq \left( -\frac{7 \eta n}{8} + \frac{5 \eta^2 n^2 L}{3} + \frac{8 \eta^4 n^4 L^3}{9} \right) \left\| \nabla F(x_0^k) \right\|^2 + 15 \eta^3 n^2 L^2 G^2 \log \frac{2 n K}{\delta}.
\]

Now, since $\eta n L \leq 1/5$, we have
\[
-\frac{7 \eta n}{8} + \frac{5 \eta^2 n^2 L}{3} + \frac{8 \eta^4 n^4 L^3}{9} \leq -\frac{\eta n}{2},
\]
which follows since $z \mapsto \frac{2}{9} z^2 - \frac{5}{3} z^2 - \frac{8}{9} z^4$ is nonnegative when $0 \leq z \leq 1/5$. Therefore, we have
\[
F(x_0^{k+1}) - F(x_0^k) \leq -\frac{\eta n}{2} \left\| \nabla F(x_0^k) \right\|^2 + 15 \eta^3 n^2 L^2 G^2 \log \frac{2 n K}{\delta}.
\]

Now let us apply the $\mu$-PL inequality on $\left\| \nabla F(x_0^k) \right\|^2$. This yields
\[
F(x_0^{k+1}) - F^* \leq (1 - \eta n \mu)(F(x_0^k) - F^*) + 15 \eta^3 n^2 L^2 G^2 \log \frac{2 n K}{\delta}.
\]

Recursively applying this inequality over $k = 1, \ldots, K$ and substituting $\eta = \frac{2 \log(n^{1/2} K)}{\mu n K}$ give\(^7\)
\[
F(x_0^{K+1}) - F^* \leq (1 - \eta n \mu)^K(F(x_0) - F^*) + 15 \eta^3 n^2 L^2 G^2 \log \frac{2 n K}{\delta} \sum_{k=0}^{K-1} (1 - \eta n \mu)^k
\]

\(^7\)Note that since we have already taken the union bound over all $i = 1, \ldots, n - 1$ and $k = 1, \ldots, K$ in Section A.3, additional union bounds are not needed.
We now choose $\delta$ without using the concentration inequality. Taking expectation gives
\[
\begin{align*}
&\leq \frac{F(x_0) - F^*}{nK^2} + \frac{15\eta^2 nL^2 G^2}{\mu} \log \frac{2nK}{\delta} \\
&= \frac{F(x_0) - F^*}{nK^2} + O\left(\frac{L^2 G^2 \log^2(n^{1/2}K) \log \frac{nK}{\delta}}{\mu^3 nK^2} \right).
\end{align*}
\]
Note that this bound certainly holds for the best iterate.

A.5 The 2nd case: escape implies desired best iterate suboptimality

Now consider the case where some end-of-epoch iterates $x_0^k$ escape the $F(x_0)$-sublevel set $S_{x_0}$. First, note that by definition of sublevel sets, if $F(x_0^k)$ is monotonically decreasing with $k$, then there is no way $x_0^k$ can escape $S_{x_0}$. Thus, $x_0^k$ escaping $S_{x_0}$ implies that $F(x_0^k)$ is not monotonically decreasing. Let $k' \in [2 : K + 1]$ be the first $k$ such that $x_0^{k'} \notin S_{x_0}$. This means that for the previous epoch $k' - 1$, we must have
\[
-\eta \nu (F(x_0^{k' - 1}) - F^*) + 15\eta^3 nL^2 G^2 \log \frac{2nK}{\delta} > 0 \tag{A.6}
\]
because otherwise
\[
F(x_0^{k'}) - F^* \leq (1 - \eta \nu)(F(x_0^{k' - 1}) - F^*) + 15\eta^3 nL^2 G^2 \log \frac{2nK}{\delta} \leq F(x_0^{k' - 1}) - F^*,
\]
which means $x_0^{k'} \in S_{x_0}$. Then, from (A.6), we get
\[
\min_{k \in [k + 1]} F(x_0^k) - F^* \leq F(x_0^{k' - 1}) - F^*
\]
\[
< \frac{15\eta^2 nL^2 G^2}{\mu} \log \frac{2nK}{\delta} = O\left(\frac{L^2 G^2 \log^2(n^{1/2}K) \log \frac{nK}{\delta}}{\mu^3 nK^2} \right).
\]

A.6 Proof of Corollary 1

Let $E$ be the event that the bound (A.3) holds for all $k \in [K]$, which happens with probability at least $1 - \delta$. The high probability result (Theorem 1) showed that given this event happens, we have
\[
\min_{k \in [K + 1]} F(x_0^k) - F^* \leq \frac{F(x_0) - F^*}{nK^2} + O\left(\frac{L^2 G^2 \log^2(n^{1/2}K) \log \frac{nK}{\delta}}{\mu^3 nK^2} \right).
\]
We now choose $\delta = 1/n$. Given the event $E^c$, we will get a similar bound, worse by a factor of $n$:
\[
\min_{k \in [K + 1]} F(x_0^k) - F^* \leq \frac{F(x_0) - F^*}{nK^2} + O\left(\frac{L^2 G^2 \log^3(nK)}{\mu^3 nK^2} \right),
\]
without using the concentration inequality. Taking expectation gives
\[
\mathbb{E} \left[ \min_{k \in [K + 1]} F(x_0^k) - F^* \right]
= \mathbb{E} \left[ \min_{k \in [K + 1]} F(x_0^k) - F^* \mid E \right] \mathbb{P}[E] + \mathbb{E} \left[ \min_{k \in [K + 1]} F(x_0^k) - F^* \mid E^c \right] \mathbb{P}[E^c]
\leq \frac{3(F(x_0) - F^*)}{2nK^2} + O\left(\frac{L^2 G^2 \log^3(nK)}{\mu^3 nK^2} \right),
\]
as desired. The rest of the proof derives the bound for $E^c$. 
The first case. The proof goes the same way as in $E$. We first consider the case where all the iterates stay in $S_{x_0}$, which corresponds to the first case in the proof of Theorem 1. We unroll the updates $x_i^k$ and obtain the bound (A.1). Then, we bound $\|r_k\|$ directly, without the concentration inequality. From (A.2), we have

$$\|r_k\| \leq \eta L (1 + \eta L)^{n} \sum_{i=1}^{n-1} \|\sum_{j=1}^{i} g_{r_k(i)}\| \leq \frac{e^{1/5} \eta n^2 L G}{2} \leq \eta n^2 L G.$$  

Substituting this bound to (A.1), we get

$$F(x_0^{k+1}) - F(x_0^k) \leq (-\eta n + \eta^2 n^2 L) \left\| \nabla F(x_0^k) \right\|^2 + \eta \left\| \nabla F(x_0^k) \right\| \|r_k\| + L \eta^2 \|r_k\|^2$$
$$\leq (-\eta n + \eta^2 n^2 L) \left\| \nabla F(x_0^k) \right\|^2 + \eta^2 n^2 L \left\| \nabla F(x_0^k) \right\| + \eta^4 n^4 L^3 G^2$$
$$\leq \left( -\frac{7 \eta n}{8} + \eta^2 n^2 L \right) \left\| \nabla F(x_0^k) \right\|^2 + 2 \eta^3 n^3 L^2 G^2 + \eta^4 n^4 L^3 G^2,$$

where the last inequality used $ab \leq \frac{a^2}{2} + \frac{b^2}{2}$ for $a = \frac{\eta^{1/2} n^{1/2}}{2} \left\| \nabla F(x_0^k) \right\|$ and $b = 2 \eta^{3/2} n^{3/2} L G$. Now, since $\eta n L \leq 1/5$, we have

$$-\frac{7 \eta n}{8} + \eta^2 n^2 L \leq -\frac{\eta n}{2},$$

because $z \mapsto \frac{3}{8} z - z^2$ is nonnegative when $0 \leq z \leq 1/5$. In conclusion, we have

$$F(x_0^{k+1}) - F(x_0^k) \leq -\frac{\eta n}{2} \left\| \nabla F(x_0^k) \right\|^2 + 3 \eta^3 n^3 L^2 G^2.$$  

Applying the $\mu$-PL inequality, we have

$$F(x_0^{k+1}) - F^* \leq (1 - \eta n \mu)(F(x_0^k) - F^*) + 3 \eta^3 n^3 L^2 G^2.$$  

Unrolling the inequalities and substituting $\eta = \frac{2 \log(n^{1/2} K)}{\mu n K}$, we get

$$\min_{k \in \{K+1\}} F(x_k) - F^* \leq F(x_0^{k+1}) - F^*$$
$$\leq \frac{F(x_0) - F^*}{n K^2} + \frac{3 \eta^2 n^2 L^2 G^2}{\mu} \leq \frac{F(x_0) - F^*}{n K^2} + O\left( \frac{L^2 G^2 \log^2(n K)}{\mu^3} \frac{1}{K^2} \right).$$

The second case. Now consider the case where some end-of-epoch iterates satisfy $x_0^k \notin S_{x_0}$. We can apply the same argument as the second case of Theorem 1 here.

Let $k'$ be the first such index. Then, this means that $F(x_0^{k'})$ is greater than $F(x_0^{K-1})$, which holds only if

$$-\eta n \mu (F(x_0^{K-1}) - F^*) + 3 \eta^3 n^2 L^2 G^2 > 0.$$  

Then, this implies that

$$\min_{k \in \{K+1\}} F(x_k) - F^* \leq F(x_0^{K-1}) - F^* < \frac{3 \eta^2 n^2 L^2 G^2}{\mu} = O\left( \frac{L^2 G^2 \log^2(n K)}{\mu^3} \frac{1}{K^2} \right).$$

B Analysis on RandomShuffle for quadratics (Proof of Theorem 2)

B.1 Additional notation on matrices

Prior to the proofs, we introduce additional notation on matrices. For a matrix $A$, $\|A\|$ denotes its spectral norm. For matrices indexed $M_1, M_2, \ldots, M_k$ and for any $1 \leq i \leq j \leq k$, we use the shorthand notation for
products $M_{ji} = M_jM_{j-1} \ldots M_{i+1}M_i$. In case where $i > j$, we define $M_{ji} = I$. Similarly, $M_{ji}^T$ denotes the product $M_j^TM_{j-1}^T \ldots M_i^T, M_i^T$.

The proofs of Theorems 2 and 14 involve polynomials of matrices. We define the following noncommutative elementary symmetric polynomials, which will prove useful in the proof. For a permutation $\sigma : [n] \to [n]$ and integers $l, r$ and $m$ satisfying $1 \leq l \leq r \leq n$ and $m \in [0 : n],$

$$e_m(A_1, \ldots, A_n; \sigma, l, r) := \sum_{l \leq t_1 < \cdots < t_m \leq r} A_{\sigma(t_m)}A_{\sigma(t_{m-1})} \cdots A_{\sigma(t_1)}.$$  (B.1)

Whenever it is clear from the context that the arguments are $A_1, \ldots, A_n$ and permutation is $\sigma$, we use a shorthand $A_{\sigma[n]}$. Also, the default value of $l$ and $r$ are $l = 1$ and $r = n$, so $e_m(A_{\sigma[n]}) := e_m(A_1, \ldots, A_n; \sigma, 1, n).

B.2 Proof outline

Recall the definitions

$$f_i(x) := \frac{1}{2}x^T A_i x + b_i^T x, \quad F(x) := \frac{1}{n} \sum_{i=1}^n f_i(x) = \frac{1}{2}x^T Ax,$$

where $f_i$’s are $L$-smooth and $F$ is $\mu$ strongly convex. This is equivalent to saying that $\|A_i\| \leq L$ and $A := \frac{1}{n} \sum_{i=1}^n A_i \succeq \mu I$. Also note that $F$ is minimized at $x^* = 0$ and $\sum_{i=1}^n b_i = 0$. We let $G := \max_{i \in [n]} \|b_i\|$.

The proof goes as follows. We first recursively apply the update equations over all iterations and obtain an equation that expresses the last iterate $x_{K+1}$ in terms of the initialization $x_0$. Using such an equation, we will directly bound $\mathbb{E}[\|x_{K+1}^* - x^*\|^2] = \mathbb{E}[\|x_0^2 - 0\|^2]$ to get our desired result.

Compute the update equation of $x_1^k$ in terms of the initial iterate $x_0^k$ of the $k$-th epoch:

$$x_1^k = x_0^k - \eta \nabla f_{\sigma_0(1)}(x_0^k) = x_0^k - \eta (A_{\sigma_0(1)}x_0^k + b_{\sigma_0(1)})$$

$$= (I - \eta A_{\sigma_0(1)})x_0^k - \eta b_{\sigma_0(1)}.$$ 

Substituting this to the update equation of $x_2^k$, we get

$$x_2^k = x_1^k - \eta \nabla f_{\sigma_2(1)}(x_1^k)$$

$$= (I - \eta A_{\sigma_2(1)})x_0^k - \eta b_{\sigma_2(1)} - \eta (A_{\sigma_2(1)}((I - \eta A_{\sigma_0(1)})x_0^k - \eta b_{\sigma_0(1)}))$$

$$= (I - \eta A_{\sigma_2(1)})x_0^k - \eta b_{\sigma_2(1)} - \eta (I - \eta A_{\sigma_2(1)})b_{\sigma_2(1)}.$$ 

Repeating this, one can write the last iterate $x_n^k$ (or equivalently, $x_{0}^{K+1}$) of the $k$-th epoch as the following:

$$x_{0}^{K+1} = \left[ \prod_{l=0}^{K} (I - \eta A_{\sigma_l(1)}) \right] x_0^k - \eta \left[ \sum_{j=1}^{K+1} \left[ \prod_{l=j}^{K+1} (I - \eta A_{\sigma_l(1)}) \right] b_{\sigma_l(j)} \right]$$

$$= S_k x_0^k - \eta t_k.$$  (B.2)

Note that $S_k$ and $t_k$ are random variables that solely depend on the $k$-th permutation $\sigma_k$. Now, repeating this $K$ times, we get the equation for the iterate after $K$ epochs, which is the output of the algorithm we consider in Theorem 2:

$$x_{0}^{K+1} = \left( \prod_{k=0}^{K+1} S_k \right) x_0^k - \eta \sum_{k=1}^{K} \left( \prod_{l=k}^{K+1} S_l \right) t_k = S_{k;1}x_0^k - \eta \sum_{k=1}^{K} S_{k;K+1}t_k.$$ 

We aim to provide an upper bound on $\mathbb{E}[\|x_{0}^{K+1}\|^2]$, where the expectation is over the randomness of permutation $\sigma_0, \ldots, \sigma_K$. To this end, using $\|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2$,

$$\|x_{0}^{K+1}\|^2 \leq 2\|S_{k;1}x_0^k\|^2 + 2\eta^2 \left[ \sum_{k=1}^{K} S_{k;K+1}t_k \right]^2.$$ 
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where the second term on the RHS can be further decomposed into:

\[
\left\| \sum_{k=1}^{K} S_{K:k+1} t_k \right\|^2 = \sum_{k=1}^{K} \|S_{K:k+1} t_k\|^2 + 2 \sum_{1 \leq k < k' \leq K} \langle S_{K:k+1} t_k, S_{K:k'+1} t_{k'} \rangle.
\]

The remaining proof bounds each of the terms, which we state as the following three lemmas. The proofs of Lemmas 6, 7, and 8 are deferred to Sections B.3, B.4, and B.5, respectively.

**Lemma 6** (1st contraction bound). For any \(0 \leq \eta \leq \frac{3}{160L^2 \min\{1, \sqrt{\frac{n}{K}}\}}\) and \(k \in [K]\),

\[
\mathbb{E} \left[ \|S_k^t S_k\| \right] \leq 1 - \eta n \mu.
\]

**Lemma 7.** For any \(0 \leq \eta \leq \frac{3}{160L^2 \min\{1, \sqrt{\frac{n}{K}}\}}\) and \(k \in [K]\),

\[
\mathbb{E} \left[ \|S_{K:k+1} t_k\|^2 \right] \leq 18(1 - \eta n \mu)^{K-k} \eta^2 n^3 L^2 G^2 \log n.
\]

**Lemma 8.** For any \(0 \leq \eta \leq \frac{3}{160L^2 \min\{1, \sqrt{\frac{n}{K}}\}}\) and \(k, k' \in [K] (k < k')\),

\[
\mathbb{E} \left[ \langle S_{K:k+1} t_k, S_{K:k'+1} t_{k'} \rangle \right] \leq 40 \left(1 - \frac{\eta n \mu}{2}\right)^{2K-k-k'-1} \eta^2 n^2 L^2 G^2.
\]

**Remark 5** (Our contraction bounds and the matrix AM-GM inequality conjecture). Before we continue with the proof, a side remark on the contraction bounds is in order. In this paper, we prove a number of contraction bounds (Lemmas 6, 9, and 15) that circumvent the need for the conjectured matrix AM-GM inequality [18], which was proven to be false [11]. The bounds we provide can be seen as “weaker” versions of the AM-GM inequalities, which hold for any number \(n\) of matrices but with \(\eta\) diminishing with \(n\). Whether these weak AM-GM inequalities hold for a broader range of \(\eta\) (e.g. \(\eta \leq \frac{1}{L}\)) or not is left to future investigation.

By Lemma 6, we have \(0 \leq \mathbb{E}[S_k^t S_k] \leq (1 - \eta n \mu)I\) for appropriately chosen step size \(\eta\). Since any \(S_k^t S_k\) is independent of \(v_1, \ldots, v_{k-1}\), we have

\[
\mathbb{E} \left[ \|S_{K:1} x_0\|^2 \right] = \mathbb{E} \left[ (S_{K:1} x_0)^T (S_{K:1} x_0) \right] = \mathbb{E} \left[ (S_{K-1:1} x_0)^T (S_{K}^t S_K) (S_{K-1:1} x_0) \right] \leq (1 - \eta n \mu) \mathbb{E} \left[ (S_{K-1:1} x_0)^T (S_{K-1:1} x_0) \right] \leq \cdots \leq (1 - \eta n \mu)^K \|x_0\|^2.
\]

By Lemma 7, we have

\[
\sum_{k=1}^{K} \mathbb{E} \left[ \|S_{K:k+1} t_k\|^2 \right] \leq 18 \eta^2 n^3 L^2 G^2 \log n \sum_{k=1}^{K} (1 - \eta n \mu)^{K-k} \leq \frac{18 \eta^2 n^2 L^2 G^2 \log n \mu}{\mu},
\]

and Lemma 8 implies that

\[
\sum_{1 \leq k < k' \leq K} \mathbb{E} \left[ \langle S_{K:k+1} t_k, S_{K:k'+1} t_{k'} \rangle \right] \leq 40 \eta^2 n^2 L^2 G^2 \sum_{1 \leq k < k' \leq K} (1 - \frac{\eta n \mu}{2})^{2K-k-k'-1} \leq \frac{160L^2 G^2}{\mu^2}.
\]
Putting the bounds together, we get
\[
\mathbb{E} \left[ \int f(x_{0}^{K+1}) \right]^2 \leq 2(1 - \eta n^k) \left\| x_0 \right\|^2 + \frac{364\eta^2 n^2 L^2 G^2 \log n}{\mu} + \frac{640\eta^2 L^2 G^2}{\mu^2}.
\]
Substituting the step size \( \eta = \frac{2\log(nK)}{\mu nK} \) into the bound gives
\[
\mathbb{E} \left[ \int f(x_{0}^{K+1}) \right]^2 \leq \frac{2 \left\| x_0 \right\|^2}{n^2 K^2} + \mathcal{O} \left( \frac{L^2 G^2}{\mu^4} \left( \frac{\log^4(nK)}{K^3} + \frac{\log^2(nK)}{n^2 K^2} \right) \right),
\]
and in terms of the cost values,
\[
\mathbb{E} \left[ F(x_{0}^{K+1}) - F^* \right] \leq \frac{2L \left\| x_0 \right\|^2}{n^2 K^2} + \mathcal{O} \left( \frac{L^3 G^2}{\mu^4} \left( \frac{\log^4(nK)}{K^3} + \frac{\log^2(nK)}{n^2 K^2} \right) \right).
\]
Recall that these bounds hold for \( \eta \leq \frac{3 \log(nK)}{\mu nK} \), so \( K \) must be large enough so that
\[
\frac{2 \log(nK)}{\mu nK} \leq \frac{3 \log(nK)}{16nL} \min \left\{ 1, \sqrt{\frac{n}{K}} \right\}.
\]
This gives us the epoch requirement \( K \geq \frac{32 \log(nK)}{3} \max \left\{ 1, \sqrt{\frac{n}{K}} \right\} \log(nK).

### B.3 Proof of the first contraction bound (Lemma 6)

#### B.3.1 Decomposition into elementary polynomials

For any permutation \( \sigma \), note that we can expand \( S_k \) in the following way:
\[
S_k = \prod_{i=n}^1 \left( I - \eta A \sigma_i(t) \right) = \sum_{m=0}^n (-\eta)^m \sum_{1 \leq t_1 < \cdots < t_m \leq n} A \sigma(t_m) \cdots A \sigma(t_1) =: \sum_{m=0}^n (-\eta)^m e_m(A \sigma_{\sigma_k}),
\]
where the noncommutative elementary symmetric polynomial \( e_m \) was defined in (B.1). Using this, we can write
\[
S_k^T S_k = \sum_{m=0}^{2n} (-\eta)^m \sum_{0 \leq m_1 \leq m} \sum_{0 \leq m_2 \leq m} \sum_{m_1 + m_2 = m} e_{m_1}(A \sigma_{\sigma_k})^T e_{m_2}(A \sigma_{\sigma_k}).
\]  

Note \( \mathbb{E}[S_k^T S_k] = \sum_{m=0}^{2n} (-\eta)^m \mathbb{E}[C_m] \). In what follows, we will examine the expectation \( \mathbb{E}[C_m] \) closely, and decompose \( \mathbb{E}[S_k^T S_k] \) into the sum of \( \sum_{m=0}^{2n} \frac{(-2\mu A \sigma_k)^m}{m!} \) and remainder terms. By bounding the spectral norm of \( \sum_{m=0}^{2n} \frac{(-2\mu A \sigma_k)^m}{m!} \) and the remainder terms, we will get the desired bound on the spectral norm of \( \mathbb{E}[S_k^T S_k] \).

**Cases 0 \leq m \leq 2.** It is easy to check that \( C_0 = I \) and \( C_1 = 2e_1(A \sigma_{\sigma_k}) = 2 \sum_{i=1} A_i = 2nA \), regardless of \( \sigma \). For \( C_2 \), we have
\[
C_2 = e_2(A \sigma_{\sigma_k})^T e_0(A \sigma_{\sigma_k}) + e_1(A \sigma_{\sigma_k})^T e_1(A \sigma_{\sigma_k}) + e_0(A \sigma_{\sigma_k})^T e_2(A \sigma_{\sigma_k})
\]
\[
= \sum_{1 \leq t_1 < t_2 \leq n} A \sigma(t_1) A \sigma(t_2) + \left( \sum_{j=1}^n A_i \right)^2 + \sum_{1 \leq t_1 < t_2 \leq n} A \sigma(t_2) A \sigma(t_1)
\]
\[
= \sum_{i \neq j} A_i A_j + \left( \sum_{i=1}^n A_i \right)^2 = 2 \left( \sum_{i=1}^n A_i \right)^2 - \sum_{i=1}^n A_i^2 = 2(nA)^2 - \sum_{i=1}^n A_i^2,
\]
again regardless of \( \sigma \). Note that each \( A_i^2 \) is positive semidefinite even when \( A_i \) is not.
Cases $3 \leq m \leq n$: decomposition of $C_m$. In a similar way, for $m = 3, \ldots, n$, we will take expectation $\mathbb{E}[C_m]$ and express it as the sum of $\binom{2m}{m}$ and the remainder terms. Now fix any $m \in [3 : n]$, and consider any $m_1$ and $m_2$ satisfying $m_1 + m_2 = m$. Then, the product of elementary polynomials $e_{m_1}(A_{r_1[n]})^T e_{m_2}(A_{r_2[n]})$ consists of $\binom{n}{m_1} \binom{n}{m_2}$ terms of the following form:

$$
\prod_{i=1}^{m_1} A_{r_1(s_i)} \prod_{i=m_2+1}^{m} A_{r_2(t_i)}, \text{ where } 1 \leq s_1 < \cdots < s_{m_1} \leq n, 1 \leq t_1 < \cdots < t_{m_2} \leq n. \quad (B.4)
$$

Among them, $\binom{n}{m_1} \binom{n-m_1}{m_2}$ terms have the property that each of the $s_1, \ldots, s_{m_1}$ and $t_1, \ldots, t_{m_2}$ is unique; in other words, $\{s_1, \ldots, s_{m_1}\} \cap \{t_1, \ldots, t_{m_2}\} = \emptyset$. The remaining $\binom{n}{m_1} \binom{n}{m_2} - \binom{n}{m_1} \binom{n-m_1}{m_2}$ terms have overlapping indices.

Using this observation, we decompose $C_m$ into two terms $C_m = D_m + R_m$. Here, $D_m$ is a sum of terms in $C_m$ with distinct indices $s_1, \ldots, s_{m_1}, t_1, \ldots, t_{m_2}$ and $R_m$ is the sum of the remaining terms.

$$
D_m := \sum_{0 \leq m_1 \leq n} \sum_{0 \leq m_2 \leq n, \ m_1 + m_2 = m} \mathbb{E} \left[ \prod_{i=1}^{m_1} A_{r_1(s_i)} \prod_{i=m_2+1}^{m} A_{r_2(t_i)} \right], \quad R_m := C_m - D_m. \quad (B.5)
$$

The matrix $C_m$ is a summation of

$$
\sum_{0 \leq m_1 \leq n} \left( \binom{n}{m_1} \binom{n}{m_2} \right) = \binom{2n}{m}
$$

terms of the form in (B.4). The number of terms in $D_m$ is

$$
\sum_{0 \leq m_1 \leq n} \left( \binom{n}{m_1} \binom{n-m_1}{m_2} \right) = 2^m \binom{n}{m},
$$

and consequently, $R_m$ consists of $\binom{2n}{m} - 2^m \binom{n}{m}$ terms.

Cases $3 \leq m \leq n$: expectation of terms in $D_m$. For any $s_1, s_2, \ldots, s_{m_1}, t_1, t_2, \ldots, t_{m_2}$ such that each of $s_i$ or $t_i$ is unique, we have

$$
\mathbb{E} \left[ \prod_{i=1}^{m_1} A_{r_1(s_i)} \prod_{i=m_2+1}^{m} A_{r_2(t_i)} \right] = \mathbb{E} \left[ \prod_{i=1}^{m} A_{r_2(t_i)} \right],
$$

due to taking expectation. We can expand this expectation using the law of total expectation.

$$
\mathbb{E} \left[ \prod_{i=1}^{m} A_{r_2(t_i)} \right] = \sum_{j_1 \in [n]} A_{j_1} \mathbb{E} \left[ \prod_{i=2}^{m} A_{r_2(t_i)} \mid \sigma_k(1) = j_1 \right] \mathbb{P}[\sigma_k(1) = j_1]
$$

$$
= \frac{1}{n} \sum_{j_1 \in [n]} A_{j_1} \mathbb{E} \left[ \prod_{i=2}^{m} A_{r_2(t_i)} \mid \sigma_k(1) = j_1 \right]
$$

$$
= \frac{1}{n(n-1)} \sum_{j_1 \in [n]} \sum_{j_2 \in [n] \setminus \{j_1\}} A_{j_1} A_{j_2} \mathbb{E} \left[ \prod_{i=3}^{m} A_{r_2(t_i)} \mid \sigma_k(1) = j_1, \sigma_k(2) = j_2 \right]
$$
We first start with

\[ E \sum_{j_1 \in [n]} \ldots \sum_{j_{m-1} \in [n] \setminus \{j_1, \ldots, j_{m-2}\}} \prod_{i=1}^{m} A_{j_i} \]

\[ = \frac{(n-m)!}{n!} \sum_{j_1, \ldots, j_{m} \in [n]} \prod_{i=1}^{m} A_{j_i} \]

\[ = \frac{(n-m)!}{n!} \left( \sum_{i=1}^{n} A_i \right)^m - \frac{(n-m)!}{n!} \sum_{j_1, \ldots, j_{m} \in [n]} \prod_{i=1}^{m} A_{j_i} \cdot \]

Here, we decompose the expectation of \( \prod_{i=1}^{m} A_{v_k(i)} \) into the difference of \( (nA)^m \) and \( N_m \). Note that all \( 2^m \binom{n}{m} \) terms in \( D_m \) have the same expectation, identical to the one evaluated above. Also note that \( N_m \) is a sum of \( n^m - \binom{n}{m} \) terms.

To summarize, we have decomposed the expectation of \( C_m \) twice, in the following way:

\[ E[C_m] = E[D_m] + E[R_m] \]

\[ = 2^m \binom{n}{m} \frac{(n-m)!}{n!} ((nA)^m - N_m) + E[R_m] \]

\[ = \frac{(2nA)^m}{m!} - \frac{2^m}{m!} N_m + E[R_m]. \]

**Spectral norm bound.** Up to this point, we obtained the following equations for \( C_m \)'s:

\[ C_0 = I, \]

\[ C_1 = 2nA, \]

\[ C_2 = 2(nA)^2 - \sum_{i=1}^{n} A_i^2, \]

\[ E[C_m] = \frac{(2nA)^m}{m!} - \frac{2^m}{m!} N_m + E[R_m], \text{ for } m = 3, \ldots, n. \]

We substitute these to \( E[S_k^T S_k] = \sum_{m=0}^{2n} (-\eta)^m E[C_m] \) and get

\[ E[S_k^T S_k] = \sum_{m=0}^{n} \frac{(-2\eta nA)^m}{m!} - \eta^2 \sum_{i=1}^{n} A_i^2 + \sum_{m=3}^{n} (-\eta)^m \left( E[R_m] - \frac{2^m}{m!} N_m \right) \]

\[ + \sum_{m=n+1}^{2n} (-\eta)^m E[C_m], \]

and consequently,

\[ \left\| E[S_k^T S_k] \right\| \leq \left\| \sum_{m=0}^{n} \frac{(-2\eta nA)^m}{m!} \right\| + \sum_{m=3}^{n} \eta^m \left( \left\| E[R_m] \right\| + \frac{2^m}{m!} \left\| N_m \right\| \right) \]

\[ + \sum_{m=n+1}^{2n} \eta^m \left\| E[C_m] \right\|. \]

In what follows, we will bound each of the norms to get an upper bound.

**B.3.2 Bounding each term of the spectral norm bound**

We first start with \( \left\| \sum_{m=0}^{n} \frac{(-2\eta nA)^m}{m!} \right\| \). Note that for any eigenvalue \( s \) of the positive definite matrix \( A \), the corresponding eigenvalue of \( \sum_{m=0}^{n} \frac{(-2\eta nA)^m}{m!} \) is \( \sum_{m=0}^{n} \frac{(-2\eta ns)^m}{m!} \). Recall \( \eta \leq \frac{3}{16nL} \min\{1, \sqrt{\frac{n}{k}}\} \leq \frac{1}{4nL} \), so
\[0 \leq 2\eta ns \leq 1/2\] for any eigenvalue \(s\) of \(A\). Since \(t \mapsto \sum_{m=0}^{n} \frac{(-t)^m}{m!}\) is a positive and decreasing function on \([0, 0.5]\) for any \(n \geq 2\), the matrix \(\sum_{m=0}^{n} \frac{(-2\eta nA)^m}{m!}\) is positive definite and its maximum singular value (i.e., spectral norm) comes from the minimum eigenvalue of \(A\), hence
\[
\left\| \sum_{m=0}^{n} \frac{(-2\eta nA)^m}{m!} \right\| \leq \sum_{m=0}^{n} \frac{(-2\eta n\mu)^m}{m!}.
\]

As for \(\|E[R_m]\|\), where \(m = 3, \ldots, n\), recall that \(R_m\) is a sum of \(\binom{2n}{m} - 2^m\binom{n}{m}\) terms, and each of the terms has spectral norm bounded above by \(L^m\). Thus,
\[
\|E[R_m]\| \leq \left( \binom{2n}{m} - 2^m\binom{n}{m} \right) L^m \leq (2n)^{m-1}L^m,
\]
due to Lemma 12. Similarly, \(N_m\) is a sum of \(n^m - \frac{m!}{(n-m)!}\) elements, so using the same lemma,
\[
\frac{2n}{m!} \|N_m\| \leq \frac{2n}{m!} \left( n^m - \frac{n!}{(n-m)!} \right) L^m = \left( \frac{2n}{m!} - 2^m\binom{n}{m} \right) L^m \leq (2n)^{m-1}L^m.
\]

Finally, we consider \(\|E[C_m]\|\) for \(m = n + 1, \ldots, 2n\). It contains \(\binom{2n}{m} = \binom{2n}{n-m}\) terms, and each of the terms have spectral norm bounded above by \(L^m\). This leads to
\[
\|E[C_m]\| \leq \binom{2n}{2n-m} L^m \leq (2n)^{2n-m}L^m \leq (2n)^{m-1}L^m,
\]
where the last bound used \(2n-m \leq m-1\), which holds for \(m = n + 1, \ldots, 2n\).

### B.3.3 Concluding the proof

Putting the bounds together, we get
\[
\left\| E[S_k^T S_k] \right\| \leq \sum_{m=0}^{n} \frac{(-2\eta n\mu)^m}{m!} + 2 \sum_{m=3}^{n} \eta^m(2n)^{m-1}L^m + \sum_{m=n+1}^{2n} \eta^m(2n)^{m-1}L^m
\]
\[
\leq \frac{2n}{m!} \left( \frac{(-2\eta n\mu)^m}{m!} + \frac{1}{n} \sum_{m=3}^{2n} (2\eta nL)^m \right)
\]
\[
\leq \frac{2n}{m!} \left( \frac{(-2\eta n\mu)^m}{m!} + \frac{1}{n} (2\eta nL)^3 \right)
\]
\[
\leq 1 - 2\eta n\mu + \frac{1}{2} (2\eta n\mu)^2 + \frac{1}{n} (2\eta nL)^3.
\]

Here, we used \(2\eta nL \leq 1/2\), and the fact that \(1 - t + \frac{t^2}{2} \geq \sum_{m=0}^{n} \frac{(-t)^m}{m!}\) for all \(t \in [0, 0.5]\) and \(n \geq 2\). The remaining step is to show that the right hand side of the inequality is bounded above by \(1 - \eta n\mu\) for \(0 \leq \eta \leq \frac{3}{16nL} \min \left\{ 1, \sqrt{\frac{n}{k}} \right\}\).

Define \(z = 2\eta nL\). Using this, we have
\[
1 - 2\eta n\mu + \frac{1}{2} (2\eta n\mu)^2 + \frac{1}{n} (2\eta nL)^3 \leq 1 - \eta n\mu \text{ for } 0 \leq \eta \leq \frac{3}{16nL} \min \left\{ 1, \sqrt{\frac{n}{k}} \right\}
\]
\[
\Leftrightarrow g(z) := \frac{z}{2k} - \frac{z^2}{2k^2} - \frac{2z^3}{n} \geq 0 \text{ for } 0 \leq z \leq \frac{3}{8} \min \left\{ 1, \sqrt{\frac{n}{k}} \right\},
\]
so it suffices to show the latter. One can check that \(g(0) = 0, g'(0) > 0\) and \(g'(z)\) is monotonically decreasing in \(z \geq 0\), so \(g(z) \geq 0\) holds for \(z \in [0, c]\) for some \(c > 0\). This also means that if we have \(g(c) \geq 0\) for some \(c > 0, g(z) \geq 0\) for all \(z \in [0, c]\).
First, consider the case $\kappa \leq n$. Then, $n / \kappa \geq 1$ and $\kappa \geq 1$, so
\[
\frac{z}{2\kappa} - \frac{z^2}{2\kappa^2} - \frac{2z^3}{n} = \frac{1}{2\kappa} \left( z - \frac{z^2}{\kappa} - \frac{4z^3}{n / \kappa} \right) \geq \frac{1}{2\kappa} \left( z - z^2 - 4z^3 \right).
\]
We can check that the function $z \mapsto z - z^2 - 4z^3$ is strictly positive at $z = \frac{3}{8}$. This means that $g(\frac{3}{8}) > 0$, hence $g(z) \geq 0$ for $0 \leq z \leq \frac{3}{8}$.

Next, consider the case $\kappa > n$. In this case, set $z = c\sqrt{\frac{n}{\kappa}}$ where $c = \frac{3}{8}$. Then,
\[
\frac{z}{2\kappa} - \frac{z^2}{2\kappa^2} - \frac{2z^3}{n} = \frac{1}{2\kappa} \left( c\sqrt{\frac{n}{\kappa}} \right)^2 - \frac{c^2n}{\kappa^2} - \frac{4c^3\sqrt{n}}{\kappa} \geq \frac{1}{2\kappa} \left( c - 4c^3 \right) \sqrt{\frac{n}{\kappa}} - \frac{c^2n}{\kappa}.
\]
Note that $\sqrt{\frac{n}{\kappa}} \leq 1$, and the function $t \mapsto (c - 4c^3)t - \frac{21}{128}t^2$ is nonnegative on $[0,1]$. Therefore, we have $g(\frac{3}{8}\sqrt{\frac{n}{\kappa}}) \geq 0$, so $g(z) \geq 0$ for $0 \leq z \leq \frac{3}{8}\sqrt{\frac{n}{\kappa}}$.

### B.4 Proof of Lemma 7

First, note that since $0 \leq \eta \leq \frac{3}{16nL} \min\{1, \sqrt{\frac{n}{\kappa}}\}$, Lemma 6 holds and it gives
\[
\mathbb{E} \left[ \|S_{K+1}t_k\|^2 \right] = \mathbb{E} \left[ (S_{K+1}t_k)^T(S_{K+1}t_k) \right] \\
\leq (1 - \eta nL) \mathbb{E} \left[ (S_{K-1}t_k)^T(S_{K-1}t_k) \right] \leq \cdots \leq (1 - \eta nL)^K \mathbb{E} [\|t_k\|^2].
\]

Now, it is left to bound $\mathbb{E} [\|t_k\|^2]$. The proof technique follows that of [20]. We express $\|t_k\|$ as a summation of norms of partial sums of $b_{c\kappa}$ and use a vector-valued version of the Hoeffding-Serfling inequality due to [21].

Due to summation by parts, the following identity holds:
\[
\sum_{i=1}^{n} a_i b_j = a_n \sum_{j=1}^{n} b_j - \sum_{i=1}^{n-1} (a_{i+1} - a_i) \sum_{j=1}^{i} b_j.
\]

We can apply the identity to $t_k$, by substituting $a_j = \prod_{i=n}^{j+1} (I - \eta A_{c\kappa})$ and $b_j = b_{c\kappa}$:
\[
\|t_k\| = \left\| \sum_{j=1}^{n} \left( \prod_{i=n}^{j+1} (I - \eta A_{c\kappa}) \right) b_{c\kappa} \right\| \\
\leq \sum_{j=1}^{n} \left\| \prod_{i=n}^{j+1} (I - \eta A_{c\kappa}) \right\| \leq \eta L(1 + \eta L)^n \sum_{j=1}^{n} \left\| b_{c\kappa} \right\|,
\]
where the last step used $\|A_{c\kappa}\| \leq L$. Recall that $\eta \leq \frac{1}{3nL}$, which implies $(1 + \eta L)^n \leq e^{1/4}$. Now, we use Lemma 5, the Hoeffding-Serfling inequality for bounded random vectors. We restate the lemma for readers’ convenience.
Lemma 5 ([21, Theorem 2]). Suppose \( n \geq 2 \). Let \( v_1, v_2, \ldots, v_n \in \mathbb{R}^d \) satisfy \( \|v_j\| \leq G \) for all \( j \). Let \( \bar{v} = \frac{1}{n} \sum_{j=1}^{n} v_j \). Let \( \sigma \in S_n \) be a uniform random permutation of \( n \) elements. Then, for \( i \leq n \), with probability at least \( 1 - \delta \), we have
\[
\left\| \frac{1}{i} \sum_{j=1}^{i} v_{\sigma(j)} - \bar{v} \right\| \leq G \sqrt{\frac{8(1 - i^{-1}) \log \frac{2}{\delta}}{i}}.
\]
Recall that the mean \( \bar{v} = \frac{1}{n} \sum_{i} b_i = 0 \) for our setting, so with probability at least \( 1 - \delta \), we have
\[
\left\| \sum_{j=1}^{i} b_{\sigma(j)} \right\| \leq G \sqrt{8i \log \frac{2}{\delta}}.
\]
Using the union bound for all \( i = 1, \ldots, n - 1 \), we have with probability at least \( 1 - \delta \),
\[
\sum_{i=1}^{n-1} \left\| \sum_{j=1}^{i} b_{\sigma(j)} \right\| \leq G \sqrt{8 \log \frac{2n}{\delta} \sum_{i=1}^{n-1} \sqrt{i}} \leq G \sqrt{8 \log \frac{2n}{\delta} \int_{1}^{n} \sqrt{y} dy} \leq \frac{2G}{3} \sqrt{8 \log \frac{2n}{\delta} n^{3/2}}. \tag{B.12}
\]
Substituting this to (B.11) then leads to
\[
\|t_k\|^2 \leq \frac{32\epsilon^{1/2}}{9} \eta^2 n^3 L^2 G^2 \log \frac{2n}{\delta},
\]
which holds with probability at least \( 1 - \delta \).

Now, set \( \delta = 1/n \), and let \( E \) be the probabilistic event that (B.12) holds. Let \( E^c \) be the complement of \( E \). Given \( E \), directly bounding (B.11) yields
\[
\mathbb{E} \left[ \|t_k\|^2 \mid E \right] \leq \mathbb{E} \left[ \left( \epsilon^{1/4} \eta L \sum_{i=1}^{n-1} \left\| \sum_{j=1}^{i} b_{\sigma(j)} \right\| \right)^2 \mid E \right] \leq \frac{e^{1/2} \eta^2 n^4 L^2 G^2}{4}.
\]
Finally, putting everything together and using \( \log(2n^2) \leq 3 \log \left( \frac{1}{\delta} \right) \) (due to \( n \geq 2 \)),
\[
\mathbb{E} \left[ \|t_k\|^2 \right] = \mathbb{E} \left[ \|t_k\|^2 \mid E \right] \mathbb{P}[E] + \mathbb{E} \left[ \|t_k\|^2 \mid E^c \right] \mathbb{P}[E^c] \leq \frac{32\epsilon^{1/2}}{3} \eta^2 n^3 L^2 G^2 \log \frac{2n}{\delta} + \frac{e^{1/2} \eta^2 n^4 L^2 G^2}{4} \frac{1}{n} \leq 18 \eta^2 n^3 L^2 G^2 \log n.
\]

B.5 Proof of Lemma 8

Recall that \( S_t \) and \( t_t \) depend only on the permutation \( \sigma_t \). Hence, for any \( t' \neq t \), \( S_t \) and \( t_t \) are independent of \( S_{t'} \) and \( t_{t'} \). Recall \( k < k' \). Using independence, we can decompose the dot product.
\[
\mathbb{E} \left[ \langle S_{K:k+1} t_k, S_{K:k'+1} t_{k'} \rangle \right] = \mathbb{E} \left[ t_k^T S_{K:k+1}^T S_{K:k'+1} t_{k'} \right] = \mathbb{E} [t_k^T] \mathbb{E} [S_{K:k+1}] \mathbb{E} [S_{K:k'+1}^T] \leq \mathbb{E} [S_{K:k+1}] \mathbb{E} [t_k] \mathbb{E} [S_{K:k'+1}^T] \leq \mathbb{E} [S_{K:k+1}] \mathbb{E} [t_k] \mathbb{E} [S_{K:k'+1}^T] \mathbb{E} [S_{K:k+1}^T] \mathbb{E} [S_{K:k'+1}^T],
\]
where we used Cauchy-Schwarz inequality.

For the remainder of the proof, we use the following three technical lemmas that bound each of the terms in the product and get to the conclusion. The proofs of Lemmas 9, 10, and 11 are deferred to Sections B.6, B.7, and B.8, respectively.
**Lemma 9** (2nd contraction bound). For any $0 \leq \eta \leq \frac{3}{16nL} \min\{1, \sqrt{\frac{n}{L}}\}$ and any $k \in [K]$,

$$\|E[S_k]\| \leq 1 - \frac{\eta nL}{2}.$$  

**Lemma 10.** For any $0 \leq \eta \leq \frac{1}{2nL}$ and any $k \in [K]$,

$$\|E[t_k]\| \leq 4\eta nLG.$$  

**Lemma 11.** For any $0 \leq \eta \leq \frac{3}{16nL} \min\{1, \sqrt{\frac{n}{L}}\}$ and any $k \in [K]$,

$$\|E[S_k] S_k t_k + t_k S_k]\| \leq 10(1 - \eta nL)(1 - \eta nL)^{K-k}.$$  

Given these lemmas, we get the desired bound:

$$\mathbb{E}[\langle S_{k+1} t_k, S_{k+1} t_k \rangle] \leq 40 \left(1 - \frac{\eta nL}{2}\right)^{K-k} \mathbb{E}[S_k S_k t_k + t_k S_k] \leq 40 \left(1 - \frac{\eta nL}{2}\right)^{2K-k-1} \eta nL^2 G^2.$$  

### B.6 Proof of the second contraction bound (Lemma 9)

The proof goes in a similar way as the first contraction bound (Lemma 6), but is simpler than Lemma 6. Nevertheless, we recommend the readers to first go over Section B.3 before reading this section, because this section borrows quantities defined in Section B.3.

#### B.6.1 Decomposition into elementary polynomials

For any permutation $\sigma_k$, recall that we can expand $S_k$ in the following way:

$$S_k = \prod_{i=n}^1 (I - \eta A_{\sigma_k(i)}) = \sum_{m=0}^n (-\eta)^m \sum_{1 \leq t_1 < \cdots < t_m \leq n} A_{\sigma_k(t_m)} \cdots A_{\sigma_k(t_1)} =: \sum_{m=0}^n (-\eta)^m e_m(A_{\sigma_k[n]}),$$

where the noncommutative elementary symmetric polynomial $e_m$ was defined in (B.1). In what follows, we will examine the expectation $\mathbb{E}[e_m(A_{\sigma_k[n]})]$ closely and decompose $\mathbb{E}[S_k]$ into the sum of $\sum_{m=0}^n \frac{(-\eta nL)^m}{m!}$ and remainder terms.

**Cases** $0 \leq m \leq 1$. By definition, $e_0(A_{\sigma_k[n]}) = I$ and $e_1(A_{\sigma_k[n]}) = \sum_{i=1}^n A_i = nA$, regardless of $\sigma_k$.

**Cases** $2 \leq m \leq n$. Note that each elementary symmetric polynomial $e_m(A_{\sigma_k[n]})$ contains $\binom{n}{m}$ terms, and each term is of the form

$$\prod_{i=m}^1 A_{\sigma_k(t_i)},$$

where $1 \leq t_1 < \cdots < t_m \leq n$.

Since the indices $t_1, \ldots, t_m$ are guaranteed to be distinct, we have

$$\mathbb{E}\left[\prod_{i=m}^1 A_{\sigma_k(t_i)}\right] = \mathbb{E}\left[\prod_{i=1}^m A_{\sigma_k(t_i)}\right].$$

This expectation was evaluated in (B.6):

$$\mathbb{E}\left[\prod_{i=1}^m A_{\sigma_k(i)}\right] = \frac{(n - m)!}{n!} \left(\sum_{i=1}^n A_i\right)^m - \frac{(n - m)!}{n!} \sum_{j_1, \ldots, j_m \in [n] \text{ not unique}} \prod_{i=1}^m A_{j_i}.$$
We first start with
\[ \frac{(n-m)!}{n!} (nA)^m - \frac{(n-m)!}{m!} N_m. \]

Here, we decompose the expectation of \( \sum_{i=1}^m A_{k(i)} \) into the difference of \((nA)^m\) and \(N_m\). Note that all \( \binom{n}{m} \) terms in \( e_m(A_{k[n]}) \) have the same expectation, identical to the one evaluated above. Therefore, we have
\[
E[e_m(A_{k[n]})) = \binom{n}{m} \frac{(n-m)!}{n!} ((nA)^m - N_m) = \frac{(nA)^m}{m!} - \frac{N_m}{m!}
\]

Here, note one special case, \( m = 2 \):
\[
N_2 := \sum_{j_1, j_2 \in [n]} A_{j_1} A_{j_2} = \sum_{i=1}^n A_i^2,
\]
which is a sum of positive semi-definite matrices.

**Spectral norm bound.** Up to this point, we obtained the following equations for \( e_m(A_{k[n]}) \)’s:
\[
e_0(A_{k[n]}) = I,
e_1(A_{k[n]}) = nA,
E[e_2(A_{k[n]})] = \frac{1}{2} (nA)^2 - \frac{1}{2} \sum_{i=1}^n A_i^2,
E[e_m(A_{k[n]})] = \frac{(nA)^m}{m!} - \frac{N_m}{m!}, \text{ for } m = 3, \ldots, n.
\]
We substitute these to \( E[S_k] = \sum_{m=0}^{n} (-\eta)^m E[e_m(A_{k[n]})] \) and get
\[
E[S_k] = \sum_{m=0}^{n} \frac{(-\eta nA)^m}{m!} - \frac{\eta^2}{2} \sum_{i=1}^n A_i^2 - \sum_{m=3}^{n} (-\eta)^m \frac{N_m}{m!},
\]
and consequently,
\[
\|E[S_k]\| \leq \left\| \sum_{m=0}^{n} \frac{(-\eta nA)^m}{m!} \right\| + \sum_{m=3}^{n} \frac{\eta^m}{m!} \|N_m\|.
\]

In what follows, we will bound each of the norms to get an upper bound.

**B.6.2 Bounding each term of the spectral norm bound**

We first start with \( \left\| \sum_{m=0}^{n} \frac{(-\eta nA)^m}{m!} \right\| \). Note that for any eigenvalue \( s \) of the positive definite matrix \( A \), the corresponding eigenvalue of \( \sum_{m=0}^{n} \frac{(-\eta nA)^m}{m!} \) is \( \sum_{m=0}^{n} \frac{(-\eta ns)^m}{m!} \). Recall \( \eta \leq \frac{3}{16mL} \min \{1, \sqrt{\frac{n}{2}} \} \leq \frac{1}{4mL} \), so \( 0 \leq \eta s \leq 1/4 \) for any eigenvalue \( s \) of \( A \). Since \( t \mapsto \sum_{m=0}^{n} \frac{(-t)^m}{m!} \) is a positive and decreasing function on \([0,0.25]\) for any \( n \geq 2 \), the maximum singular value (i.e., spectral norm) of \( \sum_{m=0}^{n} \frac{(-\eta nA)^m}{m!} \) comes from the minimum eigenvalue of \( A \), hence
\[
\left\| \sum_{m=0}^{n} \frac{(-\eta nA)^m}{m!} \right\| \leq \sum_{m=0}^{n} \frac{(-\eta n\mu)^m}{m!}.
\]

As for \( \|N_m\| \) where \( m = 3, \ldots, n \), recall that \( N_m \) is a sum of \( n^m - \frac{n!}{(n-m)!} \) terms, and each of the terms has spectral norm bounded above by \( L^m \). Thus,
\[
\frac{1}{m!} \|N_m\| \leq \frac{1}{m!} \left( n^m - \frac{n!}{(n-m)!} \right) L^m = \left( \frac{n^m}{m!} - \frac{n}{m} \right) L^m \leq \frac{1}{2} n^{m-1} L^m,
\]
due to Lemma 13.
B.6.3 Concluding the proof

Putting the bounds together, we get

\[
\|\mathbb{E}[S_k]\| \leq \sum_{m=0}^{n} \frac{(-\eta n \mu)^m}{m!} + \frac{1}{2n} \sum_{m=3}^{n} (\eta n L)^m \\
\leq \sum_{m=0}^{2} \frac{(-\eta n \mu)^m}{m!} + \frac{1}{2n} \sum_{m=3}^{n} (\eta n L)^3 \\
\leq 1 - \eta n \mu + \frac{1}{2} (\eta n \mu)^2 + \frac{2}{3n} (\eta n L)^3.
\]

Here, we used \(\eta n L \leq 1/4\), and the fact that \(1 - t + \frac{t^2}{2} \geq \sum_{m=0}^{n} \frac{(-t)^m}{m!}\) for all \(t \in [0,0.25]\) and \(n \geq 2\). The remaining step is to show that the right hand side of the inequality is bounded above by \(1 - \frac{\eta n \mu}{2}\) for \(0 \leq \eta \leq \frac{3}{16nL} \min \{ 1, \sqrt{\frac{2}{\kappa}} \} \).

Define \(z = \eta n L\). Using this, we have

\[
g(z) := \frac{z}{2\kappa} - \frac{z^2}{2\kappa^2} - \frac{2z^3}{3n} \geq 0 \quad \text{for} \quad 0 \leq z \leq \frac{3}{1} \min \{ 1, \sqrt{\frac{2}{\kappa}} \},
\]

so it suffices to show the latter. One can check that \(g(0) = 0\), \(g'(0) > 0\) and \(g'(z)\) is monotonically decreasing in \(z \geq 0\), so \(g(z) \geq 0\) holds for \(z \in [0, c]\) for some \(c > 0\). This also means that if we have \(g(c) \geq 0\) for some \(c > 0\), \(g(z) \geq 0\) for all \(z \in [0,c]\).

First, consider the case \(\kappa \leq n\). Then, \(n/\kappa \geq 1\) and \(\kappa \geq 1\), so

\[
\frac{z}{2\kappa} - \frac{z^2}{2\kappa^2} - \frac{2z^3}{3n} = \frac{1}{2\kappa} \left( z - \frac{z^2}{\kappa} - \frac{4z^3}{3n/\kappa} \right) \geq \frac{1}{2\kappa} \left( z - z^2 - \frac{4z^3}{3} \right).
\]

We can check that the function \(z \mapsto z - z^2 - \frac{4z^3}{3}\) is strictly positive at \(z = \frac{3}{16}\). This means that \(g(\frac{3}{16}) > 0\), hence \(g(z) \geq 0\) for \(0 \leq z \leq \frac{3}{16}\).

Next, consider the case \(\kappa \geq n\). In this case, set \(z = c \sqrt{\frac{2}{\kappa}} \) where \(c = \frac{3}{16}\). Then,

\[
\frac{z}{2\kappa} - \frac{z^2}{2\kappa^2} - \frac{2z^3}{3n} = \frac{1}{2\kappa} \left( c \sqrt{\frac{2}{\kappa} - \frac{4c^3}{3} \sqrt{\frac{n}{\kappa}} \right) \geq \frac{1}{2\kappa} \left( c - \frac{4c^3}{3} \sqrt{\frac{n}{\kappa}} - \frac{4c^3}{3} \right).
\]

Note that \(\sqrt{\frac{2}{\kappa}} \leq 1\), and the function \(t \mapsto (c - \frac{4c^3}{3} t) - c^2 t^2 = \frac{183}{1024} t - \frac{9}{256} t^2 \) is nonnegative on \([0,1]\). Therefore, we have \(g(\frac{3}{16} \sqrt{\frac{2}{\kappa}}) \geq 0\), so \(g(z) \geq 0\) for \(0 \leq z \leq \frac{3}{16} \sqrt{\frac{2}{\kappa}}\).

B.7 Proof of Lemma 10

For this lemma, the proof is an extension of Lemma 8 in [20] from one dimension to higher dimensions. We use the law of total expectation to unwind the expectation \(\mathbb{E}[t_k]\), and use \(\sum_{i=1}^{n} b_i = 0\) to write

\[
\sum_{i_{m+1} \in [n] \setminus \{i_1, \ldots, i_m\}} b_{i_{m+1}} = -\sum_{i_{m+1} \in \{i_1, \ldots, i_m\}} b_{i_{m+1}}.
\]

which turns a sum of \(n - m\) terms into \(m\) terms. This trick reduces the bound by a factor of \(n\).

Now, expand the expectation of \(t_k\) as

\[
\mathbb{E}[t_k] = \mathbb{E} \left[ \sum_{j=1}^{n} \left( \prod_{t=n}^{j+1} (I - \eta A_{\delta(t)}) \right) b_{\delta(t)} \right] = \mathbb{E} \left[ \prod_{t=n}^{j+1} (I - \eta A_{\delta(t)}) b_{\delta(t)} \right].
\]
We can calculate the expectation using the law of total expectation.

\[
E \left[ \prod_{i=m}^{n} A_{\sigma_k(t_i)} b_{\sigma_k(j)} \right] = \sum_{j=1}^{n} \sum_{m=1}^{n-j} (-\eta)^m \sum_{j+1 \leq t_1 \leq \cdots \leq t_m \leq n} \left( \prod_{i=m}^{n} A_{\sigma_k(t_i)} \right) b_{\sigma_k(j)}
\]

where the elementary polynomial \( e_m \) is defined in (B.1). Now, fix any \( t_1, \ldots, t_m \) satisfying \( j + 1 \leq t_1 < \cdots < t_m \leq n \). Since all the indices \( j, t_1, \ldots, t_m \) in the product are unique, the expectation is the same for all \( \binom{n-j}{m} \) such terms:

\[
E \left[ \prod_{i=m}^{n} A_{\sigma_k(t_i)} b_{\sigma_k(j)} \right] = E \left[ \prod_{i=1}^{m} A_{\sigma_k(i)} b_{\sigma_k(m+1)} \right].
\]

We can calculate the expectation using the law of total expectation.

\[
E \left[ A_{\sigma_k(1)} A_{\sigma_k(2)} \cdots A_{\sigma_k(m)} b_{\sigma_k(m+1)} \right] = \sum_{i_1 \in [n]} A_{i_1} \mathbb{E} \left[ A_{\sigma_k(2)} \cdots A_{\sigma_k(m)} b_{\sigma_k(m+1)} \mid \sigma_k(1) = i_1 \right] \mathbb{P} \{ \sigma_k(t_1) = i_1 \}
\]

\[
= \frac{1}{n} \sum_{i_1 \in [n]} A_{i_1} \mathbb{E} \left[ A_{\sigma_k(2)} \cdots A_{\sigma_k(m)} b_{\sigma_k(m+1)} \mid \sigma_k(1) = i_1 \right]
\]

\[
= \frac{1}{n(n-1)} \sum_{i_1 \in [n]} \sum_{i_2 \in [n] \setminus \{i_1\}} A_{i_1} A_{i_2} \mathbb{E} \left[ A_{\sigma_k(3)} A_{\sigma_k(4)} \cdots A_{\sigma_k(m)} b_{\sigma_k(m+1)} \mid \sigma_k(1) = i_1, \sigma_k(2) = i_2 \right]
\]

\[
= \frac{1}{n} \sum_{i_1 \in [n]} \sum_{i_2 \in [n] \setminus \{i_1\}} \left( \prod_{i=1}^{m} A_{i_1} \right) \mathbb{E} \left[ b_{\sigma_k(m+1)} \mid \sigma_k(1) = i_1, \ldots, \sigma_k(m) = i_m \right]
\]

As a consequence, we get

\[
\left\| E \left[ \prod_{i=m}^{n} A_{\sigma_k(t_i)} b_{\sigma_k(j)} \right] \right\| \leq \frac{m}{n-m} L^m G,
\]

for each term in \( e_m(A_{\sigma_k[n]; j+1, n}) b_{\sigma_k(j)} \). Applying this to the norm of \( E[t_k] \) gives

\[
\| E[t_k] \| \leq \sum_{j=1}^{n} \sum_{m=1}^{n-j} \eta^m \left\| E \left[ e_m(A_{\sigma_k[n]; j+1, n}) b_{\sigma_k(j)} \right] \right\|
\]

\[
\leq \sum_{j=1}^{n} \sum_{m=1}^{n-j} \eta^m \left( \frac{n-j}{m} \right) \frac{m}{n-m} L^m G \leq \sum_{j=1}^{n} \sum_{m=1}^{n-j} \eta^m \left( \frac{n}{m} \right) \frac{m}{n-m} L^m G
\]

\[
= \sum_{j=1}^{n} \sum_{m=1}^{n-j} \eta^m \left( \frac{n}{m} \right) \frac{n-m+1}{n-m} L^m G \leq 2G \sum_{j=1}^{n} \sum_{m=1}^{n-j} \eta^m \frac{n-m+1}{n-m} L^m
\]

\[
\leq 2nG \frac{\eta L}{1-\eta nL} \leq 4\eta nL G,
\]

where the last steps used \( \eta nL \leq 0.5 \).
B.8 Proof of Lemma 11

B.8.1 Proof outline

First, recall that $S_t$ for $t > k$ is independent of $\sigma_k$. So

$$\mathbb{E} \left[ S_{K:k}^T S_{K:k+1} t_k \right] = \mathbb{E} \left[ S_{K:k}^T \mathbb{E} \left[ S_{K:k+1}^T S_{K:k+1} t_k \right] = \mathbb{E} \left[ S_k^T M t_k \right], \right.$$

where $M$ is a matrix satisfying $\|M\| \leq (1 - \eta \mu)^{K-k}$ (due to Lemma 6) that does not depend on $\sigma_k$. Recall that

$$S_k^T = \prod_{t=1}^n (I - \eta A_{\sigma_t(t)}) = \sum_{m=0}^n (-\eta)^m e_m(A_{\sigma_k[n]})^T,$$

$$t_k = \sum_{j=1}^{n+j} \left( \prod_{i=n}^{j} (I - \eta A_{\sigma_i(t)}) \right) b_{\sigma_k(j)}(j) \sum_{j=1}^{n+j} \left( (-\eta)^m A_{\sigma_k[n]; j+1, n} b_{\sigma_k(j)}(j). \right.$$}

where the elementary polynomial $e_m$ is defined in (B.1). Substituting these into $S_k^T M t_k$ gives

$$S_k^T M t_k = \sum_{j=1}^{n+j} \sum_{m=1}^{2n-j} (-\eta)^m \sum_{0 \leq m_2 \leq n-j} \sum_{1 \leq m_1 \leq n} \sum_{m_1 + m_2 = m} e_m(A_{\sigma_k[n]})^T M e_{m_2}(A_{\sigma_k[n]; j+1, n}) b_{\sigma_k(j)}(j).$$

The rest of the proof is decomposing and bounding the vector $c_{j,m}$ for each $j = 1, \ldots, n$ and $m = 1, \ldots, 2n - j$ to get the desired bound on the norm of $\mathbb{E}[S_k^T M t_k]$.

B.8.2 Decomposing the terms in the vector $c_{j,m}$ into three categories

Now fix any $j \in [n]$ and $m \in [2n - j]$, and consider any $m_1$ and $m_2$ satisfying $m_1 + m_2 = m$. Then, the product $e_m(A_{\sigma_k[n]})^T M e_{m_2}(A_{\sigma_k[n]; j+1, n}) b_{\sigma_k(j)}$ in $c_{j,m}$ consists of $\binom{n}{m_1} \binom{n-j}{m_2}$ terms of the following form:

$$\left( \prod_{i=1}^{m_1} A_{\sigma_i(s_i)} \right) M \left( \prod_{i=m_2}^{n} A_{\sigma_i(t_i)} \right) b_{\sigma_k(j)}.$$

where $1 \leq s_1 < \cdots < s_{m_1} \leq n$, and $j + 1 \leq t_1 < \cdots < t_{m_2} \leq n$.

Among them, $\binom{n-1}{m-1} \binom{n-j}{m_2}$ terms have the property that $j \notin \{s_1, \ldots, s_{m_1}\}$. The remaining $\binom{n-1}{m_1} \binom{n-j}{m_2}$ terms satisfy $j \in \{s_1, \ldots, s_{m_1}\}$.

Using this observation, we decompose $c_{j,m}$ into two terms $c_{j,m} = d_{j,m} + r_{j,m}$. Here, $d_{j,m}$ is a sum of terms in $c_{j,m}$ with $s_1, \ldots, s_{m_1}$ that satisfies $j \notin \{s_1, \ldots, s_{m_1}\}$, and $r_{j,m}$ is the sum of the remaining terms.

$$d_{j,m} := \sum_{0 \leq m_2 \leq n-j \leq m_1 + m_2 \leq n} \left( \prod_{i=1}^{m_1} A_{\sigma_i(s_i)} \right) M \left( \prod_{j=m_2}^{n} A_{\sigma_i(t_i)} \right) b_{\sigma_k(j)},$$

$$r_{j,m} := c_{j,m} - d_{j,m}.$$

Then, we will bound the sum of terms in $d_{j,m}$ and $r_{j,m}$ separately. There are three categories we consider:

1. Bounding $r_{j,m}$,
2. Bounding $d_{j,m}$ for $m \geq n/2$. 

30
3. Bounding $d_{j,m}$, for $m < n/2$.

The first two categories are straightforward, and the last category requires the law of total expectation trick. We will first state the bounds for the first two and then move on to the third.

B.8.3 Directly bounding the first two categories

For the first category, the norm of each term in $r_{j,m}$ can be easily bounded:

$$
\left\| \left( \prod_{i=1}^{m_1} A_{\mathbf{r}_i(s_i)} \right) M \left( \prod_{i=m_2}^{n} A_{\mathbf{r}_i(t_i)} \right) b_{\mathbf{r}_j(j)} \right\| \leq (1 - \eta n \mu)^{K-k} L^m G.
$$

Since there are $(\frac{n-1}{m_1-1})(\frac{n-j}{m_2})$ terms in $r_{j,m}$ for each $m_1, m_2$ satisfying $m_1 + m_2 = m$, we have

$$
\|r_{j,m}\| \leq (1 - \eta n \mu)^{K-k} L^m G \sum_{1 \leq m_1 \leq n} \sum_{1 \leq m_2 \leq n-j} (\frac{n-1}{m_1-1})(\frac{n-j}{m_2})
$$

$$
\leq (1 - \eta n \mu)^{K-k} L^m G \sum_{0 \leq m_1 \leq n-1} \sum_{0 \leq m_2 \leq n-j} (\frac{n-1}{m_1})(\frac{n-j}{m_2})
$$

$$
= (1 - \eta n \mu)^{K-k} \left( \frac{2n-j-1}{m-1} \right) L^m G \leq (1 - \eta n \mu)^{K-k} (2n)^{m-1} L^m G.
$$

(B.13)

For the second category where $m \geq n/2$, the norm of each term in $d_{j,m}$ can be bounded by $(1 - \eta n \mu)^{K-k} L^m G$ in the same way. Now, since there are $(\frac{n-1}{m_1})(\frac{n-j}{m_2})$ terms for each $m_1$ and $m_2$, we have

$$
\|d_{j,m}\| \leq (1 - \eta n \mu)^{K-k} L^m G \sum_{1 \leq m_1 \leq n-1} \sum_{1 \leq m_2 \leq n-j} (\frac{n-1}{m_1})(\frac{n-j}{m_2})
$$

$$
\leq (1 - \eta n \mu)^{K-k} L^m G \sum_{0 \leq m_1 \leq n-1} \sum_{0 \leq m_2 \leq n-j} (\frac{n-1}{m_1})(\frac{n-j}{m_2})
$$

$$
= (1 - \eta n \mu)^{K-k} \left( \frac{2n-j-1}{m} \right) L^m G \leq (1 - \eta n \mu)^{K-k} \left( \frac{2n}{m} \right) L^m G.
$$

Since $m \geq n/2$, we can upper-bound $\left( \frac{2n}{m} \right)$ with a constant multiple of $\left( \frac{2n}{m-1} \right)$:

$$
\left( \frac{2n}{m} \right) = \frac{2n - m + 1}{m} \left( \frac{2n}{m-1} \right) \leq 4 \left( \frac{2n}{m-1} \right),
$$

where the inequality holds because

$$
m \geq n/2 \text{ and } n \geq 2 \Rightarrow 5m \geq 2n + 1 \equiv 4m \geq 2n - m + 1.
$$

Therefore, if $m \geq n/2$,

$$
\|d_{j,m}\| \leq 4(1 - \eta n \mu)^{K-k} (2n)^{m-1} L^m G.
$$

(B.14)

B.8.4 Bounding the third category using the law of total expectation

We will show a similar bound for $\|E[d_{j,m}]\|$ in case of $m < n/2$ as well, but the third category requires a bit more care. For $m < n/2$, we need to use the law of total expectation to exploit the fact that $\sum_i b_i = 0$ and reduce a factor of $n$. 
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Now consider the expectation for a term in $d_{j,m}$:

$$E \left[ \left( \prod_{i=1}^{m_1} A_{\sigma_k(s_i)} \right) M \left( \prod_{i=m_2}^{1} A_{\sigma_k(t_i)} \right) b_{\sigma_k(j)} \right].$$

We will use the law of total expectation to bound the norm of this expectation. One thing we should be careful of is that there may be overlapping indices between $\{s_1, \ldots, s_{m_1}\}$ and $\{t_1, \ldots, t_{m_2}\}$. For now, let us assume that there are no overlapping indices; hence, $s_1, \ldots, s_{m_1}, t_1, \ldots, t_{m_2}, j$ are all distinct. Then, the expectation can be expanded as the following.

$$\begin{align*}
E \left[ \left( \prod_{i=1}^{m_1} A_{\sigma_k(s_i)} \right) M \left( \prod_{i=m_2}^{1} A_{\sigma_k(t_i)} \right) b_{\sigma_k(j)} \right] &= \sum_{i_1 \in [n]} E \left[ \left( \prod_{i=1}^{m_1} A_{\sigma_k(s_i)} \right) M \left( \prod_{i=m_2}^{1} A_{\sigma_k(t_i)} \right) b_{\sigma_k(j)} \mid \sigma_k(s_1) = i_1 \right] P[\sigma_k(s_1) = i_1] \\
&= \frac{1}{n} \sum_{i_1 \in [n]} A_{i_1} E \left[ \left( \prod_{i=1}^{m_1} A_{\sigma_k(s_i)} \right) M \left( \prod_{i=m_2}^{1} A_{\sigma_k(t_i)} \right) b_{\sigma_k(j)} \mid \sigma_k(s_1) = i_1 \right] \\
&= \frac{1}{n(n-1)} \sum_{i_1 \in [n]} \sum_{i_2 \in [n]} A_{i_1} A_{i_2} E \left[ \left( \prod_{i=1}^{m_1} A_{\sigma_k(s_i)} \right) M \left( \prod_{i=m_2}^{1} A_{\sigma_k(t_i)} \right) b_{\sigma_k(j)} \mid \sigma_k(s_1) = i_1, \sigma_k(s_2) = i_2 \right] \\
&= \frac{(n-m)!}{n!} \sum_{i_1 \in [n]} \sum_{i_{m_1} \in [n] \setminus \{i_1, \ldots, i_{m_1-1}\}} \sum_{l_{m_2} \in [n] \setminus \{i_1, \ldots, i_{m_1}\}} \sum_{l_1 \in [n] \setminus \{i_1, \ldots, i_{m_1}, j, \ldots, j_{m_2}\}} \\
&\quad \prod_{i=1}^{m_1} A_{i_1} \prod_{i=m_2}^{1} A_{l_i} E \left[ b_{\sigma_k(j)} \mid \sigma_k(s_1) = i_1, \ldots, \sigma_k(t_{m_2}) = l_{m_2} \right].
\end{align*}$$

Here, by $\sum b_i = 0$,

$$\begin{align*}
E \left[ b_{\sigma_k(j)} \mid \sigma_k(s_1) = i_1, \ldots, \sigma_k(t_{m_2}) = l_{m_2} \right] &= \frac{1}{n-m} \sum_{t \in [n] \setminus \{i_1, \ldots, i_{m_1}, j, \ldots, j_{m_2}\}} b_t \\
&= -\frac{1}{n-m} \sum_{t \in \{i_1, \ldots, i_{m_1}, j, \ldots, j_{m_2}\}} b_t.
\end{align*}$$

Putting these together, we can get a bound on the norm of the expectation:

$$\begin{align*}
\left\| E \left[ \left( \prod_{i=1}^{m_1} A_{\sigma_k(s_i)} \right) M \left( \prod_{i=m_2}^{1} A_{\sigma_k(t_i)} \right) b_{\sigma_k(j)} \right] \right\| &\leq \frac{(n-m)!}{n!} \sum_{i_1 \in [n]} \sum_{i_{m_1} \in [n] \setminus \{i_1, \ldots, i_{m_1-1}\}} \sum_{l_{m_2} \in [n] \setminus \{i_1, \ldots, i_{m_1}\}} \sum_{l_1 \in [n] \setminus \{i_1, \ldots, i_{m_1}, j, \ldots, j_{m_2}\}} \\
&\quad \prod_{i=1}^{m_1} A_{i_1} \prod_{i=m_2}^{1} A_{l_i} \left( \frac{1}{n-m} \sum_{t \in \{i_1, \ldots, i_{m_1}, j, \ldots, j_{m_2}\}} b_t \right) \\
&\leq (1-\eta \eta \mu)^{K-k} \frac{m}{m} L^m G.
\end{align*}$$

What if there are overlapping indices between $\{s_1, \ldots, s_{m_1}\}$ and $\{t_1, \ldots, t_{m_2}\}$? Suppose the union of the two sets has $\tilde{m} < m$ elements. Notice that even in this case, $j$ does not overlap with any $s_i$ or $t_i$. So, we can do a similar calculation and use the $\sum b_i = 0$ trick at the end. This gives

$$\begin{align*}
\left\| E \left[ \left( \prod_{i=1}^{m_1} A_{\sigma_k(s_i)} \right) M \left( \prod_{i=m_2}^{1} A_{\sigma_k(t_i)} \right) b_{\sigma_k(j)} \right] \right\| &\leq (1-\eta \eta \mu)^{K-k} \frac{\tilde{m}}{\tilde{m}} L^m G
\end{align*}$$
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where the last inequality used \( \eta \). This is because

\[
\left\| \mathbf{E}[d_{j,m}] \right\| \leq (1 - \eta \mu)^{K-k} \frac{m}{n-m} L^m G, \\
\sum_{0 \leq m_1 \leq n-1 \atop 1 \leq m_2 \leq n-j \atop m_1 + m_2 = m} \binom{n-1}{m_1} \binom{n-j}{m_2}
\]

so the same upper bound holds even for the terms with overlapping indices. Now, since there are \( \binom{n-1}{m_1} \binom{n-j}{m_2} \) such terms for each \( m_1 \) and \( m_2 \), we have

\[
\left\| \mathbf{E}[d_{j,m}] \right\| \leq (1 - \eta \mu)^{K-k} \frac{m}{n-m} L^m G \sum_{0 \leq m_1 \leq n-1 \atop 1 \leq m_2 \leq n-j \atop m_1 + m_2 = m} \binom{n-1}{m_1} \binom{n-j}{m_2}
\]

\[
\leq (1 - \eta \mu)^{K-k} \frac{m}{n-m} \left( \frac{2n-j-1}{m} \right) L^m G.
\]

Note that

\[
\frac{m}{n-m} \left( \frac{2n-j-1}{m} \right) \leq \frac{m}{n-m} \left( \frac{2n}{m} \right) = \frac{2n-m+1}{n-m} \left( \frac{2n}{m-1} \right) \leq 3 \left( \frac{2n}{m-1} \right),
\]

this is because

\[
m < n/2 \Rightarrow 2m+1 \leq n \\
\iff 2m+1 + (2n-3m) \leq n + (2n-3m) \\
\iff \frac{2m+1 + (2n-3m)}{n + (2n-3m)} = \frac{2n-m+1}{3n-3m} \leq 1.
\]

Thus, for \( m < n/2 \), we obtain the following bound on \( \left\| \mathbf{E}[d_{j,m}] \right\| \):

\[
\left\| \mathbf{E}[d_{j,m}] \right\| \leq 3(1 - \eta \mu)^{K-k} (2n)^{m-1} L^m G. \tag{B.15}
\]

**B.8.5 Concluding the proof**

Finally, using the bounds (B.13), (B.14), and (B.15), we get

\[
\left\| \mathbf{E}[S^T_k M] \right\| \leq \sum_{j=1}^{n} \sum_{m=1}^{2n-j} \eta^m \left( \left\| \mathbf{E}[e_{j,m}] \right\| \right) \leq \sum_{j=1}^{n} \sum_{m=1}^{2n-j} \eta^m \left( \left\| \mathbf{E}[d_{j,m}] \right\| + \left\| \mathbf{E}[r_{j,m}] \right\| \right)
\]

\[
\leq \sum_{j=1}^{n} \sum_{m=1}^{2n-j} 5(1 - \eta \mu)^{K-k} (2n)^{m-1} \eta^m L^m G \\
\leq 5(1 - \eta \mu)^{K-k} n G \frac{\eta L}{1-2\eta n L} \leq 10(1 - \eta \mu)^{K-k} \eta n L G,
\]

where the last inequality used \( \eta \leq \frac{1}{4nL} \).

**B.9 Technical lemmas on binomial coefficients**

**Lemma 12.** For any \( n \in \mathbb{N} \) and \( 2 \leq m \leq n \),

\[
\binom{2n}{m} - 2^n \binom{n}{m} \leq \frac{(2n)^m}{m!} - 2^m \binom{n}{m} \leq \frac{(2n)^{m-1}}{(m-2)!}.
\]

**Proof.** The first inequality is straightforward from

\[
\binom{2n}{m} = \frac{2n(2n-1) \ldots (2n-m+1)}{m!} \leq \frac{(2n)^m}{m!}.
\]
The remaining inequality is shown with mathematical induction. For the base case \((m = 2)\),

\[
\frac{(2n)^2}{2!} - 2^2 \binom{n}{2} = 2n^2 - 4 \frac{n(n-1)}{2} = 2n = \frac{(2n)^{2-1}}{(2-2)!},
\]

so the inequality holds with equality. For the inductive case, suppose

\[
\frac{(2n)^m}{m!} - 2^m \binom{n}{m} \leq \frac{(2n)^{m-1}}{(m-2)!}
\]

holds, where \(2 \leq m \leq n - 1\). Then,

\[
\frac{(2n)^{m+1}}{(m+1)!} - 2^{m+1} \binom{n}{m+1} = \frac{2n}{m+1} \left( \frac{(2n)^m}{m!} - 2^m \binom{n}{m} \right)
\]

\[
\leq \frac{2n}{m+1} \left( \frac{(2n)^m}{m!} + 2(n - m) \frac{(2n)^{m-1}}{(m-2)!} \right)
\]

\[
= \frac{(2n)^{m-1}}{(m+1)(m-2)!} \left( \frac{4n}{m-1} + 2(n - m) \right)
\]

\[
= \frac{(2n)^{m-1}}{(m+1)(m-2)!} \left( \frac{2mn + 2n - 2m^2 + 2m}{m-1} \right)
\]

\[
= \frac{(2n)^m}{m!} \frac{mn + n - m^2 + m}{n(m+1)}
\]

It now suffices to check that \(\frac{mn + n - m^2 + m}{n(m+1)} \leq 1\).

\[
\frac{mn + n - m^2 + m}{n(m+1)} \leq 1 \iff mn + n - m^2 + m \leq mn + n \iff m \leq m^2.
\]

Since \(m \geq 2\), the inequality holds. This finishes the proof.

**Lemma 13.** For any \(n \in \mathbb{N}\) and \(2 \leq m \leq n\),

\[
\frac{n^m}{m!} - \binom{n}{m} \leq \frac{n^{m-1}}{2(m-2)!},
\]

*Proof.* The is shown with mathematical induction. For the base case \((m = 2)\),

\[
\frac{n^2}{2!} - \binom{n}{2} = \frac{n^2}{2} - \frac{n(n-1)}{2} = \frac{n}{2},
\]

so the inequality holds with equality. For the inductive case, suppose

\[
\frac{n^m}{m!} - \binom{n}{m} \leq \frac{n^{m-1}}{2(m-2)!}
\]

holds, where \(2 \leq m \leq n - 1\). Then,

\[
\frac{n^{m+1}}{(m+1)!} - \binom{n}{m+1} = \frac{n}{m+1} \left( \frac{n^m}{m!} - \frac{n - m}{m+1} \binom{n}{m} \right)
\]

\[
= \frac{n}{m+1} \frac{n^m}{m!} + \frac{n - m}{m+1} \left( \binom{n}{m} - \binom{n}{m} \right)
\]
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where

\[ \frac{2(m+1)(m-2)!}{(2m+1)2(m-2)!} = \frac{2(m+1)(m-2)!}{mn + n - m^2 + m} \]

It now suffices to check that

\[ \frac{mn+n-m^2+m}{n(m+1)} \leq 1 \]

Since \( m \geq 2 \), the inequality holds. This finishes the proof.

\[ \square \]

C RandomShuffle: Tail average bound for strongly convex quadratics

In this section, we provide details for Remark 3. We first state the theorem for the tail average iterate, which improves the leading constants of Theorem 2 by a factor of \( \kappa \). We will then provide the proof for Theorem 14 in the subsequent subsections.

**Theorem 14 (Tail averaging).** Assume that \( F(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x) = \frac{1}{2}x^T Ax \) and \( F \) is \( \mu \)-strongly convex. Let \( f_i(x) := \frac{1}{2}x^T A_i x + \eta_i^T x \) and \( f_i \in C_{\ell}^{\ell}(\mathbb{R}^d) \). Consider RandomShuffle for the number of epochs \( K \) satisfying

\[ K \geq 128 \kappa \max\{1, \sqrt{\frac{\kappa}{n}}\} \log(nK) \]

step size \( \eta_i^k = \eta := \frac{16 \log(nK)}{\mu K^3} \), and initialization \( x_0 \). Then, the following bound holds for some \( c_1 = O(n^3) \), and \( c_2 = O(n^3) \):

\[ \mathbb{E}[F(\bar{x})] - F^* \leq \frac{\mu \|x_0\|^2}{16n^2K^2} + \frac{c_1 \cdot \log^2(nK)}{n^2K^2} + \frac{c_2 \cdot \log^2(nK)}{nK^3} \]

where \( \bar{x} \) is the tail average of the iterates \( \bar{x} = \frac{\sum_{i=1}^{K} x_i^k}{K-K/2+1} \).

C.1 Proof outline

Recall the definitions

\[ f_i(x) := \frac{1}{2}x^T A_i x + \eta_i^T x, \quad F(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x) = \frac{1}{2}x^T Ax, \]

where \( f_i \)'s are \( L \)-smooth and \( F \) is \( \mu \) strongly convex. This is equivalent to saying that \( \|A_i\| \leq L \) and \( A := \frac{1}{n} \sum_{i=1}^{n} A_i \succeq \mu I \). Also note that \( F \) is minimized at \( x^* = 0 \) and \( \sum_{i=1}^{n} b_i = 0 \). We let \( G := \max_{i \in [n]} \|b_i\| \).

In order to get a bound for tail average of the iterates, we need to modify our proof technique a bit. Instead of unrolling all the update equations (as done in Theorem 2), we only consider one epoch, and derive a per-epoch improvement bound. In the Proof of Theorem 2, we derived the epoch update equation:

\[ x_0^{k+1} = \left[ \prod_{t=n}^{j-1} (I - \eta A_{\sigma_t(i)}) \right] x_0^k - \eta \left[ \sum_{j=1}^{n} \left( \prod_{t=n}^{j-1} (I - \eta A_{\sigma_t(i)}) \right) b_{\sigma_t(j)} \right] \]

where \( x_0^k = S_k x_0 - \eta t_k. \)
Using this update, the expected distance to the optimum squared $\|x_0^{k+1}\|^2$ given $x_0^k$ is

$$
\mathbb{E}[\|x_0^{k+1}\|^2] = \mathbb{E}[\|S_k x_0^k\|^2] - 2\eta \mathbb{E}[\langle S_k x_0^k, t_k \rangle] + \eta^2 \mathbb{E}[\|t_k\|^2]
$$

$$
= \mathbb{E}[\|S_k x_0^k\|^2] - 2\eta \langle x_0^k, \mathbb{E}[S_k^T t_k] \rangle + \eta^2 \mathbb{E}[\|t_k\|^2]
$$

$$
\leq \mathbb{E}[\|S_k x_0^k\|^2] + 2\eta \|x_0^k\| \|\mathbb{E}[S_k^T t_k]\| + \eta^2 \mathbb{E}[\|t_k\|^2],
$$

where the last inequality is due to Cauchy-Schwarz. We now bound each term in the right hand side. The first term can be bounded by a slight refinement of the first contraction bound (Lemma 6).

**Lemma 15** (3rd contraction bound). For any $0 \leq \eta \leq \frac{1}{8\mu} \min\{1, \sqrt{\frac{\mu}{K}}\}$,

$$
\mathbb{E}[\|S_k^T t_k\|] \leq 10\eta n L G, \quad \mathbb{E}[\|t_k\|^2] \leq 18\eta^2 n^3 L^2 G^2 \log n.
$$

Substituting these bounds, we get

$$
\mathbb{E}[\|x_0^{k+1}\|^2] \leq \left(1 - \frac{\eta n \mu}{2}\right) \|x_0^k\|^2 - 2\eta n F(x_0^k) + 20\eta^2 n L G \|x_0^k\| + 18\eta^4 n^3 L^2 G^2 \log n.
$$

We then use the AM-GM inequality $ab \leq \frac{a^2 + b^2}{2}$ on $a = \frac{20\sqrt{2} n^{3/2} n^{1/2} L G}{\mu^{1/2}}$ and $b = \sqrt{\frac{\mu}{2}} \|x_0^k\|$, and get

$$
\mathbb{E}[\|x_0^{k+1}\|^2] \leq \left(1 - \frac{\eta n \mu}{4}\right) \|x_0^k\|^2 - 2\eta n F(x_0^k) + \frac{400\eta^3 n L^2 G^2}{\mu} + 18\eta^4 n^3 L^2 G^2 \log n. \quad \text{(C.1)}
$$

Now, consider the following rearrangement of (C.1)

$$
2\eta n \mathbb{E}[F(x_0^k)] \leq \left(1 - \frac{\eta n \mu}{4}\right) \mathbb{E}[\|x_0^k\|^2] - \mathbb{E}[\|x_0^{k+1}\|^2] + \frac{400\eta^3 n L^2 G^2}{\mu} + 18\eta^4 n^3 L^2 G^2 \log n.
$$

Summing up both sides of the inequality for $k = \lceil K/2 \rceil, \ldots, K$ gives

$$
2\eta n \sum_{k=\lceil K/2 \rceil}^{K} \mathbb{E}[F(x_0^k)] \leq \left(1 - \frac{\eta n \mu}{4}\right) \mathbb{E}[\|x_0^{\lceil K/2 \rceil}\|^2]
$$

$$
+ \left(K - \left\lceil \frac{K}{2} \right\rceil + 1\right) \left(\frac{400\eta^3 n L^2 G^2}{\mu} + 18\eta^4 n^3 L^2 G^2 \log n\right).
$$

Unwinding the recursion (C.1) from $k = \lceil K/2 \rceil - 1$ until $k = 1$ (while using $F(x) \geq 0$), we obtain

$$
\mathbb{E}[\|x_0^{\lceil K/2 \rceil}\|^2] \leq \left(1 - \frac{\eta n \mu}{4}\right)^{\lceil K/2 \rceil - 1} \|x_0^1\|^2
$$

$$
+ \left(\left\lceil \frac{K}{2} \right\rceil - 1\right) \left(\frac{400\eta^3 n L^2 G^2}{\mu} + 18\eta^4 n^3 L^2 G^2 \log n\right),
$$

so by substitution we have

$$
2\eta n \sum_{k=\lceil K/2 \rceil}^{K} \mathbb{E}[F(x_0^k)] \leq \left(1 - \frac{\eta n \mu}{4}\right)^{\lceil K/2 \rceil} \|x_0^1\|^2 + \frac{400\eta^3 n K L^2 G^2}{\mu} + 18\eta^4 n^3 K L^2 G^2 \log n.
$$

36
Now, we take the average of both sides by dividing both sides by \( K - \lceil K/2 \rceil + 1 \). We then further divide both sides by \( 2\eta n \) and apply Jensen’s inequality to get a bound on the tail average \( \bar{F} := \frac{\sum_{k=0}^{K} \mathbf{E}[F(x^k_0)]}{K - \lceil K/2 \rceil + 1} \):

\[
\mathbb{E}[F(\bar{x})] \leq \frac{\sum_{k=0}^{K} \mathbb{E}[F(x^k_0)]}{K - \lceil K/2 \rceil + 1} \leq \frac{1}{\eta K} \left( 1 - \frac{\eta n \mu}{4} \right)^{\lceil K/2 \rceil} \|x^0_0\|^2 + \frac{400\eta^2 L^2 G^2}{\mu} + 18\eta^3 n^2 L^2 G^2 \log n,
\]

where the last inequality used \( K - \lceil K/2 \rceil + 1 \geq K/2 \). Lastly, substituting \( \eta = \frac{16 \log n K}{\mu K} \) gives us

\[
\left( 1 - \frac{\eta n \mu}{4} \right)^{\lceil K/2 \rceil} = \left( 1 - \frac{4 \log n K}{K} \right)^{\lceil K/2 \rceil} \leq \left( 1 - \frac{2 \log n K}{\lceil K/2 \rceil} \right) \leq \frac{1}{n^2 K^2}.
\]

This results in the bound

\[
\mathbb{E}[F(\bar{x}) - F] \leq \frac{\mu}{16n^2 K^2} \|x^0_0\|^2 + \mathcal{O} \left( \frac{L^2 G^2}{\mu^3} \left( \frac{\log^2 (nK)}{n^2 K^2} + \frac{\log^4 (nK)}{nK^3} \right) \right),
\]

as desired. Recall that the bound holds for \( \eta \leq \frac{1}{8\mu} \min\{1, \sqrt{\frac{n}{K}} \} \), so \( K \) must be large enough so that

\[
\frac{16 \log n K}{\mu n K} \leq \frac{1}{8\mu L} \min \left\{ 1, \sqrt{\frac{n}{K}} \right\}.
\]

This gives us the epoch requirement \( K \geq 128K \max\{1, \sqrt{\frac{n}{K}} \} \log nK \).

### C.2 Proof of the third contraction bound (Lemma 15)

The proof is an extension of the proof of Lemma 6, so we recommend the authors to read Section B.3 before reading this subsection. From the definition \( F(x^k_0) = \frac{1}{2} (x^k_0)^T A x^k_0 \), we have

\[
\mathbb{E} \left[ \left\| S_k x^k_0 \right\|^2 \right] = (x^k_0)^T \mathbb{E}[S_k^T S_k] x^k_0 = (x^k_0)^T \left( \mathbb{E}[S_k^T S_k] + \eta n A \right) x^k_0 - \eta n (x^k_0)^T A x^k_0 \leq \left\| \mathbb{E}[S_k^T S_k] + \eta n A \right\| \left\| x^k_0 \right\|^2 - 2\eta n F(x^k_0).
\]

The remainder of the proof is to bound \( \left\| \mathbb{E}[S_k^T S_k] + \eta n A \right\| \leq 1 - \frac{m n}{2} \) for \( 0 \leq \eta \leq \frac{1}{8\mu} \min\{1, \sqrt{\frac{n}{K}} \} \).

As seen in (B.7) (Section B.3), the expectation of \( S_k^T S_k \) reads

\[
\mathbb{E}[S_k^T S_k] = \sum_{m=0}^{n} \frac{(-2\eta n A)^m}{m!} - \eta^2 \sum_{i=1}^{n} A_i^2 + \sum_{m=3}^{n} (-\eta)^m \left( \mathbb{E}[R_m] - \frac{2m}{m!} N_m \right) + \sum_{m=n+1}^{2n} (-\eta)^m \mathbb{E}[C_m],
\]

where \( C_m, R_m, N_m \) are defined in (B.3), (B.5) and (B.6). Then,

\[
\left\| \mathbb{E}[S_k^T S_k] + \eta n A \right\| \leq \left\| \eta n A + \sum_{m=0}^{n} \frac{(-2\eta n A)^m}{m!} \right\| + \sum_{m=3}^{n} \eta^m \left( \left\| \mathbb{E}[R_m] \right\| + \frac{2m}{m!} \left\| N_m \right\| \right) + \sum_{m=n+1}^{2n} \eta^m \left\| \mathbb{E}[C_m] \right\|,
\]
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We can check that the function $z$ is monotonic decreasing in $z \geq 0$, so $g(z) \geq 0$ holds for $z \in [0, c]$ for some $c > 0$. This also means that if we have $g(c) \geq 0$ for some $c > 0$, $g(z) \geq 0$ for all $z \in [0, c]$.

First, consider the case $\kappa \leq n$. Then, $n/\kappa \geq 1$ and $\kappa \geq 1$, so 
\[
\frac{z}{4\kappa} - \frac{z^2}{2\kappa^2} - \frac{2z^3}{n} = \frac{1}{4\kappa} \left( z - \frac{2z^2}{\kappa} - \frac{8z^3}{n/\kappa} \right) \geq \frac{1}{4\kappa} \left( z - 2z^2 - 8z^3 \right).
\]

We can check that the function $z \mapsto z - 2z^2 - 8z^3$ is zero at $z = \frac{1}{3}$. This means that $g(z) \geq 0$ for $0 \leq z \leq \frac{1}{3}$.

Next, consider the case $\kappa \geq n$. In this case, set $z = c \sqrt{\frac{n}{\kappa}}$ where $c = \frac{1}{4}$. Then, 
\[
\frac{z}{4\kappa} - \frac{z^2}{2\kappa^2} - \frac{2z^3}{n} = \frac{1}{4\kappa} \left( c \sqrt{\frac{n}{\kappa}} - \frac{2c^2n}{\kappa^2} - 8c^3 \sqrt{\frac{n}{\kappa}} \right) \geq \frac{1}{4\kappa} \left( c - 8c^3 \right) \sqrt{\frac{n}{\kappa}} - 2c^2 \frac{n}{\kappa}.
\]

Note that $\sqrt{\frac{n}{\kappa}} \leq 1$, and the function $t \mapsto (c - 8c^3) t - 2c^2 t^2 = \frac{1}{8} - \frac{t^2}{8}$ is nonnegative on $[0,1]$. Therefore, we have $g\left(\frac{1}{4} \sqrt{\frac{n}{\kappa}}\right) \geq 0$, so $g(z) \geq 0$ for $0 \leq z \leq \frac{1}{4} \sqrt{\frac{n}{\kappa}}$. 
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D Analysis of varying step sizes (Proofs of Theorems 3 and 4)

Throughout this section, since Theorems 3 and 4 assume the bounded iterates assumption (Assumption 1) and the $L$-smoothness of $f_i$'s, one can assume that $f_i$'s are Lipschitz continuous. In particular, one can assume that there exists $G > 0$ such that $\|\nabla f_i(x)\| \leq G$ for all $i, j \in [n]$ and $k \geq 1$.

D.1 Preliminaries: existing per-iteration/-epoch bounds

We first review the progress bounds for RANDOMSHUFFLE developed in Nagaraj, Jain, and Netrapalli [14], which are crucial for our varying step sizes analysis. Note that for RANDOMSHUFFLE, there are two different types of analyses:

1. Per-iteration analysis where one characterizes the progress made at each iteration.

2. Per-epoch analysis where one characterizes the aggregate progress made over one epoch.

For per-iteration analysis, [14] develops coupling arguments to prove that the progress made by RANDOMSHUFFLE is not worse than SGD. In particular, their coupling arguments demonstrate the closeness in expectation between the iterates of without- and with-replacement SGD. The following is a consequence of their coupling argument:

**Proposition 16** (Per-iteration analysis [14, implicit in Section A.1]). Assume for $L, G, \mu > 0$ that each component function $f_i$ is convex, $G$-Lipschitz and $L$-smooth and the cost function $F$ is $\mu$-strongly convex. Then, for any step size for the $(i+1)$-th iteration of the $k$-th epoch such that $\eta_{i+1}^k \leq \frac{2}{L}$, the following bound holds between the adjacent iterates:

$$
E \|x_{i+1}^k - x^*\|^2 \leq \left(1 - \frac{\eta_{i+1}^k \mu}{2}\right) \cdot E \|x_i^k - x^*\|^2 + 3(\eta_{i+1}^k)^2G^2 + 4(\eta_{i+1}^k)^3kLG^2. \tag{D.1}
$$

where the expectation is taken over the randomness within the $k$-th epoch.

However, with the above analysis, one can only obtain results comparable to SGD, as manifested in [14, Theorem 2]. In order to characterize better progress, one needs to characterize the aggregate progress made over one epoch as a whole:

**Proposition 17** (Per-epoch analysis [14, implicit Section 5.1]). Under the same setting as Proposition 16, let $\eta_k \leq \frac{2}{L}$ be the step size for the $k$-th epoch, i.e., $\eta_i^k \equiv \eta_k$ for $i = 1, 2, \ldots, n$. Then, the following bound holds between the output of the $k$-th and $(k-1)$-th epochs $x_0^{k+1}$ and $x_0^k$:

$$
E \|x_0^{k+1} - x^*\|^2 \leq \left(1 - 3n\eta_k \mu/4 + n^2(\eta_k)^2L^2\right) \cdot \|x_0^k - x^*\|^2 - 2n\eta_k (1 - 4n\eta_k L) \cdot (EF(x_0^k) - F(x^*)) + 20n^2(\eta_k)^3kLG^2 + 5n^3(\eta_k)^4L^2G^2. \tag{D.2}
$$

where the expectation is taken over the randomness within the $k$-th epoch.

Having these per-iteration/-epoch progress bounds, the final ingredient of the non-asymptotic convergence rate analysis is to turn these bounds into across-epochs global convergence bounds.

D.2 Chung’s lemma: an analytic tool for varying stepsize

To illustrate our varying step sizes analysis, let us warm up with the per-iteration progress bound in Proposition 16. Since Proposition 16 works for any iterations, one can disregard the epoch structure and simply denote by $x_t$ the $t$-th iterate and by $\eta_t$ the step size used for the $t$-th iteration. Choosing $\eta_t = \frac{2\alpha}{L} \cdot \frac{1}{k_0 + t}$ for all $t \geq 1$ with the initial index $k_0$, where we choose $k_0 = \alpha \cdot k$ to ensure $\eta_t \leq \frac{2}{L}$, the per-iteration bound (D.1) becomes (we also use $(\eta_t)^3 \leq (\frac{\eta_t}{\frac{L}{2}})^2)$:

$$
E \|x_{t+1} - x^*\|^2 \leq \left(1 - \frac{\alpha}{k_0 + t + 1}\right) \cdot E \|x_t - x^*\|^2 + \frac{\alpha^2G^2(12\mu^{-2} + 32k^3)}{(k_0 + t + 1)^2}. \tag{D.3}
$$
In fact, for the bounds of type (D.3), there are suitable tools for obtaining convergence rates: versions of Chung’s lemma [4], developed in the stochastic approximation literature. Among the various versions of Chung’s lemma, there is a non-asymptotic version [4, Lemma 1]:

**Lemma 18** (Non-asymptotic Chung’s lemma). Let \( \{\xi_k\}_{k \geq 0} \) be a sequence of positive real numbers. Suppose that there exist an initial index \( k_0 > 0 \) and real numbers \( A > 0, \alpha > \beta > 0 \) such that \( \xi_{k+1} \) satisfies the following inequality:

\[
\xi_{k+1} \leq \exp \left( -\frac{\alpha}{k_0 + k + 1} \right) \xi_k + \frac{A}{(k_0 + k + 1)^{\beta + 1}} \quad \text{for any } k \geq 0. \tag{D.4}
\]

Then, for any \( K \geq 1 \) we have the following bound:

\[
\xi_K \leq \exp \left( -\alpha \sum_{i=1}^{K} \frac{1}{k_0 + i} \right) \xi_0 + \frac{1}{\alpha - \beta} e^{\frac{e^{\xi_0}}{\beta}} \frac{A}{(k_0 + K)^{\beta + 1}} + \frac{e^{\frac{e^{\xi_0}}{\beta}} \cdot A}{(k_0 + K)^{\beta + 1}} \tag{D.5}
\]

\[
\leq \frac{\xi_0}{(k_0 + K)^{\alpha}} + \frac{1}{\alpha - \beta} e^{\frac{e^{\xi_0}}{\beta}} \frac{A}{(k_0 + K)^{\beta}} + \frac{e^{\frac{e^{\xi_0}}{\beta}} \cdot A}{(k_0 + K)^{\beta + 1}}. \tag{D.6}
\]

**Proof.** Unfortunately, the original “proof” contains some errors as pointed out by Fabian [5, Discussion above Lemma 4.2]. We are able to correct the original proof; for this, see Section E. \(\square\)

Let us apply Lemma 18 to (D.3) as a warm-up. From (D.3), one can see that \( A \) in Lemma 18 can be chosen as \( C^2(12\mu^{-2} + 32\kappa^3) \). Hence, we obtain:

**Corollary 2.** Under the setting of Proposition 16, let \( \alpha > 1 \) be a constant, and consider the step size \( \eta_k^i = \frac{2\alpha/\mu}{k_0 + n(k-1) + i} \) for \( k_0 := \alpha \cdot \kappa \). Then the following convergence rate holds for any \( K \geq 1 \):

\[
E \left\| x_k^i - x^* \right\|^2 \leq \frac{(k_0 + 1)^{\alpha} \| x_0 - x^* \|^2}{(k_0 + nK)^{\alpha}} + \frac{\xi_0}{\alpha - \beta} e^{\frac{e^{\xi_0}}{\beta}} \frac{A}{k_0 + nK} + \frac{e^{\frac{e^{\xi_0}}{\beta}} \cdot A}{(k_0 + nK)^2}. \tag{D.7}
\]

Notably, Corollary 2 is an improvement over [14, Theorem 2] as it gets rid of extra poly-logarithmic terms.

**D.3** An illustrative failed attempt using Chung’s lemma

Now, let us apply Lemma 18 to the per-epoch progress bound (Proposition 17). For illustrative purpose, consider an ideal situation where instead of the actual progress bound (D.2), a nicer epoch progress bound of the following form holds (that is to say, the coefficient of \( E \| y_k - x^* \|^2 \) does not contain the higher order error terms):

\[
E \left\| x_k^{k+1} - x^* \right\|^2 \leq (1 - n\eta_k\mu/2) \cdot E \left\| x_0^k - x^* \right\|^2 + 20n^2(\eta_k)^3\kappa L^2 + 5n^3(\eta_k)^4 L^2 G^2. \tag{D.8}
\]

Following the same principle as the previous section, let us take \( \eta_k = \frac{2\alpha/\mu}{k_0 + nk} \) for some constant \( \alpha > 2 \). On the other hand, to make things simpler, let us assume that one can take \( k_0 = 0 \). Plugging this stepsize into (D.8), we obtain the following bound for some constants \( c > 0 \):

\[
E \left\| x_k^{k+1} - x^* \right\|^2 \leq \left( 1 - \frac{\alpha}{K} \right) \cdot E \left\| x_0^k - x^* \right\|^2 + \frac{c/n}{k^2}, \tag{D.9}
\]

which then yields the following non-asymptotic bound due to Lemma 18:

\[
E \left\| x_k^{K+1} - x^* \right\|^2 \leq O \left( \frac{1}{K^2} \right) + O \left( \frac{1}{nK^2} \right) + O \left( \frac{1}{nK^3} \right). \tag{D.9}
\]

Although the last two terms in (D.9) are what we desire, the first term is undesirable. Even though we choose \( \alpha \) large, this bound will still contain the term \( O(1/k^\alpha) \) which does not match the rate in Theorem 3. Therefore, for the target convergence bound, one needs other versions of Lemma 18.
D.4 A variant of Chung’s lemma

As we have seen in the previous section, Chung’s lemma is not enough for capturing the desired convergence rate. In this section, to capture the right order for both $n$ and $K$, we develop a variant of Chung’s lemma.

**Lemma 19.** Let $n > 0$ be an integer, and $\{\xi_k\}_{k \geq 0}$ be a sequence of positive real numbers. Suppose that there exist an initial index $k_0 > 0$ and real numbers $A_1, A_2 > 0$, $\alpha > \beta > 0$ and $\epsilon > 0$ such that the following are satisfied:

\[
\xi_1 \leq \exp\left( -\alpha \sum_{i=1}^{n} \frac{1}{k_0 + i} \right) \xi_0 + A_1 \quad \text{and} \quad \xi_{k+1} \leq \exp\left( -\alpha \sum_{i=1}^{n} \frac{1}{k_0 + nk + i} + \frac{\epsilon}{K^2} \right) \xi_k + \frac{A_2}{(k_0 + n(k+1))^{\beta+1}} \quad \text{for any } k \geq 1.
\]

Then, for any $K \geq 1$ we have the following bound for $c := e^{c_2} / 6$:

\[
\xi_k \leq \frac{c(k_0 + 1)^{\alpha} \cdot \xi_0}{(k_0 + nK)^{\alpha}} + \frac{c \cdot (k_0 + n + 1)^{\alpha} \cdot A_1}{(k_0 + nK)^{\alpha}} + \frac{c \cdot e^{\epsilon} \cdot nK^{\beta}}{n(k_0 + nK)^{\beta}} + \frac{c \cdot e^{\epsilon} \cdot nK^{\beta}}{n(k_0 + nK)^{\beta+1}}.
\]

**Proof.** See Section E.2. \qed

D.5 Sharper convergence rate for strongly convex costs (Proof of Theorem 3)

Now we use Lemma 19 to obtain a sharper convergence rate. Let $\xi_k := \mathbb{E} \left\| x_0^{k+1} - x^* \right\|^2$ for $k \geq 1$ and $\xi_0 := \left\| x_0 - x^* \right\|^2$. Let $\alpha > 2$ be an arbitrarily chosen constant. For the first epoch, we take the following iteration-varying step size: $\eta_i = \frac{\alpha}{i} \cdot \frac{1}{k_0 + i}$, where $k_0 = \alpha \cdot \kappa$ to ensure $\eta_i \leq \frac{\alpha}{\kappa}$. Then, similarly to Corollary 2, yet this time by using the bound (D.5) in Lemma 18, one can derive the following bound:

\[
\xi_1 \leq \exp\left( -\alpha \cdot \sum_{i=1}^{n} \frac{1}{k_0 + i} \right) \cdot \xi_0 + \frac{a_1}{k_0 + n},
\]

where $a_1 := a^2 G^2 \cdot \left[ \frac{\alpha}{\kappa} (12 \mu^{-2} + 32 \kappa^2) + e \alpha^2 G^2 (12 \mu^{-1} L^{-1} + 32 \kappa^2) \right]$, i.e., $a_1 = O (\kappa^3)$.

Next, let us establish bounds of the form (D.11) for the $k$-th epoch for $k \geq 2$. From the second epoch on, we use the same step size within an epoch. More specifically, for the $k$-th epoch we choose $\eta_{k,i} \equiv \eta_k = \frac{2a}{n(k_0 + nK)}$. Let us recall the per-epoch progress bound from Proposition 17:

\[
\xi_k \leq \left( 1 - 3n\eta_k \mu / 4 + n^2 (\eta_k)^2 L^2 \right) \cdot \xi_{k-1} - 2\eta_k (1 - 4n\eta_k \kappa L) \cdot (\mathbb{E} F(x_0^k) - F(x^*)) + 20n^2 (\eta_k)^3 \kappa L G^2 + 5n^3 (\eta_k)^4 L^2 G^2.
\]

Since $\mathbb{E} F(x_0^k) - F(x^*) > 0$, one can disregard the second term in the upper bound (17) as long as $4n\eta_k \kappa L < 1$. If $\eta_k$ small enough that $4n\eta_k \kappa L < 1$ holds, then since we also have $\frac{n\eta_k \mu}{4} > n^2 (\eta_k)^2 L^2$, the per-epoch bound (D.2) becomes:

\[
\xi_k \leq \left( 1 - n\eta_k \mu / 2 \right) \xi_{k-1} + 20n^2 (\eta_k)^3 \kappa L G^2 + 5n^3 (\eta_k)^4 L^2 G^2.
\]

Since $4n\eta_k \kappa L < 1$ is fulfilled for $k \geq 8\alpha^2$ (note that for $k \geq 8\alpha^2$, $nk > 8\alpha^2 n = (2\alpha / \mu) \cdot 4n\kappa L$), we conclude that (D.15) holds for $k \geq 8\alpha^2$.

For $k < 8\alpha^2$, recursively applying Proposition 16 with the fact $(n\eta_k)^{-1} \leq 4KL + L/(2n)$ implies:

\[
\xi_k \leq \exp\left( -n\eta_k \mu / 2 \right) \cdot \xi_{k-1} + 3n^2 (\eta_k)^3 G^2 (4KL + L/(2n)) + 4n(\eta_k)^3 \kappa L G^2.
\]
Therefore, combining (D.16) and (D.17), we obtain the following bound which holds for any \( k \geq 2 \):

\[
\xi_k \leq \exp \left( -\frac{m\eta_k \mu}{2} \right) \xi_{k-1} + a_2 \cdot n^2(\eta_k)^3,
\]

where \( a_2 := 12L(G^2 + 3L/2 + 4\kappa G^2)/n + 20L^2 G^2 + 5\mu^2 G^2/8 \), i.e., \( a_2 = O(\kappa) \). Let us modify the coefficient of \( \xi_k \) in (D.18) so that it fits into the form of (D.11) in Lemma 19. First note that \( \exp \left( -\frac{m\eta_k \mu}{2} \right) = \exp (-\alpha n/(k_0 + nk)) \). Now, this expression can be modified as

\[
\exp \left[ -\alpha \cdot \sum_{i=1}^{n} \frac{1}{k_0 + n(k-1) + i} + \alpha \cdot \sum_{i=1}^{n} \left( \frac{1}{k_0 + n(k-1) + i} - \frac{1}{k_0 + nk} \right) \right],
\]

which is then upper bounded by \( \exp \left[ -\alpha \cdot \sum_{i=1}^{n} \frac{1}{k_0 + n(k-1) + i} + \frac{\alpha}{(k-1)^2} \right] \). Thus, (D.18) can be rewritten as:

\[
\xi_k \leq \exp \left( -\alpha \cdot \sum_{i=1}^{n} \frac{1}{k_0 + n(k-1) + i} + \frac{\alpha}{(k-1)^2} \right) \cdot \xi_{k-1} + \frac{8a_2\alpha^3n^2\mu^{-3}}{(k_0 + nk)^3}.
\]

Now applying Lemma 19 with (D.13) and (D.19) implies the following result:

### D.6 Sharper convergence rate for quadratic costs (Proof of Theorem 4)

Now let us use again Lemma 19 to obtain a sharper convergence rate. We follow the notations in Section D.5. Again, we use the following bound (which we derived in (D.13) in the main text) for the first recursive inequality (D.10) in Lemma 19:

\[
\xi_1 \leq \exp \left( -\alpha \cdot \sum_{i=1}^{n} \frac{1}{k_0 + i} \right) \cdot \xi_0 + \frac{a_1}{k_0 + n},
\]

where \( a_1 := \alpha^2 G^2 \cdot \left[ \frac{e^{-1}}{\alpha^2} (12\mu^{-2} + 32\kappa^2) + e\alpha^2 G^2 (12\mu^{-1}L^{-1} + 32\kappa^2) \right] \), i.e., \( a_1 = O(\kappa^3) \).

For the second recursive inequalities (D.11) in Lemma 19, in order to obtain better convergence rate, we use the following improved per-epoch bound for quadratic costs due to Rajput, Gupta, and Papailiopoulos [17]:

**Proposition 20** ([17, implicit in Appendix A]). Under the setting of Proposition 16, assume further that \( F \) is quadratic. Then for any step size for the \( k \)-th epoch \( \eta_k \leq \frac{1}{\ell} \), the following bound holds between the output of the \( k \)-th and \( k-1 \)-th epochs \( x^{k+1}_0 \) and \( x^*_k \):

\[
\mathbb{E} \left\| x^{k+1}_0 - x^* \right\|^2 \leq \left( 1 - 3n\eta_k \mu / 2 + 5n^2(\eta_k)^2 L^2 + 8n^3(\eta_k)^3 \kappa L^3 \right) \left\| x^k_0 - x^* \right\|^2 + 10n^3(\eta_k)^4 L^2 G^2 + 40n^4(\eta_k)^5 \kappa L^3 G^2 + 32n(\eta_k)^3 \kappa L G^2.
\]

where the expectation is taken over the randomness within the \( k \)-th epoch.

For \( k \geq 16ax^2 \), we have \( n\eta_k \leq \frac{1}{\ell} \). Using this bound, it is straightforward to check that (D.20) can be simplified into:

\[
\xi_k \leq \exp \left( -\frac{n\eta_k \mu}{2} \right) \xi_{k-1} + 15n^3(\eta_k)^4 L^2 G^2 + 32n(\eta_k)^3 \kappa L G^2.
\]

For \( k < 16ax^2 \), recursively applying Proposition 16 with the fact \( (n\eta_{k+1})^{-1} \leq 8xL + L/(2n) \) implies:

\[
\xi_k \leq \exp \left( -\frac{n\eta_k \mu}{2} \right) \xi_{k-1} + 3n^3(\eta_k)^4 G^2 (8xL + L/(2n))^2 + 4n(\eta_k)^3 \kappa L G^2.
\]

Therefore, combining (D.21) and (D.22), we obtain the following bound which holds for any \( k \geq 1 \):

\[
\xi_k \leq \exp \left( -\frac{n\eta_k \mu}{2} \right) \xi_{k-1} + b_2 \cdot n^3(\eta_k)^4 + b_3 \cdot n(\eta_k)^3,
\]
where \( b_2 := 15L^2G^2 + 3G^2(8kL + L/(2n))^2 \) and \( b_3 := 32kLG^2 \), i.e., \( b_2 = O(k^2) \) and \( b_3 = O(k) \). Following Section D.4, one can similarly modify the coefficient of \( \xi_k \) in (D.23) to obtain the following for \( k \geq 2 \):

\[
\xi_k \leq \exp \left( -\alpha \cdot \sum_{i=1}^{n} \frac{1}{k_0 + n(k - 1) + i} + \frac{\alpha}{k} \right) \cdot \xi_k + \frac{16b_2\alpha^4n^3\mu^{-4}}{(k_0 + nk)^3} + \frac{8b_3\alpha^3n\mu^{-3}}{(k_0 + nk)^3}
\]  

(D.24)

However, one can notice that (D.24) is not quite of the form (D.11), and Lemma 19 is not directly applicable to this bound. In fact, we need to make some modifications in Lemma 19. First, for \( A_3 > 0 \) and \( \gamma > 0 \), there is an additional term to the recursive relations (D.11): for any \( k \geq 1 \), the new recursive relations now read

\[
\xi_{k+1} \leq \exp \left( -\alpha \cdot \sum_{i=1}^{n} \frac{1}{k_0 + nk + i} + \frac{\alpha}{k^2} \right) \cdot \xi_k + \frac{A_2}{(k_0 + n(k + 1))^{\beta + 1}} + \frac{A_3}{(k_0 + n(k + 1))^{\gamma + 1}}.
\]  

(D.25)

It turns out that for these additional terms in the recursive relations, one can use the same techniques to prove that the corresponding global convergence bound (D.12) has the following additional terms:

\[
\frac{c}{\alpha - \beta} e^{\alpha \gamma + \beta \alpha + \gamma} \cdot A_3 \cdot n(k_0 + nK)^\gamma + \frac{ce^{\alpha \gamma + \beta \alpha + \gamma}}{(k_0 + nK)^{\gamma + 1}}.
\]  

(D.26)

Now using this modified version of Lemma 19, the proof is completed.

### E Proofs of the versions of Chung’s lemma (Lemmas 18 and 19)

We begin by introducing an elementary fact that we will use throughout the proofs:

**Proposition 21** (Integral approximation; see e.g. [12, Theorem 14.3]). Let \( f : \mathbb{R}^+ \to \mathbb{R}^+ \) be a non-decreasing continuous function. Then, for any integers \( 1 \leq m < n \), \( \int_m^n f(x)dx \) satisfies the inequalities:

\[
\int_m^n f(x)dx + f(m) \leq \sum_{i=m}^{n} f(i) \leq \int_m^n f(x)dx + f(n).
\]

Similarly, if \( f \) is non-increasing, then for any integers \( 1 \leq m < n \), \( \int_m^n f(x)dx + f(n) \leq \sum_{i=m}^{n} f(i) \leq \int_m^n f(x)dx + f(m) \).

We first prove Lemma 18, and hence proving the non-asymptotic Chung’s lemma [4, Lemma 1] which has an incorrect original proof.

#### E.1 A correct proof of Chung’s lemma (Proof of Lemma 18)

We first restate the lemma for reader’s convenience:

**Lemma 22** (Restatement from Section D.2). Let \( \{\xi_k\}_{k \geq 0} \) be a sequence of positive real numbers. Suppose that there exist an initial index \( k_0 > 0 \) and real numbers \( A > 0, \alpha > \beta > 0 \) such that \( \xi_{k+1} \) satisfies the following inequality:

\[
\xi_{k+1} \leq \exp \left( -\alpha \cdot \sum_{i=1}^{K} \frac{1}{k_0 + i} \right) \cdot \xi_k + \frac{A}{(k_0 + k + 1)^{\beta + 1}} \quad \text{for any } k \geq 0.
\]  

(E.1)

Then, for any \( K \geq 1 \) we have the following bound:

\[
\xi_K \leq \exp \left( -\alpha \cdot \sum_{i=1}^{K} \frac{1}{k_0 + i} \right) \cdot \xi_0 + \frac{1}{\alpha - \beta} e^{\alpha \gamma + \beta \alpha + \gamma} \cdot A \cdot \frac{e^{\alpha \gamma + \beta \alpha + \gamma}}{(k_0 + K)^{\gamma + 1}} + \frac{A}{(k_0 + K)^{\beta + 1}}
\]  

(E.2)

(For any \( K \geq 1 \))

\[
\leq \frac{(k_0 + 1)^{\alpha}}{(k_0 + K)^{\gamma + 1}} \cdot \xi_0 + \frac{1}{\alpha - \beta} e^{\alpha \gamma + \beta \alpha + \gamma} \cdot A \cdot \frac{e^{\alpha \gamma + \beta \alpha + \gamma}}{(k_0 + K)^{\gamma + 1}} + \frac{A}{(k_0 + K)^{\beta + 1}}.
\]  

(E.3)
For simplicity, let us define the following quantities for $k \geq 1$:

$$a_k := \exp \left( -\frac{\alpha}{k_0 + k} \right) \text{ and } c_k := \frac{A}{(k_0 + k)\beta + 1}.$$ 

Using these notations, the recursive relation (E.1) becomes:

$$\tilde{c}_{k+1} \leq a_{k+1} \cdot \tilde{c}_k + c_{k+1} \quad \text{for any integer } k \geq 1. \quad \text{ (E.4)}$$

After recursively applying (E.4) for $k = 0, 1, 2, \ldots, K - 1$, one obtains the following bound:

$$\tilde{c}_K \leq \tilde{c}_0 \prod_{j=1}^k a_j + \left( \prod_{j=1}^k a_j \right) \cdot \left[ \sum_{k=1}^K \left( \prod_{j=1}^k a_j \right)^{-1} c_k \right]. \quad \text{ (E.5)}$$

Now let us upper and lower bound the product of $a_j$’s. Note that

$$\prod_{j=1}^k a_j = \exp \left( -\alpha \sum_{i=1}^k \frac{1}{k_0 + i} \right) \quad \text{for any } k \geq 1.$$ 

Using Proposition 21 with $f(x) = \frac{1}{k_0 + x}$, we get

$$\log \frac{k_0 + k}{k_0 + 1} \leq \sum_{i=1}^k \frac{1}{k_0 + i} \leq \log \frac{k_0 + k}{k_0 + 1} + \frac{1}{k_0 + 1}.$$ 

Using these upper and lower bounds, one can conclude:

$$e^{-\frac{\alpha}{k_0 + 1}} \left( \frac{k_0 + 1}{k_0 + k} \right)^a \leq \prod_{j=1}^k a_j \leq \left( \frac{k_0 + 1}{k_0 + k} \right)^a. \quad \text{ (E.6)}$$

Therefore, we have

$$\sum_{k=1}^K \left( \prod_{j=1}^k a_j \right)^{-1} c_k \leq e^{\frac{\alpha}{k_0 + 1}} \sum_{k=1}^K \left( \frac{k_0 + k}{k_0 + 1} \right)^a \cdot \frac{A}{(k_0 + k)\beta + 1} = e^{\frac{\alpha}{k_0 + 1}} \cdot A \cdot \sum_{k=1}^K (k_0 + k)^{a-\beta-1}. \quad \text{ (E.7)}$$

Applying Proposition 21 with $f(x) = (k_0 + x)^{a-\beta-1}$ to the above, since $\frac{1}{\alpha-\beta}(k_0 + x)^{a-\beta}$ is an anti-derivative of $f$, we obtain the following upper bounds:

$$e^{\frac{\alpha}{k_0 + 1}} \cdot A \cdot \begin{cases} \frac{1}{\alpha-\beta} \left( (k_0 + K)^{a-\beta} - (k_0 + 1)^{a-\beta} \right) + (k_0 + K)^{a-\beta-1}, & \text{if } \alpha > \beta + 1, \\ \frac{K}{\alpha-\beta} \left( (k_0 + K)^{a-\beta} - (k_0 + 1)^{a-\beta} \right) + (k_0 + 1)^{a-\beta-1}, & \text{if } \alpha = \beta + 1, \\ \frac{1}{\alpha-\beta} \left( (k_0 + K)^{a-\beta} - (k_0 + 1)^{a-\beta} \right) + (k_0 + 1)^{a-\beta-1}, & \text{if } \alpha < \beta + 1. \end{cases} \quad \text{ (E.7)}$$

Combining all three cases, we conclude:

$$\sum_{k=1}^K \left( \prod_{j=1}^k a_j \right)^{-1} c_k \leq e^{\frac{\alpha}{k_0 + 1}} \cdot A \cdot \left( \frac{(k_0 + K)^{a-\beta}}{\alpha-\beta} + (k_0 + K)^{a-\beta-1} \right). \quad \text{ (E.7)}$$

Indeed, for the cases $\alpha > \beta - 1$ and $\alpha = \beta + 1$, the above upper bound follows immediately; for the case $\alpha < \beta + 1$, note (from the assumption $\alpha > \beta$) that $\alpha - \beta \in (0, 1)$, which implies $-\frac{1}{\alpha-\beta}(k_0 + 1)^{a-\beta} + (k_0 + 1)^{a-\beta-1} < -(k_0 + 1)^{a-\beta} + (k_0 + 1)^{a-\beta-1} = -(k_0 + 1)^{a-\beta-1} \cdot k_0 < 0$, which then implies the desired upper bound.
Plugging (E.7) back to (E.5) and using (E.6) to upper bound $\prod_{j=1}^{K} a_j$, we obtain:

$$
\xi_K \leq \xi_0 \prod_{j=1}^{K} a_j + \left( \prod_{j=1}^{K} a_j \right) \cdot \frac{e^{\frac{a}{2}}} {a} \cdot A \cdot \frac{(k_0 + K)^{a-\beta}} {a - \beta} + (k_0 + K)^{a-\beta-1}
$$

$$
\leq \xi_0 \prod_{j=1}^{K} a_j + \left( \frac{k_0 + 1} {k_0 + K} \right)^a \cdot \frac{e^{\frac{a}{2}}} {a} \cdot A \cdot \frac{(k_0 + K)^{a-\beta}} {a - \beta} + (k_0 + K)^{a-\beta-1}
$$

$$
\leq \exp \left( -\alpha \cdot \sum_{i=1}^{K} \frac{1} {k_0 + i} \right) \cdot \xi_0 + \frac{1} {a - \beta} \cdot e^{\frac{a}{2}} \cdot A \cdot \frac{(k_0 + K)^{a-\beta}} {a - \beta} + \frac{e^{\frac{a}{2}} \cdot A} {a - \beta + 1},
$$

which is precisely (E.2). Using (E.6) once again to upper bound the term $\exp(-\alpha \cdot \sum_{i=1}^{K} \frac{1} {k_0 + i})$, we obtain (E.3), which completes the proof.

### E.2 Proof of Lemma 19

We first restate the lemma for reader’s convenience:

**Lemma 23** (Restatement from Section D.4). Let $n > 0$ be an integer, and $\{\xi_k\}_{k \geq 0}$ be a sequence of positive real numbers. Suppose that there exist an initial index $k_0 > 0$ and real numbers $A_1, A_2 > 0$, $\alpha > \beta > 0$ and $\epsilon > 0$ such that the following are satisfied:

$$
\xi_1 \leq \exp \left( -\alpha \sum_{i=1}^{n} \frac{1} {k_0 + i} \right) \xi_0 + A_1 \quad \text{and}
$$

$$
\xi_{k+1} \leq \exp \left( -\alpha \sum_{i=1}^{n} \frac{1} {k_0 + nk + i} + \frac{\epsilon} {k^2} \right) \xi_k + \frac{A_2} {n(k_0 + n(1)^{\beta+1})} \quad \text{for any } k \geq 1.
$$

Then, for any $K \geq 1$ we have the following bound for $c := e^{\pi^2/6}$:

$$
\xi_K \leq \frac{c(k_0 + 1)^{a-\beta} \xi_0} {n(k_0 + nK)^a} + \frac{c \cdot (k_0 + n + 1)^{a-\beta} \cdot A_1} {n(k_0 + nK)^a} + \frac{\frac{\epsilon} {k^2} \cdot e^{\frac{a}{2}}} {n(k_0 + nK)^{\beta+1}} + \frac{\frac{A_2} {n(k_0 + nK)^{\beta+1}} \cdot e^{\frac{a}{2}}} {n(k_0 + nK)^a}.
$$

The proof is generally analogous to that of Lemma 18, while some distinctions are required so that the final bound captures the desired dependencies on the two parameters $n$ and $K$. To simplify notations, let us define the following quantities for $k \geq 1$:

$$
a_k := \exp \left( -\alpha \cdot \sum_{i=1}^{n} \frac{1} {k_0 + n(k-1) + i} \right), \quad b_k := \exp \left( \frac{\epsilon} {(k-1)^2} \right), \quad \text{and} \quad c_k := \frac{A_2} {n(k_0 + nk)^{\beta+1}}.
$$

Using these notations, the recursive relations (D.10) and (D.11) become:

$$
\xi_1 \leq a_1 \cdot \xi_0 + A_1 \quad \text{(E.11)}
$$

$$
\xi_{k+1} \leq a_{k+1} \cdot b_k \cdot \xi_k + c_k + 1 \quad \text{for any integer } k \geq 1.
$$

Recursively applying (E.12) for $k = 1, 2, \ldots, K - 1$ and then (E.11), we obtain:

$$
\xi_K \leq a_1 \xi_0 \prod_{j=2}^{K} b_j + \left( \prod_{j=2}^{K} a_j \right) \cdot \left[ A_1 + \sum_{k=2}^{K} \left( \prod_{j=2}^{k} a_j \right)^{-1} c_k \right]. \quad \text{(E.13)}
$$

Note that from the fact $\sum_{i=1}^{\infty} i^{-2} = \frac{\pi^2}{6}$, one can upper and lower bound the product of $b_j$’s:

$$
1 \leq \prod_{i=2}^{K} b_i \leq \exp \left( \sum_{i=2}^{K} \frac{\epsilon} {(i-1)^2} \right) \leq \exp \left( \frac{\pi^2}{6} \right). \quad \text{(E.14)}
$$
Applying (E.14) to (E.13), we obtain the following bound (recall that \( c := e^{\pi^2/6} \)):

\[
\zeta_K \leq c \zeta_0 \prod_{j=1}^K a_j + c \prod_{j=2}^K e \left[ A_1 + \sum_{k=2}^K \left( \frac{1}{k_0 + n + i} \right) \right] c_k.
\]  

(E.15)

To obtain upper and lower bounds on the product of \( a_j \)'s, again note that for any \( 2 \leq k, \)

\[
\prod_{j=2}^k a_j = \exp \left( -\alpha \cdot \sum_{i=1}^{(k-1)n} \frac{1}{k_0 + n + i} \right),
\]

which can then be estimated as follows using Proposition 21 similarly to (E.6):

\[
e^{-\frac{\alpha}{n_0 + \epsilon}} \left( \frac{k_0 + n + 1}{k_0 + nk} \right)^\alpha \leq \prod_{j=2}^k a_j \leq \left( \frac{k_0 + n + 1}{k_0 + nk} \right)^\alpha.
\]

(E.16)

Therefore, we have

\[
\sum_{k=2}^K \left( \prod_{j=2}^k a_j \right)^{-1} c_k \leq e^{-\frac{\alpha}{n_0 + \epsilon}} \sum_{k=2}^K \left( \frac{k_0 + nk}{k_0 + n + 1} \right)^\alpha \cdot \frac{A_2}{(k_0 + nk)^\beta + 1} = e^{-\frac{\alpha}{n_0 + \epsilon}} \cdot A_2 \cdot \sum_{k=2}^K (k_0 + nk)^\alpha - \beta - 1.
\]

Applying Proposition 21 with \( f(x) = (k_0 + nx)^\alpha - \beta - 1 \) to the above, since \( \frac{1}{n(\alpha - \beta)}(k_0 + nx)^{\alpha - \beta} \) is an anti-derivative of \( f \), we obtain the following upper bounds:

\[
e^{-\frac{\alpha}{n_0 + \epsilon}} \cdot A_2 \left\{ \begin{array}{ll}
\frac{1}{n(\alpha - \beta)} ((k_0 + nK)^{\alpha - \beta} - (k_0 + 2n)^{\alpha - \beta}) + (k_0 + nK)^{\alpha - \beta - 1}, & \text{if } \alpha > \beta + 1, \\
K - 1, & \text{if } \alpha = \beta + 1, \\
\frac{1}{n(\alpha - \beta)} ((k_0 + nK)^{\alpha - \beta} - (k_0 + 2n)^{\alpha - \beta}) + (k_0 + 2n)^{\alpha - \beta - 1} & \text{if } \alpha < \beta + 1.
\end{array} \right.
\]

Akin to (E.7), one can combining all three cases and conclude:

\[
\sum_{k=2}^K \left( \prod_{j=2}^k a_j \right)^{-1} c_k \leq e^{-\frac{\alpha}{n_0 + \epsilon}} \cdot A_2 \cdot \frac{(k_0 + nK)^{\alpha - \beta}}{n(\alpha - \beta)} + (k_0 + nK)^{\alpha - \beta - 1}.
\]

Plugging this back to (E.15), and using (E.16) to upper bound the product of \( a_j \)'s, we obtain:

\[
\zeta_K \leq c \zeta_0 \prod_{j=1}^K a_j + c \prod_{j=2}^K \left[ A_1 + e^{-\frac{\alpha}{n_0 + \epsilon}} \cdot A_2 \cdot \frac{(k_0 + nK)^{\alpha - \beta}}{n(\alpha - \beta)} + (k_0 + nK)^{\alpha - \beta - 1} \right]
\]

\[
\leq c \zeta_0 \prod_{j=1}^K a_j + c \cdot \frac{(k_0 + n + 1)^\alpha}{k_0 + nK} \cdot \left[ A_1 + e^{-\frac{\alpha}{n_0 + \epsilon}} \cdot A_2 \cdot \frac{(k_0 + nK)^{\alpha - \beta}}{n(\alpha - \beta)} + (k_0 + nK)^{\alpha - \beta - 1} \right]
\]

\[
= c \zeta_0 \prod_{j=1}^K a_j + c \cdot \frac{(k_0 + n + 1)^\alpha}{(k_0 + nK)^\alpha} + \frac{e^{-\frac{\alpha}{n_0 + \epsilon}} \cdot A_2}{n(k_0 + nK)^\beta} + c e^{-\frac{\alpha}{n_0 + \epsilon}} \cdot A_2 \cdot \frac{(k_0 + nK)^{\alpha - \beta}}{(k_0 + nK)^{\beta + 1}}.
\]

Now similarly to (E.16), one obtains the upper bound \( \prod_{j=1}^K a_j \leq \left( \frac{k_0 + n + 1}{k_0 + nk} \right)^\alpha \), which together with the last expression deduces (E.10) and hence completes the proof.
Table 2: A summary of existing convergence rates and our results for SingleShuffle. All the convergence rates are with respect to the suboptimality of objective function value. Note that since the function classes become more restrictive as we go down the table, the noted lower bounds are also valid for upper rows, and the upper bounds are also valid for lower rows. In the “Assumptions” column, inequalities such as $K \geq \kappa^2$ mark the requirements $K \geq Cn^{-2}\log(nK)$ for the bounds to hold, and (A1) denotes the assumption that all the iterates remain in a bounded set (see Assumption 1). Also, (LB) stands for “lower bound.”

| Settings | References | Convergence rates | Assumptions |
|----------|------------|------------------|-------------|
| (1) $F$ PL | $f_i$ smooth | Nguyen et al. [16] | $O\left(\frac{1}{K^2}\right)$ | $K \geq 1$ |
|           | Lipschitz  | Safran and Shamir [20] | $\Omega\left(\frac{1}{nK^2}\right)$ (LB) | const. step size |
| (2) $F$ strongly convex | $f_i$ smooth | Nguyen et al. [16] | $O\left(\frac{1}{K^2}\right)$ | $K \geq 1$ |
|           |            | Ours (Thm 24) | $O\left(\frac{\log^2(nK)}{nK^2}\right)$ | $K \geq \kappa^2$ |
|           | smooth     | Gürbüzbalaban et al. [7] | $O\left(\frac{1}{K^2}\right)$ | asymptotic & (A1) |
|           | convex     | Mishchenko et al. [13]$^+$ | $O\left(\frac{\log^2(nK)}{nK^2}\right)$ | $K \geq \kappa^2$ |
|           |            | Safran and Shamir [20] | $\Omega\left(\frac{1}{nK^2}\right)$ (LB) | const. step size |
| (3) $F$ strongly convex quadratic | $f_i$ smooth | Ours (Thm 24) | $O\left(\frac{\log^2(nK)}{nK^2}\right)$ | $K \geq \kappa^2$ |
|           | smooth     | Gürbüzbalaban et al. [7]$^+$ | $O\left(\frac{1}{K^2}\right)$ | asymptotic |
|           | quadratic  | Safran and Shamir [20] | $O\left(\frac{\log^2(nK)}{nK^2}\right)$ | $d = 1, K \geq \kappa^2$ |
|           | convex     | Safran and Shamir [20] | $\Omega\left(\frac{1}{nK^2}\right)$ (LB) | const. step size |

$^+$ additionally requires strong convexity of $f_i$’s.

$^+$ does not require that $f_i$’s are convex.

F  Tight convergence bound for SingleShuffle

In this section, we provide a tight convergence bound for SingleShuffle on smooth strongly convex functions, which also holds for strongly convex quadratic functions.

**Theorem 24** (Strongly convex costs). Assume that $F$ is $\mu$-strongly convex and each $f_i \in C^1_1(\mathbb{R}^d)$. Consider SingleShuffle for the number of epochs $K$ satisfying $K \geq 10\kappa^2\log(n^{1/2}K)$, step size $\eta^K = \eta := \frac{2\log(n^{1/2}K)}{\mu nK}$, and initialization $x_0$. Then, the following bound holds for some $c = O(\kappa^4)$:

$$\mathbb{E}[F(x^K_{K+1})] - F^* \leq \frac{2L\|x_0 - x^*\|^2}{nK^2} + \frac{c \cdot \log^3(nK)}{nK^2}.$$  

**Proof:** The proof technique builds on the proof of Theorem 2, using the idea of the end-to-end analysis from [20]. See the subsequent subsections for the full proof. 

**Optimality of convergence rate.** Theorem 24 provides a tight (up to poly-log factors) bound that matches the known lower bound $\Omega(1/nK^2)$ [20], which was proven for strongly convex quadratic functions. Since Theorem 24 applies to subclasses of smooth strongly convex functions, it also gives the minimax optimal rate (up to log factors) for strongly convex quadratic functions (see Table 2). Note that the theorem does not require the convexity of component functions or bounded iterates assumption (Assumption 1), in the same spirit as our RandomShuffle results (Theorems 1 and 2).
Remark 6 (RandomShuffle v.s. SingleShuffle). It is often conjectured that RandomShuffle performs better than SingleShuffle due to multiple shuffling. The class of strongly convex quadratic functions aligns with this intuition, because there is a gap between optimal convergence rates $\tilde{O}(1/nK^2) + O(1/nK^3)$ (RandomShuffle) and $\tilde{O}(1/nK^2)$ (SingleShuffle) for quadratic functions. In contrast, for a broader class of smooth strongly convex functions, Theorems 1 and 24 reveal a rather surprising fact: the optimal rates of RandomShuffle and SingleShuffle have the same dependence on $n$ and $K$. Although Theorem 24 shows the same rate in $n$ and $K$ as Theorem 1, we note that its epoch requirement $K \geq \kappa^2\log(n^{1/2}K)$ is worse than Theorem 1 by a factor of $\kappa$; however, it matches the epoch requirement of the existing bound for RandomShuffle [14].

Remark 7 (Proof techniques). The Hoeffding-Serfling inequality used in the proof of Theorem 1 for RandomShuffle requires that the vectors $\nabla f_i(x_i^0)$'s, to which we apply the Hoeffding-Serfling inequality, have to be independent of the permutation $\sigma_i$. This is no longer true for SingleShuffle, because in SingleShuffle, once a permutation $\sigma$ is fixed, it is used over and over again; the iterates become dependent on the choice of $\sigma$, hence rendering a direct extension of Theorem 1 to SingleShuffle impossible. For the proof of Theorems 24, we instead take an end-to-end approach following [20]. Taking this approach, we apply the Hoeffding-Serfling inequality to the vectors $\nabla f_i(x^*)$'s, i.e., gradients evaluated at the global minimum $x^*$, which are independent of permutations sampled by the algorithm. This way, we can prove a bound for SingleShuffle. In fact, this proof technique can be easily extended to any reshuffling schemes that lie between RandomShuffle and SingleShuffle, modulo some additional union bounds. For instance, our proof can be extended to the scheme where the components are reshuffled every 5 epochs.

Remark 8 (Possible improvements for quadratics). Notice that if the component functions $f_i$'s are quadratic, then their Hessians are constant, which implies that the matrix $S_k$ (B.2) that appears in the update equation of RandomShuffle is now constant ($S_k = S$) over epochs of SingleShuffle. We believe that leveraging this fact could lead to a tighter epoch requirement than Theorem 24. However, proving such an epoch requirement demands deriving a contraction bound that is more involved than the ones proven for RandomShuffle (e.g., Lemma 6), because one has to now bound $||E[(S^k)^T S^k]||$, in place of $||E[S^T S]||$. We leave this refinement to future work.

F.1 Proof outline

The proof of Theorem 24 builds on the proof of Theorem 2 presented in Section B. We first recursively apply the update equations over all iterations and obtain an equation that expresses the last iterate $x_0^{K+1}$ in terms of the initialization $x_0^0 = x_0$. By proving new lemmas in a similar flavor to the ones developed in Section B, we will bound $E[||x_0^{K+1} - x^*||^2]$ to get our desired result.

Since the algorithm is SingleShuffle, we fix the permutation $\sigma$ and use it for all epochs. If the component functions $f_i$'s were quadratic functions as in Theorem 2, $S_k$ and $t_k$ (B.2) defined in the proof of Theorem 2 would have been constant over epochs of SingleShuffle, given the choice of $\sigma$; however, this is not true in the non-quadratic case, because the Hessians of $f_i$'s are not constant. We have to take this into account in the proof.

Throughout the proof, we assume without loss of generality that the global minimum is achieved at $x^* = 0$. That is, $\sum_{i=1}^n \nabla f_i(0) = 0$. We define $G := \max_{i \in [n]} ||\nabla f_i(0)||$.

We first decompose the gradient estimate $\nabla f_{cr(i)}(x_{i-1}^k)$ at the $i$-th iteration of the $k$-th epoch ($i \in [n], k \in [K]$) into a sum of three different parts:

$$\nabla f_{cr(i)}(x_{i-1}^k) = \nabla f_{cr(i)}(0) + \nabla f_{cr(i)}(x_{i-1}^k) - \nabla f_{cr(i)}(0) + \nabla f_{cr(i)}(x_{i-1}^k) - \nabla f_{cr(i)}(x_{i-1}^k)$$

$$= \nabla f_{cr(i)}(0) + \left[ \int_0^1 \nabla^2 f_{cr(i)}(tx_{i-1}^k) dt \right] x_{i-1}^k + \left[ \int_0^1 \nabla^2 f_{cr(i)}(tx_{i-1}^k + t(x_{i-1}^k - x_{i-1}^0)) dt \right] (x_{i-1}^k - x_{i-1}^0)$$

$$= \nabla f_{cr(i)}(0) + A_{cr(i)}^k x_{i-1}^k + B_{cr(i)}^k (x_{i-1}^k - x_{i-1}^k).$$
As discussed in Section A.2, the integrals $A_{(i)}^k$ and $B_{(i)}^k$ exist due to smoothness of $f_{(i)}$’s. Note that $\|A_{(i)}^k\| \leq L$ and $\|B_{(i)}^k\| \leq L$ due to $L$-smoothness of $f_{(i)}$’s, and $\frac{1}{n} \sum_{i=1}^n A_{(i)}^k \succeq \mu I$ due to $\mu$-strong convexity of $F$.

Plugging this into the update equation of $x_1^k$, we get
\[
x_1^k = x_0^k - \eta \nabla f_{(1)}(x_0^k) = x_0^k - \eta(\nabla f_{(1)}(0) + A_{(1)}^k x_0^k)
\]
\[
= (I - \eta A_{(1)}^k)x_0^k - \eta \nabla f_{(1)}(0).
\]
Substituting this to the update equation of $x_2^k$,
\[
x_2^k = x_1^k - \eta \nabla f_{(2)}(x_1^k)
\]
\[
= x_1^k - \eta(\nabla f_{(2)}(0) + A_{(2)}^k x_0^k + B_{(2)}^k x_1^k - x_0^k)
\]
\[
= (I - \eta B_{(2)}^k)(I - \eta A_{(2)}^k)x_0^k - \eta \nabla f_{(2)}(0) - \eta A_{(2)}^k x_0^k + \eta B_{(2)}^k x_1^k - \eta \nabla f_{(1)}(0) - \eta (I - \eta B_{(2)}^k) \nabla f_{(1)}(0).
\]
Repeating this, one can write the last iterate $x_n^k$ (or equivalently, $x_0^{k+1}$) of the epoch as the following:
\[
x_0^{k+1} = \left[ I - \sum_{j=1}^n \left(\prod_{i=j}^{j+1} (I - \eta B_{(i)}^k)\right) A_{(i)}^k \right] x_0^k - \eta \sum_{j=1}^n \left(\prod_{i=j}^{j+1} (I - \eta B_{(i)}^k)\right) \nabla f_{(i)}(0)
\]
\[
= \bar{S}_k x_0^k - \eta \bar{t}_k.
\]
Now, repeating this $K$ times, we get the equation for the iterate after $K$ epochs, which we take as the output of the algorithm:
\[
x_0^{K+1} = \left( \prod_{k=1}^K \bar{S}_k \right) x_0^1 - \eta \sum_{k=1}^K \left( \prod_{i=k}^{K+1} \bar{S}_i \right) \bar{t}_k = \bar{S}_{K+1} x_0^1 - \eta \sum_{k=1}^K \bar{S}_{K:k+1} \bar{t}_k.
\]
We aim to get an upper bound on $\mathbb{E}[\|x_0^{K+1}\|^2]$, where the expectation is over the randomness of permutation $\sigma$. To this end, using $\|a + b\|^2 \leq 2 \|a\|^2 + 2 \|b\|^2$,
\[
\|x_0^{K+1}\|^2 \leq 2 \|\bar{S}_{K+1} x_0^1\|^2 + 2\eta^2 \left\| \sum_{k=1}^K \bar{S}_{K:k+1} \bar{t}_k \right\|^2. \tag{F.1}
\]

The remaining proof bounds each of the terms, using the following two lemmas. The proofs of Lemmas 25 and 26 are deferred to Sections F.2, and F.3, respectively.

**Lemma 25.** For any $0 \leq \eta \leq \frac{1}{5nL^2}$, any permutation $\sigma$, and $k \in [K]$, we have $\|\bar{S}_k\| \leq 1 - \frac{\eta \mu}{2}$.

**Lemma 26.** For any $0 \leq \eta \leq \frac{1}{5nL^2}$,
\[
\mathbb{E}\left[\left\| \sum_{k=1}^K \bar{S}_{K:k+1} \bar{t}_k \right\|^2\right] \leq \frac{66nL^2G^2 \log n}{\mu^2}.
\]
Since Lemma 25 holds for any permutation $\sigma$ and $k \in [K]$ (for $\eta \leq \frac{1}{5nL^2}$), we have
\[
\|\bar{S}_{K:1} x_0^1\|^2 \leq \left( \prod_{k=1}^K \|\bar{S}_k\|^2 \right) \|x_0^1\|^2 \leq \left( 1 - \frac{\eta \mu}{2} \right)^{2K} \|x_0^1\|^2.
\]
The second term is bounded by Lemma 26, which uses Lemma 25 in its proof. Substituting these bounds to (F.1), we have

\[
\mathbb{E}[\|x_0^{K+1}\|^2] \leq 2 \left( 1 - \frac{\eta n \mu}{2} \right)^{2K} \|x_0\|^2 + \frac{132 \eta^2 n L^2 G^2 \log n}{\mu^2}.
\]

Now substitute the step size \( \eta = \frac{2 \log(n^{1/2} K)}{\mu n K} \). Then, we get

\[
\mathbb{E}[\|x_0^{K+1}\|^2] \leq \frac{2 \|x_1\|^2}{n K^2} + O \left( \frac{L^2 G^2 \log^3(n K)}{\mu^4 n K^2} \right),
\]

and in terms of the function value,

\[
\mathbb{E}[F(x_0^{K+1}) - F^*] \leq \frac{2L \|x_1\|^2}{n K^2} + O \left( \frac{L^3 G^2 \log^3(n K)}{\mu^4 n K^2} \right).
\]

Recall that the bound holds for \( \eta \leq 1/5nL \), so \( K \) must be large enough so that

\[
\frac{2 \log(n^{1/2} K)}{\mu n K} \leq \frac{1}{5nL}.
\]

This gives us the epoch condition \( K \geq 10 \kappa^2 \log(n^{1/2} K) \).

**F.2 Proof of Lemma 25**

**Decomposition into (modified) elementary polynomials.** We expand \( \tilde{S}_k \) in the following way:

\[
\tilde{S}_k = I - \eta \sum_{j=1}^n \left( I - \eta B^k_{\sigma(j)} \right) A^k_{\sigma(j)} = \sum_{m=0}^n (-\eta)^m \sum_{1 \leq t_1 < \cdots < t_m \leq n} B^k_{\sigma(t_1)} \cdots B^k_{\sigma(t_m)} A^k_{\sigma(t_1)} \cdots A^k_{\sigma(t_m)}
\]

where \( \tilde{\epsilon}_m \) be viewed as a modified version of noncommutative elementary polynomial (B.1). Since \( k \) and \( \sigma \) are fixed in this section, we use \( A \) to denote the mean \( \frac{1}{n} \sum_{i=1}^n A^k_{\sigma(i)} \). Recall that by definition of \( A^k_{\sigma(i)} \)'s and strong convexity of \( F := \frac{1}{n} \sum_i f_i \), we have \( A \geq \mu I \). In what follows, we will decompose \( \tilde{S}_k \) into the sum of \( 1 - \eta n A \) and remainder terms. By bounding the spectral norm of \( 1 - \eta n A \) and the remainder terms, we will get the desired bound on the spectral norm of \( \tilde{S}_k \).

**Spectral norm bound.** It is easy to check that \( \tilde{\epsilon}_0 = I \) and \( \tilde{\epsilon}_1 = \sum_{i=1}^n A^k_{\sigma(i)} = n A \), so

\[
\tilde{S}_k = \eta n A + \sum_{m=2}^n (-\eta)^m \tilde{\epsilon}_m,
\]

and we get the spectral bound

\[
\|\tilde{S}_k\| \leq \|I - \eta n A\| + \sum_{m=2}^n \eta^m \|\tilde{\epsilon}_m\|.
\]  

It is now left to bound each of the norms.
Bounding each term of the spectral norm bound. First, note that for any eigenvalue \( s \) of the positive definite matrix \( A \), the corresponding eigenvalue of \( I - \eta nA \) is \( 1 - \eta s \). Recall \( \eta \leq \frac{1}{5nL\kappa} \leq \frac{1}{10\kappa} \), so \( \eta ns \leq 1/5 \) for any eigenvalue \( s \) of \( A \). Since the function \( t \mapsto 1 - t \) is positive and decreasing on \([0, 0.2]\), the maximum singular value (i.e., spectral norm) of \( I - \eta nA \) comes from the minimum eigenvalue of \( A \). Hence,

\[
\| I - \eta nA \| \leq 1 - \eta \mu.
\]

Next, consider \( \| \bar{e}_m \| \). It contains \( \binom{n}{m} \) terms, and each of the terms have spectral norm bounded above by \( L^m \). This gives

\[
\| \bar{e}_m \| \leq \binom{n}{m} L^m \leq (nL)^m.
\]

Concluding the proof. Substituting the bounds to (F.2) yields

\[
\| \bar{S}_k \| \leq 1 - \eta \mu + \sum_{m=2}^{n} (\eta nL)^m \leq 1 - \eta \mu + \frac{(\eta nL)^2}{1 - \eta nL} \leq 1 - \eta \mu + \frac{5}{4}(\eta nL)^2,
\]

where the last inequality used \( \eta nL \leq 1/5 \). The remaining step is to show that the right hand side of the inequality is bounded above by \( 1 - \eta \mu \), for \( 0 \leq \eta \leq \frac{1}{5nL\kappa} \).

Define \( z = \eta nL \). Using this, we have

\[
1 - \eta \mu + \frac{5}{4}(\eta nL)^2 \leq 1 - \eta \mu + \frac{5}{2}(\eta nL)^2 \text{ for } 0 \leq \eta \leq \frac{1}{5nL\kappa},
\]

\[
\Leftrightarrow g(z) := \frac{z}{2\kappa} - \frac{5z^2}{4} \geq 0 \text{ for } 0 \leq z \leq \frac{1}{5\kappa},
\]

so it suffices to show the latter. One can check that \( g(0) = 0 \), \( g'(0) > 0 \) and \( g'(z) \) is monotonically decreasing in \( z \geq 0 \), so \( g(z) \geq 0 \) holds for \( z \in [0, c] \) for some \( c > 0 \). This also means that if we have \( g(c) \geq 0 \) for some \( c > 0 \), \( g(z) \geq 0 \) for all \( z \in [0, c] \).

Consider \( z = \frac{1}{5\kappa} \). Substituting to \( g \) gives

\[
g\left( \frac{1}{5\kappa} \right) = \frac{1}{10\kappa^2} - \frac{1}{20\kappa^2} = \frac{1}{20\kappa^2} > 0.
\]

This means that \( g(z) \geq 0 \) for \( 0 \leq z \leq \frac{1}{5\kappa} \), hence proving the lemma.

F.3 Proof of Lemma 26

First, note that if \( 0 \leq \eta \leq \frac{1}{5nL\kappa} \), Lemma 25 tells us that the following holds for any \( k \in [K] \) and any underlying permutation \( \sigma \):

\[
\| \bar{S}_k \| \leq 1 - \frac{\eta \mu}{2}.
\]

Therefore, for any permutation \( \sigma \), we have

\[
\left\| \sum_{k=1}^{K} \bar{S}_{k\sigma(k)} \bar{t}_k \right\|^2 \leq \left( \sum_{k=1}^{K} \| \bar{S}_{k\sigma(k)} \bar{t}_k \| \right)^2 \leq \left( \sum_{k=1}^{K} \left( 1 - \frac{\eta \mu}{2} \right)^{K-k} \| \bar{t}_k \| \right)^2.
\]

Now, it is left to bound the right hand side of the inequality (F.3), which involves \( \| \bar{t}_k \| \). The proof technique used to bound \( \| \bar{t}_k \| \) is similar to Lemma 7; we use the Hoeffding-Serfling inequality [21] and union bound.

Due to summation by parts, the following identity holds, even when multiplication of \( a_j \) and \( b_j \) is noncommutative:

\[
\sum_{j=1}^{n} a_j b_j = a_n \sum_{j=1}^{n} b_j - \sum_{i=1}^{n-1} (a_{i+1} - a_i) \sum_{j=1}^{i} b_j.
\]
We can apply the identity to $\tilde{t}_k$, by substituting $a_j = \prod_{t=n}^{j+1} (I - \eta B_{v(t)}^k)$ and $b_j = \nabla f_{v(j)}(0)$:

$$
\|\tilde{t}_k\| = \left\| \sum_{j=1}^{n} \left( \prod_{t=n}^{j+1} (I - \eta B_{v(t)}^k) \right) \nabla f_{v(j)}(0) \right\|
= \left\| \sum_{j=1}^{n} \nabla f_{v(j)}(0) - \sum_{j=1}^{n-1} \left( \prod_{t=n}^{j+2} (I - \eta B_{v(t)}^k) - \prod_{t=n}^{j+1} (I - \eta B_{v(t)}^k) \right) \sum_{j=1}^{i} \nabla f_{v(j)}(0) \right\|
= \left\| \prod_{t=n}^{i+2} (I - \eta B_{v(t)}^k) \sum_{j=1}^{i} \nabla f_{v(j)}(0) \right\|
\leq \eta \sum_{j=1}^{n-1} \left( \prod_{t=n}^{j+2} (I - \eta B_{v(t)}^k) \right) \sum_{j=1}^{i} \nabla f_{v(j)}(0)
\leq \eta \sum_{j=1}^{n-1} \sum_{i=1}^{j} \nabla f_{v(j)}(0) \leq \eta L (1 + \eta L)^n \sum_{i=1}^{n-1} \sum_{j=1}^{i} \nabla f_{v(j)}(0),
$$

(F.4)

where the last step used $\|B_{v(t)}^k\| \leq L$. Recall that $\eta \leq \frac{1}{\sqrt{2} \log n} \leq \frac{1}{\sqrt{nL}}$, which implies that $(1 + \eta L)^n \leq e^{1/5}$.

Also, note that the right hand side of the inequality now does not depend on $k$. Thus, any bound on the norm of partial sums $\|\sum_{j=1}^{i} \nabla f_{v(j)}(0)\|$ applies to all $\tilde{t}_k$. Next, we use the Hoeffding-Serfling inequality (Lemma 5) for bounded random vectors. We restate the lemma here, for readers’ convenience.

**Lemma 5 ([21, Theorem 2])**. Suppose $n \geq 2$. Let $v_1, v_2, \ldots, v_n \in \mathbb{R}^d$ satisfy $\|v_i\| \leq G$ for all $j$. Let $\bar{v} = \frac{1}{n} \sum_{j=1}^{n} v_j$. Let $\sigma \in S_n$ be a uniform random permutation of $n$ elements. Then, for $i \leq n$, with probability at least $1 - \delta$, we have

$$
\left\| \frac{1}{i} \sum_{j=1}^{i} v_{v(j)} - \bar{v} \right\| \leq G \sqrt{\frac{8(1 - \frac{i}{n}) \log \frac{2}{\delta}}{i}}.
$$

Recall that $\bar{v} = \frac{1}{n} \sum_{j=1}^{n} \nabla f_{v(j)}(0) = 0$ in our setting, so with probability at least $1 - \delta$, we have

$$
\left\| \sum_{i=1}^{n} \nabla f_{v(j)}(0) \right\| \leq G \sqrt{8 \log \frac{2}{\delta}}.
$$

Using the union bound for all $i = 1, \ldots, n - 1$, we have with probability at least $1 - \delta$,

$$
\sum_{i=1}^{n-1} \left( \sum_{j=1}^{i} \nabla f_{v(j)}(0) \right) \leq G \sqrt{8 \log \frac{2n}{\delta}} \sum_{i=1}^{n-1} \sqrt{i} \leq G \sqrt{8 \log \frac{2n}{\delta}} \int_{1}^{n} \sqrt{y} dy \leq 2G \sqrt{\frac{3}{8} \log \frac{2n}{\delta} n^{3/2}}.
$$

(F.5)

Substituting this to (F.4) leads to the following bound that holds for all $k \in [K]$, without having to invoke any union bounds over different $k$’s:

$$
\|\tilde{t}_k\| \leq \frac{4 \sqrt{2} e^{1/5}}{3} \eta n^{3/2} L G \sqrt{\log \frac{2n}{\delta}}.
$$

Using this bound, we can bound the right hand side of (F.3) as follows:

$$
\left( \sum_{k=1}^{K} \left( 1 - \frac{\eta \mu}{2} \right)^{K-k} \|\tilde{t}_k\| \right)^2 \leq \left( \frac{4 \sqrt{2} e^{1/5}}{3} \eta n^{3/2} L G \sqrt{\log \frac{2n}{\delta}} \sum_{k=1}^{K} \left( 1 - \frac{\eta \mu}{2} \right)^{K-k} \right)^2
\leq \left( \frac{8 \sqrt{2} e^{1/5} n^{1/2} L G}{3 \mu} \sqrt{\log \frac{2n}{\delta}} \right)^2
= \frac{128 e^{2/5} n L G^2}{9 \mu^2} \log \frac{2n}{\delta},
$$

which holds with probability at least $1 - \delta$. 
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Now, set $\delta = 1/n$, and let $E$ be the probabilistic event that (F.5) holds. Let $E^c$ be the complement of $E$. Given the event $E^c$, directly bounding (F.4) leads to

$$\|\tilde{t}_k\| \leq e^{1/5} \eta L \sum_{i=1}^{n-1} \left\| \sum_{j=1}^i \nabla f_{\sigma(j)}(0) \right\| \leq \frac{e^{1/5} \eta n^2 LG}{2},$$

which yields the following bound on (F.3), conditional on $E^c$:

$$\left( \sum_{k=1}^K \left(1 - \frac{\eta nL}{2}\right)^{K-k} \|\tilde{t}_k\| \right)^2 \leq \left( \frac{e^{1/5} \eta^2 n^2 LG}{2} \sum_{k=1}^K \left(1 - \frac{\eta nL}{2}\right)^{K-k} \right)^2 \leq \left( \frac{e^{1/5} nLG}{\mu} \right)^2 = \frac{e^{2/5} n^2 L^2 G^2}{\mu^2}.$$

Finally, putting everything together and using $\log \frac{2n}{\delta} = \log(2n^2) \leq 3 \log n$,

$$\mathbb{E} \left[ \left\| \sum_{k=1}^K \mathbf{S}_{K,k+1} \tilde{t}_k \right\|^2 \right] = \mathbb{E} \left[ \left\| \sum_{k=1}^K \mathbf{S}_{K,k+1} \tilde{t}_k \right\|^2 \mid E \right] \mathbb{P}[E] + \mathbb{E} \left[ \left\| \sum_{k=1}^K \mathbf{S}_{K,k+1} \tilde{t}_k \right\|^2 \mid E^c \right] \mathbb{P}[E^c] \leq \frac{128 e^{2/5} nL^2 G^2 \log n}{3 \mu^2} + \frac{e^{2/5} n^2 L^2 G^2}{\mu^2} \frac{1}{n} \leq \frac{66 n L^2 G^2 \log n}{\mu^2},$$

which finishes the proof.