Influence of oscillatory shear on nucleation in metallic glasses: a molecular dynamics study
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Abstract

The process of crystal nucleation can be accelerated or retarded by ultrasonic vibration, which is particularly attractive for the additive manufacture and thermoplastic forming of metallic glasses, however, the effect and mechanism of oscillatory loading on the nucleation process are still elusive. Here, by using molecular dynamics simulation, the changes in the time-temperature-transformation (TTT) curve under oscillatory external loading are systematically investigated in two typical binary alloys. A glass forming ability dependent response to the external loading is found, and the shortest incubation time is insensitive to the external loading, while the corresponding temperature can be significantly shifted. Within the framework of classical nucleation theory, a fitting formula is proposed to describe the simulation data quantitatively. In contrast to stationary shear, the elastic stress, rather than the strain rate, is the key parameter to control the evolution of TTT curve under oscillatory loading. Furthermore, the model shows that oscillatory loading can decouple the mobility and nucleation in the deeply supercooled liquid, hence the deformation ability can be enhanced while the nucleation is suppressed, which is particularly helpful for the forming and manufacturing of metallic glasses.
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I. INTRODUCTION

Understanding solidification phenomena during which a liquid morphs either into an amorphous or crystalline state is of fundamental importance as well as practical interest for materials manufacturing in industrial applications. It would enable a better control by defining the nonequilibrium pathway that determines the microstructure, both for natural and artificial materials[1, 2]. For amorphous materials, avoiding nucleation during the quench is the key for improving the glass-forming ability (GFA) of the system[3]. GFA is very high for many polymers or for silicates, due to the complex frustration between intrachain and interchain interactions, or to strong covalent bonds[4].

However, in metallic alloys, the metallic bond is less directional and weaker leading to a close-packing tendency, which makes the nucleation easier to happen during the quench. Since the seminal work of Turnbull[5, 6] the link between crystal nucleation and GFA still remains an open question that triggered many theoretical and experimental works[5, 14]. Such a relationship may find its roots at the atomic scale in terms of the variety of favoured local structures[15], competing short-range orders[16, 18], or interplay between chemical and fivefold symmetry orderings[19, 21]. The overall objective is to find a connection between nucleation or growth parameters such as liquidus temperature, atomic size or chemical potential with the GFA of metallic glasses (MGs). In contrast, there are fewer works that focus on the effect of external loading on the GFA of metallic glasses[22].

Recently, new fabrication processes such as rheological processing[23], thermoplastic[24], and additive manufacturing[25] were designed to improve the GFA of MGs by reheating and forming MGs in the supercooled liquid or glassy state. This immediately raises the question of the evolution of GFA with the external loading. As studied both in the simulation and experimental works[26, 29], the nucleation process can be retarded or accelerated in a sheared liquid, that is to say, the GFA could be changed in stationary shear flow. Beside the steady shear deformation, oscillatory shear as a specific deformation mode is widely used in the study of metallic glasses and supercooled liquids, such as dynamic relaxation or mechanical annealing[30, 33], especially the oscillatory deformation induced by ultrasonic vibration can be applied in the forming of MGs[34, 35] and it can also accelerate the crystallization of MGs[36]. In general, oscillatory shear allows a glass to access a broader range of energies[37], but how the parameters of oscillatory deformation affects the nucleation process, and
how the TTT curve changes under oscillatory deformation, are still open questions.

In the present paper, by using molecular dynamics simulation (MD), we investigate the homogeneous nucleation behavior of alloys under oscillatory shear conditions, with amplitude and period as varying parameters. For this purpose, two typical binary alloys, namely \( \text{Ni}_{50}\text{Al}_{50} \) and \( \text{Cu}_{23}\text{Zr}_{77} \), were considered as they both have a stable underlying crystalline structure, but display a significantly different GFA \cite{9,38}. Interestingly, their crystallization times are reachable by brute force MD, giving access to a detailed description of the structure and dynamics. We find that the oscillation can significantly affect the time-temperature-transformation (TTT) curve for both alloys. More precisely, the shortest incubation time of the TTT curves is insensitive to the various external oscillatory loading conditions, while the corresponding temperature does depend on them. We further show that the nucleation process can be controlled by two loading parameters, which differ significantly from those obtained in stationary shear flow. Finally, we rationalize our results by proposing a simple phenomenological formula that describes these observations, in which the elastic stress associated with the external loading is the main parameter.

II. METHODS

A. Initial sample preparation

Molecular Dynamics simulations were performed by using the open-source software LAMMPS \cite{39}. A number of atoms \( N = 8192 \) for \( \text{Ni}_{50}\text{Al}_{50} \) and \( N = 10000 \) for \( \text{Cu}_{23}\text{Zr}_{77} \) were placed randomly in a cubic simulation box subject to the standard periodic boundary conditions (PBC) in the three directions of space. Interatomic interactions were taken into account through the semi-empirical potentials based on the embedded atom model (EAM) for \( \text{Ni}_{50}\text{Al}_{50} \) \cite{40} as well as \( \text{Cu}_{23}\text{Zr}_{77} \) \cite{41}. Integration of the equations of motion were solved using Verlet’s algorithm in the velocity form with a time step of 2 fs. The thermodynamic conditions were controlled by means of the isothermal–isobaric (NPT) ensemble at ambient pressure using the Nosé-Hoover thermostat and barostat \cite{42,43}.

The samples were first equilibrated at 3000 K for 1 ns, where the temperature was far above the liquidus temperature \( T_L \) of each system. The investigated samples were prepared by fast quenching from 3000 K to a target temperature with a fast cooling rate around
10^{13} \text{ K/s} \text{ at constant pressure. During cooling, a configuration is taken and saved at each target temperature to further construct the TTT curves for various loading conditions along isotherms.}

\section*{B. Oscillatory shear deformation}

Subsequently, during the isothermal homogeneous nucleation, the simulation box was deformed by using a sinusoidal shear deformation along the \( x \) direction. The time dependent oscillatory shear strain is \( \gamma(t) = \gamma_A \sin(2\pi t/t_p) \), where \( \gamma_A \) is the amplitude and \( t_p \) is the oscillation period. During the deformation, we solved the SLLOD equations\cite{44} of motion with the Nosé-Hoover thermostat and PBC in all dimensions, keeping the volume and temperature constant (NVT ensemble).

\section*{C. Characterization of crystallization}

We monitored the degree of crystallization at the target temperature by calculating the parameter \( F_6 \). The crystal bond of two neighbouring atoms \( i \) and \( j \) was constructed by the scalar product

\[ S_6(i, j) \equiv \frac{\sum_{m=-6}^{6} q_{6m}(i) \cdot q_{6m}^*(j)}{\sqrt{\sum_{m=-6}^{6} q_{6m}(i) \cdot q_{6m}^*(i)} \sqrt{\sum_{m=-6}^{6} q_{6m}(j) \cdot q_{6m}^*(j)}} \]  

(1)

where \( q_{6m} \) is the standard bond-orientations order parameter\cite{46} and \( q_{6m}^* \) is the corresponding complex conjugate. We defined the bond between neighbour atoms \( i \) and \( j \) as a crystalline bond when \( S_6(i, j) > 0.7 \). Summing over all the crystal bonds of atom \( i \), the local degree of crystallinity for atom \( i \) is written as\cite{47,48}

\[ f_6 = \frac{1}{N_c(i)} \sum_{j \in \{N_c(i)\}} \Theta(S_6(i, j) - 0.7) \]  

(2)

Where \( \Theta(x) \) is the step function and \( N_c(i) \) is the number of neighbours of atom \( i \). The parameter \( F_6 \) is obtained by averaging \( f_6 \) over all atoms of the simulation box. For a perfect crystal, \( F_6 = 1 \) and in a liquid state, \( F_6 \) is small and approaches zero. For all data points reported, five independent simulations were used to improve the statistics and estimate the error bars.
D. Dynamical modulus analysis

Dynamical modulus analysis is widely used in the deformation and relaxation mechanism of amorphous solid and supercooled liquids[31–33]. Here, we used an oscillatory shear $\gamma = \gamma_A \sin(2\pi t/t_p)$ to obtain the dynamic modulus spectrum at a given temperature. The storage modulus $G'(t_p)$ and loss modulus $G''(t_p)$ can be obtained from the measured shear stress as

$$G'(t_p) = \frac{2}{N t_p \gamma A} \int_0^{N t_p} \sin(2\pi t/t_p)\sigma(t)dt$$

(3)

$$G''(t_p) = \frac{2}{N t_p \gamma A} \int_0^{N t_p} \cos(2\pi t/t_p)\sigma(t)dt$$

(4)

Here $\sigma(t)$ is the shear stress along the shear strain direction, and $N$ is the number of cycles, here $N = 100$. We obtained the dynamical modulus spectrum of Cu$_{23}$Zr$_{77}$ at 700 K with $\gamma_A = 0.06$, which will be used in the following.

III. RESULTS AND DISCUSSION

A. Time-temperature-transformation (TTT) curve

According to classical nucleation theory (CNT), the nucleation process from a supercooled liquid can be ascribed to the competition between kinetic and thermodynamic factors[5, 6, 49], and the incubation time $\tau_X$ can be written as:

$$\tau_X = A e^{\frac{W}{k_B T} e^{\frac{\Delta G(T)}{k_B T}}}$$

(5)

where $A$ is a prefactor, $W/k_B T$ is the kinetic factor which describes the difficulty for atomic attachment to the crystalline nuclei. As temperature decreases, the kinetic factor increases. $W$ is the kinetic barrier. Both $A$ and $W$ are supposed to be insensitive to temperature. $\Delta G(T)/k_B T$ is the thermodynamic factor, which describes the difficulty for generating a critical crystalline nucleus through thermal fluctuations. $\Delta G(T)$ is determined by the balance between the chemical potential difference and the liquid-crystal interfacial energy[6]. $\Delta G(T)$ varies with temperature, increasing rapidly near the liquidus temperature ($T_L$) and then decreasing with temperature. Approaching the liquidus temperature, the thermodynamic factor is larger than the kinetic factor, and the nucleation process is dominated by the thermodynamic barrier ($\Delta G(T)$). As temperature decreases, the influence of the ther-
modynamic factor declines but the kinetic factor becomes dominant. Below a certain temperature, the kinetic factor becomes a dominant factor in the nucleation process. Therefore the nucleation time of the supercooled liquid is non-monotonically dependent on temperature, and with a transition from thermodynamically to kinetically controlled nucleation as temperature decreases. This non-monotonic behaviour is usually illustrated by the time-temperature-transformation (TTT) curve (Figure 1). At the “nose temperature” ($T_N$), the incubation time ($\tau_N$) is minimum (Figure 1 (c)). It is worth noting that the value $\tau_N$ can be often taken as a quantitative measure of the GFA of the alloy [50].

Figure 1 (a) shows a typical nucleation event in the deeply supercooled liquid regime (below the nose temperature $T_N$) for Ni$_{50}$Al$_{50}$. One sees that the potential energy decreases gradually as the degree of crystallization ($F_6$) increases. This contrasts with the slightly supercooled case (above $T_N$), shown in Figure 1 (b), where the crystalline nuclei are difficult to form. However, once an embryo attains the critical radius, the resulting nucleus grows rapidly thanks to the high atomic mobility. As a result, both the potential energy and the degree of crystallization change abruptly during the nucleation event. Figure 1 (c) schematically illustrates the contribution of the kinetic and thermodynamic factors to the TTT curve. The incubation time $\tau_X$ is defined as the time when the degree of crystallization $F_6$ reaches the threshold 0.5. Other thresholds were also investigated, with results qualitatively consistent with those obtained for $F_6 = 0.5$. A more detailed discussion of the TTT curve is given in the Appendix. Figure 1 (d) shows incubation times versus temperatures in the quiescent state for the two alloys. The nose temperature of the quiescent state ($T_N^Q$) is about 1080 K and 870 K for Ni$_{50}$Al$_{50}$ or Cu$_{23}$Zr$_{77}$, respectively. For Cu$_{23}$Zr$_{77}$, the incubation time at the nose temperature of the quiescent state ($\tau_N^Q$) is larger than for Ni$_{50}$Al$_{50}$ (more than one order of magnitude), indicating that the GFA of Cu$_{23}$Zr$_{77}$ is significantly higher than that of Ni$_{50}$Al$_{50}$ [50].

B. Homogeneous nucleation under oscillatory shear

Next, we used a sinusoidal deformation to investigate the effect of external loading on the TTT curve. Figure 2 (a) illustrates of the two control parameters in the loading: the amplitude of the shear strain $\gamma_A$ and its period $t_p$. A snapshot of an atomic configuration showing the loading direction is displayed in Figure 2 (b). At a given temperature, which
FIG. 1. **Homogeneous nucleation from a supercooled liquid.** a.,b. Potential energy of supercooled Ni$_{50}$Al$_{50}$ evolving with waiting time as the degree of crystallization ($F_6$) increases. a. shows the typical nucleation behaviour in the deeply supercooled liquid regime (temperature below the nose temperature $T_N$ of the quiescent state), b. Typical nucleation behaviour in the moderately supercooled regime (above $T_N$). c. Schematic of time-temperature-transformation (TTT) curve. The temperature above $T_N$ (yellow region) is the moderately supercooled liquid regime where the thermodynamic term dominates the nucleation, and the temperature below $T_N$ (cyan region) is the deeply supercooled liquid regime, where the kinetic factor dominates the nucleation. The dashed lines represent the kinetic factor ($W/k_BT$) and thermodynamic factor ($\Delta G(T)/k_BT$), respectively. The liquidus temperature $T_L$ and nose temperature $T_N$ are also shown. d. TTT curve of Ni$_{50}$Al$_{50}$ and Cu$_{23}$Zr$_{77}$, the incubation time $\tau_X$ is defined as the threshold $F_6 = 0.5$. The data points are obtained from the MD simulations, and the uncertainties are estimated from five independent MD results, the solid curves are fitted by the classical nucleation formula.
we choose first to be in the deeply supercooled regime ($\sim 0.6T^Q_N$), we impose the period $t_p = 0.02$ ns and investigate first the effect of the loading amplitude on the nucleation process. Figure 2 (c), (d) illustrates the nucleation process under oscillatory shear with $\gamma_A = 0.06$ or 0.1 and $t_p = 0.02$ ns at the temperature $\sim 0.6T^Q_N$. Interestingly, although the control parameter $t_p$ and relative temperatures are the same in both Ni$_{50}$Al$_{50}$ and Cu$_{23}$Zr$_{77}$, the nucleation process with different amplitude strains is still notably distinct. For Ni$_{50}$Al$_{50}$, both for $\gamma_A = 0.06$ and $\gamma_A = 0.1$, the degree of crystallization increases gradually, and shows a behavior typical of the nucleation process in a deeply supercooled liquid (below $T_N$). The incubation time decreases when increasing $\gamma_A$ (Figure 2 (c)). This suggests that, as $\gamma_A$ increases, the kinetic factor decreases, but is still the dominant term in this region of the TTT curve in Ni$_{50}$Al$_{50}$. For Cu$_{23}$Zr$_{77}$, a completely different behavior is observed. For
\( \gamma_A = 0.06 \), the nucleation process still retains the features of the deeply supercooled liquid. For \( \gamma_A = 0.1 \), however, the nucleation process is retarded and has a behavior typical of nucleation from a moderately supercooled liquid (above \( T_N \)). This suggests a transition from kinetic control to thermodynamic control as the strain amplitude is increased at fixed temperature in \( \text{Cu}_{23}\text{Zr}_{77} \).

C. The effect of oscillatory loading within the framework of CNT

The oscillatory shear can change both the kinetic and thermodynamic factors. Following the work of Turnbull [6], we incorporate the effect of external loading into the CNT formula, so that the incubation time \( \tau_N \) can be rewritten as

\[
\tau_N(T, \gamma_A, t_p) = \tau_0 e^\delta(\gamma_A, t_p) e^{\frac{W(\gamma_A, t_p)}{k_B T}} e^{\frac{\Gamma(\gamma_A, t_p)}{k_B T_L(\gamma_A, t_p)}}
\]

(6)

Where by convention \( \tau_0 \equiv 10^{-12} \text{ s} \). \( k_B \) is Boltzmann constant and \( T \) is the temperature. There are four parameters in equation (6) which are independent of temperature but sensitive to external loading: the prefactor \( \delta(\gamma_A, t_p) \), the kinetic barrier \( W(\gamma_A, t_p) \), the liquid-crystal interfacial parameter \( \Gamma(\gamma_A, t_p) \) and the liquidus temperature \( T_L(\gamma_A, t_p) \). Those parameters can be obtained by fitting equation (6) to the simulation results.

We systematically obtained the TTT curves for different strain amplitudes, keeping the period fixed at \( t_p = 0.02 \text{ ns} \) on the one hand, and for different periods, with a strain amplitude \( \gamma_A = 0.06 \) or \( \gamma_A = 0.1 \), on the other hand. Figure 3 shows the corresponding results both in \( \text{Ni}_{50}\text{Al}_{50} \) (panel (a),(c)) and \( \text{Cu}_{23}\text{Zr}_{77} \) (panel (b),(d)). The simulation data can be well fitted by equation (6) and the TTT curve is shown as a dashed line. The corresponding parameters are shown in figure 4.

For \( \text{Ni}_{50}\text{Al}_{50} \), the nucleation process is quite fast, and the shortest incubation time \( \tau_N \) is less than 1 ns. Both the nose temperature \( T_N \) and the corresponding incubation time \( \tau_N \) are insensitive to the strain amplitude and period (Figure 4(a),(b)). Furthermore, above \( T_Q^1 \), the nucleation process is slightly retarded, and below \( T_Q^1 \), the nucleation process is significantly accelerated (Figure 3(a),(c)). The main effects of the external oscillatory loading, obtained either by increasing \( \gamma_A \) or by decreasing \( t_p \), are that (i) the kinetic factor is significantly decreased (Figure 4), and (ii) the thermodynamic factor is slightly enhanced.

In contrast, for \( \text{Cu}_{23}\text{Zr}_{77} \), the nucleation process is relatively slow, and \( \tau_N \) is larger than
FIG. 3. The role of oscillatory loading on the TTT curves. **a,b** The TTT curves for various strain amplitudes and fixed the period \( t_p = 0.02 \) ns for Ni\(_{50}\)Al\(_{50}\) and Cu\(_{23}\)Zr\(_{77}\), respectively. **c,d** The TTT curves for various periods and fixed strain amplitude \( \gamma_A = 0.1 \) and \( \gamma_A = 0.06 \) for Ni\(_{50}\)Al\(_{50}\) and Cu\(_{23}\)Zr\(_{77}\), respectively. The external loading is an oscillatory simple shear \( \gamma = \gamma_A \sin(2\pi t/t_p) \). The dashed lines are fitted by equation 6 with the corresponding simulation data.

For a fast period \( t_p = 0.02 \) ns, Figure 3 (b) and Figure 4 (b) shows that \( \tau_N \) is almost insensitive to the external loading, but the nose temperature \( T_N \) decreases when \( \gamma_A \) increases (figure 4 (a)). The shift of the nose temperature of the TTT curve when increasing \( \gamma_A \) in Cu\(_{23}\)Zr\(_{77}\) is consistent with the observation of the transition from kinetic control to thermodynamic control in Figure 2 (d). This suggests that the thermodynamic factor is significantly increased by the external loading, and the balance between the kinetic and thermodynamic factors shifts to a lower temperature. In contrast, for a slow oscillation period (\( t_p = 1 \) ns and 10 ns in Figure 3 (d)), the effect of external loading is similar to the case of Ni\(_{50}\)Al\(_{50}\) system in Figure 3 (c).

Hence the shift in the nose temperature behavior in Cu\(_{23}\)Zr\(_{77}\) is dependent on the competition between the external period \( t_p \) and the nose incubation time \( \tau_N^q \). For a slow period,
FIG. 4. Evolution of the fitting parameters with external loading. 

a. The nose temperature $T_N$ versus the strain amplitude $\gamma_A$. 

b. The shortest incubation time $\tau_N$ of nose temperature versus amplitude strain $\gamma_A$ both for Ni$_{50}$Al$_{50}$ and Cu$_{23}$Zr$_{77}$. 

c. The kinetic barrier $W$ changes with amplitude strain $\gamma_A$, both for Ni$_{50}$Al$_{50}$ and Cu$_{23}$Zr$_{77}$ with $t_p = 0.02$ ns. 

d. The correlation between kinetic barrier $W$ and the prefactor $-k_B T_N^Q \cdot \delta$. $T_N^Q$ is the nose temperature of quiescent state. 

e. The thermodynamic barrier $\Gamma$ changes with $\gamma_A$, both for Ni$_{50}$Al$_{50}$ and Cu$_{23}$Zr$_{77}$ with $t_p = 0.02$ ns. 

f. The liquidus temperature $T_L$ changes with $\gamma_A$, both for Ni$_{50}$Al$_{50}$ and Cu$_{23}$Zr$_{77}$ with $t_p = 0.02$ ns, the solid line is predicted by the effective temperature model, the equation is shown in the panel where $T_L^Q$ is the liquidus temperature at quiescent state, $T_B$ is a material parameter from effective temperature model. The dashed lines are guided for the eye.
FIG. 5. Dynamic modulus spectrum of Cu$_{23}$Zr$_{77}$ with $\gamma_A = 0.06$ at 700 K, $G'$ is storage modulus and $G''$ is loss modulus, the solid line illustrates $\sim t_p^{-0.2}$. The dashed lines are guided for the eye.

when the ratio $\tau^Q_N/t_p$ is approaching the situation of Ni$_{50}$Al$_{50}$, the nose temperature is insensitive to the amplitude of the strain. For faster oscillations, the ratio $\tau^Q_N/t_p$ is large, and the thermodynamic factor will be increased notably by the strain, so that the nose temperature will be shifted to a lower temperature (Figure 4 (a)).

D. Shear melting and effective temperature model

Generally, the liquidus temperature $T_L$ can be changed by an external loading, as has been observed and well studied in the stationary shear flow situation\cite{51}. We also observed a shear melting phenomenon in the oscillatory shear deformation, as seen in figure 4 (f), which shows that the liquidus temperature $T_L$ decreases as $\gamma_A$ increases. The solid line shows a relation $\Delta T_L \sim -\gamma_A^2$, and indicates that the shear melting is induced by an additional elastic work associated with the external loading. However, the shear melting effect in the case of oscillatory shear is distinct from the case of stationary shear flow.

For stationary shear flow, the strain rate $\dot{\gamma}$ is the only external loading parameter, in contrast, there are two parameters in the oscillatory shear: the amplitude $\gamma_A$ and the period $t_p$. For stationary shear flow, both the thermodynamic and kinetic factors can be modified by
FIG. 6. Comparison between the effective temperature model and simulation results

**a**, **b** Evolution of TTT curves with strain amplitude $\gamma_A$ for Ni$_{50}$Al$_{50}$ and Cu$_{23}$Zr$_{77}$, respectively, the period is $t_p = 0.02$ ns. **c**, **d** Evolution of TTT curves with various periods for Ni$_{50}$Al$_{50}$ with $\gamma_A = 0.1$, and for Cu$_{23}$Zr$_{77}$ with $\gamma_A = 0.06$. The points represent the simulation results, and the solid curves are calculated from equation [7].

For oscillatory shear, the simple combination of these two parameters can not be simply combined into a strain rate $\dot{\gamma} \sim \gamma_A/t_p$ does not describe the changes induced in the nucleation process. For instance, the TTT curve with $\gamma_A = 0.02$ and $t_p = 0.02$ ns in Ni$_{50}$Al$_{50}$ is quantitatively similar to the situation with $\gamma_A = 0.1$ and $t_p = 100$ ns (see Figure 3(a), (c)). However, the shear rate of the previous situation is $10^3$ times larger than the latter one. This means that the shear rate is not an appropriate quantity for the nucleation process under oscillatory shear.

For oscillatory shear, we argue that the elastic stress, rather than shear rate, is the key parameter in crystal nucleation and shear melting. As is well known, the viscoelastic response of glasses is strongly frequency dependent. In the frequency range covered by our simulations, the storage modulus for our systems behaves typically as an inverse power of
frequency, \(G' \propto 1/t_p^{\alpha_p}\), with an exponent \(\alpha \simeq 0.2\), which is far less than one (Figure 5), hence the elastic stress can be written as \(\sim \gamma_A/t_p^{\alpha_p}\). As a result, the shear melting can be seen as a stress modified result, to second order in the maximum elastic stress (\(\Delta T_L \sim -\gamma_A^2/t_p^{2\alpha_p}\)).

Following this idea, it is tempting to introduce an effective temperature \(T_e(\gamma_A, t_p) \equiv T + T_B\gamma_A^2(\gamma^Q_N/t_p)^{2\alpha_p}\) to represent the external perturbation on the shear melting, where \(T_B\) is a material parameter. We also note that the GFA of alloys measured by \(\tau_X\) at the nose is insensitive to the perturbation at first order (Figure 4(b)). It implies that the derivative of \(\tau_X\) with respect to the external perturbation vanishes at the nose. This observation can be rationalized by assuming that, in a first approximation, the perturbation is described by the effective temperature \(T_e(\gamma_A, t_p)\) and that the nucleation time is given by \(\tau_X(\gamma_A, t_p) = \tau_{X,Q}(T_e(\gamma_A, t_p))\) where \(\tau_{X,Q}(T)\) is obtained under quiescent conditions. With this assumption, taking the derivative w.r.t. the perturbation (e.g. \(\gamma_A\)) involves, according to the chain rule, a derivative w.r.t. temperature, which by construction vanishes at \(T_{NL}\). As a result, to first order, the nose temperature will be shifted, but the value of the nucleation time will be stationary. This effective temperature model can be written as:

\[
\ln(\tau_X(\gamma_A, t_p)/\tau^Q_N) = \hat{W}\left(\frac{1}{\hat{T}_e} - 1\right) + \hat{\Gamma}\left(\frac{1}{\hat{T}_e(1-\hat{T}_e/\hat{T}_L)^2} - \frac{1}{(1-1/\hat{T}_L)^2}\right)
\]  

(7)

Where \(\hat{T}_e \equiv T_e/T^Q_N\) is an adimensional effective temperature, and \(\hat{T}_L \equiv T_L/T^Q_N\), \(\hat{\Gamma} \equiv \Gamma/k_B T^Q_N\), \(\hat{W} \equiv W/k_B T^Q_N\) are the fitting parameters of quiescent states by equation 6. For Ni_{50}Al_{50}, \(\hat{T}_L = 1.43, \hat{W} = 19.06, \hat{\Gamma} = 0.43\) and for Cu_{23}Zr_{77} system, \(\hat{T}_L = 1.31, \hat{W} = 41.66, \hat{\Gamma} = 0.40\). The parameter \(T_B/T^Q_N = 2.3 \pm 0.3\) for Ni_{50}Al_{50} system is fitted by the simulation result of \(\gamma_A = 0.1\) and \(t_p = 0.02\) ns, and \(T_B/T^Q_N = 3.5 \pm 0.4\) for Cu_{23}Zr_{77} system is fitted by the data of \(\gamma_A = 0.06\) and \(t_p = 0.02\) ns. Interestingly, we take the material parameter \(T_B\) into liquidus temperature \(T_L(\gamma_A, t_p) = T^Q_L - T_B\gamma_A^2(\tau^Q_N/t_p)\), where \(T^Q_L\) is the liquidus temperature at the quiescent state, the predicted curve matches pretty well with simulation results (see Figure 4(f)), it proves that the shear melting can be well depicted by the effective temperature model. Figure 6 shows the comparison between the TTT curve predicted by equation 7 and that of the simulation data. The effective temperature model can depict the influence of amplitude and period on the TTT curve in the vicinity of the nose temperature, but it overestimates \(\tau_X\) at low temperature (Figure 6). This implies that the effective temperature model does not represent the kinetic factor well, as the latter shows a linear dependence on the strain amplitude (Figure 4(c)).
FIG. 7. Phenomenological model of the TTT curve. a,b The TTT curves change with strain amplitude $\gamma_A$ for Ni$_{50}$Al$_{50}$ and Cu$_{23}$Zr$_{77}$, respectively, the period is $t_p = 0.02$ ns. c,d The TTT curves change with various periods for Ni$_{50}$Al$_{50}$ with $\gamma_A = 0.1$, and for Cu$_{23}$Zr$_{77}$ with $\gamma_A = 0.06$. The points represent the simulation results, and the solid curves are calculated from equation 9. The three material parameters of the model are fitted from the simulation results of quiescent state for both alloys and $\gamma_A = 0.1$ for Ni$_{50}$Al$_{50}$ or $\gamma_A = 0.06$ for Cu$_{23}$Zr$_{77}$ with $t_p = 0.02$ ns.

E. Phenomenological nucleation model for oscillatory shear

Based on the above numerical observations, we provide a simple fitting formula to describe the effect of oscillatory loading on the TTT curve. We focus on the TTT curve near the nose temperature $T_N^Q$ of the quiescent state and the following parameters $T_N^Q = 1080$ K, $\tau_N^Q = 0.579$ ns for Ni$_{50}$Al$_{50}$ and $T_N^Q = 870$ K, $\tau_N^Q = 12.657$ ns for Cu$_{23}$Zr$_{77}$. In the vicinity of the nose, the TTT curve of the quiescent state takes the form:

$$\ln(\tau_X/\tau_N^Q) = \hat{A}(T/T_N^Q - 1)^2$$

(8)
FIG. 8. The correlation between the phenomenological model prediction and the experiment results of \( \ln(\tau_X/\tau_N^Q) \), the dashed line is a guide for the eye.

Where \( \tau_N^Q \) is the incubation time in the quiescent state at the nose temperature. \( \hat{A} \) is a material parameter which can be well fitted using the numerical results in the quiescent state (Figure 1d), \( \hat{A} = 67 \pm 7 \) for Ni\(_{50}\)Al\(_{50}\) and \( \hat{A} = 203 \pm 19 \) for Cu\(_{23}\)Zr\(_{77}\).

When the oscillatory shear is applied during the nucleation, the TTT curve will be modified. As discussed above, we found that the relevant parameter is \( \gamma_A(\tau_N^Q/t_p)^\alpha \), with \( \alpha = 0.2 \). Generally, the incubation time is controlled by three factors: the prefactor, kinetic and thermodynamic factors. The shortest incubation time results from the balance between these three factors. Our analysis shows that the kinetic factor, \( W(\gamma_A, t_p) \), decreases linearly with the strain amplitude (Figure 4(c)). \( W(\gamma_A, t_p) \sim -\gamma_A(\tau_N^Q/t_p)^\alpha \). Furthermore, there is a good correlation between the prefactor and the kinetic factor at nose temperature (see Figure 4(d)), implying that the change in the prefactor is also proportional to \( \gamma_A(\tau_N^Q/t_p)^\alpha \). The thermodynamic factor, it controlled by the liquid-crystal interface parameter \( \Gamma \) and liquidus temperature \( T_L \) (see equation 6). Both \( \Gamma \) and \( T_L \) display a quadratic dependence on the strain amplitude (Figure 4), so that at first order, We can take the change thermodynamic barrier as \( \Delta G(T) \sim \gamma_A^2(\tau_N^Q/t_p)^{2\alpha} \). Therefore, the incubation time under oscillatory shear...
can be written as:

\[
\ln\left(\frac{\tau_X}{\tau_N^Q}\right) = \hat{A}(T/T_N^Q - 1)^2 - \hat{B}_A\left(\frac{\tau_N^Q}{t_p}\right)^\alpha \left(\frac{T_N^Q}{T} - 1\right) + \hat{C}_A\left(\frac{\tau_N^Q}{t_p}\right)^{2\alpha} \frac{T_N^Q}{T} \tag{9}
\]

Where \( \hat{B}, \hat{C} \) are material parameters. We fitted \( \hat{B} \) and \( \hat{C} \) from the numerical results of \( \gamma_A = 0.1, \ t_p = 0.02 \) ns for Ni\(_{50}\)Al\(_{50}\) \( (\hat{B} = 94 \pm 3, \ \hat{C} = 34 \pm 4) \) and \( \gamma_A = 0.06, \ t_p = 0.02 \) ns for Cu\(_{23}\)Zr\(_{77}\) \( (\hat{B} = 239 \pm 2, \ \hat{C} = 102 \pm 3) \). Interestingly, this simple formula agrees quantitatively well with the simulation data of various strain amplitudes \( \gamma_A \) and periods \( t_p \) (Figure 7). The correlation between the r.h.s and l.h.s of equation (9) is shown in Figure 8.

An interesting observation of equation (9) is that the oscillatory deformation induces a linear decrease of the kinetic factor, and increases the thermodynamic factor quadratically as a function of the stress. For \( \gamma_A(\tau_N^Q/t_p)^\alpha < 1 \), the decrease of the kinetic factor is faster than the increase of the thermodynamic factor, and the nucleation will be accelerated by the atomic mobility, in contrast, for \( \gamma_A(\tau_N^Q/t_p)^\alpha > 1 \), the thermodynamic factor increases more rapidly than the kinetic factor decreases. Therefore one can on the one hand improve the atomic mobility of the alloy, and on the other hand, the nucleation can be significantly retarded. This is important and attractive for the fabrication of metallic glasses and control the nucleation process of the alloy, one can use ultrasonic vibration to enhance mobility meanwhile avoiding crystallization during forging or cold joining of metallic glasses\[34, 35\].

IV. CONCLUSION

In conclusion, we find the TTT curve under oscillatory shear can be adjusted by tuning the amplitude of the strain and its frequency. We provide an empirical model to describe the dependence of the TTT curve on the loading, which can quantitatively well represent the numerical data. This formula is interpreted by introducing the elastic stress associated with the loading, which appears to be the essential parameter that will influence the nucleation time. Our study shows that, using oscillatory loading, the mobility and nucleation of alloys can be decoupled in the deeply supercooled liquid state, therefore the formation ability can be enhanced and nucleation can be retarded. This is particularly attractive and useful for the manufacturing and processing of metallic glasses.
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We investigated the role of control parameters such as the NPT ensemble, and system size during the nucleation process. Figure A1(a) shows the pair distribution function $g(r)$ varies with $F_0$ at $T = 800$ K, as the degree of crystallization increases, the alloy is transforming from liquid state to crystal state. For the sample quenching from high temperature with the NPT ensemble, the TTT curves with the NPT or the NVT ensemble are equivalent during the nucleation process (Figure A1(b)). Figures A1(c) and (d) show that the TTT curves with loading and quiescent condition reveal similar finite-size effects. Above $T_N$, the incubation time is notably reduced as the system size increases (the dashed rectangular region), in contrast, below $T_N$, $\tau_X$ is intensive with the system size. The nucleus formation is spatially localized, and the nucleation rate is intensive to system size, however, as the system size increases, the probability that the embryo reaches the critical size is increasing, and above $T_N$, the nucleus will grow rapidly, hence the incubation time will dependent on...
FIG. A1. **Comparison of simulation parameters for the TTT curves for Ni$_{50}$Al$_{50}$**

**a.** The pair distribution function $g(r)$ varies with the degree of crystallization $F_6$ at $T = 800$ K. **b.** Comparing the NPT and NVT ensemble on the TTT curve for $\gamma_A = 0.0$. **c.,d.** The TTT curve of various system sizes ($N = 8192, 85750, 628864$) with $\gamma_A = 0.0$ and $\gamma_A = 0.06$, respectively.

the system size. In contrast, below $T_N$, the nucleus grows sluggishly, and the incubation time is insensitive to the system size.

**A2. EFFECT OF THRESHOLD FOR THE INCUBATION TIME.**

We investigated the sensitivity of the TTT curves on the threshold of the incubation time $\tau_X$. Figure A2 (a) and (b) show the TTT curve evolves with the degree of crystallization $F_6$ at $\gamma_A = 0.0$ and $\gamma_A = 0.06$, respectively. The nose temperature $T_N$ is insensitive to the threshold, in contrast, the incubation time $\tau_N$ at $T_N$ is retarded as the degree of crystallization increases. Above $T_N$, the TTT curve is insensitive to $F_6$ and below $T_N$ the TTT curve will be retarded with increasing $F_6$, it indicates the threshold of incubation time mainly impacts the kinetic term of the nucleation process, with more minor influences on the ther-
FIG. A2.  **Incubation time** $\tau_X$ **versus the degree of crystallization** $F_6$.  

**a.,b.** Comparing the TTT curve for $F_6 = 0.1$ or $0.5$ of Ni$_{50}$Al$_{50}$, with $\gamma_A = 0.0$ and $\gamma_A = 0.06$, respectively, $t_p = 0.02$ ns. The solid lines are fitted from the CNT formula with simulation data.  

**c.** The correlation between kinetic barriers $W$ extracted from TTT curve of $F_6 = 0.1$ or $0.5$ with various amplitude strains and $t_p = 0.02$ ns.  

**d.** The correlation between liquidus temperature $T_L$ from TTT curve of $F_6 = 0.1$ or $0.5$ with various amplitude strains and $t_p = 0.02$ ns. The dashed lines are guided for the eyes.

The thermodynamic term. Figure A2 (c) shows the correlation between the kinetic barrier of various thresholds, there is slightly deviated from the equivalent line, and the kinetic barrier $W$ with $F_6 = 0.5$ is larger than $F_6 = 0.1$, this is consistent with the retardation of nucleation below $T_N$. Figure A2 (d) shows the correlation between the temperature $T_L$ of various thresholds, $T_L$ is not changed with threshold and it supports that the thermodynamic term is insensitive to the threshold of incubation time.