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ABSTRACT. Key assignment and key maintenance in encrypted networks of resource-limited devices may be a challenging task, due to the permanent need of replacing out-of-service devices with new ones and to the consequent need of updating the key information. Recently, Aragona et al. proposed a new cryptographic scheme, ECTAKS, which provides a solution to this design problem by means of a Diffie-Hellman-like key establishment protocol based on elliptic curves and on a prime field. Even if the authors proved some results related to the security of the scheme, the latter still lacks a formal security analysis. In this paper, we address this issue by providing a security proof for ECTAKS in the setting of computational security, assuming that no adversary can solve the underlying discrete logarithm problems with non-negligible success probability.

1. Introduction

The Elliptic Curve based Topological Authenticated Key Scheme (ECTAKS), recently developed by Aragona et al. [1], represents a solution to the problem of key assignment in resource-constrained encrypted networks comprised of sensors with a limited lifetime, where there is the persistent need of updating the key information once an off-duty node needs replacing. In ECTAKS, being the scheme designed such that the network topology is more relevant than the node identity, the cost of network updates is highly reduced. The parties involved in the communication, following an asymmetrical Diffie-Hellman-like key exchange, may agree on a shared secret, called the Elliptic Curve based Topological Authenticated Key ECTAK, which can be used to produce encrypted messages and digital signatures. Both point-to-point and point-to-multipoint secure sessions are supported by the scheme. At the time of writing though, ECTAKS lacked a formal proof of security. In [1], the authors proved that the linear-algebra conditions that define the parameters of the
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scheme cannot be exploited by an attacker aiming at recovering the private information of a target node, even if the attacker is able to solve an instance of the underlying discrete logarithm problem on elliptic curves. However, a formal security reduction is reported to be an open problem. In this paper, we address this issue by proving a formal security proof for ECTAKS. On the basis of the Computational and Decisional Diffie-Hellman assumptions [2, 3], we develop a security model for ECTAKS and we prove that the scheme is secure against key-recovery and key-indistinguishability attacks, respectively.

The paper is organized as follows: in Section 2 we provide a detailed description of ECTAKS as in [1] and introduce the security assumptions on the discrete logarithm problems over elliptic curves. In Section 3 we introduce the security model for ECTAKS and prove two main results, i.e. Theorem 3.3 and Theorem 3.6, where we respectively show the security of the scheme against key-recovery and key-indistinguishability attacks. Finally, in Section 4 we draw our conclusions.

2. Preliminaries on ECTAKS

In this section we introduce the scheme ECTAKS and the security assumptions on the discrete logarithm problems on which our formal security proofs for ECTAKS are based. The description of the scheme is provided below; for more detailed information the reader is referred to [1]. Previous versions of ECTAKS may be found in [4, 5, 6], where the construction is also considered in relation to other groups for which Diffie-Hellman problems are hard. It is important to point out here that, even if the presented scheme is based on elliptic curves, the security proofs do not rely on particular properties of elliptic curves and so can be easily adapted to arbitrary groups suitable for discrete logarithm problems.

2.1. ECTAKS. Let $p$ be a prime number, and let $\mathbb{F}_p$ be the finite field with $p$ elements. Let $q > 3$ be the power of a prime number, and let $C$ be an elliptic curve over $\mathbb{F}_q$ [7] such that there exists $G \in C$ that generates a subgroup of $C$ of order $p$. The element $G$ is called the base point.

The following definitions are useful: given a vector $k = (\alpha_1, \alpha_2) \in (\mathbb{F}_p)^2$ and the scalars $\beta_1, \beta_2 \in \mathbb{F}_p$ let, as in [1],

$$kG \overset{\text{def}}{=} (\alpha_1G, \alpha_2G) \in C \quad \text{and} \quad k \cdot (\beta_1G, \beta_2G) \overset{\text{def}}{=} \alpha_1\beta_1G + \alpha_2\beta_2G \in C.$$

In the protocol ECTAKS, the sensor network is modeled by means of a graph where each user (i.e. sensor) represents a node, and where two users are entitled to communicate if and only if they are connected in the corresponding graph. More precisely, if an edge from node $i$ to node $j$ exists in the network, then user $i$ is allowed to start a communication session with user $j$. Each node possesses a set of parameters, called Local Configuration Data (LCD), assigned by an external and trusted Certification Authority (CA). The LCD is composed by two secret components, that remain unchanged once generated, and a public component, which is updated every time a new node joins the dynamic network. The formal description of what has been previously mentioned is provided below.

2.1.1. Parameter definition. A directed graph is a pair of sets $(V, E)$, where $V \neq \emptyset$ and $E \subseteq V \times V$. The elements of $E$ are called arrows and, for each arrow $e = (i, j) \in E$, the tail of the arrow is denoted as $t(e) = i$ and the head as $h(e) = j$. For sake of compactness, the arrow $(i, j)$ is sometimes denoted by writing ‘$i \rightarrow j$’.
If $i, j \in V$, then $i$ and $j$ are said to be strongly adjacent in $(V, E)$ if $(i, j) \in E$ and $(j, i) \in E$.

Let $N$ be a positive integer such that $p > N$ and let $V = \{1, 2, \ldots, N\}$. The Authenticated Network Topology is a loop-free symmetric directed graph $\text{ANT} = (V, E)$, i.e., a graph with no cycles of length 1, where $E \subseteq V \times V$ and if $(i, j) \in E$, then $(j, i) \in E$. For each $1 \leq i \leq N$, $\text{ANT}_i = (V_i, E_i)$ is the (non-symmetric and cycle-free) directed subgraph of $\text{ANT}$ such that

$$E_i \overset{\text{def}}{=} \{ e \in E \mid t(e) = i \} \quad \text{and} \quad V_i \overset{\text{def}}{=} \{i\} \cup \{h(e) \mid e \in E_i\}.$$ 

In the point of view of the application, $\text{ANT}_i$ is the subgraph of the users which user $i$ is entitled to communicate to. An example of network topology network is displayed in Fig. 1.

For each node $i \in V$, its assigned Local Configuration Data $\text{LCD}_i = (S_i, P_i)$ is such that

$$S_i \overset{\text{def}}{=} \{k_i, t_i\} \quad \text{and} \quad P_i \overset{\text{def}}{=} \{m_{i \rightarrow j} G\}_{j \in V_i \setminus \{i\}},$$

where $k_i \in (\mathbb{F}_p)^2 \setminus \{0\}$ is called the local key component of the node $i$, $t_i \in (\mathbb{F}_p)^2 \setminus \{0\}$ is called the transmitted key component of the node $i$, and $m_{i \rightarrow j} G \in C^2 \setminus \{0\}$ is called the topology vector of the arrow $(i, j)$. The component $S_i$ represents the private information assigned to node $i$, whereas $P_i$ represents its public information. Their role will be discussed in more detail in the subsequent Section 2.1.2.

2.1.2. Parameter assignment and shared secrets. Once the CA has chosen an arbitrary root node for each connected component of the graph, it assigns the parameters to each node in a sequential way. Starting from the parameters assigned to the root node, the CA computes the parameters for the other nodes of the graph according to certain constraints which will allow each pair of strongly adjacent nodes to compute a shared secret, the so-called Elliptic Curve Topology Authenticated Key (ECTAK).

Let node $i$ be the first root node chosen by the CA. The parameters $k_i$ and $t_i$ are generated randomly from $(\mathbb{F}_p)^2 \setminus \{0\}$ and assigned to the secret component $S_i = \{k_i, t_i\}$ of node $i$. For each node $j$ strongly adjacent to node $i$, two cases need to be distinguished:
S\textsubscript{j} is not defined: in this case the parameter \( m_{i\rightarrow j} \) is generated randomly by the CA, provided that \( k_i \cdot m_{i\rightarrow j} \neq 0 \). The corresponding topology vector \( m_{i\rightarrow j}G \) is appended to \( P_i \). The CA chooses the parameters for node \( j \) proceeding as follows:

- \( k_j \) is randomly selected from the solutions of the linear equation

\[ k_i \cdot m_{i\rightarrow j} = k_j \cdot t_i; \]

- \( m_{j\rightarrow i} \) is randomly selected, provided that \( k_j \cdot m_{j\rightarrow i} \neq 0 \);

the corresponding topology vector \( m_{j\rightarrow i}G \) is appended to \( P_j \);

- \( t_j \) is randomly selected from the solutions of the linear equation

\[ k_j \cdot m_{j\rightarrow i} = k_i \cdot t_j. \]

S\textsubscript{j} is already defined: in this case the topology vectors related to the arrows \((i, j)\) and \((j, i)\) are chosen by the CA as follows:

- \( m_{i\rightarrow j} \) is randomly selected from the solutions of the linear equation

\[ k_i \cdot m_{i\rightarrow j} = k_j \cdot t_i; \]

- \( m_{j\rightarrow i} \) is randomly selected from the solutions of the linear equation

\[ k_j \cdot m_{j\rightarrow i} = k_i \cdot t_j. \]

The parameter assignment is completed when the CA has assigned secret and public components to each node of the graph.

Assuming that node \( i \) and \( j \) are strongly adjacent and that node \( i \) wants to start a session with node \( j \), they can agree on the ephemeral shared secret \( ECTAK_{i\rightarrow j} \) performing the following operations:

- node \( i \) generates a random non-zero element \( \alpha \in \mathbb{F}_p \);
- node \( i \) sends \( C_{i\rightarrow j} \overset{\text{def}}{=} \alpha t_iG \) to node \( j \);
- node \( i \) computes \( ECTAK_{i\rightarrow j} \overset{\text{def}}{=} \alpha k_i \cdot (m_{i\rightarrow j}G) \).

Also node \( j \) can compute

\[ k_j \cdot (\alpha t_iG) = (k_j \cdot \alpha t_i)G = (\alpha k_i \cdot m_{i\rightarrow j})G = \alpha k_i \cdot (m_{i\rightarrow j}G) = ECTAK_{i\rightarrow j}, \]

where the second equality is obtained from Equation (1). Consequently, node \( i \) and node \( j \) have shared the non-zero secret \( ECTAK_{i\rightarrow j} \in C \). Similarly, when node \( j \) wants to start a session, they can agree with node \( i \) on the shared secret

\[ ECTAK_{j\rightarrow i} \overset{\text{def}}{=} \alpha k_j \cdot (m_{j\rightarrow i}G) = k_j \cdot (\alpha t_jG), \]

where \( \alpha \) is again an ephemeral randomly chosen non-zero element in \( \mathbb{F}_p \), this time generated by node \( j \), and the second equality is derived from Equation (2).

Aiming at proving that the previously shown protocol is computationally secure, let us define the \textit{Computational} and \textit{Decisional Diffie-Hellman assumptions} \cite{2, 3} on which the security proofs are based. Next, an algorithm is said to be \textit{efficient} if it runs in (expected) polynomial time in the size of the input, possibly using a random source.
2.2. Assumptions. Let $\alpha, \beta \in \mathbb{F}_p$ be chosen uniformly at random and recall that $G \in C$ is the base point of order $p$. The Computational Diffie-Hellman (CDH) problem consists in constructing an algorithm

$$B_C(G, A = \alpha G, B = \beta G) \rightarrow C$$

that efficiently computes the point $\alpha \beta G \in C$. The correctness probability of $B_C$ is defined as

$$\text{Corr}_{B_C} \overset{\text{def}}{=} \Pr \left[ B_C(G, A, B) = \alpha \beta G \right],$$

where the probability is taken over the random choice of the base point $G$, of $\alpha, \beta$ in $\mathbb{F}_p$, and the random bits possibly consumed by $B_C$ to compute the response.

The following security assumption is derived.

**Definition 2.1 (CDH Assumption)**. No probabilistic polynomial-time algorithm $B_C$ solves the CDH problem with more than negligible correctness probability $\text{Corr}_{B_C}$.

Similarly, let $\alpha, \beta, \gamma \in \mathbb{F}_p$ be chosen at random. The Decisional Diffie-Hellman (DDH) problem consists in constructing an efficient algorithm

$$B_D(G, A = \alpha G, B = \beta G, T) \rightarrow \{0, 1\}$$

to distinguish between the tuples $(G, A, B, \alpha \beta G)$ and $(G, A, B, \gamma G)$, outputting respectively 1 and 0. The advantage of $B_D$ is defined as

$$\text{Adv}_{B_D} \overset{\text{def}}{=} \left| \Pr \left[ B_D(G, A, B, \alpha \beta G) = 1 \right] - \Pr \left[ B_D(G, A, B, \gamma G) = 1 \right] \right|,$$

where the probabilities are taken over the random choice of the base point $G$, of $\alpha, \beta, \gamma$ in $\mathbb{F}_p$, and the random bits possibly consumed by $B_D$ to compute the response.

The following security assumption is derived.

**Definition 2.2 (DDH Assumption)**. No probabilistic polynomial-time algorithm $B_D$ solves the DDH problem with more than negligible advantage $\text{Adv}_{B_D}$.

3. Security proofs

Our main results of this paper, i.e. Theorems 3.3 and 3.6, which are the formal proofs of security of the protocol described in Section 2, are shown in this section. They are both based on a preliminary result, namely Lemma 3.7, which is presented in the body of the section and anticipates the proofs of Theorems 3.3 and 3.6.

In our security model, defined below, the aim of the attacker is to either retrieve the ephemeral secret ECTAK or to distinguish a properly generated secret from a random non-trivial point of the curve. The proofs are based, without loss of generality, on the minimal setting of a simple network with three users. Considering an adversary that wants to attack the key exchange between two nodes, indeed, they gain more information when controlling a node strongly adjacent to both target nodes. Moreover, the key generation process limits the information the attacker can gain if they succeed in controlling extra nodes, therefore the model is general enough for a security analysis.
3.1. Security model. Let us assume that the Certification Authority sets up an ECTAKS instance on a network with topology, shown in Figure 2, defined by a graph \((V,E)\) where
\[
V = \{1,2,3\} \quad \text{and} \quad E = \{(1,2),(2,1),(1,3),(3,1),(2,3),(3,2)\}.
\]

In the attack scenario, an adversary \(A\) seizes the control of node 3, therefore gaining access to \(S_3 = (k_3,t_3)\) and \(P_3 = \{m_{3\to 1}G,m_{3\to 2}G\}\), and tries to attack the key exchange from node 1 to node 2.

3.2. Security with respect to key recovery. Our first result proves that the protocol is secure in terms of key-recovery attacks. The security game is formally defined as follows, where, for sake of compactness, ECTAK\(_{i\to j}\) is denoted by \(E_{i\to j}\).

**Definition 3.1** (Security game). The security game for a key-recovery attack, between the challenger \(C\) and the adversary \(A\), proceeds as follows:

- **Setup:** \(C\) acts as the CA and sets up the ECTAKS protocol on the network of the security model of Section 3.1, and provides \(A\) with the key parameters of node 3, i.e. LCD\(_3\) = \(S_3,P_3\);

- **Phase 1:** \(A\) may request multiple session-key pairs \((C^n_{1\to 2},E^n_{1\to 2})\) generated by node 1 to communicate with node 2;

- **Challenge:** \(C\) computes a challenge session-key pair \((C^n_{1\to 2},E^n_{1\to 2})\), with the trivial constraint \(C^n_{1\to 2} \neq C^n_{1\to 2}\) for each \(i\), and sends \(C^n_{1\to 2}\) to \(A\);

- **Phase 2:** Phase 1 may be repeated, provided that the aforementioned constraint is respected;

- **Guess:** \(A\) outputs a guess \(E'_{1\to 2}\) for the private session-key corresponding to \(C^n_{1\to 2}\). The adversary wins if \(E'_{1\to 2} = E^n_{1\to 2}\), i.e. if the output corresponds to the correct key.

**Definition 3.2** (Security against key recovery). An ECTAKS protocol with security parameter \(\xi\) is secure against key recovery if, for all probabilistic polynomial-time adversaries \(A\) that play the game of Definition 3.1, there exists a negligible function \(\psi\) such that
\[
\Pr [A \text{ wins}] = \Pr [E'_{1\to 2} = E^n_{1\to 2}] \leq \psi(\xi).
\]

The following theorem proves that the protocol is secure against key-recovery attacks under the CDH assumption of Definition 2.1, in the security game defined above.

**Theorem 3.3.** If there exists an adversary that wins the security game of Definition 3.1 with non-negligible probability \(\varepsilon\), then a simulator that solves the CDH problem with non-negligible correctness probability \(\varepsilon\) can be constructed.
3.3. Security with respect to key indistinguishability. Next, we prove instead that the protocol is secure with respect to key indistinguishability under the DDH assumption of Definition 2.2, in the security game defined below.

**Definition 3.4 (Security game).** The security game for a key-indistinguishability attack, between the challenger \( C \) and the adversary \( A \), proceeds as follows:

- **Setup:** \( C \) acts as the CA and sets up the ECTAKS protocol on the network of the security model of Section 3.1, and provides \( A \) with the key parameters of node 3, i.e. \( \text{LCD}_3 = (S_3, P_3) \);
- **Phase 1:** \( A \) may request multiple session-key pairs \( (C_{i \rightarrow 2}^{(i)}, E_{i \rightarrow 2}^{(i)}) \) generated by node 1 to communicate with node 2;
- **Challenge:** \( C \) computes a challenge session-key pair \( (C_{1 \rightarrow 2}^*, E_{1 \rightarrow 2}^*) \), with the trivial constraint \( C_{1 \rightarrow 2}^* \neq C_{1 \rightarrow 2}^{(i)} \) for each \( i \). Then \( C \) flips a random coin \( b \in \{0, 1\} \) and delivers the challenge \( (C_{1 \rightarrow 2}^*, E_b) \) to \( A \), where \( E_1 = E_{1 \rightarrow 2}^* \) and \( E_0 \) is a random element of the subgroup of the elliptic curve \( \mathcal{C} \) generated by the base point \( G \), except the point at infinity \( \mathcal{O} \);
- **Phase 2:** Phase 1 may be repeated, provided that the aforementioned constraint is respected;
- **Guess:** \( A \) outputs a guess \( b' \) of the coin toss \( b \), and wins if \( b' = b \).

**Definition 3.5 (Security against key indistinguishability).** An ECTAKS protocol with security parameter \( \xi \) achieves key indistinguishability if, for all probabilistic polynomial-time adversaries \( A \) that play the game of Definition 3.4, there exists a negligible function \( \psi \) such that:

\[
\Pr[A \text{ wins}] = \Pr[b' = b] \leq \frac{1}{2} + \psi(\xi).
\]

**Theorem 3.6.** If there exists an adversary that wins the security game of Definition 3.4 with non-negligible advantage \( \varepsilon \), then a simulator that solves the DDH Problem with non-negligible advantage \( \varepsilon \) can be constructed.

Theorems 3.3 and 3.6, showing the formal security of ECTAKS, are proved in the next section.

3.4. Proofs. The proofs of Theorems 3.3 and 3.6 are based on simulators which can set up the protocol acting as the CA. In both scenarios the same approach is used, i.e. the one of the following lemma.

**Lemma 3.7.** Given as input a Diffie-Hellman-like challenge tuple \( (G, A = \alpha G, B = \beta G) \), there exists a simulator that can set up the ECTAKS protocol as described in Section 3.1, provide an adversary \( A \) with the key parameters given to node 3, i.e. \( \text{LCD}_3 = (S_3, P_3) \), and output a challenge public session-key \( C_{1 \rightarrow 2}^* \) linked to \( A \) and \( \alpha \beta G \).

**Proof.** In order to construct the simulator, our strategy is to embed the value \( A \) of the Diffie-Hellman challenge into the public session key, and the value \( B \) into the public information of the second node \( P_2 \), so that the corresponding private session-key becomes linked to the value \( \alpha \beta G \). In particular, we implicitly set the value \( \alpha^* \), that node 1 should have chosen to construct \( C_{1 \rightarrow 2}^* = \alpha^* t_1 G \), to be equal to the parameter \( \alpha \) of the DH challenge, so that

\[
C_{1 \rightarrow 2}^* = t_1 A.
\]
Then, choosing uniformly at random \(k_1, t_1, m'_{1 \rightarrow 2} \in \mathbb{F}_p^2 \setminus \{(0,0)\}\), provided that \(k_1 \cdot m'_{1 \rightarrow 2} \neq 0\), and implicitly setting \(m_{1 \rightarrow 2} = m'_{1 \rightarrow 2} \beta\), we have
\[
m_{1 \rightarrow 2}G = m'_{1 \rightarrow 2}B.
\]
Note that if \(\beta \neq 0\), then \(k_1 \cdot m_{1 \rightarrow 2} \neq 0\). Moreover if \(\beta = 0\), then the DH challenge becomes trivial, so our reduction is unaffected. Note also that we can restrict our choice of parameters assuming \(k_{1,2}, t_{1,1} \neq 0\), since this happens with overwhelming probability.

We can continue the setup generating the values for the node 2. Since \(k_2\) should be a solution of the equation \(k_1 \cdot m_{1 \rightarrow 2} = k_2 \cdot t_1\), we can freely choose \(k_{2,2} \in \mathbb{F}_p \setminus \{0\}\) and implicitly set \(k_{2,1} = t_{1,1}^{-1}(k_1 \cdot m'_{1 \rightarrow 2} \beta - k_{2,2} t_{1,2})\), so that we can compute
\[
k_{2,1}G = t_{1,1}^{-1}(k_1 \cdot m'_{1 \rightarrow 2})B - t_{1,1}^{-1}k_{2,2} t_{1,2} G.
\]
We can successively generate \(m_{2 \rightarrow 1} \in \mathbb{F}_p^2 \setminus \{(0,0)\}\) uniformly at random and check that \(k_2 \cdot m_{2 \rightarrow 1} \neq 0\), by verifying that \(m_{2 \rightarrow 1,1}(k_2 G) + k_{2,2} m_{2 \rightarrow 1,2} G \neq O\), where \(O\) is the point at infinity of the curve \(\mathcal{C}\). The parameter \(t_2\) should be a solution of the equation \(k_2 \cdot m_{2 \rightarrow 1} = k_1 \cdot t_2\), so we freely choose \(t_{2,1} \in \mathbb{F}_p \setminus \{0\}\) and implicitly set \(t_{2,2} = k_{1,2}^{-1}(k_2 \cdot m_{2 \rightarrow 1}) - k_{1,1} t_{2,1}\), so that we can compute
\[
t_{2,2}G = k_{1,2}^{-1} m_{2 \rightarrow 1,1}(k_2 G) + k_{1,2}^{-1} k_{2,2} m_{2 \rightarrow 1,2} G - k_{1,2}^{-1} k_{1,1} t_{2,1} G.
\]
Note that we can generate the values for node 3 in the same way they would be generated by the CA, i.e. choosing randomly \(m_{1 \rightarrow 3} \in \mathbb{F}_p^2 \setminus \{(0,0)\}\) in order to have \(k_1 \cdot m_{1 \rightarrow 3} \neq 0\), choosing \(k_3\) randomly from the solutions of \(k_1 \cdot m_{1 \rightarrow 3} = k_3 \cdot t_1\) (note that again we can restrict our choice to have \(k_{3,1} \neq 0\) since this happens with overwhelming probability), then choosing \(m_{3 \rightarrow 1} \in \mathbb{F}_p^2 \setminus \{(0,0)\}\) such that \(k_3 \cdot m_{3 \rightarrow 1} \neq 0\), and finally choosing \(t_3\) randomly from the solutions of \(k_3 \cdot m_{3 \rightarrow 1} = k_1 \cdot t_3\). Finally, we need to generate the values \(m_{3 \rightarrow 2}\) and \(m_{2 \rightarrow 3}\), that should satisfy the equations \(k_3 \cdot m_{3 \rightarrow 2} = k_2 \cdot t_3\) and \(k_2 \cdot m_{2 \rightarrow 3} = k_3 \cdot t_2\) respectively. We start by choosing \(m_{3 \rightarrow 2,2} \in \mathbb{F}_p \setminus \{0\}\) uniformly at random, and then implicitly setting \(m_{3 \rightarrow 2,1} = k_{3,1}^{-1}(k_2 \cdot t_3) - k_{3,2} m_{3 \rightarrow 2,2}\), so that we can compute
\[
m_{3 \rightarrow 2,1}G = k_{3,1}^{-1} t_{3,1}(k_2 G) + k_{3,1}^{-1} k_{2,2} t_{3,2} G - k_{3,1}^{-1} k_{3,2} m_{3 \rightarrow 2,2} G.
\]
Ultimately, we choose \(m_{2 \rightarrow 3,1} \in \mathbb{F}_p \setminus \{0\}\) uniformly at random, then we implicitly set \(m_{2 \rightarrow 3,2} = k_{2,1}^{-1}(k_3 \cdot t_2) - k_{2,1} m_{2 \rightarrow 3,1}\), so that we can compute
\[
m_{2 \rightarrow 3,2}G = k_{2,2}^{-1} k_{3,1} t_{2,1} G + k_{2,2}^{-1} k_{3,2} (t_{2,2} G) - k_{2,2}^{-1} m_{2 \rightarrow 3,1}(k_2 G).
\]
Now that every value required in the setup of ECTAKS as per Section 3.1 has been (implicitly or explicitly) generated, \(k_3\) and \(t_3\), that are explicitly generated, can be passed to the adversary \(\mathcal{A}\). Moreover, also the values \(m_{i \rightarrow j}\) can be delivered to \(\mathcal{A}\), for all \(i, j\), since using Equations (6) to (10) we can compute the values whose coefficients were only implicitly generated.

To conclude the proof, note that the private key corresponding to the challenge public session-key defined in Equation (5) satisfies
\[
E'_{1 \rightarrow 2} = k_2 \cdot (\alpha^* t_1 G) = (k_1 \cdot m_{1 \rightarrow 2}) \alpha^* G = (k_1 \cdot m'_{1 \rightarrow 2})(\alpha \beta G),
\]
thus we have successfully linked the challenge public session-key to the target value of the Diffie-Hellman challenge \(\alpha \beta G\). \(\square\)
Remark 1. Note that, since in the Diffie-Hellman challenge \( \alpha \) and \( \beta \) are generated uniformly at random and are not null in non-trivial challenges, then any value of the form \( x\alpha \) or \( x\beta \) is uniformly distributed when \( x \in \mathbb{F}_p \) is chosen uniformly at random. Moreover, suppose we fix \( y = (y_1, y_2) \in \mathbb{F}_p^2 \backslash \{(0,0)\} \). Then, for every \( z \in \mathbb{F}_p \), if \((x_1, x_2), (\bar{x}_1, \bar{x}_2)\) are any two among the \( p \) non-zero distinct solutions in \( \mathbb{F}_p^2 \) of the equation \( x \cdot y = z \), we have \( x_1 \neq \bar{x}_1 \). This also implies that, provided that both \( z \) and \( y_2 \) are non-zero, selecting uniformly at random a solution \((x_1, x_2) \in \mathbb{F}_p^2 \backslash \{(0,0)\}\) is equivalent to selecting uniformly at random \( x_1 \) and computing \( x_2 = y_2^{-1}(z - x_1 y_1) \).

This means that the simulation shown in the proof of Lemma 3.7 generates the parameters exactly as in a standard execution of the protocol, with the sole exception that some values are restricted to be not null. As already noted, this happens with overwhelming probability also in a standard execution, therefore the procedure described in the proof perfectly simulates the protocol.

We are now ready to prove our main results.

Proof of Theorem 3.3. Let \( \mathcal{A} \) be an adversary that wins the game of Definition 3.1 with non-negligible correctness probability \( \varepsilon \), and let \( \mathcal{C} \) be a CDH challenger that provides us with the input \((G,A,B)\). We set up the ECTAKS protocol and compute \( C_1^i \rightarrow 2 \) as described in the proof of Lemma 3.7. For Phases 1 and 2 of the security game, we choose \( \alpha^{(i)} \in \mathbb{F}_p \backslash \{0\} \) uniformly at random and we can compute the response of \( \mathcal{A}'s \) queries as

\[
\left( C_1^{(i)} \rightarrow 2, E_1^{(i)} \rightarrow 2 \right) = \left( \alpha^{(i)} t_1 G, \alpha^{(i)} (k_1 \cdot m_1^{(i)} \rightarrow 2) B \right).
\]

As noted in Remark 1, the protocol is perfectly simulated, consequently the guess \( E_1^i \rightarrow 2 \) of \( \mathcal{A} \) is equal to \( E_1^i \rightarrow 2 = (k_1 \cdot m_1^i \rightarrow 2)(\alpha \beta G) \) with probability \( \varepsilon \), so we can send back to \( \mathcal{C} \) the value

\[
(k_1 \cdot m_1^i \rightarrow 2)^{-1} E_1^i \rightarrow 2,
\]

and we correctly solve the CDH problem with the same probability \( \varepsilon \). \( \square \)

Proof of Theorem 3.6. Let \( \mathcal{A} \) be an adversary that wins the game of Definition 3.4 with non-negligible advantage \( \varepsilon \), and let \( \mathcal{C} \) be a DDH challenger, that gives us the input \((G,A,B,T)\). We set up the ECTAKS protocol and compute \( C_1^i \rightarrow 2 \) as described in the proof of Lemma 3.7, and simulate Phases 1 and 2 exactly as in the previous proof. For the challenge phase we compute

\[
E_b = (k_1 \cdot m_1^i \rightarrow 2) T.
\]

Note that if \( T = \alpha \beta G \), then \( E_b = E_1^i \rightarrow 2 \) (and we have simulated the case \( b = 1 \)), while if \( T = \gamma G \), since both \( k_1, m_1^i \rightarrow 2 \) have been generated uniformly at random, then also \( k_1 \cdot m_1^i \rightarrow 2 \) is uniform in \( \mathbb{F}_p \backslash \{0\} \), so \( E_b \) is a correct simulation of \( E_0 \). Again, as noted in Remark 1, the protocol is perfectly simulated, so we can send back the guess \( b' \) of \( \mathcal{A} \) to \( \mathcal{C} \) and we obtain

\[
\left| \Pr [b' = 1, T = \alpha \beta G] - \Pr [b' = 1, T = \gamma G] \right| = \varepsilon,
\]

i.e. we solve the DDH problem with the same advantage \( \varepsilon \). \( \square \)
4. Conclusions

In this paper we have studied the formal security of the protocol ECTAKS introduced by Aragona et al. [1]. After describing the scheme and the security assumptions on the underlying discrete logarithm problem over elliptic curves, we have introduced two security models: the first is related to computational security with respect to key-recovery attacks, whereas the second is related to security with respect to key-indistinguishability attacks. In both cases, we have proven how an adversary able to successfully recover private key information can be turned into an efficient algorithm for computational or decisional Diffie-Hellman problems. The proofs presented in this paper can be easily adapted to variations of the protocol, where we consider different groups in which the Diffie-Hellman problems are hard in place of the group of the points of an elliptic curve.
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