Mean-field limit of collective dynamics with time-varying weights
Nastassia Pouradier Duteil

To cite this version:
Nastassia Pouradier Duteil. Mean-field limit of collective dynamics with time-varying weights. Networks and Heterogeneous Media, 2022, 17 (2), pp.129-161. hal-03164226v1

HAL Id: hal-03164226
https://hal.science/hal-03164226v1
Submitted on 10 Mar 2021 (v1), last revised 13 Jun 2022 (v2)

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Mean-field limit of collective dynamics with time-varying weights

Nastassia Pouradier Duteil*

Abstract

In this paper, we derive the mean-field limit of a collective dynamics model with time-varying weights, for weight dynamics that preserve the total mass of the system as well as indistinguishability of the agents. The limit equation is a transport equation with source, where the (non-local) transport term corresponds to the position dynamics, and the (non-local) source term comes from the weight redistribution among the agents. We show existence and uniqueness of the solution for both microscopic and macroscopic models and introduce a new empirical measure taking into account the weights. We obtain the convergence of the microscopic model to the macroscopic one by showing continuity of the macroscopic solution with respect to the initial data, in the Wasserstein and Bounded Lipschitz topologies.

Introduction

A wide range of mathematical models fall into the category of interacting particle systems. Whether they describe the trajectories of colliding particles [8], the behavior of animal groups [1, 6, 13, 22], the cooperation of robots [4] or the evolution of opinions [7, 12, 15], their common objective is to model the dynamics of a group of particles in interaction. Some of the most widely used models include the Hegselmann-Krause model for opinion dynamics [15], the Vicsek model for fish behavior [22] and the Cucker-Smale model for bird flocks [6]. Two main points of view can be adopted in the modeling process. The Lagrangian (or microscopic) approach deals with individual particles and models the trajectory of each one separately, via a system of coupled Ordinary Differential Equations (ODE). This approach’s major limitation is that the dimension of the resulting system is proportional to the number of particles, which can quickly become unmanageable. To combat this effect, one can instead adopt the Eulerian (or macroscopic) approach, and track the concentration of particles at each point of the state space. The resulting equation is a Partial Differential Equation (PDE) giving the evolution of the density of particles over the state space, and whose dimension is independent of the number of particles.

The question of how microscopic properties of particles give rise to macroscopic properties of the system is fundamental in physics. A way to connect the microscopic and the macroscopic points of view is through the mean-field limit. First introduced in the context of gas dynamics, the mean-field limit, applied to systems of weakly interacting particles with a large radius of interaction, derives the macroscopic equation as the limit of the microscopic one when the number of particles tends to infinity [3, 10]. The term mean-field refers to the fact that the effects of all particles located at the same position are averaged, instead of considering the individual force exerted by each particle. The mean-field limits of the Hegselmann-Krause, Vicsek and Cucker-Smale models were derived in [10, 5, 9, 14]. More specifically, the mean-field limit of a general system of interacting particles described by

\[ \dot{x}_i(t) = \frac{1}{N} \sum_{j=1}^{N} \phi(x_j(t) - x_i(t)) \] (1)

is given by the non-local transport equation in the space of probability measures

\[ \partial_t \mu_t(x) + \nabla \cdot (V[\mu_t](x) \mu_t(x)) = 0, \quad V[\mu_t](x) = \int_{\mathbb{R}^d} \phi(y - x) d\mu_t(y), \] (2)

where \( \mu_t(x) \) represents the density of particles at position \( x \) and time \( t \), and where the velocity \( V[\mu_t] \) is given by convolution with the density of particles. The proof of the mean-field limit lies on the key observation that the empirical measure \( \mu_N^t = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i(t)} \), defined from the positions of the \( N \) particles satisfying the microscopic system (1), is actually a solution to the macroscopic equation
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satisfy the microscopic system (3)-(4), the modified empirical measure
is the only weight variations are due to redistribution. One can easily prove that if \((x, m_i)\) are said to be indistinguishable if they can be exchanged without modifying the dynamics of the other particles. System (1) satisfies trivially this condition, since the interaction function \(\phi\) depends only on the positions of the particles and not on their indices.

In [16, 17], we introduced an augmented model for opinion dynamics with time-varying influence. In this model, each particle, or agent, is represented both by its opinion \(x\), and its weight of influence \(m_i\). The weights are assumed to evolve in time via their own dynamics, and model a modulating social hierarchy within the group, where the most influential agents (the ones with the largest weights) have a stronger impact on the dynamics of the group. The microscopic system is written as follows:

\[
\dot{x}_i(t) = \frac{1}{M} \sum_{j=1}^{N} m_j(t) \phi(x_j(t) - x_i(t)), \quad \dot{m}_i(t) = \psi_i \left( (x_j(t))_{j \in \{1, \ldots, N\}}, (m_j(t))_{j \in \{1, \ldots, N\}} \right), \tag{3}
\]

where the functions \(\psi_i\) give the weights’ dynamics.

As for the classical dynamics (1), we aim to address the natural question of the large population limit. To take into account the weights of the particles, we can define a modified empirical measure by \(\mu_N^t = \frac{1}{N} \sum_{i=1}^{N} m_i(t) \delta_{x_i(t)}\), so that \(\mu_N^t(x)\) represents the weighted proportion of the population with opinion \(x\) at time \(t\). In this new context, informally, indistinguishability is satisfied if agents \((x_i, m_i)\) and \((x_j, m_j)\) can be exchanged or grouped without modifying the overall dynamics. However, this condition may or may not be satisfied, depending on the weight dynamics \(\psi_i\) in the general system (3). In [2], we derived the graph limit of system (3) for a general class of models in which indistinguishability is not necessarily satisfied. Here, on the other hand, in order to derive the mean-field limit of system (3), we will focus on a subclass of mass dynamics that does preserve indistinguishability of the particles, given by:

\[
\psi_i(x, m) := m_i \frac{1}{M^0} \sum_{j=1}^{N} \sum_{j' = 1}^{N} m_{j_1} \cdots m_{j_q} S(x_i, x_{j_1}, \ldots, x_{j_q}). \tag{4}
\]

Given symmetry assumptions on \(S\), this specific choice of weight dynamics ensures that the weights remain positive, and also preserves the total weight of the system. From a modeling point of view, since the weights represent the agents’ influence on the group, it is natural to restrict them to positive values. The total weight conservation implies that no weight is created within the system, and that the only weight variations are due to redistribution. One can easily prove that if \((x_i, m_i)_{i \in \{1, \ldots, N\}}\) satisfy the microscopic system (3)-(4), the modified empirical measure \(\mu_N^t\) satisfies the following transport equation with source

\[
\partial_t \mu_N(x) + \nabla \cdot (V[\mu_N(x)] \mu_N(x)) = h[\mu_N](x), \tag{5}
\]

in which the left-hand part of the equation, representing non-local transport, is identical to the limit PDE (2) for the system without time-varying weights. The non-local source term of the right-hand side corresponds to the weight dynamics and is given by convolution with \(\mu_i\):

\[
h[\mu_i](x) = \left( \int_{\mathbb{R}^d} S(x, y_1, \ldots, y_q) d\mu_i(y_1) \cdots d\mu_i(y_q) \right) \mu_i(x).
\]

Since we impose no restriction on the sign of \(S\), this source term \(h[\mu_i]\) belongs to the set of signed Radon measures, even if (as we will show), \(\mu_i\) remains a probability measure at all time.

In [21], well-posedness of (5) was proven for a globally bounded source term satisfying a global Lipschitz condition with respect to the density \(\mu\). However, the possibly high-order non-linearity of our source term \(h[\mu_i]\) prevents us from applying these results in our setting.

Thus, the aim of this paper is to give a meaning to the transport equation with source (5), to prove existence and uniqueness of its solution, and to show that it is the mean-field limit of the microscopic system (3)-(4). Our central result can be stated as follows:

**Theorem 1.** For each \(N \in \mathbb{N}\), let \((x_N^t, m_N^t)_{t \in [0, T]}\) be the solutions to (3)-(4) on \([0, T]\), and let 

\[
\mu_N^t := \frac{1}{N} \sum_{i=1}^{N} m_N^t(x_i(t)) \delta_{x_N^t(i)}
\]

be the corresponding empirical measures. If there exists \(\mu_0 \in \mathcal{P}_c(\mathbb{R}^d)\) such that \(\lim_{N \to \infty} \mathcal{D}(\mu_0^N, \mu_0) = 0\), then for all \(t \in [0, T]\),

\[
\lim_{N \to \infty} \mathcal{D}(\mu_N^t, \mu_0) = 0,
\]

where \(\mu_t \in \mathcal{P}_c(\mathbb{R}^d)\) is the solution to the transport equation with source (5).
The convergence holds in the Bounded Lipschitz and in the Wasserstein topologies, where \( \mathcal{P} \) represents either the Bounded Lipschitz distance, or any of the \( p \)-Wasserstein distances (\( p \in \mathbb{N}^* \)). In particular, we show that the solution stays a probability measure at all time, a consequence of the total mass conservation at the microscopic level.

We begin by presenting the microscopic model, and by showing that under key assumptions on the mass dynamics, it preserves not only indistinguishability of the agents, but also positivity of the weights as well as the total weight of the system. We then recall the definition and relationship between the Wasserstein, Generalized Wasserstein and Bounded Lipschitz distances. The third section is dedicated to the proof of existence and uniqueness of the solution to the macroscopic equation, by means of an operator-splitting numerical scheme. We show continuity with respect to the initial data in the Bounded Lipschitz and Wasserstein topologies. This allows us to conclude with the key convergence result, in Section 4. Lastly, we illustrate our results with numerical simulations comparing the solutions to the microscopic and the macroscopic models, for a specific choice of weight dynamics.

### 1 Microscopic Model

In [16], a general model was introduced for opinion dynamics with time-varying influence. Given a set of \( N \) agents with positions \((x_i)_{i \in \{1, \ldots, N\}}\) and weights \((m_i)_{i \in \{1, \ldots, N\}}\), an agent \( j \) influences another agent \( i \)'s position (or opinion) depending on the distance separating \( i \) and \( j \), as well as on the weight (or "influence") of \( j \). In parallel, the evolution of each agent's weight \( m_i \) depends on all the agents' positions and weights. In this general setting, the system can be written as:

\[
\begin{align*}
\dot{x}_i(t) &= \frac{1}{M} \sum_{j=1}^{N} m_j(t) \phi(x_j(t) - x_i(t)), \quad i \in \{1, \ldots, N\}, \\
\dot{m}_i(t) &= \psi_i \left( (x_j(t))_{j \in \{1, \ldots, N\}}, (m_j(t))_{j \in \{1, \ldots, N\}} \right),
\end{align*}
\]

where \( M = \sum_{i=1}^{N} m_i^0 \) represents the initial total mass of the system, \( \phi \in C(\mathbb{R}^{dN}; \mathbb{R}^{dN}) \) denotes the interaction function and \( \psi_i \in C(\mathbb{R}^{dN} \times \mathbb{R}^{N}; \mathbb{R}) \) dictates the weights' evolution. Well-posedness of this general system was proven in [2], for suitable weight dynamics \( \psi \).

In this paper, we aim to study the mean-field limit of system (6) for a more specific choice of weight dynamics that will ensure the following properties:

- positivity of the weights: \( m_i \geq 0 \) for all \( i \in \{1, \ldots, N\} \);
- conservation of the total mass: \( \sum_{i=1}^{N} m_i \equiv M \);
- indistinguishability of the agents.

These key properties will be used extensively to prove well-posedness of the system and convergence to the mean-field limit. We now introduce the model that will be our focus for the rest of the paper. Let \((\bar{x}_i^0)_{i \in \{1, \ldots, N\}} \in \mathbb{R}^{dN} \) and \((m_i^0)_{i \in \{1, \ldots, N\}} \in (\mathbb{R}^+)^N \). We study the evolution of the \( N \) positions and weights according to the following dynamics:

\[
\begin{align*}
\dot{x}_i(t) &= \frac{1}{M} \sum_{j=1}^{N} m_j(t) \phi(x_j(t) - x_i(t)), \quad x_i(0) = x_i^0, \\
\dot{m}_i(t) &= m_i(t) \frac{1}{M^0} \sum_{j=1}^{N} \cdots \sum_{j_q=1}^{N} m_j_1(t) \cdots m_j_q(t) S(x_i(t), x_j_1(t), \ldots, x_j_q(t)), \quad m_i(0) = m_i^0,
\end{align*}
\]

where \( \phi \) and \( S \) satisfy the following hypotheses:

**Hypothesis 1.** \( \phi \in \text{Lip}(\mathbb{R}^d; \mathbb{R}^d) \) with \( \|\phi\|_{\text{Lip}} := L_\phi \).

**Remark 1.** The most common models encountered in the literature use an interaction function \( \phi \) of one of the following forms:

- \( \phi(x) := a(|x|)x \) for some \( a: \mathbb{R}^+ \to \mathbb{R} \)
- \( \phi(x) := \nabla W(x) \) is the gradient of some interaction potential \( W: \mathbb{R}^d \to \mathbb{R} \).

**Hypothesis 2.** \( S \in C((\mathbb{R}^d)^{q+1}; \mathbb{R}) \) is globally bounded and Lipschitz. More specifically, there exist \( S, L_S > 0 \) such that

\[
\forall y \in (\mathbb{R}^d)^{q+1}, \quad |S(y)| \leq S.
\]

and

\[
\forall y \in (\mathbb{R}^d)^{q+1}, \forall z \in (\mathbb{R}^d)^{q+1}, \quad |S(y_0, \ldots, y_q) - S(z_0, \ldots, z_q)| \leq L_S \sum_{i=0}^{q} |y_i - z_i|.
\]
Furthermore, we require that $S$ satisfy the following skew-symmetry property: there exists $(i,j) \in \{0,\cdots,q\}^2$ such that for all $y \in (\mathbb{R}^d)^{q+1}$,

$$S(y_0, \cdots, y_i, \cdots, y_j, \cdots, y_q) = -S(y_0, \cdots, y_j, \cdots, y_i, \cdots, y_q).$$

Remark 2. The global boundedness of $S$ (8) is assumed to simplify the presentation, but all our results also hold without this assumption. Indeed, the continuity of $S$ is enough to infer the existence of a global bound $S_R$ as long as all $x_i$ are contained in the ball $S(0,R)$, or, in the macroscopic setting, as long as $\text{supp}(\mu) \subset B(0,R)$.

The skew-symmetric property of $S$ is essential in order to prevent blow-up of the individual weights. Indeed, as we show in the following proposition, it allows us to prove that the total mass is conserved and that each of the weights stays positive. Thus, despite the non-linearity of the weight dynamics, the weights remain bounded at all time, and in particular there can be no finite-time blow-up, which will ensure the existence of the solution.

Proposition 1. Let $(x,m) \in C([0,T];(\mathbb{R}^d)^N \times \mathbb{R}^N)$ be a solution to (7). Then it holds:

(i) For all $t \in [0,T]$, $\sum_{i=1}^N m_i(t) = M$.

(ii) If for all $i \in \{1, \cdots, N\}$, $m_i^0 > 0$, then for all $t \in [0,T]$, for all $i \in \{1, \cdots, N\}$, $m_i(t) > 0$.

(iii) If for all $i \in \{1, \cdots, N\}$, $m_i^0 > 0$, then for all $t \in [0,T]$, for all $i \in \{1, \cdots, N\}$, $m_i(t) \leq m_i^0 e^{\bar{S}t}$.

Proof. We begin by proving that the total mass $\sum_i m_i$ is invariant in time. Without loss of generality, let us suppose that for all $y \in (\mathbb{R}^d)^{q+1}$,

$$S(y_0, y_1, \cdots, y_q) = -S(y_1, y_0, \cdots, y_q).$$

It holds

$$\frac{d}{dt} \sum_{i=1}^N m_i = \sum_{j_0=1}^N m_{j_0} \frac{1}{M^q} \sum_{j_1=1}^N \cdots \sum_{j_q=1}^N m_{j_0} m_{j_1} \cdots m_{j_q} S(x_{j_0}, x_{j_1}, \cdots, x_{j_q})$$

$$= \frac{1}{M^q} \sum_{j_0 < j_1, j_2=1}^N \cdots \sum_{j_q=1}^N m_{j_0} m_{j_1} \cdots m_{j_q} S(x_{j_0}, x_{j_1}, \cdots, x_{j_q})$$

$$+ \frac{1}{M^q} \sum_{j_0 > j_1, j_2=1}^N \cdots \sum_{j_q=1}^N m_{j_0} m_{j_1} \cdots m_{j_q} S(x_{j_0}, x_{j_1}, \cdots, x_{j_q})$$

$$- \frac{1}{M^q} \sum_{j_0 < j_1, j_2=1}^N \cdots \sum_{j_q=1}^N m_{j_0} m_{j_1} \cdots m_{j_q} S(x_{j_0}, x_{j_1}, \cdots, x_{j_q})$$

$$+ \frac{1}{M^q} \sum_{j_0 > j_1, j_2=1}^N \cdots \sum_{j_q=1}^N m_{j_0} m_{j_1} \cdots m_{j_q} S(x_{j_0}, x_{j_1}, \cdots, x_{j_q}) = 0$$

by the antisymmetry property of $S$.

Let us now suppose that $m_i^0 > 0$ for all $i \in \{1, \cdots, N\}$. Let $t^* := \inf\{t \geq 0 \mid \exists i \in \{1, \cdots, N\}, m_i(t) = 0\}$. Assume that $t^* < \infty$. Then for all $i \in \{1, \cdots, N\}$, for all $t < t^*$,

$$m_i = m_i \frac{1}{M^q} \sum_{j_1=1}^N \cdots \sum_{j_q=1}^N m_{j_1} \cdots m_{j_q} S(x_i, x_{j_1}, \cdots, x_{j_q}) \geq -m_i \frac{1}{M^q} \sum_{j_1=1}^N \cdots \sum_{j_q=1}^N m_{j_1} \cdots m_{j_q} \bar{S} = -\bar{S} m_i,$$

where the last equality comes from the first part of the proposition. From Gronwall’s Lemma, for all $t < t^*$, it holds

$$m_i(t) \geq m_i^0 e^{-\bar{S} t^*} \geq m_i^0 e^{-\bar{S} t} > 0.$$

Since $m_i$ is continuous, this contradicts the fact that there exists $i \in \{1, \cdots, N\}$ such that $m_i(t^*) = 0$. Hence for all $t \geq 0$, $m_i(t) > 0$.

Lastly, the third point is a consequence of Gronwall’s Lemma.

Well-posedness of the system (7) is a consequence of the boundedness of the total mass. We have the following result.

Proposition 2. For all $T > 0$, there exists a unique solution to (7) defined on the interval $[0,T]$.

Proof. The proof, modeled after the proofs for the well-posedness of the Graph Limit model in [2], is provided in Appendix A.1.
We draw attention to the fact that System (7) also preserves indistinguishability of the agents. This property, introduced in [17] and [2], is necessary for the definition of empirical measure to make sense in this new setting.

Indeed, the empirical measure, defined by \( \mu^n = \frac{1}{n} \sum_{i=1}^n m^N_i(t) \delta_{x_i(t)} \), is invariant by relabeling of the indices or by grouping of the agents. Hence for the macroscopic model to reflect the dynamics of the microscopic one, the microscopic dynamics must be the same for relabeled or grouped initial data. This leads us to the following indistinguishability condition:

Definition 1. We say that system (6) satisfies indistinguishability if for all \( J \subseteq \{1, \ldots, N\} \), for all \((x^0, m^0) \in \mathbb{R}^{2N} \times \mathbb{R}^N\) and \((y^0, p^0) \in \mathbb{R}^{2N} \times \mathbb{R}^N\) satisfying

\[
\begin{align*}
x^0_i &= y^0_i = x^0_j = y^0_j \quad \text{for all } (i, j) \in J^2, \\
x^0_i &= y^0_i \quad \text{for all } i \in \{1, \ldots, N\}, \\
m^0_i &= p^0_i \quad \text{for all } i \in J^C, \\
\sum_{i \in J} m^0_i &= \sum_{i \in J} p^0_i,
\end{align*}
\]

the solutions \( t \mapsto (x(t), m(t)) \) and \( t \mapsto (y(t), p(t)) \) to system (6) with respective initial conditions \((x^0, m^0)\) and \((y^0, p^0)\) satisfy for all \( t \geq 0 \),

\[
\begin{align*}
x_i(t) &= y_i(t) = x_j(t) = y_j(t) \quad \text{for all } (i, j) \in J^2, \\
x_i(t) &= y_i(t) \quad \text{for all } i \in \{1, \ldots, N\}, \\
m_i(t) &= p_i(t) \quad \text{for all } i \in J^C, \\
\sum_{i \in J} m_i(t) &= \sum_{i \in J} p_i(t).
\end{align*}
\]

Whereas the general system (6) does not necessarily satisfy this property, one easily proves that system (7) does satisfy indistinguishability (see [2] for the detailed proof).

## 2 Notations and distances

Let \( \mathcal{P}(\mathbb{R}^d) \) denote the set of probability measures of \( \mathbb{R}^d \), \( \mathcal{P}_c(\mathbb{R}^d) \) the set of probability measures with compact support, \( \mathcal{M}(\mathbb{R}^d) \) the set of (positive) Borel measures with finite mass, and \( \mathcal{M}^*(\mathbb{R}^d) \) the set of signed Radon measures. Let \( \mathcal{B}(\mathbb{R}^d) \) denote the family of Borel subsets of \( \mathbb{R}^d \).

From here onward, \( C(E) \) (respectively \( C(E; F) \)) will denote the set of continuous functions of \( E \) (resp. from \( E \) to \( F \)), \( C^{\text{Lip}}(E) \) (respectively \( C^{\text{Lip}}(E; F) \)) the set of Lipschitz functions, and \( C_c \) (respectively \( C_c(E; F) \)) the set of functions with compact support. The Lipschitz norm of a function \( f \in C^{\text{Lip}}(E; F) \) is defined by

\[
\|f\|_{\text{Lip}} := \sup_{x, y \in E, x \neq y} \frac{d_F(f(x), f(y))}{d_E(x, y)}.
\]

For all \( \mu \in \mathcal{M}(\mathbb{R}^d) \), we will denote by \( |\mu| := \mu(\mathbb{R}^d) \) the total mass of \( \mu \).

For all \( \mu \in \mathcal{M}(\mathbb{R}^d) \), let \( \mu_+ \) and \( \mu_- \) respectively denote the upper and lower variations of \( \mu \). Defined by \( \mu_+(E) := \sup_{A \subseteq E} \mu(A) \) and \( \mu_-(E) := \inf_{A \subseteq E} \mu(A) \) for all \( E \in \mathcal{B}(\mathbb{R}^d) \), so that \( \mu = \mu_+ - \mu_- \). We will denote by \( |\mu| \) the total variation of \( \mu \) defined by \( |\mu| := \mu_+(\mathbb{R}^d) + \mu_- (\mathbb{R}^d) \).

### 2.1 Generalized Wasserstein and Bounded Lipschitz distances

We begin by giving a brief reminder on the various distances that will be used throughout this paper. The natural distance to study the transport of the measure \( \mu \) by the non-local vector field \( V(\mu_\alpha) \) is the \( p \)-Wasserstein distance \( W_p \), defined for probability measures with bounded \( p \)-moment \( \mathcal{P}_p(\mathbb{R}^d) \) (see [23]):

\[
\forall \mu, \nu \in \mathcal{P}_p(\mathbb{R}^d), \quad W_p(\mu, \nu) := \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p d\pi(x, y) \right)^{1/p},
\]

where \( \Pi \) is the set of transference plans with marginals \( \mu \) and \( \nu \), defined by

\[
\Pi(\mu, \nu) = \{ \pi \in \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d) \mid \forall A, B \in \mathcal{B}(\mathbb{R}^d), \pi(A \times \mathbb{R}^d) = \mu(A) \text{ and } \pi(\mathbb{R}^d \times B) = \nu(B) \}.
\]

In the particular case \( p = 1 \), there is an equivalent definition of \( W_1 \) by the Kantorovich-Rubinstein duality :

\[
\forall \mu, \nu \in \mathcal{P}_p(\mathbb{R}^d), \quad W_1(\mu, \nu) = \sup \left\{ \int_{\mathbb{R}^d} f(x) d(\mu(x) - \nu(x)) \mid f \in C_0^{\text{Lip}}(\mathbb{R}^d), \|f\|_{\text{Lip}} \leq 1 \right\}.
\]
The Wasserstein distance was extended in [18, 19] to the set of positive Radon measures with possibly different masses. For \( a, b > 0 \), the generalized Wasserstein distance \( W_p^{a,b} \) is defined by:

\[
\forall \mu, \nu \in \mathcal{M}_p(\mathbb{R}^d), \quad W_p^{a,b}(\mu, \nu) = \left( \inf_{\tilde{\mu}, \tilde{\nu} \in \mathcal{M}(\mathbb{R}^d), |\tilde{\mu}| = |\tilde{\nu}|} a^p(|\mu - \tilde{\mu}| + |\nu - \tilde{\nu}|)^p + b^p\rho_p(\tilde{\mu}, \tilde{\nu}) \right)^{1/p}
\]

where \( \mathcal{M}_p(\mathbb{R}^d) \) denotes the set of positive Radon measures with bounded p-moment.

**Remark 3.** Observe that the classical and the generalized Wasserstein distances do not generally coincide on the set of probability measures. Indeed, the Wasserstein distance between \( \mu \) and \( \nu \) represents the cost of transporting \( \mu \) to \( \nu \), and is intricably linked to the distance between their supports. The generalized Wasserstein distance, on the other hand, allows one to choose between transporting \( \mu \) to \( \nu \) (with a cost proportional to \( b \)) and creating or removing mass from \( \mu \) or \( \nu \) (with a cost proportional to \( a \)). Taking for instance \( \mu = \delta_{x_1} \) and \( \nu = \delta_{x_2} \), the Wasserstein distance \( W_p(\delta_{x_1}, \delta_{x_2}) = d(x_1, x_2) \) increases linearly with the distance between the centers of mass of \( \mu \) and \( \nu \). However, one can easily see that

\[
W_1^{1,1}(\delta_{x_1}, \delta_{x_2}) = \inf_{\varepsilon \leq \frac{1}{2}} \left( |\delta_{x_1} - \varepsilon \delta_{x_1}| + |\delta_{x_2} - \varepsilon \delta_{x_2}| + \varepsilon W_p(\delta_{x_1}, \delta_{x_2}) \right) = \inf_{0 \leq \varepsilon \leq 1} \left( 2(1 - \varepsilon) + \varepsilon d(x_1, x_2) \right)
\]

from which it holds \( W_1^{1,1}(\delta_{x_1}, \delta_{x_2}) = \min(d(x_1, x_2), 2) \).

More generally, if \( \mu, \nu \in \mathcal{P}_p(\mathbb{R}^d) \), taking \( \tilde{\mu} = \mu \) and \( \tilde{\nu} = \nu \) in the definition of \( W_p^{a,b} \) yields

\[
W_p^{a,b}(\mu, \nu) \leq b W_p(\mu, \nu).
\]

On the other hand, taking \( \tilde{\mu} = \tilde{\nu} = 0 \) yields

\[
W_p^{a,b}(\mu, \nu) \leq a(|\mu| + |\nu|).
\]

In particular, for \( a = b = 1 \), the generalized Wasserstein distance \( W_1^{1,1} \) also satisfies a duality property and coincides with the Bounded Lipschitz Distance \( \rho(\mu, \nu) \) (see [11]): for all \( \mu, \nu \in \mathcal{M}(\mathbb{R}^d) \),

\[
W_1^{1,1}(\mu, \nu) = \rho(\mu, \nu) := \sup \left\{ \int_{\mathbb{R}^d} f(x) d(\mu(x) - \nu(x)); f \in C_c^{0,1,\text{Lip}}(\mathbb{R}^d), \|f\|_{L^1} \leq 1, \|f\|_{L^\infty} \leq 1 \right\}
\]

In turn, this Generalized Wasserstein distance was extended in [21] to the space \( \mathcal{M}_1^s(\mathbb{R}^d) \) of signed measures with finite mass and bounded first moment as follows:

\[
\forall \mu, \nu \in \mathcal{M}_1^s(\mathbb{R}^d), \quad W_1^{1,1}^{a,b}(\mu, \nu) = W_1^{a,b}(\mu_+, \nu_+, \mu_-, \nu_-)
\]

where \( \mu_+, \mu_- \), \( \nu_+, \) and \( \nu_- \) are any measures in \( \mathcal{M}(\mathbb{R}^d) \) such that \( \mu = \mu_+ - \mu_- \) and \( \nu = \nu_+ - \nu_- \). We draw attention to the fact that for positive measures, the two generalized Wasserstein distances coincide:

\[
\forall \mu, \nu \in \mathcal{M}_1(\mathbb{R}^d), \quad W_1^{1,1}^{a,b}(\mu, \nu) = W_1^{a,b}(\mu, \nu).
\]

Again, for \( a = b = 1 \), the duality formula holds and the Generalized Wasserstein distance \( W_1^{1,1} \) is equal to the Bounded Lipschitz distance \( \rho(\mu, \nu) \):

\[
\forall \mu, \nu \in \mathcal{M}_1^s(\mathbb{R}^d), \quad W_1^{1,1}(\mu, \nu) = \rho(\mu, \nu).
\]

From here onward, we will denote by \( \rho(\mu, \nu) \) the Bounded Lipschitz distance, equal to the generalized Wasserstein distances \( W_1^{1,1} \) on \( \mathcal{M}(\mathbb{R}^d) \) and \( W_1^{1,1} \) on \( \mathcal{M}^s(\mathbb{R}^d) \). The properties of the Generalized Wasserstein distance mentioned above give us the following estimate, that will prove useful later on:

\[
\rho(\mu, \nu) \leq |\mu| + |\nu|.
\]

We recall other properties of the Generalized Wasserstein distance proven in [21] (Lemma 18 and Lemma 33). Although they hold for any \( W_1^{a,b} \), we write them here in the particular case \( W_1^{1,1} = \rho \):

**Proposition 3.** Let \( \mu_1, \mu_2, \nu_1, \nu_2 \in \mathcal{M}^s(\mathbb{R}^d) \) with finite mass on \( \mathbb{R}^d \). The following properties hold:

- \( \rho(\mu_1 + \nu_1, \mu_2 + \nu_2) = \rho(\mu_1, \mu_2) \)
- \( \rho(\mu_1 + \nu_1, \mu_2 + \nu_2) \leq \rho(\mu_1, \mu_2) + \rho(\nu_1, \nu_2) \)

The following proposition, proven in [21], holds for any \( W_1^{a,b} \). Again, for simplicity, we state it for the particular case of the distance \( \rho \). Note that to simplify notations and to differentiate from function norms, all vector norms for elements of \( \mathbb{R}^d, d \geq 1 \), will be written \( | \cdot | \). The difference with the mass or total variation of a measure will be clear from context.
Proposition 4. Let \( v_1, v_2 \in C([0,T] \times \mathbb{R}^d) \) be two vector fields, both satisfying for all \( t \in [0,T] \) and \( x, y \in \mathbb{R}^d \) the properties
\[
|v_i(t, x) - v_i(t, y)| \leq L|x - y|, \quad |v_i(t, x)| \leq M
\]
where \( i \in \{1, 2\} \). Let \( \mu, \nu \in \mathcal{M}(\mathbb{R}^d) \). Let \( \Phi_t^{\mu} \) denote the flow of \( v_i \), that is the unique solution to
\[
\frac{d}{dt} \Phi_t^{\mu}(x) = v_i(t, \Phi_t^{\mu}(x)); \quad \Phi_0^{\mu}(x) = x.
\]

Then
\[
\begin{align*}
&\rho(\Phi_t^{\mu} \# \mu, \Phi_t^{\nu} \# \nu) \leq e^{Lt} \rho(\mu, \nu), \\
&\rho(\mu, \Phi_t^{\mu} \# \mu) \leq tM |\mu|, \\
&\rho(\Phi_t^{\mu} \# \mu, \Phi_t^{\nu} \# \mu) \leq |\mu| \frac{e^{Lt} - 1}{L} \|v_1 - v_2\|_{L^\infty([0,T]; \mathbb{C}^n)}, \\
&\rho(\Phi_t^{\mu} \# \mu, \Phi_t^{\nu} \# \nu) \leq e^{Lt} \rho(\mu, \nu) + \min\{|\mu|, |\nu|\} \frac{e^{Lt} - 1}{L} \|v_1 - v_2\|_{L^\infty([0,T]; \mathbb{C}^n)}.
\end{align*}
\]

The notation \( \# \) used above denotes the push-forward, defined as follows: for \( \mu \in \mathcal{M}(\mathbb{R}^d) \) and \( \phi : \mathbb{R}^d \to \mathbb{R}^d \) a Borel map, the push-forward \( \phi \# \mu \) is the measure on \( \mathbb{R}^d \) defined by \( \phi \# \mu(E) := \mu(\phi^{-1}(E)) \), for any Borel set \( E \subset \mathbb{R}^d \).

We end this section with a result of completeness that will prove central in the subsequent sections. As remarked in Remark 3, the converse is not true in general. However, we can show that \( \mathcal{M}(\mathbb{R}^d), W^{a,b}_p \) is not a Banach space. However, \( \mathcal{M}(\mathbb{R}^d), W^{a,b}_p \) is (as shown in [19]), and we can also show the following:

Proposition 5. \( \mathcal{P}(\mathbb{R}^d) \) is complete with respect to the Generalized Wasserstein distance \( W^{a,b}_p \).

Proof. Let \( \{\mu_n\} \subset \mathcal{P}(\mathbb{R}^d) \) be a Cauchy sequence with respect to \( W^{a,b}_p \). It was proven in the proof of Prop. 4 in [19] that \( \{\mu_n\} \) is tight. From Prokhorov’s theorem, there exists \( \mu^* \in \mathcal{P}(\mathbb{R}^d) \) and a subsequence \( \mu_{n_k} \) of \( \{\mu_n\} \) such that \( \mu_{n_k} \rightharpoonup \mu^* \). From Theorem 3 of [19], this implies that \( W^{a,b}_p(\mu_{n_k}, \mu^*) \to 0 \). From the Cauchy property of \( \{\mu_n\} \) and the triangular inequality, this in turn implies that \( W^{a,b}_p(\mu_{n_k}, \mu^*) \to 0 \) by 2.

2.2 Comparison between the distances

From the definition of the Bounded-Lipschitz distance as a particular case of the Generalized Wasserstein distance \( \mathcal{W}^{1,1}_a \) (for \( a = b = 1 \)), we have the following property:
\[
\forall \mu, \nu \in \mathcal{P}(\mathbb{R}^d), \quad \rho(\mu, \nu) \leq W_1(\mu, \nu). \tag{12}
\]

As pointed out in Remark 3, the converse is not true in general. However, we can show that for measures with bounded support, one can indeed control the \( 1 \)–Wasserstein distance with the Bounded Lipschitz one.

Proposition 6. Let \( R > 0 \). For all \( \mu, \nu \in \mathcal{P}_c(\mathbb{R}^d) \), if \( \text{supp}(\mu) \cup \text{supp}(\nu) \subset B(0, R) \), it holds
\[
\rho(\mu, \nu) \leq W_1(\mu, \nu) \leq C_R \rho(\mu, \nu)
\]

where \( C_R = \max(1, R) \).

Proof. Let \( \mu, \nu \in \mathcal{P}_c(\mathbb{R}^d) \), such that \( \text{supp}(\mu) \cup \text{supp}(\nu) \subset B(0, R) \). Let
\[
A := \left\{ f : \int_{\mathbb{R}^d} fd(\mu - \nu); \ f \in \mathcal{C}_c^{0, \text{Lip}}(\mathbb{R}^d), \|f\|_{L^1} \leq 1, \|f\|_{L^\infty} \leq 1 \right\}
\]
and
\[
B := \left\{ f : \int_{\mathbb{R}^d} fd(\mu - \nu); \ f \in \mathcal{C}_c^{0, \text{Lip}}(\mathbb{R}^d), \|f\|_{L^1} \leq 1 \right\}.
\]

Then \( \rho(\mu, \nu) = \sup A a \) and \( W(\mu, \nu) = \sup B b \). It is clear that \( A \subset B \), which proves the first inequality. Let
\[
\tilde{B} = \left\{ f : \int_{\mathbb{R}^d} fd(\mu - \nu); \ f \in \mathcal{C}_c^{0, \text{Lip}}(\mathbb{R}^d), \|f\|_{L^1} \leq 1, f(0) = 0 \right\}.
\]
Clearly, \( \tilde{B} \subset B \). Let us show that \( B \subset \tilde{B} \). Let \( b \in B \). There exists \( f_b \in \mathcal{C}_c^{0, \text{Lip}}(\mathbb{R}^d) \) such that \( \|f_b\|_{L^1} \leq 1 \) and \( b = \int_{\mathbb{R}^d} fd(\mu - \nu) \). Let us define \( \tilde{f}_b \in \mathcal{C}(\mathbb{R}^d) \) such that for all \( x \in B(0, R) \), \( \tilde{f}_b(x) = f_b(x) - f_b(0) \). It holds \( \|f_b\|_{Lip(B(0, R))} \leq 1 \). We prolong \( f_b \) outside of \( B(0, R) \) in such a way
that \( \tilde{f}_b \in C^{0,\text{Lip}}(\mathbb{R}^d) \) and \( \|\tilde{f}_b\|_{\text{Lip}(\mathbb{R}^d)} \leq 1 \). Then since the supports of \( \mu \) and \( \nu \) are contained in \( B(0, R) \),
\[
\int_{\mathbb{R}^d} \tilde{f}_b \, d(\mu - \nu) = \int_{B(0, R)} \tilde{f}_b \, d(\mu - \nu) = \int_{B(0, R)} f_b \, d(\mu - \nu) - f(0) \int_{B(0, R)} \, d(\mu - \nu) = b
\]
and it holds
\[
\|f_b\|_{L^\infty(B(0, R))} \leq R, \text{ hence } \|\tilde{f}_b\|_{L^\infty(B(0, R))} \leq R. \]

The converse is false in general. However, once again, we can prove more for measures with non-local vector field \( V \) defined as:
\[
\forall \tau \in \Pi(\mu, \nu) \text{ the support of } \pi \text{ is contained in } B(0, R) \times B(0, R). \]

We can then write:
\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} d(x, y)^p d\tau(x, y) = \int_{B(0, R)^2} d(x, y)^p d\pi(x, y) \leq (2R)^{p-1} \int_{B(0, R)^2} d(x, y) d\pi(x, y)
\]
from which we deduce the claimed property.

### 3 Macroscopic Model

In this section, we give a meaning to the non-linear and non-local transport equation with source:
\[
\partial_t (\mu_t(x)) + \nabla \cdot (V[\mu_t(x)] \mu_t(x)) = h[\mu_t(x)], \quad \mu_{t=0} = \mu_0, \tag{14}
\]
where the non-local vector field \( V \) and source term \( h \) are defined as follows:

- Let \( \phi \in \text{Lip}(\mathbb{R}^d; \mathbb{R}^d) \) satisfy Hyp. 1. The vector field \( V \in C^{0,\text{Lip}}(\mathcal{M}(\mathbb{R}^d); C^{0,\text{Lip}}(\mathbb{R}^d)) \) is defined by:
  \[
  \forall \mu \in \mathcal{M}(\mathbb{R}^d), \quad \forall x \in \mathbb{R}^d, \quad V[\mu](x) = \int_{\mathbb{R}^d} \phi(x - y) \, d\mu(y). \tag{15}
  \]

- Let \( S \in C^0((\mathbb{R}^d)^{d+1}; \mathbb{R}) \) satisfy Hyp. 2. The source term \( h \in C^{0,\text{Lip}}(\mathcal{M}(\mathbb{R}^d); \mathcal{M}^*(\mathbb{R}^d)) \) is then defined as:
  \[
  \forall \mu \in \mathcal{M}(\mathbb{R}^d), \quad \forall x \in \mathbb{R}^d, \quad h[\mu](x) = \left( \int_{(\mathbb{R}^d)^{d+1}} S(x, y_1, \ldots, y_d) \, d\mu(y_1) \cdots d\mu(y_d) \right) \mu(x). \tag{16}
  \]

The solution to (14) will be understood in the following weak sense:

**Definition 2.** A measure-valued weak solution to \( (14) \) is a map \( \mu \in C^0([0, T], \mathcal{M}^*(\mathbb{R}^d)) \) such that \( \mu_{t=0} = \mu_0 \) and for all \( f \in C^{\infty}_c(\mathbb{R}^d) \),
\[
\frac{d}{dt} \int_{\mathbb{R}^d} f(x) \, d\mu_t(x) = \int_{\mathbb{R}^d} V[\mu_t] \cdot \nabla f(x) \, d\mu_t(x) + \int_{\mathbb{R}^d} f(x) \, dh[\mu_t](x). \tag{17}
\]
Remark 4. This model is a modified version of the one proposed in [20]. The form of the source term (16) is slightly more general than the one of [20] (where \( h \) was defined as \( h[\mu](x) = (S_1 + S_2 \ast \mu) \)). However, we also introduce a more restrictive condition (10) that will force the source term to be a signed measure with zero total mass.

The first aim of this paper will be to prove the following

Theorem 2. Let \( \mu_0 \in \mathcal{P}_c(\mathbb{R}^d) \). There exists a unique weak solution to (14) in the space \( C^0([0, T], \mathcal{P}_c(\mathbb{R}^d)) \).

Notice that we are almost in the frameworks of [18] and [21]. In [18], existence and uniqueness was proven for a transport equation with source of the form (14), for measures in \( \mathcal{M}(\mathbb{R}^d) \) and with source term \( h \in C^{0,1}_{\text{Lip}}(\mathcal{M}(\mathbb{R}^d), \mathcal{M}(\mathbb{R}^d)) \). Since in our case, \( h[\mu] \) is a signed measure, we cannot apply directly the theory of [18]. In [21], existence and uniqueness was proven for a transport equation with source of the form (14), for measures in \( \mathcal{M}^*(\mathbb{R}^d) \) and with source term \( h \in C^{0,1}_{\text{Lip}}(\mathcal{M}^*(\mathbb{R}^d), \mathcal{M}^*(\mathbb{R}^d)) \). However, as we will see in Section 3.1, the source term \( h \) defined by (16) does not satisfy some of the assumptions required in [21], namely a global Lipschitz property and a global bound on the mass of \( h[\mu] \).

3.1 Properties of the model

We now prove that the vector field \( V[\mu] \) satisfies Lipschitz and boundedness properties, provided that \( |\mu| \) is bounded.

First, notice that the continuity of \( \phi \) implies that for all \( R > 0 \) and \( x \in \mathbb{R}^d \) such that \( |x| \leq 2R \), there exists \( \phi_R > 0 \) such that \( |\phi(x)| \leq \phi_R \). More specifically, since \( \phi \) is Lipschitz, \( \phi_R = \phi_0 + 2L_{\phi}R \), with \( \phi_0 := \phi(0) \).

Proposition 8. The vector field \( V \) defined by (15) satisfies the following:

- For all \( \mu \in \mathcal{M}^*(\mathbb{R}^d) \) such that \( \text{supp}(\mu) \subset B(0, R) \), for all \( x \in B(0, R) \), \( |V[\mu](x)| \leq \phi_R |\mu| \).
- For all \( (x, y) \in \mathbb{R}^d \), for all \( \mu \in \mathcal{M}^*(\mathbb{R}^d) \),
  \[ |V[\mu](x) - V[\mu](z)| \leq L_{\phi} |\mu| |x - z|. \]
- For all \( \mu, \nu \in \mathcal{M}^*(\mathbb{R}^d) \) such that \( \text{supp}(\mu) \cup \text{supp}(\nu) \subset B(0, R) \),
  \[ ||V[\mu] - V[\nu]||_{L^{\infty}(B(0, R))} \leq (L_{\phi} + \phi_R) \rho(\mu, \nu). \]

Proof. Let \( \mu \in \mathcal{M}^*(\mathbb{R}^d) \). If \( \text{supp}(\mu) \subset B(0, R) \), for all \( x \in B(0, R) \),
\[
|V[\mu](x)| = \left| \int_{B(0, R)} \phi(y - x) d\mu(y) \right| \leq \left( \sup_{(x, y) \in B(0, R)} |\phi(y - x)| \right) |\mu| \leq \phi_R |\mu|.
\]

Secondly, for all \( (x, z) \in \mathbb{R}^d \),
\[
|V[\mu](x) - V[\mu](z)| = \left| \int_{\mathbb{R}^d} (\phi(y - x) - \phi(y - z)) d\mu(y) \right| \leq \int_{\mathbb{R}^d} |\phi(y - x) - \phi(y - z)| d|\mu|(y) \leq L_{\phi} |x - z| |\mu|.
\]

Lastly, for all \( \mu, \nu \in \mathcal{M}^*(\mathbb{R}^d) \) such that \( \text{supp}(\mu) \cup \text{supp}(\nu) \subset B(0, R) \) for all \( x \in B(0, R) \),
\[
|V[\mu](x) - V[\nu](x)| = \left| \int_{B(0, R)} \phi(y - x) d(\mu(y) - \nu(y)) \right| \leq (L_{\phi} + \phi_R) \left( \sup_{f \in C_{\text{Lip}}, \|f\|_{\text{Lip}} \leq 1, \|f\|_{L^\infty} \leq 1} \int_{\mathbb{R}^d} f(y) d|\mu|(y) - |\nu|(y)) \right) \leq (L_{\phi} + \phi_R) \rho(\mu, \nu)
\]
where we used the fact that for all \( x \in B(0, R) \), the function \( y \mapsto (L_{\phi} + \phi_R)^{-1} \phi(y - x) \) has both Lipschitz and \( L^\infty \) norms bounded by 1, and the definition of \( \rho \).

Proposition 9. The source term \( h \) defined by (16) satisfies the following:

(i) \( \forall \mu \in \mathcal{M}^*(\mathbb{R}^d), h[\mu](\mathbb{R}^d) = 0 \)

(ii) \( \forall \mu \in \mathcal{M}^*(\mathbb{R}^d), \text{supp}(h[\mu]) = \text{supp}(\mu) \)

(iii) There exists \( L_h \) such that for all \( \mu, \nu \in \mathcal{M}^*(\mathbb{R}^d) \) with compact support and with bounded total variation \( |\mu| \leq Q \) and \( |\nu| \leq Q \),
\[
\rho(h[\mu], h[\nu]) \leq L_h \rho(\mu, \nu).
\]
Proof. Let \( \mu \in \mathcal{M}(\mathbb{R}^d) \). From the definition of \( h \), we compute:

\[
 h[\mu](\mathbb{R}^d) = \int_{\mathbb{R}^d} S(y_0, y_1, \ldots, y_q) d\mu(y_0) d\mu(y_1) \cdots d\mu(y_q)
\]

\[
 = \frac{1}{2} \int_{\mathbb{R}^d} S(y_0, y_1, \ldots, y_q) d\mu(y_0) \cdots d\mu(y_q) + \frac{1}{2} \int_{\mathbb{R}^d} S(y_0, y_1, \ldots, y_q) d\mu(y_0) \cdots d\mu(y_q)
\]

where we used the change of variables \( y_i \leftrightarrow y_j \) to write the second term. Then, using the skew-symmetric property \((10)\), we obtain \( h[\mu](\mathbb{R}^d) = 0 \).

The second property is immediate from the definition of \( h[\mu] \).

For the third point, let \( \mu, \nu \in \mathcal{M}^*(\mathbb{R}^d) \) with compact support, and satisfying \( |\mu| \leq Q \) and \( |\nu| \leq Q \). For all \( f \in C^0_c(\mathbb{R}^d) \) such that \( \|f\|_\infty \leq 1 \) and \( \|f\|_{\text{Lip}} \leq 1 \),

\[
 \int_{\mathbb{R}^d} f(x) \ d(h[\mu] - h[\nu]) = \int_{\mathbb{R}^d} f(x) \int_{\mathbb{R}^d} S(x, y_1, \ldots, y_q) d\mu(y_1) \cdots d\mu(y_q) d\nu(x)
\]

\[
 = \int_{\mathbb{R}^d} f(x) \int_{\mathbb{R}^d} S(x, y_1, \ldots, y_q) d\mu(y_1) \cdots d\nu(y_q) d\nu(x)
\]

\[
 + \sum_{i=1}^{q} \int_{\mathbb{R}^d} f(x) \int_{\mathbb{R}^d} S(x, y_1, \ldots, y_q) d\mu(y_1) \cdots d\nu(y_q) d\nu(y_i)
\]

\[
 - \sum_{i=1}^{q} \int_{\mathbb{R}^d} f(x) \int_{\mathbb{R}^d} S(x, y_1, \ldots, y_q) d\mu(y_1) \cdots d\nu(y_i) d\nu(y_q)
\]

\[
 = \int_{\mathbb{R}^d} f(x) \int_{\mathbb{R}^d} S(x, y_1, \ldots, y_q) d\mu(y_1) \cdots d\nu(y_i) d\nu(y_i)
\]

\[
 + \sum_{i=1}^{q} \int_{\mathbb{R}^d} f(x) \int_{\mathbb{R}^d} S(x, y_1, \ldots, y_q) d\mu(y_1) \cdots d\nu(y_i) d\nu(y_i)
\]

\[
 := A(f) + \sum_{i=1}^{q} B_i(f).
\]

We begin by studying the first term \( A(f) := \int_{\mathbb{R}^d} f(x) \psi(x) d(\mu(x) - \nu(x)) \), where \( \psi : x \mapsto \int_{\mathbb{R}^d} S(x, y_1, \ldots, y_q) d\mu(y_1) \cdots d\mu(y_q) \). Notice that

\[
 |\psi(x)| = \left| \int_{\mathbb{R}^d} S(x, y_1, \ldots, y_q) d\mu(y_1) \cdots d\mu(y_q) \right| \leq \tilde{S}|\mu|^Q \leq \tilde{S}Q^q.
\]

Furthermore, for all \( (x, z) \in \mathbb{R}^{2d} \),

\[
 |\psi(x) - \psi(z)| = \left| \int_{\mathbb{R}^d} (S(x, y_1, \ldots, y_q) - S(z, y_1, \ldots, y_q)) d\mu(y_1) \cdots d\mu(y_q) \right| \leq L_S|\mu|^Q|x - z|
\]

where we used the Lipschitz property of \( S(9) \). Thus, the function \( x \mapsto f(x)\psi(x) \) satisfies:

\[
 \forall x \in \mathbb{R}^d, \quad |f(x)\psi(x)| \leq \tilde{S}Q^q.
\]

It also satisfies:

\[
 |f(x)\psi(x) - f(z)\psi(z)| = |f(x)(\psi(x) - \psi(z)) + (f(x) - f(z))\psi(z)| \leq (L_S + \tilde{S})Q^q|x - z|.
\]

This implies that the function \( g : x \mapsto \frac{1}{Q^q(x + L_S)} f(x)\psi(x) \) satisfies \( g \in C^0_c(\mathbb{R}^d) \), \( \|g\|_\infty \leq 1 \) and \( \|g\|_{\text{Lip}} \leq 1 \). Then, using the definition of \( \rho \), we deduce that

\[
 A(f) = Q^q(L_S + \tilde{S}) \int_{\mathbb{R}^d} g(x) d(\mu(x) - \nu(x))
\]

\[
 \leq Q^q(L_S + \tilde{S}) \sup_{f \in C^0_c(\mathbb{R}^d), \|f\|_\infty \leq 1, \|f\|_{\text{Lip}} \leq 1} \int_{\mathbb{R}^d} f(x) d(\mu(x) - \nu(x)) = Q^q(L_S + \tilde{S}) \rho(\mu, \nu).
\]
Now, let \( \zeta : y_i \mapsto \int_{\mathbb{R}^d} f(x) \, S(x, y_i, \ldots, y_k) \, d\mu(y_1) \cdots d\mu(y_{k-1}) \, dv(y_k) \, dv(x) \) and \( B_i(f) := \int_{\mathbb{R}^d} \zeta(y_i) \, d\mu(y_i) - dv(y_i) \). It holds:

\[
\forall y_i \in \mathbb{R}^d, \quad |\zeta(y_i)| \leq \|f\|_{L^\infty} \|S\|_{L^\infty} |\mu|_{y_i}^{q+1}^{q+1} \leq SQ^q.
\]

Moreover, for all \((y_i, z_i) \in \mathbb{R}^{2d}\),

\[
|\zeta(y_i) - \zeta(z_i)| = \left| \int_{\mathbb{R}^d} f(x) \left( S(x, y_i, \ldots, y_k) - S(x, z_i, \ldots, z_k) \right) \, d\mu(y_1) \cdots d\mu(y_{k-1}) \, dv(y_k) \, dv(x) \right|
\leq \|f\|_{L^\infty} L_S |y_i - z_i| |\mu|_{y_i}^{q+1} \leq L_S Q^q |y_i - z_i|.
\]

Hence, the function \( g_i : y_i \mapsto \frac{1}{Q^q(L_S + \tilde{S})} \zeta(y_i) \) satisfies \( g_i \in C^{0,\text{Lip}} \), \( \|g_i\|_{\infty} \leq 1 \) and \( \|g_i\|_{\text{Lip}} \leq 1 \)

\[
B_i(f) \leq Q^q(L_S + \tilde{S}) \sup_{f \in C^{0,\text{Lip}}, \|f\|_{\infty} \leq 1, \|f\|_{\text{Lip}} \leq 1} \int_{\mathbb{R}^d} f(x) \, d\mu(x) - \nu(x) = Q^q(L_S + \tilde{S}) \rho(\mu, \nu),
\]

which implies the desired property.

For the fourth point, let \( \mu \in \mathcal{M}^*(\mathbb{R}^d) \). From the definition of \( h \) follows immediately: \( |h[\mu]| \leq \tilde{S} |\mu|_{\mu, \nu} \).

Lastly, for all \( \mu \in \mathcal{M}(\mathbb{R}^d) \) and \( E \subset \mathbb{R}^d \),

\[
h[\mu](E) = \int_E \int_{\mathbb{R}^d} S(x, y_i, \ldots, y_k) \, d\mu(y_1) \cdots d\mu(y_{k-1}) \, dv(y_k) \, dv(x) \geq -\tilde{S} |\mu|_{\mu, \nu}(E).
\]

### 3.2 Numerical Scheme

In [21], existence of the solution to (14) was proven by showing that it is the limit of a numerical scheme discretizing time. It would seem natural to apply directly the results of [21] on well-posedness of the equation in \( \mathcal{M}^*(\mathbb{R}^d) \). However, the conditions on the source function \( h \) required in [21], namely

\[
|h[\mu] - h[\nu]| \leq L_h |\mu - \nu|, \quad |h[\mu]| \leq P \quad \text{and} \quad \text{supp}(h[\mu]) \subset B_0(R)
\]

uniformly for all \( \mu, \nu \in \mathcal{M}^*(\mathbb{R}^d) \) not satisfied in our setting (since \( L_h \) and \( P \) depend on \( |\mu|, |\nu| \), as seen in Proposition 9). Instead, we notice that they do hold uniformly for \( \mu, \nu \in \mathcal{P}_c(\mathbb{R}^d) \). Hence if the numerical scheme designed in [21] preserved mass and positivity, one could hope to adapt the proof by restricting it to probability measures. However, we can show that the scheme of [21] preserves neither positivity, nor total variation (see Appendix A.2).

For this reason, in order to prove existence of the solution to (14), we design a new operator-splitting numerical scheme that conserves mass and positivity (hence total variation). The inequalities (18) will then hold for all solutions of the scheme, which will allow us to prove that it converges (with a technique very close to the techniques of [18, 21]) in the space \( C([0, T]), \mathcal{F}(\mathbb{R}^d) \) (Section 3.3). It will only remain to prove that the limit of the scheme \( \tilde{\mu} \) is indeed a solution to (14), and that this scheme is unique (Section 3.3).

#### Numerical Scheme \( \mathcal{S} \)

Let \( T > 0 \), \( k \in \mathbb{N} \), and let \( \Delta t = \frac{T}{2k} \). Set \( \mu_0^k := \mu_0 \).

For all \( n \in \mathbb{N} \),

- \( \forall \tau \in (n \Delta t, (n + \frac{1}{2}) \Delta t) \), let \( \tau = t - n \Delta t \), and:
  \[
  \mu_2^k := \mu_{n \Delta t} + 2\tau h[\mu_{n \Delta t}].
  \]

- \( \forall \tau \in ((n + \frac{1}{2}) \Delta t, (n + 1) \Delta t) \), let \( \tau' = t - (n + \frac{1}{2}) \Delta t \), and:
  \[
  \mu_1^k := \Phi_{2\tau'}[\mu_{(n + \frac{1}{2}) \Delta t}].
  \]

A schematic illustration of the scheme \( \mathcal{S} \) is provided in Fig. 1. As stated above, we begin by proving a key property of the scheme \( \mathcal{S} \): it preserves mass and positivity.
Figure 1: Illustration of two steps $k$ (full lines) and $k+1$ (dashed lines) of the operator-splitting numerical scheme $S$. The source and transport operators are respectively represented by green and blue arrows.

Proposition 10. If $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$, then for all $k \geq \log_2(\bar{S}T)$, for all $t \in [0, T]$, $\mu_k^t \in \mathcal{P}(\mathbb{R}^d)$.

Proof. Let $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$. We first show that $\mu_k^t(\mathbb{R}^d) = 1$ for all $k \in \mathbb{N}$ and $t \in [0, T]$. Suppose that for some $n \in \mathbb{N}$, $\mu_n^t(\mathbb{R}^d) = 1$.

- For all $t \in (n \Delta t, (n + \frac{1}{2}) \Delta t]$, from Proposition 9,
  
  $$\mu_k^t(\mathbb{R}^d) = \mu_n^t(\mathbb{R}^d) + 2(t - n \Delta t) h[\mu_n^t(\mathbb{R}^d)] = 1 + 0 = 1.$$ 

- For all $t \in ((n + \frac{1}{2}) \Delta t, (n + 1) \Delta t]$, $\mu_k^t(\mathbb{R}^d) := (\Phi^V[\mu_n^k], \Phi^V[\mu_n^k]) = \mu_n^k(\mathbb{R}^d) = 1$.

which proves that $\mu_k^t(\mathbb{R}^d) = 1$ for all $t \in [0, T]$ by induction on $n$. We now show that $\mu_k^t \in \mathcal{M}(\mathbb{R}^d)$ for all $k \in \mathbb{N}$ and $t \in [0, T]$. Suppose that for some $n \in \mathbb{N}$, for all $E \subset \mathbb{R}^d$, $\mu_n^t,\Delta(E) \geq 0$.

- For all $t \in (n \Delta t, (n + \frac{1}{2}) \Delta t]$, for all $E \subset \mathbb{R}^d$, since $k \geq \log_2(\bar{S}T)$,
  
  $$\mu_k^t(E) = \mu_n^t(E) + 2(t - n \Delta t) h[\mu_n^t(E)] \geq \Delta t \mu_n^t(E) - \Delta t \mu_n^t(E) \geq 1 - 2^{-k} T \bar{S} \mu_n^t(E) \geq 0,$$

where we used point (v) of Prop. 9.

- For all $t \in ((n + \frac{1}{2}) \Delta t, (n + 1) \Delta t]$, for all $E \subset \mathbb{R}^d$,
  
  $$\mu_k^t(E) = (\Phi^V[\mu_n^k], \Phi^V[\mu_n^k]) \geq \Delta t \mu_n^t(E) \geq 0$$

by definition of the push-forward.

The result is proven by induction on $n$. 

We also prove another key property of the scheme: it preserves compactness of the support.

Proposition 11. Let $\mu_0 \in \mathcal{P}_c(\mathbb{R}^d)$ and $R > 0$ such that $\text{supp}(\mu_0) \subset B(0, R)$. Then there exists $R_T$ independent of $k$ such that for all $t \in [0, T]$, for all $k \in \mathbb{N}$, $\supp(\mu_k^t) \subset B(0, R_T)$.

Proof. Let $k \in \mathbb{N}$ and suppose that for some $n \in \mathbb{N}$, $\supp(\mu_n^k) \subset B(0, R_{n,k})$.

For all $t \in (n \Delta t, (n + \frac{1}{2}) \Delta t]$, $\supp(\mu_k^t) = \supp(\mu_n^k) \cap \supp(h[\mu_n^k]) = \supp(\mu_n^k) \subset B(0, R_{n,k})$ from point (i) of Prop. 9.

For all $t \in ((n + \frac{1}{2}) \Delta t, (n + 1) \Delta t]$, $\mu_k^t(x) = \mu_n^k(x) \Phi^V[\mu_n^k](x)$, so from Proposition 8,

$\supp(\mu_k^t) \subset B(0, R_{n,k} + \phi R_{n,k}) = B(0, R_{n,k} + (\phi + 2 L \phi R_{n,k}) T) = B(0, R_{n+1,k})$.

with $R_{n+1,k} := \phi R_{n,k} + (1 + 2 L \phi T)$. By induction, one can prove that for $t \in (n - 1) \Delta t, n \Delta t]$, $\supp(\mu_k^t) \subset B(0, R_{n,k})$, with

$$R_{n,k} = \phi R_{n-1,k} + (1 + 2 L \phi T)^n R_{n-1,k} + (1 + 2 L \phi T)^n \cdot \frac{\phi R_{n-1,k}}{2 L \phi} = \frac{\phi R_{n-1,k}}{2 L \phi}.$$
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Since \( n \leq 2^k \), for all \( n \in \{0, \ldots, 2^k\} \), \( R_{n,k} \leq (1 + 2 L_0 T 2^{-k})^{2^k} \left( \frac{\phi_0}{\pi^2} + R \right) - \frac{\phi_n}{\pi^2} \). Moreover,

\[
\lim_{t \to \infty} (1 + 2 L_0 T 2^{-k})^{2^k} = e^{2 L_0 T},
\]

so there exists \( R_T \) independent of \( k \) such that for all \( t \in [0, T] \), \( \supp(\mu^k) \subset B(0, R_T) \).

Propositions 10 and 11 allow us to state the main result of this section.

**Proposition 12.** Given \( V, h \) defined by (15) and (16) and \( \mu_0 \in \mathcal{P}_c(\mathbb{R}^d) \), the sequence \( \mu^k \) is a Cauchy sequence for the space \( (C([0,T], \mathcal{P}(\mathbb{R}^d)), \mathcal{D}) \), where

\[
\mathcal{D}(\mu, \nu) := \sup_{t \in [0,T]} \rho(\mu_t, \nu_t).
\]

**Proof.** Let \( k, n \in \mathbb{N} \), with \( n \leq 2^k \). Let \( \Delta t = 2^{-k} T \). Suppose that \( \supp(\mu_0) \subset B(0, R) \). Notice that from Propositions 8, 10 and 11, we have an \( L^\infty \) bound on \( V[\mu^k] \) independent of \( t \) and \( k \); for all \( x \in B(0, R_T) \), for all \( t \in [0, T] \), \( |V[\mu^k](x)| \leq M_V := \phi_{R_T} \). We also have uniform Lipschitz constants for \( V[\cdot] \) and \( V[\mu^k](\cdot) \). For all \( t, s \in [0, T] \), for all \( \mu_t^k, \mu_s^k \) solutions to \( S \) with initial data \( \mu_0 \), it holds

\[
|V[\mu_t^k](x) - V[\mu_s^k](x)| \leq L_{\rho} |x - z| \quad \text{and} \quad \|V[\mu_t^k] - V[\mu_s^k]\|_{L^\infty} \leq L_{\rho} \rho(\mu_t^k, \mu_s^k)
\]

where \( L_{\rho} := L_0 + \phi_{R_T} \). We then estimate:

\[
\rho(\mu_{n,\Delta t}^k, \mu_{(n+1),\Delta t}^k) \leq \rho(\mu_{n,\Delta t}^k, \mu_{(n+\frac{1}{2})\Delta t}^k) + \rho(\mu_{(n+\frac{1}{2})\Delta t}^k, \mu_{(n+1)\Delta t}^k) \\
\leq \rho(\mu_{n,\Delta t}^k, \mu_{n,\Delta t}^k + \Delta t h[\mu_{n,\Delta t}^k]) + M_V \Delta t,
\]

from Prop. 4. Notice that \( \mu_{n,\Delta t}^k \in \mathcal{P}_c(\mathbb{R}^d) \) and \( \rho(\mu_{n,\Delta t}^k, \mu_{n,\Delta t}^k + \Delta t h[\mu_{n,\Delta t}^k]) = M^*(\mathbb{R}^d) \),

\[
\rho(\mu_{n,\Delta t}^k, \mu_{n,\Delta t}^k + \Delta t h[\mu_{n,\Delta t}^k]) = \Delta t \rho(0, h[\mu_{n,\Delta t}^k]) \leq \Delta t h[\mu_{n,\Delta t}^k] \leq \Delta t S
\]

from Equation (11), Prop. 3 and Prop. 9. Thus, coming back to (19),

\[
\rho(\mu_{n,\Delta t}^k, \mu_{(n+1)\Delta t}^k) \leq \Delta t (\tilde{S} + M_V).
\]

It follows that for all \( p \in \mathbb{N} \) such that \( n + p \leq 2^k \),

\[
\rho(\mu_{n,\Delta t}^k, \mu_{(n+p)\Delta t}^k) \leq p \Delta t (\tilde{S} + M_V).
\]

Generalizing for all \( t, s \in [0, T] \), \( t < s \), there exists \( n, p \in \mathbb{N} \) such that \( t = n \Delta t - \tilde{t} \) and \( s = (n+p) \Delta t + \tilde{s} \), with \( \tilde{t}, \tilde{s} \in [0, \Delta t] \). Then

\[
W_1^1(\mu_{n,\Delta t}^k, \mu_{n+\Delta t}^k) \leq W_1^1(\mu_{n,\Delta t}^k, \mu_{(n+\frac{1}{2})\Delta t}^k) + W_1^1(\mu_{(n+\frac{1}{2})\Delta t}^k, \mu_{(n+p)\Delta t}^k) + W_1^1(\mu_{(n+p)\Delta t}^k, \mu_{n+p+\Delta t}^k).
\]

If \( \tilde{t} \leq \frac{1}{2} \Delta t \), \( \rho(\mu_{n,\Delta t}^k, \mu_{n+\Delta t}^k) \leq \tilde{S} \).

If \( \tilde{t} \geq \frac{1}{2} \Delta t \), \( \rho(\mu_{n,\Delta t}^k, \mu_{n+\Delta t}^k) \leq \tilde{S} \Delta t + (\tilde{t} - \frac{1}{2} \Delta t) M_V \leq \tilde{S} \tilde{t} + \tilde{t} M_V \). The same reasoning for \( \tilde{s} \) implies

\[
\rho(\mu_{n,\Delta t}^k, \mu_{n+\Delta t}^k) \leq (\tilde{S} + M_V) \tilde{t} + p(\tilde{S} + M_V) + (\tilde{S} + M_V) \tilde{s} = (\tilde{S} + M_V)(s - t).
\]

We also estimate:

\[
\rho(\mu_{(n+\frac{1}{2})\Delta t}^k, \mu_{n+\Delta t}^k) \leq \rho(\mu_{(n+\frac{1}{2})\Delta t}^k, \mu_{(n+\frac{3}{2})\Delta t}^k) + \rho(\mu_{(n+\frac{3}{2})\Delta t}^k, \mu_{n+\Delta t}^k) \leq \frac{\Delta t}{2} (\tilde{S} + M_V) + \rho(\mu_{(n+\frac{3}{2})\Delta t}^k, \mu_{n+\Delta t}^k). \quad (21)
\]

We now aim to estimate \( \rho(\mu_{(n+1)\Delta t}^k, \mu_{(n+1)\Delta t}^k) \) as a function of \( \rho(\mu_{n,\Delta t}^k, \mu_{n+\Delta t}^k) \). Let \( H_n := h[\mu_{n,\Delta t}^k] \)

and \( \nu_n := h[\mu_{n,\Delta t}^k] \).

It holds:

\[
\mu_{n,\Delta t}^k = \Phi_{\Delta t/2}^k \left( \mu_{n,\Delta t}^k + \Delta t h[\mu_{n,\Delta t}^k] \right) = \nu_n \# \mu_{n,\Delta t}^k + \Delta t H_n^k
\]

and

\[
\mu_{(n+1)\Delta t}^k = \Phi_{\Delta t/2}^k \left( \mu_{(n+\frac{1}{2})\Delta t}^k + \Delta t h[\mu_{(n+\frac{1}{2})\Delta t}^k] \right) = \nu_{n+\frac{1}{2}} \# \left( \mu_{n+\frac{1}{2}}^k + \Delta t H_{n+\frac{1}{2}}^k \right).
\]
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Hence,
\[
\rho(\mu_{n+1}^{k+1} | H_n^{k+1}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) \leq \rho(\nu_n^{k} | H_n^{k+1}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) \\
+ \frac{\Delta t}{2} \rho(\nu_n^{k} | H_n^{k}, H_n^{k+1}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) + \frac{\Delta t}{2} \rho(\nu_n^{k} | v_n^{k}, H_n^{k+1}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}).
\]

We study independently the three terms of the inequality. According to Proposition 4 (see also [18] and [21]),
\[
\rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1})
\leq e^{L_o \frac{\Delta t}{2}} \rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) + e^{L_o \frac{\Delta t}{2} - 1} \|V[\mu_n^{k}] - V[\mu_n^{k+1}]\|_{\psi^0}
\leq (1 + L_o \Delta t) \rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) + \Delta t \|V[\mu_n^{k}] - V[\mu_n^{k+1}]\|_{\psi^0}.
\]

According to Proposition 8 and equation (21),
\[
\|V[\mu_n^{k}] - V[\mu_n^{k+1}]\|_{\psi^0} \leq LV \rho(\mu_n^{k+1}, \mu_n^{k+1}) \leq LV \frac{\Delta t}{2} (S + MV) + \rho(\mu_n^{k+1}, \mu_n^{k+1}).
\]

Similarly,
\[
\rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) \leq (1 + L_o \Delta t) \rho(\mu_n^{k+1}, \mu_n^{k+1}) + \Delta t \|V[\mu_n^{k}] - V[\mu_n^{k+1}]\|_{\psi^0}
\leq (1 + L_o \Delta t) \rho(\mu_n^{k+1}, \mu_n^{k+1}).
\]

Thus we obtain
\[
\rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1})
\leq (1 + L_o \Delta t)(1 + (L_o + L_o \Delta t) \rho(\mu_n^{k+1}, \mu_n^{k+1}) + \Delta t L V \frac{\Delta t}{2} (S + MV) + \rho(\mu_n^{k+1}, \mu_n^{k+1}))
\leq (1 + 2(L_o + L_o \Delta t) + L_o(L_o + L_o \Delta t) \Delta t^2) \rho(\mu_n^{k+1}, \mu_n^{k+1}) + \frac{L_o}{2} (S + MV) \Delta t^2.
\]

We treat the second term in a similar way.
\[
\rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1})
\leq (1 + L_o \Delta t) \rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) + \Delta t \|V[\mu_n^{k}] - V[\mu_n^{k+1}]\|_{\psi^0}.
\]

We have:
\[
\rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1})
\leq (1 + L_o \Delta t) \rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) + \Delta t L V \rho(\mu_n^{k+1}, \mu_n^{k+1})
\leq (1 + (L_o + L_o \Delta t) + L_o(L_o + L_o \Delta t) \Delta t^2) \rho(\mu_n^{k+1}, \mu_n^{k+1}) + \frac{L_o}{2} (S + MV) \Delta t^2.
\]

Thus,
\[
\rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1})
\leq (1 + L_o \Delta t)(1 + (L_o + L_o \Delta t) \rho(\mu_n^{k+1}, \mu_n^{k+1}) + \Delta t L V \frac{\Delta t}{2} (2S + MV) + \rho(\mu_n^{k+1}, \mu_n^{k+1}))
\leq (1 + L_o \Delta t)L_o \rho(\mu_n^{k+1}, \mu_n^{k+1}) + \Delta t L V \rho(\mu_n^{k+1}, \mu_n^{k+1})
\leq (1 + (L_o + L_o \Delta t) + L_o(L_o + L_o \Delta t) \Delta t^2) \rho(\mu_n^{k+1}, \mu_n^{k+1}) + \frac{L_o}{2} (S + MV) \Delta t^2.
\]

Lastly, for the third term we have:
\[
\rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) \leq (1 + L_o \Delta t) \rho(\nu_n^{k} | H_n^{k}, v_{n+\frac{1}{2}}^{k+1}, v_{n+1}^{k+1}, H_n^{k+1}) + \Delta t L V \rho(\mu_n^{k+1}, \mu_n^{k+1})
\leq (1 + L_o \Delta t)[\rho(\nu_n^{k} | H_n^{k}, H_n^{k+1}) + \rho(\mu_n^{k+1}, \mu_n^{k+1})] + \Delta t L V \rho(\mu_n^{k+1}, \mu_n^{k+1})
\leq (1 + L_o \Delta t) M V \frac{\Delta t}{2} (2S + MV) + \rho(\mu_n^{k+1}, \mu_n^{k+1}) + \Delta t L V \rho(\mu_n^{k+1}, \mu_n^{k+1})
\leq (1 + L_o \Delta t) M V \frac{\Delta t}{2} + (1 + (L_o + L_o \Delta t) \Delta t^2) \rho(\mu_n^{k+1}, \mu_n^{k+1}) + \frac{L_o}{2} (S + MV) + \rho(\mu_n^{k+1}, \mu_n^{k+1})
\leq \frac{\Delta t}{2} (L_o + 2MV) + O(\Delta t^2) + (1 + (L_o + L_o \Delta t) \Delta t^2) \rho(\mu_n^{k+1}, \mu_n^{k+1}).
\]

Gathering the three terms together, we have the following estimate:
\[
\rho(\mu_n^{k+1} | H_n^{k+1}) \leq (1 + C_1 \Delta t) \rho(\mu_{n+1}^{k+1}, \mu_n^{k+1}) + C_2 \Delta t^2
\]
where $C_1$ and $C_2$ depend on the constants $L_\phi$, $L_V$, $L_h$, $M_V$ and $\bar{S}$. Thus, by induction on $n$,

$$
\rho(\mu_{n\Delta t}^k, \mu_{n\Delta t}^{k+1}) \leq C_2 \Delta t^2 \left( \frac{1}{1 + C_1 \Delta t} - \frac{1}{1 + C_1 \Delta t - 1} \right) \leq 2nC_2 \Delta t.
$$

This allows us to prove the convergence of $\mu_t^k$ for every $t \in [0, T]$. For instance, for $t = T$, i.e. $n = T/\Delta t$, we have

$$
\rho(\mu_T^k, \mu_T^{k+1}) \leq 2C_2 \Delta t = 2TC_2 2^{-k}
$$

and for all $l, k \in \mathbb{N}$,

$$
\rho(\mu_T^l, \mu_T^{l+1}) \leq 2C_2 \left( \frac{1}{2^k} + \frac{1}{2^{k+1}} + \cdots + \frac{1}{2^{k+l-1}} \right) \leq \frac{4C_2}{2^l}.
$$

A similar estimation holds for any $t \in (0, T)$ (see [18]). This proves that the sequence $\mu^k$ is a Cauchy sequence for the space $(C([0, T], \mathcal{P}(\mathbb{R}^d)), \mathcal{D})$.

As an immediate consequence, since $(C([0, T], \mathcal{P}(\mathbb{R}^d)), \mathcal{D})$ is complete (see Proposition 5), it follows that there exists $\bar{\mu} \in C([0, T], \mathcal{P}(\mathbb{R}^d))$ such that

$$
\lim_{k \to \infty} \mathcal{D}(\mu^k, \bar{\mu}) = 0.
$$

### 3.3 Existence and uniqueness of the solution

Let $\bar{\mu}_t := \lim_{k \to \infty} \mu_t^k$ denote the limit of the sequence constructed with the numerical scheme defined in the previous section. We now prove that it is indeed a weak solution of (14). We aim to prove that for all $f \in C_0^\infty((0, T) \times \mathbb{R}^d)$, it holds

$$
\int_0^T \left( \int_{\mathbb{R}^d} (\partial_t f + V[\bar{\mu}_t] \cdot \nabla f) \, d\bar{\mu}_t + \int_{\mathbb{R}^d} f \, dh[\bar{\mu}_t] \right) 
\quad dt = 0.
$$

We begin by proving the following result:

**Lemma 1.** Let $\mu_0 \in \mathcal{P}_c(\mathbb{R}^d)$ and let $\mu^k \in C([0, T], \mathcal{P}(\mathbb{R}^d))$ denote the solution to the numerical scheme $S$ with initial data $\mu_0$. Let $\Delta t_k := 2^{-k}T$. For all $f \in C_0^\infty((0, T) \times \mathbb{R}^d)$, it holds:

$$
\lim_{k \to \infty} \sum_{n=0}^{2^k-1} \int_{n\Delta t_k}^{(n+1)\Delta t_k} \left( \int_{\mathbb{R}^d} (\partial_t f + V[\mu^k_{n\Delta t}] \cdot \nabla f) \, d\mu^k_t + \int_{\mathbb{R}^d} f \, dh[\mu^k_{n\Delta t}] \right) dt = 0.
$$

**Proof.** Let $k \in \mathbb{N}$ and $\Delta t := 2^{-k} T$. From the definition of the numerical scheme, we have

\begin{align*}
\int_{n\Delta t}^{(n+1/2)\Delta t} & \left( \int_{\mathbb{R}^d} (\partial_t f + V[\mu^k_{n\Delta t}] \cdot \nabla f) \, d\mu^k_t + \int_{\mathbb{R}^d} f \, dh[\mu^k_{n\Delta t}] \right) dt \\
= & \int_{n\Delta t}^{(n+1/2)\Delta t} \left( \int_{\mathbb{R}^d} (\partial_t f + V[\mu^k_{n\Delta t}] \cdot \nabla f) \, d(\mu^k_{n\Delta t} + 2(t-n\Delta t)h[\mu^k_{n\Delta t}]) \right) dt \\
+ & \int_{(n+1/2)\Delta t}^{(n+1)\Delta t} \left( \int_{\mathbb{R}^d} (\partial_t f + V[\mu^k_{n\Delta t}] \cdot \nabla f) \, d(\Phi^{V[\mu^k_{n\Delta t}]}_{2(t-(n+1/2)\Delta t)} \# \mu^k_{(n+1/2)\Delta t}) \right) dt \\
+ & \int_{(n+1)\Delta t}^{(n+1/2)\Delta t} \left( \int_{\mathbb{R}^d} \partial_t f \, d(\mu^k_{n\Delta t} + 2(t-n\Delta t)h[\mu^k_{n\Delta t}]) \right) dt + \int_{(n+1)\Delta t}^{(n+1/2)\Delta t} \int_{\mathbb{R}^d} f \, dh[\mu^k_{n\Delta t}] dt \\
+ & \int_{(n+1)\Delta t}^{(n+1/2)\Delta t} \left( \int_{\mathbb{R}^d} V[\mu^k_{n\Delta t}] \cdot \nabla f \right) \, d(\mu^k_{n\Delta t} + 2(t-n\Delta t)h[\mu^k_{n\Delta t}]) dt \\
+ & \int_{(n+1/2)\Delta t}^{(n+1)\Delta t} \left( \int_{\mathbb{R}^d} (\partial_t f + V[\mu^k_{n\Delta t}] \cdot \nabla f) \, d(\Phi^{V[\mu^k_{n\Delta t}]}_{2(t-(n+1/2)\Delta t)} \# \mu^k_{(n+1/2)\Delta t}) \right) dt.
\end{align*}

(22)

We begin by noticing that $\mu^k_{n\Delta t} + 2(t-n\Delta t)h[\mu^k_{n\Delta t}]$ is a weak solution on $(n\Delta t, (n + 1/2)\Delta t)$ to

$$
\partial_t \nu_t = 2h[\mu^k_{n\Delta t}], \quad \nu_{n\Delta t} = \mu^k_{n\Delta t},
$$

so it satisfies:

\begin{align*}
\int_{n\Delta t}^{(n+1/2)\Delta t} & \partial_t f \, d(\mu^k_{n\Delta t} + 2(t-n\Delta t)h[\mu^k_{n\Delta t}]) dt \\
= & -2 \int_{n\Delta t}^{(n+1/2)\Delta t} \int_{\mathbb{R}^d} f \, dh[\mu^k_{n\Delta t}] dt + \int_{\mathbb{R}^d} f((n + 1/2)\Delta t) \, d\mu^k_{(n+1/2)\Delta t} - \int_{\mathbb{R}^d} f(n\Delta t) \, d\mu^k_{n\Delta t}.
\end{align*}

(23)
We go back to the first term of (22). Notice that from (23), we have

\[
\int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \left( \int_{\mathbb{R}^d} \partial_t f(d\mu^k_{(n+\frac{1}{2})\Delta t}) + 2(t - n\Delta t) h(\mu^k_{(n+\frac{1}{2})\Delta t}) \right) dt + \int_{n\Delta t}^{(n+1)\Delta t} \int_{\mathbb{R}^d} f(d\mu^k_{n\Delta t}) dt
\]

\[
= \int_{(n+\frac{1}{2})\Delta t}^{(n+1)\Delta t} \int_{\mathbb{R}^d} f(d\mu^k_{(n+\frac{1}{2})\Delta t}) dt - \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} f(d\mu^k_{n\Delta t}) dt
\]

\[
+ \int_{\mathbb{R}^d} f((n + \frac{1}{2})\Delta t) d\mu^k_{(n+\frac{1}{2})\Delta t} - \int_{\mathbb{R}^d} f(n\Delta t) d\mu^k_{n\Delta t}
\]

\[
= \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \left( \frac{\Delta t}{2} \partial f(t) + O(\Delta t^2) \right) dh(\mu^k_{n\Delta t}) dt + \int_{\mathbb{R}^d} f((n + \frac{1}{2})\Delta t) d\mu^k_{(n+\frac{1}{2})\Delta t} - \int_{\mathbb{R}^d} f(n\Delta t) d\mu^k_{n\Delta t}
\]

Similarly, since \( \Phi^{V[\mu^k_{(n+\frac{1}{2})\Delta t}]}_{2(t-(n+\frac{1}{2})\Delta t)} \# \mu^k_{(n+\frac{1}{2})\Delta t} \) is solution at time \( \tau = 2(t - (n + \frac{1}{2})\Delta t) \) to

\[
\partial_t \nu_\tau + \nabla \cdot (V[\mu^k_{(n\Delta t)}] \nu_\tau) = 0, \quad \nu_0 = \mu^k_{(n+\frac{1}{2})\Delta t},
\]

it satisfies

\[
\int_0^{\Delta t} \int_{\mathbb{R}^d} \partial_t f(t) (\nabla f(t) \cdot V[\mu^k_{(n\Delta t)}]) dt + \int_0^{\Delta t} \int_{\mathbb{R}^d} \nabla f(t) \cdot V[\mu^k_{(n\Delta t)}] \cdot d\nu_\tau dt = 0.
\]

After the change of variables \( t - \frac{3}{2} + (n + \frac{1}{2})\Delta t \), we obtain

\[
\int_{(n+\frac{1}{2})\Delta t}^{(n+1)\Delta t} \int_{\mathbb{R}^d} \partial f(t) (\nabla f(t) \cdot V[\mu^k_{(n\Delta t)}]) dt + \int_{\mathbb{R}^d} f((n + \frac{1}{2})\Delta t) d\mu^k_{(n+\frac{1}{2})\Delta t} - \int_{\mathbb{R}^d} f(n\Delta t) d\mu^k_{n\Delta t}.
\]

We now use this to evaluate the third term of (22). We have:

\[
\int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \left( \frac{\Delta t}{2} \partial f(t) + \nabla f(t) \cdot V[\mu^k_{(n\Delta t)}] \right) d(\Phi^{V[\mu^k_{(n\Delta t)}]}_{2(t-(n+\frac{1}{2})\Delta t)} \# \mu^k_{(n+\frac{1}{2})\Delta t}) dt
\]

\[
= -\int_{(n+\frac{1}{2})\Delta t}^{(n+1)\Delta t} \int_{\mathbb{R}^d} \nabla f(t) \cdot V[\mu^k_{(n\Delta t)}] d(\Phi^{V[\mu^k_{(n\Delta t)}]}_{2(t-(n+\frac{1}{2})\Delta t)} \# \mu^k_{(n+\frac{1}{2})\Delta t}) dt
\]

\[
+ \int_{\mathbb{R}^d} f((n + 1)\Delta t) d\mu^k_{(n+1)\Delta t} - \int_{\mathbb{R}^d} f((n + \frac{1}{2})\Delta t) d\mu^k_{(n+\frac{1}{2})\Delta t}.
\]
Now,
\[
\int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \nabla f \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k \, dt - \int_{(n+\frac{1}{2})\Delta t}^{(n+1)\Delta t} \int_{\mathbb{R}^d} \nabla f \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k \, dt
\]
\[
= \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \nabla f(t) \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k \, dt - \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \nabla f(t+\frac{\Delta t}{2}) \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k \, dt
\]
\[
= \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \nabla f(t) \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k \, dt + \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} (\nabla f(t) - \nabla f(t+\frac{\Delta t}{2})) \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k \, dt
\]
\[
+ \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} (\nabla f(t) - \nabla f(t+\frac{\Delta t}{2})) \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k \, \frac{\Delta t}{2} dt.
\]

The first term gives:
\[
\left| \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \nabla f(t) \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k - \mu_{(n+\frac{1}{2})\Delta t}^k \right| \Delta t
\]
\[
= \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \nabla f(t) \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k \, dt
\]
\[
\leq M_V \|\nabla f\|_{L^2} \sum_{n=0}^{k} (n+1)\Delta t \|\mu_{n\Delta t}^k\|_{L^2} \Delta t^2.
\]

The second term gives:
\[
\left| \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \nabla f(t) \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k - \mu_{(n+\frac{1}{2})\Delta t}^k \right| \Delta t
\]
\[
\leq \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} \nabla f(t) \cdot V[\mu_{n\Delta t}^k] \, d\mu_t^k \, dt
\]
\[
\leq L_1 \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} M_V (\frac{\Delta t}{2} - (n+\frac{1}{2})\Delta t) \, dt \leq L_1 M_V \Delta t^2
\]

where, denoting by \( L_1 \) the Lipschitz constant of the function \( x \mapsto \nabla f(t, x) \cdot V[\mu_{n\Delta t}^k](x) \), we define \( L_1 := \sup_{t \in (0, T)} L_1(t) \). Notice that it is independent of \( n \) and \( k \) as seen in Proposition 8.

Lastly, the third term gives:
\[
\left| \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \left( \int_{\mathbb{R}^d} (\partial_t f(t) + V[\mu_{n\Delta t}^k] \cdot \nabla f) \, d\mu_t^k + \int_{\mathbb{R}^d} f \, dh[\mu_{n\Delta t}^k] \right) \, dt
\]
\[
\leq \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \int_{\mathbb{R}^d} (\frac{\Delta t}{2} \partial_t f(t)) \, d\mu_t^k \, dt + \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} f((n+\frac{1}{2})\Delta t) \, d\mu_t^k \, dt
\]
\[
+ \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} f((n+\frac{1}{2})\Delta t) \, d\mu_t^k \, dt - \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} f((n+\frac{1}{2})\Delta t) \, d\mu_t^k \, dt
\]
\[
+ \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} f((n+\frac{1}{2})\Delta t) \, d\mu_t^k \, dt - \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} f((n+\frac{1}{2})\Delta t) \, d\mu_t^k \, dt + M_V \|\nabla f\|_{L^\infty} + L_1 + \frac{1}{4} \|\partial_t \nabla f\|_{L^\infty} \Delta t^2
\]
\[
\leq \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} f((n+\frac{1}{2})\Delta t) \, d\mu_t^k \, dt + C \Delta t^2,
\]

with \( C := 2 \|\partial_t f\|_{L^\infty} + M_V \|\nabla f\|_{L^\infty} + L_1 + \frac{1}{4} \|\partial_t \nabla f\|_{L^\infty} \). Thus,
\[
\lim_{k \to \infty} \sum_{n=0}^{k-1} \int_{n\Delta t}^{(n+\frac{1}{2})\Delta t} \left( \int_{\mathbb{R}^d} (\partial_t f(t) + V[\mu_{n\Delta t}^k] \cdot \nabla f) \, d\mu_t^k + \int_{\mathbb{R}^d} f \, dh[\mu_{n\Delta t}^k] \right) \, dt
\]
\[
\leq \lim_{k \to \infty} \sum_{n=0}^{k-1} \Delta t^2 = \lim_{k \to \infty} C 2^{-k} \Delta t^2 = 0.
\]
We can now prove the following:

**Proposition 13.** The limit measure \( \hat{\mu}_t = \lim_{k \to \infty} \) is a weak solution to (14). Moreover, \( \hat{\mu}_t \in P_c(\mathbb{R}^d) \) and for all \( R > 0 \), there exists \( R_T > 0 \) such that if \( \text{supp}(\hat{\mu}_0) \subset B(0, R) \), for all \( t \in [0, T] \), \( \text{supp}(\hat{\mu}_t) \subset B(0, R_T) \).

**Proof.** We will prove that for all \( f \in C_c^\infty((0, T) \times \mathbb{R}^d) \),

\[
\lim_{k \to \infty} \frac{1}{n} \int_{(n+1)\Delta t}^{2(n+1)\Delta t} \left( \int_{\mathbb{R}^d} (\partial_t f + V[\mu_{n,\Delta t}] \cdot \nabla f) \, d\mu_t^k + \int_{\mathbb{R}^d} f \, dh(\mu_{n,\Delta t}) \right) \, dt
- \int_T^{(n+1)\Delta t} \left( \int_{\mathbb{R}^d} (\partial_t f + V[\hat{\mu}_t] \cdot \nabla f) \, d\mu_t + \int_{\mathbb{R}^d} f \, dh(\hat{\mu}_t) \right) \, dt = 0.
\]  

(25)

First, denoting by \( F_1 := \sup_{[0, T]} \| \partial_t f(t, \cdot) \|_{Lip} + \| \partial_t f \|_{L^\infty((0, T) \times \mathbb{R}^d)} \), observe that

\[
\sum_{k=0}^{2n-1} \int_{(n+1)\Delta t}^{(n+1)\Delta t} \int_{\mathbb{R}^d} \partial_t f \, d(\mu_t^k - \hat{\mu}_t) \, dt = F_1 \sum_{k=0}^{2n-1} \int_{\mathbb{R}^d} \partial_t f \, d(\mu_t^k - \hat{\mu}_t) \, dt
\]

\[
\leq F_1 \sum_{k=0}^{2n-1} \sup_{f \in C_c^\infty(\mathbb{R}^d), \| f \|_{L^\infty(\mathbb{R}^d)} \leq 1} \int_{\mathbb{R}^d} f \, d(\mu_t^k - \hat{\mu}_t) \, dt = F_1 \sum_{k=0}^{2n-1} \int_{\mathbb{R}^d} \rho(\mu_t^k, \hat{\mu}_t) \, dt
\]

\[
\leq F_1 T \cdot \rho(\hat{\mu}_t, \hat{\mu}_t) \xrightarrow{k \to \infty} 0.
\]

Secondly, denoting by \( F_2 := \sup_{[0, T]} \| f(t, \cdot) \|_{Lip} + \| f \|_{L^\infty((0, T) \times \mathbb{R}^d)} \),

\[
\int_{\mathbb{R}^d} d(\mu_{n,\Delta t} - h(\hat{\mu}_t)) = F_2 \int_{\mathbb{R}^d} \frac{f}{F_2} \, d(h(\mu_{n,\Delta t}) - h(\hat{\mu}_t))
\]

\[
\leq F_2 \sup_{f \in C_c^\infty(\mathbb{R}^d), \| f \|_{L^\infty(\mathbb{R}^d)} \leq 1} \int_{\mathbb{R}^d} f \, d(\mu_{n,\Delta t} - h(\hat{\mu}_t)) = F_2 \rho(\mu_{n,\Delta t}, h(\hat{\mu}_t)) \leq F_2 L_h \rho(\mu_{n,\Delta t}, \hat{\mu}_t)
\]

\[
\leq F_2 L_h (\rho(\mu_{n,\Delta t}, \hat{\mu}_t) + \rho(\mu_{n,\Delta t}, \hat{\mu}_t)) \leq F_2 L_h ((\bar{S} + M_V)\Delta t + D(\mu_{n,\Delta t}, \hat{\mu}_t))
\]

from Equation (19). Hence,

\[
\sum_{k=0}^{2n-1} \int_{n\Delta t}^{(n+1)\Delta t} \int_{\mathbb{R}^d} d(h(\mu_{n,\Delta t}) - h(\hat{\mu}_t)) \leq F_2 L_h \sum_{k=0}^{2n-1} ((\bar{S} + M_V)\Delta t + D(\mu_{n,\Delta t}, \hat{\mu}_t)) \, dt
\]

\[
\leq ((\bar{S} + M_V) \sum_{k=0}^{2n-1} \Delta t^2 + T \cdot D(\hat{\mu}_t, \hat{\mu}_t)) = 2^{n-k} T ((\bar{S} + M_V) + T \cdot D(\mu_{n,\Delta t}, \hat{\mu}_t)) \, \xrightarrow{k \to \infty} 0.
\]

Thirdly, denoting by \( F_3 := \sup_{[0, T]} \| \nabla f(t, \cdot) \|_{Lip} + \| \nabla f \|_{L^\infty((0, T) \times \mathbb{R}^d)} \),

\[
\int_{\mathbb{R}^d} V(\mu_{n,\Delta t}) \cdot \nabla f \, d\mu_t^k - \int_{\mathbb{R}^d} V(\hat{\mu}_t) \cdot \nabla f \, d\hat{\mu}_t
\]

\[
= \int_{\mathbb{R}^d} V(\mu_{n,\Delta t}) \cdot \nabla f \, d(\mu_t^k - \hat{\mu}_t) + \int_{\mathbb{R}^d} (V(\mu_{n,\Delta t}) - V(\mu_{n,\Delta t})) \cdot \nabla f \, d\mu_t + \int_{\mathbb{R}^d} (V(\mu_t^k) - V(\hat{\mu}_t)) \cdot \nabla f \, d\hat{\mu}_t
\]

\[
\leq F_3 (M_V + L_V) \rho(\mu_t^k, \hat{\mu}_t) + F_3 L_V (\rho(\mu_{n,\Delta t}, \mu_t^k) + \rho(\mu_t^k, \hat{\mu}_t))
\]

\[
\leq F_3 (M_V + 2L_V) \rho(\mu_t^k, \hat{\mu}_t) + F_3 L_V ((\bar{S} + M_V)\Delta t).
\]

Hence,

\[
\sum_{k=0}^{2n-1} \int_{n\Delta t}^{(n+1)\Delta t} \int_{\mathbb{R}^d} V(\mu_{n,\Delta t}) \cdot \nabla f \, d\mu_t^k - \int_{\mathbb{R}^d} V(\hat{\mu}_t) \cdot \nabla f \, d\hat{\mu}_t
\]

\[
\leq F_3 (M_V + 2L_V) T \rho(\mu_t^k, \hat{\mu}_t) + F_3 L_V ((\bar{S} + M_V)2^{n-k} T) \, \xrightarrow{k \to \infty} 0.
\]

We conclude that (25) holds, and from Lemma 1, we obtain:

\[
\int_0^T \left( \int_{\mathbb{R}^d} (\partial_t f + V[\mu_t] \cdot \nabla f) \, d\mu_t + \int_{\mathbb{R}^d} f \, dh(\mu_t) \right) \, dt = 0.
\]

As remarked in [21], this weak formulation is equivalent to the Definition 2. This proves that \( \hat{\mu}_t \) is a weak solution to (14). The compactness of its support can be deduced from Prop. 11. □
Proposition 14. Let \( \mu, \nu \in C([0, T], P_c(\mathbb{R}^d)) \) be two solutions to (14) with initial conditions \( \mu_0, \nu_0 \). There exists a constant \( C > 0 \) such that for all \( t \in [0, T] \),
\[
\rho(\mu_t, \nu_t) \leq e^{Ct} \rho(\mu_0, \nu_0).
\]
In particular, this implies uniqueness of the solution to (14).

Proof. Let \( \mu, \nu \in C([0, T], P_c(\mathbb{R}^d)) \) be two solutions to (14) with initial conditions \( \mu_0, \nu_0 \). Let \( \varepsilon(t) = \rho(\mu_t, \nu_t) \). Then
\[
\varepsilon(t + \tau) = \rho(\mu_{t+\tau}, \nu_{t+\tau}) \leq \rho(\mu_{t+\tau}, \Phi_\varepsilon^{\nu[\mu]}(\mu_t + \tau h[\mu_t])) + \rho(\nu_{t+\tau}, \Phi_\varepsilon^{\nu[\mu]}(\nu_t + \tau h[\nu_t])
\]
\[
+ \rho(\Phi_\varepsilon^{\nu[\mu]}(\mu_t + \tau h[\mu_t]), \Phi_\varepsilon^{\nu[\mu]}(\nu_t + \tau h[\nu_t]))
\]
(26)

From Prop 4, it holds:
\[
\rho(\Phi_\varepsilon^{\nu[\mu]}(\mu_t + \tau h[\mu_t]), \Phi_\varepsilon^{\nu[\mu]}(\nu_t + \tau h[\nu_t]))
\]
\[
\leq (1 + 2L\tau) \rho(\mu_t + \tau h[\mu_t], \nu_t + \tau h[\nu_t]) + \min(|\mu_t + \tau h[\mu_t]|, |\nu_t + \tau h[\nu_t]|)2\tau L\rho(\mu_t, \nu_t)
\]
\[
\leq (1 + 2L\tau) (1 + \tau Lh) \rho(\mu_t, \nu_t) + (1 + \tau S) 2\tau L\rho(\mu_t, \nu_t)
\]
\[
\leq (1 + (2L\tau + Lh + 2L\tau) + (2L\tau + Lh + Lh + Lh + Lh + Lh + Lh + Lh + Lh)\tau) \rho(\mu_t, \nu_t) \leq (1 + (2L\tau + Lh + 2L\tau)\tau) \rho(\mu_t, \nu_t).
\]
(27)

For the first and second term, we prove that any solution \( \mu \) to (14) satisfies the operator-splitting estimate:
\[
\forall (t, \tau) \in [0, T] \times [0, T - t], \quad \rho(\mu_{t+\tau}, \Phi_\varepsilon^{\nu[\mu]}(\mu_t + \tau h[\mu_t])) \leq K \tau^2.
\]
(28)

We begin by proving (28) for solutions to the numerical scheme \( S \). Let \( k \in \mathbb{N} \) and \( \mu^k \) be the solution to \( S \) with time-step \( \Delta t = 2^{-k}T \) and initial condition \( \mu_0 \). For simplicity, we assume that \( t = n\Delta t \) and \( \tau = l\Delta t \), with \( (n, l) \in \mathbb{N}^2 \), and we study the distance
\[
D_1 := \rho(\mu^k_{n+l\Delta t}, \Phi^{\nu[\mu]}(\mu^k_n + l\Delta t h[\mu^k_n]))
\]

Notice by definition of the numerical scheme, for \( l = 1, D_1 = 0 \). For \( l = 2, \) denoting \( H^0_m = h[\mu^k_{n\Delta t}] \) and \( P^k_m = \Phi^{\nu[\mu]}(\mu^k_n) \), and using the properties listed in Propositions 4, 8 and 9, it holds:
\[
D_2 = \rho(\mu^k_{n+2\Delta t}, \Phi^{\nu[\mu]}(\mu^k_{n+\Delta t} + 2\Delta t h[\mu^k_{n\Delta t}])))
\]
\[
= \rho(\mu^k_{n+\Delta t}, \Phi^{\nu[\mu]}(\mu^k_{n+\Delta t} + \Delta t H^0_m)) + \rho(\mu^k_{n+\Delta t}, \Phi^{\nu[\mu]}(\mu^k_{n+\Delta t} + \Delta t H^0_m))
\]
\[
\leq (1 + 2L\Delta t) \rho(\mu^k_{n+\Delta t}, \Phi^{\nu[\mu]}(\mu^k_{n+\Delta t})) + 2\tau L\rho(\mu^k_{n+\Delta t}, \mu^k_{n+\Delta t})
\]
\[
\leq (1 + 2L\Delta t) (1 + \tau Lh) \rho(\mu^k_{n+\Delta t}, \mu^k_{n+\Delta t}) + 2\tau L\rho(\mu^k_{n+\Delta t}, \mu^k_{n+\Delta t})
\]
\[
\leq (1 + (2L\Delta t + Lh + 2L\Delta t) + (2L\Delta t + Lh + Lh + Lh + Lh + Lh + Lh + Lh + Lh)\Delta t) \rho(\mu^k_{n+\Delta t}, \mu^k_{n+\Delta t})
\]
\[
\leq (1 + (2L\Delta t + Lh + 2L\Delta t)\Delta t) \rho(\mu^k_{n+\Delta t}, \mu^k_{n+\Delta t})
\]
\[
\leq (2Lh + 2L\Delta t) \rho(\mu^k_{n+\Delta t}, \mu^k_{n+\Delta t}) + 2M_l S^2 \Delta t^2 + 2((Lh + 2L\Delta t)(S + M_l) + M_l S) \Delta t^2 \leq K \Delta t^2
\]

where the last equality was obtained using (20) and defining \( K := 2((Lh + 2L\Delta t) (S + M_l) + M_l S) \). Let us now suppose that for some \( l \in \mathbb{N} \), \( D_l \leq K(l - 1)^2 \Delta t^2 \). We compute
\[
D_{l+1} = \rho(\mu^k_{n+(l+1)\Delta t}, \Phi^{\nu[\mu]}(\mu^k_{n+l\Delta t} + (l + 1)\Delta t h[\mu^k_{n\Delta t}]))
\]
\[
= \rho(\mu^k_{n+l\Delta t}, \Phi^{\nu[\mu]}(\mu^k_{n+l\Delta t} + \Delta t H^0_m)) + \rho(\mu^k_{n+l\Delta t}, \Phi^{\nu[\mu]}(\mu^k_{n+l\Delta t} + \Delta t H^0_m))
\]
\[
\leq (1 + 2L\Delta t) \rho(\mu^k_{n+l\Delta t}, \Phi^{\nu[\mu]}(\mu^k_{n+l\Delta t})) + 2\tau L\rho(\mu^k_{n+l\Delta t}, \mu^k_{n+l\Delta t})
\]
\[
\leq (1 + 2L\Delta t + Lh + 2L\Delta t) \rho(\mu^k_{n+l\Delta t}, \mu^k_{n+l\Delta t}) + 2M_l S^2 \Delta t^2 + 2((Lh + 2L\Delta t)(S + M_l) + M_l S) \Delta t^2 \leq K \Delta t^2
\]
From Prop. 10, we know that for $k$ large enough, \( \Phi_{t_{m,n}}^{[\mu_{n \Delta t}]} \# (\mu_{n \Delta t} + l \Delta t \cdot H_n^k) \in \mathcal{P}(\mathbb{R}^d) \), thus \( \Phi_{t_{m,n}}^{[\mu_{n \Delta t}]} \# (\mu_{n \Delta t} + l \Delta t \cdot H_n^k) = [\mu_{n \Delta t} + l \Delta t \cdot \hat{S}] = 1 \). Now using the fact that $\rho(\mu_{(n+1) \Delta t}, \mu_{n \Delta t}) \leq [\Delta t (M_V + \hat{S})$, we compute:

\[
D_{t+1} \leq (1 + 2L_\phi \Delta t)D_t + 2\Delta t LV \rho(\mu_{(n+1) \Delta t}, \mu_{n \Delta t}) + \Delta t((1 + 2L_\phi \Delta t)[(l - 1)^2 \Delta t^2] + 2\Delta t LV [\Delta t(M_V + \hat{S}) + \Delta t(1 + 2L_\phi \Delta t)(L_o(M_V + \hat{S}) + l \Delta t M_V \hat{S}) + 2\Delta t^2 \Delta t(M_V + \hat{S}) \leq \Delta t^2 [K(l - 1)^2 + l(2L_V + L_{h})(M_V + \hat{S}) + O(\Delta t^3)] \leq \Delta t^2 [K(l - 1)^2 + K\bar{t}] \leq K^2 \Delta t^2.
\]

Thus, by induction, $\rho(\mu_{(n+1) \Delta t}, \Phi_{t_{m,n}}^{[\mu_{n \Delta t}]} \# (\mu_{n \Delta t} + l \Delta t \cdot h[\mu_{n \Delta t}])) \leq K(l \Delta t)^2$ and similarly we can prove that

$$
\forall (t, r) \in [0, T] \times [0, T - t], \quad \rho(\mu_{t+r}, \Phi_{t_{m,n}}^{[\mu_{n \Delta t}]} \# \mu_{n \Delta t} + \tau h[\mu_{n \Delta t}]) \leq K \tau^2.
$$

Hence, 

$$
\rho(\mu_{t+r}, \Phi_{t_{m,n}}^{[\mu_{n \Delta t}]} \# \mu_{n \Delta t} + \tau h[\mu_{n \Delta t}]) \leq \rho(\mu_{t+r}, \Phi_{t_{m,n}}^{[\mu_{n \Delta t}]} \# \mu_{n \Delta t} + \tau h[\mu_{n \Delta t}]) + \rho(\mu_{t+r}, \mu_{n \Delta t} + \tau h[\mu_{n \Delta t}])
$$

and by taking the limit $k \to \infty$, $\rho(\mu_{t+r}, \Phi_{t_{m,n}}^{[\mu_{n \Delta t}]} \# \mu_{n \Delta t} + \tau h[\mu_{n \Delta t}]) \leq K \tau^2$, which proves (28).

Coming back to (26), and using (27) and (28), it holds

$$
\varepsilon(t + \tau) \leq (1 + 2(2L_\phi + 2L_V + L_{h})\tau) \varepsilon(t) + 2K \tau^2.
$$

Then

$$
\frac{\varepsilon(t + \tau) - \varepsilon(t)}{\tau} \leq 2(2L_\phi + 2L_V + L_{h})\varepsilon(t) + 2K \tau.
$$

which proves that $\varepsilon$ is differentiable and that

$$
\varepsilon'(t) \leq 2(2L_\phi + 2L_V + L_{h})\varepsilon(t).
$$

This implies that

$$
\varepsilon(t) \leq \varepsilon(0)e^{2(2L_\phi + 2L_V + L_{h})t}.
$$

This proves continuity with respect to the initial data, i.e. uniqueness of the solution. \( \square \)

We have thus proved Theorem 2: Existence was obtained as the limit of the numerical scheme $\mathcal{S}$ in Proposition 13; Uniqueness comes from Proposition 14.

We saw in Section 2.2 that the Bounded Lipschitz distance and the $1$-Wasserstein distance are equivalent on the set of probability measures with uniformly compact support. This allows us to state the following:

**Corollary 1.** Let $\mu, \nu \in C([0, T], \mathcal{P}_c(\mathbb{R}^d))$ be two solutions to (14) with initial conditions $\mu_0, \nu_0$ satisfying $\text{supp}(\mu_0) \cup \text{supp}(\nu_0) \subset B(0, R)$. There exist constants $C > 0$ and $C_{R_T} > 0$ such that for all $t \in [0, T]$,

$$
W_1(\mu_t, \nu_t) \leq C_{R_T} e^{Ct} W_1(\mu_0, \nu_0).
$$

Furthermore, for all $p \in \mathbb{N}^*$,

$$
W_p(\mu_t, \nu_t) \leq (2R)^{\frac{p-1}{2}} C_{R_T}^{\frac{1}{p}} e^{\frac{Ct}{2}} W_p(\mu_0, \nu_0)^{\frac{1}{p}}.
$$

**Proof.** Let $R > 0$ such that $\text{supp}(\mu_0) \cup \text{supp}(\nu_0) \subset B(0, R)$. From Prop. 13, there exists $R_T > 0$ such that for all $t \in [0, T]$, $\text{supp}(\mu_t) \cup \text{supp}(\nu_t) \subset B(0, R_T)$. Putting together Prop. 14, equation (12) and Prop. 6,

$$
W_1(\mu_t, \nu_t) \leq C_{R_T} \rho(\mu_t, \nu_t) \leq C_{R_T} e^{Ct} \rho(\mu_0, \nu_0) \leq C_{R_T} e^{Ct} W_1(\mu_0, \nu_0),
$$

where $C_{R_T} = \max(1, R_T)$. Moreover, for all $p \in \mathbb{N}^*$, from equation (13) and Prop. 7, it holds

$$
W_p(\mu_t^N, \mu_t) \leq (2R)^{\frac{p-1}{2}} W_1(\mu_t^N, \mu_t)^{\frac{1}{p}} \leq (2R)^{\frac{p-1}{2}} C_{R_T}^{\frac{1}{p}} e^{\frac{Ct}{2}} W_1(\mu_0^N, \mu_0)^{\frac{1}{p}} \leq (2R)^{\frac{p-1}{2}} C_{R_T}^{\frac{1}{p}} e^{\frac{Ct}{2}} W_p(\mu_0^N, \mu_0)^{\frac{1}{p}}.
$$

\( \square \)
4 Convergence to the macroscopic model

Having proven the well-posedness of both the microscopic and macroscopic models, we are now in a position to prove the convergence result stated in Theorem 1 that is central to this paper. The proof, as for the now classical proof of convergence of the microscopic dynamics without weights \(^{(1)}\) to the non-local transport PDE \(^{(2)}\) (see \([10]\)), relies on two ingredients: the fact that the empirical measure satisfies the PDE and the continuity of the solution with respect to the initial data. We begin by defining the empirical measure for our microscopic system with weight dynamics and prove that it does satisfy the PDE \(^{(14)}\).

4.1 From microscopic to macroscopic via the empirical measure

The fact that \(^{(7)}\) preserves indistinguishability allows us to define a generalized version of the empirical measure. For all \(N \in \mathbb{N}\) and \(x, m) \in \mathcal{C}([0, T]; (\mathbb{R}^d)^N \times \mathbb{R}^N)\) solution to \(^{(7)}\), let

\[
\mu_i^N = \frac{1}{M} \sum_{j=1}^N \mu_i(t) \delta_{x_i(t)}
\]

be the generalized empirical measure. From Prop. 1, we know that for all \(t \in [0, T]\), \(\mu_i \in \mathcal{P}(\mathbb{R}^d)\). We can prove the following:

**Proposition 15.** Let \((x, m) \in \mathcal{C}([0, T]; (\mathbb{R}^d)^N \times \mathbb{R}^N)\) be a solution to \(^{(7)}\), and let \(\mu^N \in \mathcal{C}([0, T]; \mathcal{P}(\mathbb{R}^d))\) denote the corresponding empirical measure, given by \(^{(29)}\). Then, \(\mu^N\) is a weak solution to \(^{(14)}\).

**Proof.** We show that \(\mu_i^N\) satisfies \(^{(17)}\). Let \(f \in C^\infty_c(\mathbb{R}^d)\). Substituting \(\mu\) by \(\mu^N\) in the left-hand side of \(^{(17)}\), we obtain

\[
\int_{\mathbb{R}^d} \frac{d}{dt} f(x) d\mu_i^N(x) = \frac{d}{dt} \left[ \frac{1}{M} \sum_{i=1}^N m_i(t) f(x_i(t)) \right] = \frac{1}{M} \sum_{i=1}^N \dot{m}_i(t) f(x_i(t)) + \frac{1}{M} \sum_{i=1}^N m_i(t) \nabla f(x_i(t)) \cdot \dot{x}_i(t).
\]

The first part of the right-hand side of \(^{(17)}\) gives

\[
\int_{\mathbb{R}^d} V[\mu_i] \cdot \nabla f(x) d\mu_i^N(x) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \phi(y - x) \cdot \nabla f(x) d\mu_i^N(y) d\mu_i^N(x)
\]

\[
= \frac{1}{M^2} \sum_{i=1}^N \sum_{j=1}^N m_i m_j \phi(x_j - x_i) \cdot \nabla f(x_i) = \frac{1}{M} \sum_{i=1}^N \dot{m}_i(t) \nabla f(x_i) \cdot \dot{x}_i.
\]

where the last equality comes from the fact that \(x\) is a solution to \(^{(7)}\). The second part of the right-hand side of \(^{(17)}\) gives:

\[
\int_{\mathbb{R}^d} f(x) dh[\mu_i^N](x) = \int_{\mathbb{R}^d} f(x) \left( \int_{(\mathbb{R}^d)^N} S(x, y_1, \cdots, y_N) \mu_i^N(y_1) \cdots \mu_i^N(y_N) \right) d\mu_i^N(x)
\]

\[
= \frac{1}{M} \sum_{i=1}^N m_i f(x_i) \frac{1}{M^2} \sum_{j=1}^N \sum_{j=1}^N m_j \cdots \sum_{j=1}^N m_j \cdots \sum_{j=1}^N S(x_i, x_{j_1}, \cdots, x_{j_q}) = \frac{1}{M} \sum_{i=1}^N \dot{m}_i(t) \nabla f(x_i).
\]

where the last equality comes from the fact that \(m\) is a solution to \(^{(7)}\). Putting \(^{(30)}\), \(^{(31)}\) and \(^{(32)}\) together, we deduce that \(\mu_i^N\) satisfies \(^{(17)}\), thus it is a weak solution to \(^{(14)}\). \(\Box\)

4.2 Convergence

We are finally equipped to prove Theorem 1, that we state again here in its full form:

**Theorem 1.** Let \(T > 0\), \(q \in \mathbb{N}\) and \(M > 0\). For each \(N \in \mathbb{N}\), let \((x_i^{N, 0}, m_i^{N, 0})_{i \in \{1, \ldots, N\}} \in (\mathbb{R}^d)^N \times (\mathbb{R}^{d+1})^N\) such that \(\sum_{i=1}^N m_i^{N, 0} = M\). Let \(\phi \in C(\mathbb{R}^d; \mathbb{R}^d)\) satisfying Hyp. 1 and let \(S \in C((\mathbb{R}^d)^q; \mathbb{R})\) satisfying Hyp. 2. For all \(t \in [0, T]\), let \(t \mapsto (x_i^N(t), m_i^N(t))_{i \in \{1, \ldots, N\}}\) be the solution to

\[
\begin{cases}
\dot{x}_i = \frac{1}{M} \sum_{j=1}^N m_j \phi(x_j - x_i), & x_i(0) = x_i^{N, 0} \\
\dot{m}_i = m_i \left( \frac{1}{M^2} \sum_{j=1}^N \sum_{j=1}^N m_j \cdots \sum_{j=1}^N m_j \cdots \sum_{j=1}^N S(x_i, x_{j_1}, \cdots, x_{j_q}) \right), & m_i(0) = m_i^{N, 0},
\end{cases}
\]
and let \( \mu^N_t := \frac{1}{M} \sum_{j=1}^N m^N_t (t) \delta_{x^N(t)} \in \mathcal{P}_c (\mathbb{R}^d) \) be the corresponding empirical measure. Let \( \mathcal{D}(\cdot, \cdot) \) denote either the Bounded Lipschitz distance \( \rho(\cdot, \cdot) \) or any of the Wasserstein distances \( W_p(\cdot, \cdot) \) for \( p \in \mathbb{N}^\ast \).

If there exists \( \mu_0 \in \mathcal{P}_c (\mathbb{R}^d) \) s.t. \( \lim_{N \to \infty} \mathcal{D}(\mu^N_0, \mu_0) = 0 \), then for all \( t \in [0, T] \), \( \lim_{N \to \infty} \mathcal{D}(\mu^N_t, \mu_t) = 0 \), where \( \mu_t \) is the solution to the transport equation with source

\[
\partial_t \mu_t (x) + \nabla \cdot \left( \int_{\mathbb{R}^d} \phi (x - y) d\mu_t (y) \right) \mu_t (x) = \left( \int_{\mathbb{R}^d} S (x, y) d\mu_t (y) \right) \mu_t (x),
\]

with initial data \( \mu_{t=0} = \mu_0 \).

**Proof.** Since \( \mu^N_t \) and \( \mu_t \) are both weak solutions to (14), from Prop. 14, there exists \( C > 0 \) such that

\[
\rho(\mu^N_t, \mu_t) \leq e^{C t} \rho(\mu^N_0, \mu_0)
\]

and the result follows immediately for \( \mathcal{D} = \rho \).

Let \( R < 0 \) such that \( \text{supp}(\mu_0) \cup \text{supp}(\mu^N_0) \subset B(0, R) \) for all \( N \in \mathbb{N} \). From Corollary 1, there exists \( C_{R, T} > 0 \) depending on \( T \) and \( R \) such that for all \( p \in \mathbb{N}^\ast \),

\[
W_p(\mu^N_t, \mu_t) \leq \left( 2R \right)^{\frac{p-1}{p}} C_{R, T} \epsilon_T^\frac{1}{p} W_p(\mu^N_0, \mu_0)^{\frac{1}{p}}
\]

and the result follows for \( \mathcal{D} = W_p \).

\[ \Box \]

## 5 Numerical simulations

To illustrate our convergence result, we provide numerical simulations for a specific model. We also refer the reader to the paper [2] for numerical simulations with a different model.

We recall the first model (M1) proposed in [16], “increasing weight by pairwise competition”:

\[
\begin{align*}
\dot{x}_i (t) &= \frac{1}{M} \sum_{j=1}^N m_j (t) \phi (x_j (t) - x_i (t)), \quad x_i (0) = x_i^0 \\
\dot{m}_i (t) &= \frac{1}{M} m_i (t) \sum_{j=1}^N m_j (t) \beta \left( \frac{\dot{x}_i (t) + \dot{x}_j (t)}{2}, u_{ji} \right), \quad m_i (0) = m_i^0,
\end{align*}
\]

where \( u_{ji} \) is the unit vector in the direction of \( x_i - x_j \) and \( \beta \) is a constant.

With this choice of model, the evolution of each agent’s weight depends on the dynamics of the midpoints \( (x_i + x_j)/2 \) between \( x_i \) and each other agent at position \( x_j \). More specifically, if the midpoint \( (x_i + x_j)/2 \) moves in the direction of \( x_i \), i.e. \( \frac{(x_i + x_j)}{2}, u_{ji} \rangle > 0 \), then the weight \( m_i \) increases proportionally to \( m_i \). If, on the other hand, \( (x_i + x_j)/2 \) moves away from \( x_i \) and towards \( x_j \), the weight \( m_i \) decreases by the same proportion.

In order to ensure continuity, we slightly modify the model and replace \( u_{ji} \) by a function \( h(x_i - x_j) \), where \( h \in \text{Lip}(\mathbb{R}^d; \mathbb{R}^+) \) is non-decreasing and satisfies the following properties:

- \( h(y) = h(|y|) y \) for some \( h \in C(\mathbb{R}^d; \mathbb{R}^+) \)
- \( \lim_{|y| \to \infty} h(y) = \frac{y}{|y|} \)

Then, by replacing \( \dot{x}_i \) and \( \dot{x}_j \) by their expressions, the system can be written as:

\[
\begin{align*}
\dot{x}_i (t) &= \frac{1}{M} \sum_{j=1}^N m_j (t) \phi (x_j (t) - x_i (t)), \quad x_i (0) = x_i^0 \\
\dot{m}_i (t) &= \frac{1}{M} m_i (t) \sum_{j=1}^N m_j (t) \beta \left( \frac{\dot{x}_i (t) + \dot{x}_j (t)}{2}, h_{ji} \right), \quad m_i (0) = m_i^0.
\end{align*}
\]

Notice that it is in the form of System \( (7) \), with \( q = 2 \) and \( S \in C(\mathbb{R}^d; \mathbb{R}) \) defined by

\[
S (x, y, z) = \beta \left( \frac{\phi (z - x) + \phi (z - y)}{2}, h(x - y) \right).
\]

One easily sees that \( S(x, y, z) = -S(y, x, z) \), thus \( S \) satisfies (10). Furthermore, for every \( R_T > 0 \), there exists \( \tilde{S} \) such that for all \( x, y, z \in B(0, R_T) \), \( S(x, y, z) \leq \tilde{S} \), hence condition (8) is satisfied in a relaxed form. Lastly, it is simple to check that as long as \( \phi \in \text{Lip}(\mathbb{R}^d; \mathbb{R}) \), \( S \in \text{Lip}(\mathbb{R}^d; \mathbb{R}) \) thus \( S \) satisfies (9).
We can then apply Theorem 1. For simplicity purposes, for the numerical simulations we take $\mu_0$ supported on $[0,1]$ and absolutely continuous with respect to the Lebesgue measure. For a given $N \in \mathbb{N}$, we define:

$$x_{i}^{N,0} := \frac{i}{N}, \quad m_{i}^{N,0} := \int_{x_{i-1}^{N,0}}^{x_{i}^{N,0}} d\mu_0, \quad i \in \{1, \ldots, N\}.$$ 

We then have convergence of the empirical measures $\mu_0^N$ to $\mu_0$ when $N$ goes to infinity. According to Theorem 1, for all $t \in [0,T]$, $\mu_t^N \Rightarrow \mu_t$, where $\mu_t$ is the solution to the transport equation with source

$$\partial_t \mu_t(x) + \partial_x \left( \int_{\mathbb{R}} \phi(y-x) d\mu_t(y) \mu_t(x) \right) = \left( \int_{\mathbb{R}^2} S(x,y,z) d\mu_t(y) d\mu_t(z) \right) \mu_t(x)$$

Figures 2 and 3 illustrate this convergence for the specific choices :

- $\phi := \phi_{0.2}$, where for all $R > 0$,
  $$\phi_R : \delta \mapsto \begin{cases} \frac{\delta}{|\delta|} \sin^2 \left( \frac{\pi}{2R} |\delta| \right) & \text{if } |\delta| \leq R \\ 0 & \text{if } |\delta| > R \end{cases}$$

- $h : \delta \mapsto \arctan(|\delta|) \frac{1}{|\delta|}$
- $\beta := 100$
- $M := N$
- $d\mu_0(x) := \frac{f(x)}{\int_{\mathbb{R}} f(x) dx} dx$, with $f(x) := \frac{35}{\sqrt{\pi}} \exp(-\frac{5(x-0.25)^2}{4}) + \frac{1}{\sqrt{\pi}} \exp(-\frac{5(x-0.9)^2}{4}) 1_{[0,1]}(x)$ and $F := \int_{\mathbb{R}} f(x) dx$.

Figure 2 shows the evolution of $t \mapsto (x_j^N(t))_{1 \leq j \leq N}$ and of $t \mapsto (m_j^N(t))_{1 \leq j \leq N}$ for $N = 20$, $N = 50$ and $N = 100$. Due to the fact that the interaction function $\phi$ has compact support, we observe formation of clusters within the population. Note that as expected, the final number of positions of clusters are the same for all values of $N$ ($N$ big enough). Within each cluster, the agents that are able to attract more agents gain influence (i.e. weight), while the followers tend to lose influence (weight).

Figure 3 compares the evolutions of $t \mapsto \mu_t$ and $t \mapsto \mu_t^N$ at four different times. For visualization, the empirical measure was represented by the piece-wise constant counting measure $\tilde{\mu}_t^N$ defined by: for all $x \in E_j$, $\tilde{\mu}_t^N(x) = \frac{1}{p} \sum_{i=1}^{N} m_i \mathbb{1}_{\{x \in E_j\}}$, where for each $j \in \{1, \ldots, p\}$, $E_j = \left[ \frac{j-1}{p}, \frac{j}{p} \right)$, so that $(E_j)_{j \in \{1, \ldots, p\}}$ is a partition of $[0,1]$. In Fig. 3, $p = 41$. We observe a good correspondence between the two solutions at all four time steps. Observe that the four clusters are formed at the same locations than in Figure 2, i.e. at $x = 0.07$, $x = 0.33$, $x = 66$ and $x = 0.9$. Convergence to the first and fourth clusters is slower than convergence to the second and third, due to the differences in the total weight of each cluster.
Figure 2: Top row: Evolution of the positions for $N = 20$, $N = 50$ and $N = 100$. The thickness of the lines is proportional to the agent’s weight. The dotted line represents the barycenter $\bar{x} := \frac{1}{M} \sum_i m_i x_i$. Bottom row: Evolution of the weights for $N = 20$, $N = 50$ and $N = 100$. The dotted line represents the average weight $\bar{m} := \frac{1}{M} \sum_i m_i$.

Figure 3: Comparison of $\mu_t$ (in red), solution to the macroscopic model (34) and $\tilde{\mu}_N^t$ (in blue), counting measure corresponding to the solution to the microscopic model (33) for $N = 100$. 
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A Appendix

A.1 Well-Posedness of the microscopic model

We provide the proof of Proposition 2. It is modeled after the proof of existence and uniqueness of the Graph Limit equation provided in [2], but we write it fully here for self-containedness.

Proof. Let \( \tilde{x} = (\tilde{x}_i)_{i \in \{1, \ldots, N\}} \in C([0, T]; (\mathbb{R}^d)^N) \) and \( \tilde{m} = (\tilde{m}_i)_{i \in \{1, \ldots, N\}} \in C([0, T]; \mathbb{R}^N) \). Consider the following decoupled systems of ODE:

\[
\dot{x}_i(t) = \frac{1}{M} \sum_{j=1}^{N} \tilde{m}_j(t) \phi(x_j(t) - x_i(t)), \quad x_i(0) = x_i^0 \tag{35}
\]

and

\[
\dot{m}_i(t) = m_i(t) \frac{1}{M^2} \sum_{j_1=1}^{N} \cdots \sum_{j_N=1}^{N} m_{j_1}(t) \cdots m_{j_N}(t) S(\tilde{x}_i(t), \tilde{x}_{j_1}(t), \ldots \tilde{x}_{j_N}(t)), \quad m_i(0) = m_i^0. \tag{36}
\]

We begin by proving that there exists a unique solution to the Cauchy problem given by (35). Let \( \tilde{T} > 0 \) and let \( \mathcal{X} := \{ x \in C([0, \tilde{T}); (\mathbb{R}^d)^N) \mid x(t = 0) = x^0 \} \). Consider the application

\[
K_{x^0}: \mathcal{X} \to \mathcal{X}, \quad x \mapsto K_{x^0}x
\]

where for all \( t \in [0, \tilde{T}] \) and \( i \in \{1, \ldots, N\} \), \( (K_{x^0}x)_i(t) := x_i^0 + \int_{0}^{t} \frac{1}{M} \sum_{j=1}^{N} \tilde{m}_j(\tau) \phi(x_j(\tau) - x_i(\tau)) d\tau. \)

Let us show that \( K_{x^0} \) is contracting for the norm \( \|x\|_X := \sup_{t \in [0, \tilde{T}]} \max_{i \in \{1, \ldots, N\}} \|x_i(t)\| \). Let \( x, y \in \mathcal{X} \). Then for all \( t \in [0, \tilde{T}] \) and \( i \in \{1, \ldots, N\} \),

\[
\| (K_{x^0}x)_i - (K_{x^0}y)_i \| = \left\| \int_{0}^{t} \frac{1}{M} \sum_{j=1}^{N} \tilde{m}_j(\tau) \left[ \phi(x_j(\tau) - x_i(\tau)) - \phi(y_j(\tau) - y_i(\tau)) \right] d\tau \right\|
\]

\[
\leq \int_{0}^{t} \frac{1}{M} \sum_{j=1}^{N} \tilde{m}_j(\tau) L_\phi \| x_j(\tau) - x_i(\tau) \| \| x_i(\tau) - y_i(\tau) \| d\tau
\]

\[
\leq \int_{0}^{t} \frac{L_\phi}{M} \sum_{j=1}^{N} \tilde{m}_j(\tau) \| x_j(\tau) - y_j(\tau) \| + \| x_i(\tau) - y_i(\tau) \| d\tau
\]

\[
\leq 2L_\phi \tilde{T} \int_{0}^{t} \frac{1}{M} \sum_{j=1}^{N} \tilde{m}_j(\tau) d\tau \| x - y \|_X \leq \frac{2L_\phi \tilde{T}}{M} \sup_{t \in [0, \tilde{T}]} \left( \sum_{j=1}^{N} \tilde{m}_j(\tau) \right) \| x - y \|_X.
\]

Since \( \tilde{m} \) is given, choosing \( \tilde{T} \leq \left[ 4L_\phi \tilde{T} \sup_{t \in [0, \tilde{T}]} \sum_{j=1}^{N} \tilde{m}_j(\tau) \right]^{-1} \) ensures that \( K_{x^0} \) is contracting on \( [0, \tilde{T}] \). By the Banach contraction principle, there exists a unique solution \( x \in C([0, \tilde{T}]; (\mathbb{R}^d)^N) \). We then take \( x(\tilde{T}) \) as the initial condition, and the local solution can be extended to \([0, 2\tilde{T}]\), and by repeating the same argument, to \([0, T]\). Moreover, since the integrand is continuous as a map \([0, T] \to (\mathbb{R}^d)^N\), \( x \) is continuously differentiable and \( x \in C^1([0, T]; (\mathbb{R}^d)^N) \).

We now show existence and uniqueness of the solution to the second decoupled system (36). Let \( m^0 \in \mathbb{R}^N_+ \) such that \( \sum_{i=1}^{N} m^0_i = M \). Let \( M_{m^0} := \{ m \in C([0, \tilde{T}], \mathbb{R}^N) \mid m(t = 0) = m^0 \} \). Consider the application

\[
K_{m^0}: M_{m^0} \to M_{m^0}, \quad m \mapsto K_{m^0}m
\]

where for all \( t \in [0, \tilde{T}] \) and \( i \in \{1, \ldots, N\} \),

\[
(K_{m^0}m)_i(t) := m^0_i + \int_{0}^{t} m_i(\tau) \frac{1}{M^2} \sum_{j_1=1}^{N} \cdots \sum_{j_N=1}^{N} m_{j_1}(\tau) \cdots m_{j_N}(\tau) S(\tilde{x}_i(\tau), \tilde{x}_{j_1}(\tau), \ldots \tilde{x}_{j_N}(\tau)) d\tau.
\]
We show that $K_{m,n}$ is contracting for the norm $\|m\|_{M_{m,n}} := \frac{1}{M} \sup_{t \in [0,T]} \sum_{i=1}^{N} |m_i(t)|$. Let $m, p \in M_{m,n}$. It holds:

$$|(K_{m,n}m - K_{m,n}p)_i| = \int_0^t \frac{1}{M^q} \left| m_i \sum_{j_1 \cdots j_q} m_{j_1} \cdots m_{j_q} - p_i \sum_{j_1 \cdots j_q} p_{j_1} \cdots p_{j_q} \right| S(\dot{x}_i, \dot{x}_{j_1}, \cdots, \dot{x}_{j_q}) dt$$

$$\leq \int_0^t \frac{1}{M^q} |m_i - p_i| \left| \sum_{j_1 \cdots j_q} m_{j_1} \cdots m_{j_q} |S(\dot{x}_i, \dot{x}_{j_1}, \cdots, \dot{x}_{j_q})| \right| dt$$

$$+ \int_0^t \frac{1}{M^q} \sum_{j_1 \cdots j_q} |m_{j_1} - p_{j_1}| \left| m_{j_2} \cdots m_{j_q} |S(\dot{x}_i, \dot{x}_{j_1}, \cdots, \dot{x}_{j_q})| \right| dt$$

$$+ \cdots + \int_0^t \frac{1}{M^q} \sum_{j_1 \cdots j_q} \sum_{j_{q+1} \cdots j_{q+k}} \left| m_{j_1} \cdots m_{j_k} - p_{j_1} \cdots p_{j_k} \right| |S(\dot{x}_i, \dot{x}_{j_1}, \cdots, \dot{x}_{j_{q+k}})| dt$$

$$\leq \tilde{S} \tilde{T} \sup_{[0,T]} |m_i - p_i| + q \tilde{S} \tilde{T} \frac{1}{M} \sup_{[0,T]} \left( \sum_{j=1}^{N} |m_j - p_j| \right)$$

$$\leq \tilde{S} \tilde{T} \sup_{[0,T]} |m_i - p_i| + q \tilde{S} \tilde{T} \sup_{[0,T]} \left( \sum_{j=1}^{N} |m_j - p_j| \right).$$

Thus, $\|K_{m,n}m - K_{m,n}p\|_{M_{m,n}} \leq (q+1) \tilde{S} \tilde{T} \|m - p\|_{M_{m,n}}$. Taking $T \leq \frac{1}{2} ((q+1)S)^{-1}$, the operator $K_{m,n}$ is contracting. By the same reasoning as previously, there is a unique solution $m \in C^1([0,T], \mathbb{R}_N^N)$ to (36).

Let us define the sequences $(x^n)_{n \in \mathbb{N}}$ and $(m^n)_{n \in \mathbb{N}}$ by

- For all $t \in [0,T]$, $m^0(t) = m^{in}$ and $x^0(t) = x^{in}$
- For all $n \geq 1$, $x^n$ and $m^n$ are solutions to the system of ODE

\[
\begin{align*}
\dot{x}_i^n &= \frac{1}{M} \sum_{j=1}^{N} m_{j}^{n-1} \phi(x_j^n - x_i^n), \quad x_i^n(0) = x_i^{in} \\
m_i^n &= \frac{1}{M} \sum_{j=1}^{N} \sum_{j_1 \cdots j_q} m_{j_1} \cdots m_{j_q} S(x_i^{n-1}, x_{j_1}^{n-1}, \cdots, x_{j_q}^{n-1}), \quad m_i^n(0) = m_i^{in}
\end{align*}
\]

The results obtained above ensure that the sequences are well defined and that for all $n \in \mathbb{N}$, $(x^n, m^n) \in C([0,T]; (\mathbb{R}^d)^N \times \mathbb{R}_N^N)$. We begin by showing that $x^n$ and $m^n$ are bounded in $L^\infty$ norm independently of $n$. It holds:

$$|m^n_i(t)| = |m^{in} + \int_0^t \frac{1}{M^n} \sum_{j_1 \cdots j_q} m_{j_1} \cdots m_{j_q}(\tau) S(x_i^{n-1}(\tau), x_{j_1}^{n-1}(\tau), \cdots, x_{j_q}^{n-1}(\tau)) d\tau|$$

$$\leq |m^{in}| + \tilde{S} \int_0^t |m^n_i(\tau)| d\tau.$$ 

From Gronwall’s lemma, for all $t \in [0,T]$, $|m^n_i(t)| \leq m^{in} e^{\tilde{S} t} \leq M_T$ where $M_T := \max_{i \in \{1, \cdots, N\}} m_i^{in} e^{\tilde{S} T}$.

Similarly, notice that for all $z \in \mathbb{R}^d$, $\|\phi(z)\| \leq \Phi_0 + L_\phi \|z\|$, where $\Phi_0 = \phi(0)$. Then

$$\|x^n_i(t)\| = \left\| x^{in}_i + \frac{1}{M} \int_0^t \sum_{j=1}^{N} m_{j}^{n-1}(\tau) \phi(x_j^n(\tau) - x_i^n(\tau)) d\tau \right\|$$

$$\leq \|x^{in}_i\| + \frac{1}{M} \int_0^t \sum_{j=1}^{N} m_{j}^{n-1}(\tau) \|\Phi_0 + L_\phi \|x_j^n(\tau) - x_i^n(\tau)\| d\tau$$

$$\leq \|x^{in}_i\| + \frac{M_T}{M} \int_0^t \sum_{j=1}^{N} (\Phi_0 + 2L_\phi \max_{i \in \{1, \cdots, N\}} \|x_j^n(\tau)\|) d\tau.$$ 

Thus

$$\max_{i \in \{1, \cdots, N\}} \|x^n_i(t)\| \leq \max_{i \in \{1, \cdots, N\}} \|x^{in}_i\| + \frac{M_T}{M} (\Phi_0 t + 2L_\phi \max_{i \in \{1, \cdots, N\}} \|x^n_i(\tau)\|) d\tau$$

and from Gronwall’s lemma, for all $t \in [0,T]$,

$$\max_{i \in \{1, \cdots, N\}} \|x^n_i(t)\| \leq X_T := \left[ \max_{i \in \{1, \cdots, N\}} \|x^{in}_i\| + \frac{M_T}{M} \Phi_0 T \right] e^{2L_\phi \frac{M_T}{M} T}.$$
We prove that \((x^n)_{n \in \mathbb{N}}\) and \((m^n)_{n \in \mathbb{N}}\) are Cauchy sequences. For all \(n \in \mathbb{N},\)

\[
\|x_i^{n+1} - x_i^n\| = \left\| \int_0^t \frac{1}{M} \sum_{j=1}^N m_j^n \phi(x_j^{n+1}) - x_i^n \right\| d\tau - \int_0^t \frac{1}{M} \sum_{j=1}^N m_j^{n-1} \phi(x_j^n - x_i^n) d\tau
\]

\[
= \left\| \int_0^t \frac{1}{M} \sum_{j=1}^N (m_j^n - m_j^{n-1}) \phi(x_j^{n+1}) - x_i^n \right\| d\tau + \int_0^t \frac{1}{M} \sum_{j=1}^N m_j^{n-1} \left[ \phi(x_j^{n+1}) - \phi(x_j^n - x_i^n) \right] d\tau
\]

\[
\leq \int_0^t \frac{1}{M} \sum_{j=1}^N \left| m_j^n - m_j^{n-1} \right| \left| \phi(x_j^n - x_i^n) \right| d\tau + \int_0^t \frac{M T L \phi}{M} \sum_{j=1}^N \left| x_j^{n+1} - x_i^n \right| d\tau
\]

\[
\leq \frac{1}{M} (\Phi_0 + 2L_0 X_T) \int_0^t \sum_{j=1}^N \left| m_j^n - m_j^{n-1} \right| d\tau + \frac{M T L \phi}{M} \int_0^t \sum_{j=1}^N \left| x_j^{n+1} - x_i^n \right| d\tau
\]

Thus

\[
\sum_{i=1}^N \left| x_i^{n+1} - x_i^n \right| \leq \frac{N}{M} (\Phi_0 + 2L_0 X_T) \int_0^t \sum_{i=1}^N \left| m_i^n - m_i^{n-1} \right| d\tau + 2N \frac{M T L \phi}{M} \int_0^t \sum_{i=1}^N \left| x_i^{n+1} - x_i^n \right| d\tau.
\]

A similar computation, for \(m\) gives

\[
|m_i^{n+1} - m_i^n| = \left| \int_0^t \frac{1}{M} \sum_{j=1 \cdots j_q} m_{j_1}^{n+1} \cdots m_{j_q}^{n+1} S(x_{j_1}^{n+1} \cdots x_{j_q}^{n+1}) d\tau
\]

\[
- \int_0^t \frac{1}{M} \sum_{j=1 \cdots j_q} m_{j_1}^{n+1} \cdots m_{j_q}^{n+1} S(x_{j_1}^{n+1} \cdots x_{j_q}^{n+1}) d\tau
\]

\[
\leq \int_0^t \left| m_i^{n+1} - m_i^n \right| \frac{1}{M} \sum_{j=1 \cdots j_q} m_{j_1}^{n+1} \cdots m_{j_q}^{n+1} |S(x_{j_1}^{n+1} \cdots x_{j_q}^{n+1})| d\tau
\]

\[
+ \int_0^t \frac{1}{M} \sum_{j=1 \cdots j_q} \left| m_{j_1}^{n+1} - m_{j_1}^n \right| m_{j_2}^{n+1} \cdots m_{j_q}^{n+1} |S(x_{j_1}^{n+1} \cdots x_{j_q}^{n+1})| d\tau
\]

\[
+ \cdots + \int_0^t \frac{1}{M} \sum_{j=1 \cdots j_q} m_{j_1}^{n+1} \cdots m_{j_{q-1}}^{n+1} \left| m_{j_q}^{n+1} - m_{j_q}^n \right| S(x_{j_1}^{n+1} \cdots x_{j_q}^{n+1}) |S(x_{j_{q+1}}^{n+1} \cdots x_{j_q}^{n+1})| d\tau
\]

\[
+ \int_0^t \frac{1}{M} \sum_{j=1 \cdots j_q} m_{j_1}^{n+1} \cdots m_{j_q}^{n+1} |S(x_{j_1}^{n+1} \cdots x_{j_q}^{n+1}) - S(x_{j_1}^{n+1} \cdots x_{j_q}^{n+1})| d\tau
\]

From (9), it holds

\[
\int_0^t \frac{1}{M} \sum_{j=1 \cdots j_q} m_{j_1}^{n+1} \cdots m_{j_q}^{n+1} |S(x_{j_1}^{n+1} \cdots x_{j_q}^{n+1}) - S(x_{j_1}^{n+1} \cdots x_{j_q}^{n+1})| d\tau
\]

\[
\leq \int_0^t \frac{1}{M} \sum_{j=1 \cdots j_q} m_{j_1}^{n+1} \cdots m_{j_q}^{n+1} L_S(\|x_i^n - x_i^{n-1}\| + \|x_{j_1}^{n-1} - x_{j_1}^{n-1}\| + \cdots + \|x_{j_q}^{n-1} - x_{j_q}^{n-1}\|) d\tau
\]

\[
\leq \int_0^t \frac{1}{M} \sum_{j=1 \cdots j_q} m_{j_1}^{n+1} \cdots m_{j_q}^{n+1} \left| x_i^n - x_i^{n-1} \right| d\tau + q \int_0^t \frac{1}{M} \sum_{j=1}^N m_j^{n+1} L_S \left| x_j^n - x_j^{n-1} \right| d\tau.
\]

Thus,

\[
|m_i^{n+1} - m_i^n| \leq \tilde{S} \int_0^t \left| m_i^{n+1} - m_i^n \right| d\tau + q \frac{M T}{M} \int_0^t \sum_{j=1}^N \left| m_j^{n+1} - m_j^n \right| d\tau
\]

\[
+ M T \int_0^t \sum_{j=1}^N \left| x_j^n - x_j^{n-1} \right| d\tau + q \frac{M T}{M} \int_0^t \sum_{j=1}^N \left| x_j^n - x_j^{n-1} \right| d\tau.
\]

Summing the terms, it holds

\[
\sum_{i=1}^N \left| m_i^{n+1} - m_i^n \right| \leq \tilde{S} (1 + q N \frac{M T}{M}) \int_0^t \sum_{j=1}^N \left| m_j^{n+1} - m_j^n \right| d\tau + M T L_S (1 + q N \frac{M T}{M}) \int_0^t \sum_{j=1}^N \left| x_j^n - x_j^{n-1} \right| d\tau.
\]

Summarizing, we have

\[
\sum_{i=1}^N \left| x_i^{n+1} - x_i^n \right| \leq C_1 \int_0^t \sum_{i=1}^N \left| x_i^{n+1} - x_i^n \right| d\tau + C_2 \int_0^t \sum_{i=1}^N \left| m_i^n - m_i^{n-1} \right| d\tau.
\]
and
\[ \sum_{i=1}^{N} |m_i^{n+1} - m_i^n| \leq C_3 \int_0^t \sum_{i=1}^{N} |m_i^{n+1} - m_i^n| d\tau + C_3 \int_0^t \sum_{i=1}^{N} \|x_i^n - x_i^{n-1}\| d\tau. \]
where \( C_1 = 2N^2 M_{\text{L},2} t, \) \( C_2 = \frac{N}{2}(\Phi_0 + 2L_2 X), \) \( C_3 = \hat{S}(1 + qN^2 \frac{M_{\text{L}}}{T}) \) and \( C_4 = M_{\text{L}} L_2 (1 + qN^2 \frac{M_{\text{L}}}{T}). \) Let \( u_n := \sum_{i=1}^{N} \|x_i^{n+1} - x_i^n\| + \sum_{i=1}^{N} |m_i^{n+1} - m_i^n| \) for all \( n \in \mathbb{N}. \) Then
\[ u_n(t) \leq A_T \int_0^t u_n(\tau)d\tau + A_T \int_0^t u_{n-1}(\tau)d\tau \]
where \( A_T := \max(C_1, C_2, C_3, C_4). \) From Gronwall’s lemma, for all \( t \in [0, T], \)
\[ u_n(t) \leq A_T e^{A_T t} \int_0^t u_{n-1}(\tau)d\tau \]
which, by recursion, implies
\[ u_n(t) \leq \left( \frac{(A_T e^{A_T t})^n}{n!} \right) \sup_{[0,T]} u_0. \]
This is the general term of a convergent series. Thus, for all \( n, p \in \mathbb{N}, \)
\[ \sum_{n=0}^{\infty} \sum_{i=1}^{N} \|x_i^{n+p} - x_i^n\| \leq \sum_{n=0}^{\infty} \sum_{i=1}^{N} \|x_i^{n+1} - x_i^n\| \leq \sum_{n=0}^{\infty} u_n \frac{1}{n!} \to 0. \]
This proves that \( (x^n)_{n \in \mathbb{N}} \) is a Cauchy sequence in the Banach space \( C([0, T], (\mathbb{R}^d)^N) \) for the norm \( x \mapsto \sup_{t \in [0, T]} \sum_{i=1}^{N} \|x_i(t)\|. \) Similarly, \( (m^n)_{n \in \mathbb{N}} \) is a Cauchy sequence in \( C([0, T], \mathbb{R}_+^N) \) for the norm \( m \mapsto \sup_{t \in [0, T]} \sum_{i=1}^{N} \|m_i(t)\|. \) One can easily show that their limits \((x, M)\) satisfy the system of ODEs (3). Furthermore, since the bounds \( X_T \) and \( M_T \) do not depend on \( n, \) it holds \( \|x(i)(t)\| \leq X_T \) and \( \|m(i)(t)\| \leq M_T \) for all \( t \in [0, T] \) and every \( i \in \{1, \ldots, N\}. \) This concludes the proof of existence.

Let us now deal with uniqueness. Suppose that \((x, m)\) and \((p, m)\) are two couples of solutions to the Cauchy problem (3) with the same initial conditions \((x^0, m^0)\). Similar computations to the ones done previously give
\[ \sum_{i=1}^{N} \|x_i(t) - y_i(t)\| + \sum_{i=1}^{N} |m_i(t) - p_i(t)| \leq A_T \int_0^t \left( \sum_{i=1}^{N} \|x_i(\tau) - y_i(\tau)\| + \sum_{i=1}^{N} |m_i(\tau) - p_i(\tau)| \right) d\tau \]
By Gronwall’s lemma
\[ \sum_{i=1}^{N} \|x_i(t) - y_i(t)\| + \sum_{i=1}^{N} |m_i(t) - p_i(t)| \leq \left( \sum_{i=1}^{N} \|x_i(0) - y_i(0)\| + \sum_{i=1}^{N} |m_i(0) - p_i(0)| \right) e^{A_T t} = 0 \]
which concludes uniqueness. 

\[ \square \]

A.2 Properties of another numerical scheme

Here, we show that the numerical scheme \( \hat{S} \) introduced in [21] preserves neither mass, nor positivity, nor total variation.

We remind the definition of the scheme \( \hat{S}. \) For all \( k \in \mathbb{N}, \) let \( \Delta t := 2^{-k}T \) and \( \mu_0 = \mu_0. \) For all \( i \in \{0, \ldots, 2^k - 1\}, \) \( \mu_{(i+1)\Delta t} \) is defined from \( \mu_{i\Delta t} \) as:
\[ \mu_{(i+1)\Delta t} = \phi^{V[\mu]} \mu_{i\Delta t} + \Delta t h[\mu_{i\Delta t}]. \]
Let \( d = 1, \) and consider a velocity field \( V[\mu] \) and a source term \( h[\mu] \) defined by: for all \( \mu \in \mathcal{P}(\mathbb{R}), \) for all \( x \in \mathbb{R}, \)
\[ V[\mu](x) = \mu(\mathbb{R}) v(x) := \begin{cases} \mu(\mathbb{R}) \text{sgn}(x) & \text{for } |x| \geq 1 \\ \mu(\mathbb{R}) x & \text{for } |x| < 1 \end{cases} \]
and \( h[\mu](x) = \left( \int_{\mathbb{R}} (x - y) d\mu(y) \right) \mu(x). \)
The vector field is a slightly modified version of (15), where \( V[\mu](x) = \int_{\mathbb{R}} \phi(x, y) d\mu(y), \) with \( \phi(x, y) = v(x) \). One can easily show that on a fixed time interval \([0, T], \) \( h \) satisfies the assumptions given in Hyp. 2. Then from Theorem 2, if \( \mu_0 \in \mathcal{P}_c(\mathbb{R}), \) we expect the solution \( \mu_t \) to the transport PDE with source (14) to remain a probability measure at all time.

Let \( \mu_0 := \frac{1}{2} (\delta_1 + \delta_{-1}) \in \mathcal{P}_c(\mathbb{R}). \) Initially, the center of mass is \( \int_{\mathbb{R}} x d\mu_0(y) = 0. \) One can compute the evolution of \( \mu_0 \) explicitly at each time step \( \Delta t. \) For \( i = 1, \)
\[ \mu_{1\Delta t} = \frac{1}{2} (\delta_1 + \Delta t \delta_1 - \Delta t \delta_{-1} + \delta_{-1} \Delta t). \]
Figure 4: Comparison of the evolutions of $\mu$ by the two numerical schemes $\tilde{S}$ (left) and $S$ (right) at time $t = 0$ (red), $t = \Delta t$ (blue) and $t = 2\Delta t$ (green). Positivity is not preserved in the scheme $\tilde{S}$. On the other hand, with $S$, $\mu^k$ remains a probability measure at all time.

Hence at the first time step, positivity is already lost. We notice that at this stage, the total mass is conserved as $\mu^k_{\Delta t}(\mathbb{R}) = \mu^0(\mathbb{R}) = 1$, but the total variation is not: $|\mu^k_{\Delta t}| = 1 + \Delta t$. The center of mass is not conserved either: $\int_{\mathbb{R}} yd\mu^k_{\Delta t}(y) = \Delta t$.

For $i = 2$,

$\mu^k_{2\Delta t} = \frac{1}{2}(\delta_{1+2\Delta t} + 2\Delta t \delta_{1+\Delta t} + \Delta t^2 (1 - \Delta t) \delta_1 + \Delta t^2 (1 + \Delta t) \delta_{-1} - 2\Delta t (1 + \Delta t) \delta_{-1 - \Delta t} + \delta_{-1 - 2\Delta t})$.

Again, it holds $\mu^k_{2\Delta t}(\mathbb{R}) = 1$, but none of the other quantities are conserved: $|\mu^k_{2\Delta t}| = 1 + 2(\Delta t + \Delta t^2)$ and $\int_{\mathbb{R}} yd\mu^k_{2\Delta t}(y) = 2\Delta t + 3\Delta t^2$.

Observe that this numerical scheme also has a dispersive effect, due to the simultaneous treatment of the transport and source operators. Whereas the transport term correctly transports the Dirac masses initially located at 1 and $-1$, the source term creates new Dirac masses along their trajectory. Hence the solution $\mu^k_{n\Delta t}$ to the scheme at time $n\Delta t$ is composed of $2(n + 1)$ Dirac masses instead of the two Dirac masses composing the exact solution to the PDE.

For comparison, we provide the evolution of $\mu_0$ obtained with the scheme $S$ defined in Section 3.2, starting with $\mu_0 = \frac{1}{2}(\delta_1 + \delta_{-1})$. It holds

$\mu^k_{\Delta t} = \frac{1}{2}((1 + \Delta t) \delta_{1+\Delta t} + (1 - \Delta t) \delta_{-1 - \Delta t})$ $\mu^k_{2\Delta t} = \frac{1}{2}((1 + 2\Delta t + \Delta t^2 - \Delta t^3 - \Delta t^4) \delta_{1+\Delta t} + (-1 - 2\Delta t - \Delta t^2 + \Delta t^3 + \Delta t^4) \delta_{-1 - 2\Delta t})$.

Observe that positivity is preserved, as well as the total mass $\mu(\mathbb{R}^d)$. Figure 4 illustrates schematically the evolutions of $\mu_0$ by $S$ and $\tilde{S}$. 
References

[1] I. Aoki. A simulation study on the schooling mechanism in fish. *Nippon Suisan Gakkaishi*, 48(8):1081–1088, 1982.

[2] N. Ayi and N. Pouradier Duteil. Mean-field and graph limits for collective dynamics models with time-varying mass. preprint, 2020.

[3] W. Braun and K. Hepp. The Vlasov dynamics and its fluctuations in the 1/N limit of interacting classical particles. *Comm. Math. Phys.*, 56(2):101–113, 1977.

[4] F. Bullo, J. Cortés, and S. Martínez. Distributed control of robotic networks: a mathematical approach to motion coordination algorithms. *Princeton series in applied mathematics. Princeton University Press, Princeton*, 2009.

[5] C. Canuto, F. Fagnani, and P. Tilli. A Eulerian approach to the analysis of rendez-vous algorithms. *Proceedings of the IFAC World Congress 2008*, 2008.

[6] F. Cucker and S. Smale. Emergent behavior in flocks. *IEEE Trans. Automat. Control*, 52(5):852–862, 2007.

[7] M. H. De Groot. Reaching a consensus. *Journal of American Statistical Association*, 69:118–121, 1974.

[8] P. Degond. *Macroscopic limits of the Boltzmann equation: a review*, pages 3–57. Birkhäuser Boston, Boston, MA, 2004.

[9] P. Degond and S. Motsch. Large scale dynamics of the persistent turning walker model of fish behavior. *Journal of Statistical Physics*, 131(6):989–1021, 2008.

[10] R. L. Dobrushin. Vlasov equations. *Functional Analysis and Its Applications*, 13(2):115–123, 1979.

[11] R. M. Dudley. *Real Analysis and Probability*. Cambridge Studies in Advanced Mathematics. Cambridge University Press, 2 edition, 2002.

[12] J. R. P. French. A formal theory of social power. *Psychological Review*, 63:181–194, 1956.

[13] I. Giardina. Collective behavior in animal groups: theoretical models and empirical studies. *Human Frontier Science Program Journal*, (205–219), 2008.

[14] S.-Y. Ha and E. Tadmor. From particle to kinetic and hydrodynamic descriptions of flocking. *Kinetic and Related Models*, 1:415, 2008.

[15] R. Hegselmann, U. Krause, et al. Opinion dynamics and bounded confidence models, analysis, and simulation. *Journal of Artificial Societies and Social Simulation*, 5(3), 2002.

[16] S. McQuade, B. Piccoli, and N. Pouradier Duteil. Social dynamics models with time-varying influence. *Mathematical Models and Methods in Applied Sciences*, 29(04):681–716, 2019.

[17] B. Piccoli and N. Pouradier Duteil. Control of collective dynamics with time-varying weights. preprint, 2020.

[18] B. Piccoli and F. Rossi. Generalized Wasserstein distance and its application to transport equations with source. *Archive for Rational Mechanics and Analysis*, 211(1):335–358, 2014.

[19] B. Piccoli and F. Rossi. On properties of the generalized wasserstein distance. *Archive for Rational Mechanics and Analysis*, 222(3):1339–1365, 2016.

[20] B. Piccoli and F. Rossi. *Measure-Theoretic Models for Crowd Dynamics*, pages 137–165. Springer International Publishing, Cham, 2018.

[21] B. Piccoli, F. Rossi, and M. Tournus. A Wasserstein norm for signed measures, with application to nonlocal transport equation with source term. working paper or preprint, Feb. 2019.

[22] T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen, and O. Shochet. Novel type of phase transition in a system of self-driven particles. *Phys. Rev. Lett.*, 75:1226–1229, Aug 1995.

[23] C. Villani. *Optimal Transport: Old and New*. Grundlehren der mathematischen Wissenschaften. Springer Berlin Heidelberg, 2008.