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Single-cell technologies are revolutionizing the entire field of biology. The large volumes of data generated by single-cell technologies are high dimensional, sparse, and heterogeneous and have complicated dependency structures, making analyses using conventional machine learning approaches challenging and impractical. In tackling these challenges, deep learning often demonstrates superior performance compared to traditional machine learning methods. In this work, we give a comprehensive survey on deep learning in single-cell analysis. We first introduce background on single-cell technologies and their development, as well as fundamental concepts of deep learning including the most popular deep architectures. We present an overview of the single-cell analytic pipeline pursued in research applications while noting divergences due to data sources or specific applications. We then review seven popular tasks spanning different stages of the single-cell analysis pipeline, including multimodal integration, imputation, clustering, spatial domain identification, cell-type deconvolution, cell segmentation, and cell-type annotation. Under each task, we describe the most recent developments in classical and deep learning methods and discuss their advantages and disadvantages. Deep learning tools and benchmark datasets are also summarized for each task. Finally, we discuss the future directions and the most recent challenges. This survey will serve as a reference for biologists and computer scientists, encouraging collaborations.
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INTRODUCTION

As the basic building blocks of life, cells assume dynamic and complex functional states to inform higher-order structures [215, 242]. Towards that end, the advance of single-cell sequencing and imaging technologies has revolutionized the investigation of the gene-expression behaviors of cells. The advent of single-cell sequencing technology occurred in the early 1990s for complementary DNA (cDNA) [23, 75]. However, it was not until 2009, with the creation of the first single-cell RNA sequencing (scRNA-seq) method [302], that a true paradigm shift in the field occurred. Since then, steady progress in the creation of new next-generation sequencing platforms has led to over 100 currently existing techniques for single-cell sequencing [180, 331, 339]. These technologies measure a diverse collection of cell features including DNA sequences and epigenetic features, RNA expression, and profiles of surface proteins. Recent technological advances have also enabled the augmentation of these features with additional data, e.g., multimodal sequencing platforms and spatial transcriptomic technology.

This paradigm shift comes from the quantity of available data using high throughput methods [159, 298]. For example, one bulk tissue RNAseq data [177] can only quantify the average gene expressions of a group of cells ignoring the cellular heterogeneity and hence can serve as one sample for downstream analyses. In contrast, single-cell sequencing technologies generate tens of thousands to millions of samples/cells in a given experiment. Deep learning methods, which have consistently shown cutting-edge performance in various big data applications [70, 249], have fertile new ground for research that pushes the frontiers of biological science. Studies in single-cell data continue to expand exponentially and obtain new insights into immunology, oncology, developmental biology, pharmacology, and many other disciplines, just to name a few areas of applications [40, 96, 318].

Despite the success of single-cell data in numerous applications, difficulties arise due to the complexity of the data, which requires advanced analysis pipelines with a number of steps. Single-cell data preprocessing includes many stages of data pruning, normalization, and often challenging machine learning tasks like batch effect correction, data imputation, or dimensionality reduction. Moreover, specialized types of single-cell data require further processing such as multimodal data integration and cell-type deconvolution for spatial transcriptomics. These steps are crucial to facilitate downstream tasks ranging from clustering and cell annotation, disease prediction, and identification of gene coexpression networks to identification of developmental trajectories of cells transitioning between states [167]. For tasks with clear evaluation metrics, deep learning often achieves top performance against other classical machine learning techniques [229]. Deep learning can uniquely leverage its diverse architectures to capture networks of interdependencies between genes that alter other genes’ expression levels [14] and cells that communicate with other cells through mechanisms like ligand-receptor pairs [173]. Due to the richness of deep learning architectures and the customization of hyper-parameters and loss functions, deep learning models can
be more readily tailored to particular tasks in single-cell analysis compared to other machine learning methods. Deep learning has already rapidly proliferated throughout the field, but due to the multidisciplinary nature of the work, many remain unaware of this burgeoning area of research. We write this survey as a bridge between two large research communities in single-cell biology and computer science. We provide background on deep learning to those in biology and less familiar with machine learning modeling, and also provide some history and summary of single-cell data to computer scientists who are looking for novel applications for their methods.

In this survey, we review methods in the emerging use of deep learning for single-cell biology applications. The key messages of the survey are summarized below:

- The background knowledge on single-cell technologies and their evolution is exhaustively described in advance, including single-modality profiling, multi-modality profiling, and single-cell spatial transcriptomics.
- The fundamental concepts underlying a variety of deep learning models that have been widely used for single-cell research are presented in advance. What’s more, a list of popular deep learning tools is also provided for users’ easy pick-up.
- In addition to task definition and evaluation, the most recent breakthroughs in both traditional (non-deep learning) and deep learning methods (particularly Graph Neural Networks (GNNs)) is systematically reviewed for each task in this article.
- A comprehensive summary of the standard benchmark datasets and typical tools or baseline methodologies with accessible links by each task is presented.
- To the best of our knowledge, this is the most comprehensive survey of deep learning in single-cell analysis, involving around 200 models and over 30 benchmark datasets.

The rest of the survey is structured as follows. In Section 2, we discuss the history and major technologies for single-cell sequencing. In Section 3, we give an overview of deep learning concepts and popular deep architectures. Due to the categorization of the tasks involved in single-cell analysis, we group our review of deep learning methods by tasks. We first give an overview of the pipeline in Section 4. Then, we describe the individual task objectives and highlight the alternative machine learning methods used for the task before detailing the deep learning methods.

2 SINGLE-CELL TECHNOLOGIES

The goal of mapping genotypes to phenotypes presents a multitude of challenges to biologists performing transcriptome analysis [126]. Earlier bulk sampling methods were able to access the transcriptome of a group of cells, but they were unsuccessful in capturing the variation and unpredictability among individual cells, even if they belonged to the same cell type [97, 165]. This is because these methods produced average profiles for the entire cell population. Compared to bulk sampling technologies, single-cell technologies provide a higher resolution of cell differences and can attribute biological behaviors to individual cells [232, 287]. As an increasing array of single-cell profiling technologies has expanded the possibilities for computational biology analysis, more previously hidden signals of interest have become apparent. For instance, can we quantify how different cellular mechanisms interact with each other? How does the cell-cell locality proximity affect cellular functions? The introduction of multi-modal profiling technologies offers insights into addressing the first question [8, 203, 263, 289], while single-cell spatial transcriptomics reveals the underlying spatial relationships between cells [218, 222, 294]. In the following sections, we will focus on the aforementioned three categories of single-cell technologies, i.e., single-modality profiling in Section 2.1, multi-modality profiling in Section 2.2, and spatial transcriptomics in Section 2.3. We summarize a timeline of their development in Figure 1. In addition, we provide the taxonomy of the computational tasks mentioned in this work in Figure 10.
2.1 Single-modality Profiling

Sequencing technology was first developed by Eberwine et al. [75] and Iscove et al. [23] by expanding the cDNA. However, it wasn’t until the creation of scRNA-seq in 2009 [302] that single-cell methods truly gained major traction. Since then, a few major branches in single-cell technologies have emerged, targeting different aspects of cells, such as RNA in 2009 [302], DNA methylation in 2013 [107], protein in 2015, DNA accessibility in 2015, and histone modifications in 2021 [16].

Single-cell data is often given in the form of a matrix, with features (e.g. genes, proteins, or DNA interval) corresponding to the columns and each cell as a row, as shown in Figure 2.

Since its creation, scRNA-seq has had remarkable success in a number of different applications, such as cell developmental studies, classifying cell types, and gene regulation. For scRNA-seq, isolation of the cell is the first step for obtaining transcriptome information. Many technologies are differentiated according to their means of cell isolation before sequencing occurs. Earlier methods using serial dilution or robotic micromanipulation have low efficiency and throughput [24] when compared to more recent methods using microfluidic technologies [341]. One promising microfluidic technique for single-cell isolation is using microdroplets [309], which creates the uniform dispersion of water droplets in a medium of oil, allowing the separation of cells into individual droplets. While commercial microfluidic platforms like Fluidigm C1, ICELL8, and Chromium can benefit from high throughput, they face the challenge of high cost and often the requirement of uniform cell size in the sample. Once a cell is separated and lysed, messenger RNAs in this cell are reverse transcribed into more stable cDNAs with a unique cell “barcode.” The cDNAs are then amplified via Polymerase Chain Reaction (PCR) for better data capture before sequencing, which tends to introduce bias due to the uneven amplification efficiency. Therefore, besides the unique barcodes, the cDNA molecules in a cell are also given a Unique Molecular Identifier (UMI) to correct the amplification bias by collapsing the reads with the same UMI into one read. After
debiasing, sequence reads are mapped to the genome and are grouped into genes for the creation of a count matrix \[331\].

Beyond recording RNA expression levels in a cell, technology may also capture information about the chromatin accessibility of a cell’s chromosome. Eukaryotic genomes are hierarchically packaged into chromatin \[160\], and this packaging plays a central role in gene regulation \[161\]. Buenrostro et al. created a means for sampling the epigenome at the single-cell level through the **Assay for Transposase Accessible Chromatin using sequencing (ATAC-seq)** \[26\] in 2013. ATAC-seq allows the identification of accessible DNA, i.e., the nucleosome-free regions of the genome \[120\]. DNA accessibility within the genome can be used to identify regulatory elements in different cell types that cause the activation or repression of gene expression \[310\]. scATAC-seq produces a count matrix with a number of reads per open chromatin regions, which lead to very large matrices with hundreds of thousands of regions. Furthermore, the data is known to be very sparse, where it is common to have the non-zero entries make up less than 3% of the data \[179\].

Gene expression can also be affected by a number of additional factors that are investigated under the umbrella of epigenetics, which studies mechanisms like DNA methylation and histone modification that do not change the DNA sequence but can change gene activity and expression \[19\]. DNA methylation occurs when methyl groups are bonded to the DNA molecule, which can repress gene transcription and is associated with a number of key biological processes \[226\]. In mammals, DNA methylation occurs most often in particular portions of the base pair sequence, namely CG (denoted CpG) portions where a cytosine is followed by a guanine \[275\]. New technologies developed in the past decade for the profiling of DNA methylation use **bisulfite sequencing (scBS-seq)** \[85, 278\] or **reduced representation bisulfite sequencing (scRRBS-seq)** \[86, 125\] at a single-cell resolution. The output data for these are binary, indicating regions that are methylated by a 1, while 0 indicates no methylation.

### 2.2 Multi-modality Profiling

In addition to the cell transcriptome and epigenome, cell proteome is another focus of single-cell technologies, which consist of the proteins that are encoded by the mRNA of the cell. Comprehensive measurements of a cell’s proteome are integral to understanding how the genes respond to environmental changes, as well as for predicting cellular behavior since proteins are the functional units responsible for most of the cellular processes. While single-cell sequencing techniques for transcriptome measurements have widely proliferated, single-cell proteomics methods have made slower progress. Unlike most of the sequencing technologies that have a standard process, proteomic measurements are often bespoke and designed for specific applications \[324\]. However, some technologies developed have made significant strides in not only capturing protein information of cells but also combining this with mRNA measurements. Specifically, **Cellular Indexing of Transcriptomes and Epitopes by Sequencing (CITE-seq)**, a new technology introduced in 2017, simultaneously sequences mRNA and measures the surface proteins on a cell \[289\]. The method can sample over 1,000 genes and 80 proteins per cell but, like many other sequencing techniques, suffers from high noise. In addition, CITE-seq is incapable of detecting intracellular proteins \[15\].

The repertoire of multi-modal single-cell technologies bridges RNA expression not only to protein but also to DNA methylation, chromatin accessibility, and histone modifications. One of the first methods to simultaneously sequence RNA and chromatin accessibility is a droplet-based method named SNARE-seq. Published in 2019, it uses Tn5 transposase to capture accessible chromatin and creates shared barcodes between RNA and accessible regions \[44\]. The same year, paired-seq raised the throughput by two orders by combining a ligation-based combinatorial indexing strategy and an amplify-and-split library dedicating method \[373\]. SHARE-seq \[203\] further...
increased the throughput and resolution by adapting Paired-seq and SPLiT-seq [263], a scRNA-seq technology. In 2020, 10X also released 10X Multiome, a commercialized product for the joint profiling of RNA and chromatin accessibility. Beyond the co-profiling of RNA and chromatin accessibility, scM&T-seq [8], based on G&T-seq [206], allows for parallel analysis of single-cell RNA and DNA methylation. Another emerging field is the joint profiling of RNA and histone modifications. Example technologies in this category include Paired-Tag [372] and CoTECH [345]; both became available in 2021.

2.3 Single-cell Spatial Transcriptomics

Single-cell technologies that capture transcriptomic, proteomic, or epigenetic information do so with great precision but with the loss of spatial information of the cells within the tissues. However, the cells’ relative locations within tissue is critical to understanding normal development and disease pathology. With spatial transcriptomic technologies, researchers are able to measure transcriptomics and leverage the spatial information or relative locations of cells in a tissue for better performing downstream tasks [12, 58, 211, 225, 306, 327, 335]. For example, motivated by the fact that a pair of ligand and receptor with closer distance is easier to bind, HoloNet [173] builds up a directed graph based on the expression of ligand–receptor gene lists and the physical distance between the sender cell and receiver cell to represent cell–cell communication events. However, the early generations of spatially resolved profiling technologies are not at the single-cell resolution but instead sampled in groups called “spots,” which capture several cells. It requires additional work to determine the cell type proportion in spots, a process called cell type deconvolution. Alternatively, many cell imaging platforms provide RNA spatial information at the cellular and subcellular level, but the individual cells must be identified through cell segmentation methods.

Major technologies or platforms for spatial transcriptomics include multiplexed error-robust fluorescence in-situ hybridization (MERFISH), sequential fluorescence ISH (seqFISH+), Slide-Seq, Visium by 10x [294], GeoMx Digital Spatial Profiler (DSP) [218] by NanoString, and CosMx Spatial Molecular Imager (SMI) by NanoString. MERFISH [222], first introduced in 2015, is a single-molecule-fluorescence-in-situ-hybridization (smFISH)-based technology that can be applied to fresh-frozen samples to provide subcellular resolution. While traditionally the procedure of these smFISH-based technologies is complex, a number of commercialized platforms have emerged recently, such as Vizgen, Rebus Esper, Molecular Cartography, and Resolve Biosciences [227], which allow more convenient sequencing of spatial transcriptomics at a lower cost. As an alternative to MERFISH, seqFish+ [80, 196, 271] employs “pseudocolor” as a combination of colors to increase the amount of detectable transcripts [252].

Beyond early in situ hybridization methods, a number of sequence-based technologies have emerged. Closely related to scRNA-seq technologies, these sequencing-based methods barcode RNAs such that each read can be mapped to its corresponding spatial location through the associated barcodes. The rest of the sequencing read is mapped to the genome to identify the transcript of origin, collectively generating a gene-expression matrix. Stahl et al. [284] first proposed this method, which has been adapted by commercial platforms such as 10x Visium. 10x Visium fixes spatially barcoded oligos to each spot in a capture slide (area 6.5 mm²), with the barcoding done through DNA extension and reverse transcription for formalin-fixed paraffin-embedded tissues (FFPE) and fresh frozen tissues, respectively. In particular, the 10x Visium expression slide contains four capture slides, each with an area of 6.5 mm² where fresh frozen or FFPE tissues are placed. Each of the capture slides contains a grid of approximately 5,000 barcoded spots that are 55 μm in diameter with a center-to-center distance of 100 μm between any two adjacent spots. On average, there are 1 – 10 cells in each of these spots, and ~18,000 unique genes in human (~20,000 in mouse) can be quantified. Another major sequencing-based technology is Slide-Seq.
which captures mRNA by placing barcoded beads on slides, which achieves a high resolution of 10 micron. Technological innovations further improved sequencing resolution in recent years. For instance, high-definition spatial transcriptomics (HDST) [258] uses wells rather than slides, whereas built upon Slide-Seq, Slide-seqV2 [288] raised the resolution to near-cellular level while reaching RNA capture efficiency of roughly 50% of scRNA-sequencing. Finally, spatio-temporal enhanced resolution omics sequencing (Stereo-seq) [37] deposits barcoded DNA nanoballs in patterned arrays to achieve single-cell resolution while maintaining high sensitivity.

While 10x Visium and Slide-Seq do not profile at cellular resolution, Nanostring’s GeoMx DSP is capable of cellular resolution through user-drawn profiling regions. GeoMx DSP uses PC-linker to link barcodes via antibodies to proteins and RNA for identification. The spatial regions of interest (ROI) on the tissue are flexible and can be user-defined, or with pre-defined layouts (such as a square grid). During imaging, the DSP barcodes from each ROI are UV-cleaved and collected for sequencing, and the spatial information is recorded. Due to the flexibility of the ROI definitions, the ROI can be a range of sizes, from a single cell to hundreds of cells. The RNA assay can quantify >18,000 target genes, and the protein assay can quantify >96 proteins.

Though GeoMX can produce cellular resolution sequencing, its scalability is limited. The most recent platform, CosMx Spatial Molecular Imager (SMI) [171], is able to profile consistently at single-cell, and even subcellular, resolution. CosMx SMI follows much of the initial protocol as GeoMx DSP, with barcoding and ISH hybridization. However, the SMI instrument performs 16 cycles of automated cyclic readout, and in each cycle the set of barcodes (readouts) are UV cleaved and removed. These cycles of hybridization and imaging yield spatial resolved profiling of RNA (>980 target genes) and protein (>80 validated proteins) at single-cell (∼10μm) and subcellular (∼1μm) resolution.

Multiplex imaging technologies have significantly advanced higher spatial resolution for single-cell profiling. Spatially resolved transcriptomic data, along with corresponding imaging data, enables single-cell or even subcellular analysis on both spatially morphological and pixel resolution information. Recently, antibody-based multiplexed imaging methods have dominated the multiplexing approaches, as they can capture cellular organization and tissue phenotypic heterogeneity at the protein level. They utilize various protein markers for cellular identification. Immunohistochemistry (IHC) [57], first reported in 1942, is one of the most commonly used multiplexed imaging methods. It uses appropriately labeled antibodies to bind specifically to their target antigens in situ (in the original site), which can be better captured by current light or fluorescence microscopy. Due to the limited protein readouts, methods including multiplexed immunofluorescence (MxIF) [93] and cyclic immunofluorescence (CyCIF) [181, 182] were proposed to add more new antibodies in multiple rounds of staining. Another imaging platform, Co-Detection by IndeXing (CODEX) [98], is designed for up to 40 proteins using cyclic detection of DNA-indexed antibody panels. Imaging mass cytometry (IMC) [95] is an evolutionary technology that leverages mass spectroscopy to obtain images from tissues with 40+ labels simultaneously. This vastly reduces data noise and enhances the multiplex capability. Multiplexed ion beam imaging (MIBI) [147] is also performed by imaging tissues with secondary ion mass spectrometry based on metal-labeled antibodies. These multiplexed imaging tools provide high-dimensionality imaging assays at the single-cell level and enable analyzing and understanding of the single-cell function and tissue structure.

3 CONCEPTS IN DEEP LEARNING

The aforementioned advances in single-cell technologies bring in large-scale datasets, paving the way for the application of deep learning methods. Over recent years, deep learning has
Fig. 3. Taxonomy of the deep learning methods.

Table 1. A Summary of Existing Popular Frameworks for Deep Learning

| Tool              | Category          | Language   | Availability                                      |
|-------------------|-------------------|------------|---------------------------------------------------|
| Pytorch [241]     | Deep Learning     | C++, Python| https://github.com/pytorch/pytorch                 |
| Tensorflow [2]    | Deep Learning     | C++, Python| https://github.com/tensorflow/tensorflow          |
| Keras [49]        | Deep Learning     | C++, Python| https://github.com/keras-team/keras               |
| MXNet [46]        | Deep Learning     | C++, Python| https://github.com/apache/incubator-mxnet        |
| DGL [329]         | Graph Learning    | Python     | https://github.com/dmlc/dgl                        |
| PyG [87]          | Graph Learning    | Python     | https://github.com/pyg-team/pytorch_geomeric      |
| networkx [109]    | Graph Learning    | Python     | https://github.com/networkx/networkx              |
| PyTorch-VAE [295] | Variational AutoEncoders | Python | https://github.com/AntixK/PyTorch-VAE             |
| OpenCV [60]       | Image Processing  | C++, Python| https://github.com/opencv/opencv                  |

demonstrated significant success in quantitatively analyzing single-cell data by employing complex topologies for artificial neural networks [83, 201]. In this section, we present an overview of the fundamental concepts underlying a number of deep learning models that have been widely used for single-cell research. We include the taxonomy of the downstream methods in Figure 3. More methods can be found in Appendix A. We summarize popular frameworks for deep learning in Table 1.

3.1 Multi-layer Perceptrons

Multi-layer perceptrons (MLPs), sometimes referred to as feedforward neural networks, are the simplest case of an artificial neural network (ANN). The term “feedforward networks” is used to distinguish the architecture from recurrent neural networks, where the former has connections between the nodes that do not form a cycle, while the latter does. A feedforward neural network consists of multiple layers of neurons. Each neuron, as shown in Figure 4(a), is similar to a
perceptron [212], which performs linear transformation over an input vector \( x \) and adds a non-linear activation function before output. This is why it is often recognized as an MLP.

Formally, we denote the input of a neuron layer as a vector \( x \). Each dimension of \( x \) is fed to a neuron. A layer of neurons can thus be formulated as

\[
x^{(i+1)} = \sigma(W^{(i)}x^{(i)} + b^{(i)}),
\]

where \( x^{(i)} \in \mathbb{R}^d \) is the input vector that feeds to the layer \( i \), \( W_i \in \mathbb{R}^{h \times d} \) and \( b_i \in \mathbb{R}^h \) are a weight matrix and a bias vector to be learned in the layer \( i \), and \( \sigma \) is a non-linear activation function. \( x^{(i+1)} \in \mathbb{R}^h \) is the output vector of layer \( i \), which is also used as the input of the next layer \( i + 1 \).

Typically we stack multiple layers to form an MLP as shown in Figure 4(b). The first layer is referred to as the input layer, the last as the output layer, and the layers in between as the hidden layers. The output of each layer is fed to the next layer, and thus the connections between neurons of adjacent layers are dense, which are also known as “fully connected layers” or “dense layers.” Generally, a feedforward neural network as a whole is a non-linear transformation from the input space to the output space. For example, in Figure 4(b), the input of the whole network is vector \( x \) at the left side, and the output of the network is from the output layer at the right side, which is vector \( y \).

### 3.2 Autoencoders

**Autoencoders (AEs)** [264] are neural networks to reduce dimensionality or reduce noise from different types of data via reconstructing the original input. Conventional AEs consist of two parts: an encoder and a decoder, as shown in Figure 5. The encoder is to map the input data \( X \) to a latent space \( Z \), which is frequently significantly smaller than the original input space so that only the significant features of data variation are captured in the latent space. The decoder will map the latent vector \( Z \) back to the original input dimension space and recover the original data as \( X' \). We take an AE with only two layers as the simplest form as an example. The encoder with a single hidden layer maps the input data \( X \in \mathbb{R}^{N \times K} \) into the latent space representation \( Z \in \mathbb{R}^{N \times P} \) as defined in Equation (2), where \( N \) indicates the number of input samples, \( K \) is the original feature dimension, and \( P \) is the compressed feature dimension:

\[
Z = \sigma(XW + b),
\]

where \( W \) is the weight matrix, \( b \) is the bias vector, and \( \sigma \) is the activation function such as ReLU. The decoder is responsible for mapping the latent representation \( Z \) back to the original input space.
defined as follows:

\[ X' = \sigma(ZW' + b'), \quad (3) \]

where \( X' \in \mathbb{R}^{N \times K} \) is the reconstructed data points. The objective of typical AEs is to minimize the distance between the original input \( X \) and the recovered data points \( X' \) defined as

\[ L = \|X - X'|^2. \quad (4) \]

In this simplest form, the parameters \( \theta = \{W, b, W', b'\} \) are optimized during training [265].

Note that the model selection of the encoder and decoder of the AEs is very flexible and does not have to be consistent. For example, the encoder can consist of Graph Neural Networks [268], while the decoder can be multilayer perceptron [248] in the same AE. Furthermore, there are numerous architectural variants of AEs [135, 314, 340, 361]. One popular variant is the variational AE (VAE) [150, 151]. VAEs account for the irregularity of the latent space by returning a distribution over the latent space as opposed to a single point. To achieve this goal, a regularization term for the returning distribution is incorporated into the loss function to ensure a more organized latent space.

### 3.3 Generative Adversarial Networks

**Generative Adversarial Networks (GANs) [104]** are a useful tool to generate realistic synthetic data. As illustrated in Figure 6, the general idea of GANs is to train two neural networks that compete against one another in a two-player game. The two networks in a GAN are referred to as the generator (\( G \)) and the discriminator (\( D \)). The training objective of \( D \) is to discriminate between pseudo data and real data. On the other hand, the goal of \( G \) is to generate pseudo samples that have the same distribution as the real data and thus can fool the discriminator into not being able to differentiate pseudo data from real data. Formally, the objective function can be written as

\[
\min_G \max_D V(D,G) = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_z}(z)[\log(1 - D(G(z)))], \quad (5)
\]

where \( p_z(z) \) is defined as a prior on input noise variables, \( G \) is a generator that generates pseudo data given a random vector \( z \), and \( D \) is a discriminator that is optimized to output one when given real data \( x \) and output zero when given pseudo data \( G(z) \). Overall, the minmax objective function is optimizing \( D \) and \( G \) simultaneously, and finally, an optimal generator is produced.

Typically, the parameters of \( G \) and \( D \) are iteratively updated during the training, where eventually both parameters would be optimized. During the process, the generator is gradually trained to generate realistic data that can cheat the discriminator to be classified as real samples, while the discriminator also progressively becomes stronger at distinguishing between real and pseudo data. Compared to other generative models, the adversarial training between \( G \) and \( D \) networks can get rid of the assumptions on the prior distribution, and thus can learn any distribution.
3.4 Convolutional Neural Network

A Convolutional Neural Network (CNN) \cite{169, 235} is a type of ANN typically used for analyzing image data. It aims to discover the ideal set of filters (weights) that can detect the required features for a given task (e.g., image classification). A typical CNN architectural block consists of three distinct types of layers. These types consist of convolutional layers, pooling layers, and fully connected layers. By stacking these layers, a CNN architecture is produced. Next, we’ll introduce them individually.

- **Convolutional Layer**: The convolutional layer is the fundamental component of a CNN. It requires three components: input data, a filter kernel, and a feature map. If the input is an image, the feature filter kernel can be described as a two-dimensional array of weights, which is applied to the image and shifted by a stride until the filter has swept across the entire image. For each filter operation, a dot product is calculated between the input data and the filter and the result of the dot product is cached into an output. The mapping from the original input or feature filter to the final output is called a feature map. As shown in Figure 7, a kernel size of 3*3 is defined to extract features from an image channel with a size of 5*5, and a feature map with a size of 3*3 is finally formed from this convolutional operation. Note that the first convolutional layer is typically responsible for capturing low-level characteristics such as edges, color, gradient direction, and so forth. With additional layers, the architecture also responds to high-level characteristics.

- **Pooling Layer**: The pooling layer reduces the number of input parameters to achieve dimension reduction. In a manner comparable to the convolutional layer, the pooling procedure is performed by sweeping a weightless filter across the whole input. The pooling kernel aggregates the data in the receptive field to populate the output array. Max pooling and average pooling are the two main aggregation functions. Max pooling chooses the highest value for transmission to the output, and average pooling computes the value that represents the receptive field’s average intensity and then transmits that value.

- **Fully Connected Layer**: Each node in the output layer is directly connected to a node in the preceding layer in the fully connected layer. When this layer occurs as the final layer of the network, it performs classification or regression based on the features extracted through convolutional and pooling layers.
Fig. 7. An illustration of convolutional neural networks.

3.5 Graph Neural Networks

GNNs [268] are a class of neural networks that operate on graph-structured data. They often employ a message-passing mechanism in which the representation of a node is derived from the representations of its neighbors via a recursive computation. So, eventually, the node representation can encode high-order structural information via several aggregation layers. Currently, GNNs have demonstrated promising performance for graph-structured data [119, 204, 365].

Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ be a graph, where $\mathcal{V}$ is the set of $N$ nodes $\{v_1, v_2, \ldots, v_N\}$ and $\mathcal{E}$ is the set of edges. The node feature matrix can be denoted as $X \in \mathbb{R}^{N \times K}$, where $K$ is the number of node features. The graph structure can be described by adjacency matrix $A \in \mathbb{R}^{N \times N}$, where $A_{i,j}$ denotes the relationship between nodes $v_i$ and $v_j$. Thus, a graph can also be denoted as $\mathcal{G} = (A, X)$.

As shown in Figure 8 from [204], graph filtering including feature transformation and feature aggregation would be performed on node features $X$ and graph structure $A$. After graph filtering, graph structure $A$ would be kept the same while original node features $X$ would be updated as $X_f$. Here, we take a graph convolution network (GCN) [152] as an example to elaborate more details on the graph filtering operation. In Equation (6), $Z$ is the new graph embedding for each node learned from a two-layer GCN:

$$ Z = \sigma(\tilde{A}\sigma(\tilde{A}XW_1)W_2), $$

where $\tilde{A} = D^{-1/2}AD^{-1/2}$ is the normalized adjacency matrix, and $D$ is the degree matrix. $\sigma$ is the activation function such as ReLU. $W_1$ and $W_2$ are the learned weight matrices in the first and second GCN layer training.
4 SINGLE-CELL ANALYSIS PIPELINE

Single-cell data is used in a wide range of applications and requires a number of different stages of data processing to prepare the data and develop biological analysis. The pipeline consists of tasks that can be grouped by overall goal; we illustrate a typical single-cell analysis pipeline in Figure 9. The first collection of tasks consists of applying pre-processing functions that improve the data quality and normalize the information. Then a number of transformations of the data are performed to generate a better representation that eliminates possible instrumentation noise from the biologically salient signal. Given these commonly performed tasks, the user then chooses select analysis, based on the application, to capture high-level biological features, e.g., discovering the types of cells in the population. The final stage takes the output data for the chosen application that pursues scientific insights in fields like oncology, immunology, and so forth.

The data type of many single-cell technologies consists of sparse matrices with rows and columns indicating cells and features (usually counts of genes expressed), respectively. For technologies that mark cells via barcodes, errors leading to empty or doubly marked cells require quality control to remove them and other low-information data from the dataset [159]. Cells with a very low percentage of non-zero features may be removed, as well as cells with more individually expressing features but a small total count of features [133, 230]. Further data normalization is also necessary for mitigating instrumentation variation between cell samples [125]. When samples are measured in different batches, large biases can be introduced between the groups, leading to a large body of techniques dedicated to removing these “batch effects” [110]. A careful balance needs to be struck between applying enough normalization to remove technical artifacts but not so much that natural biological variation is also lost. While a standard collection of transforms has been established in the field, recent research suggests that accepted normalization techniques should be carefully chosen based on the dataset; different depth normalization and variance stabilization methods can have large effects on downstream interpretation (see [21, 54]).

After initial pre-processing is completed, the data is further transformed and simplified to better capture biological information and remove instrumentation biases. Sparsity in the data is near ubiquitous in data produced from single-cell technologies. The main method for addressing this gap is via imputation, a principled means of replacing zeros in data with non-zero values. When data is sampled in batches, large biases can be introduced that need to be addressed via batch effect removal. Similarly, multi-modal technologies can produce multiple types of data from the same cell, which requires a means to combine the data types into a single representation. Lastly, in order to
reduce the number of parameters and to better capture information and remove noise, dimension reduction techniques are employed to obtain a low-dimensional representation of the input data. All these processes aim to obtain a better representation of data for chosen downstream tasks, and many modern methods perform multiple of these data transformations simultaneously. Machine learning becomes especially important in these transformations, and deep learning in particular has shown remarkable success. In the following sections, we will survey two representative data transformation tasks, i.e., multi-modal data integration in Section 8 and imputation in Section 6.

Given the intermediate representation obtained by the above transformations, the pipeline begins to branch depending on the type of data and the end goals for scientific inquiry. Generally, these methods involve some form of data annotations to inform the biological properties of the cells. The most common form of this is clustering and cell annotation, which involve partitioning cells by their cell types or gene expression behavior and other biological markers. Cell annotation (Section 7) specifically uses known cell markers and other prior knowledge to classify the sampled cells [272], whereas single-cell RNA-seq clustering (Section 5) is unsupervised and only uses the given data to group cells. The type of clustering that is performed can depend on the type of technology used to sample the cells. For image-based single-cell profiling, the clustering of the pixels of the image into distinct cells is known as the cell segmentation problem. As well, the newly developed spatial transcriptomic single-cell sequencing presents unique challenges that require alterations to the clustering methods applied to scRNA-seq data. The spatial domain task partitions the sample into geometric clusters dependent on the samples’ spatial positions and according to their gene expression behavior. Furthermore, the spatial samples mix multiple cells together in spots, which requires the identification of the cell types in each spot; this task is known as cell deconvolution. Since all of these tasks are well designed for the application of deep learning, we review them in Section 9 for the spatial domain problem, Section 11 for cell segmentation, and Section 10 for cell deconvolution.

Beyond clustering and annotation, if cells are sampled multiple times throughout stages of cell growth and differentiation, the gene expression between similar cells indicates cell developmental trajectories. Connecting cells over time as being part of a cell trajectory is a central part of understanding stem cell behavior [316] and cancer [84]. Cell-cell communication (CCC) and interactions are additional biological signals that can be captured that indicates information about tissues, cell processes, and intercellular relationships [5]. These relations given between cells determined in trajectory analysis and CCC give a means to understand how “close” cells are to one another. In contrast to spatial transcriptomics, scRNA-seq does not impart spatial information, so the above computations can be used in place of underlying geometric information.

The end goal of any single-cell analysis is to solve problems and address hypotheses developed in highly important fields of biology. Already there have been major accomplishments made in oncology, immunology, differential expression analysis, and the creation of cell type atlases. In oncology, single-cell sequencing has allowed for the identification of rare cells in tumors and how they contribute to tumor progression [51]. As well, single-cell analysis has the potential to uncover causes of metastasis and therapy resistance in cancer cells, which could lead to novel treatments and therapies [231]. Single-cell data has also been a boon for immunology, which studies the biology of immunity and can provide insights into diseases and diagnostics. Previous bulk cell measurements were only able to take average responses from populations of heterogeneous cells, which obfuscates the behavior of important rare immune cells [36]. Differential expression analysis is fundamental to identifying genes causally linked to phenotype states and changes, and the analysis of gene expression behavior on the level of individual cells allows for novel discoveries [281, 319]. Single-cell data has led to the creation of massive cell atlases that serve as a foundational
tool for studying complex tissues and cancers [315, 325]. These applications, and many others, will continue to see novel research gains as single-cell analysis techniques continue to advance.

5 CELL TYPE ANNOTATION

The information with cellular level granularity scRNA-seq data allows the identification of cell identity, which can shed light on sample heterogeneity and biological roles of different cell populations in different organs and biological statuses. Thus, one of the main tasks in scRNA-seq data analysis is cell type annotation. Traditionally, single cells are first clustered and then manually annotated by experts based on genetic profiles [31, 88, 113, 307]. However, such a method faces several drawbacks. Manual annotation results are susceptible to the choice of clustering method and parameters, experts’ subjectivity, and the use non-standardized cell type ontologies, which can make them non-comparable across datasets and experiments. Furthermore, this method is also time-consuming and laborious, which makes it less scalable to large datasets [3, 129, 240]. In response to these challenges, automatic cell type annotation methods have been proposed in recent years. Currently, most cell type annotation algorithms use either marker genes or reference datasets with well-curated cell type labels. As cell type annotation can be treated as a classification task, where each cell is assigned with a label, the performance of these methods can be evaluated using datasets with known cell type labels. We summarize representative tools or baseline methods for the cell type annotation task in Table 2, and five curated cell atlases with annotated cell types to train and benchmark cell type annotation algorithms in Table 3.

5.1 Traditional Methods

Many methods have been developed to identify single-cell identities that rely on traditional statistical or machine learning methods. To date, most methods require clustering first and then assign a cell type identity to each cluster. They use either marker genes or reference datasets. scCATCH [273], CellAssign [362], SCINA [366], SCSA [34], scSorter [106], cellMeSH [210], and scType [132] are based on prior knowledge about cell-type-specific marker genes. scCATCH, SCSA, and cellMeSH use a well-curated cell marker database. scCATCH and SCSA devise scoring models to assign cell types to cell clusters, while cellMeSH applies a probabilistic model to a database weighted by the strength of association. However, these methods assign all clusters to some known...
Table 2. A Summary of Clustering Analysis Tools

| Tools       | Algorithm | Description                                                                 | Language |
|-------------|-----------|-----------------------------------------------------------------------------|----------|
| DANCE       |           | A correlation-based method                                                   |          |
| CellAssign  [362] | Classical | A probabilistic model leveraging gene marker information                     | R        |
| Garnett     [247] | Classical | An elastic-net-regression-based classifier that uses selected representative cells for each cell type | R        |
| SingleR     [10]  | Classical | A correlation-based method                                                   | R        |
| CHEATAH     [63]  | Classical | A correlation-based method that hierarchically assign cell types              | R        |
| SingleCellNet [301] | Classical | A random forest [25] classifier                                              | R        |
| scMatch     [124] | Classical | A correlation-based method                                                   | Python   |
| SCINA       [366]  | Classical | An expectation-maximization algorithm assuming a bimodal distribution for each signature genes | Python   |
| CIPR        [77]   | Classical | An algorithm that assigns cell types based on similarity with reference samples using marker genes information | R        |
| SciBet      [172]  | Classical | A maximum likelihood estimation method that utilizes marker gene information under assumed multinomial distribution for gene expressions | R        |
| SCSA        [34]   | Classical | A scoring method that leverages known marker genes and their confidence levels | Python   |
| CellMeSH    [210]  | Classical | A probabilistic model using the constructed CellMeSH database               | Python   |
| scSorter    [106]  | Classical | A semi-supervised method that clusters and assigns cell types based on marker gene information | R        |
| scType      [132]  | Classical | A scoring method for cell type assignment based on marker genes              | R        |
| CellTypist  [95]   | Classical | An ensemble regression model with stochastic gradient descent learning      | Python   |
| SuperCT     [344]  | MLP       | A fully connected MLP model using binarized expression data from MCA with transfer learning to incorporate new cell types | Python   |
| ACTINN      [359]  | MLP       | An MLP consisting of three hidden layers                                     | Python   |
| EnClaSC     [47]   | MLP       | Combination of a few-sample learning strategy to assign query cells and an MLP model for cells unassigned to rare cell types | Python   |
| scNym       [149]  | MLP       | A semi-supervised method that utilizes adversarial neural network           | Python   |
| scIAE       [356]  | AE        | An ensemble framework integrating stacked denoising and sparse autoencoders. | Python   |
| scDeepSort  [274]  | GNN       | Adaptation of GraphSAGE [111] to address a weighted cell-gene graph to produce node representations to pass a linear classifier | Python   |
| sigGCN      [330]  | GCN       | Integration of a GCN and an MLP whose concatenated learned features pass through the classification layer | Python   |

Table 3. A Summary of Cell Type Annotation Datasets

| Cell Atlas           | Species  | Atlas Description |
|----------------------|----------|-------------------|
| Human Cell Atlas     [257] | Human    | 33 organs 30 million cells |
| Tabula Sapien        [308] | Human    | 24 organs 500k cells |
| Human Cell Landscape [114] | Human    | 56 tissues 700k cells |
| Tabula Muris         [307] | Mouse    | 20 organs 100k cells |
| Mouse Cell Atlas     [113] | Mouse    | 51 tissues 400k cells |

cell labels and thus could not identify unknown cell types not present in the database, while CellAssign, SCINA, scSorter, and scType support unassigned clusters. scType also devises a scoring metric that is applied to its cell type marker database. CellAssign uses a Bayesian framework where a negative binomial is fitted to the marker gene expression profiles given a cell type. SCINA assumes each marker gene follows a bimodal distribution, where the high mode represents the predicted cell type. scSorter first clusters query cells into known cell types and then separates cells with unknown cell types using information from both marker genes and non-marker genes.
Alternatively, many methods utilize reference datasets instead. Among these methods, scmap-cluster \[154\], SingleR \[10\], CHETAH \[63\], scMatch \[124\], and CIPR \[77\] assign cell types to query clusters based on measures of correlations with reference datasets, such as Pearson correlation, Spearman correlation, or cosine similarity. scmap \[154\] also supports cell type assignment to individual cells. By comparison, a number of methods use supervised models. For example, Garnett \[247\] builds a hierarchical tree of cell types based on marker genes and then uses elastic net regression to assign cell types to clusters. SingleCellNet uses the top-scoring pair algorithm \[279\] to select informative genes, transforms data into a binary form, and train a multi-class random forest \[25\] classifier using reference datasets. SciBet \[172\] first selects gene features based on statistic differential entropy, fits a multinomial model for gene expressions in each cell type, and then uses a maximum likelihood approach to assign cell types. CellTypist \[67\] uses a logistic regression model with stochastic gradient descent learning for cell type identification using a curated pan-tissue database for immune cell types. By comparison, scPred \[6\] performs cell type identification for individual cells by first selecting informative PCs from singular value decomposition and training a support vector machine (SVM) classifier. A special case is scType \[132\], which is unsupervised since it uses neither marker genes nor reference datasets.

5.2 Deep Learning Methods

Deep learning methods have been applied to address the cell type annotation task in recent years. ACTINN \[199\] trains a neural network with three hidden layers using reference datasets to predict cell type for each cell. Similarly, SuperCT \[344\] trains an artificial neural network model with two hidden layers each followed by a dropout layer against over-fitting using a well-curated database including the Mouse-Cell-Atlas. Its inputs are binarized gene expressions; i.e., an entry in the transformed expression matrix is assigned a value of 1 if the corresponding cell expresses the gene and 0 otherwise, while each neuron in the output layer represents a candidate cell type. SuperCT provides three models: v1m and v2m for mice, and v1h for human. New cell types can be incorporated by superCT through transfer learning, where the weights for the first hidden layer are frozen.

EnClaSC \[47\] draws upon ensemble learning. Query cells are first screened by a scoring strategy designed to identify rare cell types. Training samples of rare cell types are paired one by one, and their gene expressions are concatenated to form a paired sample. If the two training cells in a pair are of the same rare cell type, the paired sample is labeled with 1, or 0 otherwise. In the test phase, each query cell is paired with each training cell in a similar fashion. A tree-based model, LightBGM \[146\], is used to predict whether a query cell is of the same rare cell type of a paired training cell. The final score for a query cell and a rare cell type is normalized prediction results for the given query cell and all training cells belonging to the said rare cell type class weighted by Pearson correlations of their gene expressions. Cells unassigned by this scoring strategy are examined by an ANN model consisting of four dense layers and two dropout layers. In this phase, training cells are sampled with replacement 10 times to train 10 neural networks, whose prediction results are voted to obtain a final prediction.

scNym \[149\] is another deep learning method that combines semi-supervised learning and adversarial neural network. In particular, it utilizes information from both reference and testing datasets during the training phase by using MixMatch \[18\] semi-supervision and domain adversarial \[91\] iteratively to accommodate for the differences in data distribution between training and testing datasets due to variability in experiment platforms or conditions. Under the MixMatch framework, query cells are pseudo labeled \[131, 322\] using the current classifier such that the pseudo label’s cross-entropy is minimized. The query cells are then randomly paired with
training cells to generate pair-wise weighted averages to train the scNym model. The use of a convex pair-wise combination of training and testing samples assumes that the linear interpolation of feature vectors leads to that of associated targets [363], which encourages generalization between the training data and testing data. Given the embeddings learned by the scNym model, the domain adversarial framework consisting of a two-layer neural network is then used to distinguish whether the example comes from the training or the testing data to compete with the classifier. The model parameters are optimized based on objectives combining classification, MixMatch interpolation consistency, and the domain adversarial.

scIAE [356] also uses an ensemble classification framework where the final prediction is based upon multiple base models, each consisting of two stacked sparse denoising autoencoders. The inputs to each base model are gene-wise randomly subsetted expression matrices of both the training and the testing data. The subsetted training data is used to train a stacked sparse denoising autoencoder to project the subsetted testing data to lower-dimensional embeddings. The classifier obtained from the training data is then applied to the testing data’s lower-dimensional representation for prediction. The prediction results generated by all base models are then integrated for final prediction through voting.

In addition, scDeepSort [274] and sigGCN [330] are two methods that draw upon graphs. sigGCN employs a GCN to reflect the non-linear topological relationship among cells. It first constructs a gene-wise weighted adjacency matrix using the STRING database [299] to create a gene interaction network where node features in this network are defined as corresponding gene expressions. This graph is used as the input to a GCN-based autoencoder consisting of a convolutional layer and a maxpooling layer followed by a flattened layer and a fully connected (FC) layer. Another FC layer is then used as the decoder to reconstruct gene expressions from the obtained embeddings, which is associated with gene expression reconstruction loss measured by mean squared errors. Meanwhile, a two-layer neural network is trained using the training gene expression matrix in addition to the GCN-based autoencoder so that the hidden layers produced by the two models are concatenated. Finally, the concatenated features are then used to train the classification layer whose loss is given by the negative log-likelihood corresponding to the true cell type label. Furthermore, in addition to the gene expression reconstruction loss and the classification loss, a regularization loss is incorporated to prevent overfitting. The three types of loss are combined to train the sigGCN model to obtain optimized parameters.

By comparison, scDeepSort [274] uses a graph neural network using a weighted bipartite graph where both cells and genes are its nodes. The gene expression value for each cell–gene pair is the edge weights between them. Features for gene nodes are obtained from principal component analysis, while those for cell nodes are the weighted aggregation of gene node features they connect to. The gene–cell graph then goes through a weighted graph aggregator layer adapted from GraphSage [111], which transforms a node along with information taken from its local neighborhood. In particular, the aggregation layer in scdeepSort incorporated the weighted adjacency matrix normalization to address gene expression variability and the learnable sharing confidence to deal with batch effect and dropouts in scRNA-seq data. Each edge will have a corresponding learnable sharing confidence parameter weighing the connection of the neighbors, in addition to another parameter for self-loops for cells. The learned confidence parameters inform which genes are discriminatory for annotation. Finally, cell node representations in the latent representations produced by the aggregation layer pass a linear classifier to predict cell labels. When the trained model is applied to testing datasets, query cells are connected to gene nodes of the trained cell–gene graph with the corresponding gene expression as the edge weight between the new cell node and gene node.
6 IMPUTATION

The increased resolution of single-cell RNA sequencing methods comes at a cost in the form of the increased sparsity of the data. The sequencing technology may fail to capture a number of the expressed genes of an individual cell due to low RNA capture rate, as well as the stochasticity of mRNA expression. This artificially large proportion of false zero counts is defined as “dropout” [148, 296]. The zero-inflated data can have sparsity rates from 40% to anywhere as high as 85% to 90% [251]. This requires several preprocessing steps like gene selection and dimension reduction to improve the data signal and make downstream tasks more viable. Single-cell DNA methylation sequencing technologies like scBS-seq and scRRBS-seq have limited amounts of DNA starting material per cell, so methylation sequencing can be limited by the degree of CpG coverage. This leads to missing data across the genome in each cell, requiring imputation for further analysis. A direct way to address dropout in both cases is to perform imputation, a method to correct false zeros by estimating realistic values for those gene–cell pairs. For scRNA-seq data, imputation creates artificial count values for genes that fail to express, while for DNA methylation the imputation will only provide the binary one or zero. However, imputation methods must be careful to distinguish the zeros in the data that represent the true absence of gene expression or methylation in specific cells from the zero counts due to dropout. Otherwise, information will be lost during analysis from removing the truly expressed zeros. We summarize all tools or baseline methods for imputation in Table 4 and useful benchmarks in Table 5.

Imputation methods can be trained and evaluated in a couple of different ways. Training an imputation method frequently occurs as an unsupervised learning problem for a single dataset. If simulated datasets are used, the underlying true counts are known, so reconstruction error (usually mean squared error) can be used for evaluation. On empirical datasets, there is no knowledge of the true counts, so other methods have to be used. One choice is to induce artificial dropout on the non-zero values so that reconstruction error can be computed on those values as an evaluation metric. Alternatively, some metrics may be used to determine how well the imputation process preserves or enhances certain biological features of the data. For example, if cell types or sampling times of the cells are known in a dataset, then some clustering metrics may be used to evaluate the success of the imputation, including adjusted rand index (ARI), cluster accuracy, and silhouette score. Similarly, single-cell datasets may have genes that are known to differentially express (DEGs) if bulk RNA sequencing is done alongside scRNA sequencing [281]. Such differential expression can be evaluated by how well DEGs are detected after imputation, using AUC or F-scores.

6.1 Traditional Methods

A large number of methods exist for the task of scRNA-seq data imputation, mainly focusing on generative probability models or matrix factorization. One of the early methods is MAGIC, which uses Markov diffusion networks to replace zeros in gene expression count data. MAGIC [320] calculates distances between cell expression vectors, converts the distances using the Gaussian kernel, and then uses them as a weighted adjacency matrix to perform Markov diffusion. This method is shown to have shortcomings in that it replaces all zeros despite some being true zeros and replaces the non-zero values with new potentially biased values. Many other methods also use cell–cell graphs to capture information of similar cells to determine how genes with dropout behave in similar cells that have nonzero expression. netSmooth [260] imputes using a diffusion process similar to MAGIC. DrImpute [103] takes clusters of cells and simply takes averages over the clusters to find imputation values.

Another popular imputation technique uses matrix factorization techniques. VIPER [42] develops a non-negative sparse regression model to learn the underlying count data. scRMD [38]
### Table 4. A Summary of Popular Imputation Tools

| Tools         | Algorithm | Description                                                                 | Language | Reference |
|---------------|-----------|-----------------------------------------------------------------------------|----------|-----------|
| DANCE         |           | MAGIC uses a diffusion model to smooth values and impute zeros.              | R        | [66]      |
| DrImpute [103]| Classical | D Impute clusters the data and averages the values of the clusters.       | R        |           |
| scImpute [175]| Classical | scImpute uses a statistical model to identify dropouts, and non-negative least squares regression to impute. | R        |           |
| CEDR [183]    | Classical | CEDR uses a statistical model to identify dropouts, and weighted means in clusters are used for imputation values. | R        |           |
| ALRA [188]    | Classical | ALRA uses Singular Value Decomposition to get low-rank representation of data, then attempts to restore biological zeros using thresholding. | R        |           |
| CMFImpute [347]| Classical | CMF-Impute performs a matrix optimization to find a regularized SVD for the scRNA-seq expression data. | Matlab   |           |
| scRMD [38]    | Classical | scRMD finds a robust regularized matrix decomposition using nuclear and ℓ₁ norm regularization. | R        |           |
| MCImpute [224]| Classical | MCImpute performs a nuclear norm minimization optimization for regularized matrix completion. | Matlab   |           |
| netSmooth [260]| Classical | netSmooth performs network diffusion on the expression data with priors for the covariance structure. | R        |           |
| SAVER [?]     | Classical | SAVER is a probability model that generates counts using negative binomial distribution. | R        |           |
| LATE [13]     | AE        | LATE is a undercomplete autoencoder trained on reconstructing the non-zero inputs, while TRANSLATE combines this autoencoder with transfer learning by using a reference dataset to initialize parameters. | Python   |           |
| AutoImpute [300]| AE        | AutoImpute uses an overcomplete autoencoder trained on non-zero entries for the imputation of dropout locations. | Python   |           |
| scScope [65]  | AE        | scScope uses an iterative autoencoder that cycles output into input while applying batch effect correction. | Python   |           |
| DCA [81]      | AE        | DCA is an undercomplete autoencoder that predicts parameters of chosen distributions like ZINB to generate the imputed data. | Python   |           |
| scGNN [328]   | GNN       | scGNN uses three autoencoders in a cycle using a graph autoencoder, a plain autoencoder, and a cluster-specific collection of autoencoders. The convergence of a cell graph is used in the regularization of a final autoencoder that performs the imputation. | Python ✓ |           |
| GraphSCI [253]| GNN       | GraphSCI uses two autoencoders, one being a graph autoencoder on a gene graph, and the other reconstructs the input using the graph as additional input. | Python ✓ |           |
| scGANs [349]  | GAN       | scGANs use a GAN to model the generation of scRNA-seq data using the generated expression data for the imputation. | Python   |           |

### Table 5. A Summary of Imputation Datasets

| Dataset         | Species | Tissue | Dataset Dimensions | Protocol                  |
|-----------------|---------|--------|--------------------|--------------------------|
| Tabula Muris    | Mouse   | 20 tissues | 53,760 cells      | SMART-Seq2 10x Genomics  |
| Tabula Sapiens  | Human   | 24 tissues | 483,152 cells     | Illumina NovaSeq 6000    |
| 10X PMBC 4K     | Human   | PBMC   | 4,271 cells 16,653 genes | 10x Genomics     |
| Human Cell Atlas| Human   | Various tissues | 30.6 million cells | HiSeq X Ten         |

Leverages regularized robust matrix optimization, netNMF-sc [79] adopts non-negative matrix factorization with network regularizations, and MCImpute [224] builds low-rank matrix factorization. CMF-Impute [347] uses matrix optimization via singular value decomposition (SVD), and ALRA [188] applies SVD and thresholding.
SAVER is a generative method that attempts to model the probability distribution of the gene expression count data. The negative binomial (NB) distribution is used to model the data but is treated equivalently as a Poisson distribution with a Gamma prior on the Poisson parameter. Using the data, an empirical Bayes framework is used to estimate the Gamma prior via Poisson Lasso regression. Then the posterior distribution is used to output the expression as the posterior mean with uncertainty quantification given by the distribution. bayNorm similarly utilizes a Bayesian model to generate imputed values. scImpute combines a few techniques by creating neighbor relations between cells leading to clusters, before using a probabilistic model to determine which zeros are dropout events, and then using non-negative least squares (NNLS) regression to impute the values. CIDR likewise employs a generative model to give a probability of dropout for zero values, which is determined via non-linear least-squares regression, before using the probabilities to calculate a weighted mean for the imputation value.

While the preponderance of imputation methods is applied to scRNA-seq data, a couple of methods have been developed for single-cell DNA methylation data. Melissa imputes values based on Bayesian estimation, while CaMelia makes use of the machine learning technique of boosting.

6.2 Deep Learning Methods

A natural deep learning architecture for the task of imputation is the autoencoder, due to its prevalence in data denoising and missing data applications. One of the early autoencoder methods for scRNA imputation is AutoImpute. It is unlike many denoising autoencoders since it employs an overcomplete AE model rather than the usual undercomplete one. The AutoImpute model is a simple two-layer AE, one layer each for the decoder and encoder. The hidden layer of the encoder output is designed to be larger than the input dimension size dependent on the training dataset. Only the encoder has an activation function, and the decoder is entirely linear. The objective function is a commonly used $L^2$ reconstruction loss penalty function, with the addition of $L^2$-norm regularization terms on the weights of the encoder and decoder.

The deep count autoencoder (DCA) is another autoencoder-based imputation method. In contrast to the overcomplete model of AutoImpute, DCA has the standard undercomplete architecture. DCA consists of four layers, two for the decoder and two for the encoder, and takes a form similar to a standard VAE. Instead of modeling a distribution and attempting reconstruction of the input, DCA directly predicts the parameters of a chosen probability distribution of the input data. By choosing a probability distribution like the zero-inflated negative binomial (ZINB) as the generating data distribution, the DCA outputs the three parameters of the distribution and employs a log-likelihood loss function to train the model. This triple output requires three separate layers transforming the output of the decoder. Other potential probability distributions include the NB, which may better represent the count data of scRNA-seq even with dropout, as well as the Poisson distribution. Additional regularization can be placed on the loss function in the case of ZINB, penalizing the $L^2$ weight of the zero-inflation parameter.

scScope is a combination autoencoder and recurrent neural network that performs imputation along with batch effect removal. Like some of the above methods, scScope operates in an iterative manner, taking the output of the model and running it through the model sequentially until some stopping condition is met. However, a recurrent element combines original input with sequential output. The input has an initial batch effect correction for input data $x \in \mathbb{R}^d$ using learnable parameter $B \in \mathbb{R}^{d \times K}$ of the form

$$x_c = \text{ReLU}(x - Bu),$$
where $K$ is the number of batches, and $u$ is a one-hot vector indicating the batch of $x$. The batch-corrected vector is then input to the AE, which has a single-layer encoder and a single-layer decoder. The final layer performs a fully connected transformation with ReLU as the activation function and then makes all entries that are not originally zero equal to zero, giving a vector of imputed values on all the potential dropout entries. This vector is added to $x_c$ and then put through the AE model again. The objective function is the standard $L_2$-error reconstruction loss on all the non-zero entries of $x_c$. SAVER-X, an adaptation of the SAVER model, combines an autoencoder with a Bayesian hierarchical model, while also using transfer learning. The autoencoder is pretrained on a reference dataset to leverage the information in some potentially larger reference datasets before being further trained on the target dataset.

scGNN [328] utilizes a graph autoencoder trained in an iterative loop with other standard autoencoders. The initial training of scGNN feeds the data through three models that give their output to the next model for input, and this continues until convergence. The first model is a standard undercomplete autoencoder with two layers for the encoder and decoder and is trained using reconstruction loss with an additional penalty term that captures regulatory signals in the gene expression data. A $k$-nearest neighbor (KNN) cell graph is created based on the embedding learned by the feature autoencoder and pruned of outliers using the Isolation Forest algorithm. Then a graph autoencoder takes the output graph and the reconstructed output of the first autoencoder and runs both through a graph autoencoder that has two layers using graph convolutions and a decoder that attempts to reconstruct the graph from the embedding using a sigmoid activation function on the gram matrix of the embedding. The loss function of the graph autoencoder is cross-entropy between the original graph and the reconstructed graph. After output from graph embedding is given, a $k$-means clustering method is used to cluster the cells embedding, with the number of clusters determined by the Louvain algorithm. Then the final model has one autoencoder trained for each cell cluster, using the same architecture and loss function as the first autoencoder except with no regularization added. After the iterative process stops, a final autoencoder is trained for imputation. It uses the same architecture as before but also adopts three additional regularizers in its training objective function derived from the cell graph created in the iterative process.

Another method that uses a graphical convolution network with an autoencoder is GraphSCI [253]. This method constructs a graph from the data with genes taken as the nodes and the edges between them given by the Pearson correlation coefficient (PCC) of the (log-normalized) expression data, so that if the correlation of two genes is $>.3$ or $<-.3$, an edge is established between them. Given this graph, the autoencoder and graph autoencoder make use of the expression data and graph data to reconstruct its input. The graph autoencoder applies a two-layer GCN to the gene expression matrix using the adjacency matrix of the graph and uses the encoding as the means and variances to Gaussian distributions. The distributions are used to generate a reconstruction of the adjacency matrix, where each edge of the graph follows a Gaussian distribution parameterized by a pair of mean and variance parameters given in the encoding. A reparameterization method forgoes directly sampling from these distributions and instead computes the reconstruction of the adjacency matrix as the sigmoid function applied to the inner product of latent vectors, one computed for each gene. The autoencoder is designed similarly, taking the gene expression matrix as input and applying two layers to yield an encoding that gives the parameters of a ZINB distribution. The first layer takes the adjacency matrix into account by taking the element-wise product with the weight matrix. The reparameterization computes the reconstruction of the expression matrix as a collection of latent vectors times a diagonal size matrix that is given by the size factors of the input cells. The training of the model is iterative, using the reconstruction of the gene expression matrix and the adjacency matrix in each iteration. The loss function uses the variational lower
bound on both autoencoders, using the KL divergence on the encoded variables for the ZINB and Gaussian distributions.

For the application of DNA methylation imputation, DeepCpGm [9] is a method that takes both DNA sequences and methylation states as inputs and outputs imputed methylation states. The DNA sequence is input into a CNN via a one-hot encoding of base pairs in the DNA sequence, so the four base pairs would be encoded by vectors \((1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0),\) and \((0, 0, 0, 1)\). Each CpG site with a sequence of 1,001 base pairs centered on the site would be input into the DNA CNN module. The CNN consists of two pairs of a convolution layer followed by a pooling layer, before going into a fully connected layer. The methylation state sequence over the CpG sites is first transformed before being input into a bidirectional gated recurrent network (GRU). The states are given by \(T\) vectors representing the methylation states around a target CpG site for \(T\) different cells. A fully connected layer transforms the vectors into a representation that seeks to capture interactions between methylation states and distances within cells, before the sequence of vectors is fed into the GRU, which seeks to model dependencies between cells. The GRU is bidirectional to analyze the dependencies between cells independent of the order of the cells given in the data. The forward and backward GRUs produce \(T\) hidden state vectors, with the last hidden states of the GRUs concatenated and given as output. Finally, the output of the CNN and GRU modules are concatenated and transformed by a two fully connected layer NN, with the final layer output using the sigmoid activation function to produce a dimension \(T\) vector giving the predictions of the methylation rate in \([0,1]\) of a chosen CpG site for \(T\) cells. The training uses a negative log-likelihood loss function with a \(L_2\) weight-regularized penalty function.

7 CLUSTERING

One critical phase of single-cell analysis is to characterize cell types within a given tissue. Cell type groups are typically made up of cells with similar transcriptome files. Knowing specific cellular types will help us to reveal the diversity between different groups and predict gene expression of incoming cells [90]. Single-cell sequencing technology offers gene expression at the single-cell level. It allows researchers to elucidate the transcriptome heterogeneity between individual cells, which unveils the underlying subgroup structure [357]. As an unsupervised learning method, clustering has been proven to be the most effective methodology for identifying cell subgroups utilizing transcriptomic data. Classical clustering methods like K-means, Leiden, and Louvain are widely applied in single-cell analysis, while the latter two graph-based methods become the dominant choice when utilized as an additional clustering module. ScDeepCluster [311] summarized some popular benchmark datasets like 10X PBMC 4K [369], Mouse Bladder Cells [112], and Worm Neuron Cells [30]. Based on those benchmarks, there are popular metrics to evaluate clustering performance: the adjusted Rand index (ARI), the accuracy (ACC), and the normalized mutual information (NMI). A high metric score indicates that the model successfully identifies the underlying subgroup structure and satisfyingly recovers the cell type group assignment. We summarize some popular clustering analysis tools in Table 6 and available datasets in Table 7.

7.1 Traditional Methods

Hierarchical clustering [140] has been widely adopted by early works. BISCUIT [250] incorporates parameters denoting technical variation into a hierarchical Dirichlet process mixture model. SINCERA [108] presents a generally applicable analytic pipeline for processing single-cell data with hierarchical clustering. CIDR [184] performs hierarchical clustering on the first few principal coordinates of the dissimilarity matrix between the imputed gene expression. Corr [138] calculates cell-pair differentiability correlation as the input of the hierarchical clustering module. Corr
Table 6. A Summary of Clustering Analysis Tools

| Tools   | Algorithm | Description                                    | Language | Language  |
|---------|-----------|------------------------------------------------|----------|----------|
| SC3     | Classical | Consensus clustering of single-cell RNA-seq data | R        | DANCE [66] |
| Seurat  | Classical | Integrated analysis of multimodal single-cell data | R        |          |
| scedar  | Classical | Scalable Python package for single-cell RNA-seq data | Python   |          |
| SIMLR   | Classical | Multi-kernel package for large-scale genomic analysis | R        | Matlab   |
| SPRING  | Classical | Interface for visualizing high-dimensional expression | Python   | Matlab   |
| ASAP    | Classical | Platform for analysis and visualization of single-cell RNA-seq data | R        | Python   |
| RaceID  | Classical | Branching point detection in single-cell data by K-branches clustering | R        |          |
| CIDR    | Classical | Fast clustering through imputation for single-cell RNA-seq data | R        |          |
| SOUP    | Classical | Semi-soft clustering of single-cell data | R        |          |
| scRNA   | Classical | Clustering by transfer learning on single-cell RNA-seq data | Python   |          |
| scDesk  | AE        | Deep soft K-means clustering with self-training for single-cell RNA sequence data | Python   |          |
| scVI    | AE        | Deep generative modeling for single-cell transcriptomics | Python   |          |
| DESC    | AE        | Clustering and batch effect removal by autoencoder | Python   |          |
| scDHA   | AE        | Hierarchical autoencoder for single-cell data analysis | Python   |          |
| scDeepCluster | AE | Soft clustering by autoencoder on single-cell RNA-seq data | Python   | ✓        |
| scDCC   | AE        | Autoencoder-based deep embedding for constrained clustering analysis of single cell RNA-seq data | Python   | ✓        |
| DescSCC | GNN       | Graph convolutional network for clustering single-cell RNA-seq data | Python   | ✓        |
| scGNN   | GNN       | Graph neural network framework for imputation and clustering | Python   | ✓        |
| graph-sc| GNN       | GNN-based embedding for clustering scRNA-seq data | Python   | ✓        |
| scTAG   | GNN       | ZINB-based graph embedding autoencoder for single-cell RNA-seq interpretations | Python   | ✓        |
| scDSC   | GNN       | Deep structural clustering for single-cell RNA-seq data jointly through autoencoder and graph neural network | Python   | ✓        |

integrates variance analysis with hierarchical clustering by calculating the proportion of between-group variance to decide where to cut the hierarchical dendrogram.

Other classical clustering methods like K-means [207] and shared nearest neighbor (SNN) clustering [137] have been applied to single-cell data to identify cell types. RaceID [48] utilizes the distance matrix as the input of a K-means algorithm for rare cell type identification. Similar to K-means, the K-branches clustering algorithm [48] locally fits half-lines as the representatives of branches in the differentiation trajectory of cells. Based on the SNN clustering, SNN-clique [346] identifies clusters in the SNN graph by finding maximal quasi-cliques.

There are also other clustering methods for single-cell analysis. SOUP [373] identifies group structure with a non-negative membership matrix representing the membership of cells to clusters. SOUP recovers the membership matrix from the top eigenvectors of the similarity matrix, where the number of eigenvectors is determined by the number of clusters. Based on non-negative matrix factorization (NMF), scRNA [219] factorizes the source dataset into a gene-independent target data matrix and a data-size-independent dictionary, derives a new expression matrix from those two parts, and performs clustering on the reconstructed data.

7.2 Deep Learning Methods
In single-cell analysis, traditional clustering methods may lead to suboptimal results, since single-cell data usually contains a large number of zero elements and its high heterogeneity makes things
Table 7. A Summary of Clustering Datasets

| Dataset                        | Species | Tissue     | Dataset Dimensions | Protocol          |
|--------------------------------|---------|------------|--------------------|-------------------|
| Tabula Muris [56]              | Mouse   | 20 tissues | 53,760 cells       | SMART-Seq2        |
|                                |         |            |                    | 10x Genomics      |
| 10X PBMC 4K [369]              | Human   | PBMC       | 4,271 cells 16,653 genes | 10x Genomics      |
| Mouse Bladder Cells [112]      | Mouse   | Bladder    | 2,746 cells 20,670 genes | Microwell-seq     |
| Worm Neuron Cells [30]         | Worm    | Nerve      | 4,186 cells 13,488 genes | sci-RNA-seq       |
| Human Kidney Cells [41]        | Human   | Kidney     | 5,685 cells 33,658 genes | RNA-seq           |
| Mouse Embryonic Stem Cells     | Mouse   | Embryo     | 2,717 cells 24,175 genes | Droplet Barcoding |
| Adam [4]                       | Mouse   | Kidney     | 3,660 cells 23,797 genes | Drop-seq          |
| Muraro [228]                   | Human   | Pancreas   | 2,122 cells 19,046 genes | CEL-seq2          |
| Romanov [259]                  | Mouse   | Hypothalamus | 2,881 cells 21,143 genes | RNA-seq           |

even harder. To overcome this challenge, deep learning methods have been adopted. DEC [343] proposes a new Kullback-Leibler (KL) divergence loss between the Student’s $t$-distribution of embedding space and the auxiliary target distribution. The proposed KL divergence loss makes it possible for models to achieve self-training under an unsupervised setting. DCA [82] introduced a deep count AE network for denoising and imputation. The noise model is based on ZINB distribution, and the mean, dropout, and dispersion of data are estimated by different activation functions respectively. The ZINB model-based denoising autoencoder and the KL divergence loss then became the backbone of many popular clustering methods.

ScDeepCluster [311] adds a clustering layer to DCA. ScDeepCluster performs clustering based on soft assignment of denoised embedding. The model is optimized by minimizing the KL divergence loss of the embedded space and the ZINB loss of the denoising module. Based on scDeepCluster, scDCC [312] integrates prior information into the modeling process by merging pairwise constraints into the training process. A pairwise constraint can have two types: must-link (ML) and cannot-link (CL). As a tradeoff, the ML constraint forces the paired instances to have similar soft labels, while the loss of the CL constraint encourages different soft labels. In another aspect, scziDesk [41] adds a weighted soft K-means clustering algorithm with inflation operation to the DCA structure. The model is optimized by minimizing the ZINB loss, KL divergence loss, and weighted K-means clustering loss. ScVI [192] uses variational inference to approximate the posterior distribution, where the variational lower bound is optimized by stochastic optimization. The conditional distributions are specified by a ZINB model-based VAE, and the cell type clustering is based on the K-means algorithm on the latent space. With a focus on the batch effect, DESC [178] initializes parameters obtained from a ZINB model-based autoencoder and iteratively optimizes the KL divergence loss. This iterative procedure moves each cell to its nearest cluster centroid and simultaneously removes batch effect over iterations. To conduct clustering and time-trajectory inference, scDHA [313] consists of a non-negative kernel autoencoder and a stacked Bayesian
autoencoder. The kernel autoencoder shrinks the non-negative coefficients of the less important features toward zero, and the stacked Bayesian autoencoder is a VAE with two stacked decoders obtained by two different transformations.

GNNs have been applied to single-cell clustering. GraphSCC [360] accounts for structural relations between cells by constructing a cell–cell KNN graph, processes it through a GCN, and optimizes the network by a dual self-supervised module together with a denoising autoencoder network. The target distribution is calculated from the latent space of the autoencoder, and two KL divergence losses are calculated using Student’s \( t \)-distribution of embedded spaces of an autoencoder and GCN, respectively. Inspired by weighted cell–gene graph introduced by scdeepsort [274], graph-sc [52] models the expression data as a gene-to-cell graph by a graph autoencoder network and then clusters embeddings with the K-means or Leiden algorithm. The encoder iterates only over the cell nodes, and the decoder is trained to reconstruct the normalized adjacency matrix. Focusing on the cell–cell KNN graph, scTAG [357] optimizes a ZINB-based topology adaptive graph convolutional autoencoder with clustering KL divergence loss, ZINB reconstruction loss, and graph reconstruction loss. The topology adaptive graph convolutional encoder processes the node features with a polynomial convolution kernel and produces latent embeddings for soft assignment clustering. With a concentration in the cell–cell KNN graph, scDSC [90] consists of a GNN module and a ZINB-based autoencoder and adapts a multi-module mutual supervision strategy to achieve end-to-end training. The mutual supervision consists of GNN KL divergence loss, binary cross-entropy loss between the target distribution and soft label, ZINB reconstruction loss, and expression matrix reconstruction loss.

8 MULTIMODAL INTEGRATION

The scope and resolution of biology research are being revolutionized by contemporary single-cell omics technology. For instance, scRNA-seq [130] has recently developed into a useful technique for studying biological responses and accelerating innovation in medicine. In the meantime, techniques for profiling cellular properties from different omics are continuously being adapted to work at the single-cell level (e.g., scDNA-seq [209], scATAC-seq [166], REAP-seq [244]). More recently, the quick development of single-cell technology has made it possible to measure a variety of omics in a cell concurrently, including gene expression, protein abundance, and chromatin accessibility. For instance, cellular indexing of transcriptomes and epitopes by sequencing (CITE-seq) [290] allows for the joint profiling of mRNA expression and surface protein abundance, while sci-CAR [29], Paired-seq [371], and SNAP-color [45] allow for the simultaneous quantification of mRNA expression and chromatin accessibility. There are many important applications and achievements of multimodal single-cell analysis. For example, the joint analysis of single-cell multi-omics data can discover novel cell populations [115] or regulatory networks [74, 136, 202, 359]. Since most of the methods in the downstream analysis are also commonly used in the unimodal analysis, for simplicity, we concentrate on the core issue with multimodal single-cell analysis, i.e., multimodal integration.

Multimodal data integration is not a single, clearly defined task because of the variety of modalities and biological problems [254]. Existing methods can be roughly classified into two categories. One is the integrated analysis of several unimodal datasets (i.e., datasets from multiple modalities but not aligned), and the other is the analysis of multimodal datasets (i.e., datasets that provide multi-omic features for each single cell). Both methods can offer fresh insights into cellular states, thus benefiting downstream analysis. Next, we summarize the most common settings of existing methods. Formally, the objective of data alignment among unimodal datasets is to find a function that can project multiple sources into a shared latent space. Given \( k \) datasets \( D_1, D_2, \ldots, D_k \), the
goal is to find an embedding $H \in \mathbb{R}^{n \times d}$ for all the data points, where $n = \sum_{i=1}^{k} |D_i|$, and $d$ is a predefined number of dimensions. Some alternative objectives include (1) finding popularity-to-popularity correspondence, which can be summarized as $p$ clusters $C = \{c_1, c_2, \ldots, c_p\}$ that are shared among datasets, so that $D_1 \cup D_2 \cup \ldots \cup D_k \mapsto C$, and (2) finding cell-to-cell correspondence, which can be described as a pair-wise similarity matrix $S \in \mathbb{R}^{n \times n}$. Note that the alternative objectives can be easily achieved given the embeddings obtained from the first objective. Therefore, many methods start with the first objective, but there are also methods that directly get to the latter two goals. Meanwhile, the objective of data integration for multimodal datasets is to obtain a joint embedding, which can reduce the dimensions and preserve essential information from multi-modalities to improve cell state identification. Formally, given $k$ modalities $M_1 \in \mathbb{R}^{n \times d_1}$, $M_2 \in \mathbb{R}^{n \times d_2}$, $\ldots$, $M_k \in \mathbb{R}^{n \times d_k}$, where $d_i$ is the feature dimensions of the $i$th modality, and $n$ is the cell number. In this setting, the correspondence between cells among different modalities is already known. Therefore, for each cell, we have features from all the modalities. The goal is to find an embedding matrix $H \in \mathbb{R}^{n \times d}$ for all cells so that each cell would be represented by a $d$-dimensional vector in the downstream analysis.

One challenging problem for multimodal data integration is that the resulting embedding $H$ is hard to evaluate due to the lack of ground truth. One common evaluation method is to calculate Normalized Mutual Information (NMI) between embedding-based clustering results and predefined cell type labels. However, in most cases those cell type labels are acquired from clustering algorithms as well, resulting in a double-dipping issue. Another way is to manually evaluate the outcome of multimodal data integration in a specific downstream analysis. However, it is not conducive to a unified benchmark for comparison. One potential way to benchmark multimodal integration, as suggested in a recent work [197], is to leverage multi-omics aligned data, where two omics are simultaneously measured in each cell (e.g., CITE-seq [290]), to provide ground truth for multimodal integration. More specifically, to comprehensively evaluate the power of various integration methods, three key tasks are defined, i.e., modality prediction, modality matching, and joint embedding. The modality prediction task is to predict one omic from another omic. The modality matching task is to align observations in different modalities that are actually from the same cells, while the ground-truth label is given. The joint embedding task is to comprehensively evaluate the embedding $H$ by various metrics based on biological states of cells and batch effect removal.

Since the joint measurement technology is not yet widespread enough, most existing works focus on identifying cell correspondences across modalities, in order to support the joint analysis with multiple unimodal sources. We categorize this type of research as “data alignment among unimodal datasets” in the following subsection. Because multimodal assays are becoming more and more popular, we categorize methods that focus on leveraging aligned data as a separate category and discuss them in Section 8.2. We summarize representative tools or methods for multimodal integration in Table 8 and useful benchmarks in Table 9.

### 8.1 Data Alignment among Unimodal Datasets

The general idea of data alignment is to identify cell-to-cell correspondences or similarities. More concretely, given two or more datasets, the integration methods sought to find a unified interface for data points from all the datasets, so that downstream analysis can get rid of the discrepancy between different modalities. For instance, projecting all modalities into a shared latent space is one of the most popular methodologies in this task. Due to the uncertainty of ground truth, there are various underlying key assumptions for multimodal integration, which can be broadly divided into two categories. First, feature correspondence exists across modalities. For example, features from different modalities are controlled by the same gene or there exist certain correlations.
Table 8. A Summary of Multimodal Integration Tools

| Tool       | Algorithm | Description                                                                 | Language |
|------------|-----------|-----------------------------------------------------------------------------|----------|
| SCIM [286] | Classical | Autoencoders aligned with a adversarial discriminator                       | Python   |
| SOMatic [136] | SOM      | A SOM model that links scATAC-seq regions with scRNA-seq genes              | C++      |
| scJoint [186] | MLP      | MLP-based dimension reduction with regularization losses                     | Python   |
| SMILE [348] | MLP      | MLP with contrastive learning                                                | Python   |
| scDAT [367] | MLP      | MLP-based modality translator regularized by gene–activity matrix           | Python   |
| CMAE [353] | AE       | Autoencoders with adversarial loss, alignment loss, and prior               | Python   |
| FABEL [342] | AE       | Two encoders and two decoders for translation and reconstruction            | Python   |
| Cobolt [101] | AE      | Modality fusion with posterior mean of multimodal distributions             | Python   |
| scMM [221] | AE       | A mixture-of-experts multimodal variational autoencoder                     | Python   |
| scMVAE [376] | AE      | A PoE inference network with variational autoencoders                       | Python   |
| DCCA [377] | AE       | Autoencoders with cross-modal knowledge transfer                            | Python   |
| scMoGNN [338] | GNN     | A GNN model with cell-feature heterogeneous graph                          | Python   |
| GLUE [35]  | GNN      | An autoencoder framework with prior knowledge-based guidance graph          | Python   |
| scMoFormer [305] | Transformer | A transformer framework with multimodal heterogeneous graph            | Python   |
| MAGAN [7]  | GAN      | A GAN model with a reconstruction loss to enhance alignment                 | Python   |

Table 9. A Summary of Multimodal Integration Datasets

| Dataset       | Species       | Tissue                          | Dataset Size | Protocol                   |
|---------------|---------------|---------------------------------|--------------|----------------------------|
| sci-CAR [29]  | Human, Mouse  | Human lung, human kidney, mouse kidney | 4,825 aligned human cells, 11,296 aligned mouse cells | RNA-seq and ATAC-seq |
| PBMC CITE-seq | Human PBMC    | 35,455 aligned cells            | RNA-seq, ADT and HTO |
| 10x Genomics CITE-seq [369] | Human PBMC | 5,527 aligned cells | RNA-seq and ADT |
| Multiome Chromium X [369] | Human PBMC | 11,984 aligned cells | RNA-seq and ATAC-seq |
| Multiome unsorted [369] | Human PBMC | 12,012 aligned cells | RNA-seq and ATAC-seq |
| SNARE-seq [45] | Human, Mouse  | Human cell line mixture, mouse brain | 1,047 aligned human cells, 15,390 aligned mouse cells | RNA-seq and ATAC-seq |
| SHARE-seq [202] | Mouse Mouse skin | 34,774 mouse skin cells | RNA-seq and ATAC-seq |
| scNMT-seq [53] | Mouse embryonic stem cells, embryoid body cells | Less than 100 | RNA-seq, BSseq and ATAC-seq |
| Multimodal PBMC [220] | Human, Mouse Mainly PBMC | 4,644 cells of CITE-seq, 4,502 cells of ASAP-seq (after quality control) | RNA-seq, ADT and ATAC-seq |

between features. Typical approaches include feature correlation-based methods [136, 186, 367] and NMF-based methods [74, 139, 163, 190]. Second, an underlying manifold is shared among different modalities, or in other words, some shared low-dimensional latent factors exist in different modalities. Manifold alignment [32, 134, 285] and coupled clustering [358, 359] are well-received methods based on this assumption.

There are limitations to each of these assumptions. Feature correspondence assumption assumes that feature correspondence across modalities presupposes a degree of similarity or direct relationship that may not exist or be clearly identifiable. Features in different modalities might be influenced by a multitude of factors, not just gene control, leading to incomplete or misleading correspondence. In addition, for high-dimensional data spaces, like those in single-cell analysis, establishing accurate feature correspondence becomes increasingly complex. Lastly, many correlation-based methods and NMF-based approaches often rely on linear assumptions, which might not capture the complex, non-linear relationships present in multimodal data. On the other hand, manifold assumption that assumes a shared underlying manifold across modalities is often overly simplistic. Biological data can exhibit manifold structures that are highly complex and variable, making them difficult to align using standard manifold alignment or coupled clustering techniques. Meanwhile, manifold alignment methods can be sensitive to noise and outliers, which are common in single-cell datasets. They may also lack the flexibility to adapt to the unique characteristics of different datasets.
Although affected by the same limitations imposed by the assumptions, deep learning methods can alleviate some of these problems to a certain extent compared to traditional methods. Deep learning methods can automatically learn complex, non-linear mappings between features from different modalities. Techniques such as variational autoencoders or deep canonical correlation analysis can uncover underlying relationships that are not apparent through linear correlation or NMF methods. Additionally, deep learning models can handle high-dimensional data more effectively, learning abstract representations that traditional methods might miss. Furthermore, deep learning methods, aided by stochastic gradient descent and mini-batch sampling, are generally scalable to large-scale datasets containing millions of cells, a feat not consistently achievable with traditional methods. In the following subsections, we first introduce traditional methods and then mention more advanced deep learning methods.

8.1.1 Traditional Methods. The study of multimodal integration started with some classic algorithms, such as statistical modeling. MATCHER [337], one of the earliest works in this field, uses a Gaussian process latent variable model (GPLVM) to model high-dimensional single-cell data as a function of latent variables (e.g., pseudo time). scACE [187] develops a statistical model-based joint clustering method that is specifically designed for single-cell genomic data. scAMACE [334] extends scACE [187] to broader data types while performing joint clustering in a similar statistical way. MOFA+ [11] uses a GPU-accelerated efficient variational inference algorithm to infer a small number of latent factors as integrated representation.

The most popular group of methods is matrix factorization. scAI [139] introduces an adapted matrix factorization that is designed specifically for the integration of epigenetic and transcriptomic data. CoupledNMF [74] relies on an alignment between gene expressions and accessible chromatin regions, obtained from the paired expression and chromatin accessibility (PECA) model [73]. LIGER [190] introduces integrative non-negative matrix factorization (iNMF [354]), which jointly decomposes data matrices from different modalities to get a cell representation in a shared latent space. UINMF [163] follows iNMF and further separates the metagene matrix into shared and unshared components, thus enabling unshared features to inform the factorization. BindSC [71] aligns both cells and features with a bi-order canonical correlation analysis (CCA) algorithm, where rows and columns from two data matrices are iteratively aligned by CCA. Seurat v3 [293] applies CCA and mutual nearest neighbors (MNNs) to identify “anchors” (i.e., correspondences of cells across datasets). SingleCellFusion [198] uses CCA and a restricted MNN to impute features in one modality from another modality. Hence, it requires cell correspondences between modalities.

Another important group of methods is manifold alignment. Harmonic alignment [285] projects data points to a shared embedding using principal components analysis (PCA) and removes multi-dataset-specific effects iteratively. UnionCom [32] first generates a distance matrix within the same dataset. Then it matches the distance matrices across datasets via matrix optimization. MMD-MA [276] first introduces Maximum Mean Discrepancy (MMD) loss to achieve similar distributions in the latent space across different datasets. Then it adds two extra losses: one to preserve structure between the input space and the latent space, and the other to avoid collapse to a trivial solution. MultiMAP [134] recovers geodesic distances on a shared latent manifold that involves all datasets and then acquires low-dimensional embedding based on a neighboring graph on the manifold.

Some of the remaining methods also explore coupled clustering, which skips the step of projection to a low-dimensional latent space. DC3 [359] adds a coupling term to the cost function to improve joint clustering, where the coupling term is derived from empirical correlations between modalities. coupleCoC+ [358] is a co-clustering framework that requires feature correspondences but also takes advantage of unlinked features. Gradient-boosted regression [168] implements a
gradient-boosting classification tree model to predict clustering labels on one modality from another modality, correspondingly determining the correspondence between cells from the resulting decision tree.

### 8.1.2 Deep Learning Methods

Compared with traditional methods, deep learning methods are receiving increasing attention, and many of them are capable of jointly handling unimodal and multimodal datasets. They have advantages in handling high-dimensional data, mining non-linear relationships, and being scalable. Here, we introduce three representative deep learning methods that focus on the alignment of unimodal datasets.

SOMatic [136] links scATAC-seq regions with scRNA-seq genes using **self-organizing maps (SOMs)**. SOMs are a type of artificial neural networks that are referred to as Kohonen networks [158]. They are unsupervised methods to generate low-dimensional data representation. SOMatic starts with separate training and clustering SOMs for each modality and then links the clusters from both modalities via a linking algorithm from GREAT [214].

SCIM [286] matches cells from multiple datasets based on low-dimensional latent representations, which are obtained from an autoencoder framework with an adversarial objective. During training autoencoders for each modality, the latent spaces are aligned to have a comparable structure using a neural network discriminator and an adversarial loss. The autoencoders and the discriminator are simultaneously trained, resulting in a joint embedding space.

GLUE [35] initializes omics-specific cell embeddings with variational autoencoders. Then, in order to link the latent spaces for different modalities, GLUE makes use of a prior knowledge-based guidance graph to learn feature embeddings. They replaced the decoders in previous omics-specific autoencoders with an inner product between feature embeddings and cell embeddings. Furthermore, a discriminator is implemented to align the latent space of different omics via adversarial learning.

### 8.2 Data Integration for Multimodal Dataset

Increasingly sophisticated co-assay techniques, such as CITE-seq and SNARE-seq, bring us unprecedented multimodal data at the single-cell level. They provide new insights into the interaction between different modalities, as well as a comprehensive understanding of the cellular system. In light of this, a new group of methods is dedicated to making good use of paired data to improve cell state identification. In paired data, we observe features of more than one modality for every single cell. Therefore, the cell-to-cell correspondence is given, and the integration approaches can focus on learning high-quality data representations that encode the fundamental cellular states and their collective roles in tissues. In this category, we review representative methods that are able to take advantage of paired data. Some of them are completely supervised, while most of them are semi-supervised and utilize paired data to improve unpaired integration.

Most methods are deep learning methods, except Pamona [33]. Pamona is a non-deep learning approach. It uses a partial Gromov-Wasserstein distance-based manifold alignment framework to project multi-modalities to a shared latent space, preserving both common and modality-specific structures. The prevalence of deep learning methods is attributed to the unique challenges of this task. Paired multimodal data often involve heterogeneous types (e.g., transcriptomic and proteomic data), each with its own characteristics and scale. Integrating these diverse data types in a way that retains their unique biological signals poses a significant challenge. Meanwhile, it is also crucial to not only capture the commonalities but also preserve the unique, modality-specific structures that might be critical for understanding cellular functions. Compared to traditional methods, deep learning models can effectively process and integrate data of varying types and scales, making them particularly suited for multimodal datasets. They can learn to emphasize the important features of each modality while combining them into a coherent representation.
Among the deep learning methods, the vast majority of them are based on autoencoders, except for one GNN model [338]. We roughly divide all deep learning models into two classes according to whether cell correspondence is indispensable. The first class of methods is flexible enough to leverage both aligned and unaligned data. Cross-modal Autoencoders [353] uses autoencoders to map vastly different modalities (including images) to a shared latent space. Specifically, a discriminator and adversarial loss are added to force the distributions of different modalities to be matched in the latent space. To make use of prior knowledge, an additional loss term can further be added to align specific markers or anchoring cells. MAGAN [7] is one of the earliest works in this area featuring a very natural design. It consists of two GANs that learn mutual mappings between two domains. In addition to the traditional adversarial loss from generators and discriminators, a reconstruction loss is introduced. Namely, if the first generator can generate modality 2 from modality 1, then the second generator should generate modality 1 from modality 2, where the back-translation should be the same as the original features. To exploit the paired data, MAGAN can further involve a supervised loss for the generator. Cobolt [101] uses autoencoders as well to project two modalities into shared latent space. It fuses modalities and prior by taking the posterior mean of multimodal distributions as a summary of the shared representation passing to the decoder. Therefore, the framework is flexible to integrate both paired and unpaired data, and more than two modalities simultaneously. scDART [367] starts with a gene activity module, where a neural network transforms ATAC-seq data into scRNA-seq data and is regularized by a pre-defined gene–activity matrix (GAM). Next, a projection module projects data into low-dimensional latent space, where trajectory structure is preserved by adding a cell pair-wise distance loss. Besides, a Maximum Mean Discrepancy (MMD) loss is also added to project multiple datasets into shared space. With respect to paired multimodal data, an additional anchor loss can be added to utilize the alignment information. The advantage of scDART is the preservation of cell trajectories in continuous cell populations. scJoint [186] takes the gene activity score matrix and gene expression matrix as input. They first project data into latent space through neural-network-based dimension reduction, where three losses are jointly enabled to train an ideal encoder. Neural-network-based dimension reduction (NNDR) loss is used to force features in the low-dimensional embedding space to be orthogonal. A cosine similarity loss is used to maximize the similarity between the best-aligned multimodal data pair, which helps utilize alignment information. A cross-entropy loss with cell type annotations further enhances the representation of scRNA-seq datasets. After the projection, it transfers cell type labels through KNN in embedding space and further improves the modalities mixing with transferred cell type labels in a metric training loss. SMILE [348] uses contrastive learning to maximize the mutual information between original feature space and latent space in order to learn discriminative representations for cells, which is clustering friendly. Besides, its contrastive learning method utilizes paired data to improve integration.

The other class of models accepts only aligned data for training, although trained models can be used on unaligned data. BABEL [342] trains two neural-network-based encoders and two decoders on the paired data to translate data from one modality to the other and to reconstruct itself, thus eventually obtaining shared embedding. Both BABEL and Cross-modal Autoencoders consider autoencoders as the projecting function toward latent space, yet they use discriminative loss and translation loss to align embedding from multimodalities. scMM [221] leverages a mixture-of-experts multimodal variational autoencoder to explore the latent dimensions associated with multimodal regulatory programs. It models the raw count data of each modality via different probability distributions in an end-to-end way. scMVAE [376] adapts variational autoencoders to a Product of Expert (PoE) inference network to estimate the joint posterior from all omics, combined with a Gaussian Mixture Model (GMM) prior. Two interesting points are that the model uses library factors to normalize input expressions and re-scales the output, and instead of direct
reconstruction, the decoder predicts the parameters of a probabilistic distribution to fit the input expressions, which is the training objective. DCCA \cite{377} combines autoencoders for each modality with attention transfer that enables autoencoders to learn through mutual supervision across modalities based on the similarity of embeddings. Namely, instead of having a shared latent space, they use the scRNA-seq data to train a teacher network, guiding a student network that works with scATAC-seq data. scMoGNN \cite{338} constructs a cell-feature graph based on paired data to capture both cell similarity and gene similarity, incorporating feature relations as well. A graph encoder is applied to reduce the dimensionality. The proposed method works on large-scale paired data and achieves good performance on comprehensive benchmarking tasks. scMoFormer \cite{305} introduces a multimodal heterogeneous graph consisting of protein–protein interactions, gene–gene interactions, gene–protein encoding, and gene expression counts. Transformers are implemented on each modality, and GNNs are employed to incorporate both the prior information and the data-specific information.

9 SPATIAL DOMAIN

The spatial domain aims to partition spatial data into a series of meaningful clusters. Each identified cluster from this analysis is considered as a spatial domain. Spots in the same spatial domain are similar to each other and coherent in gene expression and histology, and are dissimilar to those in different spatial domains \cite{127}. Hidden spatial domains to be identified cannot be directly observed from gene expression or other data. A lot of methods study how to infer latent variables from those gene expressions along with other types of data to characterize the hidden spatial domains. The identification of the spatial domain plays a crucial role in medical analysis. Histological staining of cancer tissue slides can serve as a stimulating example \cite{145, 208}. Due to the varying affinities of staining agents, cancer areas and normal tissues can be discriminated visually. This enables pathologists to grade and stage individual slides of cancer tissue depending on the size and location of malignant spots. The inputs of the task consist of three components: (1) gene expression at the spot or cell level, (2) spot coordinates to indicate the spatial information of each spot, and (3) histology image. The goal of the task is to cluster or group spots based on the input features of each spot. In order to evaluate the effectiveness of various spatial domain techniques, ARI \cite{355} is used to determine how well an algorithm’s projected clustering labels match the actual labels. We summarize all tools or baseline methods for the spatial domain task in Table 10 and useful benchmarks in Table 11.

9.1 Traditional Methods

One of the broadly used traditional methods is based on the Louvain clustering method \cite{20}. It comes from the community detection family to extract the community structure from large networks. The normal scRNA-seq data clustering methods \cite{20, 143}, on the other hand, tend to focus on gene expression levels, whereas the spatial domain requires taking into account both spatial information and morphological image aspects. stLearn \cite{246} first develops a distance measure utilizing morphological similarity and neighborhood smoothing for gene expression normalization. The normalized data is then utilized to identify clusters that represent the transcriptional patterns of particular cell types and phenotypes. If cells are spatially separated, clusters are further sub-clustered. Apart from these, BayesSpace \cite{368} and a hidden Markov random field (HMRF) method \cite{374} together assume that latent variables can characterize hidden spatial domains from gene expression data, and the latent variables can’t be seen in the wild but inferred from gene expression data. BayesSpace is a Bayesian statistical method and assigns greater weights to geographical areas that are physically closer for resolution enhancement of spatial transcriptomics and for better clustering analysis. The computationally intensive Markov chain Monte Carlo
Table 10. A Summary of Spatial Domain Tools

| Tool       | Algorithm | Description                                                                 | Language | DANCE [66] |
|------------|-----------|-----------------------------------------------------------------------------|----------|------------|
| louvain    | Classical | Iterative modularity optimization for network community detection          | Python   | ✓          |
| K-means    | Classical | Iterative observation assignment to the cluster with the nearest mean      | Python   |            |
| stLearn    | Classical | Integration of spatial location, morphology, and gene expression to determine cell–cell interactions, cell types, and spatial trajectories | Python   |            |
| BayesSpace | Classical | A low-dimensional representation clustering with the gene expression and spatial information | R        |            |
| SpatialDE  | Classical | Gene identification using spatial coordinates                                | Python   |            |
| Giotto     | Classical | Giotto Analyzer and Viewer to process, analyze, and visualize single-cell spatial expression data | R        |            |
| SpaGCN     | GNN       | A GCN-based method via integrating gene expression and histology to find spatial domains and variable genes | Python   | ✓          |
| STAGATE    | GNN       | A graph attention autoencoder to learn low-dimensional latent embeddings from gene expression and spatial information | Python   | ✓          |
| SEDR       | GNN       | An autoencoder for learning gene representations while variational graph autoencoder for learning geographical information | Python   |            |
| CCST       | GNN       | A GCN-based unsupervised cell clustering method to improve ab initio cell grouping and find novel sub-cell types | Python   |            |

Table 11. A Summary of Spatial Domain Datasets

| Dataset                                           | Species | Tissue                                      | Dataset Dimensions | Protocol          |
|---------------------------------------------------|---------|---------------------------------------------|--------------------|-------------------|
| Mouse Posterior Brain 10x Visium Data [1]          | Mouse   | Posterior brain                             | 3,353 spots        | 10X Visium        |
|                                                   |         |                                             | 31,053 genes       |                   |
| LIBD Human Dorsolateral Prefrontal Cortex [237]    | Human   | Dorsolateral prefrontal cortex              | Slice 151673:      | 10X Visium        |
|                                                   |         |                                             | 3,639 spots        |                   |
|                                                   |         |                                             | 33,538 genes       |                   |
|                                                   |         |                                             | Slice 151507:      |                   |
|                                                   |         |                                             | 4,226 spots        |                   |
|                                                   |         |                                             | 33,538 genes       |                   |
| Human Primary Pancreatic Cancer ST Data [44]       | Human   | Primary pancreatic cancer tissue            | 224 spots          | Spatial Transcriptomics |
|                                                   |         |                                             | 16,448 genes       |                   |

(MCMC) component in BayesSpace, however, makes it impractical for use with high-throughput spatial transcriptomics data. An HMRF-based method [374] utilizes HMRFs to identify spatial domains. They first build a neighborhood graph to show how the captured locations are related spatially. The label of the immediate neighbor nodes affects the cell states. The HMRF model dictates that there is genetic and spatial cohesion within the clusters. The graph would be divided into several components via the HMRF model, and each component corresponds to a spatial domain. What’s more, spatial clustering can also be performed by the creation of a single-cell “neighborhood” matrix with columns providing neighborhood characteristics, such as the percentage of each cell type or the average gene expression within a radius [269, 277]. The matrix can then be directly clustered.
9.2 Deep Learning Methods

GNN-based methods have recently played a more and more important role in the task of the spatial domain. Even though several GNN models [68, 89, 127, 174] have been proposed on this task, their ways to construct graphs are different. CCST [174] constructs a graph only based on spatial information, and each node in the graph represents one spot. Gene expression would be considered as the initial node representation for further feature aggregation. Clustering methods would be finally performed based on newly learned spot representation after feature aggregation. SpaGCN [127] first constructs an undirected weighted graph of spots from the spatial transcriptomics data. The edge weight between two nodes would be determined by the distance between them. Then GCN [152] is utilized to aggregate spot gene expression from neighborhoods and update spot gene expression. Finally, the unsupervised clustering method would be applied to new learned spot gene expression for clustering iteratively. Different from the aggregation method used in SpaGCN, STAGATE [68] is a graph attention-based autoencoder framework to learn low-dimensional latent embeddings with both spatial information and gene expressions. With the help of the attention mechanism, which is located in the middle layer of the encoder and decoder, it would be easier to learn the edge weights of the networks and employ them to update the spot representation via collective aggregation of information from neighbors. SEDR [89] is a spatial embedding representation of both gene expression and spatial data. SEDR first uses a deep autoencoder to create a low-dimensional latent representation of gene expression and spatial data. SEDR first uses a deep autoencoder to create a low-dimensional latent representation of gene expression, and then it uses a variational graph autoencoder to integrate this representation with the accompanying spatial information.

10 CELL TYPE DECONVOLUTION

Cell type deconvolution is the task of estimating cell-type proportions in mixed-cell RNA sequencing data, such as bulk RNA-seq or spatial transcriptomics data. In particular, a primary goal of spatial transcriptomics is to determine cellular structure across tissues. While single-cell RNA sequencing can help determine cell types within a tissue, it does not spatially tag the cells, and thus cannot provide a mapping of cell types within the tissue. On the other hand, spatial transcriptomics technologies measure gene expression of small (spatially tagged) regions, but most platforms do not have single-cell resolution capabilities and do not annotate cell types within these regions. This makes it difficult to determine cell type proportion from the spatial transcriptomics data, which motivates the task of cell type deconvolution on spatial transcriptomics data. The inputs of the task consist of four components: (1) mixed-cell gene expression (to be deconvoluted), (2) reference scRNA-seq, (3) (optional) spot coordinates to indicate the location within the tissue of each spot, and (4) (optional) histology image.

Typically, cell type deconvolution models are evaluated on datasets with ground-truth cell type proportions using mean squared error (MSE), mean absolute error (MAE), correlation, cross-entropy, and Jensen-Shannon divergence (JSD). In most cases, however, non-simulated datasets do not have ground-truth cell type proportions. In this unsupervised setting, if profiled marker proteins are also provided with the dataset, one evaluation metric [62] is the correlation between predicted cell type proportions and the respective marker proteins. We summarize representative tools or baseline methods for the cell type deconvolution task in Table 12 and useful benchmarks in Table 13.

10.1 Traditional Methods

Most traditional methods for cell type deconvolution are based on non-negative linear regression. The most basic method is NNLS, where some reference scRNA-seq gene expression is used to create a cell profile matrix, which is then regressed onto the mixed-cell gene expression. The resulting
A non-negative matrix factorization of an annotated scRNA reference matrix.

### DWLS [317] Classical
Weighted NNLS: dampened weighting is applied to genes

### SpatialDWLS [69] Classical
A subset of cell types chosen via PAGE enrichment analysis

### SpatialDecon [62] Classical
A multiplicative log-normal error model

### cell2location [157] Classical
Bayesian hierarchical model of spatial expression counts with a spatially informed prior on cell-type compositions

### CARD [205] Classical
Conditional autoregressive based model that incorporates spatial correlation of cell-type composition

### RNA-Sieve [61] Classical
A likelihood-based inference model that estimates cell-type proportion through a maximum likelihood method

### Scaden [217] GNN
A graph convolutional network whose graph is constructed on Mutual Nearest Neighbors of low-dimensional embeddings of simulated and real mixed-cell data

### DSTG [282] GNN
A graph convolutional network whose graph is constructed on Mutual Nearest Neighbors of low-dimensional embeddings of simulated and real mixed-cell data

| Dataset | Species | Tissue | Dimensions | Protocol |
|---------|---------|--------|------------|----------|
| Mouse Posterior Brain 10x Visium Data [369] | Mouse | Posterior brain | 3,353 spots 31,053 genes | 10X Visium |
| Mouse Olfactory Bulb [369] | Mouse | Olfactory bulb | 1,185 spots 11,176 genes | 10X Visium |
| HEK293T and CCRF-CEM cell line mixture [62] | Human | Pancreas | 56 mixtures 1,414 genes | NanoString GeoMx |
| Human PDAC [223] | Human | Pancreas | 1,819 spots 19,738 genes | Spatial Transcriptomics |

(non-negative) coefficients are then used as the cell type proportion predictions. Here, the idea is that the single cells’ expression will aggregate linearly, respective to their proportion in the mixed-cell sample. The cell profile or signature matrix is typically constructed through the median or mean across cells within each cell type of interest. Most other traditional methods build on this key idea.

NMFReg [258] uses non-negative matrix factorization to construct a basis in the lower-dimension gene space, which is then used for the deconvolution of the mixed-cell data via NNLS. Building on NMFReg, SPOTlight [78] uses non-negative matrix factorization to produce the cell-topic profile matrix. However, it introduces a spot-topic profile matrix, which is then regressed onto the cell-topic profile matrix instead of the full mixture/spot data. DWLS [317] applies a dampened weighting scheme to the standard NNLS framework. Here, each gene’s error term is weighted by the squared inverse of the predicted mixed-cell expression level. This is done to reduce bias toward highly expressed genes, or genes that are highly represented across cell types. Extending on DWLS, SpatialDWLS [69] first includes the first step of enrichment analysis (using the PAGE method). The fold change for each gene’s expression value is computed between each spatial location and mean expression over all spatial locations, which is then standardized and gives an enrichment score. A threshold is then applied to the enrichment scores to determine the subset of

---
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cell types to infer to. Altering the classical assumption of an additive error linear model, SpatialDecon \cite{62} implements a non-negative linear regression-based method that assumes a log-normal multiplicative error model.

The first method to incorporate the spatial information of spatial transcriptomics bulk expression regions is **Conditional AutoRegressive Model-based Deconvolution (CARD)** \cite{205}. As with most classical methods, CARD assumes a linear model between the mixed-cell expression matrix and a cell profile matrix, constructed from a single-cell reference. However, spatial information is incorporated through a conditional autoregressive (CAR) assumption on the model, which applies an intrinsic prior on the cell type proportions by modeling proportions in each location as a weighted combination of proportions in all other locations. The weights in CARD are given by a Gaussian kernel function. Then a maximum likelihood framework is adopted to optimize the model.

RCTD \cite{27} and cell2location \cite{157} are two methods that statistically account for platform effects and other sources of gene expression variations to model cell type compositions in spatial transcriptomic data. As scRNA-seq data are used as references for cell type composition estimation of spatial transcriptomic data, the differences in the library preparation of the two sequencing technologies could lead to systematic bias that confounds cell type deconvolution results, termed as platform effects \cite{27}. RCTD applies a Poisson distribution to model observed gene counts, and its rate parameter accounts for cell type expression profiles, spot-specific effect, and gene-specific platform effect that follows a normal distribution on the log scale. These parameters are then estimated via MLE. In particular, RCTD assumes that in many cases there are only a few cell types co-present in a spot, and thus supports a "doublet mode" that restricts the number of cell types present in a given spot to mitigate overfitting. By comparison, cell2location takes a Bayesian approach and models spatial expression counts using a NB distribution. Similar to RCTD, the mean parameter in the NB distribution used by cell2location incorporates gene-specific platform effects, an additive shift, and cell type profile contributions, adjusted by spot-wise sensitivity. All parameters, including cell type proportions, are endowed with informative priors. In particular, cell2location acknowledges that cell type compositions are correlated across locations. Thus, it factorizes cell type proportions into the contribution of multiple latent cell type groups to pool information across spots and thus enhance statistical strength.

### 10.2 Deep Learning Methods

Some recent developments in cell type deconvolution have applied deep-learning-based methods. These approaches typically apply a transfer learning scheme wherein they first simulate mixed-cell data from scRNA reference data and use a common network to predict the cell type composition of both the simulated and real mixed-cell data. A notable feature of the deep-learning-based methods is that they model the cell type compositions directly; i.e., the model objective is on the predicted cell type compositions. This contrasts with most classical methods, where the predicted cell type proportions are the optimal parameters/coefficients from some regression model.

One of the early deep learning approaches to the cell type deconvolution problem is the Scaden \cite{217} method. First, scRNA reference data is randomly sampled from scRNA reference data to generate simulated mixed-cell samples. A fully connected network is then trained to predict the true cell type compositions of the simulated mixed-cell data, with cross-entropy loss function. This trained model is then applied to the real mixed-cell data to get cell type compositions. Building on this approach, DSTG \cite{282} is a GNN-based method, modeling similarities in expression between different mixed-cell samples. DSTG also generates simulated mixed-cell data from scRNA reference data. Different from Scaden, before training the GNN on this data, DSTG first aligns the simulated and real mixed-cell data in a lower-dimensional gene space using CCA. These embeddings are
then used to construct a graph by considering MNN as adjacent in the graph. Here, adjacencies can be between simulated-to-real and real-to-real samples.

## 11 CELL SEGMENTATION

Single-cell segmentation aims to achieve cell separation by generating pixel-wise annotations for individual cells in image-based single-cell profiling. Unlike scRNA-seq, tissue imaging obtained from microscopy and stained by various nuclear or membrane markers captures intact specimen imaging of cells and preserves valuable spatial information for transcriptionally distinct cell types and cell states from tissue images at single-cell resolution.

Accurate segmentation of single cells from these microscopy images helps to identify cell morphology and distribution in their spatial context, which benefits cancer diagnosis and clinical treatment. More important, single-cell segmentation not only defines whether a pixel is inside or outside of a cell but also assigns each pixel to each cell. This allows accurate localization of every single cell in images and offers significant implications for the feasibility of cellular-level analysis for downstream tasks like cell type identification and RNA/protein expression quantification [105, 292]. For RNA hybridization-based approaches without measuring the belongings of RNA to which cells, single-cell segmentation is an essential prerequisite for such mRNA assignment. Thus, the RNA detection can be converted into spatial single-cell data [189].

Due to the variety of cell types and microscopy instruments and the large number of cells, manual annotation of the whole cell boundaries in microscopy images is highly time-consuming and labor-intensive. It becomes much more challenging to separate adjacent cells when tissue cells are tightly packed with low signal-to-noise ratio staining. Therefore, different imaging-based methods have been widely proposed to realize accurate automatic or semi-automatic segmentation of single cells. Additional cellular or gene information indicating intracellular variability has also been integrated to improve single-cell segmentation performance. In general, the inputs of the task are microscopy images with target cells, and the goal is to obtain an intact whole-cell boundary for each cell. To assess the segmentation performance, a one-to-one matching process will be first performed between predicted cells and ground-truth cells at different matching thresholds, i.e., standard intersection over union (IoU) metric. Several commonly used evaluation metrics such as precision, recall, F1 score, Jaccard index, and standard average precision (AP) metric can be further applied to quantify the segmentation results at the single-cell level. We summarize representative tools or baseline methods for single-cell segmentation task in Table 14 and useful benchmarks in Table 15.

### 11.1 Traditional Methods

Early works typically adopt ideas from the traditional computer vision area. Unlike other segmentation tasks, densely clustered cells suffer from overlapping cell contours. To overcome this problem, Yan et al. [352] developed an automatic interaction model to segment cells from high-throughput RNAi fluorescent cellular images. They first modify the watershed algorithm [323] to segment cell nuclei regions and then adopt a multiphase level set method to predict the boundaries of neighboring cells further. To perform cellular analysis on epithelial tissues, a similar two-stage pipeline, MxIF [94], is completed to generate segmentation masks for fluorescent images. Specifically, a wavelet-based detection algorithm is utilized to segment the nucleus, followed by a variation of the probabilistic method [28] for whole-cell segmentation. The above methods, based on pre-selected nuclei/membrane fluorescent markers, fail to use multiple, automatically selected markers. Therefore, built on the watershed method, Schüffler et al. [270] designed an automatic marker selection manner with Spearman’s rank correlation to capture multiplexed imaging information and reveal the most useful channels for cell segmentation. Some other works incorporate
Table 14. A Summary of Cell Segmentation Tools

| Tool            | Algorithm | Description                                                                 | Language          |
|-----------------|-----------|------------------------------------------------------------------------------|-------------------|
| ImageJ [323]    | Classical | Watershed based                                                              | Python            |
| Schüffler et al. [270] | Classical | Watershed based                                                              | MATLAB etc.       |
| Ilastik [280]   | Classical | Random Forest classifier to perform a semantic segmentation and return a probability map of each class, which can be further transformed into individual objects by other methods | Python            |
| MorphoLab [170] | Classical | Watershed + GUI for 2D/3D images of cell tissues                               | Java              |
| CellProfiler [141] | Classical | Primary objects identification first (often nuclei) and then secondary object identification (cell edges) | Python            |
| MATURE [164]    | Classical | Combination of fluorescence microscopy and multiplex capability of IMC into a single workflow, nuclei, and whole cells identification based on probability maps generated by Ilastik | R                 |
| Oufti [236]     | Classical | Laplacian of Gaussian, valley, and cross-detection                            | MATLAB            |
| Cellpose [292]  | CNN       | U-Net with an auxiliary representation                                        | Python            |
| Mesmer [105]    | CNN       | A CNN architecture that generalizes to the full diversity of tissue types     | Python            |
| Baysor [245]    | CNN       | Segmentation performed using only molecule placement data or in combination with evidence from auxiliary stains in images | Python            |
| JSTA [189]      | CNN       | Integration of spatial transcriptomics and scRNAseq information to improve segmentation | Python            |
| MIRIAM [213]    | CNN       | Initial cell identification by random forest and cell shapes characterization via an autoencoder | Python           MATLAB |

Table 15. A Summary of Cell Segmentation Datasets

| Dataset   | Species | Tissue | Dataset Dimensions                                                                 | Protocol                          |
|-----------|---------|--------|-----------------------------------------------------------------------------------|-----------------------------------|
| ISBI-14   [195] | Human  | Cervix | ISBI-14: 16 EDF real cervical cytology images and 945 synthetic images             | Microscope                        |
| ISBI-15   [195] |        |        | ISBI-15: 17 multi-layer cervical cell volumes                                     |                                   |
| Cellpose  [292] | Various species | Various tissues | 668 images                                                                       | Microscope                        |
| TissueNet [375] | Human  | 9 organs | >1 million cells with nuclear                                                      | Immersion objective and dual Photometrics Prime |
| EVICAN    [238] | Human  | Various tissues | 4,600 images, ~26,000 segmented cells                                              | Microscope                        |
| LIVECell  [76]  | Human, Mouse | Various tissues | 5,239 images, 1.6 million cells                                                   | Phase-contrast microscopy         |

cell shape as prior knowledge to enhance segmentation performance. For example, learning from user annotations of the given training data, SVSS [267] serves as a tissue statistic shape model to enhance segmentation performance and quantify the quality of cell contours. Matisse [164] is a unified workflow based on existing open-source technologies. It combines multiple marker information from IMC data and fluorescence microscopy data to boost segmentation performance. They use the Ilastikuse tool [280] to generate probability maps, which are then fed into CellProfiler software [141] to acquire the final segmentation maps.

11.2 Deep Learning Methods

Deep-learning-based methods could be of great use in assisting single-cell segmentation, as they have shown great success for natural and other medical imaging applications [39, 117, 142, 191, 255, 351]. Existing deep-learning-based methods can be categorized into two groups according to their utilized data information and input modality. One is driven by cell morphological characteristics shown on images, which highly depend on the imaging quality and cell distributions. CNN is a fundamental deep neural network for the computer vision task of image segmentation. One of the most popular CNNs, U-Net [261], has shown significant success in many medical image segmentation tasks [118, 176, 200, 233, 234, 332, 333, 350]. It adopts a U-shape encoder-decoder architecture where the encoder serves as a contraction to capture semantically image contextual features. The decoder is a symmetric expanding path recovering spatial information. The two paths are connected using skip connections to recombine with essential high-resolution features from
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the encoder. To perform a cell segmentation task, the inputs to the U-Net are multi-channel images with different channels corresponding to nuclei or cytoplasm. After passing through the encoder and decoder, the model will generate a predicted probability map indicating that a pixel is inside or outside a cell. Since U-Net performs a pixel-based semantic segmentation and considers a cell segmentation task as a binary classification of pixels into cell foreground and background, it is prone to fail in overlapping cells, which need to be differentiated as individual object instances. Generally, traditional algorithms such as watershed will be combined to locate boundaries and separate touching cells. However, they show little improvement when cells are tightly clustered and stacked with similar brightness contrast. Although a commonly used CNN architecture for instance segmentation, Mask RCNN \[116\], has been dominant in generating a high-quality segmentation mask for each instance in natural imaging tasks, it is ill-equipped to handle high cell density. Recent works carefully incorporate another boundary detection task \[43\] or introduce contour-aware modules to the decoder path \[39, 128, 370\] for edge refinement. However, they are limited to cell nuclei, and thus giving a clear distinction between highly packed whole cells is still challenging in single-cell segmentation.

Transforming such a pure classification task into a regression model has been proven to be a feasible solution. Instead of directly categorizing each pixel into either foreground or background classes, a regression model allows us to predict a continuous variable (such as gradient and distance value) for each pixel. Cellpose \[292\] designs an auxiliary predictive U-Net head to predict two spatial flows for cells, i.e., horizontal and vertical flows, generated by spatial gradients of an energy function. The vector gradient flows lead all pixels toward the horizontal/vertical center of the cells they belong to, and these reversible flow maps are powerful representations to reconstruct cells with complex shapes and densities at test time. This framework is further extended to Cellpose 2.0 \[291\], which allows users to adapt their pre-trained segmentation models to their new datasets. Van Valen et al. \[321\] build a deep convolutional neural network to segment single cells in live-cell imaging, which indicates multiple cell types across the domains of life. Another regression model, DeepDistance \[162\], is trained to concurrently learn two distance metrics for each pixel in live-cell images. This multi-task strategy turns out to be effective in capturing shared feature representations to enhance a more accurate cell localization.

To deal with multiple imaging modalities and cell types, a large cell segmentation dataset, TissueNet \[105\], is constructed from nine organs and six imaging platforms. Specifically, based on this comprehensive labeled training dataset, they apply a more specified and more robust structure, Mesmer, with two semantic segmentation heads to predict the boundary of cells and two heads to predict the distance of each pixel within a cell to the cell centroid. Their model is built on a ResNet50 \[117\] backbone coupled to a Feature Pyramid Network \[185\] and trained in an end-to-end manner. Each cell’s obtained centroid and boundary are utilized to generate a final instance segmentation mask using a watershed algorithm. However, these algorithms are still insufficient for highly multiplexed imaging platforms. MIRIAM \[213\] is another pipeline that can deal with any multiplexed imaging data with various marker compositions. Initial segmentation masks are first generated by a random forest pixel classification method and then a seed-based watershed algorithm is applied. To deal with cells with irregular cell shapes and incomplete membrane markers, they extend the cell membranes by “connecting the dots” and regulate the cell shapes using an autoencoder neural networking. Their framework is validated to be robust to marker composition and image modality changes.

The above deep-learning-based methods in the first category have achieved significant performance, with more accurate and proper whole-cell boundary definition and adjacent single-cell separation. However, these models can only characterize cell morphology from its exhibited appearance in fluorescent images, which is sensitive to cell intensity and staining quality.
The other category introduces spatial gene expression patterns as extra supervision since the spatial dependency captured by gene information plays a crucial role in defining pixels at the junction of different cell types. Baysor [245] considers the RNA transcriptional composition and optimizes the joint likelihood of transcriptional composition and cell morphology. Specifically, each cell is modeled as a distribution of both spatial position and gene identity of each molecule. The mixture of all the cell distributions is regarded as a Bayesian mixture model (BMM), which is further optimized with Markov random fields (MRFs) before ensuring spatial clustering. JSTA [189] enhances image-based cell segmentation with the assistance of cell-type-specific gene expression. Motivated by the ability to convert raw spatial transcriptomic data into a single cell-level spatial expression map, the authors first train a DNN classifier to assign cell type probabilities to each pixel. These probabilities are utilized to adjust pixels around the cell borders iteratively. In these strategies, RNA information serves as valuable prior knowledge to constrain cell boundaries between neighboring cells.

12 CHALLENGES AND FUTURE WORK

Deep learning methods have recently proven highly effective in single-cell analysis, broadening the horizon of both qualitative and quantitative studies. As we delve deeper, we encounter emerging future directions accompanied by new challenges that warrant exploration. In the following contents, we will elaborate on three perspectives: multi-source integration, knowledge transfer, and enhancing general understanding through foundational models.

Throughout this review, we categorize the tasks and methods according to the data sequencing technologies. Given the increasing volume of data from diverse sources, it becomes essential to efficiently integrate cross-source information for a more profound comprehension of the underlying regulatory mechanisms within cellular systems. As discussed in Section 8, there are some existing works utilizing the deep learning framework to tackle the integration problem across modalities [7, 35, 101, 186, 286, 342, 353, 367]. While the majority of these works focus on downstream computational tasks, it is still unclear how deep learning can contribute to interpreting biological principles or offering guidance for experimental design. The field could benefit from novel deep learning approaches that bring in biological insights.

While current single-cell sequencing technologies provide vast amounts of data, certain experimental data remains limited. As precise condition control in single-cell experiments demands significant time and resources, there is a desire for computational methods that can extrapolate known results to unseen conditions [194, 262]. One representative task is perturbation prediction, which aims to predict transcriptional outcomes of diverse experimental perturbations [121, 193]. Understanding the transcriptional response of a cell to genetic perturbations provides fundamental insights into its functioning [155]. Meanwhile, predicting chemical perturbations offers valuable insights for drug discovery and drug repurposing [283]. Advancements in single-cell technologies empower us to delve deeper into phenotypes, a realm that has remained relatively unexplored. Deep learning methods oriented toward this perspective hold the potential of providing causal understanding for various applications, such as protein signaling [266].

Turning back to existing single-cell data, a fundamental question arises: can we attain a general understanding of the “languages” spoken by cells? Significant efforts have recently been dedicated to developing foundation models in the single-cell domain [59, 102]. Employing a pre-training and fine-tuning strategy, these foundation models leverage large-scale datasets and achieve state-of-the-art performance across various downstream computational tasks. However, there is room for improvement in existing foundation models. They primarily center on scRNA-seq data, neglecting the influences from other modalities. Additionally, despite their proficiency in computational tasks,
these models still fall short in providing comprehensive biological understanding. Further efforts are needed to fully unravel the "languages" of cells.

13 CONCLUSION

In this work, we have provided a comprehensive survey of deep learning in single-cell analysis. We started with a thorough introduction to single-cell technologies, followed by an in-depth discussion of popular deep learning concepts. We then presented the common pipeline of single-cell analysis. Then we delved into existing deep learning methods in various single-cell computational tasks. Finally, we highlighted potential directions for future research.

APPENDICES

A ADDITIONAL DETAILS OF DEEP LEARNING CONCEPTS

In this section, we present the details of some other deep learning concepts that are related to those mentioned in Section 3. Particularly, we will cover the Recurrent Neural Network (RNN) and some of its specifications, such as Long Short Term Memory (LSTM) and Gated Recurrent Unit (GRU).

A.1 Recurrent Neural Network

RNN [216] is a type of artificial neural network that deals with sequential data or time series data. In traditional neural networks, the input and output are independent of each other, whereas in RNN, the output is dependent on previous elements in the sequence. As shown in Figure 11, a sequence of tokens with length \( n \) is an input of the model. Each token is first transformed into vector form, and then the input sequence can be denoted as \( (x^{(1)}, x^{(2)}, \ldots, x^{(t)}, \ldots, x^{(n)}) \). The RNN model takes in a sequence of data and applies a chunk of neural networks to it one data point at a time. Here, the chunk of neural networks in RNN is a single neural network layer. The inputs of the chunk of neural networks are the output from the preceding position as \( h^{(i-1)} \) and the current element in the sequence as \( x^{(i)} \). The outputs are the output layer as \( y^{(i)} \) and \( h^{(i)} \) to be transmitted to the next position. The formulation for dealing with the \( i \)th element in the sequence can be written as

\[
\begin{align*}
    h^{(i)} &= \sigma_h \left( W_{hh} \cdot h^{(i-1)} + W_{hx} x^{(i)} + b_h \right), \\
    y^{(i)} &= \sigma_y \left( W_{yh} h^{(i)} + b_y \right),
\end{align*}
\]  

(7)  (8)

where \( W_{hh}, W_{hx}, \) and \( W_{yh} \) are learned to perform linear transformations on the output of the previous position, current element in the sequence, and output of the current element processing, respectively; \( b_h \) and \( b_y \) are the bias terms; and \( \sigma_h() \) and \( \sigma_y() \) are the activation functions. \( h^{(0)} \) is usually initialized as vector \( 0 \). We can see that when dealing with the current element, it not only considers the current element but also receives information transmitted from the preceding position in Equation (7). The neural network layer in the chain structure is identical for each element processing in the sequence.

When the RNN processes long sequential data, two problems may be encountered during the training phase: vanishing gradient [122] and exploding gradient [239]. The vanishing gradient problem refers to the issue of disappearing gradients. Gradients contain information used by the RNN, and when they become insignificantly small, parameter updates are rendered insignificantly. This makes it harder to learn long data sequences. If the slope continues to rise exponentially rather than decrease, this phenomenon is commonly referred to as an exploding gradient. This issue emerges when significant error gradients build, resulting in very large modifications to the weights.
Fig. 11. An illustration of recurrent neural networks.

of the neural network model during training. To address these problems, gated RNN models like LSTM networks [123] and GRU [50] have been developed.

A.1.1 Long Short Term Memory. LSTM networks [123] are a special kind of RNN, capable of learning long sequence data. Similar to RNN, LSTM also uses a chain structure, with the same neural network blocks being applied to the sequence’s individual elements. The block neural network in LSTM is much more complicated than that in RNN, where the block neural network is just a simple single neural network layer. Instead, a collection of gating units are used to control the information flow in LSTM, which is the essential distinction. A block of LSTM is shown in Figure 12. The information flowing across successive positions in a sequence consists of the cell state $C^{(t-1)}$ and the hidden state $h^{(t-1)}$ corresponding to the horizontal lines running through the top and bottom of the diagram, respectively. The cell state functions as the information from prior states that is transmitted to the subsequent location, and the hidden state contributes to the determination of how the information should be propagated. The LSTM is capable of removing or adding information to the cell state under the careful control of structures known as gates. Gates are a way to allow information to pass through if desired. A sigmoid activation function and a pointwise multiplication procedure construct them. The sigmoid activation function outputs integers between 0 and 1 that describe the percentage of each component that should be allowed through. A value of 0 indicates "permit nothing to pass through," while a value of 1 indicates "let everything pass through!" To protect and control the cell state, an LSTM has three of these gates, which are forget gates, input gates, and output gates, introduced below:

- **Forget Gate:** The initial phase of the LSTM is determining what information from the prior cell state will be discarded. The choice is determined by a forget gate. The forget gate generates a value between 0 and 1 for each element of the previous cell state $C^{(t-1)}$ based on the prior hidden state $h^{(t-1)}$ and the current input $X^{(t)}$. The forget gate can be defined as

$$f_t = \sigma \left( W_f \cdot x^{(t)} + U_f \cdot h^{(t-1)} + b_f \right), \quad (9)$$

where $W_f$ and $U_f$ are the learned matrices, $b_f$ is the bias term, and $\sigma()$ is the sigmoid activation function.

- **Input Gate:** The following step is to determine what information will be stored in the cell state from new input $x^{(t)}$. In a manner similar to the forget gate, the input gate is designed from the sigmoid activation function to make the decision. It is calculated as below:

$$i_t = \sigma \left( W_i \cdot x^{(t)} + U_i \cdot h^{(t-1)} + b_i \right). \quad (10)$$


Next, a vector of potential new values as $\tilde{C}^{(t)}$ is generated after a tanh layer, and it may be added to the cell state. The process of generating $\tilde{C}^{(t)}$ is as

$$\tilde{C}^{(t)} = \tanh \left( W_c \cdot x^{(t)} + U_c \cdot h^{(t-1)} + b_c \right).$$  \hspace{1cm} (11)

In the next step, we’ll combine these two to create an update $C^{(t)}$ to the cell state as

$$C^{(t)} = f_t \odot C^{(t-1)} + i_t \odot \tilde{C}^{(t)},$$ \hspace{1cm} (12)

where $\odot$ denotes element-wise multiplication.

• **Output Gate:** As the last step, a hidden state $h^{(t)}$ is generated, and it can flow to the position that comes after it and serve as the position’s output. The hidden state is derived from the updated cell state $C^{(t)}$, and an output gate chooses which portions of the cell state are to be maintained. The output gate is defined as

$$o_t = \sigma \left( W_o \cdot x^{(t)} + U_o \cdot h^{(t-1)} + b_o \right).$$ \hspace{1cm} (13)

The new hidden state $h^{(t)}$ is then defined as

$$h^{(t)} = o_t \odot \tanh \left( C^{(t)} \right).$$ \hspace{1cm} (14)

A.1.2 Gated Recurrent Unit. GRU [50] is a variant of LSTM but has fewer parameters than LSTM. In GRU, update gate and reset gate are employed to alleviate the problem of vanishing gradient, which is typical in traditional RNNs. In their most basic form, they are two vectors that control the information that is passed on to the output. A block of GRU is shown in Figure 13, and those two gates are described below:

• **Update Gate:** Similar to forget and input gates in LSTM, the update gate in GRU helps the model estimate how much information from the past (the previous position or time step) must be transmitted to the future. This is extremely potent since the model can choose to reuse all it’s ever learned and avoid the vanishing gradient problem. The update gate is formulated as

$$z_t = \sigma \left( W_z \cdot x^{(t)} + U_z \cdot h^{(t-1)} + b_z \right),$$ \hspace{1cm} (15)

where $\sigma$ is employed to squash the output between 0 and 1 to determine which information to discard from $h^{(t-1)}$ and which information to add from $x^{(t)}$.

• **Reset Gate:** The reset gate is another gate that determines how much historical data to forget. The reset gate is formulated as

$$r_t = \sigma \left( W_r \cdot x^{(t)} + U_r \cdot h^{(t-1)} + b_r \right).$$ \hspace{1cm} (16)
Next, the reset gate would be employed to store the relevant information from the past in a new memory content. The calculation is as follows:

$$\tilde{h}^{(t)} = \tanh \left( W \cdot x^{(t)} + U \cdot (r_t \odot h^{(t-1)}) + b \right).$$ (17)

As the final stage, the network must calculate the final output $h^{(t)}$—a vector that contains information about the current time step and transmits it to the network. To accomplish this, the update gate is required. It selects which information to acquire from the present time step $\tilde{h}^{(t)}$ and which information to collect from the preceding steps $h^{(t-1)}$.

$$h^{(t)} = (1 - z_t) \odot \tilde{h}^{(t)} + z_t \odot h^{(t-1)}. $$ (18)
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