An Improved Optical Flow Algorithm Based on Mask-R-CNN and K-Means for Velocity Calculation
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Abstract: Aiming at enhancing the accuracy and reliability of velocity calculation in vision navigation, an improved method is proposed in this paper. The method integrates Mask-R-CNN (Mask Region-based Convolutional Neural Network) and K-Means with the pyramid Lucas Kanade algorithm in order to reduce the harmful effect of moving objects on velocity calculation. Firstly, Mask-R-CNN is used to recognize the objects which have motions relative to the ground and covers them with masks to enhance the similarity between pixels and to reduce the impacts of the noisy moving pixels. Then, the pyramid Lucas Kanade algorithm is used to calculate the optical flow value. Finally, the value is clustered by the K-Means algorithm to abandon the outliers, and vehicle velocity is calculated by the processed optical flow. The prominent advantages of the proposed algorithm are (i) decreasing the bad impacts to velocity calculation, due to the objects which have relative motions; (ii) obtaining the correct optical flow sets and velocity calculation outputs with less fluctuation; and (iii) the applicability enhancement of the optical flow algorithm in complex navigation environment. The proposed algorithm is tested by actual experiments. Results with superior precision and reliability show the feasibility and effectiveness of the proposed method for vehicle velocity calculation in vision navigation system.
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1. Introduction

The unmanned combat platform is a developing war mode in future wars, where a micro-unmanned aerial vehicle (UAV) occupies a significant position. An UAV is mission-centered design, which breaks away from the constraints of human safety, human physiology and psychology. It has a series of advantages, such as small size and light weight, strong mobility, good stealth, long idle time, large combat radius and large payload. Because of its relatively small size and good concealment, micro-UAVs can be widely used in future wars, which is conducive to effectively attack without the enemy’s preparedness. The biggest advantage of the UAV is that it does not require the human to be co-located with the aircraft. Thus, it is free from human physiological limitations and health damage. When performing some dangerous tasks, it does not need to worry about casualties. Therefore, it is suitable for performing dull, dirty and dangerous missions, which is in the so-called “3D” environment. However, the premise of the UAV consummate flight during the execution of the mission is precision navigation. Precise aircraft navigation information such as velocity is the basis of the stability control of the UAV [1–5]. The most commonly techniques used to obtain vehicle velocity include the inertial navigation system (INS) [6–8], global position system (GPS) [9,10], geomagnetic...
navigation and a GPS/INS [11–13] integrated navigation system. However, the methods mentioned above have problems such as integral and cumulative error, signal loss and the possibility to be interfered by continuously changing electromagnetic signal. With the advantages of low cost, rich navigation information, and strong anti-electromagnetic interference capability, vision navigation has undergone a great development in recent years and can be a good alternative to the common navigation system [14,15].

To obtain precise vehicle velocity, optical flow algorithm is an important method used in vision navigation. The so-called optical flow is a series of information of an object in changing images formed on the retina of a human or insect when they observe the moving object. In flight, birds and insects are inspired by optical flow to control the velocity of flight, avoid obstacles, land and take off autonomously [16]. The concept of optical flow was first proposed by Gibson [17]. Later, Poggio and Reiehardt presented an approach to compute the motion of each pixel in an image [18], which can be considered a rough flow method. The first practical optical flow model was established by the classical work of Horn and Schunck (HS) [19]. It assumes that the brightness of a pixel keeps constant during a short time interval, which is known as the brightness constancy assumption (BCA) [20]. Optical flow not only provides important information about the unknown environment, but also helps to determine the direction and the velocity of the aircraft. Due to this characteristic, optical flow is one of the primary techniques for UAV navigation. Optical flow can be widely used for obstacle detection and collision avoidance. Meanwhile it can help to calculate the velocity of global movement.

Nowadays, the mainstream optical flow calculation techniques include the frame differential method [21], pyramid Lucas Kanade (LK) algorithm and convolution network-based optical flow algorithms [22]. Aiming at a nonlinear controller for a vertical take-off and landing of UAV, the measurement of the average optical flow is exploited to enable hover and landing control on a moving platform. The average optical flow is obtained from a textured target plane. An embedded inertial measurement unit provides additional information for derotation of the flow and to have precise output based on pyramid LK algorithm [23]. To calculate dense optical flow, rich descriptors are integrated into the variational optical flow [24]. A dense optical flow field, which almost has the same high accuracy as variational optical flow, can be estimated. Reaching out to new domains of motion analysis, the solution of the dense sampling problem can be done [25]. Based on the derived objective function in optical flow calculation, which formalizes the median filtering heuristic, Sun and his team integrate flow estimations over large spatial neighborhoods and preserve motion details well [26]. Basically, the optical flow calculation methods mentioned above improve the accuracy of outputs by ameliorating the calculation process.

In the Horn and Schunck algorithm [19], it is assumed that the optical flow field satisfies the constraints of global smoothness based on satisfying the basic optical flow equation. Smoothing constraints are applied to the whole optical flow field. It is based on dense optical flow computation. Each object point of the figure should be calculated, in order to obtain the optical flow vector of the points. However, in spare optical flow computation, only the point which can describe the motion characteristics of moving objects should be calculated. So, if the dense optical flow computation is used in our algorithm, the image processing speed of this method is sometimes slower than the input speed of video image sequence. The system processing is not real-time, and the algorithm calculation is complex. Also, spare optical flow computation improves the speed and efficiency of the operation. LK algorithm is one of the optical flow algorithms that are based on spare optical flow computation. The accuracy of dense optical flow is better than that of spare optical flow computation. The goal what we want to reach is to improve the accuracy of optical flow and velocity calculation. So, LK algorithm is more suitable for the experiment in the research.

In the semi-visual odometry developed by the Scaramuzza lab [27], pyramid LK algorithm is also applied to some extent. According to the assumption of invariant gray level, frame-to-frame pose estimation is realized by minimizing the gray value error of pixels. At the same time, the pyramid processing method is used to do the estimation. It starts from the top of the pyramid, and the results of
the upper layer are taken as the initial values of the next layer, which are the same as the idea of the Pyramid LK. This method can improve the accuracy of the algorithm.

However, these algorithms are not adaptable enough to accurately calculate the velocity of aircraft in complex environments, where people and other objects like animals and cars, which have motions relative to the ground, may lead to extra pixel movement. Environment noises resulting from interference of moving objects may result in wrong optical flow values and reduce the accuracy of vehicle velocity calculation. Optical flow method judges the movement of objects according to the movement of pixels between images. With the ground as the reference frame, if the objects on the ground remain unchanged during the UAV flight, the calculation result only includes the UAV flight speed. However, if the target takes the ground as the reference frame and has relative motion, the calculation result of optical flow method will include the target moving at the same time, thus introducing errors. When the velocity error is large, the navigation will be greatly disturbed.

During the velocity calculation, there may be some moving objects inevitably in the two adjacent images captured by the UAV, such as people, animals, vehicles, etc. Indeed, motions captured by the UAV can be divided into two parts; global motions caused by the changes of background and local motions caused by moving foreground in the scene. As these motions have different speeds, the local motion may have serious impact on optical flow values. Considering these complex environments in optical flow calculation, this paper proposes an improved pyramid LK optical flow algorithm by combining Mask-R-CNN (Mask Region-based Convolutional Neural Network) [28] and K-Means [29] to reduce the impacts of extra moving pixels. The main contributions of the paper are as follows:

1. Train the weights of Mask-R-CNN based on COCO dataset [30] to create moving target recognition;
2. Based on the trained NN (Neural Network) model, recognize the objects with motions relative to the ground, and cover them with mask and preserve the background at the same time;
3. Use pyramid LK algorithm to deal with the processed images;
4. Add a mask on the moving object to enhance the similarity between background pixels and object pixels, so only the global motion is completely retained, and the error caused by the moving object can be reduced [31].

As the original image is processed by Mask-R-CNN, some information of the image is lost. Thus, singular optical flow values may appear when calculated by pyramid LK algorithm. Then, the K-Means method is used to cluster the optical flow values to get correct optical flow data, which are calculated based on global motion in the processed images. It is the basic principle to obtain precise vehicle velocity.

The paper is organized as follows: the improved optical flow algorithm based on Mask-R-CNN and K-Means is given in Section 2. Section 3 gives the results of experiment and comparisons to show that the proposed algorithm can enhance the accuracy and reliability of vehicle velocity calculated by optical flow. The paper ends with a conclusion in Section 4.

2. Algorithm Design

When pyramid LK algorithm is used for velocity calculation, local moving pixels may sometimes lead to wrong optical value. Therefore, large singular values would occur during calculation. Further, it affects the precision of UAV velocity in vision navigation system. So, Mask-R-CNN is introduced to perform object instance segmentation, in order to recognize and cover the objects with local movements. Additionally, K-Means clustering method can eliminate the singular optical values calculated by pyramid LK algorithm. The process is shown in Figure 1.

2.1. Pyramid LK Algorithm

The optical flow algorithm can be used to calculate the instantaneous velocity by comparing the corresponding features in two adjacent images. It estimates the optical flow value based on the assumption that the brightness of the feature pixel points does not change [32] between two adjacent images. The instantaneous velocity is called the optical flow vector.
where the solution of equation that means the moving velocity is called optical flow.

Equation (1) can be expanded by Taylor series:

\[
E(x + u\Delta t, y + v\Delta t, t + \Delta t) = E(x, y, t)
\]  

where \(x\) and \(y\) represent the horizontal and vertical positions of pixel points respectively, and \(E(x,y)\) represent the brightness of point \((x,y)\) at time \(t\).

The brightness along the trajectory does not change. The equation can be expanded as:

\[
\frac{dE(x, y, t)}{dt} = 0
\]  

The differential form of Equation (2) is:

\[
\frac{\partial E}{\partial x} \frac{dx}{dt} + \frac{\partial E}{\partial y} \frac{dy}{dt} + \frac{\partial E}{\partial t} = 0
\]  

When the gray value of the image changes with the three variables of \(x, y, t\), the left side of the Equation (1) can be expanded by Taylor series:

\[
E_x u + E_y v = -E_t
\]  

where \(\frac{dx}{dt} = E_x\), \(\frac{dy}{dt} = E_y\) denote the horizontal and vertical gradient of pixel; \(\frac{dt}{dt} = E_t\) is the time gradient of a pixel; \(\frac{dx}{dt}\) and \(\frac{dy}{dt}\) are the horizontal and vertical components of the velocity vector, which is called optical flow.

Due to the negligible time, motions between two frames can be regarded as linear in a relatively short time, thus \(\frac{dx}{dt} = u\), \(\frac{dy}{dt} = v\).

If the equation is set up with \(N\) identical pixels, the following can be obtained:

\[
\begin{bmatrix}
E_{x1} & E_{y1} \\
E_{x2} & E_{y2} \\
\vdots & \vdots \\
E_{xN} & E_{yN}
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix} =
\begin{bmatrix}
E_{t1} \\
E_{t2} \\
\vdots \\
E_{tN}
\end{bmatrix}
\]  

where the solution of equation that means the moving velocity \(u\) and \(v\) is easy to calculate.
The precision of LK algorithm is not adequate when processing two adjacent images. To solve this problem, the Gaussian image pyramid technique is introduced, which satisfies the small motion hypothesis by continuously subdividing the velocity and improves the noise immunity of the algorithm. The core idea of the pyramid LK algorithm is to construct the image to be compared into an image sequence with a resolution ranging from small to large. Firstly, the image with a low resolution is calculated, and then the result is iterated as the initial value to the image with a high spatial resolution. That is, from the top layer of the pyramid to the bottom layer until the lowest value of optical flow value is calculated. The process of pyramid LK algorithm is displayed in Figure 2.

**Figure 2. Pyramid LK algorithm.**

**Step 1**: for the adjacent reference frame and the current frame in the image sequence, the levels of different resolutions are sampled according to the decreasing precision, and the original image is taken as the base of the pyramid \((L = 0)\). When the image is divided into a certain level, the motion parameters with large displacement will become small enough to meet the constraints of optical flow calculation.

**Step 2**: calculation, and in turn down from the top layer set \(g_L\) as \(L\) initial estimate optical flow vector, \(\Delta f_L\) as optical flow calculated in \(L\) layer as a result, the mapping relationship of between the layers is:

\[
g_{L-1} = k(g_L + \Delta f_L) \quad (6)
\]

**Step 3**: set the total number of pyramid layers as \(N\) and initialize the optical flux \(g_{N-1} = 0\) at the top of the pyramid. The motion parameter of the original image can be obtained by calculating from the top down as:

\[
f = g_0 + \Delta f_0 = \sum_{L=0}^{N-1} k_L \Delta f_L \quad (7)
\]

**Step 4**: by taking the modulus of the two velocity components obtained from equation (9), the global motion parameter estimation results can be obtained:

\[
\begin{aligned}
x &= |u| \\
y &= |v|
\end{aligned} \quad (8)
\]

2.2. K-Means

Clustering algorithm can be used in pattern recognition, image processing, machine learning and statistics. One of the most popular clustering methods is the K-Means algorithm, where clusters are identified by minimizing the clustering error. When using the K-Means algorithm for clustering, it does not need to know the category of data in advance, but only needs to classify according to the distance or similarity between data. So, it is an unsupervised clustering algorithm [33].

K-Means clustering algorithm is an algorithm based on partition, and the data is divided into \(k\) preset clusters, \(k < n\). Each cluster is represented by a clustering center, denoted by \(\{C_i\}_{i=1}^{k}\). After obtaining the clustering center of each cluster, all data are mapped to a certain clustering center, that is, the cluster where the clustering center is added. Finally, all data will be divided into corresponding clustering centers, and \(k\) clusters will be obtained, denoted as \(\{S_i\}_{i=1}^{k}\).
Assuming the data-set as $D = \{ x_i \}_{i=1}^n$, $x \in \mathbb{R}^d$, and the objective function is:

$$I(S) = \arg\min \sum_{i=1}^n \sum_{x \in S_i} \|x - c_i\|_2$$

(9)

$$c_i = \frac{1}{|S_i|} \sum_{x \in S_i} x$$

(10)

where $|S_i|$ means the quantity of the sample in category $S_i$.

Generally, K-Means clustering algorithm adopts iterative strategy to solve the local optimal solution of the objective function. The clustering process is shown in Table 1.

| Step 1 | Set a predetermined RoI for each point in this feature map to achieve multiple candidate points: $N$ points: |
|--------|--------------------------------------------------|
| Step 2 | Calculate which category each point belongs to $K$ center points: Find all the data points that belong to this category Modify the coordinates to the coordinates of the center point |
| Step 3 | K-Means algorithm does not converge |
| Step 4 | Output |

The result of pyramid LK output is optical flow value, denoting the movement of pixel. The K-Means clustering algorithm is used to cluster the results into three categories; namely, smaller value, moderate value and larger value. The moderate value is selected as the correct result, which reduces the bad influence of the wrong optical flow value and reduces the error of speed.

2.3. Mask-R-CNN

Mask-R-CNN is a conceptually simple and flexible method for object instance segmentation. A region proposal network (RPN) is utilized for region of interest extraction [31]. While predicting the box offset and class for each region of interest, it outputs a binary mask. FCN (Fully Convolutional Network) can be applied to each region of interest (RoI) for the prediction of a segmentation mask, since the mask directly presents the correspondence between pixels by convolution [34–36]. The framework of Mask-R-CNN is given in Figure 3.

Figure 3. Mask-R-CNN framework for instance segment.
The specific procedure of the Mask-R-CNN is as follows.

**Step 1:** input of the normalized captured image into the pre-trained network in order to get the corresponding feature map.

**Step 2:** set a predetermined RoI for each point in this feature map to achieve multiple candidate RoIs.

**Step 3:** feed the candidate RoI into the RPN network for binary classification (foreground or background) and Bounding Box regression; part of the candidate RoIs are then filtered out.

**Step 4:** RoIAlign operation is performed on the remaining RoIs (that is, the pixel of the original image and the feature map is first corresponded, and then the feature map is corresponded to the fixed feature).

**Step 5:** classify these RoIs, do Bounding Box Regression, and make MASK generation (FCN operation in each RoI);

Ultimately, there are three branches generated, which contain the information to predict reg-layer, cls-layer and object mask. Then, the first two branches are used for bounding-box classification and regression in parallel. The third branch is used to output the binary mask of the objective feature \([36,37]\).

### 2.4. Pyramid LK Algorithm Based on Mask-R-CNN and K-Means

The framework has been introduced in the top of Section 2. In this part, the process of the improved algorithm is given in detail. In this paper, vehicles and people, which would often produce locally moving targets in the road taken by the UAV, are presupposed as recognizable and masked targets, as well as trees and buildings, which would not move, are under special circumstances. Therefore, when recognizing, targets such as trees and buildings are not taken as objects of recognition.

**Step 1:** input of the normalized image captured by UAV into the main network as Figure 4.

![Figure 4. Two adjacent images captured by UAV: (a) the first image; (b) the second image.](image)

**Step 2:** feature extraction and generation of regions of interest.
The image is sent to the main network to extract the data, and then the region proposal network is used to find the region of interest. Subsequently, a layer called RoIAlign is adopted, which accurately aligns the extracted features with the input to improve the accuracy of the object mask \([38]\).

**Step 3:** propose the box offset, the class, and the mask. The result of Mask-R-CNN is displayed in Figure 5.

**Step 4:** determine the color of the mask. Several background pixels are sampled around the target. The RGB (Red Green Blue) values of the pixels are extracted, and then the average values of R, G and B channels are obtained respectively. These three values are used to increase the RGB value of the mask.

**Step 5:** cover the objects that have relative motion with masks in a similar color as shown in Figure 6. The introduction of similar color masks can bring a part of the correct optical flow. There are still erroneous optical streams at the edge of the mask. If the positions of the object are ignored, plenty of the correct optical flow values are abandoned. Therefore, the playback method of changing the pixel color to benign color retains more correct optical flow value than the playback method of directly
ignoring the pixel position. The results of this method are more accurate. In this way, the similarity between pixels can be enhanced and extra pixels movement has less impact on optical flow calculation.

![Figure 5. The results of Mask-R-CNN.](image)

![Figure 6. Cover the objects with similar color.](image)

**Step 6:** input two consecutive frames of processed images into the pyramid LK algorithm.

**Step 7:** by selecting appropriate N and K, the calculated optical flow direction in the N layer can be obtained from Equation (5), and the initial optical flow estimation vector of the next layer can be obtained by substituting it into Equation (6). At last, the iterative calculation of Equation (7) is carried out once to obtain the optical flow estimation vector of the original image sequence and obtain the optical flow value result \([39,40]\).

**Step 8:** input the optical flow matrix calculated by pyramid LK algorithm into the K-Means clustering algorithm and select the class closest to the real optical flow value.

2.5. **Practical Analysis of the Algorithm**

The flight speed of the UAV and the sampling rate of the camera affect the accuracy of the algorithm. These two experimental parameters are mutually compatible in order to make the experiment satisfy the conditions of optical flow calculation. If the flight speed of the aircraft is slow, the higher the frequency of image acquisition and the smaller the movement between the two frames at the same flight speed, the more accurate the calculation will be. If the sampling rate of the camera is too low, the flight speed of the aircraft should be reduced appropriately to satisfy the computational condition of continuous small motion between two frames of images. Thus, if these parameters are suitable, the algorithm can be useful in velocity calculation. Mask-R-CNN recognition weights need powerful GPU (Graphics Processing Unit) training when they are trained, but when the training weights are used directly for target recognition, only the CPU (Central Processing Unit) can be used to process them. Thus, the algorithm can be applied for real-time practical experiments.
3. Experiments and Evaluation

3.1. Experimental Equipment

To validate the performance of the proposed algorithm for velocity calculation in vision navigation, a practical experiment based on an UAV was carried out in the campus of North University of China, Taiyuan, China. In the experiment, the flight speed of our UAV was about 8.4 m/s. The optical flow sensor was calibrated by the method proposed in reference [41], and the internal and external parameters of the sensor were obtained. The NovAtel ProPak6 GPS was used in this experiment as the high-precision speed and position reference. After calculation, about 50 pixels were moved between the two frames. The parameters of cameras and reference are shown in Table 2. The experimental facilities are shown in Figure 7.

Table 2. Parameters of experimental equipment.

| Optical Flow Camera | GPS |
|---------------------|-----|
| Sensor brand        | Sony IMX179 |
| Sensor category     | CMOS |
| Lens size           | 1/3.2 inch |
| Pixel size          | 1.4 µm |
| Focal length        | 10 mm |
| Sampling rate       | 30 Hz |
| Resolution          | 1280 × 760 |
| Brand               | ProPak6 |
| Position accuracy   | 1 cm + 1 ppm |
| Velocity accuracy   | 0.03 m/s |
| Time accuracy       | 20 ns |

Figure 7. Experimental facilities.

3.2. The Evaluation of the Improved Optical Flow Algorithm for Velocity Calculation

To evaluate the performance of the proposed method in moving objects recognition, the addition of similar color masks, as well as the final velocity calculation based on optical flow, three kinds of typical application circumstances are considered in our experiments, which are explained in detail as follows. As the main purpose of our algorithm is to weaken the influence of the moving objects on the velocity calculation based on optical flow, the application circumstances are cautiously chosen as different cases exist for different moving objects.

Besides, the proposed pyramid LK algorithm based on MASK-R-CNN and K-Means (LK + MCR + KM) is investigated to evaluate the performance of velocity calculation, with three other algorithms
pyramid LK algorithm (LK), pyramid LK based on Mask-R-CNN (LK + MRC), and pyramid LK based on K-Means (LK + KM) for comparison.

In the experiment, in order to verify the experimental results more conveniently and rationally, only one positive direction (X direction or Y direction) of the pixel movement is carried out in one experiment. Therefore, the accuracy of the results can be demonstrated by decomposing the vectors and extracting only the values of the experimental direction and comparing the decomposition results with the standard values. If the calculation results are correct, the direction of the vector should be the same as the direction of the moving pixels. That is, there are no components in other directions. Then, the velocity error can be calculated.

3.2.1. Experiment One in the Normal Application Circumstance

Experiment 1 is executed in normal application circumstance with many cars and few persons. Mask-R-CNN helps to recognize the objects and the RGB of the masks, as it made it the same as the background. The progress of dealing with the images is shown in Figure 8.

![Figure 8](image-url)

**Figure 8.** (a) Image in experiment 1; (b) the result of instance segmentation; (c) covering the objects with similar color masks.

The comparison of the four different algorithms in velocity calculation is illustrated in Figure 9. Meanwhile, in order to prove the superiority of the proposed algorithm, the quantitative comparisons with other algorithms are listed in Tables 3 and 4.

| Algorithm                        | LK          | LK + Mask-R-CNN | LK + KM | LK + Mask-R-CNN + KM |
|----------------------------------|-------------|-----------------|---------|----------------------|
| RMSE                             | 2.1632      | 2.1121          | 1.1781  | 0.6845               |
| STD                              | 1.5276      | 1.5522          | 0.8628  | 0.5011               |

Table 3. Velocity errors of four algorithms in the X direction.
To prove the superiority of the proposed algorithm, the quantitative comparisons with other algorithms are listed in Tables 3 and 4. The addition of the Mask-R-CNN algorithm eliminates the large deviation caused by relative motion because it covers the objects, while the K-Means clustering algorithm makes the velocity curve closer to the basic value and reduces the impact of the wrong optical flow. It means that the proposed algorithm performed better than the other three algorithms and can be applied to the enhancement of velocity calculation precision.

It can be easily seen from Tables 3 and 4, that compared to the normal pyramid LK algorithm and pyramid LK based on K-Means algorithm, the performance of the proposed method was largely improved, which is illustrated by the increase in the accuracy the decrease in the dispersion degree of data. Specifically, decrease of the standard deviation means that the results are more average and concentrated, which indicates that the velocity result are more stable. The least RMES obtained by the proposed method implies that its velocity calculation accuracy is superior to the other three algorithms and can be applied to the enhancement of velocity calculation precision.

3.2.2. Experiment Two in the Circumstance with Many Moving Objects

Experiment 1 considers the scene mainly with many cars. Compared with people, the moving direction of the cars is relatively assured. In order to verify the algorithm application in complex circumstance, experiment 2 is carried out in normal light with many people and other moving objects. Compared with the first experiment, experiment 2 is more complicated, because people have uncertain moving velocities and directions. The progress of dealing with images is shown in Figure 10.

The comparison of the four different algorithms in velocity calculation is illustrated in Figure 11. To prove the superiority of the proposed algorithm, the quantitative comparisons with other algorithms are listed in Tables 5 and 6.

Figure 9 shows the velocity error comparison after the joint of clustering algorithm and Mask-R-CNN. Also, it indicates the improvement of velocity accuracy in X and Y direction in four algorithms. The addition of the Mask-R-CNN algorithm eliminates the large deviation caused by relative motion because it covers the objects, while the K-Means clustering algorithm makes the velocity curve closer to the basic value and reduces the impact of the wrong optical flow. It means that the proposed algorithm performed better than the other three algorithms and can be applied to the enhancement of velocity calculation precision.

Table 4. Velocity errors of four algorithms in the Y direction.

|             | LK                  | LK + Mask-R-CNN     | LK + KM               | LK + Mask-R-CNN + KM |
|-------------|---------------------|---------------------|-----------------------|----------------------|
| RMSE        | 1.6447              | 1.4352              | 1.0739                | 0.5677               |
| STD         | 1.1686              | 1.0039              | 0.7867                | 0.4155               |

Table 5. Velocity errors of four algorithms in the X direction.

|             | LK                  | LK + Mask-R-CNN     | LK + KM               | LK + Mask-R-CNN + KM |
|-------------|---------------------|---------------------|-----------------------|----------------------|
| RMSE        | 3.6609              | 2.6738              | 2.0163                | 1.1772               |
| STD         | 2.5952              | 1.8290              | 1.4750                | 0.8150               |
uncertain moving velocities and directions. The progress of dealing with images is shown in Figure 10.

Figure 10. (a) The image in experiment 2; (b) the result of instance segmentation; (c) covering the objects with similar color masks.

The comparison of the four different algorithms in velocity calculation is illustrated in Figure 11.

To prove the superiority of the proposed algorithm, the quantitative comparisons with other algorithms are listed in Tables 5 and 6.

Table 5. Velocity errors of four algorithms in the X direction.

|                | LK       | LK + Mask-R-CNN | LK + KM | LK + Mask-R-CNN + KM |
|----------------|----------|-----------------|---------|-----------------------|
| RMSE           | 3.6609   | 2.6738          | 2.0163  | 1.1772                |
| STD            | 2.5952   | 1.8290          | 1.4750  | 0.8150                |

Although, there are more moving objects in the second scene than in the first one, the results are more fluctuant. However, it still performs better than the original algorithm. In complex environment, the proposed algorithm still has a good performance in velocity calculation. It can still recognize cars, people and other objects that are moving. Then, it calculates the optical value and the high of the images using only global motions. It reduces the quantity of singular optical value and makes the velocity error curve smoother and steadier than the original pyramid LK algorithm. The proposed algorithm also applies to where many people are walking. Also, it performs well in enhancing the accuracy and stability of vehicle velocity calculation. So, the improved pyramid LK algorithm is suitable for velocity calculation in complex environment with higher precision.
3.2.3. Experiment Three in the Circumstance with Dim Light

Working in dim-light environment is a great test for the UAV vision navigation system. It should be proved whether it can still keep high-precision velocity calculation in the environment with insufficient light. So, the last experiment is carried out in dusk with dim light to verify the proposed algorithm application in this environment. The effect of the instance segmentation and masks covering is shown in Figure 12.

![Figure 12](image1.png)  
(a) The image in experiment 3; (b) the result of instance segmentation; (c) covering the objects with similar color masks.

It can be directly seen from Figure 12 that in dim light, Mask-R-CNN can recognize moving objects even though it is difficult for human eyes to do so. It then covers them with similar color masks, thus enhancing the similarity between pixels. The comparison of the four different algorithms in velocity calculation is illustrated in Figure 13. To prove the superiority of the proposed algorithm, the quantitative comparisons with other algorithms are listed in Tables 7 and 8.

![Figure 13](image2.png)  
(a) Velocity error in X direction of experiment 3; (b) velocity error in Y direction of experiment 3.
In the third experiment with dim light, the result of the other three algorithms is more fluctuant. The proposed algorithm performs well with stability and few errors. In dark environment, the proposed algorithm can still recognize the moving objects and cover them with dark masks. Then, it calculated the optical value and vehicle velocity by the images. It can be seen from Figure 13 that the original pyramid LK algorithm calculates the velocity with more errors in dark environment than that in normal light. However, the proposed algorithm can determine the correct pixel movement even in dim light and calculate the speed of the vehicle with higher precision.

4. Conclusions

Velocity is one of the main parameters in visual navigation and the improvement of its accuracy is beneficial for promoting the development of visual navigation. An improved optical flow algorithm based on Mask-R-CNN and K-Means is studied in this paper to enhance the performance of velocity calculation in visual navigation. By integrating the technique of Mask-R-CNN and K-Means, the proposed algorithm can effectively rule out the outliers of optical flow values by reducing the effect of the dynamic objects in UAV captured images with similar color mask. More importantly, it can largely improve the accuracy of velocity with relatively correct optical flow values. The performance of the proposed algorithm is validated by an unmanned aerial vehicle flight experiment in the campus of North University of China. The experimental results demonstrate that dynamic objects on captured images can effectively be recognized and covered, and its side effect on optical flow and velocity calculation can be largely reduced, resulting in more optimal accuracy and reliability compared with traditional optical flow-based methods.
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