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Abstract

At the end of Moore’s law, new computing paradigms are required to prolong the battery life of wearable and IoT smart audio devices. Theoretical analysis and physical validation have shown that analog signal processing (ASP) can be more power-efficient than its digital counterpart in the realm of low-to-medium signal-to-noise ratio applications. In addition, ASP allows a direct interface with an analog microphone without a power-hungry analog-to-digital converter. Here, we present power-efficient analog acoustic features (PEAF) that are validated by fabricated CMOS chips for running audio recognition. Linear, non-linear, and learnable PEAF variants are evaluated on two speech processing tasks that are demanded in many battery-operated devices: wake word detection (WWD) and keyword spotting (KWS). Compared to digital acoustic features, higher power efficiency with competitive classification accuracy can be obtained. A novel theoretical framework based on information theory is established to analyze the information flow in each individual stage of the feature extraction pipeline. The analysis identifies the information bottleneck and helps improve the KWS accuracy by up to 7%. This work may pave the way to building more power-efficient smart audio devices with best-in-class inference performance.

Index Terms: Analog systems, audio classification, power efficiency, information theory

1. Introduction

The emerging and expanding wearable and IoT market requires extremely power-efficient electronics for prolonged continuous operation with tiny batteries and/or energy harvesting. Audio devices like wireless stereo earbuds and active noise canceling earbuds, and other wearable like watches and glasses, can benefit from smart acoustic interfaces for gesture-free voice control. Such interface typically comprises always-on functionalities such as voice activity detection (VAD), wake-word detection (WWD), keyword spotting (KWS), etc. As always-on functionalities, the power efficiency of their hardware implementation dramatically affects the overall system battery life, especially when the power-hungry blocks triggered by them are heavily duty-cycled.

With 3nm process looking to be in mass production in 2022/2023, the 50 years of silicon scaling will end in this decade. Not only the active power reduction associated with transistor feature size shrinkage is soon finished, but also the severe leakage problem in advanced technology nodes largely compromises the power efficiency. Other than the dominant digital signal processing (DSP), new computing paradigms are being actively explored, and analog signal processing (ASP) is one promising alternative. The power advantage of ASP is twofold. Firstly, theoretical analysis [1] and experimental validation [2, 3] show that ASP is more power efficient than its digital counterpart [4, 5] implementing algorithms like Mel-frequency cepstral coefficient (MFCC) when low-to-medium signal-to-noise ratio processing is sufficient. Secondly, ASP can directly interface with an analog MEMS microphone [2, 3], avoiding a power-consuming high-precision analog-to-digital converter (ADC) [6]. Recent chip implementations of ASP-based acoustic feature extraction focusing on the VAD functionality [2, 3] have showed the extreme low power consumption from nanowatts to microwatts with inference accuracy comparable to that of MFCC-based features.

In this work, linear [2] (L-PEAF), non-linear [3] (N-PEAF), and proposed learnable power-efficient analog acoustic features (Learn-PEAF) are evaluated on WWD and KWS, which are highly sought-after functionalities in many wearable and IoT devices. Given that the PEAF variants have spike output in the feature extraction pipeline, spiking neural networks [7, 8] seem to be the natural candidate as the classifier. But we use artificial neural networks because of the state-of-the-art energy efficiency in their hardware implementations. Inspired by a learnable audio frontend (LEAF) [9] intended for improving DSP-based feature extraction, we devise a novel analysis method based on information theory and use it for the learnable PEAF design. Our experimental validation on both WWD and KWS shows improved inference performance with appreciable power reduction. Fig. 1 shows all the considered features in this work.

2. Methods

![Figure 1: Scheme of all the compared features in this paper. STFT: Short Term Fourier Transform, DCT: Discrete Cosine Transform, PCEN: Per Channel Energy Normalisation, BPF: BandPass Filters, IAF: Integrate And Fire encoder, L-: Linear, N-: Non-linear, PEAF: Power Efficient Analog Features.](image-url)
Digital handcrafted (MFCCs) and learnable (LEAFs) features are compared to linear (L-PEAF), non-linear (N-PEAF), and learnable (Learn-PEAF) analog features.

2.1. (Reference) digital features

Due to our ambition to compare the performance and power efficiency of features on fabricated chips, we have chosen MFCC reference implementation [5] with twenty Mel-frequency bands and ten coefficients. LEAF is a method that outperforms MFCC in multiple tasks, but its neural network based implementation [9] has not provided power measurements and we thus excluded it from comparison. Instead, we used the LEAF representation in information theory-based analysis (Sections 2.5 and 3.1) to identify suboptimal stages in analog feature computation.

2.2. Analog features

Fig. 1 shows the schema of analog feature computation that follows the human cochlea processing. The computation comprises three basic operations: 2nd-order bandpass filtering, an activation function, and spike generation based on Integrate-and-Fire (IAF) encoding. The IAF acts as a biological neuron, accumulating a certain amount of electrical charge and releasing a voltage spike after reaching a certain threshold. We call the analog feature extraction with an absolute value activation function “L-PEAF”, given its piece-wise linear nature and the linearity requirement on circuit implementation [2]. On the contrary, a version with a clipped exponential activation function is tagged “N-PEAF”, which can be implemented with a limiting amplifier and a single voltage-to-current conversion transistor [3]. The output of the IAF encoder can be directly used for spiking neural networks [7] or counted in frames and used as a 2D feature like the MFCC.

Learnable PEAF, named “Learn-PEAF”, is our proposed improvement to the actual L-PEAF schema. It has an additional first-order low pass filter (per channel) before the IAF and a PCEN step before entering the digital classifier. All the PEAF features have built-in and fixed parameters, for example, the center frequency of the bandpass filters. The proposed Learn-PEAF feature schema was simulated using PyTorch. This allows to automatically differentiate the PEAF frontend, and the gradient can be back propagated through the classifier and frontend, allowing to optimise PEAF’s parameters.

2.3. Digital deep learning classification

We evaluate the different features on multiple classifiers for scaling analysis and robust results. The employed classifiers have different neural network architectures with growing classification capacities: A) a small version of EfficientNetV2 [10] (Fig. 2), B) LeNet-5 [11], C) a depthwise separable CNN (DS-CNN) [12] and D) EfficientNetB0 [13]. All the classifiers are trained using Adam optimization [14] with default learning rate, and SpecAugment [15] is used as data augmentation. A scheduler reduces the learning rate geometrically by e-0.01 after 100 epochs for the small neural networks (A,B) and 50 for the large ones (C,D).

2.4. Power consumption estimation

The power consumption of the L-PEAF and the N-PEAF can be estimated from the fabricated chips [2,3]. The power consumption of the digital MFCC features can be estimated from [5], plus an ADC’s contribution [6]. The power consumption of the

Learn-PEAF is obtained by estimating that the 1st-order low-pass filter consumes the same as the bandpass filters (16% of the L-PEAF [2]), and a possible simple DSP-based PCEN adds another 10%. The power consumption estimates are summarized in Table 1.

Table 1: Power consumption of the different features.

| Feature | Power |
|---------|-------|
| MFCC [5] + ADC [6] | 0.34 + 7.2 = 7.5 μW |
| N-PEAF [3] | 0.072 μW |
| L-PEAF [2] | 0.38 μW |

To estimate a lower bound of the power consumption of the classifiers, the energy efficiency from one state-of-the-art neural network processor $E_{eff} = 36.5 \cdot 10^{12}$ OPS/W is used [16]. Table 2 summarizes the power consumption of the considered classifiers. The classifiers’ power is calculated by equation 1, where $N_{OPS}$ is the number of operations done by the neural network model, $FR$ is the frame rate. We choose $FR = 10$ fps for WWD and $FR = 30$ fps for KWS.

$$P_{tot} = P_{feat} + P_{class} = P_{feat} + \frac{N_{OPS} \times FR}{E_{eff}} \quad \text{(1)}$$

Table 2: Power consumption estimates of the classifiers for the MFCC with 10 coefficients.

| Classifier | KWS Power | WWD Power |
|------------|-----------|-----------|
| A) Mini-EfficientNet (Fig. 2) | 0.097 μW | 0.079 μW |
| B) LeNet-5 [11] | 0.34 μW | 0.30 μW |
| C) DS-CNN [12] | 8.3 μW | 5.4 μW |
| D) EfficientNet [13] | 48 μW | - |

2.5. Information theory

Information theory is used to compare the different features to identify the bottleneck operation in the feature computation. The tool used is the Shannon Entropy [17]:

$$S_{Shannon} = - \sum_{i=0}^{N} p_i \log (p_i) \quad \text{(2)}$$

with $p_i$ the probability of the data distribution. The estimation of the data distribution in the features can be done in multiple ways. To retain the spatial information of the features this
work encodes spatial information by giving each data point a unique identifier (an integer) in a second dimension. This two-dimensional object is defined as:

\[
\text{Encoded feature} = (\text{Flattened feature}^T, \text{linspace}(1,N)^T) \tag{3}
\]

with “data-point value” and “spatial label” dimensions. This two-dimensional object is then fitted with a two-dimensional histogram to obtain an estimation of the \( p_i \)’s. This method should be seen as an approximation, as there is currently no universally acceptable way to extract entropy for matrices without probability priors. The proposed method of histogram computation also requires more research; some initial exploration is presented in [18].

3. Experimental Results

In all our experiments, digital MFCCs with various digital classifiers and known overall power consumption was the baseline. We evaluated analog PEAF with the same digital classifiers.

3.1. Feature analysis and PEAF validation

First, we applied information theory to gain an insight into information flow across feature computation. We hypothesized that comparing the information flows from the MFCCs, LEAFs, and PEAFs could identify “information bottleneck”, and inform the learnable PEAF which steps could benefit from data-driven optimization.

A thousand random samples from the Speech Command dataset V2 [19] with equal class repartition are used for this analysis. The features are separated into their computation steps, and the entropy is computed as described in section 2.5. The average of the entropy on all the samples is then plotted with its standard deviation in Fig.3.

![Figure 3: Comparison of the features at each computation step using information theory on KWS.](image)

The obvious conclusion that can be made out of Fig.3 that the last two steps of the computation of analog features (L-PEAF) are the information bottleneck (more details in sec.4). We tested adjustments in the analog feature computation by replacing them with LEAF’s counterparts to validate it. The IAF was replaced with the Gaussian low pass filters of LEAF. Then, we added PCEN as the last step of the computation. The results in Tab. 3 confirm that Learn-PEAFs outperform L-PEAF with the fixed parameters and also MFCCs. We validated the design of Learn-PEAFs and used the novel proposed features in consecutive experiments.

Table 3: Validation using Learn-PEAF with LeNet (B) classifier on KWS. For every row, one computation step of L-PEAF was replaced sequentially by the LEAF equivalent.

| Parameters                          | Fixed  | Optimized |
|-------------------------------------|--------|-----------|
| L-PEAF (baseline)                   | 79.1%  | -         |
| IAF \( \rightarrow \) Gaussian Low Pass | 81.7%  | 82.8%     |
| Adding sPCEN                        | 82.6%  | 85.1%     |
| Learn-PEAF                          | -      | 86.4%     |
| MFCC                                | 84.8%  | -         |

3.2. Feature comparison for KWS task

We compared digital MFCCs, and analog PEAF variants on the Speech Command dataset V2 [19], with all the 35 different classes and no added noise. Fig. 4 summarizes obtained results.

![Figure 4: Features comparison on KWS.](image)

3.3. Feature comparison for WWD

Evaluating PEAF performance on the second task is two-fold. First, WWD runs on many battery-operated devices, and its power efficiency is critical. Second, Learn-PEAF was fit on the KWS data, and we were interested in evaluating their cross-dataset performance on the different, wake word data.

For WWD, we adopted the open-source experimental setup Howl from Mozilla [20] including the code provided in [21]. The dataset consisted of multiple positive wake words “Hey Firefox” and Common Voice dataset [22] prompts as negative background data. Three hundred fifty actual recordings of “Hey Firefox” were also provided. The noise was added from the MS-Noise dataset [23] at 10dB SNR. The final dataset (training/validation sets) contained 10% positive examples (2700 generated and 300 actual recordings) with a total of 30,000 audio samples of 2.5 seconds. The testing set was composed of 50 actual recordings of “Hey Firefox “, 500 positive generated recordings given by [21], 3500 background noise, and 3500 negative speech samples, both randomly shifted in time.

Fig. 5 shows the ROC curves of different setups. Howl’s performance was evaluated using the pre-trained model (Res-8 small) provided by the author [21]. Fig. 6 shows the accuracy...
4. Discussion

Analyzing Fig. 3 allows understanding of information bottlenecks. The pattern is similar for all the features; the first step extracts as much information as possible. The dimensionality of the features is then reduced, inducing a reduction in information. The MFCC loses a bit of information in the last step. Indeed there are twenty Mel-Frequency bands and only ten final coefficients after DCT. LEAF sees its information increase in mean and variance with the use of PCEN. The output entropy of the MFCC is higher than LEAF, with LEAF having a higher variance. Knowing that the MFCC and LEAF have the same performance on KWS [9], it could be a testament to how the variance in entropy is primordial or an issue with our experimental, theoretical framework. The analog features lose the most information with the spikes computation in the IAF and when counting the spikes. Table 3 shows that all the tested replacements increase the accuracy by a significant amount. Optimizing the parameters of the BPF in the original analog extractor allows for significant and easy to implement improvement. The fully improved Learn-PEAF gains 7.3% in accuracy, surpassing the MFCC. The other comparison points added on Fig. 4 and 6 also show a clear improvement. The increase is clear on KWS and WWD with LeNet (B). Overall this information theory method allowed to get insight into the features and target the computation steps that needed change. A more in depth analysis is required to make it a stable tool.

The results on keyword spotting (Fig.4) indicate that L-PEAF performs worse by about 2 to 5% for all classifiers compared to the digital features. For large classifiers (C,D), the energy consumption of the classifier dominates the total power consumption, and there is no reason to choose L-PEAF or N-PEAF over MFCCs. The accuracy gap increases with the smaller neural network (A,B) for L-PEAF and N-PEAF. Power consumption is around seven times better for all PEAF with LeNet (B) and more than thirteen times greater for the Mini-EfficientNet (A). Learn-PEAF seems to favor the small classifiers (A,B) with the improvement of more than 5% accuracy compared to L-PEAF. The larger neural networks (C,D) show only a 2% accuracy improvement. Overall, Learn-PEAF outperforms the MFCC in the low power domain on both axes.

Fig.5 shows that L-PEAF has the overall best ROC curves, followed by Learn-PEAF closely. Evaluated Howl’s pre-trained system demonstrated a non-competitive ROC curve. A difference in pre-processing could explain it. The weights were used as-is and not retrained. The reported Howl ROC curves are in the same magnitude as our tested results. Apart from the results from N-PEAF, all the ROC curves are close. The accuracy results on Fig.6 demonstrate a potential usage of L-PEAF and Learn-PEAF, with results better than the MFCC. The gain is also evident in energy efficiency for all PEAFs, with a clear energy gap between analog and digital features. N-PEAF could be an alternative for the most power efficient WWD application consuming two times less energy compared to L-PEAF with a 1% accuracy loss. Learn-PEAF outperform all the other features only with LeNet (B). As it was trained with this classifier on keyword spotting, it is interesting to note that it can transfer some of its knowledge to another task. It could be improved further by training its parameters on the WWD task.

One limitation of our comparison is that Learn-PEAF uses a simplified version of the IAF encoder. It was done to increase computing time dramatically and allow the training of the extractor’s parameters. Both L-PEAF and N-PEAF are also simulated numerically, no recording of the real analog chips were taken. This was done in [2, 3]; though only for VAD, the simulation proved to be accurate enough.

5. Conclusions

This paper has presented linear, non-linear, and learnable power-efficient acoustic analog features, and evaluated them on two speech processing tasks demanded in many battery-operated devices: WWD and KWS. The WWD task showed that the analog features outperform the digital ones, with an order of magnitude lower power consumption and competitive classification accuracies.

We argue that the novel information theory-based method introduced in this paper could also be applied for other feature analysis. We have used it to identify the information bottleneck in L-PEAF calculation and, inspired by LEAF, devised a novel learn-PEAF. Learn-PEAF improved the KWS accuracy up to 7% compared to L-PEAF, outperforming MFCCs with less power consumption.

Future works include adapting the processing in the modified stages to feasible integrated electronics implementation and exploring the possibility of directly using spiking neural networks as the classifier after IAF for accuracy improvement.
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