ADDENDUM AND ERRATUM: MAPPING CONES FOR MORPHISMS INVOLVING A BAND COMPLEX IN THE BOUNDED DERIVED CATEGORY OF A GENTLE ALGEBRA

İLKE ÇANAKÇI, DAVID PAUkszTELLO, AND SIBYLLE SCHROLL

Abstract. In this note we correct two oversights in [Mapping cones in the bounded derived category of a gentle algebra, J. Algebra 530 (2019), 163–194] which only occur when a band complex is involved. As a consequence we see that the mapping cone of a morphism between two band complexes can decompose into arbitrarily many indecomposable direct summands.

Let $\Lambda$ be a gentle algebra and consider indecomposable complexes $P^\bullet$ and $Q^\bullet$ in the bounded derived category $D^b(\Lambda)$. In [1], a canonical basis for $\text{Hom}_{D^b(\Lambda)}(P^\bullet,Q^\bullet)$ is given in terms of homotopy string and band combinatorics [3, 4, 5]. Given an element of the canonical basis $f^\bullet \in \text{Hom}_{D^b(\Lambda)}(P^\bullet,Q^\bullet)$, in [6], we compute the decomposition of its mapping cone $M_f^\bullet$ into indecomposable string and band complexes. This is then applied in [7] to give an explicit description of the Ext spaces between indecomposable modules over a gentle algebra. Furthermore, the computation in [6] has been applied in [9] (see also [8]) to give an interpretation of the mapping cone calculus in the context of Fukaya categories of surfaces.

Recall from [1, 6] that if $f^\bullet$ is either a graph map or an element of the homotopy class determined by a quasi-graph map, then $f^\bullet$ is determined by an overlap in the homotopy string or bands corresponding to $P^\bullet$ and $Q^\bullet$; see Section 1 for precise details. Unfortunately, in [6], when at least one of $P^\bullet$ or $Q^\bullet$ is a band complex we made the following oversights.

• The case analysis for elements of the canonical basis corresponding to (quasi-)graph maps was not complete. Namely, we did not consider the cases of (quasi-)graph maps in which the overlap is longer than at least one homotopy band.
• In the case that both $P^\bullet$ and $Q^\bullet$ are band complexes, in the description of $M_f^\bullet$, the resulting combinatorial word may be a nontrivial power of a homotopy band. (In [6], we erroneously claimed the resulting word was a homotopy band.)

In this note, we rectify these oversights. A remarkable consequence of these corrections is that typically the mapping cone of a morphism between two band complexes decomposes into more than one indecomposable direct summand.

Let us briefly outline the content of the note. In Section 1 we discuss the cases omitted from consideration in [6] and set up some notation and terminology to treat them. In Section 2 we describe the mapping cones of graph maps in which at least one indecomposable complex is a band complex, correcting the statements of [6, Prop. 2.9, 2.11 & 2.12]. A key observation here is Lemma 2.5, which explains how to modify the word combinatorics in the case that the resulting word is a nontrivial power of a homotopy band. For this lemma, one needs the hypothesis that the ground field is algebraically closed. In Section 3, we look at quasi-graph maps and extend and correct the statement of [6, Prop. 5.2]. Finally, in Section 4, in light of Lemma 2.5, we correct the descriptions of the mapping cones of single and double maps involving two band complexes, [6, Prop. 3.4 & 4.2]. Throughout this note we shall use the notation and terminology from [6] without further mention.
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1. Finite versus infinite

Throughout this section, $\Lambda$ will be a gentle algebra over $k$. We start by defining the length of a (finite) homotopy string or homotopy band.

Definition 1.1. Let $\sigma = \sigma_n \cdots \sigma_2 \sigma_1$ be a homotopy letter partition of a finite homotopy string or homotopy band. The length of $\sigma$ is $\text{len}(\sigma) := n$. Note that if $\sigma$ is a homotopy band then $\text{len}(\sigma)$ is even and at least 2.

Throughout this note we shall be considering graph maps and quasi-graph maps between indecomposable complexes in the bounded derived category such that at least one of those complexes is a band complex. Let $\sigma$ and $\tau$ be homotopy strings or bands. Recall from [6, §1.4.1] or [1, §3.2],

- if $f^* : Q^*_\sigma \rightarrow Q^*_\tau$ is a graph map then $f^*$ is determined by a (possibly trivial) maximal common homotopy substring $\rho$ subject to certain endpoint conditions; and,
- if $\varphi : Q^*_\sigma \sim \Sigma^{-1}Q^*_\tau$ is a quasi-graph map then $\varphi$ is also determined by a (possibly trivial) maximal common homotopy substring $\rho$ subject to another set of endpoint conditions.

In both cases, we shall refer to the maximal common homotopy substring $\rho$ determining the (quasi-)graph map as the overlap. The length of the overlap $\rho$ is defined as in Definition 1.1 above. If $\sigma$ and $\tau$ are either infinite homotopy strings or homotopy bands, it is possible for the overlap to be infinite.

1.1. The unfolded diagram of a homotopy band. For this section, we refer to [1, §2.2]. Let $\lambda \in k^*$ and suppose $(\sigma, \lambda)$ is a homotopy band. Write $\sigma = \sigma_n \cdots \sigma_2 \sigma_1$, where we assume, for now, without loss of generality that $\sigma_1$ is a direct homotopy letter. Then the unfolded diagram of a homotopy band is an infinite repeating diagram,

$$\cdots \sigma_2 \bullet \lambda \sigma_1 \bullet \sigma_n \bullet \cdots \lambda \sigma_1 \bullet \sigma_n \bullet \sigma_{n-1} \cdots$$

By convention in the following, we shall always assume that the scalar $\lambda$ is placed on a direct homotopy letter. Note that the number of direct homotopy letters in a homotopy band is precisely half the number of homotopy letters.

Given this description of the unfolded diagram, for a homotopy band $\sigma$ we write $\infty \sigma \infty$ for the word formed by infinitely many concatenations of the homotopy band $\sigma$. In particular, overlaps $\rho$ determining (quasi-)graph maps involving a band complex $B^*_\sigma$, are therefore homotopy substrings of the infinite word $\infty \sigma \infty$. In particular, one now immediately sees how overlaps determining (quasi-)graph maps which are ‘longer’ than a homotopy band occur. Below we give an example illustrating both the graph map and quasi-graph map situation.

Example 1.2. Let $\Lambda$ be given by the following quiver with relations.

$$\begin{array}{c}
  & \overrightarrow{c} \overrightarrow{d} \overrightarrow{e} \\
\overrightarrow{a} & \overrightarrow{b} & \overrightarrow{c} \\
\overrightarrow{d} & \overrightarrow{d} & \overrightarrow{d} \\
\overrightarrow{e} & \overrightarrow{e} & \overrightarrow{e} \\
\end{array}$$

Let $\sigma = \overrightarrow{d} \overrightarrow{e} \overrightarrow{a} (\overrightarrow{d} \overrightarrow{e})^2 \overrightarrow{a}$ and $\tau = (\overrightarrow{d} \overrightarrow{e})^2 \overrightarrow{a}$. The following unfolded diagram determines a quasi-graph map $B^*_\sigma \sim B^*_\tau$.

$$\begin{array}{c}
2 & 1 & 3 & 1 & 3 & 1 & 3 & 1 & 3 & 1 & 3 & 2 & 1 \\
1 & 2 & 1 & 3 & 1 & 3 & 1 & 3 & 1 & 3 & 1 & 3 & 1 \\
3 & 2 & 1 & 3 & 1 & 3 & 1 & 3 & 1 & 3 & 1 & 3 & 1 \\
\end{array}$$

where we have indicated in the dotted boxes one copy of each homotopy band. Reading the diagram ‘upside down’ gives an example of a graph map $B_{\tau,1}^\bullet \rightarrow B_{\sigma,1}^\bullet$. In both cases, the overlap $\rho = d\bar{c}ab(d\bar{e})^2a\bar{d}e$ is longer than both homotopy bands.

1.2. Infinite overlaps. In this section, we observe that we do not need to consider when (quasi-)graph maps are determined by an infinite overlap in our analysis. The case when one of $\sigma$ and $\tau$ is a (possibly infinite) homotopy string and the other is a homotopy band can be eliminated immediately for combinatorial reasons; see [6, §1.4.1 & §1.4.4].

If both $\sigma$ and $\tau$ are homotopy bands then the consideration of (quasi-)graph maps determined by an infinite overlap is significantly restricted by the following lemma. The statement and proof in [2] is formulated in terms of the combinatorics of (classical/module-theoretic) strings and bands, but the argument can be modified in a straightforward manner to the combinatorics of homotopy strings and homotopy bands.

**Lemma 1.3** ([2, Lem. 1.2]). Let $\Lambda$ be a gentle algebra. Suppose $(\sigma, \lambda)$ and $(\tau, \mu)$ are homotopy bands. If $f^\bullet: B_{\sigma,\lambda}^\bullet \rightarrow B_{\tau,\mu}^\bullet$ is a graph map or $\varphi: B_{\sigma,\lambda}^\bullet \rightsquigarrow \Sigma^{-1}B_{\tau,\mu}^\bullet$ is a quasi-graph map determined by an infinite overlap $\rho$, then, up to suitable rotation and inversion, $\sigma = \tau$.

**Corollary 1.4.** Let $\Lambda$ be a gentle algebra. Suppose $(\sigma, \lambda)$ and $(\tau, \mu)$ are homotopy bands.

1. If $f^\bullet: B_{\sigma,\lambda}^\bullet \rightarrow B_{\tau,\mu}^\bullet$ is a graph map determined by an infinite overlap, then $f^\bullet$ is an isomorphism. In particular, $\lambda = \mu$.

2. If $\varphi: B_{\sigma,\lambda}^\bullet \rightsquigarrow \Sigma^{-1}B_{\tau,\mu}^\bullet$ is a quasi-graph map determined by an infinite overlap, then $B_{\sigma,\lambda}^\bullet \cong \Sigma^{-1}B_{\tau,\mu}^\bullet$. In particular, $\lambda = \mu$.

Corollary 1.4 means, therefore, that whenever we have a (quasi-)graph map between band complexes determined by an infinite overlap, either the mapping cone is zero (in the case of a graph map), or else the mapping cone is the middle term of the Auslander–Reiten triangle (in the case of a quasi-graph map). In the second case, this can be seen by observing that under Serre duality the identity map on a band complex is taken to the corresponding quasi-graph map given by the same overlap in the other direction; see [1, Ex. 5.9] and [7, Rem. 1.8].

2. Mapping cones of graph maps involving a band complex

The key technical tool in the arguments that follow is [6, Lem. 2.4]. We need a slightly more general version in this note, which for convenience we state here. The proof consists of a straightforward modification of the proof given in [6].

**Lemma 2.1** ([6, Lem. 2.4]). Let $\Lambda$ be a finite dimensional $k$-algebra, let $\lambda \in k^*$ and suppose $P^\bullet$ is a complex of the form

$$P^\bullet: \cdots \rightarrow P_{n-1} \xrightarrow{[a_1 \ a_2]} P_n \oplus Q \xrightarrow{[b_1 b_2 \ \lambda \ 1]} P_{n+1} \oplus Q \xrightarrow{[c_1]} P_{n+2} \rightarrow \cdots,$$

where $1: Q \rightarrow Q$ denotes the identity morphism on $Q$. Then $P^\bullet \cong (P')^\bullet \oplus Q^\bullet$, where $(P')^\bullet$ and $Q^\bullet$ are the following complexes,

$$(P')^\bullet: \cdots \rightarrow P_{n-1} \xrightarrow{a_1} P_n \xrightarrow{b_1-\lambda^{-1}b_2b_3} P_{n+1} \xrightarrow{c_1} P_{n+2} \rightarrow \cdots;$$

$$Q^\bullet: \cdots \rightarrow Q \xrightarrow{\lambda \ 1} Q \rightarrow 0 \rightarrow \cdots,$$

where $(P')^i = P^i$ and $Q^i = 0$ whenever $i \notin \{n, n+1\}$. In particular, in the homotopy category $P^\bullet \cong (P')^\bullet$.

The following theorem extends [6, Prop. 2.11] to the case of a graph map from a band complex to a string complex in which the overlap determining the graph map is longer than the homotopy band. We see that the effect on the mapping cone of an overlap longer than a homotopy band is to ‘remove one copy of the homotopy band’ from the homotopy string to obtain the homotopy string of the mapping cone. To enable effective comparison with the case that the overlap is at most the length of the homotopy band, we also restate [6, Prop. 2.11].
Lemma occurs in the support of \( d \rho \lambda \in \text{situation in } M \). The technique is to use Lemma \( \square \).

Theorem 2.2. Let \( \Lambda \) be a gentle algebra, \( \sigma \) be a homotopy band and \( \tau \) be a homotopy string. For \( \lambda \in k^* \), let \( f^*: B_{\sigma, \lambda}^* \rightarrow P_\tau^* \) be a graph map determined by a (possibly trivial) maximal common homotopy string \( \rho = \rho_k \cdots \rho_1 \).

(1) ([6, Prop. 2.11]) Suppose \( \rho \) is a proper subword of \( \sigma \). Then, after suitable rotation of \( \sigma \), there is a decomposition \( \sigma = \rho \alpha \) and a decomposition \( \tau = \delta \tau L \rho \tau R \gamma \). Then \( M_{\rho}^* \cong P_\alpha^* \), where \( c = \delta \tau L \tau R \gamma \). This is indicated in the unfolded diagram below, in which \( \alpha = \alpha_\ell \cdots \alpha_1 \). Note that, if \( f_L \neq \emptyset \) then \( \tau L = f_L \); similarly, if \( f_R \neq \emptyset \) then \( \tau R = f_R \).

\[
B_{\rho}^*: \quad \begin{array}{c}
\bullet \alpha_2 \bullet \alpha_1 \bullet \rho_k \cdots \rho_1 \bullet \alpha_\ell \bullet \alpha_{\ell-1} \bullet \alpha_1 \bullet \rho_k \\
\downarrow \delta \\
\tau L \\
\rho_k \\
\tau R \\
\bullet \alpha_\ell \\
\bullet \alpha_{\ell-1} \\
\bullet \alpha_1 \\
\bullet \rho_k \\
\end{array}
\]

\[
P_{\tau}^*: \quad \begin{array}{c}
\bullet \alpha_2 \bullet \alpha_1 \\
\downarrow f_L \\
\tau L \\
\rho_k \\
\tau R \\
\bullet \alpha_\ell \\
\bullet \alpha_{\ell-1} \\
\bullet \alpha_1 \\
\bullet \rho_k \\
\end{array}
\]

(2) Suppose there is an integer \( \ell \geq 1 \) such that \( \rho \) is a proper subword of \( \sigma^{\ell+1} \) and \( \sigma^{\ell} \) is a (not necessarily proper) subword of \( \rho \). Then, after suitable rotation of \( \sigma \), there is a decomposition \( \sigma = \beta \alpha \), with \( \beta \) or \( \alpha \) possibly trivial, such that \( \tau = \delta \sigma^{\ell} \beta \gamma \) for some \( \ell \geq 1 \) and some homotopy strings \( \gamma \) and \( \delta \).

In this case, \( M_{\beta}^* = P_\alpha^*, \) where \( c = \delta \sigma^{\ell-1} \beta \gamma \).

Remark 2.3. Note that in Theorem 2.2(2), \( \gamma, \sigma^{\ell} \beta \) and \( \delta \) need not be homotopy substrings in the strictest sense of [6, Def 1.3(5)]. It is possible when taking a homotopy letter partition (see [6, Def 1.3(3)]) that the last homotopy letter of \( \gamma \) merges with the first homotopy letter of \( \sigma^{\ell} \beta \) and the last homotopy letter of \( \sigma^{\ell} \beta \) merges with the first homotopy letter of \( \delta \).

Proof of Theorem 2.2. Statement (1) was proved in [6, Prop. 2.11], therefore we only prove (2). The technique is to use Lemma 2.1 repeatedly to remove the identity morphisms occurring in the mapping cone. The proof is somewhat technical so we proceed in a sequence of steps.

Step 1: Translate Lemma 2.1 into the language of unfolded diagrams.

This step plays the role of [6, Cor. 2.7] in the proof of [6, Thm. 2.2]. Consider the following situation in \( M_{\beta}^* \),

\[
M_{\beta}^*: \quad \begin{array}{c}
\cdots P^{n-1} \oplus [a_1 \ a_2] P^n \oplus \begin{array}{c}
[b_1 \ b_2] \ P^{n+1} \oplus P_x c_1 \ P^{n+2} \end{array} \cdots \\
\end{array}
\]

The unfolded diagram has the following form,

\[
x_1 \begin{array}{c}
\alpha_1 \ x \ 
\end{array} x_2 \begin{array}{c}
\alpha_2 \\
\end{array} \begin{array}{c}
\cdots x_1 \begin{array}{c}
\alpha_1 \\
\end{array} x \begin{array}{c}
\alpha_2 \ x_2, \\
\end{array} \\
\end{array} y_1 \begin{array}{c}
\beta_1 \\
\end{array} x \begin{array}{c}
\beta_2 \ y_2 \begin{array}{c}
\cdots z_1 \begin{array}{c}
\gamma_1 \ x' \begin{array}{c}
\gamma_2 \ z_2 \end{array} \\
\end{array} \\
\end{array} \end{array} \end{array} \end{array} \end{array} \end{array} \end{array} \end{array} \end{array}
\]

where the differentials \( d_{M_{\beta}^*}^{n-1}, d_{M_{\beta}^*}^n \) and \( d_{M_{\beta}^*}^{n+1} \); when they exist, have the following components:

- the identity map \( P_{\beta} \rightarrow P_{\beta} \) on the left hand side corresponds to the component 1 in the differential \( d_{M_{\beta}^*}^n \);
- \( \alpha_1 \) and \( \alpha_2 \) are either the components of \( a_2 \) or \( b_3 \), depending on their orientations;
- \( \beta_1 \) and \( \beta_2 \) are either the components of \( b_2 \) or \( c_2 \), depending on their orientations;
- \( \gamma_1 \) and \( \gamma_2 \) are either the components of \( b_1 \) or \( c_1 \), depending on their orientations; and
- \( f \) is a component of \( b_3 \), which may be an identity map, a zero map, or a map induced by a nontrivial path in \( (Q, I) \).

We note that this is a schematic only. In particular, the right-hand side of the diagram represents many possible repetitions of \( P_x \) in the unfolded diagram of \( f^* \) depending on how many times \( P_x \) occurs in the support of \( f^* \). However, the schematic allows us to describe explicitly the effect of Lemma 2.1 on the unfolded diagram of \( M_{\beta}^* \). Namely, we obtain the following new components for \( 1 \leq i, j \leq 2 \):
- $-\beta_i\alpha_j: P_{y_i} \to P_{x_i}$ is a component of $-b_2b_3$ whenever $\beta_i$ is a component of $b_2$ and $\alpha_j$ is a component of $b_3$; this is zero otherwise, and
- $-\beta_i f: P_{y_i} \to P_{x'}$ whenever $\beta_i$ is a component of $b_2$; this is zero otherwise.

The unfolded diagram of the complex $(M^*_f)'$ thus becomes the following:

![Unfolded Diagram]

**Step 2. Remove one copy of $\sigma$ from $\tau$.**

In this step, we iteratively apply Step 1 to remove one copy of $\sigma$ from $\tau$. In this process we will construct either one or two new families of maps in the unfolded diagram, which will be connected to either end of $\delta$ and $\sigma^{k-1}\beta\gamma$. Consider the following schematic of the starting unfolded diagram, which shows the leftmost complete overlap with the band together with each occurrence of $x_{n-1}$ in the support of $f^*$:

$$
x_1 \xrightarrow{-\sigma_1} x_0 \xrightarrow{-\sigma_n} x_{n-1} \xrightarrow{-\sigma_{n-1}} x_{n-2} \ldots \xrightarrow{-\sigma_2} x_1 \xrightarrow{-\sigma_1} x_0 \xrightarrow{-\sigma_n} x_{n-1} \xrightarrow{-\sigma_{n-1}} x_{n-2} \ldots
$$

where the number of times $x_{n-1}$ occurs in the support of $f^*$ is $k + 1$, and if $k > 1$ then $y_i = x_{n-1}$, $x_{i,0} = x_0$, $x_{i,n-2} = x_{n-2}$, $g_i = \text{id}_{x_{n-1}}$ and $\omega_i = \sigma_n$ for all $1 < i \leq k$.

We split the analysis up into two cases: $\sigma_n$ is inverse and $\sigma_n$ is direct.

**Case: $\sigma_n$ is inverse.**

In this case $\tau_L$ may be empty, direct or inverse. In the case that $\tau_L$ is inverse, we must have that $f_L$ is nontrivial. In the other cases, $f_L = \emptyset$. On the right-hand side, we must have that $\omega_1 \neq \emptyset$ is an inverse homotopy letter and that $g_1$ is a (possibly trivial) path. (The fact that $\omega_i$ is an inverse homotopy letter for $1 < i \leq k$ whenever $k > 1$ is implicit in the fact that $\omega_i = \sigma_n$.)

We first treat the case that $\tau_L$ is direct. The unfolded diagram is the following:

$$
x_1 \xrightarrow{-\sigma_1} x_0 \xrightarrow{-\sigma_n} x_{n-1} \xrightarrow{-\sigma_{n-1}} x_{n-2} \ldots \xrightarrow{-\sigma_2} x_1 \xrightarrow{-\sigma_1} x_0 \xrightarrow{-\sigma_n} x_{n-1} \xrightarrow{-\sigma_{n-1}} x_{n-2} \ldots
$$

Application of Step 1 yields the new unfolded diagram:

(2) $$
x_1 \xrightarrow{-\sigma_1} x_0 \xrightarrow{-\sigma_n} x_{n-2} \xrightarrow{-\sigma_2} x_1 \xrightarrow{-\sigma_1} x_0 \xrightarrow{-\sigma_n} x_{n-2} \ldots
$$

[Diagram 2]
where we have ignored all the composite morphisms incident with the top row of the unfolded diagram because they will be removed when \( x_0 \) and \( x_{n-2} \) are removed in subsequent applications of Step 1. Moreover, note again, that diagram (2) is a schematic: the curved arrows represent two families of morphisms with each family consisting of one arrow for each time \( x_{n-1} \) occurs in the support of \( f^* \). We observe two things, on the bottom row,

- any arrow whose target is \( x_{n-1} \) is composed with \( g_i \) to give a new arrow whose target is \( y_i \); and,
- any arrow whose source is \( x_{n-1} \) is removed.

Iterating Step 1, we obtain the following unfolded diagram, where all vertices on the top row have now been removed.

\[
\begin{array}{cccccccccc}
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
\end{array}
\]

The case that \( \tau_L = \emptyset \) is a subcase of the above in which \( \delta = \emptyset \) and \( -\tau_L g_i = \emptyset \) for all \( 1 \leq i \leq k \). We are therefore left with the case that \( \tau_L \) is inverse. For this case, the unfolded diagram is the following.

\[
\begin{array}{cccccccccc}
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
\end{array}
\]

Note that \( \overline{\tau_L} = \overline{\sigma_n f_L} \) and \( f_L \) is a nontrivial path in \((Q,I)\). After iterating Step 1, the resulting unfolded diagram is given below.

\[
\begin{array}{cccccccccc}
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
\end{array}
\]

We remark that the condition \( \overline{\tau_L} = \overline{\sigma_n f_L} \neq 0 \) ensures that \( \overline{f_L} \omega_k \neq 0 \).

Case: \( \sigma_n \) is direct.

In this case \( \tau_L \neq \emptyset \) is a direct homotopy letter and \( f_L \) is a nontrivial path in \((Q,I)\). On the right-hand side, the case distinction is between \( \omega_k \) being an empty, inverse or direct homotopy letter. However, \( \omega_k \) can only be an empty or inverse homotopy letter when \( k = 1 \), since whenever \( k > 1 \), we have \( \omega_k = \sigma_n \), which is direct.

Suppose \( \omega_k \) is direct. Then \( \omega_k = \sigma_n g_k \) with \( g_k \) a (possibly trivial) path. (Indeed, \( g_k \) can only be nontrivial if \( k = 1 \).)

The unfolded diagram is the following.

\[
\begin{array}{cccccccccc}
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
\end{array}
\]

In this case, iterated application of Step 1 yields the unfolded diagram below.

\[
\begin{array}{cccccccccc}
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
& & & & & & & & & & \\
\end{array}
\]
If $\omega_k$ is an inverse or empty homotopy letter, then $k = 1$ and the starting unfolded diagram is given below.

$$
\begin{array}{cccccccccccc}
\sigma_1 & \sigma_n & \sigma_{n-1} & \sigma_{n-2} & x_2 & \sigma_1 & \sigma_n & \sigma_{n-1} & \sigma_{n-2} & \ldots & x_0 & \omega_1 & y_1 \\
& \sigma_1 & & & x_2 & \sigma_1 & & & & & x_0 & \omega_1 & y_1 \\
& & & & & & & & & & & & \\
\end{array}
$$

Now, iterated application of Step 1 gives the unfolded diagram,

$$
\begin{array}{cccccccccccc}
\sigma_1 & \sigma_n & \sigma_{n-1} & \sigma_{n-2} & x_2 & \sigma_1 & \sigma_n & \sigma_{n-1} & \sigma_{n-2} & \ldots & x_0 & \omega_1 & y_1 \\
& \sigma_1 & & & x_2 & \sigma_1 & & & & & x_0 & \omega_1 & y_1 \\
& & & & & & & & & & & & \\
\end{array}
$$

We observe that $f_{L,\omega_1} \neq 0$: for if $\sigma_1$ is direct, then $\sigma_1 f_L = 0$ because $\sigma_n = f_L \tau$, whence $\omega \tau f_L \neq 0$. Similarly, if $\sigma_1$ is inverse, then $\sigma_1 \omega_1 = 0$ means that $\omega \tau f_L \neq 0$ by gentleness of $(Q, I)$.

**Step 3. Homotopy into a string complex.**

We note that the unfolded diagram (6) is already, up to a sign, the unfolded diagram of a string complex. It is straightforward to construct an isomorphism between the string complex given by the unfolded diagram (6) and the string complex given by the unfolded diagram without any signs. For the remaining cases, one can define the required isomorphism through an unfolded diagram. Below, we explicitly give the construction for (3); cases (4) and (5) are analogous.

Let $N^* = (N^n, d_{N^n})$ be the complex in $K^{b,-}(\proj(A))$ corresponding to the unfolded diagram (3). For case (3), the unfolded diagram of the corresponding string complex is

$$
\begin{array}{cccccccccccc}
\sigma_1 & \sigma_n & \sigma_{n-1} & \sigma_{n-2} & x_2 & \sigma_1 & \sigma_n & \sigma_{n-1} & \sigma_{n-2} & \ldots & x_0 & \omega_1 & y_1 \\
& \sigma_1 & & & x_2 & \sigma_1 & & & & & x_0 & \omega_1 & y_1 \\
& & & & & & & & & & & & \\
\end{array}
$$

Let $N^* = (N^n, d_{N^n})$ be the complex in $K^{b,-}(\proj(A))$ corresponding to the unfolded diagram (3). For case (3), the unfolded diagram of the corresponding string complex is

$$
\begin{array}{cccccccccccc}
\sigma_1 & \sigma_n & \sigma_{n-1} & \sigma_{n-2} & x_2 & \sigma_1 & \sigma_n & \sigma_{n-1} & \sigma_{n-2} & \ldots & x_0 & \omega_1 & y_1 \\
& \sigma_1 & & & x_2 & \sigma_1 & & & & & x_0 & \omega_1 & y_1 \\
& & & & & & & & & & & & \\
\end{array}
$$

We write $P^* = (P^n, d_{P^n})$ for the complex in $K^{b,-}(\proj(A))$ whose unfolded diagram is given by (7). We now define an isomorphism $\varphi^*: N^* \rightarrow P^*$ whose nonzero components are defined via the unfolded diagram given in Figure 1. Recall that $\varphi^*$ is a family of morphisms consisting of matrices $\varphi^n: N^n \rightarrow P^n$ whose entries are (possibly trivial and signed) paths in $(Q, I)$.

In Figure 1, the morphisms occurring as diagonal entries in the $\varphi^n$ are indicated by vertical equal signs. Those entries which are supported on the indecomposable projective modules occurring in the subword $\delta$ carry the sign 0; those supported at all other indecomposable projective modules are identity morphisms. In this way we see that each $\varphi^n$ has no zero entries on its diagonal, and each entry is either 1 or 0.

To ensure commutativity of the diagram, we need to introduce some correction terms off the diagonals of $\varphi^n$. These terms are indicated by red arrows marked $-1$ in the Figure 1. By examining Figure 1, one observes that the diagram commutes (meaning that $\varphi*: N^* \rightarrow P^*$ is a well-defined morphism of complexes); we note that if $g_1 \neq \id_{x_{n-1}}$ then $\sigma_{x_{n-1}} = g_1 \sigma_1$, and if $\theta_1$ is direct then $g_1 \theta_1 = 0$, each by definition of the graph map giving the overlap (and gentleness of $(Q, I)$). If $g_1 = \id_{x_{n-1}}$, then the off-diagonal components continue further to the right, each one carrying a minus sign. In particular, each off-diagonal entry in $\varphi^*$ corresponds to the components of the graph map $f^*$ with those incident with one copy of the band deleted.

Now arguing on the rank shows that for each $n$, $\varphi^n$ is a full rank matrix, meaning that $\varphi*: N^* \rightarrow P^*$ is an isomorphism. Alternatively, using unfolded diagrams as in Figure 1, one can explicitly write down the inverse of $\varphi^*$. This completes the proof of Theorem 2.2(2).
Below we state a dual version of Theorem 2.2 in which $\sigma$ is homotopy string and $\tau$ is a homotopy band that extends [6, Prop. 2.12]; the proof is analogous.

**Theorem 2.4.** Let $\Lambda$ be a gentle algebra, $\sigma$ be a homotopy string and $\tau$ be a homotopy band. For $\mu \in k^*$, let $f^* : P^* \to B^*_n$ be a graph map determined by a (possibly trivial) maximal common homotopy string $\rho$.

1. ([6, Prop. 2.12]) Suppose $\rho$ is a proper subword of $\tau$. Then, after suitable rotation of $\tau$, there is a decomposition $\sigma = \beta \sigma_L \rho \sigma_R \alpha$ and a decomposition $\tau = \rho \gamma$. Then $M^*_{\gamma} \cong P^*$, where $c = \beta \sigma_L \gamma \sigma_R \alpha$. This is indicated in the unfolded diagram below, in which $\gamma = \gamma_L \cdots \gamma_1$. Note that, if $f_L \neq \emptyset$ then $\sigma_L \gamma_L = f_L$; similarly, if $f_R \neq \emptyset$ then $\sigma_R \gamma_R = f_R$.

![Unfolded diagram defining the isomorphism $\varphi^* : N^* \to P^*$. The blue and green arrows represent components of the differential $d^*_N$ that we wish to remove via the isomorphism. Morphisms in grey are diagonal entries; morphisms in red are off diagonal entries, if $g_1 = 1$ then they may continue to the right.](figure1.png)

2. Suppose there is an integer $\ell \geq 1$ such that $\rho$ is a proper subword of $\tau^{\ell+1}$ and $\tau^\ell$ is a (not necessarily proper) subword of $\rho$. Then, after suitable rotation of $\tau$, there is a decomposition $\tau = \delta \gamma$, with $\delta$ or $\gamma$ possibly trivial, such that

$$\sigma = \beta \tau^\ell \delta \alpha$$

for some $\ell \geq 1$ and some homotopy strings $\alpha$ and $\beta$.

In this case, $M^*_{\gamma} = P^*$, where $c = \beta \tau^{\ell-1} \delta \alpha$.

Finally, there is a version of Theorem 2.2 in which both $\sigma$ and $\tau$ are homotopy bands. Before stating it, we need a lemma explaining how a complex corresponding to an unfolded diagram given by a power of a band decomposes into indecomposable complexes.

**Lemma 2.5.** Let $k$ be an algebraically closed field. Suppose $\tau$ is a homotopy band and $\sigma = \tau^n$. Let $B^*_n$ be the complex induced by the unfolded diagram of $\sigma$ in which the scalar $\lambda \in k$ is placed on direct homotopy letter. Then $B^*_n \cong \bigoplus_{i=1}^n B^*_{\tau^{i+1} \lambda}$, where $\mu = \sqrt[n]{\lambda}$ is some fixed $n^{th}$ root of $\lambda$ and $\omega$ is a primitive $n^{th}$ root of unity.

**Proof.** The unfolded diagram in Figure 2 shows how to define a split monomorphism $B^*_{\tau^{i+1} \lambda} \to B^*_n$; the split monomorphism $B^*_{\tau^{i+1} \lambda} \to B^*_{\tau^i \lambda}$ is defined analogously. The direct sum of these split monomorphisms is clearly an isomorphism (its inverse is given by the direct sum of the corresponding split epimorphisms).

\[ \square \]
The first three statements of the following theorem extend [6, Prop. 2.9] to the case of a graph map between band complexes in which the overlap is longer than at least one of the homotopy bands. Again, the effect on the mapping cone calculus is ‘to remove the shorter homotopy band from the longer homotopy band’. The final statement uses Lemma 2.5 to correct the statement of [6, Prop. 2.9] in the case that the overlap is shorter than both homotopy bands.

**Theorem 2.6.** Let $\Lambda$ be a gentle algebra over an algebraically closed field $k$. Let $(\sigma, \lambda)$ and $(\tau, \mu)$ be homotopy bands, where by convention $\lambda$ and $\mu$ are placed on direct homotopy letters. Suppose $f^* : B_{\sigma, \lambda} \to B_{\tau, \mu}$ is a graph map determined by a (possibly trivial) maximal common homotopy string $\rho$.

1. Suppose $\text{len}(\tau) = \text{len}(\sigma)$ and both $\sigma$ and $\tau$ are subwords of $\rho$. Then $f^*$ is an isomorphism and $M_{f^*} \cong 0^*$.

2. Suppose $\text{len}(\tau) < \text{len}(\sigma)$ and $\tau$ is a subword of $\rho$. Then there is a homotopy band $\theta$ and an integer $k \geq 1$ such that $\sigma = \tau \theta^k$ and

$$M_{f^*} \cong \bigoplus_{i=1}^{k} B_{\theta^i, \omega}^* \not\cong \lambda \mu^i$$

where $\omega$ is a primitive $k^{th}$ root of unity.

3. Suppose $\text{len}(\tau) > \text{len}(\sigma)$ and $\sigma$ is a subword of $\rho$. Then there is a homotopy band $\varphi$ and an integer $\ell \geq 1$ such that $\tau = \sigma \varphi^\ell$ and

$$M_{f^*} \cong \bigoplus_{i=1}^{\ell} B_{\varphi^i, \varepsilon}^* \not\cong \lambda \mu^i$$

where $\varepsilon$ is a primitive $\ell^{th}$ root of unity.

4. Suppose that $\rho$ is a proper subword of both $\sigma$ and $\tau$. After suitable rotations of $\sigma$ and $\tau$, we have $\sigma = \rho \alpha$ and $\tau = \rho \gamma$. Then, there exists a homotopy band $\theta$ and an integer $k \geq 1$ such that $\tau \alpha = \theta^k$ and

$$M_{f^*} = \begin{cases} \bigoplus_{i=1}^{k} B_{\theta^i, \omega}^* \not\cong \lambda \mu^i & \text{if } \text{len}(\rho) \text{ is even;} \\ \bigoplus_{i=1}^{k} B_{\theta^i, \omega}^* \not\cong \lambda \mu^i & \text{if } \text{len}(\rho) \text{ is odd,} \end{cases}$$

where $\omega$ is a primitive $k^{th}$ root of unity.

**Proof.** For (1), $\text{len}(\tau) = \text{len}(\sigma)$ and both $\sigma$ and $\tau$ being subwords of $\rho$ means that in order for the corresponding unfolded diagram to be commutative, $\rho$ must be an infinite overlap. By Corollary 1.4, it follows that $f^*$ is an isomorphism. In particular, for the remainder of the proof we may assume without loss of generality that $\rho$ is finite.

For (2), the assumption $\text{len}(\tau) < \text{len}(\sigma)$ implies that, after suitable rotation, $\rho = \tau \rho'$ and $\sigma = \tau \alpha$, with $\alpha$ nontrivial and $\rho'$ possibly trivial. We have $s(\alpha) = s(\sigma) = c(\sigma) = c(\tau) = s(\tau) = e(\alpha)$, showing that $\alpha$ starts and ends at the same vertex in $Q$. The same argument applied to degrees shows that $\alpha$ starts and ends in the same degree.

Write $\sigma = \sigma_m \cdots \sigma_1$, $\tau = \tau_n \cdots \tau_1$ and $\alpha = \alpha_l \cdots \alpha_1$. To conclude that $\alpha$ is a power of a band, we must show that $\alpha_l \alpha_1$ is defined as a homotopy band, i.e. they remain distinct homotopy
letters. If \( \tau \) is a proper subword of \( \rho \), this is clear: then \( \rho' = \alpha \rho'' \) for some possibly trivial homotopy string \( \rho'' \). But since \( \alpha \rho'' \) is a subword of \( \infty \tau \infty \), we have that \( \alpha \tau = \tau_n = \sigma_m \). But since \( \alpha_1 = \sigma_1 \) and \( \sigma \) is a homotopy band, it follows that \( \alpha_1 \alpha_l \) is defined as a homotopy band.

Now suppose that \( \tau \) is not a proper subword of \( \rho \), i.e. \( \tau = \rho \). In this case, we have the following unfolded diagram of the graph map \( f^* \) in which \( f_L \) and \( f_R \) are possibly empty.

If \( \alpha_1 \) and \( \alpha_l \) are both direct, then \( \alpha_1 = f_L \tau_1 \) and \( \tau_n = f_l \alpha_{f_R} \). Thus \( \tau_1 \tau_n \) being defined implies that \( \alpha_1 \alpha_l \) is defined. Dually when \( \alpha_1 \) and \( \alpha_l \) are both inverse.

Now suppose \( \alpha_1 \) is inverse and \( \alpha_l \) is direct; the argument when \( \alpha_1 \) is direct and \( \alpha_l \) is inverse is dual. There are four cases, which we treat below.

(i) Suppose \( \tau_1 \) and \( \tau_n \) are both direct. Then \( \sigma_m = \tau_n = \alpha_l \sigma_f \), giving us the unfolded diagram

Since \( \sigma_1 \sigma_m \) is defined, it follows that so is \( \alpha_1 \alpha_l \).

(ii) The case that \( \tau_1 \) and \( \tau_n \) are both inverse is dual to the one above.

(iii) Suppose \( \tau_1 \) is inverse and \( \tau_n \) is direct. Then \( \tau_n = \alpha_l \sigma_f \) and \( \tau_1 = f_L \sigma_1 \), giving us the unfolded diagram

Since \( \tau_1 \tau_n \) is defined, it follows that so is \( \alpha_1 \alpha_l \).

(iv) Suppose \( \tau_1 \) is direct and \( \tau_n \) is inverse. Now the fact that \( \tau_1 \alpha_l = 0 \), \( \alpha_1 \tau_n = 0 \) and \( \tau_1 \tau_n \) is defined together with gentleness means that \( \alpha_1 \alpha_l \) must also be defined.

Hence, we find that \( \alpha \) is (a power of a) homotopy band, i.e. \( \alpha = \theta^k \) for some homotopy band \( \theta \) and some integer \( k \geq 1 \).

Now, arguing as in Theorem 2.2 using Lemma 2.1 shows that \( M \alpha \alpha \cong B^\alpha_{\alpha,-\lambda \mu} \), where \( B^\alpha_{\alpha,-\lambda \mu} \) denotes the complex induced by the unfolded diagram for \( \alpha \) with \( -\lambda \mu \) placed on a direct homotopy letter. Applying Lemma 2.5 shows that \( M \alpha \alpha \cong \bigoplus_{i=1}^k B^\omega_{\theta_{\omega},\psi_{\pm \lambda \mu}} \), where \( \omega \) is a primitive \( k \)th of unity.

Statement (3) is dual to statement (2).

Finally, for (4), the argument given in the proof of [6, Prop. 2.9] shows that \( M \alpha \alpha \cong B^\alpha_{\alpha,\pm \lambda \mu} \), where \( B^\alpha_{\alpha,\pm \lambda \mu} \) is the complex induced by the unfolded diagram for \( \alpha \) with \( \pm \lambda \mu \) placed on a direct homotopy letter. The argument in the proof of [6, Prop. 2.9] shows that \( \alpha_c \alpha \) is a (not necessarily trivial) power of a homotopy band, i.e. \( \alpha_c \alpha = \theta^k \) for some homotopy band \( \theta \) and some integer \( k \geq 1 \). Thus, it now follows from Lemma 2.5 that \( M \alpha \alpha \cong \bigoplus_{i=1}^k B^\omega_{\theta_{\omega},\psi_{\pm \lambda \mu}} \), where \( \omega \) is again a primitive \( k \)th of unity.

Example 2.7. Let \( \sigma \) and \( \tau \) be the homotopy bands given in Example 1.2 and \( f : B^\alpha_{\alpha,1} \rightarrow B^\alpha_{\alpha,1} \) be the graph map defined by the unfolded diagram (1). Note that, in this example, the roles of \( \sigma \) and \( \tau \) are interchanged in comparison with Theorem 2.6. We have \( \text{len}(\tau) < \text{len}(\sigma) \), putting us in case (3) of the theorem. In this case we have \( \sigma = \tau d \bar{c} \bar{a} \bar{b} \). In particular, \( \ell = 1 \) and \( \varphi = d \bar{c} \bar{a} \bar{b} \) is a homotopy band. Hence, \( M \alpha \alpha \cong B^\varphi_{\varphi,-1} \) and the mapping cone is indecomposable.

Example 2.8. Let \( k = C \) and let \( \Lambda \) be the \( C \)-algebra given by the quiver with relations in Example 1.2. Let \( \sigma \) and \( \tau \) be the following homotopy bands \( \sigma = (d \bar{c})^4 \bar{a} \bar{b} \) and \( \tau = (d \bar{c})^4 \bar{a} \bar{b} \).
Suppose \( f^* : B_{\sigma,-1}^* \to B_{\tau,1}^* \) is the graph map whose unfolded diagram is given below.

![Diagram of a graph map](image)

We are now in case (2) of Theorem 2.6. In this case, \( \sigma = \tau (d\sigma)^3 \). Therefore, after setting \( \theta = d\sigma \), we obtain \( M_{f^*}^* \cong B_{\theta,1}^* \oplus B_{\theta,\omega}^* \oplus B_{\theta,\omega^2}^* \), where \( \omega \) is a primitive cube root of unity. In particular, the mapping cone of \( f^* \) has three indecomposable summands.

Similarly, for any \( k, n \geq 1 \), if \( \sigma = (d\sigma)^{n+k} \) and \( \tau = (d\sigma)^n \), then \( \sigma = \tau (d\sigma)^k \). Therefore, after setting \( \theta = d\sigma \), we obtain \( M_{f^*}^* \cong B_{\theta,1}^* \oplus B_{\theta,\omega}^* \oplus \cdots \oplus B_{\theta,\omega^{k-1}}^* \), where \( \omega \) is a primitive \( k \)th root of unity. This shows that the mapping cone between two (indecomposable) band complexes can be a direct sum of arbitrarily many indecomposable band complexes.

3. Mapping cones of quasi-graph maps involving a band complex

The next proposition extends [6, Prop. 5.2(3) & (4)] to the case involving a homotopy band and a homotopy string in which the overlap determining the quasi-graph map is longer than the homotopy band. The effect on the mapping cone calculus is ‘to add a copy of the homotopy band to the homotopy string’ to give the homotopy string for the mapping cone. For clarity, we also restate the statement from [6] in which the overlap is shorter than the band, with notation revised to enable effective comparison with the other case. The proof of [6, Prop. 5.2] holds without change.

**Proposition 3.1.** Let \( \sigma \) and \( \tau \) be homotopy strings or bands and suppose \( \varphi : Q_{\sigma}^* \to \Sigma^{-1} Q_{\tau}^* \) is a quasi-graph map determined by a maximal common homotopy substring \( \rho \). Assume further that \( \sigma \) and \( \tau \) are compatibly oriented for \( \varphi \) (see [6, Def. 5.1]). Suppose \( f^* : Q_{\sigma}^* \to Q_{\tau}^* \) is a representative of the homotopy set determined by \( \varphi \).

1. Suppose that \( (\sigma, \lambda) \) is a homotopy band and \( \tau \) is a homotopy string.
   a. ([6, Prop. 5.2(3)]) Suppose \( \rho \) is a proper subword of \( \sigma \). Then, after suitable rotation, there is a decomposition \( \sigma = \rho \alpha \) and a decomposition \( \tau = \delta \rho \gamma \). Then \( M_{f^*}^* \cong P_{\epsilon}^* \), where \( \epsilon = \delta \rho \alpha \).
   b. Suppose there is an integer \( m \geq 1 \) such that \( \rho \) is a proper subword of \( \sigma^m+1 \) and \( \sigma^m \) is a (not necessarily proper) subword of \( \rho \). Then, after suitable rotation of \( \sigma \), there is a decomposition \( \sigma = \beta \alpha \) such that \( \tau = \delta \sigma^m \beta \gamma \), i.e. \( \rho = \sigma^m \beta \). Then \( M_{f^*}^* \cong P_{\epsilon}^* \), where \( \epsilon = \delta \sigma^m+1 \beta \gamma \).

2. Suppose that \( \sigma \) is a homotopy string and \( (\tau, \mu) \) is a homotopy band.
   a. ([6, Prop. 5.2(4)]) Suppose \( \rho \) is a proper subword of \( \tau \). Then, after suitable rotation, there is a decomposition \( \tau = \rho \gamma \) and a decomposition \( \sigma = \beta \rho \alpha \). Then \( M_{f^*}^* \cong P_{\epsilon}^* \), where \( \epsilon = \beta \rho \gamma \).
   b. Suppose there is an integer \( n \geq 1 \) such that \( \rho \) is a proper subword of \( \tau^{n+1} \) and \( \tau^n \) is a (not necessarily proper) subword of \( \rho \). Then, after suitable rotation of \( \tau \), there is a decomposition \( \tau = \delta \gamma \) such that \( \sigma = \beta \tau^n \delta \alpha \), i.e. \( \rho = \tau^n \delta \). Then \( M_{f^*}^* \cong P_{\epsilon}^* \), where \( \epsilon = \beta \tau^{n+1} \delta \alpha \).

The next theorem extends [6, Prop. 5.2(2)] to the case involving two homotopy bands and a quasi-graph map determined by an overlap longer than (at least one of) the homotopy bands and corrects the statement in the case when the overlap is shorter than both homotopy bands. In both cases the conclusion is the same. Intuitively, this makes sense: the mapping cone associated with a quasi-graph map is actually the mapping cone of one of the maps in the homotopy equivalence class defined by the quasi-graph map. In particular, there is no means by which more than one copy of each band can appear in the word defining the mapping cone.
**Theorem 3.2.** Let $(\sigma,\lambda)$ and $(\tau,\mu)$ be homotopy bands and suppose $\varphi: B_{\sigma,\lambda}^* \rightarrow \Sigma^{-1} B_{\tau,\mu}^*$ is a quasi-graph map determined by a maximal common homotopy substring $\rho$. Assume further that $\sigma$ and $\tau$ are compatibly oriented for $\varphi$ (see [6, Def. 5.1]). Suppose $f^*: B_{\sigma,\lambda}^* \rightarrow B_{\tau,\mu}^*$ is a representative of the homotopy set determined by $\varphi$.

1. If $\rho = \sigma = \tau$, $\lambda = \mu$ and $\varphi: B_{\sigma,\lambda}^* \rightarrow B_{\sigma,\lambda}^*$ (that is, $f^*: B_{\sigma,\lambda}^* \rightarrow \Sigma B_{\sigma,\lambda}^*$), then $M_f^* \cong \Sigma B_{\sigma,\lambda}^*$, where $B_{\sigma,\lambda,2}^*$ is the 2-dimensional band complex (see [1, §5]) and

$$B_{\sigma,\lambda}^* \rightarrow B_{\sigma,\lambda,2}^* \rightarrow B_{\sigma,\lambda}^* \xrightarrow{f^*} \Sigma B_{\sigma,\lambda}^*$$

is the Auslander–Reiten triangle starting and ending at $B_{\sigma,\lambda}^*$.

2. Otherwise, we have either

(a) $\sigma$ is a (not necessarily proper) subword of $\rho$, i.e. after suitable rotation there is a decomposition $\sigma = \beta \alpha$ and an integer $m$ such that $\rho = \sigma^m \beta$; or,

(b) $\rho$ is a proper subword of $\sigma$, i.e. after suitable rotation there is a decomposition $\sigma = \rho \alpha$, and, either,

(c) $\tau$ is a (not necessarily proper) subword of $\rho$, i.e. after suitable rotation there is a decomposition $\tau = \gamma \beta$ and an integer $n$ such that $\rho = \tau^n \beta$; or,

(d) $\rho$ is a proper subword of $\tau$, i.e. after suitable rotation there is a decomposition $\tau = \rho \gamma$.

Then there is a homotopy band $\theta$ and an integer $k \geq 1$ such that

$$\theta^k = \begin{cases} 
\delta \gamma \beta \alpha & \text{if (a) \& (c)}; \\
\rho \gamma \beta \alpha & \text{if (a) \& (d)}; \\
\delta \tau \rho \alpha & \text{if (b) \& (c)}; \\
\rho \gamma \rho \alpha & \text{if (b) \& (d)}, 
\end{cases}$$

and $M_f^* \cong \bigoplus_{i=1}^k B_{\theta,\omega^i \sqrt{-\lambda_{\mu}^{-1}}}^*$.

where $\omega$ is a primitive $k^{th}$ root of unity.

**Proof.** The proof that $M_f^* \cong B_{\sigma,\lambda,-\lambda_{\mu}^{-1}}^*$, where $B_{\sigma,\lambda,-\lambda_{\mu}^{-1}}^*$ is the complex induced by the unfolded diagram of the concatenation of the two bands $\tau \sigma$, proceeds exactly as in the proof of [6, Prop. 5.2]. The argument given in *loc. cit.* also shows that $\sigma \tau$ is a (power of a) homotopy band, but did not rule out the case that it is a proper power, i.e. that there may be an integer $k > 1$ such that $\sigma \tau = \theta^k$. In this case the decomposition $B_{\sigma,\lambda,-\lambda_{\mu}^{-1}}^* \cong \bigoplus_{i=1}^k B_{\theta,\omega^i \sqrt{-\lambda_{\mu}^{-1}}}^*$ is given by Lemma 2.5, completing the argument in [6, Prop. 5.2].

**Remark 3.3.** In Theorem 3.2, each of the words defining $\theta^k$ is, after suitable rotation of $\sigma$ and $\tau$ just the concatenation of the two homotopy bands, $\tau \sigma$. However, different possibilities for $\theta$ arise from the precise decompositions of $\sigma$ and $\tau$: for different $\rho$, concatenations $\tau \sigma$ with respect to different decompositions need not be equivalent up to inverting the word or cyclic permutation.

**Example 3.4.** Let $\sigma$ and $\tau$ be the homotopy bands given in Example 1.2 and $\varphi: B_{\sigma,\lambda}^* \rightarrow B_{\tau,\mu}^*$ be defined by the unfolded diagram (1). Let $f^*: B_{\sigma,\lambda}^* \rightarrow \Sigma B_{\tau,\mu}^*$ be one of the maps defined by the homotopy class determined by $\varphi$. In this case, $\rho = \sigma \sigma \sigma$ so that we have the decompositions $\sigma = \beta \alpha$ with $\beta = d c \overline{\epsilon}$ and $\alpha = \overline{a} b (d c \overline{\epsilon})^2 \overline{a} b$. Similarly, $\rho = \tau^2$ so that we have the decomposition $\tau = \delta \gamma$ with $\delta = \overline{\delta} \overline{\epsilon}$ and $\gamma = d c \overline{a} b d \overline{a} c$. This puts us in cases (a) and (c) of statement (2) of Theorem 3.2. Hence, there is an integer $k$ and a homotopy band $\theta$ such that

$$\theta^k = \delta \gamma \beta \alpha = d c \overline{a} b (d c \overline{\epsilon})^2 \overline{a} b (d c \overline{\epsilon})^2 \overline{a} b.$$

In particular, it follows that in this case $k = 1$. Hence, $M_f^* \cong B_{\theta,\omega^{-1}}^*$, and the mapping cone of $f^*$ has only one indecomposable summand.
4. Mapping cones of single and double maps involving two band complexes

In [6, Prop. 3.4 & Prop. 4.2] the possibility that the word defining the mapping cone was a nontrivial homotopy band was not considered. The propositions below complete and correct those statements. The proofs are the same as in [6] up to applying Lemma 2.5 in the case that the resulting word is a nontrivial power of a band.

**Proposition 4.1.** Suppose \((\sigma, \lambda)\) and \((\tau, \mu)\) are homotopy bands and \(f^\bullet: B^\bullet_{\sigma,\lambda} \to B^\bullet_{\tau,\mu}\) is a single map with single component \(f\). Suppose that \(\sigma = \beta \sigma_L \sigma_R \alpha\) and \(\tau = \delta \tau_L \tau_R \gamma\) are compatibly oriented (in the sense of [6, Def. 3.1]) for \(f^\bullet\). Then, there exists a homotopy band \(\theta\) and an integer \(k \geq 1\) such that \(\theta^k = \beta \sigma_L \int \tau_L \tau_R \gamma \sigma_R \alpha\) and

\[
M^\bullet_{f^\bullet} \cong \bigoplus_{i=1}^{k} B^\bullet_{\theta, \omega^i} \sqrt{-\lambda \mu - 1},
\]

where \(\omega\) is a primitive \(k\)th root of unity.

**Proposition 4.2.** Suppose \((\sigma, \lambda)\) and \((\tau, \mu)\) are homotopy bands and \(f^\bullet: B^\bullet_{\sigma,\lambda} \to B^\bullet_{\tau,\mu}\) is a double map with components \((f_L, f_R)\). Decompose \(\sigma = \beta \sigma_L \sigma_R \alpha\) and \(\tau = \delta \tau_L \tau_R \gamma\) with respect to \(\sigma^\bullet\). Then, there exists a homotopy band \(\theta\) and an integer \(k \geq 1\) such that \(\theta^k = \beta \sigma_L \int \tau_L \tau_R \gamma \sigma_R \alpha\) and

\[
M^\bullet_{f^\bullet} \cong \bigoplus_{i=1}^{k} B^\bullet_{\theta, \omega^i} \sqrt{-\lambda \mu - 1},
\]

where \(\omega\) is a primitive \(k\)th root of unity.

Finally, we conclude with a specific example showing that it is possible to have a singleton single map between two band complexes whose mapping cone is a ‘power of a band’.

**Example 4.3.** Let \(k = \mathbb{C}\) and \(\Lambda\) be the \(\mathbb{C}\)-algebra given by the following quiver with relations.

\[
1 \xrightarrow{a} 2 \xrightarrow{c} 3 \xrightarrow{d} 4
\]

Let \(\sigma = \overline{abc} \overline{abc} \overline{abc}\) and \(\tau = \overline{ed} \overline{ed} \overline{ed}\). Consider the singleton single map \(f^\bullet: B^\bullet_{\sigma,36} \to B^\bullet_{\tau,\Lambda}\) given by the unfolded diagram below,

\[
\begin{array}{c}
4 \\
\quad \\
3
\end{array}
\quad
\begin{array}{c}
\overline{abc} \\
\quad \\
\overline{ed}
\end{array}
\]

where one copy of each band \(\sigma\) and \(\tau\) is highlighted by the dotted boxes. Then we have

\[
\beta \sigma_L \int \tau_L \tau_R \gamma \sigma_R \alpha = \overline{abc} \overline{ed} \overline{abc} = (\overline{abc} \overline{ed})^2.
\]

Thus, setting \(\theta = \overline{abc} \overline{ed}\), we have \(M^\bullet_{f^\bullet} = B^\bullet_{\theta,3i} \oplus B^\bullet_{\theta,-3i}\).
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