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Abstract—The limited bandwidth and power resources of wireless sensors in distributed environments have resulted in new challenges in handling the ever-growing volume of transmissions generated by the Internet-of-Things (IoT) applications. To overcome these challenges, each sensor should compress and quantize its observations before sending them to a fusion center (FC) for global decision inference. Unfortunately, most of the conventional compression techniques and entropy quantizers only focus on reconstruction fidelity as a performance measure, neglecting the sensing goal. In this article, we propose a joint design of compression mechanisms and entropy quantizers with the sensing goal of machine-to-machine (M2M) communications. We define a deep learning-based framework for compressing and quantizing observations from correlated sensors. Unlike traditional methods, our proposed method not only maximizes the reconstruction fidelity but also optimally compresses sensor observations in terms of the accuracy of the inferred decision (i.e., the sensing goal) at the FC. The proposed framework is widely applicable as it does not impose any assumptions on observation distribution. Furthermore, a novel loss function has been proposed to focus on learning complementary features at each sensor. Our experimental results demonstrate that the framework outperforms other benchmark models.
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NOMENCLATURE

| Symbol | Description |
|--------|-------------|
| $x^i$  | Current observation of the $i$th sensor. |
| $z^i$  | Compressed and quantized representation for the current observation at the $i$th sensor. |
| $\phi_i$ | Encoder parameters of the $i$th sensor. |
| $f_{\phi_i}$ | Encoder function at the $i$th sensor given by a neural network parameterized by parameters $\phi_i$. |
| $y_j$ | Label of the $j$th data point. |
| $\hat{y}_j$ | Predicted label of the $j$th data point. |
| $\theta$ | Parameters of the decision function (i.e., decision rule) at the FC. |
| $\omega$ | Parameters of the decision function given the raw-observations. |
| $S$ | Total number of sensors. |
| $C$ | Number of possible classes (i.e., decisions) to be predicted at the FC. |
| $d$ | Dimension of the raw observations. |
| $n$ | Dimension of the compressed and quantized observations. |
| $R$ | Bandwidth (in bps) assigned to each sensor. |
| $\chi$ | Observation space, $\mathbb{R}^d$. |
| $Z$ | Latent space, $\{0, 1\}^n$. |
| $S_n$ | $n$-dimensional vector where each element belongs to the set $S$. |
| CE($\cdot$) | Crossentropy loss function, given in (7). |
| KL($\cdot$) | KL-divergence loss given in (3). |

I. INTRODUCTION

NUMEROUS applications of wireless Internet of Things (IoT) utilize a mechanism of distributed inference such as radar systems, multiview surveillance systems, and multisensory human activity recognition. For example, in...
multisensory human activity recognition, a human wears multiple, spatially distributed, sensors (e.g., gyroscope and accelerometer). A decision about human activity (e.g., walking, running, etc.) is inferred from the received sensor signals. In such a scenario, if each sensor considered only its local observations for inferring a decision, the error probability would be much higher compared to the scenario in which a global decision is inferred from the aggregated sensor data [1].

To tackle this problem, a spatially distributed setup may be employed in which the sensed data (a.k.a, environment observations) are sent to a central node called fusion center (FC). The FC infers a global decision based on the aggregated data received from all sensors. However, the sensors usually have limited power and bandwidth resources. For example, each sensor may have a fixed data rate of $R$ bps. Therefore, it should compress and quantize its sensed observation to fit the assigned bit rate. The FC, then, performs a specific inference task (i.e., the sensing goal). However, the FC infers the decision from only partial information due to the compression and quantization steps. This may reduce decision accuracy at the FC [1]. Optimally processing the observations at each sensor can minimize the degradation of the decision accuracy [2]. For conditionally independent sensor observations, an optimal decision can be easily reached using Bayesian inference theory [3]. However, the conditional-independence assumption does not hold for many real-world problems. In prior work, Chamberland and Veeravalli [4] and Tay et al. [5], assume that the statistical distribution of sensor observations is priorly known. In this case, the goal is to design an optimal decision rule that maximizes the likelihood of the correct decisions. However, in many practical applications, this distribution is not priorly known which increases the problem’s complexity. In this case, data-driven solutions provide practical and efficient alternatives.

Although different works in the literature propose compression and quantization techniques for sensor data, their goal was mainly obtaining a high-fidelity reconstruction at the FC. This seems relevant for human-consumed data such as images and videos. However, for machine-consumed data, adopting reconstruction fidelity as a metric is doubtful. Indeed, the accuracy of the inferred decisions is more crucial than having a good reconstruction.

This article aims to explore the issue of compressing and quantizing observations from correlated sensors in the context of distributed inference tasks. The main objective of our study is to maximize the accuracy of the inferred decision instead of minimizing the reconstruction loss. Prior research has generally assumed sensor independence for tractability of mathematical analyses; however, we tackle the more complex scenario of correlated sensors. We argue that this correlation can be utilized to achieve higher compression rates while preserving decision accuracy. Specifically, we propose and study transmitting each sensor’s unique features while avoiding the transmission of redundant features that other nodes in the network are likely to transmit. Our primary research question concerns the feasibility of using distributed redundancy screening of sensor observations to transmit only informative data without imposing any assumptions regarding the distribution of observations.

To address the question of whether distributive redundancy screening of sensor observations can be used to transmit only informative data, we leverage the recent developments in statistical learning techniques, particularly deep learning. Leveraging a novel deep-learning encoder, we compress and quantize observations at each sensor. This encoder is jointly trained with the decision rule at the FC to maximize inferred decision accuracy. End-to-end learning involves training a complex system by applying gradient-based learning to the system as a whole [6]. To enhance the sensors’ ability to learn decision-aware representations of observations, we propose a new loss function. We also present a training algorithm that efficiently trains the proposed framework. Our extensive experiments demonstrate the robustness and superiority of our framework compared with various benchmark models.

A. Related Work

Similar work in the literature has been proposed for specific problems. For example, a line of work has been proposed for the problem of human activity recognition [7], [8], [9], [10]. In this problem, the hypotheses are the different human actions, while the data come from multiple sensors fixed on the actor’s body (e.g., gyroscope, accelerometer, etc). Yang et al. [7] aimed to achieve a high action-classification accuracy with minimum bandwidth consumption. At each sensor, a decision is inferred from the local information. The FC then takes a global decision using a majority-voting mechanism. Although they obtained good results, this approach ignores any complementary information captured by other sensors. Another work has been proposed for the problem of earthquake detection from wireless IoT sensors’ network [11]. They presented a distributed approach for the rapid detection of earthquakes using cell phone accelerometers, consumer USB devices, and cloud computing-based sensor fusion. They proposed to learn a threshold for each sensor involved in the network in a way that maximizes the performance of the anomaly detection algorithm employed at the FC. Experimental results showed that this approach successfully distinguished between seismic motion and acceleration due to normal daily activities.

The work in [12] studied the problem of binary hypothesis testing with two observers, where the collected observations are assumed to be statistically correlated. To infer a decision, one of three solutions can be adopted. The first is a centralized solution in which the observations collected by both observers are sent to the FC. A global decision is inferred at the FC from the aggregated sensor observations. The main concern of this solution is the huge bandwidth incurred in fusing the raw observations to the FC. The second solution makes each sensor rely on its own locally collected observation. Then, each sensor exchanges its locally inferred decision with the other sensor to reach a global decision. The main limitation of this solution is that each sensor depends only on its local observation and ignores any complementary information captured by the other sensor. In the last solution, each sensor formulates the problem as a sequential hypothesis-testing problem.
In their work, Bouchoucha et al. [13] presented a framework aimed at utilizing the correlation between observations to minimize the mean square error of a distributed estimation problem. They proposed a framework in which nodes predict their future observations and send quantized prediction errors rather than quantized observations to the FC to accomplish this goal.

In the context of task-aware compression, a similar problem has been addressed in [14], [15], and [16]. For example, Chinchali et al. [14] used a reinforcement learning (RL) agent at each sensor to compress the observations before fusing them to the FC. The reward function at each agent considers its commitment to the assigned bandwidth. Although they achieved a good performance, there is a probability that the agent does not meet the bandwidth constraints after deployment. While Hu et al. [15] proposed Starfish, an image compression framework that outperforms JPEG by up to 3x in terms of bandwidth consumption and up to 2.5x in power consumption. Hu et al. [15] used an AutoML technique to search for tiny ML models that can work on power AoI accelerators.

We can summarize the limitations of the literature work, which we addressed in our work, as: 1) the conditional-independence assumption of the sensor observations is not always held; 2) the conditional-independence assumption ignores the potential opportunity to benefit from complementary features captured by different sensors; 3) the compression algorithms are designed independently of the sensing goal; and 4) the limited power of analytical-based techniques in dealing with a large number of possible decisions and correlated sensors.

1) Contribution: This article presents a novel deep learning-based compression framework for correlated-sensors data compression and quantization. Discrete-representation autoencoders (AEs) are adopted at each sensor to generate a compressed quantized representation of the observations. At the FC, a multi-layer perceptron (MLP) architecture is adopted to jointly learn the decision rule with the sensor encoders. The main contribution of this work comes in three folds.

1) Proposing an extension of AEs to efficiently learn compressed and quantized representations of correlated-sensor observations. The learned representation entails complementary features extracted from each sensor observation, thereby improving the likelihood of correct decisions at the FC, subject to a communication constraint. Furthermore, the representation is jointly learned with the decision rule at the FC in an end-to-end fashion to maximize decision accuracy.

2) Introducing a novel loss function to encourage the model to learn each sensor’s unique features. The function learns the soft probabilities of a knowledgeable model trained using the raw observations. Moreover, we present a training algorithm that efficiently works in a wide range of applications.

3) Eliminating the conditional-independence assumption between sensor observations which has been widely adopted for mathematical tractability. Moreover, we consider a multi-hypothesis problem, which is more complex and realistic than the simple binary hypothesis problem assumed in most of the literature work.

The article is organized as follows: Section II formulates the problem. In Section III, we describe the various elements of the proposed framework. The discussion and Section IV discusses the obtained results. In Section V, we conclude our work.

II. Problem Statement

Notation: Through this text, we refer to random variables by italic capital letters (e.g., X). Small letters refer to one realization of a random variable (e.g., x). Superscripts denote the sensor number. For example, x\textsuperscript{t} denotes the observation at sensor i. The observations are referred to by X while Y refers to the random variable of the labels (i.e., the target decisions at the FC). The parameters of the encoder at the ith sensor is referred to as \( \theta_i \). The parameter set of the decision rule at the FC is referred to by \( \omega \). The \log(\cdot) function uses a base of 2. Nomenclature summarizes the used symbols and notations. Through the text, we use the terms observations and data-points interchangeably. Moreover, the terms decision and sensing goal have the same meaning.

Suppose that there exists a discrete random variable, Y, that describes a hypothesis about a given environment. The values of the variable correspond to a finite set of classes, with \( y \in \{1, 2, \ldots, C\} \), where \( C \) represents the total number of possible hypotheses. Our objective is to create an estimate, denoted by \( \hat{Y} \), of the true hypothesis, based on a set of observations gathered from a set of \( S \) sensors. Let \( x^t \) represent the observation at sensor \( t \) for \( t = 1, \ldots, S \), where \( x^t \in \mathbb{R}^d \) within some observation space, \( \chi \). The collection of all observations is an \( S \)-dimensional random vector, \( X = (x^1, x^2, \ldots, x^S) \in \chi^S \), drawn from the joint distribution \( P(X, Y) \).

The primary objective of this study is to achieve an optimal estimate \( \hat{Y} \) for the true labels \( Y \) at an FC. If the FC has knowledge of the observation distribution, \( P(X, Y) \), it can easily formulate a decision rule, such as the likelihood ratio test for binary hypotheses, defined as \( P(X|Y = 1)/P(X|Y = -1) \). However, in practical scenarios, the FC does not have prior knowledge of the joint distribution \( P(X, Y) \). Rather, it has access to only compressed forms of observations, represented by \( z^t \), where \( t \in \{1, 2, \ldots, S\} \). Moreover, each sensor has a restricted bandwidth of \( \mathcal{R} \) bps and can transmit an \( n \)-dimensional message, represented by \( z^t \in \mathbb{Z}^n \), which takes values in a space \( Z \) such that \( n \leq \mathcal{R} \). An encoder, represented by \( q: x \to Z \), converts observations from the observation space, \( \chi \), to the \( Z \)-space. The encoder maps an input observation, denoted by \( x \), in \( \chi \)-space to a codeword, represented by \( z \), in \( Z \)-space, which is sent to the FC. To compute the estimate \( \hat{Y} \), the FC applies a decision rule, represented by \( g_\theta \), to the aggregated received messages, i.e., \( \hat{Y} = g_\theta(z^1, z^2, \ldots, z^S) \). According to the rate-distortion theory, the rate, denoted by \( \mathcal{R} \), and the distortion at the receiver, measured in terms of reconstruction loss, are inversely proportional. Hence, a higher rate, \( \mathcal{R} \), results in better reconstruction fidelity at the receiver. However, the main goal of our study is not to maximize reconstruction fidelity but rather to optimize the accuracy of the inferred decisions.

Inherent to the nature of communication systems, increasing the rate, \( \mathcal{R} \), of transmitted messages, \( z^t \), also increases the
amount of information conveyed, and therefore, enhances the accuracy of the FC. This is reflected in the mutual information, $I$, between the joint distributions $P(\hat{Y}|Z)$ and $P(\hat{Y}|X)$, which increases with higher rates. However, when operating within the constraints of limited bandwidth, the bandwidth cannot be increased beyond its assigned value, and each sensor must adhere to its allotted bandwidth. In such scenarios, exploiting the redundancy among the correlated sensor observations can enable more efficient compression while maintaining the decision accuracy at the FC. This optimization is achieved by maximizing the function described in (1). Additionally, the objective of (1) can be achieved by minimizing the KL-divergence between the two distributions, as explained below

$$\min_{\phi, \theta} \frac{1}{N} \sum_{j=1}^{N} - \log (g_\theta (z_j) = y_j)$$

s.t. $\phi = [\phi_1, \phi_2, \ldots, \phi_S]$

$$z_j = (f_{\phi_1}(x_1^1, f_{\phi_2}(x_2^2), \ldots, f_{\phi_S}(x^S)))$$

$$f_\phi \in \{0, 1\}^n \quad \forall i \in \{1, 2, \ldots, S\}$$

$$n \leq R$$

(1)

where $N$ refers to the total number of points in a test set. The decision function at the FC is denoted as $g_\theta$, where $\theta$ is a set of parameters. Furthermore, $f_\phi$, denotes the encoder function at the $i$th sensor, which is parameterized by $\phi_i$, and $R$ represents the assigned bandwidth for each sensor. The objective of the function given in (1) is to optimize the encoder parameters $\phi = [\phi^1, \phi^2, \ldots, \phi^S]$ and the decision rule parameters $\theta$ to minimize the negative log-likelihood loss. The function $f_\phi(x^i)$ represents the compressed and quantized version of the observation at the $i$th sensor, with $n$ being the dimensionality of the compressed representation. The output of the quantizer is binary quantized and belongs to $\{0, 1\}^n$, where $n$ must be less than or equal to the assigned bandwidth $R$.

The objective of the system can also be expressed using the Kullback–Leibler divergence between the two conditional distributions of the decision, given the raw observations and the compressed messages. These conditional distributions are specified by (2) and (4)

$$\min_{\omega, \theta, \phi} \text{KL} \left( P(\hat{Y}|X) \| P(\hat{Y}|Z) \right)$$

s.t. $\phi = [\phi_1, \phi_2, \ldots, \phi_S]$

$$P(\hat{Y}|X) = f_\omega(x^1, x^2, \ldots, x^S)$$

$$P(\hat{Y}|Z) = g_\theta(f_{\phi_1}(x_1^1), f_{\phi_2}(x_2^2), \ldots, f_{\phi_S}(x^S))$$

$$f_\phi \in \{0, 1\}^n \quad \forall i \in \{1, 2, \ldots, S\}$$

$$n \leq R$$

(2)

where $\omega$ is the parameters of a benchmark model (i.e., a larger neural network model trained to classify the raw observations without compression). But the KL-divergence is given by the following equation:

$$\text{KL} \left( P \| Q \right) = \sum_i P(i) \log \left( \frac{P(i)}{Q(i)} \right).$$

(3)

Substituting the KL term in (2) by (3), we get the following equation:

$$\min_{\omega, \theta, \phi} \sum_{i} P(\hat{Y}_i|X_i) \log \left( \frac{P(\hat{Y}_i|X_i)}{P(\hat{Y}_i|Z_i)} \right)$$

s.t. $\phi = [\phi_1, \phi_2, \ldots, \phi_S]$

$$P(\hat{Y}|X) = f_\omega(x^1, x^2, \ldots, x^S)$$

$$P(\hat{Y}|Z) = g_\theta(f_{\phi_1}(x_1^1), f_{\phi_2}(x_2^2), \ldots, f_{\phi_S}(x^S))$$

$$f_\phi \in \{0, 1\}^n \quad \forall i \in \{1, 2, \ldots, S\}$$

$$n \leq R.$$

(4)

Two important considerations should be taken into account when dealing with the problem at hand. First, the message space $[0, 1]$ is significantly smaller than the observation space $\mathbb{R}$. Second, the dimensionality required for the message, denoted by $n$, is substantially smaller than that of the raw observation, denoted by $d$, that is $n \ll d$. Consequently, the problem can be conceptualized as the search for an optimal encoder/quantizer tuple that maximizes the mutual information between the two conditional distributions $P(Y|X)$ and $P(\hat{Y}|Z)$ under a given communication rate $R$ for each sensor. It is worth noting that although (4) is proposed mainly for correlated observations, it can also be applied to independent observations. However, this approach would not provide significant benefits in terms of either the compression ratios (CRs) or the accuracy of the inferred decision.

### III. PROPOSED FRAMEWORK

#### A. Background on AE’s

One of the powerful deep-learning architectures that achieved the state-of-the-art results in different contexts is the AE. AE is a neural-network architecture consisting of two models namely, encoder and decoder models. The encoder maps an $I$-dimensional input to an $O$-dimensional codeword, where $O \ll I$. The decoder then reconstructs the input from this, compressed, codeword. This codeword is usually referred to as the latent representation and it belongs to a space called the latent space. This process is performed in an end-to-end fashion which implies that the encoder learns to compress the data in a way that helps the decoder in the reconstruction process. If the codeword is quantized (binary or multi-level), then the architecture is referred to as discrete representation’s AE. For further details on AE architecture, we refer to [17].

According to the aforementioned problem formulation, our objective is to jointly learn an optimal encoder and quantizer at each sensor, $q^i: q^i(x_i) = z_i$, and an optimal decision rule at the FC $g_\theta(x^1, z^2, \ldots, z^S)$. To this end, we adopt a discrete-representation AE at each sensor node to compress and quantize the sensor observations, see Fig. 1. In this context, we distinguish between reducing the input size and reducing the input space from a continuous space with uncountable values to a discrete countable space. We refer to the former one as compression: $f: \mathbb{R}^d \rightarrow \mathbb{R}^n$, with $n < d$. While the latter one is referred to as quantization and represents the mapping, $f: \mathbb{R}^d \rightarrow S^n$ where $S$ is a countable set.
Each sensor transmits the output of its encoder model to the FC. The output of the encoder model at sensor $i$ is given by: $f_{\phi_i}(\cdot)$, where $\phi_i$ is the parameters of the $i$th sensor. At the FC, an MLP neural network parameterized by parameters, $\theta$, is used to approximate the optimal decision rule as depicted in Fig. 2. The decision rule at the FC is given by the following equation:

$$g_{\theta} \left( \left[ f_{\phi_1}(x^1), f_{\phi_2}(x^2), \ldots, f_{\phi_S}(x^S) \right] \right)$$  \hspace{1cm} (5)

where $x^i$ is the current observation at the $i$th sensor.

### B. Description of the Implementation

At each sensor, the encoder architecture consists of a multilayer perceptron (MLP) with three fully connected layers employing rectified linear unit (ReLU) activation functions. The output layer of the encoder utilizes a quantized sigmoid (QSmog) activation as proposed by Moons et al. [18]. In the FC, six fully connected layers are employed with ReLU activation functions in the hidden layers and a Softmax activation in the output layer.

The $He$ initializer [19] is used to initialize the model weights. The proposed loss function given in (8) is minimized using the Adam optimizer [20] with a learning rate of 0.01. It is worth noting that the end-to-end training enables the encoder to capture the unique characteristics of each sensor, aiding the FC in making accurate decisions. Additionally, the FC weights are optimized to enhance the probability of accurate decisions given the compressed observations. As a result, the optimization of the FC’s classifier weights can be interpreted as learning a threshold function for the decision rule.

### C. Learning Algorithm

We propose a three-phase training algorithm for the proposed framework. The first stage involves the training of an AE at every sensor, where the objective is to reconstruct the input from a compressed codeword by minimizing l2-loss using the following equation:

$$\min_{\phi_i, \theta} \frac{1}{N} \sum_{i=1}^{N} \| x_i - \hat{x}_i \|^2$$  \hspace{1cm} (6)

where $x_i$ is the $i$th observation, $\hat{x}_i$ is the reconstruction, and $N$ is the total number of observations in a dataset. In the second stage, we train a distinct inference model, denoted as $I_1$, that accepts raw observations, $X = [x^1, x^2, \ldots, x^S]$, as input and generates the corresponding decision. It is important to note that the input to this model is the raw observations, without any compression or quantization. The optimization of this model is performed using the classical Crossentropy function, as shown in the following equation:

$$\min_{\theta} - \sum_{i=1}^{C} y_i \log (\hat{y}_i) + (1 - y_i) \log (1 - \hat{y}_i)$$  \hspace{1cm} (7)

where $y_i$ and $\hat{y}_i$ are the true and predicted one-hot encoded label vectors of the $i$th data point, and $C$ is the number of classes. The output of the model $I_1$ approximates the conditional distribution $P(Y|X)$. The set of parameters in the model $I_1$, denoted by vector $\omega$, is then frozen and it will be used only for computing the value of the inference model loss function at the FC. This model represents the benchmark model that we aim to mimic after the compression and the quantization take place. We elaborate more on this part in Section III-D.

In the third and final phase, the encoder model at each sensor is utilized to compress the captured observations. The encoder output at sensor $i$ is represented as $z^i$ and the corresponding encoder model parameters are denoted by $\phi_i$. Therefore, $z^i = f_{\phi_i}(x^i)$. The outputs of all encoders are aggregated and input into an inference model, $I_2$, with parameters $\theta$, to make predictions. Specifically, the input to the model $I_2$ is the concatenation of all encoders output, $Z = [z^1, z^2, \ldots, z^S]$. The output of $I_2$ approximates the conditional distribution $P(\hat{Y}|Z)$. It is important to note that $I_2$ weights, $\theta$, and the encoder weights, $\phi_i$, at each sensor are trained jointly.

The training in the final phase is performed in an end-to-end manner between the encoder weights and the decision rule parameters at the FC. The training procedure is summarized in Algorithm 1.

![Algorithm 1](image-url)

It is worth mentioning that although we used the concatenation operator to aggregate the sensor outputs, there are several data aggregation techniques that can be used to combine several input vectors into one vector. The choice and optimization of the aggregation technique are out of this work’s scope and have been left to future work. However,

---

**Fig. 1.** Figure that explains the system model. On the left, we see the sensor observations going through the discrete encoders to obtain the compressed quantized form of the observations. Then these messages are sent to the FC which passes the aggregated message to the neural network architecture to get a hypothesis estimation.

**Fig. 2.** The decision rule at the FC is given by the following equation.
we mention some of the widely studied aggregation techniques such as follows.

1) **Mean Pooling**: In this technique, the mean value of each element in the input vectors is computed, and a new vector is created with these mean values.

2) **Max Pooling**: In this technique, the maximum value of each element in the input vectors is computed, and a new vector is created with these maximum values.

3) **Min Pooling**: In this technique, the minimum value of each element in the input vectors is computed, and a new vector is created with these minimum values.

4) **Sum Pooling**: In this technique, the sum of each element in the input vectors is computed, and a new vector is created with these sum values.

5) **Concatenation**: In this technique, the input vectors are concatenated to form a single longer vector.

6) **Weighted Pooling**: In this technique, each input vector is assigned a weight, and the final vector is computed as a weighted average of the input vectors, where the weights are used as the coefficients.

7) **Attention Pooling**: In this technique, an attention mechanism is used to compute a weight for each element in the input vectors, and the final vector is computed as a weighted sum of the input vectors, where the attention weights are used as the coefficients.

**D. Proposed Objective Function**

In the course of our training, we first optimize the MSE loss function and subsequently the cross-entropy (CE) loss function. However, in the third phase of our training, which entails the joint training of the sensor encoders and FC inference model, we find that the traditional CE loss function only is inadequate for the objective of this work. As discussed in the preceding sections, our framework aims to enable the encoders to leverage redundancies between sensor observations to achieve high compression rates without sacrificing decision accuracy. This means that the encoders should learn to encode the complementary features of their respective observations. Accordingly, we propose a novel loss function, which is formulated as follows:

$$L(Y, \hat{Y}) = CE(Y, \hat{Y}) + KL(P(\hat{Y} | X) \| P(\hat{Y} | Z)).$$  \hspace{1cm} (8)

The purpose of the introduced function is to help in learning a joint conditional distribution for the decision, based on compressed observations, $P(\hat{Y} | Z)$. The goal of the function is to make this distribution as close as possible to the joint conditional distribution for the decision based on uncompressed observations, $P(\hat{Y} | X)$. By doing so, the function helps to minimize the degradation in decision accuracy resulting from compressing sensor observations. Due to the limited bit rate available to encode observations, the proposed function incentivizes the encoders to concentrate only on relevant features that are essential for maximizing the likelihood of an accurate decision at the FC.

During the end-to-end optimization of the proposed loss function, the encoders will tend to eliminate the mutual information between the correlated sensors’ observations and encode only the relevant features to satisfy the bandwidth constraint. Although this setting is derived from correlated data, it works also for independent sensors. However, the inter-observation redundancy is much less, and the compression can hurt the inferred decision accuracy.

Note that we handcrafted a model for each dataset to achieve the highest possible accuracy. The models have been selected according to the proposed loss function (8), such that it emphasizes learning complementary features at each sensor. To this

---

**Fig. 2.** Proposed framework for deep distributed inference in wireless sensor networks.
end, the second term in (8) adds a regularization term based on the KL-divergence between the conditional probability distribution of the decision given the full observation $P(\hat{Y}|X)$, and the distribution of the decision given the compressed and quantized version of the observations $P(\hat{Y}|Z)$. Moreover, our model jointly learns a quantizer function (entropy encoder) along with the source encoder. Jointly learning the encoders with the decision rule encourages the model to learn only the complementary features at each sensor. The proposed models work well with each problem without overwhelming the framework with complex architectures such as AlexNet, ResNet, GoogleNet, etc. [21]. The power of these complex models is required mainly for high-dimensional observation space, such as surveillance cameras. In this case, the hidden (deep) convolutional layers can extract spatial features in the observations in an efficient way. However, in lower-dimensional observation space, as in our case, handcrafted models are good enough. This conclusion is compatible with the findings reported in [22].

### E. Dataset Preparation

The proposed framework is general and widely applicable to different problems. For the framework to be employed in a certain distributed inference task, a dataset should be prepared for training purposes. A typical dataset consists of $N$ data points along with the associated labels $\{x_i, y_i\}_{i=1}^N$. Each data point, $x_i$, represents the concatenation of simultaneous readings from $S$ sensors such that $x_i = [x_{i,1}, x_{i,2}, \ldots, x_{i,S}]$. The label $y_i \in \{1, 2, \ldots, C\}$ is the target hypothesis (i.e., class) associated with these sensor readings. It is worth noting that these readings are assumed to be perfectly synchronized and each data point represents the readings at the same time step.

### IV. RESULTS AND DISCUSSION

Various datasets have been used to evaluate the performance of the proposed framework. Each dataset represents a different environment setting and generating distribution.

#### A. Distributed Inference Accuracy

1) **Comparative Evaluation**: A public dataset for human action recognition called wearable action recognition database (WARD) has been utilized to evaluate our proposed framework. The dataset was released [25]. The obtained results are compared with three other models using the same dataset. This dataset is collected from five sensor boards attached to different points in the human body. Each sensor board has a tri-axial accelerometer and a bio-axial gyroscope with three and 2-D outputs, respectively. Each human operator performs 13 different actions which represent the labels (classes) to be predicted by the classifier at the FC.

Table I and Fig. 3 present a comparative analysis of the performance of the proposed framework and the baseline models at varying CRs. Examination of Table I reveals that the proposed framework surpasses other models in terms of accuracy across all CRs. Notably, the proposed framework maintains a high level of accuracy even when subjected to high CRs. For example, increasing the CR from 2 to 8 decreased the accuracy by 4.1% only (i.e., from 99.7% to 95.6%). This is a small margin compared with 11% loss in Cheng et al. [23] (ASRCM), and 7% in Cheng et al. [23] (NN) and Zhang and Sawchuk [24].

Table II shows the classification accuracy of the proposed framework compared with the accuracy of other works in the literature. The table reports results for Zhu et al. [3], Guo et al. [8], Huynh [9], He et al. [10], Yang et al. [25], Oniga and Jozsef [26], and Sheng et al. [27]. It is clear from the table that the proposed framework achieves state-of-the-art accuracy compared with the aforementioned works. In addition, the proposed framework involves the minimal required bit rate, $R$, from the sensors to the FC, which highly contributes to power saving and prolonging the sensors’ lifetime. These results can be attributed to the fact that we learn complementary features between correlated sensors that highly contribute to improving the decision accuracy rather than learning local features for each sensor. This learning behavior is motivated by the proposed loss function in (8).

#### Table I

**Classification Accuracy of the Proposed Framework Under Different CRs Compared With Benchmark Models on WARD Dataset**

| Method                  | CR=2 | CR=4 | CR=8 |
|-------------------------|------|------|------|
| Cheng et al. (ASRCM)    | 94%  | 88%  | 83%  |
| Cheng et al. (NN)       | 82%  | 78%  | 75%  |
| Zhang et al. [24]       | 87%  | 83%  | 80%  |
| Our Framework           | 99.7%| 97.4%| 95.6%|

#### Table II

**Comparing the Proposed Framework With Prior Work Using WARD Dataset at a CR (CR = 2)**

| Method                  | Detection Accuracy |
|-------------------------|--------------------|
| Zhu et al. [3]          | 99.00%             |
| Yang et al. [26]        | 93.60%             |
| Huynh [9]               | 96.97%             |
| He et al. + PCA [10]    | 76.31%             |
| He et al. + LDA [10]    | 40.30%             |
| He et al. + GDA [10]    | 99.20%             |
| Guo (Majority voting) [8]| 94.96%             |
| Guo (Maximum) [8]       | 96.20%             |
| Guo (WLOP) [8]          | 98.02%             |
| Guo (WLOGP) [8]         | 98.78%             |
| Sheng et al. [27]       | 95.90%             |
| Oniga and Jozsef [28]   | 98.10%             |
| Our Framework           | 99.77%             |

---

Fig. 3. Comparison of model accuracy under different CRs.
Moreover, our framework jointly learns a quantizer function \( q: \mathcal{X} \rightarrow \mathcal{Z} \) with the encoder function which minimizes the end-to-end error and improves the accuracy of the sensing task. Note that the work in [3] explores the correlation between the sensor observations to disable the transmission on the sensors that did not capture new relevant features and thus save the consumed bandwidth. Comparatively, in our work, we exploit this correlation to transmit only the relevant complementary features. Consequently, we contribute in two directions, namely, saving the consumed bandwidth and, at the same time, improving the decision accuracy.

2) Artificial Problem: The proposed framework underwent several evaluations using four datasets: street view houses (SVH) [28], CIFAR-10 [29], Modified National Institute of Standards and Technology (MNIST) [30], and Fashion-MNIST [31]. For each dataset, we tested various CRs, which denote the ratio of uncompressed dimension to compressed dimension [32]. It should be noted that prior research only considered dimensionality reduction for compression, where input or output dimensions could be any value in \( \mathbb{R} \). As a result, the input and output spaces remained unaltered. In contrast, our framework goes beyond this by taking into account the quantization of the codewords, since input space is \( \mathbb{R}^d \) while output dimensions are quantized to belong to the space \( 0, 1^d \).

In this experiment, we simulate (an artificial problem) where two sensors (\( s_1, s_2 \)) transmit their data to an FC. Suppose the observations at sensor \( s_1 \) correspond to class \( C_i \), and those at sensor \( s_2 \) correspond to class \( C_j \). The decision rule at the FC can be formulated as follows:

\[
\psi(z_1, z_2) = \begin{cases} 
  i, & \text{if } i = j \\
  -1, & \text{if } i \neq j.
\end{cases}
\]

In essence, the decision is the class label when the two observations belong to the same label and \(-1\) otherwise. As each dataset contains images belonging to one of the ten total classes, the classifier is expected to have 11 classes (i.e., ten original classes and the “\(-1\)” class). To ensure a fair comparison, we employed the same classifier capacity (e.g., the number of layers, number of nodes per layer, activation functions, etc.) for all datasets. We compared the results obtained from our proposed framework with the accuracy of a baseline model, defined as a neural network that takes raw observations as input. In this case, the FC has complete knowledge of the sensed data, which represents the ideal scenario in terms of data availability.

The results of the proposed framework are illustrated in Fig. 4. The performance of the framework closely approaches that of the baseline when the CR is the lowest, i.e., CR = 2. A marginal decrease in accuracy is observed at higher CRs, such as CR = 4 and CR = 8. Nevertheless, the obtained accuracy is still remarkable, even at the highest CR. For instance, the framework achieved 95.3% accuracy in the MNIST dataset with CR = 8, which implies a reduction of only 4.7% in accuracy after compressing the observations to only 12.5% of their original dimension with quantization.

In the reconstruction of the training dataset, we randomly shuffle the datasets at each sensor. Consequently, most of the observation combinations fall in the class of \(-1\) (i.e., the two observations are not in the same class). This produces an imbalanced class distribution. Due to this imbalance, we report the confusion matrix of the framework classifier for the MNIST dataset and 98-dimension latent code in Fig. 5. We can see from Fig. 5 that the proposed framework is capable of inferring the right decision with high accuracy even with imbalanced data.

The key idea of compressing correlated sensor data is extracting complementary information from correlated observations and ignoring any redundancies. Our proposed loss function (8) achieves this goal by incorporating a KL divergence term to the loss function between the soft labels generated by a baseline model (e.g., a large model trained on raw observations to predict \( P(Y|X) \)) and the decision function at the FC, \( P(Y|Z) \). To minimize this term, we encode only the complementary features that help the FC to mimic the behavior of the baseline model. As described in Algorithm 1, we jointly train the encoder models at each sensor with the decision function at the FC in an end-to-end fashion. This end-to-end training makes the encoders jointly learn features with the decision function as they receive penalization based on the distance between the predicted distribution and that of the baseline model.

We also consider a convex combination between these two terms in (8) as follows:

\[
\mathcal{L}(\hat{Y}, \hat{Y}) = \phi \text{ CE}(\hat{Y}, \hat{Y}) + (1 - \phi) \times \left( \text{KL}(P(\hat{Y}|X) \mid \mid P(\hat{Y}|Z)) \right).
\]

We experimented different values for \( \phi \) in the range (0, 1) with 0.1 step size. We note that the best results are obtained at different values for \( \phi \) for the different datasets. For example,
Fig. 6. Accuracy of indoor localization problem using the proposed framework.

Fig. 7. Interpolation between two points in the latent space. We randomly choose a start point and an endpoint. The start point is shown in the top-left corner and the endpoint is shown in the bottom-right. Each time, we gradually flip a bit along the different bits between the two vectors.

using $\phi$ equals 0.4 gave the best results with MNIST while 0.5 and 0.7 gave the best results with Fashion-MNIST and CIFAR10. This can be attributed to the different distribution of the observation and the class weights in each dataset. Therefore, we recommend trying different values of $\phi$ and using the value with the best results.

3) Indoor Localization: We test our proposed framework on a dataset for indoor localization using WiFi fingerprint. The dataset consists of 7175 fingerprints collected from 489 different locations (almost 15 fingerprints per location). The training dataset was compiled by taking samples at every 3 m on average with 15 samples per location. The time at each location was approximately 40 s performing consecutive scans with a bq Aquaris E5 4G device using Android stock 6.0.1 without making any movements during the process. For a complete description of the dataset and the dataset collection protocol, we refer the reader to [33]. Fig. 6 shows the degradation in the accuracy due to the increase in the CR. Note that in this experiment, we are not attempting to achieve the state-of-the-art classification results. Rather, we aim to highlight how much accuracy we can lose due to the observation compression. It is clear from Fig. 6 that the decrease in the accuracy due to observation compressing using our proposed framework is much less compared with compression using traditional AEs.

B. Semantics of the Latent Representation

AE-based architectures for dimensionality reduction often prioritize the resilience of the learned codewords in the latent space [34]. To evaluate the robustness of these codewords, interpolation between various points in the latent space is conducted, and the gradual changes in the reconstructed data are qualitatively observed. This experimentation serves to demonstrate that the model has: 1) integrated sufficient redundancies into the codewords, allowing for input reconstruction despite the presence of codeword errors and 2) acquired relevant features that align with the underlying structure of the data.

Two test points are randomly chosen as the starting and ending points for the interpolation experiment. The process involves flipping a bit in the latent codeword at each step and then passing the resulting altered codeword to the decoder model and observing the resulting changes in the reconstruction. The detailed steps of this experiment are outlined in Algorithm 2. Gradual changes in the shape of the digit are depicted in Fig. 7, showing that decreasing the Hamming distance between the start and end points by flipping bits results in a gradual alteration of the digit characteristic until it reaches the endpoint.

Algorithm 2 The Procedure for Evaluating the Semantics of the Latent Codewords

Randomly select two random points $x_1, x_2$;
Encode each data point using the encoder function, $f_\phi$: $z_1, z_2 = f_\phi(x_1), f_\phi(x_2)$;
$h = z_1 \oplus z_2$;
i=0;
while i < len(h) do
  if $h[i]$ equals 1 then
    Flip the bit at $z_1[i]$;
    i = i + 1;
  end if
  $x_{i1} = f_\theta(z_1)$; where $f_\theta$ is the decoder function.
end while
Plot $x_{i1}$;
C. Rate/Computation Tradeoff

While compressing the observations reduces bandwidth consumption for transmission, it comes at a cost in accuracy and computation. The required computation resources (measured by the floating-point operations (FLOPS)) increase according to the model complexity (measured by the number of weights). Moreover, increasing the model complexity leads to improved compression, and consequently improved decision accuracy at the FC. Therefore, a design decision should compromise between the model complexity, on the one hand, and the consumed computations and FC accuracy, on the other hand. However, the training phase can be done offline (before the deployment of the sensors), and only the inference will take place during the operation which requires only one forward pass (a very small number of FLOPS) to predict the encoded messages. Fig. 8 shows this trade-off trend between the computation requirement (measured by FLOPS) and the model accuracy. In this figure, we can see that increasing the model accuracy requires adopting smaller CRs which imply higher data transmission. On the other hand, a smaller CR requires transmitting more data and requires more computational resources at each sensor. The optimization of CRs is out of the scope of this article and will be explored in our future work.

D. On Quantizer Design

Different techniques for quantizer design have been proposed in the literature. Some work proposed analytical techniques for the quantizer design. These techniques give a precise description of the optimality of the quantizer and, in some cases, they specify the quantizer performance (in the form of the error bound or other criteria). However, to derive this mathematical analysis, these techniques assume certain statistical properties in the sensor data. There are many cases in which we do not have prior knowledge of this information. For example, the quantizer proposed on [35] studied Gaussian observations. On the other hand, our proposed quantizer design does not impose any restrictions or assumptions on the distribution of the raw observations. Other learning-based quantizer designs either do not address the case of correlated observations or do not consider the accuracy of the inferred decision on the loop. Choi et al. [34] proposed a learning-based quantizer in the channel coding regime. However, they did not consider the accuracy of the decisions inferred from this compressed data. In this work, we address this gap.

E. Applicability

Our framework along with the proposed loss function in (8) and the training procedure given in Algorithm 1 can work with any type of parallel distributed detection network. This type of setting has various applications in wireless IoT. Although minor customizations are required to fit each specific problem, the framework is still widely applicable to different problems from various domains. In this article, we reported the experimental results on various types of sensors and applications (e.g., image classification, human activity recognition, etc.). Specifically, we experimented with five different datasets (MNIST, Fashion MNIST, Street View House Numbers (SVHN), CIFAR-10, WARD) representing three different types of sensors (cameras, gyroscope, and accelerometer). To further evaluate the generality of our framework, we evaluated a completely different domain (i.e., wireless link adaptation) using three datasets combined in a global one [36]. In this scenario, the sensors are the antennas at each mobile node, the observations are the channel state information (CSI) captured at each mobile, and the environment is the wireless channel [37]. The sensors send their observations to an FC to infer a global decision. The base station (BS) acts as an FC in this case, and the decision is the selected modulation and coding scheme (MCS). The results shown in Fig. 9 show a minor loss in the adaptation decision at the FC with the increase in the adopted CR. For example, when compressing the original raw observations (i.e., CSI in this case), the accuracy only drops from 94.25% to 93.7%. This means only a 0.55% loss in accuracy is achieved while saving 75% of the original bandwidth. The obtained results confirm the general applicability of our proposed method in different domains and problems.

F. Results of Input Reconstruction

A task of input reconstruction was performed to evaluate the robustness of the learned features. In this experiment, MNIST and Fashion-MNIST datasets are used in the evaluation. We used a CR = 8, which corresponds to a latent code of 98-bit. Fig. 10 shows the result of the input reconstruction.

V. Conclusion

In this article, we proposed a deep-learning framework for compressing correlated sensor observations in distributed inference problems. The proposed framework employs discrete representation AEs to encode the observations at each sensor. A novel loss function has been proposed to improve the
accuracy of the framework. A MLP architecture has been used at the FC to jointly learn the decision rule. The proposed framework addresses the hard-to-tackle problem of correlated sensor observations and does not assume any prior knowledge about the distribution of the observations. The framework has been extensively tested using different datasets and has demonstrated significant performance improvements.

In the future, we plan to optimize the various hyperparameters in the proposed loss function and training algorithm (e.g., the contribution of each term in 10). We believe that optimizing these values can lead to substantial improvements. Furthermore, to obtain the highest radio resource utilization, we can tackle the problem of assigning different rates to different sensors based on the relevancy of the information captured at each sensor. In addition, incorporating the prior knowledge of other FCs in the training as a type of transfer learning can be of substantial contribution. Another research direction can be dedicated to optimizing the data aggregation direction can be dedicated to optimizing the data aggregation technique based on the inference task, the number of sensors, the dimensionality of each sensor codeword, and other factors relevant to the problem design. This can significantly contribute to improving the inferred decision accuracy as well as resource utilization.
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