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Abstract—In this paper, we aim to improve the connectivity, scalability, and energy efficiency of machine-type communication (MTC) networks with different types of MTC devices (MTCDs), namely Type-I and Type-II MTCDs, which have different communication purposes. To this end, we propose two transmission schemes called connectivity-oriented machine-type communication (CoM) and quality-of-service-oriented machine-type communication (QoM), which take into account the stochastic geometry-based deployment and the random active/inactive status of MTCDs. Specifically, in the proposed schemes, the active Type-I MTCDs operate using a novel Bernoulli random process-based simultaneous wireless information and power transfer (SWIPT) architecture. Next, utilizing multi-user power-domain non-orthogonal multiple access (PD-NOMA), each active Type-I MTCD can simultaneously communicate with another Type-I MTCD and a scalable number of Type-II MTCDs. In the performance analysis of the proposed schemes, we prove that the true distribution of the received power at a Type-II MTCD in the QoM scheme can be approximated by the Singh-Maddala distribution. Exploiting this unique statistical finding, we derive approximate closed-form expressions for the outage probability (OP) and sum-throughput of massive MTC (mMTC) networks. Through numerical results, we show that the proposed schemes provide a considerable sum-throughput gain over conventional mMTC networks.
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I. INTRODUCTION

MACHINE-TYPE communication (MTC) has been a key enabler of the Third Generation Partnership Project (3GPP)’s Release 16 New Radio (NR) [1], and will continue to be an essential component of the sixth generation (6G) of wireless networks [2]. For instance, the deployment of MTC for low-power applications enables long-distance communications with relaxed requirements on data rate and latency between the core network and a large number of battery-powered devices [3], [4].

MTC networks that consist of a large number of MTC devices (MTCDs) are referred to as massive MTC (mMTC) [5]. MTCDs can be categorized into two classes based on their demands and characteristics [6], namely one that operates continuously and has deterministic traffic demands, and another that operates in a probabilistic manner with an event-driven appearance and has sporadic traffic demands. To handle the coexistence of different classes of MTCDs in the same mMTC network, group-based mMTC networks, in which diverse MTCDs are divided into groups based on different criteria, such as location, delay, and traffic characteristics, have been proposed [7], [8].

In this paper, we focus on five major MTC issues. First, as pointed out in [9], [10], [11], [12], and [13], the practical deployment and implementation of mMTC networks on a large scale faces a number of challenges due to the intensive communications between MTCDs, including congestion, coverage, energy self-sufficiency, scalability, and modeling. Consequently, advanced multiple access techniques, such as non-orthogonal multiple access (NOMA), have been used to alleviate congestion caused by massive signaling overhead when a large number of MTCDs are attempting to access the spectrum [9], [12], [13]. Second, because MTCDs rely heavily on short transmissions for instantaneous communication, the network sum-throughput can be drastically reduced without efficient resource allocation algorithms. To overcome this barrier, group-based machine-to-machine communications, i.e., MTC according to 3GPP standards [14], can be used for effective radio resource management and spectrum sharing, resulting in increased network throughput. Third, in order to establish communication, MTCDs can use up their limited energy, which can be harmful to mMTC networks [13]. Therefore, wireless-powered MTC networks have been proposed in the literature as a solution to this problem [9], [15], [16], [17]. However, as the number of devices grows exponentially, a more powerful wireless-powered system designed specifically for MTC is required. Fourth, because of the ubiquitous coverage of MTCDs, their locations are typically considered random [11], making modeling the spatial distribution of the MTCDs deterministic, unappealing, and unscalable. A few recent works on stochastic mMTC networks propose modeling...
the deployment of mMTC using stochastic geometry as a solution to this critical problem [18], [19], [20]. Fifth, transmissions between distant MTCDs may suffer from severe data losses due to multipath fading and intra-interference from other MTC devices, eventually reducing the network throughput. To address this issue, deploying several regenerative connections among the MTCDs in a multi-hop fashion can increase network coverage and, as a result, network sum-throughput and connectivity.

A. Novel Communication Strategies for Diverse, Group-Based mMTC Networks

To address the aforementioned issues and improve the scalability of MTC networks and energy efficiency at the MTCDs, we propose two transmission schemes as follows. In the case of a high power budget, we propose the connectivity-oriented machine-type communication (CoM) scheme, which serves all Type-II MTCDs in the vicinity, and in the case of a low power budget, the quality-oriented machine-type communication (QoM) scheme, which opportunistically serves a single Type-II MTCD. Specifically, we consider two types of MTCDs as follows: MTCDs with seamless operation in a multi-operator network [2], called Type-I MTCDs, which are able to store-and-forward messages through a series of regenerative relaying transmissions; MTCDs with consistent connectivity [2], called Type-II MTCDs, which operate under stringent instantaneous QoS requirements. Notably, we define the random active and/or inactive status of MTCDs as follows: the locations of active or inactive Type-II MTCDs form a homogeneous Poisson point process (HPPP), and their number within a close vicinity of each Type-I MTCD is Poisson distributed, as will be explained in detail in the following section. Following that, we propose Bernoulli-based energy harvesting (BEH) protocols, in which energy harvesting is performed based on the demand of Type-I MTCDs. In addition, we use multi-user power-domain NOMA (PD-NOMA) to improve connectivity by allowing a Type-I MTCD to serve other Type-I and Type-II MTCDs at the same time. In particular, we use stochastic geometry (SG) to capture the random spatial distribution of a set of active and inactive MTCDs to group MTCDs in this phase.

Recently, downlink mMTC and downlink mMTC-NOMA have been gaining much attention from the research community [21], [22], [23], [24]. The authors in [21] proposed a joint subcarrier and power allocation strategy to maximize the number of connected devices in IoT network consisting of MTCDs using NOMA in the downlink. Recently, the authors in [23] proposed a wireless power transfer-assisted NOMA (WPT-NOMA) transmission scheme for mMTC. The authors of [24] integrated rate-splitting multiple-access (RSMA) with time-division-duplex Cell-free massive MIMO for downlink mMTC. In addition, it is envisioned that mMTC can be implemented in millimeter Wave (mmWave)/Terahertz (THz) wideband in 6-th Generation (6G) wireless networks [25]. As a result, a distributed multi-hop relaying is likely to be practical for such networks. In particular, the authors in [26] proposed routing techniques for mmWave networks, namely minimum hop count (MHC) and nearest Line-of-Sight (LoS) relay to the destination with MHC (NLR-MHC). It is noted that [22] has introduced a multi-hop mMTC decode-and-forward (DF) relaying system with the digital enhanced cordless telecommunication new radio (DECT-2020 NR) standard. However, regenerative mMTC-NOMA with multi-hop infrastructure has not been given out in literature. As a result, its theoretical work on the outage probability (OP) and throughput analysis are still open issues.

B. Related Works

In this subsection, we elaborate on recent related works on NOMA, simultaneous wireless information and power transfer (SWIPT), and their applications to MTC/mMTC networks. In the literature, WPT has been considered for mMTC. For instance, the WPT-NOMA offers an alternative for energy-constrained devices [23], [27], [28]. The authors in [27] and [28] proposed integrating the MTCDs with WPT technologies. In particular, energy harvesting (EH) from ambient radio frequency (RF) sources is utilized for prolonging the lifespan of energy-constrained MTCDs. In [23], a WPT-NOMA transmission scheme for mMTC networks is proposed for uplink and downlink communications. The proposed WPT-NOMA enables MTCDs to simultaneous EH and information transmission, which is crucial for the support of massive number of energy-constrained MTCDs. For high connectivity, yet energy-efficient and self-sustainable mMTC networks, SWIPT-NOMA has been considered as a key enabling technology [15]. The combination of SWIPT and NOMA (SWIPT-NOMA) is a potential solution to improve the spectral and energy efficiency (EE) of fifth-generation (5G) networks and beyond, especially in order to support the functionalities of the Internet-of-Things (IoT) and MTC scenarios [16]. Specifically, PD-NOMA has been shown to be a promising technology for improving the connectivity of MTC networks [9]. The outage performance of relay selection strategies in SWIPT-NOMA under the assumption of residual hardware impairments and channel estimation errors was studied in [17].

In [8], the authors focused on the diverse and scalable connectivity of MTCDs by proposing two distinctive types of devices in MTC networks. In the case of different types of MTCDs coexisting in the same network, the authors in [29] proposed sophisticated scheduling algorithms to set up connections for different active MTCDs. Recently, random access with layered preambles (RALP) has been proposed to support devices with two different priorities based on the concept of PD-NOMA [30]. In addition, the work in [5] introduced PHY and MAC layer solutions developed for the mobile and wireless communications enablers for the twenty-twenty information society (METIS) project to address the scalability and efficient connectivity of a massive number of devices sending very short packets. Moreover, the authors in [31] studied the application of NOMA in MTCDs to increase network connectivity. Particle swarm optimization (PSO) was implemented to improve the sum-throughput of the proposed group-based MTCD-NOMA networks.

To enhance the coverage of MTC networks, the authors in [32] proposed a multi-hop cooperative transmission where
signaling interaction mechanisms were developed and the relevant structure of frames was modified to be compatible with current Wi-Fi architectures. In [33], the authors used cooperative relaying-based device-to-device (D2D) communications to improve the transmission range and coverage of MTC networks. In [34], considering the coverage and average rate analysis of multi-hop MTC networks using stochastic geometry, the authors showed that multi-hop D2D communication is able to increase the coverage and average rate of MTC networks. Note that the usage of NOMA was overlooked in [34] and [33]. In [35], the authors proposed multi-hop transmission to enhance the scalability and energy efficiency of wireless software-defined-networking (SDN)-based mMTC networks. Recently, in [36], the authors investigated the transient behavior of multi-hop wireless transmission in MTC networks under static routing and showed that such a multi-hop scheme can be applied to mMTC.

For vast numbers of devices in mMTC networks, deterministic pathloss models fail to capture the spatial randomness of the MTCDs. Stochastic geometry (SG) is an important mathematical tool used to capture the spatial distribution of these devices. In [33] and [18], HPPP were adopted to model the network density and the MTCDs’ locations. Specifically, the work in [33] studied the joint spectral efficiency and fairness in an underlay hybrid SG-based network consisting of MTC, D2D-enabled, and cellular devices. Moreover, the work in [18] considered an SG-based uplink NOMA ultra-dense network consisting of human-type communication (HTC) and MTC devices. In this work, the authors aimed to ensure connectivity and maintain quality-of-service for a massive number of MTCDs. The results showed a significant increase in network throughput due to the large number of connections from MTCDs. Unlike the above works, the authors in [19] used Matérn cluster processes to model the wireless-powered MTC networks.

C. Contributions of the Paper

The main challenges in the performance analysis of the proposed transmission schemes, which are the QoM and CoM schemes with EH at Type-I MTCDs, are highlighted as follows. In the considered multi-user PD-NOMA wireless-powered mMTC network, determining exact formulas for the end-to-end (e2e) outage probability (OP) can be an intricate task. This is mainly because the e2e OP of each individual Type-I MTCD transmission is heavily dependent on the harvested power and the performance of the previous hops. Specifically, as the number of traversed regenerative connections increases, the complexity of the analytical derivations also becomes noticeable. Second, evaluating the performance of mMTC networks can be challenging. This is mainly because the performance of an MTCD is determined by the device’s QoS requirements. As a result, obtaining the instantaneous QoS requirements of all MTCDs is essential for performance analysis, which becomes increasingly challenging as the number of MTCDs grows. The key contributions of our paper can be summarized as follows:

- To address the aforementioned problems associated to mMTC networks, we propose two novel transmission schemes, namely the CoM and QoM schemes, which have not been reported in the literature.
- Moreover, we consider the random active/inactive status of Type-II MTCDs and their stochastic geometry-based locations, which reflects a practical realization of mMTC networks.
- To investigate the performance of the proposed schemes, we provide closed-form expressions for the network OP, sum-throughput, and maximum reliable transmission rate for the proposed schemes. Specifically, the total probability theorem is adopted not only to relax the recursive formulations of the transmission power from Type-I MTCDs, but also to tackle the joint statistics of multiple non-mutually-exclusive events. The results are then expressed in terms of Meijer G-functions and Fox H-functions, where the Singh-Maddala distributions are adopted to assist the analysis of QoM-based schemes. The obtained closed-form expressions are validated through simulations, which provide technical insights into the performance of the proposed schemes in mMTC networks.
- Through numerical results, we obtain new findings for the considered mMTC networks as follows. By using either the CoM or QoM schemes, the network sum-throughput of Type-I and Type-II MTCDs increases, whereas the outage performance of Type-I MTCDs decreases. Thus, there is a trade-off between the achievable performance of each type of MTCD; i.e., the network performance improvement comes at the cost of some degradation for Type-I MTCDs.
- In addition, the maximum reliable transmission rate (MRTR), which is a function of the PD-NOMA power allocation coefficients and the probabilistic EH splitting parameters, is the key factor for balancing the performance trade-off between different types of MTCDs in the network.
- Finally, the implementation of PD-NOMA in multi-hop-based networks can cause an outage performance degradation by allocating a portion of the transmission power to serving extra MTCDs instead of utilizing full power for relaying information. On the other hand, by enabling additional connections, the overall network connectivity and sum-throughput can be effectively improved. It is noted that SG-based NOMA networks heavily rely on the network density and the spatial separations among the paired devices. As a result, even when numerous Type-II MTCDs are available, Type-I MTCDs only schedule those that are suitably distanced apart to execute NOMA transmissions.

The rest of this paper is organized as follows: Section II presents the system model including the HPPP-based deployment of the MTCDs and the fading channel model. In Section III, we introduce the proposed probabilistic EH architectures and the proposed transmission schemes. The performance analysis of the proposed schemes in terms of OP

It is noted that our results are reproducible using our Matlab code, which is available at https://github.com/thanhluannguyen/mMTC-WPT-NOMA.
and throughput are presented in Section IV. Section V shows the asymptotic analysis. Section VI presents the numerical results. Finally, Section VII concludes this work.

Notations: $\mathcal{CN} (\mu, \sigma^2)$ denotes the circular complex Gaussian random variable with mean $\mu$ and variance $\sigma^2$, $\gamma (a, x)$ denotes the lower incomplete Gamma function [37, eq. (8.350.1)]. In addition, $0_v$ and $1_v$ denote vectors containing $v$ elements of zeros and ones, respectively. Moreover, $\Pr \{ \cdot \}$ denotes the probability operator, $F_X (x) = \Pr \{ X < x \}$, $\bar{F}_X (x) \triangleq \Pr \{ X \geq x \}$, and $f_X (x)$ are the cumulative distribution function (CDF), the complementary CDF (CCDF), and the probability density function (PDF) of the random variable (RV) $X$.

II. SYSTEM MODEL

Let us consider an mMTC network, where a Type-I MTCD $D^{[I]}_1$ plans to communicate with the Type-I MTCD $D^{[I]}_M$, as depicted in Fig. 1. Due to spatial separation, $D^{[I]}_2$ requires the help of other Type-I MTCDs, namely $D^{[I]}_3$, $D^{[I]}_4$, ..., $D^{[I]}_{M-1}$, to store-and-forward the intended message to $D^{[I]}_M$ via multi-hop regenerative relaying transmission. In the proposed network, there coexist a massive number of active and inactive Type-II MTCDs, as depicted in Fig. 1. Specifically, Type-II MTCDs can be viewed as IoT devices that are non-stationary, and stochastically spatially distributed around Type-I MTCDs; in addition, a Type-I MTCD can be viewed as a central node that connect other Type-II MTCDs by means of access via an aggregation node or short-range device-to-device access, as considered in [28]. To enhance the connection efficiency of the considered network, a portion of the active Type-II MTCDs are served by Type-I MTCDs. Specifically, during the $t$-th time slot, the corresponding Type-I MTCD, denoted as $D^{[I]}_1$, can employ PD-NOMA to serve up to $K_t$ active Type-II MTCDs situated nearby, in addition to relaying information to $D^{[I]}_{t+1}$, where $1 \leq t \leq M - 1$. In each, $D^{[I]}_{t+1}$ can probabilistically perform energy harvesting from the information forwarded by $D^{[I]}_1$ and exploit the harvested power for information transmission during the subsequent time slot. The EH behavior of $D^{[I]}_{t+1}$ can be characterized by a Bernoulli RV, as detailed in section III. Hereafter, let us use $D^{[I]}_1$ and $D^{[I]}_M$ as acronyms for Type-I and Type-II MTCDs, respectively, and $D_{t,k}$ to refer to the $k$-th paired $D^{[I]}_1$ during the $t$-th time slot.

A. Homogeneous Poisson Point Process-Based mMTC Network Deployment

Considering a square area of $x \times x$ [m$^2$] in a two-dimensional (2D) Cartesian coordinate system, $D^{[I]}_1$s are randomly distributed over the network area, and their locations are assumed to be fixed over the transmission from one $D^{[I]}_1$ to another $D^{[I]}_M$. Over the circular coverage area $C_t$ with radius $r_t$ around $D^{[I]}_1$, the active and inactive $D^{[I]}_1$s are modeled by HPPPs $\Phi^{[I]}_1$ and $\Phi^{[I]}_0$ with densities per meter square $\lambda^{[I]}_1$ and $\lambda^{[I]}_0$, respectively. Thus, the number of active and inactive Type-II MTCDs within the proximity of $D^{[I]}_1$ are modeled by Poisson distributions with mean intensities $\pi_1 \lambda^{[I]}_1 r_t^2$ and $\pi \lambda^{[I]}_0 r_t^2$, respectively. As a result, the null probability of the 2D Poisson process $\Phi^{[I]}_1$ can be expressed as

$$
\Pr \left[ \Phi^{[I]}_1 = 0 \right] = e^{\frac{-\lambda^{[I]}_1 \pi r_t^2}{2}}. 
$$

where $i \in \{1, 0\}$. Next, the coverage area $C_t$ can be equally divided into $K_t$ disjoint subareas, namely $C_{t,1}$, $C_{t,2}$, ..., $C_{t,K_t}$. Each area represents an annulus-shaped area around $D^{[I]}_t$ with inner and outer radii of $\frac{k-1}{K_t} r_t$ and $\frac{k}{K_t} r_t$, respectively. Accordingly, $D^{[I]}_t$ is within each $C_{t,k}$ construct a thinned HPPP ($\Phi^{[I]}_{t,k}$) from the independent thinning of the parent HPPP ($\Phi^{[I]}_t$) where the thinning probability is $\frac{1}{K_t}$. Hence, the average number of $D^{[I]}_t$ within $C_{t,k}$ follows Poisson distribution with intensity $\frac{\lambda^{[I]}_{t,k}}{K_t \pi r_t^2}$. The null probability of $\Phi^{[I]}_{t,k}$ can then be expressed by

$$
\Pr \left[ \Phi^{[I]}_{t,k} = 0 \right] = e^{\frac{-\lambda^{[I]}_{t,k} \pi r_t^2}{2}}. 
$$

It is noted that the number of active or inactive Type-II MTCDs is different from one annulus-shaped area to another due to the density $\lambda^{[I]}_{t,k}$.

B. Fading Channel Statistics

In order to capture the propagation effects, let us employ large-scale and small-scale models as follows. Let $x_m \in \mathbb{R}^2$ denote the locations of $D^{[I]}_m$, where $1 \leq m \leq M$, and $l_q \triangleq |x_{t-1} - x_q|$ be the distance from $D^{[I]}_{t-1}$ to $D^{[I]}_q$, where $2 \leq q \leq M$. Let $x_{t,k} \in \mathbb{R}^2$ be the location of the $k$-th selected active $D^{[I]}_t$ within the coverage area $C_t$, i.e., $D^{[I]}_t$, thus $d_{t,k} \triangleq |x_t - x_{t,k}|$ specifies the distance from $D^{[I]}_t$ to $D^{[I]}_{t,k}$. Accordingly, the corresponding large-scale path-loss models are denoted by $\ell (l_m)$ and $\ell (d_{t,k})$. Specifically, for the ee2e transmissions, we adopt the non-line-of-sight (NLoS) condition for the 3GPP Urban Micro (UMi) path-loss model [38], [39] as $\ell (x) = \frac{22.7 + 26 \log_{10} (f_c) - 36.7 \log_{10} (x/d_0)}{d_0}$ [dB], where $\ell (x) = L (x)\epsilon$ in linear scale with $G_r$ and $G_t$ being the receiving and transmitting antenna gains, respectively, $f_c$ (GHz) denotes the carrier frequency, $\epsilon = 3.67$, $d_0$ is the reference distance in meter and

$$
L = 186.2087 \left( \frac{f_c^2}{10^6} \right)^{2.6} \left( \frac{d_0}{100 m} \right)^{\frac{6}{5}}. 
$$

Based on the spatial HPPP models, the Type-II MTCDs are uniformly distributed within the annulus $C_{t,k}$ [18], [33]. Accordingly, the PDF of the distance from $D^{[I]}_t$ to each $D^{[I]}_{t,k}$ within $C_{t,k}$, denoted by $f_{d_{t,k}} (r)$, can be expressed as

$$
f_{d_{t,k}} (r) = \frac{2K_t r}{r_t} \left[ \frac{1}{K_t} - \zeta \left( r - \frac{k-1}{K_t} r_t \right) - \zeta \left( r - \frac{k}{K_t} r_t \right) \right],
$$

where $r > 0$ and $\zeta (\cdot)$ is the unit step function.

For the small-scale propagation, we assume that all channels experience Rayleigh fading, where the channel coefficients from $D^{[I]}_{t-1}$ to $D^{[I]}_t$, and from $D^{[I]}_t$ to $D^{[I]}_{t,k}$ are denoted as $h_{q,t} \sim \mathcal{CN} (0, 1)$ and $g_{t,k} \sim \mathcal{CN} (0, 1)$, respectively. Subsequently, the CDF of the joint large-scale and small-scale gain, denoted as $\phi_{q,t} \triangleq |h_{q,t}|^{2} |g_{t,k}|$, can be expressed as $F_{\phi^{[I]}_q}(\phi) = 1 - \exp \left[ -\phi / (\ell (d_{q,t})) \right]$, $\phi > 0$. In addition, since the active Type-II MTCDs within $C_{t,k}$ are uniformly distributed,
|\(g_{t,k}|^2\ell(d_{t,k}) \triangleq \varphi_{t,k}\) are mutually independent and identically distributed following the CDF

\[
F_{\varphi_{t,k}}(\varphi) = 1 - \frac{2}{\varepsilon (\frac{1}{\sqrt{\alpha_0}})^2} \left( -\frac{2}{\varepsilon (\frac{1}{\sqrt{\alpha_0}})^2} \right)^{\frac{\varphi}{\varepsilon (\frac{1}{\sqrt{\alpha_0}})^2}}
\]

\[
= \gamma \left( \frac{2}{\varepsilon (\ell(r_1)) (k + 1) K_t} \right) \left( -\frac{2}{\varepsilon (\frac{1}{\sqrt{\alpha_0}})^2} \right)^{\frac{\varphi}{\varepsilon (\frac{1}{\sqrt{\alpha_0}})^2}}
\]

where \(0 \leq \alpha_{t+1} \leq 1\) is the so-called time-switching or EH ratio, and \(T\) is the block time in which an information block is transmitted from \(D_I^{[i]}\) to \(D_M^{[i]}\). Accordingly, the remaining block time, \(\frac{(1-\alpha_{t+1})T}{M}\), is then consumed for information transmission from \(D_I^{[i]}\) to \(D_{M-1}^{[i]}\). Furthermore, by implementing NOMA, \(D_I^{[i]}\) can simultaneously serve \(D_M^{[i]}\)s while forwarding information to \(D_M^{[i]}\). Accordingly, the harvested energy at \(D_I^{[i]}\) is expressed as

\[
E_{t+1} = \eta_{t+1}(P_t\varphi_{t+1})\frac{\alpha_{t+1}T}{M-1}P_{t+1},
\]

where \(0 \leq \eta_{t+1} \leq 1\) denotes the energy conversion efficiency, \(P_t\) denotes the transmission power of \(D_I^{[i]}\), and \(P_0\) is the fixed transmission power. Suppose that all the harvested energy is consumed by each source node, the harvested power at \(D_I^{[i]}\) can be expressed as

\[
P_{t+1} = (M-1)\frac{E_{t+1}}{(1-\alpha_{t+1})}\frac{T}{\alpha_{t+1}} = (M-1)\frac{\alpha_{t+1}}{\alpha_{t+1}+\eta_{t+1}}\frac{T}{\alpha_{t+1}}P_{t+1}.
\]

B. Bernoulli Random Process-Based Power-Splitting Energy Harvesting (BPEH) Architecture

During the \(t\)-th time slot, a proportion of the received power, \(\beta_{t+1}\Pi_{t+1}P_t\varphi_{t+1}\), where \(0 \leq \beta_{t+1} \leq 1\) denotes the power-splitting or the EH ratio, is utilized for EH. Accordingly, the remaining power, \((1-\beta_{t+1})P_t\varphi_{t+1}\), is then exploited for information transmission. Similar to the BTEH architecture, the \((M-1)\)-th time slot is the effective transmission duration in which the destination \(D_M^{[i]}\) does not perform EH, and thus all received power is exploited for transmission from \(D_I^{[i]}\) to \(D_M^{[i]}\), and potentially to the downlink \(D_M^{[i]}\)s. Accordingly, the harvested energy can be expressed as

\[
E_{t+1} = \eta_{t+1}\beta_{t+1}\Pi_{t+1}P_t\varphi_{t+1}\frac{T}{M-1}.
\]

Hence, the harvested power \(P_{t+1}\) can be formulated as

\[
P_{t+1} = (M-1)\frac{E_{t+1}}{T} = \beta_{t+1}\Pi_{t+1}\eta_{t+1}\varphi_{t+1}P_t.
\]
It is noted that both (7) and (9) are expressed in recursive form as a function of $P_t$. The extended expression of the transmission power during the $t$-th time slot is given in the following Remark.

Remark 1: The transmission power of $D_t^{[i]}$, $t \in [1,M-1]$, depends on whether it adopts EH or not. Accordingly,

a) if $[\tau = 0]$, $D_t^{[i]}$ likely transmits with a fixed power; thus $P_t = P_0$, with probability $\rho_0$,

b) if $[\tau = 1]$ and there exists $\tau \in [1,t-1]$ that satisfies $[\tau = 0]$ and $[\tau = 1]$, $\forall j \in [\tau + 1,t]$, the harvested power is $P_t = P_0 \sum_{j=1}^{t} \Omega_{t,j}$, where $\Omega_q = (M-1)\alpha q \eta_q / (1 - \alpha_q)$ for BTEH and $\Omega_q = \beta q \eta_q$ for BPEH. Accordingly, $P_t$ can then be formulated as

$$P_t = \begin{cases} P_0, & \text{if } [\tau = 0], \\ P_0 \prod_{t=1}^{t} \Omega_{t,j}, & \text{if } [\tau = 1], \forall j \in [\tau + 1,t]. \end{cases}$$

Consider a scenario where $\rho_q = 1, \forall q \in [2,M]$, and therefore all $D_t^{[i]}$, except $D_t^{[1]}$, perform EH with a probability of one, thus the transmission power at $D_t^{[i]}$ can be expressed as

$$P_t = P_0 \prod_{t=1}^{t} |h_i|^2 \prod_{t=1}^{t} \ell(d_t) \prod_{t=1}^{t} \Omega_t.$$  

Remark 2: It can be observed from (11) that the harvested power $P_t$ is contaminated by the path-loss in every $i$-th time slot, where $i \in [1,t]$. This phenomenon is familiar in traditional wireless-powered regenerative relaying systems, where the path-loss from previous paths accumulates at the energy harvesting devices until, for some devices, the harvested power reaches zero, leading to a severe outage.

To tackle the above issue, one approach is to deploy power beacons within the proximity of each $D_t^{[i]}$. However, this requires the power beacon within the last hops to radiate with enormous power in order to overcome the accumulation of path-loss, not to mention the high installation cost. Another approach is to have some $D_t^{[i]}$, e.g., $D_t^{[i]}$ where $\tau \in [1,t-1]$, transmit with a fixed power so that the accumulated path-loss in the $i$-th hop, $\forall i \in [1,\tau]$, is eliminated in the harvested power at $D_t^{[i]}$, as shown in (10). Ideally, each $D_t^{[i]}$ should switch to energy harvesting mode if the harvested power exceeds an acceptable power threshold. This also implies that there should be a probability of EH imposed on each $D_t^{[i]}$.

C. Co-Existing Type-I and Type-II MTCUs Transmission Schemes

During the $t$-th time slot, if there exists at least one $D_t^{[i]}$ within $C_t$ around the transmitting $D_t^{[i]}$, additional $D_t^{[i]}$s can be scheduled to jointly perform PD-NOMA. In this case, $D_t^{[i]}$ performs superposition coding (SC) to form a mixture of information signals dedicated to $D_t^{[i]}$, denoted as $s_t^{[i]}$, and other $D_t^{[i]}$s, denoted as $s_t$. Accordingly, the information signal transmitted by $D_t^{[i]}$ can be expressed as

$$x_t = \sqrt{p_M s_t^{[i]} + \sqrt{1 - p_M}} s_t,$$

where $0 \leq p_M \leq 1$ denotes the power allocation for $s_t^{[i]}$ and $s_t$ specifies the mixture of the $D_t^{[i]}$s signals.

In practice, the distance from $D_t^{[i]}$ to $D_t^{[i+1]}$ is much larger than the distance between the paired $D_t^{[i]}$s, as observed in Fig. 1. Accordingly, to ensure transmission fairness, $D_t^{[i]}$ should allocate more power to $s_t^{[i]}$ than to $s_t$. In addition, if there aren’t enough $D_t^{[i]}$ within the proximity of $D_t^{[i]}$, it then allocates all power to $s_t$. As a result, the achievable instantaneous rate at $D_t^{[i]}$ with the BTEH architecture is obtained as

$$R_{t+1}^{[i]} = \tau_{t+1} \log_2 \left( 1 + \frac{p_M P_t \phi_{t+1}}{(1 - p_M) P_t \phi_{t+1} + \sigma^2} \right) M_t$$

and with the BPEH architecture is obtained as

$$R_{t+1}^{[i]} = \tau_{t+1} \log_2 \left( 1 + \frac{p_M (1 - \beta_{t+1} \Phi(t+1)) P_t \phi_{t+1}}{(1 - p_M) (1 - \beta_{t+1} \Phi(t+1)) P_t \phi_{t+1} + \sigma^2} \right) M_t,$$

where $\tau_{t+1} = 1 - \rho_0$, for BTEH and $\tau_{t+1} = \frac{1}{M-1}$ for BPEH. $M_t \triangleq [\Phi(t)] \geq 1$ is the event where at least one active $D_t^{[i]}$ exists within the proximity of $D_t^{[i]}$, whereas $M_t^{[i]}$ is the complementary of $M_t$, and $\sigma^2$ denotes the noise power.

In order to improve the network sum-throughput, in what follows, we propose two possible device pairing techniques employed at each $D_t^{[i]}$.

1) Connectivity-Oriented Machine-Type Communication (CoM) Scheme: In this scenario, a transmitting $D_t^{[i]}$ can randomly schedule $K_t$ active $D_t^{[i]}$s, where each $k$-th paired device is randomly distributed within $C_{t,k}$. Accordingly, the transmitted power-domain multiplexed signal, $s_t$, can be expressed as

$$s_t = \sum_{k=1}^{K_t} \sqrt{p_{t,k}} s_{t,k},$$

where $s_{t,k}$ is the unit energy information signal dedicated to the randomly selected user and $p_{t,k}$ denotes the proportion of power allocated to $s_t$ which satisfies $p_M + \sum_{k=1}^{K_t} p_{t-k} = 1$ and $p_{t-1} \leq p_{t-2} \leq \cdots \leq p_{t,K_t}$ since $d_{t-1} < d_{t-2} < \cdots < d_{t,K_t}$.

Subsequently, the scheduled $D_t^{[i]}$ first decodes the destination signal ($s_{t,M}$), and then applies successive interference cancellation (SIC) before decoding its own signals. Without loss of generality, $D_{t,k}$ first attempts to decode $s_{t,K_t}$, while treating the signals $s_{t,v}$, where $v \in [1,K_t-1]$, as interference. After $s_{t,K_t}$ is successfully decoded, $D_{t,k}$ directly cancels it from the remaining received signals using SIC, $D_{t,k}^{[i]}$ then decodes $s_{t,K_t-1}$ in a similar manner. This procedure is successively iterated until $s_{t,k}$ is decoded correctly [9]. Accordingly, the achievable instantaneous rates at $D_t^{[i]}$ for decoding $s_t^{[i]}$ and $s_{t,k}$, where $k \in [k, K_t]$, are obtained as

$$R_{t,k}^{[i]} = \tau_{t+1} \log_2 \left( 1 + \frac{p_{M,t} P_t \phi_{t,k}}{(1 - p_{M,t}) P_t \phi_{t,k} + \sigma^2} \right),$$

where $p_{M,t}$ is the power allocation for $s_t^{[i]}$ and $s_t$ specifies the mixture of the $D_t^{[i]}$s signals.
\[ R_{t,k}^{[1]} = \tau_{t+1} \log_2 \left( \frac{p_{i,k} \frac{1}{\sigma^2} \varphi_{t,k}}{\frac{1}{\sigma^2} \varphi_{t,k} \sum_{v=1}^{\alpha_t} p_t, v + 1} \right), \]  

(17)

respectively.

2) Quality-Oriented Machine-Type Communication (QoM) Scheme: In this case, to serve active critical D[^II]s, only the nearest active D[^II] is selected among D[^I]. Without loss of generality, assuming that k* specifies the index of the scheduled D[^II] such that

\[ \{k^*\} = \arg\min_{1 \leq k \leq K_t} \left[ d_{t,k}\right], \]  

(18)

the exact t-th hop's instantaneous rate before and after SIC at this D[^II] can be expressed as

\[ R_{M-t}^{[II]} = \tau_{t+1} \log_2 \left( 1 + \frac{p_M \rho_i \varphi_t}{(1 - p_M) \rho_i \varphi_t + 1} \right), \]  

(19)

\[ R_{t}^{[II]} = \tau_{t+1} \log_2 \left( 1 + \frac{(1 - p_M) \rho_i \varphi_t}{\sigma^2} \right), \]  

(20)

respectively, where \( \varphi_t \triangleq \left| g_{t,k^*} \right|^2 t(d_{t,k^*}) \).

### IV. Performance Analysis

In this section, we study the outage performance of the proposed transmission schemes, which is a key performance metric for delay-limited mMTC networks. An outage event occurs whenever the instantaneous achievable rate drops below a pre-defined transmission rate threshold \([41]\). As a result, the OP of the destination device can be expressed as

\[ \text{OP}_{t+1} \triangleq \text{Pr}[R_{t+1} < R_M], \]  

(23)

where \( R_{t+1} \) is given by (13) and (14) for BTEH and BPEH architectures, respectively, and \( R_M \) denotes the target transmission rate of \( s_M \), measured in bop/s/Hz.

The outage analysis of D[^I]s using the BTEH architecture is obtained in the following theorems. To provide a consistent comparison of the proposed transmission schemes, i.e., the CoM and QoM schemes, in the following sections, the total power allocated to D[^I]s in both schemes is considered to be identical. As a result, the received information and interference powers at \( D_{t+1} \) are limited regardless of the transmission schemes adopted, resulting in similar OPs.

**Theorem 1:** The closed-form expression for the OP at \( D_{t+1} \), using the BTEH-powered QoM or CoM scheme, denoted as the TQoM or TCohM scheme, respectively, can be written as

\[ \text{OP}^{\text{TQoM}}_{D_{t+1}} = \text{OP}^{\text{TCohM}}_{D_{t+1}} \triangleq \prod_{i=1}^{M} \text{Pr}\left[ X_{t,i+1} \leq R_M \right], \]  

(24)

where for \( \tau_{\alpha}^{[00]} \triangleq 2^{(M-1)R_M} - 1 \) and \( \tau_{\alpha}^{[10]} \triangleq 2^{\frac{M-1}{\alpha+1}} R_M - 1 \), we have \( \tau_{[1]}^{[\alpha]} \triangleq \frac{\tau_{[\alpha]}^{[00]}}{1 - \left( \frac{1}{\alpha+1} \right)^{\frac{1}{1-p_M}}}. \)

**Proof:** Considering the event where \( D_{t+1} \) adopts EH in conjunction with a successful decoding event at \( D_{t} \), i.e., \( R_{t+1} \geq R_M \), the OP of \( D_{t+1} \) during the t-th time slot is expressed as

\[ \text{OP}^{\text{TQoM}}_{D_{t+1}} = \text{OP}^{\text{TCohM}}_{D_{t+1}} = 1 - \prod_{i=1}^{M} \text{Pr}[X_{t,i+1} = \hat{i}] \times \text{Pr}[R_{t+1} \geq R_M | \|_{i+1} = \hat{i}]], \]  

(25)

It is worth mentioning that the second probability considers that BTEH is implemented at \( D_{t+1} \)’s receiver, and also represents the outage performance gain from performing EH during the t-th time slot. Meanwhile, the second probability considers no EH is executed at \( D_{t+1} \). Taking into account the number of D[^I]s within the proximity of D[^I], the first probability, denoted as \( \mathcal{P} \), can be further expressed as

\[ \mathcal{P} = \text{Pr}\left[ \|_{t+1} = 0 \right] \text{Pr}\left[ X_{t+1} \geq \frac{p_{M}^{[01]}}{(1 - p_M) X_{t+1} + 1} \right], \]  

(26)
It is noted that \( X_{t+1} \) is independent of \( M_t^C \) and \( M_t \), thus one can separate their joint probability into a product of the corresponding probabilities such that
\[
\mathcal{P} = \rho_t^{[0]} \Pr[X_{t+1} \geq \tau_M^{[0]}] + \rho_t^{[1]} \Pr[X_{t+1} \geq \tau_M^{[1]}].
\]
(27)

As shown in (27), both probabilities are expressed via \( F_{X_{t+1}}(x) \), i.e., the CCDF of \( X_{t+1} \).

Next, the CDF of the received power at \( D_{t+1}^{[1]} \) normalized by the noise power in the \( t \)-th time slot can be expressed as
\[
F_{X_{t+1}}(x) = \Pr[X_{t+1} \geq x, \mathbb{I}_t = 0]
+ \Pr[X_{t+1} \geq x, \mathbb{I}_t = 1].
\]
(28)

Denoting \( X_{t+1}^{[0]} \triangleq \Pr[X_{t+1} \geq x, \mathbb{I}_t = 0] \) and \( X_{t+1}^{[1]} \triangleq \Pr[X_{t+1} \geq x, \mathbb{I}_t = 1] \), their CCDFs are obtained as
\[
F_{X_{t+1}^{[0]}}(x) = \rho_t^{[0]} \exp \left( -\frac{x}{\gamma_0 \ell(t+1)} \right),
\]
(29)
\[
F_{X_{t+1}^{[1]}}(x) = \sum_{\tau = 1}^{t-1} \frac{\rho_t^{[0]}}{\tau} \prod_{\tau' = \tau+1}^{t-1} \rho_t^{[1]}
\times \mathcal{G}_t^{[0]}(\mathbb{I}_{t+1}) \left[ \frac{x}{\gamma_0 \ell(t+1) \xi_{t+1}} \right]_{1, t, 0},
\]
(30)
where \( x > 0 \) and \( \tau_0 \triangleq \frac{X_1}{\gamma_0} \). The derivation of (29) and (30) is provided in Appendix B.

By invoking (29) and (30), we obtain the exact analytical expression of \( \mathcal{P} \) in (27). The second probability in (25) can then be derived in an analogous manner, i.e., replacing \( \tau_M^{[0]} \) and \( \tau_M^{[1]} \) with \( \tau_M^{[0]} \) and \( \tau_M^{[1]} \), respectively. This completes the proof of Theorem 3.

It should be noted that \( F_{X_{t+1}}(x) \) is defined for \( x > 0 \), since received powers are always positive. Hence, \( F_{X_{t+1}}(\tau_M^{[0]}) \) \( \rangle \) \( 0 \) and \( F_{X_{t+1}}(\tau_M^{[1]}) \) \( \rangle \) \( 0 \) when both \( \tau_M^{[0]} \) and \( \tau_M^{[1]} \) are positive, which is equivalent to
\[
\tau_M^{[1]} < \frac{P_M}{1 - P_M}, \forall i \in \{0, 1\}.
\]
(31)

This also implies that the target transmission rate of \( s_M \) so that \( F_{X_{t+1}}(\tau_M^{[0]}) \) and \( F_{X_{t+1}}(\tau_M^{[1]}) \) are theoretically positive should satisfy
\[
R_M < \frac{1}{M - 1} \log_2 \left( 1 + \frac{P_M}{1 - P_M} \right).
\]
(32)

which is obtained by solving (31) for \( R_M \). Henceforth, let the right-hand side of (32) be depicted as the MRTR of the \( D_{t+1}^{[1]} \)’s desired information signal using the TCoM or TQoM scheme. The MRTR of \( s_M \) in (32) is undefined when \( P_M = 1 \), which implies a) \( D_{t+1}^{[1]} \)’s only focus on relaying information to \( D_{t+1}^{[0]} \) and neglect the demand of \( D_{t+1}^{[1]} \’s, \) and b) the interference power from the mixture of \( D_{t+1}^{[1]} \’s while decoding \( s_M \) is neglected.

In general, the MRTR of an information signal is defined for NOMA-aided transmission in delay-limited systems and is the minimum target transmission rate that cannot be satisfied. As a result, the MRTR can offer effective upper-bounds for the target transmission rate, ensuring that the performance gains from NOMA operations are theoretically greater than zero, thus improving transmission reliability.

From (24), one can observe that the OP of \( D_{t+1}^{[1]} \) during the \( t \)-th time slot relies on the following key factors:

a) Density of \( D_{t+1}^{[1]} \’s around each dedicated \( D_{t+1}^{[0]} \) where \( 1 \leq t \leq M - 1 \): As \( \lambda_1^{[1]} \) increases, \( \tilde{v}_t^{[1]} \rightarrow 0 \). In this case, the power allocation has a significant impact on the outage performance. In contrast, at \( \tilde{v}_t^{[1]} = 0 \), the network gains no benefit from performing NOMA and the power allocation has no impact on the outage at \( D_{t+1}^{[1]} \).

b) The EH ratio \( (\alpha_t^{[1]}): As \( \alpha_t^{[1]} \) increases, \( \tau_M^{[1]} \) also increases until \( \rho_t^{[1]} \frac{P_M}{1 - P_M} \left( \tilde{v}_t^{[1]} \right) F_{X_{t+1}}(\tau_M^{[1]}) \) in (24) reaches zero and there is no benefit from performing EH. Specially, by solving \( \tau_M^{[1]} = \log_2(1 - P_M) + (M - 1)R_M \), the \( \rho_t^{[1]} \frac{P_M}{1 - P_M} \left( \tilde{v}_t^{[1]} \right) F_{X_{t+1}}(\tau_M^{[1]}) \) component suddenly drops to zero, which in turn leads to a drastic drop in the performance.

c) Power allocation at \( D_{t+1}^{[1]} \): as pointed out in a) this factor only affects the OP when \( \tilde{v}_t^{[1]} \leq 1 \) since at \( \tilde{v}_t^{[1]} = 1 \), no \( D_{t+1}^{[1]} \) is active within the proximity of \( D_{t+1}^{[0]} \). Hence, \( D_{t+1}^{[1]} \) should allocate all its power for relaying information to \( D_{t+1}^{[1]} \).

Note that \( OP^{TQoM}_{D_{t+1}^{[1]}} \) and \( OP^{TCoM}_{D_{t+1}^{[1]}} \) also depend on other factors in of \( \tilde{v}_t^{[1]} \) and the derived CDF of \( X_{t+1} \), such as the coverage area, the distance between two consecutive \( D_{t+1}^{[1]} \’s, \eta_t, \epsilon_t, \) etc. However, the above key factors are obvious just by observing the expression derived in (24).

**Theorem 2:** The closed-form expression for the OP at \( D_{t+1}^{[1]} \), using the BPEH-powered QoM or CoM scheme, denoted as the PQQM or PCQM scheme, respectively, can be written as
\[
OP^{PQoM}_{D_{t+1}^{[1]}} = OP^{PCoM}_{D_{t+1}^{[1]}} = 1 - \sum_i \sum_j \rho_t^{[i]} \tilde{v}_t^{[j]} F_{X_{t+1}}(\tilde{v}_t^{[j]}),
\]
(33)
where \( \tilde{v}_t^{[0]} = \tau_M^{[0]} \), \( \tilde{v}_t^{[10]} = R_M \), \( \tilde{v}_t^{[1]} = \tau_M^{[1]} \), and \( \tilde{v}_t^{[11]} = \frac{\tau_M^{[1]} - \beta_1^{[1]} \tau_0}{1 - \beta_1^{[1]} \tau_0} \).

**Proof:** Using (14), the OP of \( D_{t+1}^{[1]} \), in the \( t \)-th time slot, can be expressed as in (25), with \( R_t^{[1]} \) is given by (14). Next, considering the event where there exists at least one \( D_{t+1}^{[1]} \) near \( D_{t+1}^{[1]} \), the probability \( Pr[R_t^{[1]} \geq R_M, \mathbb{I}_{t+1} = 1] \), denoted as \( \mathcal{P}' \), is rewritten as
\[
\mathcal{P}' = Pr[\mathbb{I}_{t+1} = 1] Pr \left[ (1 - \beta_1^{[1]} X_{t+1} \geq \tau_M^{[0]} ) \right] \Pr \left[ (1 - \beta_1^{[1]} X_{t+1} \geq \tau_M^{[0]} ) \Pr[\mathbb{I}_{t+1} = 1] \right]
\]
(34)

Using the identity \( Pr[V]Pr[U | V] = Pr[UV] \) for two RVs \( U \) and \( V \), and some mathematical manipulations, the above equation can be further rewritten as
\[
\mathcal{P}' = \rho_t^{[1]} \tilde{v}_t^{[1]} \Pr[X_{t+1} \geq \tilde{v}_t^{[1]}] + \tilde{v}_t^{[1]} \Pr[X_{t+1} \geq \tilde{v}_t^{[1]}].
\]
(35)
Invoking (29) and (30) in Theorem 2, we can obtain the CCDF of $X_{t+1}$. In addition, the probability $\Pr[R_{t+1}^{[0]} \geq R_M, \bar{t}_{r+1} = 0]$ in (25) can be derived in an analogous manner. This completes the proof of Theorem 2.

In (33), the target transmission rate $R_M$ should satisfy

$$R_M < \frac{1}{M - 1} \log_2 \left( \frac{1 + \frac{p_M}{1 - p_M}}{1 - \frac{p_M}{1 - p_M}} \right),$$

so that $\bar{F}_{X_{t+1}}(\frac{e}{M}[^{[0]}])$ and $\bar{F}_{X_{t+1}}(\frac{e}{M}[^{[1]}])$ are positive. Accordingly, the MRTR of $s_M$ using the PCoM and PQoM schemes, defined as the right-hand side of (36), is higher than using TCoM and TQoM schemes.

### B. Performance Analysis of Type-II MTCDs

The paired $D_t[^{[I]}]$s require the correct decoding of their own information signals, which depends on the correct decoding of $s_M$. Although each paired $D_t[^{[I]}]$ does not utilize EH, its performance can be affected by whether its own dedicated $D_t[^{[I]}]$ adopts EH. It is recalled that both the TCoM and TQoM schemes use the BTEH architecture to power the transmission from $D_t[^{[I]}]$ to $D_t[^{[I]}]$s, where TCoM applies the CoM scheme to schedule more than one $D_t[^{[I]}]$ whereas TQoM only serves an additional $D_t[^{[II]}]$. Meanwhile, both the PCoM and PQoM schemes adopt the BPEH architecture for regenerative transmission with a similar use of the CoM and QoM schemes.

Considering that the CoM scheme is adopted at the $D_t[^{[II]}]$, the OP at each $D_t[^{[II]}]$, given that the dedicated $D_t[^{[I]}]$ adopts BTEH with probability $\rho_t$, can be formulated as

$$\text{OP}[^{[CoM]}] = 1 - \Pr \left[ (R_{t,k}[^{[I]}] \geq R_M), \sum_{n=k}^{K_t} (R_{t,k}[^{[II]}]|n) \geq R_{t,n}[^{[II]}] \right],$$

which can be derived from the following Theorem.

**Theorem 3:** The exact closed-form expression of the OP at $D_t[^{[II]}]$, using the TCoM scheme, is given by

$$\text{OP}[^{[CoM]}] = 1 - \sum_{i=0}^{[I]} \rho_{t,i+1} \bar{F}_{Y_{t,k}}(\tau_{t,k}[^{[I]}]),$$

where $\tau_{t,k}[^{[I]}] \triangleq 2(M-1)R_{t,k} - 1$ and $\tau_{t,k}[^{[II]}] \triangleq 2(M-1)^{-1}R_{t,k} - 1$, we have

$$\tau_{t,k}[^{[II]}] = \max_{k \leq n \leq K_t} \left[ \tau_{t,k}[^{[I]}], \frac{p_{t,n} - \tau_{t,k}[^{[II]}]}{\sum_{q=1}^{n-1} p_{t,q}} \right].$$

**Proof:** Substituting (17) and (16) into (37) with a note that $\frac{p_{t,i+1}Y_{t,k}}{Y_{t,k} + \sum_{n=k}^{K_t} \bar{Y}_{t,k}} = Y_{t,k}$, we obtain

$$\text{OP}[^{[CoM]}] = 1 - \sum_{i=0}^{[I]} \Pr \left[ \frac{p_M Y_{t,k}}{1 - p_M} Y_{t,k} + 1 \geq \frac{\tau_{t,k}[^{[I]}]}{p_{t,n} Y_{t,k}} \sum_{q=1}^{n-1} p_{t,q} + 1 \geq \tau_{t,k}[^{[II]}], \sum_{q=1}^{n-1} p_{t,q} + 1 \right].$$

After some mathematical manipulations, the above equation can be rewritten as

$$\text{OP}[^{[CoM]}] = 1 - \sum_{i=0}^{[I]} \rho_{t,i+1} \Pr [Y_{t,k} \geq \tau_{t,k}[^{[II]}]],$$

The CDF of the received power normalized by the noise power at each paired $D_t[^{[II]}]$ using the CoM scheme is given by

$$\bar{F}_{Y_{t},k}(y) = \rho_{t}^{[0]} \bar{F}_{\bar{X}^{[0]}} \left( \frac{y}{\gamma_0} \right) + \sum_{i=1}^{[I]} \rho_{t,i} \prod_{j=t-i+1}^{t} \gamma_j^{[1]} \gamma_i^{[1]} G_{t-i+1,t+i+2} \left( \frac{k+t_i}{\gamma_i^{[1]}}, y \right) \left( 1 - \frac{2}{\gamma_i^{[1]}} \right),$$

where $\gamma_i^{[1]}$ is only defined for $y > 0$.

The derivation of (41) is provided in Appendix C.

Substituting (41) into (40), we obtain (38). This completes the proof of Theorem 3.

It is worth noting that $\bar{F}_{Y_{t},k}(y)$ is only defined for $y > 0$, thus $\bar{F}_{Y_{t},k}(\tau_{t,k}[^{[I]}]) = 0$ and $\bar{F}_{Y_{t},k}(\tau_{t,k}[^{[II]}]) = 0$ when $\tau_{t,k}[^{[I]}] < 0$ and $\tau_{t,k}[^{[II]}] < 0$, or, equivalently,

$$\frac{\tau_{t,k}[^{[II]}]}{\sum_{i=0}^{[I]} \sum_{q=1}^{n-1} p_{t,q}} < 0.$$ (42)

This also implies that the target transmission rates of every $s_{t,n}$ so that $\bar{F}_{Y_{t},k}(\tau_{t,k}[^{[I]}])$ and $\bar{F}_{Y_{t},k}(\tau_{t,k}[^{[II]}])$ are theoretically positive should satisfy

$$R_{t,n} < \frac{1 - \alpha_{t+1} \log_2 \left( \frac{1 + \frac{p_M}{1 - p_M}}{1 - \frac{p_M}{1 - p_M}} \right)}{M - 1}$$

which is obtained by solving (42) for $R_{t,n}$. The right-hand side of (43) is the MRTR of $s_{t,n}$ using the TCoM scheme. It is noted that the MRTR of the $D_t[^{[II]}]$’s information signal is undefined since the intra-interference power while decoding $s_{t,1}$ is perfectly canceled, i.e., $\sum_{q=1}^{n-1} p_{t,q} = 0$ when $n = 1$.

Using the BPEH architecture, the decoding threshold of $s_{t,1}$ is not affected by whether $D_t[^{[II]}]$ adopts EH. Specifically, the outage probability of $D_t[^{[II]}]$ can be formulated analogously to (37), in which $\tau_{t+1} = \frac{1}{M-1}$, which is derived in the following Theorem.

**Theorem 4:** The exact closed-form expression of the OP at $D_t[^{[II]}]$, using the PCoM scheme, is given by

$$\text{OP}[^{[CoM]}] = 1 - \bar{F}_{Y_{t},k}(\tau_{t,k}[^{[II]}])$$

**Proof:** From (39) and (40), the OP at $D_t[^{[II]}]$ for the PCoM scheme can be derived as

$$\text{OP}[^{[CoM]}] = 1 - \rho_{t,i+1} \Pr [Y_{t,k} \geq \tau_{t,k}[^{[II]}]]$$

Invoking (41) in Theorem 3 to obtain the CCDF of $Y_{t,k}$, we rewrite the above equation as in (44). This completes the proof of Theorem 4.

In the BTEH-powered QoM scheme, the outage event is avoided by correctly decoding both $s_M$ and the information
signal of $D_{t,k}^{[II]}$, i.e., $s_{t,k}$. Thus, the OP of the paired $D_{t,k}$ during the $t$-th time slot can be expressed as

$$
\text{OP}^{TQoM}_{D_{t,k}^{[II]}} = 1 - \Pr[R_{M-t}^{[II]} \geq R_{M}, R_{t,k}^{[II]} \geq R_{t,k}^{[II]*}],
$$

(46)

which is derived in the following Theorem.

**Theorem 5:** The exact closed-form expression of the OP at $D_{t,k}^{[II]}$, using the TQoM scheme, is given by

$$
\text{OP}^{TQoM}_{D_{t,k}^{[II]}} = 1 - \sum_{i} \rho_{t+1}^{[i]} F_{Z_{t}}(\tau_{t,k}^{[i]}),
$$

(47)

where

$$
\tau_{t,k}^{[0]} \triangleq 2^{M-1}R_{t,k}^{[II]} - 1 \quad \text{and} \quad \tau_{t,k}^{[1]} \triangleq \max \left[ \frac{\tau_{t,k}^{[0]} - \tau_{t,k}^{[0]}_{m}}{1-p_{M}}, \frac{\tau_{t,k}^{[0]} - \tau_{t,k}^{[0]}_{m}}{1-p_{M}} \right].
$$

Proof: Substituting (19) and (20) into (46), and after some mathematical simplifications, we obtain

$$
\text{OP}^{TQoM}_{D_{t,k}^{[II]}} = 1 - \sum_{i} \Pr \left[ \frac{p_{M}Z_{t}}{1-p_{M}} Z_{t} + 1 \geq \tau_{M}^{[0]},
$$

$$
(1-p_{M})Z_{t} \geq \tau_{t,k}^{[0]}, \forall t+1 = i \right].
$$

(48)

After some mathematical manipulations, the above equation can be rewritten as

$$
\text{OP}^{TQoM}_{D_{t,k}^{[II]}} = 1 - \sum_{i} \rho_{t+1}^{[i]} \Pr[Z_{t} \geq \tau_{t,k}^{[i]}].
$$

(49)

which is equivalent to (47) as $\Pr[Z_{t} \geq z] = F_{Z_{t}}(z)$, i.e., the CCDF of $Z_{t}$. Recalling that $Z_{t} \triangleq P_{t} \varphi / \sigma^2$, thus it is required to obtain the distribution of $\varphi$ before deriving the CCDF of $Z_{t}$. Accordingly, the CCDF of the received power observed at each $D_{t,k}^{[II]}$ during the $t$-th time slot for the QoS scheme can be expressed as

$$
F_{\varphi}(\varphi) = 1 - \frac{1}{\Gamma(m_{k})} H_{1,1}^{\text{H}}(\frac{\varphi}{\mu_{t}}) \theta_{t} \begin{pmatrix} (1, 1) \end{pmatrix},
$$

(50)

$$
\varphi > 0, \quad H_{m,n}^{\text{H}}[\cdot] \quad \text{is the Fox H-function} \quad [42].
$$

**Proof:** The proof is provided in Appendix D.

The CCDF of the received power normalized by the Gaussian noise at each paired $D_{t,k}^{[II]}$ in the QoS schemes is expressed as

$$
\tilde{F}_{Z_{t}}(z)
$$

$$
= \rho_{t}^{[0]} \tilde{F}_{\varphi}(z) + \frac{1}{\Gamma(m_{k})} \frac{\varphi^{[t]}_{m} \prod_{r=t+1}^{r-1} \rho_{t}^{[r]}}{(1-m_{k}, 1) \theta_{t}}
$$

$$
\times H_{1,1}^{\text{H}}(\frac{z}{\mu_{t}}) \theta_{t} \begin{pmatrix} (1, 1) \end{pmatrix},
$$

(51)

for $z > 0$. **Proof:** The proof is provided in Appendix E.

Substituting the above equation into (49), we obtain (47). This completes the proof of Theorem 5.

In (47), the target transmission rate of $R_{t,k}$ should satisfy $\tau_{t,k}^{[0]} > 0$ and $\tau_{t,k}^{[II]} > 0$ otherwise the corresponding OP becomes one.

**Theorem 6:** The exact closed-form expression of the OP at $D_{t,k}^{[II]}$, using the PQoM scheme, is given by

$$
\text{OP}^{PQoM}_{D_{t,k}^{[II]}} = 1 - F_{Z_{t}}(\tau_{t,k}^{[0]}).
$$

(52)

**Proof:** From (19) and (20), the outage probability of $D_{t,k}$ can be expressed as

$$
\text{OP}^{PQoM}_{D_{t,k}^{[II]}} = 1 - \Pr \left[ \frac{p_{M}Z_{t}}{1-p_{M}} Z_{t} + 1 \geq \tau_{M}^{[0]},
$$

$$
(1-p_{M})Z_{t} \geq \tau_{t,k}^{[0]}, \forall t+1 = i \right].
$$

(53)

By invoking (51), we obtain (52). This completes the proof of Theorem 6.

From (52) and (47), the MRTR of $D_{t,k}$'s information signal in the TQoM and PQoM schemes is undefined since the intra-interference power while decoding $s_{t,k}$ is perfectly cancelled.

**C. Sum-Throughput Analysis of the Proposed mMTC Network**

In this subsection, the e2e OPs of the MTCBs and the network sum-throughput are studied. First, the network sum-throughput is obtained in the following Theorem.

**Theorem 7:** The closed-form expressions for the sum-throughput can be expressed as

$$
\mathcal{T}_{\Sigma} = \frac{R_{M}}{M-1} \left(1 - \text{OP}^{[I]}_{M,e2e}\right)
$$

$$
+ \sum_{t=1}^{M-1} \sum_{\kappa \in \mathcal{K}_{t}} \frac{R_{t,k}}{M-1} \left(1 - \text{OP}^{[II]}_{t,k,e2e}\right),
$$

(54)

where $\mathcal{K}_{t}$ is the set of $D_{t,k}$'s that are scheduled to perform NOMA. Herein, $\mathcal{K}_{t} \triangleq \{1, 2, \ldots, K_{t}\}$ for TCoM and PCoM schemes, and $\mathcal{K}_{t} \triangleq \{k : k = k^{*}\}$ for TQoM and PQoM schemes. Note that the factor $\frac{1}{M-1}$ accounts for the (M-1) time slots consumed in the transmission from $D_{t,k}$ to $D_{t,k}^{[II]}$.

**Proof:** In order to characterize the outage performance of the proposed network, it is important to obtain and inspect the e2e OP of $D_{t,k}$. In the proposed schemes, the outage at $D_{t,k}$ depends on whether an outage occurs at other $D_{t,k}$'s, $1 \leq t \leq M$. In other words, the e2e OP at $D_{t,k}$ can be expressed as

$$
\text{OP}^{[I]}_{M,e2e} = \Pr \left[ \bigcup_{t=1}^{M-1} \left( R_{t,k}^{[II]} < R_{M} \right) \right],
$$

(55)

However, it is intricate and even impossible to obtain the exact analytical expression for the above equation. In the low probability of EH (LPEH) regime, the e2e OP at $D_{t,k}$ using scheme S can be given by

$$
\text{OP}^{[I]}_{M,e2e} \approx 1 - \prod_{t=1}^{M-1} \left(1 - \text{OP}^{S}_{D_{t,k}^{[II]}}\right),
$$

(56)

where $S \in \{\text{TQoM, TCoM, PQoM, PCoM}\}$.

In addition, the performance of $D_{t,k}$ relies on whether the previous $D_{t,k}^{[II]}$, $\forall \tau \in [1, t-1]$, and its dedicated transmitter $D_{t,k}$
can operate without outage. Hence, the e2e OP at the paired D\textsuperscript{[II]} in TCoM and PCoM schemes can be formulated as
\[
\text{OP}_{t,k}^{[\text{II}],e2e} = 1 - \Pr \left( \left( \frac{\text{[II]}_{t,k}}{\alpha} \geq R_{t,n} \right), \bigcap_{i=1}^{t} \left( R_{i} \geq R_{M} \right) \right),
\]
and the e2e OP at the paired D\textsuperscript{[II]} in TQoM and PQoM schemes can be formulated as
\[
\text{OP}_{t,k}^{[\text{II}],e2e} = 1 - \Pr \left( \left( R_{M,t} - \bar{t} \right) \leq R_{t,n} \right), \bigcap_{i=1}^{t} \left( R_{i} \geq R_{M} \right) \right),
\]
Lemma 2: In the high transmission power regime, \( (\bar{t},k) \rightarrow (0,0) \), we obtain (54). This completes the proof of Theorem 7.

V. ASYMPTOTIC PERFORMANCE ANALYSIS

In this section, we provide approximations for the e2e OP, and consequently the sum-throughput of the proposed schemes.

A. Asymptotic OP of D\textsuperscript{[I]}

\textbf{Lemma 2: In the high transmission power regime, } \( \gamma_{0} \rightarrow \infty \), \( F_{X_{t,i}}(x) \) can be approximated as
\[
F_{X_{t,i}}(x) = F_{t} \left( \frac{x}{\gamma_{0}(t+1)} \right) \frac{x}{\gamma_{0}(t+1)^{r}},
\]
where
\[
F_{t}(x) \triangleq \rho_{0}^{[0]} + \sum_{\tau=1}^{t-1} \rho_{\tau}^{[0]} \int_{\xi_{t-1,t}}^{x} \sum_{n=0}^{\tau-1} \left( \frac{\gamma^{r}(t+1)}{\tau!} \right)^{r} \frac{x}{\xi_{t-1,t}}.
\]
\textbf{Proof:} The proof is provided in Appendix F.

B. The Asymptotic OP at D\textsuperscript{[II]}

\textbf{Lemma 3: In the high transmission power regime, } \( F_{Y_{t,i}}(y) \) and \( F_{Z_{i}}(z) \) can be approximated as
\[
F_{Y_{t,i}}(y) \rightarrow F_{t} \left( \frac{\gamma_{0}(t)}{\gamma_{0}(t)} \right) \frac{y}{\gamma_{0}(t)^{r}}, \quad \gamma_{0} \rightarrow \infty,
\]
\[
F_{Z_{i}}(z) \rightarrow F_{t} \left( \frac{\gamma_{0}(t)}{\gamma_{0}(t)} \right) \frac{z}{\gamma_{0}(t)^{r}}, \quad \gamma_{0} \rightarrow \infty.
\]
\textbf{Proof:} In Lemma 3, we obtain (63) and (64) by adopting mathematical steps shown in Appendix F. Hence, we omit them from the paper.

C. Diversity Order

Using the asymptotic results of \( F_{X_{t,i}}(x) \) in Lemma 2, \( F_{Y_{t,i}}(y) \), and \( F_{Z_{i}}(z) \) in Lemma 3, we find that the OP\textsuperscript{[I],e2e}, \( \text{OP}_{t,k}^{[\text{II}],e2e} \), and \( \text{OP}_{t,k}^{[\text{II}],e2e} \) have no error floors, respectively, when increasing \( \gamma_{0} \) (i.e., increasing \( F_{t} \)). In this context, the diversity order which is important to evaluate the system performance in the high transmission regime, is defined as [43]
\[
D_{t,k}^{[\text{II}],e2e} = - \lim_{\gamma_{0} \rightarrow \infty} \frac{\log_{p} \text{OP}_{t,k}^{[\text{II}],e2e}}{\log_{p} \gamma_{0}},
\]
\[
D_{t,k}^{[\text{II}],e2e} = - \lim_{\gamma_{0} \rightarrow \infty} \frac{\log_{p} \text{OP}_{t,k}^{[\text{II}],e2e}}{\log_{p} \gamma_{0}},
\]
\[
D_{t,k}^{[\text{II}],e2e} = - \lim_{\gamma_{0} \rightarrow \infty} \frac{\log_{p} \text{OP}_{t,k}^{[\text{II}],e2e}}{\log_{p} \gamma_{0}},
\]
in which the coefficient \( r > 0 \) does not affect the diversity order. It is noted that when \( \gamma_{0} \) is relatively large, increasing \( \gamma_{0} \) by \( r \) [dB] results in a decrease in \( \text{OP}_{t,k}^{[\text{II}],e2e}, \text{OP}_{t,k}^{[\text{II}],e2e}, \) and \( \text{OP}_{t,k}^{[\text{II}],e2e} \) by \( D_{t,k}^{[\text{II}],e2e}, D_{t,k}^{[\text{II}],e2e}, \) and \( D_{t,k}^{[\text{II}],e2e} \), respectively. In the proposed system, with \( F_{X_{t,i}}(x) \), \( F_{Y_{t,i}}(y) \), and \( F_{Z_{i}}(z) \) given in (90), (63), and (64), respectively, we obtain \( D_{t}^{[\text{II}],e2e} = D_{t,k}^{[\text{II}],e2e} = 1 \). This result implies that the e2e OPs at \( D_{t}^{[\text{II}],e2e} \) and \( D_{t,k}^{[\text{II}],e2e} \) for the CoM scheme, and \( D_{t,k}^{[\text{II}],e2e} \) for the QoM scheme can be reduced by \( x \) times when \( \gamma_{0} \) increases by \( x \) times in the high transmission power regime. In addition, when the diversity order is non-zero, the sum-throughput of mMTCD-NOMA can be approximated as \( \sum_{t=1}^{M-1} \sum_{n=1}^{N} R_{t,n} \).

VI. NUMERICAL RESULTS

As shown in Fig. 2, where \( T_{1} = \left( \begin{array}{cccc}
200 & 200 & 200 & 200 \\
100 & 200 & 100 & 100 \\
2 & 2 & 1 & 1
\end{array} \right), T_{2} = \left( \begin{array}{cccc}
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25
\end{array} \right), 
T_{3} = \left( \begin{array}{cccc}
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25
\end{array} \right), 
T_{4} = \left( \begin{array}{cccc}
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25
\end{array} \right), 
\) and \( T_{5} = \left( \begin{array}{cccc}
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25 \\
25 & 25 & 25 & 25
\end{array} \right) \), we consider different network topologies in this section. In addition, numerical examples are provided to validate the analysis and provide additional insight into the performance of the proposed multi-user PD-NOMA wireless-powered mMTCD network. Hereafter, unless otherwise stated, we set the simulation parameters as shown in Table I. In addition, we set the EH ratios as \( \alpha_{m} = 0.2 \) and \( \beta_{m} = 0.8 \). Moreover, we consider that the EH probabilities are \( \rho_{2} = \cdots = \rho_{M-1} = \rho = 10^{-1} \). The power allocation \( p_{1,t}, p_{1,k}, \forall t \in [1, M-1], \forall k \in [1, K_{t}] \), is adopted from [45].
In addition, we consider 50% of the MRTR with a maximum of 0.75 [bits/s/Hz] of the target transmission rates during the transmission from $D^{[I]}_1$ to $D^{[I]}_M$. It is noted that Figs. 3-5 adopt the network topology $T_1$ in Fig. 2, where the number of $D^{[I]}$ joining the NOMA transmission is $K_t = M - t$ devices where $t \in [1, M - 1]$. Moreover, Fig. 6-8 use the network topology $T_2$, while Fig. 9 uses $T_3$, $T_4$, and $T_5$ for the results of $M = 3$, $M = 4$, and $M = 5$, respectively. From Fig. 3 to Fig. 6, we compare the results of QoM and CoM schemes with and without being powered by the probabilistic EH architectures to the results of conventional non-regenerative relaying (CNRR) scheme, which consists only non-regenerative relaying transmission from $D^{[I]}_1$ to $D^{[I]}_M$ while neglecting the $D^{[II]}_s$.

Fig. 3 provides a comparison between the e2e OP of regenerative and non-regenerative relaying under different values of the fixed transmission power $P_0$ [dBm]. It is observed that the analytical results and the simulation results match, which validates our analysis. By increasing $P_0$ [dBm], the e2e OP at $D^{[I]}_M$ eventually decreases, which improves network reliability. In the case of no EH, the proposed transmission schemes, which are represented by the yellow curves (QoM/CoM w/o EH), exhibit higher OP than the CNRR scheme. The reason behind this is that the proposed transmission schemes utilize a portion of $P_0$ to serve the $D^{[I]}$s, whereas the CNRR scheme uses all the power to relay information to the $D^{[I]}$s and neglects the $D^{[II]}_s$. In the context of EH-enabled transmissions, the TCoM/TQoM schemes outperform the PCoM/PQoM schemes in terms of reliability. When jointly adopting the proposed QoM and CoM schemes, the traditional TS-based and PS-based EH architectures in [46] requires more transmission power to reach the same outage performance in comparison to that of the proposed schemes.
Fig. 4. Network sum-throughput [bits/s/Hz] versus the fixed transmission power, $P_0$ [dBm].

Fig. 5. Energy Efficiency Difference (EED) among proposed transmission schemes, namely TCoM, TQoM, PCoM, and PQoM, as a function of $\rho$ and $P_0$ [dBm].

The EED in Fig. 5 is determined as $EED = EE - EE_0$ [Mbits/Joule], where $EE_0$ is the EE of the non-regenerative relaying with CoM/QoM scheme. The higher the EED is, the more energy efficient the BTEH/BPEH architecture is compared to non-regenerative relaying. Among the proposed schemes, the TQoM has the highest EED, which can reach to $2.5$ [Gbit/Joule]. This behavior is because the e2e OP at the MTCDs is relatively low when $P_0$ is relatively high, e.g., when $P_0 = 0$ [dBm] in Fig. 4, and the sum-throughput approaches an upper-bound value of $\frac{1}{M} \sum_{t=1}^{M} I_t R_t,\kappa$ where continuing to increase $P_0$ lowers the EE, which in turn reduces the EED. Since the EE is a decreasing function of $P_{tol}$ [W], as we further increase $P_0$ while $R_\Sigma$ remains constant, the EED decreases to zero, which depicts that $EE = EE_0$.

Fig. 6 illustrates the sum-throughput [bits/s/Hz] versus the EH ratios, where $\alpha_i = \alpha$ and $\beta_i = \beta$, $\forall i \in [2, M - 1]$. In this figure, as the plotted curves move further away from the center...
point, the sum-throughput of the illustrated schemes increases and vice versa. Compared to the CNRR scheme presented by the solid black curve, we observe a gain in the sum-throughput of nearly 0.61 [bits/s/Hz] for the PQoM scheme and 0.75 [bits/s/Hz] for the non-regenerative CoM scheme, i.e., the cyan curve. Note that varying the EH ratios, i.e., $\alpha$ and $\beta$, does not affect the sum-throughput of non-regenerative relaying using QoM and CoM schemes. The reason behind such performance gaps is that the proposed network benefits from serving $D^{[I]}$’s while maintaining relaying information to $D^{[II]}$, whereas the CNRR scheme represents the sum-throughput when $D^{[III]}$ are ignored.

To further examine the BTEH-powered CoM and QoM schemes, Fig. 7 illustrates the sum-throughput versus EH ratio $\alpha$ and the probability of EH ($\rho$). When $\rho$ increases from $\rho = 0$ to $\rho = 0.4$, the sum-throughput of the TQoM scheme drops from 0.86 [bits/s/Hz] to about 0.45 [bits/s/Hz], whereas that of the TCoM scheme is hardly affected and remains around 1.12 [bits/s/Hz]. However, as $\rho$ increases beyond 0.8, the TQoM scheme eventually outperforms the TCoM scheme due to less block time consumed for EH, such as $\alpha < 0.4$. When more time is consumed for EH, such as $\alpha > 0.75$, the TQoM scheme tends to achieve a higher throughput than the TCoM scheme.

In Fig. 8, we observe the network sum-throughput for different device density [device/m$^2$] values. The left-hand side figure shows that the QoM schemes outperform CoM schemes when the network only serves one $D^{[I]}$ during each time slot. The fundamental reason for this is that QoM schemes schedule the nearest $D^{[II]}$, but the CoM schemes choose one $D^{[II]}$ without considering its channel condition. As a result, the received power at the selected $D^{[II]}$ using QoM schemes is substantially higher than using CoM schemes, and hence the sum-throughput of the QoM schemes is larger than that of the CoM schemes. However, as shown in the right-hand side figure, when there are more devices served per transmission, e.g., $K_t = 2$, the sum-throughput using the CoM schemes further increases and even outperforms that of the QoM schemes. Under non-regenerative relaying, as the network becomes much more populated with MTC devices, the network tends to promote NOMA transmission more frequently, which can further improve the sum-throughput.

We observe that as the network is more populated by $D^{[III]}$s, i.e., larger values of $\lambda$, the sum-throughput of the PCoM scheme decreases until reaching a floor level. The reason for this performance loss while adopting the BPEH architecture is the reduction in the portion of the power utilized for information processing to serve the $D^{[III]}$s without lowering the target transmission rates.

In Fig. 9, we illustrate the maximum sum-throughput versus the number of $D^{[II]}$ under i.i.d. setting. Specifically, we consider that, when using the TCoM or PCoM schemes, each $D^{[II]}$ can serve from $K_t = 1$ to $K_t = 3$ $D^{[III]}$s during each time slot. With $M = 3$, both $D^{[II]}$ and $D^{[III]}$ serving $K_t = 1$ and $K_2 = 1$ $D^{[III]}$, respectively, is considered as one network configuration. When $K_t \leq 3$, there would be a total of $3^{M-1}$ network configurations. Then, we consider the maximum sum-throughput obtained from all $3^{M-1}$ configurations, which is shown in Fig. 9. In general, $D^{[II]}$ eventually requires more time slots to relay information to $D^{[III]}$ as $M$ increases, thus decreasing the network sum-throughput. By increasing $M$ from 3 to 4, the maximum sum-throughput using TCoM and PCoM schemes decreases from 1.50 [bits/s/Hz] to 1.11 [bits/s/Hz], which corresponds to a 26% reduction in the sum-throughput. The maximum sum-throughput using the TQoM and PQoM schemes also decrease as $M$ increases to 4, from nearly 0.88 [bits/s/Hz] to 0.64 [bits/s/Hz], which corresponds to a 27% reduction in the sum-throughput. One reason for this behavior is that as $M$ increases, $D^{[II]}$ takes additional time slots to relay information to $D^{[III]}$, thus reducing the sum-throughput of every network configuration and eventually decreasing the maximum sum-throughput.

VII. Conclusion

In this paper, we proposed two transmission schemes, namely CoM and QoM schemes, for multi-user PD-NOMA probabilistic wireless-powered mMTC networks. Specifically, the proposed schemes can serve two types of MTCs with different communication priorities. Based on a Bernoulli random process-based EH, the proposed schemes are self-sustaining. We considered that the active and inactive MTCs appear following a homogeneous Poisson point process over the network area. We evaluated the performance of the proposed schemes in terms of sum-throughput and derived closed-form expressions for the e2e OP, sum-throughput, and EE. Our results showed that significant gains in the network sum-throughput and EE can be obtained by operating the proposed schemes. The results also revealed that employing NOMA in low device density networks hinders a slight sum-throughput loss using the BTEH protocol, whereas a slight improvement in the
sum-throughput is observed for the BPEH protocol. We also pointed out the drawbacks of the proposed schemes, which is their maximum achievable throughput deteriorates as the number of relaying devices increases.

**APPENDIX A**

**PROOF OF LEMMA 1**

**A. Derivation of the CDF of $\xi_{t,t}$ in (21)**

The CDF, $F_{\xi_{t,t}}(\xi)$, can be expressed as

$$F_{\xi_{t,t}}(\xi) = \Pr\left(\xi \leq \tau, \phi \leq \prod_{i=\tau+1}^{t} \Omega_i \phi_i, \xi < \xi_{t,t}\right)$$

$$= 1 - \sum_{t-i}^{\infty} \sum_{i=1}^{\infty} \Phi_{\phi_i} \left(\left(\prod_{i=\tau+1}^{t-1} \Omega_i \prod_{i=\tau+1}^{t} y_i\right) \frac{1}{\tau} \right)$$

$$\times \prod_{i=\tau+1}^{t} f_{\phi_i}(y_i) dy_i. \quad (67)$$

Using the identity $e^{-x} = G^{1,0}_{0,1} \left[x; 0\right] = G^{1,0}_{0,1} \left[x^{-1}; 1\right]$, we rewrite the PDF and CDF of $\phi_{t}$ in terms of Meijer G-functions. The first fold of (67) in terms of $y_t$, denoted by $I_1(\xi, y_{t-1})$, can be expressed as

$$I_1(\xi, y_{t-1}) = \int_0^\infty G_{0,1}^{1,0} \left[ \frac{\phi}{\ell(t_i)} \left[0\right] \right] \ell(t_i)$$

$$\times G_{1,0}^{0,1} \left( \left( \prod_{i=\tau+1}^{t-1} \Omega_i \prod_{i=\tau+1}^{t} y_i \right) \frac{1}{\xi} \right) dy_i$$

$$= G_{0,2}^{2,0} \left[ \frac{\ell(t_i)}{\xi} \ell(t_i) \prod_{i=\tau+1}^{t-1} \Omega_i \prod_{i=\tau+1}^{t} y_i \right] 0, 1. \quad (68)$$

Repeating similar steps for the subsequent integrals, we then obtain $F_{\xi_{t,t}}(\xi)$ in (21).

**B. Derivation of the PDF of $\xi_{t,t}$ in (22)**

The proof of (17) is quite similar to that of (16). It should be noted that by taking the derivatives of (68), the PDF of $\xi_{t,t}$ can be rewritten as

$$f_{\xi_{t,t}}(\xi) = \left(\prod_{i=\tau}^{t} \Omega_i \right) \int_0^\infty \cdots \int_0^\infty \prod_{i=\tau+1}^{t} f_{\phi_i}(y_i)$$

$$\times f_{\phi_t} \left( \left( \prod_{i=\tau+1}^{t-1} \Omega_i \prod_{i=\tau+1}^{t} y_i \right) \frac{1}{\tau} \right) dy_i. \quad (69)$$

Rewriting $f_{\phi_t}(x)$ and $f_{\phi_i}(y_i)$ in terms of the Meijer G-function, we obtain

$$\frac{f_{\phi_i}(y_i)}{y_i} = \frac{1}{\ell(t_i)} \frac{\ell(t_i)}{G_{0,1}^{1,0} \left[ \frac{\phi}{\ell(t_i)} \right] - 1}, \quad y_i > 0, \quad (70)$$

then the first fold of the above integral, denoted by $J_1(\xi)$, can be obtained as

$$J_1(\xi) = \frac{1}{\ell(t_i)} \frac{\ell(t_i)}{G_{0,1}^{1,0} \left[ \frac{\ell(t_i)}{\xi} \prod_{i=\tau+1}^{t-1} \Omega_i \prod_{i=\tau+1}^{t} y_i \right] 1, 1}. \quad (71)$$

Substituting (71) into (69) and repeating the steps in (70) and (71) for the remaining integrals, we then obtain $f_{\xi_{t,t}}(\xi)$ as shown in (69), which concludes the proof.

**APPENDIX B**

**PROOFS OF (29) AND (30)**

Using the representation of the transmission power $P_t$ provided by (10) and then applying the total probability theorem, the CDF of $X_{t+1}$, $\forall t \in [1, M-1]$, can be expressed as

$$F_{X_{t+1}}(x) = 1 - \Pr \left[ \frac{\phi_t}{\sigma^2} \geq x, [\mathbb{P}_t = 0] \right]$$

$$- \sum_{t=1}^{t-i} \Pr \left[ \frac{\phi_t \prod_{i=\tau+1}^{t} \Omega_i \phi_i}{\sigma^2} \geq x, [\mathbb{P}_t = 0], \mathbb{P}_{t-1} = 1 \right]. \quad (72)$$

The first probability can be derived as

$$F_{X_{t+1}}^{[0]}(x) = \rho_t^0 \int_{\phi > x/\rho_t} f_{\phi_t}(\phi) d\phi \equiv (29), \quad (73)$$

where $\rho_t^0$ adopts $f_{\phi_t}(\phi) = \frac{e^{-\phi/\rho_t}}{\rho_t}$ and some straightforward mathematical manipulations.

Since $\mathbb{P}_0, \mathbb{P}_1, \ldots, \mathbb{P}_M$ are mutually independent Bernoulli trials, and since $\prod_{i=\tau+1}^{t} \Omega_i \phi_i = \xi_{t+1,t}$, whose PDF is provided in Lemma 1, the complementary CDF $F_{X_{t+1}}^{[1]}(x)$ can be derived in an integral-form as

$$F_{X_{t+1}}^{[1]}(x) = \sum_{t=1}^{t-i} \rho_t^0 \prod_{j=\tau+1}^{t} \rho_j^1$$

$$\times \int_0^\infty F_{x_{t+1}} \left( \frac{x}{\xi_{t+1,t}} \right) d\xi. \quad (74)$$

By substituting the CDF of $\phi_{t+1}$ and the PDF of $\xi_{t+1,t}$ provided in Lemma 1, the probability $F_{X_{t+1}}^{[1]}(x)$ can be further expressed as

$$F_{X_{t+1}}^{[1]}(x) = \sum_{t=1}^{t-i} \rho_t^0 \prod_{j=\tau+1}^{t} \rho_j^1 \int_0^\infty G_{0,1}^{1,0} \left[ \frac{\gamma_0 (\ell(t_{i+1}))}{x} 1 \right]$$

$$\times G_{0,1}^{0,2} \left[ \frac{\ell(t_i)}{\xi_{t+1,t}} \right] 0, 1. \quad (75)$$

Since the integration over a product of two Meijer G-functions is also a Meijer G-function, we then obtain $F_{X_{t+1}}^{[1]}(x)$ in (30). Substituting (73) and the result of (75) into (28), we obtain the CDF of $X_{t+1}$. This completes the proof of (29) and (30).

**APPENDIX C**

**PROOF OF (41)**

Using $P_t$ in (10), the CDF of $Y_{t,k}$ can be expressed as

$$F_{Y_{t,k}}(y) = 1 - \Pr \left\{ \gamma_0 \phi_t y \geq \gamma_0, [\mathbb{P}_t = 0] \right\}$$

$$- \sum_{t=1}^{t-i} \Pr \left\{ \psi_{t,k} \geq \gamma_0 \prod_{i=\tau+1}^{t} \Omega_i \phi_i \right\}. \quad (76)$$

(76)
\[ [\mathbb{P}_\tau = 0], \quad \bigcap_{j=\tau+1}^t [\mathbb{P}_j = 1]. \] (76)

The derivation of the first probability in the above equation is straightforward. For the second probability, denoted by \( F_{t,\tau}^{[1]} \), it is noted that \( \xi_{\tau+1,t} = \prod_{i=\tau+1}^t \Omega_i \phi_i \). In addition, since \( \mathbb{P}_\tau, \mathbb{P}_{\tau+1}, \ldots, \mathbb{P}_t \) are mutually independent, the above expression can be rewritten as

\[ \hat{F}_{\nu,\tau,k}(y) = \sum_{\nu=1}^{t-1} \left( \prod_{j=\tau+1}^t \rho_j^{[0]} \right) \times \int_0^\infty \hat{F}_{\nu,\tau,k} \left( \frac{y}{\gamma_0 \xi} \right) f_{\xi_{\tau+1,t}}(\xi) d\xi. \] (77)

In order to solve the above integral, we rewrite the CCDF \( \hat{F}_{\nu,\tau,k} \) using the Meijer G-function as

\[ \hat{F}_{\nu,\tau,k}(\nu) = 2 \epsilon \chi_0 G^{1,1}_{1,2} \left[ \frac{(k-1)^2}{\ell(r_k^2)} \right] \left[ 1 - \frac{2}{\phi} \right] \] \[ - 2 \epsilon \chi_0 G^{1,1}_{1,2} \left[ \frac{(k-1)^2}{\ell(r_k^2)} \right] \phi \left[ 1 - \frac{2}{\phi} \right], \] (78)

where \( \phi > 0 \) and \( \chi_0 \equiv \frac{(k-1)^2}{\phi} \).

Substituting the above equation and \( f_{\xi_{\tau+1,t}}(\xi) \) in (22) into (77) and applying the identity [37, eq. (7.811.1)], we obtain the result in (41). This complete the proof of (41).

**Appendix D**

**Proof of (50)**

The PDF of the nearest distance, denoted by \( f_{d_k}(r) \), can be obtained as

\[ f_{d_k}(r) = \frac{2\pi \lambda_t}{1 - e^{-\pi \lambda_t r^2}} r e^{-\pi \lambda_t r^2}, \quad 0 \leq r \leq r_k. \] (79)

Subsequently, the CDF \( F_{\nu,\tau,k}(\nu) \) can be expressed in an integral-form as

\[ F_{\nu,\tau,k}(\nu) = 1 - \int_0^{r_k} \exp \left( -\frac{\nu^2}{\ell_0 d_0^2} \right) f_{d_k}(r) dr. \] (80)

in which \((a)\) is obtained by substituting (79) into the first integral and then applying the change of variable \( u \leftarrow r^2 \).

To the best of the authors knowledge, the above equation is intractable to derive in closed-form. In order to provide a tractable expression for \( F_{\nu,\tau,k}(\nu) \), we adopt the curve fitting method that matches the CDF of \( \rho_\tau \) to that of a Singh-Maddala distributed RV with scale \( \mu_\tau \) and shapes \( \theta_\tau \) and \( m_\tau \). In other words, (80) can be fitted to

\[ F_{\nu,\tau,k}(\nu) = 1 - \left( 1 + \frac{\nu^{\theta_\tau}}{\mu_\tau^{\theta_\tau}} \right)^{-m_\tau}, \quad \nu > 0. \] (81)

Finally, we use the identities [42, eq. (2.9.6)] and [42, eq. (2.1.3)] to rewrite (81) in terms of the Fox H-function. This completes the proof of (50).

**Appendix E**

**Proof of (51)**

Recalling that \( Z_t = P_t \phi_t / a^2 \) is a function of \( \phi_t \). Consequently, it is mandatory to examine the CDF of \( \phi_t \) before that of \( Z_t \). Thus, we introduce the following Lemma.

Invoking \( P_t \) in (10), the CDF of \( Z_t \) where \( 1 \leq t \leq M - 1 \) can be expressed as

\[ F_{Z_t}(z) = 1 - \Pr \left[ \phi_t \geq \frac{z}{\gamma_0 \xi}, [\mathbb{P}_\tau = 0] \right] \] \[ - \sum_{t=1}^{t-1} \Pr \left[ \phi_t \geq \frac{z}{\gamma_0 \xi_{\tau+1,t}}, [\mathbb{P}_\tau = 0], \bigcap_{j=\tau+1}^t [\mathbb{P}_j = 1] \right]. \] (82)

Since \( \phi_t \) and \( \mathbb{P}_\tau \) are independent, we obtain

\[ F_{Z_t}(z) = 1 - \rho_t^{[0]} \Pr \left[ \phi_t \geq \frac{z}{\gamma_0 \xi_{\tau+1,t}}, \bigcap_{j=\tau+1}^t [\mathbb{P}_j = 1] \right]. \] (83)

The second probability, denoted by \( J_t \), can be expressed as

\[ J_t = \int_0^\infty \hat{F}_{\nu,\tau,k} \left( \frac{z}{\gamma_0 \xi} \right) f_{\xi_{\tau+1,t}}(\xi) d\xi. \] (84)

It should be noted that the PDF \( f_{\xi_{\tau+1,t}}(\xi) \) can be rewritten using the Fox H-function as

\[ f_{\xi_{\tau+1,t}}(\xi) = \frac{1}{\xi_{\tau+1,t}} H_{1,1}^{1,1} \left[ \frac{\mu_\tau^{\theta_\tau}}{\xi_{\tau+1,t}} \right] \left( 0,1 \right) \] \[ \times H_{0,1}^{1,1} \left[ \frac{\xi_{\tau+1,t}}{\xi_{\tau+1,t}} \right] \left( 0,1 \right) \] \[ \xi > 0. \] (85)

Substituting (50) and the above equation into (84), \( J_t \) can then be expressed as

\[ J_t = \int_0^\infty \frac{1}{\Gamma(m_\tau)} H_{1,1}^{1,1} \left[ \frac{\mu_\tau^{\theta_\tau}}{z} \right] \left( 1,1 \right) \] \[ \times \frac{1}{\xi_{\tau+1,t}} H_{0,1}^{1,1} \left[ \frac{\xi_{\tau+1,t}}{\xi_{\tau+1,t}} \right] \left( 0,1 \right) \] \[ d\xi. \] (86)

Finally, we use the identity [42, eq. (2.8.4)] to solve the above integral and substitute the resulted expression into (83). This completes the proof of (51).

**Appendix F**

**Proof of Lemma 2**

When \( \gamma_0 \to \infty \), we can approximate \( \hat{F}_{X_{t+1}^{[0]}}(x) \) as

\[ \hat{F}_{X_{t+1}^{[0]}}(x) \to \hat{F}_{\nu,\tau,k}(x) \to \hat{F}_{\nu,\tau,k}(x) \to \hat{F}_{\nu,\tau,k}(x) \to \hat{F}_{\nu,\tau,k}(x). \] (87)

Let us denote the Meijer G-function in (30) as \( I_{\tau+1,t}(x; \ell) \), using [37, eq. (9.301)], we obtain that \( I_{\tau+1,t}(x; \ell) = \frac{1}{\pi \mu_t} \int F(s) ds \), where \( F(s) \triangleq \Gamma^{\ell-1}(1 + s) \Gamma(s)(\frac{\gamma_0 \xi_{\tau+1,t}}{\gamma_0 \xi_{\tau+1,t}})^{-s} \) and \( \gamma \) is a suitable line contour, in which
all the poles of \( \Gamma^{t-\tau}(1+\gamma) F(s) \) lie on the left of \( \gamma \). As \( \tilde{\gamma} \to \infty \), we apply the Cauchy’s Residual theorem to approximate \( I_{t+1}(x; \ell) \) by finding the residuals of \( F(s) \) at the simple pole \( s = 0 \) and the \( (t-\tau+1)\)-th order pole \( s = -1 \) as

\[
I_{t+1}(x; \ell) \to \left| F(s) \right|_{s=0} + \frac{1}{(t-\tau)!} \left| \frac{d^{t-\tau}}{ds^{t-\tau}}(s+1)^{t-\tau+1} F(s) \right|_{s=-1}, \quad \tilde{\gamma} \to \infty. \quad (88)
\]

By applying the generalized Leibnitz’s rule of derivative [48] and after some mathematical manipulations, we obtain

\[
I_{t+1}(x; \ell) = 1 - \frac{x}{\tilde{\gamma}_0 \tilde{\gamma}_{t+1}} \sum_{n=0}^{t-\tau} \frac{\tau(n)}{n!} \sum_{\ell=0}^{t-\tau-n} \left(-1\right)^\ell \frac{x^\ell}{\ell!} \quad \gamma_0 \to \infty. \quad (89)
\]

Plugging this approximation and (87) into (28), we obtain

\[
F_{X_{t+1}}(x) = \rho_0 [1 - \sum_{r=1}^{t-1} \left( \rho_0 [1] \prod_{j=t+1}^{t+\ell-1} \rho_j [1] \right) + F_1(x)] \quad \gamma_0 \to \infty. \quad (90)
\]

Note that with \( \rho_0 [1] = 0 \), we have \( \rho_0 [1] - \sum_{r=1}^{t-1} \left( \rho_0 [1] \prod_{j=t+1}^{t+\ell-1} \rho_j [1] \right) = 0, \forall t \). This completes the proof of Lemma 2.
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