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Abstract

We propose a new computationally-efficient first-order algorithm for Model-Agnostic Meta-Learning (MAML). The key enabling technique is to interpret MAML as a bilevel optimization (BLO) problem and leverage the sign-based SGD (signSGD) as a lower-level optimizer of BLO. We show that MAML, through the lens of signSGD-oriented BLO, naturally yields an alternating optimization scheme that just requires first-order gradients of a learned meta-model. We term the resulting MAML algorithm Sign-MAML. Compared to the conventional first-order MAML (FO-MAML) algorithm, Sign-MAML is theoretically-grounded as it does not impose any assumption on the absence of second-order derivatives during meta training. In practice, we show that Sign-MAML outperforms FO-MAML in various few-shot image classification tasks, and compared to MAML, it achieves a much more graceful tradeoff between classification accuracy and computation efficiency.

1 Introduction

Humans can learn new tasks quickly based on prior knowledge or experience with similar tasks. A meta-learning algorithm resembles this in a way such that given previous exposure to relevant tasks, new tasks can be learned with a small amount of data. To do this, it involves a meta(or upper)-learner whose job is to update parameters of a base(or lower)-learner which aims to solve a specific task (e.g. image classification) at hand. This ‘learning to learn’ hierarchical structure can be viewed as solving a bilevel optimization (BLO) problem, in which the solution to the lower-level problem provides useful feedback for updating the solution of an upper-level problem [1, 2]. Recent works have studied the optimization-based meta-learning approach targeting on different parameters associated with the base learner, such as learning a good weight initialization [3–5], and updating neural network architectures [6–8].

Within the optimization-based meta-learning family, Model-Agnostic Meta-Learning (MAML) is a popular method that has been widely applied to solving computer vision and natural language processing tasks [9–11]. In-depth empirical and theoretical understanding of MAML has also been provided in [4, 12–14]. Through the lens of BLO, MAML is composed of an upper-level optimization step (which updates weight initialization of a model), and a sequence of lower-level steps (which adapt this initialization to different specific tasks). Despite the effectiveness of MAML, it is difficult to scale to large models and datasets due to the need of second-order derivatives during model training [4, 15]. A first-order variant (FO-MAML) solves this problem by ignoring [3] or estimating [13] second-order derivatives in practice at the cost of introducing meta-gradient estimation error.
Contributions In this work, we aim to design a computationally-efficient and theoretically-grounded MAML algorithm that only relies on first-order derivatives in its implementation. To this end, we propose Sign-MAML by integrating MAML with signSGD [16] and show its advantages over FO-MAML and MAML. Our contributions are summarized below:

- (Formulation-wise) In §3, we revisit MAML through the lens of BLO and identify a tight connection between its computation efficiency and the choice of a lower-level optimizer.
- (Methodology-wise) In §4, we leverage signSGD to unroll the lower-level problem of MAML and theoretically show that this naturally leads to a first-order alternating optimization method, Sign-MAML, whose computation is exactly as efficient as FO-MAML.
- (Application-wise) In §5, we conduct extensive experiments to demonstrate the advantage of Sign-MAML in computation efficiency and accuracy. In particular, we show that Sign-MAML has computational costs similar to those of FO-MAML while providing significantly improved accuracy for few-shot tasks.

2 Related Work

Meta-learning A surge of recent works have been devoted to developing theory and algorithms of MAML [2, 5, 13, 14, 17]. For example, the ‘Almost No Inner Loop’ (ANIL) algorithm was proposed in [5], which dissects the meta-learning into two phases: training the initialization of a meta-model, and partially fine-tuning the classification head of the meta-model. Compared to the conventional MAML algorithm, ANIL yields a reduced computation cost due to the use of partial fine-tuning instead of the end-to-end full fine-tuning. However, ANIL still needs second-order derivatives during meta training. To overcome such a computation bottleneck, the work [13, 17] proposed to use the finite difference of function values or first-order gradients to estimate the high-order derivatives involved in MAML. However, the resulting gradient/Hessian estimation may not be unbiased and could lead to an unexpected large estimation variance [18]. Another first-order method proposed in [4] simplifies meta gradient computation by using the difference between initial and adapted weights. Here, we focus on the design of lower-level optimizer to speed up computation. Besides optimization-based meta-learning, other algorithms such as metric-based and model-based meta-learning have also been developed [2, 19–23]. In this work, we focus on the optimization-based meta-learning.

Bilevel optimization Bilevel optimization is applied to solve problems that exhibit two-level hierarchical structure in which the solution to the lower-level problem is an input to the upper-level problem. Solvers for BLO problems can be either deterministic or stochastic. Under deterministic BLO approach, two commonly used methods are approximate implicit differentiation (AID) based and iterative differentiation (ITD) based. For both methods, the lower-level problem is solved by gradient descent (GD). For the upper-level problem, AID-based methods obtain meta-gradients through implicit gradients [24] whereas ITD-based methods rely on backpropagation [25, 26]. In recent years, stochastic approaches have gained a lot of attentions due to its fast convergence and scalability. Ghadimi and Wang [27] proposed a method to obtain lower and upper-level gradients through stochastic approximations. Hong et al. [28] developed a method that solves lower and upper-level problems simultaneously with lower and upper-level step sizes at two different scales.

Sign-based optimization methods signSGD [16] utilizes the sign of gradients as the descent direction for FO non-convex optimization and demonstrates a convergence rate comparable to that of stochastic gradient descent (SGD). Liu et al. [29] proposed zeroth-order signSGD (ZO-signSGD) for solving optimization problems where first-order derivatives are difficult or infeasible to obtain, demonstrating lower estimation variance when compared to conventional ZO-SGD schemes [18, 30]. In adversarial machine learning, fast gradient sign method (FGSM) has been commonly used for generating prediction-evasion adversarial attacks [31] and for training an adversarially robust deep neural network [32].

3 Problem Statement

In this section, we begin by presenting the problem of MAML and interpreting it through the lens of BLO (bilevel optimization). Next, we illustrate the limitations of existing solutions to MAML and elaborate on our research objective.
BLO setup of MAML  Considering $P$ tasks where each task $\tau_i, i \in [P]$ is sampled from a task distribution, MAML seeks to solve the following problem from a bilevel optimization perspective:

\[
\begin{align*}
\text{minimize} & \quad L(x) := \frac{1}{P} \sum_{i=1}^{P} \ell_i(y_i^*(x); D_{i}^{y_i}) \\
\text{subject to} & \quad y_i^*(x) \in \arg\min_{y'} \ell_i(y'; D_{i}^{y'}), \quad \forall i \in [P] = \{1, \ldots, P\},
\end{align*}
\]

where $x$ is the weight initialization of a model, $y_i^*(x)$ is the optimal weight after fine-tuning for task $i$ with $\ell_i, D_{i}^{y_i}$ and $D_{i}^{y_i}$ as the task-specific loss, training (support) set and validation (query) set respectively.

A generic BLO formulation of the MAML problem (1) is then given by

\[
\begin{align*}
\text{minimize} & \quad f(x, y^*(x)) \quad \text{subject to} \quad y^*(x) \in \arg\min_{y} g(x, y),
\end{align*}
\]

where a lower-level solution is used as an input to minimize the upper-level objective $f$. The MAML problem (1) is a special case of the BLO formulation (2): The upper-level objective function $L(x)$ in (1) is not an exact bi-variate function $f(x, y)$ as (2); Instead, $L(x)$ relies on only a lower-level solution $y^*$, which is a function of $x$.

Second-order derivatives requested in MAML  Conventionally, MAML [3] solves the lower-level problem of (1) through a $m$-step SGD unrolling. Let $\ell_i(y') := \ell_i(y'; D_{i}^{y_i})$, $\hat{\ell}_i(y') := \ell_i(y'; D_{i}^{y_i})$, and $x_k$ denote the model initialization at the $k$th upper-level iteration, the original MAML algorithm is then given by

\[
\begin{align*}
\text{Lower-level:} & \quad y_i^{(0)}(x_k) = x_k; \quad y_i^{(m)}(x_k) = y_i^{(m-1)}(x_k) - \beta \nabla y' \hat{\ell}_i(y') \big|_{y'=y_i^{(m-1)}'(x_k)}, \\
\text{Upper-level:} & \quad x_{k+1} = x_k - \frac{1}{P} \sum_{i=1}^{P} \nabla x \ell_i(y_i^{(m)}(x_k)),
\end{align*}
\]

where $\alpha, \beta > 0$ are learning rates of SGD used for upper-level and lower-level optimization, respectively. Substituting the lower-level SGD unrolling into the upper-level SGD step, the overall optimization step to update the optimizee variable $x$ is given by [3, 4]

\[
x_{k+1} = x_k - \frac{1}{P} \sum_{i=1}^{P} \prod_{n=0}^{m-1} \left( I - \beta \nabla^2 y' \hat{\ell}_i(y') \big|_{y'=y_i^{(n)}(x_k)} \right) \nabla y' \ell_i(y') \big|_{y'=y_i^{(m)}(x_k)},
\]

where $\nabla^2 y'$ denotes the second-order derivatives with respect to (w.r.t.) the variable $y'$. In (5), the computation involving $\nabla^2 y' \hat{\ell}_i(y')$ is costly for large neural networks and datasets, and this cost increases with the number of fine-tuning steps.

Research objective  To resolve the difficulty induced by second-order derivatives, FO-MAML assumes them to be 0 in the computation [3]. This would introduce an error into the meta-gradient in (5), and may hamper its generalization ability. In fact, a generalization gap as large as 6% is observed for tasks as 20-way 1-shot on Omniglot dataset between MAML and FO-MAML [15]. Fallah et al. [13] present a Hessian-free MAML which has improved theoretical convergence over FO-MAML but its empirical performance or efficiency has not been studied. From (5), we see the cause of high computation cost is rooted in the coupling between lower and upper-level problems in which backpropagation has to loop through the entire lower-level optimization trajectory. To bypass this, Rajeswaran et al. [13] proposed implicit MAML (iMAML) to directly solve the BLO problem (2) using the implicit gradient method. However, iMAML needs (an approximation of) a matrix inversion operation to calculate an implicit gradient. Among the aforementioned algorithms, FO-MAML is the computationally lightest but yields a poorer optimization accuracy. By contrast, MAML and iMAML have improved generalization ability but higher computational costs. Spurred by above, we ask:

*How to develop an assumption-least first-order MAML algorithm that enjoys the dual advantages of low computation cost and high optimization accuracy?*
4 Sign-MAML: Advancing MAML by SignSGD

In this section, we first present the method of signSGD unrolling to solve the BLO problem (2). Then we apply the achieved results to the case of MAML to establish our Sign-MAML method. At the end, we highlight the differences between FO-MAML and Sign-MAML.

BLO solver based on signSGD unrolling We propose to unroll the lower-level problem in (2) using signSGD [16]. The last step of a $m$-step unrolling via signSGD is given by

$$y^{(m)} = y^{(m-1)} - \beta \text{sign}(\nabla_y g(x, y^{(m-1)})),$$

where $\text{sign}(\cdot)$ denotes element-wise sign operation, $\beta > 0$ is the lower-level learning rate, and $y^{(0)}$ can be a random starting point. Substituting (6) into problem (2) with $y^*(x) = y^{(m)}$, we have the following variant of the original BLO problem

$$\text{minimize} \quad f(x, y^{(m)}(x)),$$

where we explicitly express $y^{(m)}$ as a function of $x$. To optimize $x$, we resort to GD/SGD

$$x_{k+1} = x_k - \alpha \frac{df(x_k, y^{(m)}(x_k))}{dx},$$

where $\alpha > 0$ is the upper-level learning rate and $k$ is the descent step index. In (8), the key step is to compute the gradient w.r.t. $x$, namely,

$$\frac{df(x_k, y^{(m)}(x_k))}{dx} = \frac{\partial f(x_k, y^{(m)}(x_k))}{\partial x} + \frac{dy^{(m)}(x_k)^\top}{dx} \frac{\partial f(x_k, y^{(m)}(x_k))}{\partial y},$$

where $\frac{\partial f(x,y)}{\partial x} = \nabla_x f$ and $\frac{df(x,y)}{dx}$ denote the partial and full derivatives of $f$ w.r.t. the variable $x$ respectively. Based on (6) and the key fact that $\frac{d\text{sign}(x)}{dx} = 0$ (holding almost surely), we have

$$\frac{dy^{(m)}(x_k)^\top}{dx} = \frac{dy^{(m-1)}(x_k)^\top}{dx} = \ldots = \frac{dy^{(0)}(x_k)^\top}{dx}.$$

Substituting (10) into (9), we achieve

$$\frac{df(x_k, y^{(m)}(x_k))}{dx} = \frac{\partial f(x_k, y^{(m)}(x_k))}{\partial x} + \frac{dy^{(0)}(x_k)^\top}{dx} \frac{\partial f(x_k, y^{(m)}(x_k))}{\partial y},$$

This implies that when signSGD is used to unroll the lower-level problem, we can naturally reach a first-order alternating optimization method:

\begin{align*}
\text{y-step: signSGD unrolling (6)} & \quad \frac{df(x_k, y^{(m)}(x_k))}{dx} = \frac{\partial f(x_k, y^{(m)}(x_k))}{\partial x} - \alpha \frac{dy^{(0)}(x_k)^\top}{dx} \frac{\partial f(x_k, y^{(m)}(x_k))}{\partial y}, \\
\text{x-step: } x_{k+1} = x_k - \alpha \frac{\partial f(x_k, y^{(m)}(x_k))}{\partial x} & \quad - \alpha \frac{dy^{(0)}(x_k)^\top}{dx} \frac{\partial f(x_k, y^{(m)}(x_k))}{\partial y}.
\end{align*}

Sign-MAML: MAML based on signSGD unrolling We now apply (12) and (13) to the case of MAML in which $y^{(0)}(x_k) = x_k$ and the dependence of upper objective of MAML on $x$ is only through $y(x)$. They lead to $\frac{dy^{(0)}(x_k)^\top}{dx} = 1$ and $\frac{\partial f(x_k, y^{(m)}(x_k))}{dx} = 0$. These two simplifications render (13) to

$$x_{k+1} = x_k - \alpha \frac{1}{P} \sum_{i=1}^P \nabla_{y'} \ell_i(y') |_{y' = y^{(m)}(x_k)}.$$

At the first glance, the upper-level MAML update with signSGD unrolling is the same as FO-MAML. However, the key difference lies in the choice of lower-level optimizer: signSGD unrolling naturally leads to (14). By contrast, FO-MAML requires making the assumption of $\nabla_{y'} \ell_i(y') = 0$ in (5). Hence, we regard using signSGD unrolling as the ‘authentic’ first-order method, and we name our algorithm as Sign-MAML shown in Algorithm 1. We also remark that in addition to signSGD, the
gradient sign-based momentum method [16] is another possible alternative to generate the first-order MAML approach via gradient unrolling.

Algorithm 1 Sign-MAML

1: for $k = 1, 2, \ldots$ do
2: Sample $P$ tasks from a task distribution
3: for $i = 1, 2, \ldots, P$ do
4: Initialize $y_i^{(0)}(x_k) = x_k$
5: Obtain $y_i^{(m)}$ by signSGD unrolling (6)
6: end for
7: Compute $x_{k+1}$ using (14);
8: end for

5 Experiments

The central questions that we aim to address with our experiments are: ① Can Sign-MAML perform better than FO-MAML without increasing computation cost? ② Can Sign-MAML perform comparably to MAML but with less computation time? To this end, we measure the test accuracy and train time per upper-iteration of Sign-MAML, together with baselines (FO-MAML and MAML) in $N$-way and $K$-shot image classification tasks.

5.1 Experiment setup

Datesets We conduct experiments on Fewshot-CIFAR100 (FS-CIFAR100) and MiniImageNet datasets [22, 33]. The FS-CIFAR100 dataset has 600 images of size $32 \times 32$ in each of the 100 classes from CIFAR100 [34]. We partition the 100 classes into 60 classes, 20 classes and 20 classes for train, validation and test respectively following Oreshkin et al. [33]. The MiniImageNet dataset has 600 images of size $84 \times 84$ in each of the 100 classes. We partition the 100 classes into 64 classes, 16 classes and 20 classes for train, validation and test respectively following Ravi and Larochelle [35].

Architectures For MiniImageNet, we use a neural network consisting of 4 convolutional layers with 32 filters in each layer used in Ravi and Larochelle [35]. For FS-CIFAR100, we also use the 4-layer convolutional neural network but with 64 filters in each layer. For both neural networks, each convolution operation is followed by batch normalization, ReLU activation and $2 \times 2$ max pooling.

Implementation details We use $\alpha = 0.001$ as the upper-level learning rate, $m = 1$ fine-tuning step for training (unless otherwise specified), $m = 10$ fine-tuning steps for testing, and $P = 4$ as the batch size of tasks across all experiments. To setup the lower-level learning rate $\beta$, since different optimizers (e.g., signSGD vs. SGD) are used, we perform a grid search on $\beta$ and pick the one with the best validation performance (see Appendix A for details). We utilized the existing implementation of FO-MAML and MAML in the learn2learn Python package [36] and adapt it to implement Sign-MAML.1

5.2 Results and Discussions

In what follows, we first show the results of Sign-MAML, FO-MAML and MAML on FS-CIFAR100 for different $N$-way and $K$-shot classification tasks. We then provide a detailed comparison between Sign-MAML and FO-MAML, which fall into the first-order optimization category, given various choices of $N$ and $K$ on MiniImageNet. Furthermore, we show the effectiveness of Sign-MAML when different fine-tuning steps are used.

FS-CIFAR100 results Table 1 presents the performance of Sign-MAML versus MAML and FO-MAML on FS-CIFAR100 for 5-way 1-shot classification, 5-way 5-shot classification, 10-way 1-shot classification and 10-way 5-shot classification. Compared to MAML, Sign-MAML performs slightly

1Our codes are available at https://github.com/chenfan95/Sign-MAML
Table 1: FS-CIFAR100 classification results, which include accuracy (upper-level numbers) and computation time per meta-iteration in seconds (lower-level numbers). For accuracy, the ± shows 95% confidence intervals over 1000 test-time tasks. For computation time, the ± shows standard deviation over 1000 meta iterations.

| Scenario       | MAML       | FO-MAML    | Sign-MAML  |
|----------------|------------|------------|------------|
| 5-way 1-shot   | 35.8 ± 1.4 % | 32.7 ± 1.3 % | 37.5 ± 1.4 % |
|                | 0.058 ± 0.003 | 0.032 ± 0.003 | 0.032 ± 0.003 |
| 5-way 5-shot   | 48.8 ± 0.7 % | 45.8 ± 0.8 % | 49.5 ± 0.7 % |
|                | 0.073 ± 0.008 | 0.048 ± 0.006 | 0.049 ± 0.006 |
| 10-way 1-shot  | 20.9 ± 0.8 % | 21.4 ± 0.8 % | 22.5 ± 0.8 % |
|                | 0.064 ± 0.004 | 0.039 ± 0.003 | 0.039 ± 0.003 |
| 10-way 5-shot  | 29.9 ± 0.4 % | 30.9 ± 0.4 % | 30.5 ± 0.5 % |
|                | 0.106 ± 0.016 | 0.067 ± 0.015 | 0.067 ± 0.016 |

better for all tasks and takes only half computation time per iteration. Compared to FO-MAML, Sign-MAML achieves a remarkable increase of 4.8% and 3.7% in accuracy for 5-way 1-shot classification and 5-way 5-shot classification, respectively. Moreover, it has very similar computation cost as FO-MAML for all tasks. Overall, Sign-MAML is a competitive method in both performance and computation efficiency when compared to FO-MAML and MAML.

**Sign-MAML vs. FO-MAML**  In Figure 1, we present the classification accuracy of Sign-MAML and FO-MAML in a variety of few-shot learning setup, with $N \in \{2, 5, 7, 10\}$ ways and $K \in \{1, 2, 3, 4, 5\}$ shots on MiniImageNet. We compare algorithms in the computation-lightest regime using 1 gradient unrolling step. As we can see, if the tasks become more challenging, namely, with higher $N$ and lower $K$, then Sign-MAML performs much better than FO-MAML. For example, Sign-MAML achieves an accuracy that is 7.5% higher than FO-MAML for 10-way 1-shot classification. The performance gap becomes larger as $N$ increases or $K$ decreases. Moreover, for the cases where FO-MAML outperforms Sign-MAML, the performance gaps (1 - 3%) are smaller than the cases where Sign-MAML outperforms FO-MAML (1 - 8 %). The above results suggest that Sign-MAML can be a better approach when challenging tasks are present.

**Meta-learning vs. fine-tuning steps**  In Figure 2, we present the classification accuracy as well as the computation cost versus the number of fine-tuning steps. Here we focus on the case of
10-way 2-shot classification on MiniImageNet. It can be seen from Figure 2 (a) that Sign-MAML outperforms FO-MAML at each setup of the fine-tuning step, and the test accuracy increases rapidly at the beginning and saturates towards the end. In addition, Figure 2 (b) shows that the accuracy improvement of Sign-MAML over FO-MAML is not at the cost of computation complexity. Clearly, Sign-MAML and FO-MAML take the very similar computation cost, which increases linearly with the number of fine-tuning steps (see Appendix C for results of 5-way 2-shot classification and 7-way 2-shot classification on MiniImageNet).

![Figure 2: 10-way 2-shot MiniImageNet classification against the choice of the number of fine-tuning steps: (a) classification accuracy and (b) computation time, with the same format as Table 1.](image)

**Take-away:** Based on the aforementioned results, we find that ① Sign-MAML typically performs better than FO-MAML for challenging tasks without losing computation efficiency. ② Sign-MAML can match or exceed the performance of MAML with less computation time.

### 6 Conclusion

In this paper, we show that signSGD can be used as an efficient gradient unrolling scheme to advance MAML (model-agnostic meta-learning). Specifically, the study of MAML through the lens of BLO (bilevel optimization) enables us to customize a ‘lower-level’ optimizer to ‘fine-tune’ meta model over task-specific losses. We theoretically show that if signSGD is used as the lower-level optimizer, then MAML can be equivalently transformed into the first-order alternating optimization method, termed Sign-MAML. Empirically, we also demonstrate that compared to the conventional MAML and FO-MAML approaches, Sign-MAML places a more graceful tradeoff between accuracy and computation cost. Particular, in a series of challenging few-shot image classification tasks (which involve more classes and less data samples), Sign-MAML yields a consistent improvement over baselines.
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A  Hyperparameter Search

In this section, we provide more details on hyperparameter tuning for the lower-level learning rate. For Sign-MAML, the search range is $[0.0035, 0.005, 0.0065, 0.0075, 0.01]$; for FO-MAML, the search range is $[0.06, 0.08, 0.1, 0.12, 0.14, 0.16]$; for MAML, the search range is $[0.06, 0.08, 0.1, 0.12, 0.14, 0.16]$. If the initial optimal learning rate happens at the end of the range, we continue search in that direction until we find a better one that is within range. For example, if the optimal learning rate initially found is 0.16, then we may search 0.18 and 0.2. If 0.18 outperforms 0.16 and 0.2, we stop at this point; if 0.2 outperforms the other two, we repeat the process and search further.

B  Train Loss
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Figure 3: Train loss for MiniImageNet 5-way 5-shot classification. The lower-level learning rates for Sign-MAML, FO-MAML and MAML are 0.005, 0.06 and 0.06 respectively. Meta-batch size is 32.

C  Additional results on MiniImageNet for different fine-tuning steps
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Figure 4: MiniImageNet classification against the choice of the number of fine-tuning steps: (a) 5-way 2-shot classification accuracy, (b) 7-way 2-shot classification accuracy, (c) 5-way 2-shot computation time and (d) 7-way 2-shot computation time.