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Abstract. In extremal set theory our usual goal is to find the maximal size of a family of subsets of an $n$-element set satisfying a condition. A condition is called chain-dependent, if it is satisfied for a family if and only if it is satisfied for its intersections with the $n!$ full chains. We introduce a method to handle problems with such conditions, then show how it can be used to prove three classic theorems. Then, a theorem about families containing no two sets such that $A \subset B$ and $\lambda \cdot |A| \leq |B|$ is proved. Finally, we investigate problems where instead of the size of the family, the number of $\ell$-chains is maximized. Our method is to define a weight function on the sets (or $\ell$-chains) and use it in a double counting argument involving full chains.

1. Introduction

Notation. We will denote the set $\{1, 2, \ldots, n\}$ by $[n]$, the family of the subsets of $[n]$ by $2^{[n]}$.

Sperner’s Theorem [12] is one of the central results in extremal set theory. It describes the largest possible families of finite sets none of which contains any other set in the family. It is named after Emanuel Sperner, who published it in 1928.

Theorem 1.1. Let $\mathcal{F} \subset 2^{[n]}$ be a family such that there are no two sets $A, B \in \mathcal{F}$ satisfying $A \subset B$. Then $|\mathcal{F}| \leq \left(\frac{n}{\frac{n}{2}}\right)$.

There are many generalizations and variants to Theorem 1.1. We will mention just two of these that are relevant to our topic:

Theorem 1.2. (Erdős, (1945) [11]): Let $\mathcal{F} \subset 2^{[n]}$ be a family such that there are no two sets $A, B \in \mathcal{F}$ satisfying $A \subset B$ and $|B - A| > k$.
Then

\[ |F| \leq \sum_{i=\left\lceil \frac{n-k}{2} \right\rceil}^{\left\lfloor \frac{n+k}{2} \right\rfloor} \binom{n}{i}. \]

**Theorem 1.3.** (Katona, (1971) [8]): Let \( F \subset 2^{[n]} \) be a family such that there are no two sets \( A, B \in F \) satisfying \( A \subset B \) and \( |B - A| < k \). Then

\[ |F| \leq \sum_{i \equiv \left\lfloor \frac{n}{2} \right\rfloor \pmod{k}} \binom{n}{i}. \]

Griggs [6] found an alternate proof for the above theorem, describing the cases of equality as well.

These theorems maximize the size of a family of subsets of \([n]\) satisfying a certain condition \( D \). In the present paper we will show what is the common property of these conditions, and then prove a theorem that provides a method to solve all such problems.

**Definition 1.4.** We call a family \( \mathcal{C} = \{A_0, A_1, \ldots, A_n\} \) a full chain if \( A_0, A_1, \ldots, A_n \in 2^{[n]} \) are such that \( |A_i| = i \), and \( A_i \subset A_{i+1} \) for every \( 0 \leq i < n \). The family of all \( n! \) full chains in \( 2^{[n]} \) is denoted by \( \mathcal{C}_n \).

**Definition 1.5.** We say that a condition \( D \) is a chain-dependent if \( D \) is satisfied for a family \( F \subset 2^{[n]} \) if and only if it is satisfied for all families \( F \cap \mathcal{C} \), where \( \mathcal{C} \in \mathcal{C}_n \) is a full chain.

For example, the property of being an antichain is chain-dependent.

In Section 2, we will prove our main theorem that will help us to find an upper bound on the size of a family in \( 2^{[n]} \) that satisfies a condition \( D \). In Section 3, it will be used to find the maximal size of such a family in the case of various chain-dependent conditions, namely to reprove Theorems 1.1, 1.2 and 1.3. In Section 4 we consider another chain-dependent condition, and prove a new theorem about families containing no two sets such that \( A \subset B \) and \( \lambda \cdot |A| \leq |B| \).

In extremal set theory, after the problem of finding the largest family in \( 2^{[n]} \) satisfying a certain property is solved, a common way to move forward is to determine the maximum number of \( \ell \)-chains \( G_1 \subset \cdots \subset G_\ell \) in a family satisfying the same property. See [5], [4], [2] for examples of such results. In Section 5 we generalize Theorem 1.2 in such a way and discuss a possible generalization of Theorem 1.3.

2. **Main theorem and proof**

**Notation.** Let \( F \subset 2^{[n]} \) be a family and \( D \) a condition. Then \( F \rightarrow D \) means that \( F \) satisfies the condition \( D \).
We introduce a weight function as follows:

**Definition 2.1.** Let $\mathcal{F} \subset 2^{[n]}$ be a family. For a set $G \subset [n]$, let $
abla_{\mathcal{F}}(G) := \binom{n}{|G|}$ if $G \in \mathcal{F}$, and $
abla_{\mathcal{F}}(G) := 0$ otherwise. We define $s(\mathcal{F}) := \max_{\mathcal{C} \in \mathcal{C}_n} \sum_{G \in \mathcal{C}} \nabla_{\mathcal{F}}(G)$.

**Definition 2.2.** Let $D$ be a condition. Then $S(n, D) := \max_{\mathcal{F} \subset 2^{[n]}, \mathcal{F} \models D} s(\mathcal{F})$.

In other words, $S(n, D)$ is defined as the maximum possible weight of a full chain over all $\mathcal{F}$ satisfying $D$.

**Theorem 2.3.** Let $n$ be a positive integer and $\mathcal{F} \subset 2^{[n]}$. If $\mathcal{F} \models D$ holds for a condition $D$, then $|\mathcal{F}| \leq S(n, D)$.

**Proof.** Obviously

\[(1) \quad \sum_{G \in \mathcal{C}} \nabla_{\mathcal{F}}(G) \leq s(\mathcal{F}) \leq S(n, D)\]

holds for any full chain $\mathcal{C} \in \mathcal{C}_n$. We can write this inequality:

\[
S(n, D) \geq \frac{1}{n!} \sum_{\mathcal{C} \in \mathcal{C}_n} \left( \sum_{G \in \mathcal{C}} \nabla_{\mathcal{F}}(G) \right) = \frac{1}{n!} \sum_{\mathcal{F} \in \mathcal{F}} \left( \sum_{\mathcal{C} \in \mathcal{C}_n : G \in \mathcal{C}} \nabla_{\mathcal{F}}(G) \right) = \frac{1}{n!} \sum_{G \in \mathcal{F}} |G|! (n - |G|)! \nabla_{\mathcal{F}}(G) = \sum_{G \in \mathcal{F}} 1 = |\mathcal{F}|.
\]

The first inequality follows from (1), since $|\mathcal{C}_n| = n!$. At the third step we use the fact that $k!(n - k)!$ full chains go through any given set of size $k$. Altogether we get an upper bound for $|\mathcal{F}|$.  \(\square\)

While Theorem 2.3 holds for any condition $D$, it is particularly useful for chain-dependent ones, since determining the value of $S(n, D)$ is usually easy for them. We also note that the weight function $\nabla$ was used previously in [10] and [3] to solve problems concerning specific forbidden structures without a general approach.

Our method is similar to Lubell’s [9] proof of Sperner’s Theorem that gave an upper bound on $|\mathcal{F}|$ by examining the number of sets $\mathcal{F}$ contains from a random full chain. (See [7] for applications of this technique.) By adding different weights to sets of different size, we can bound $|\mathcal{F}|$ more precisely, and prove exact bounds even if the extremal family contains sets whose size is far from $\frac{n}{2}$.
3. New proofs for earlier theorems

In this section we will show how to use Theorem 2.3 to prove Theorems 1.1, 1.2 and 1.3, all of which are about families satisfying a chain-dependent condition.

First, let us consider Theorem 1.1. Let \( D \) denote the condition “does not contain two different sets \( A, B \) such that \( A \subset B \)” or equivalently “is an antichain”. If \( F \subset 2^n \) is an antichain, then any full chain \( C \in C_n \) contains at most one set from \( F \). The weight \( \omega_F(C) \) of this single set \( F \) is at most \( \left( \frac{n}{\left\lfloor \frac{n}{2} \right\rfloor} \right) \). Since this applies to all antichains \( F \) and full chains \( C \), we have \( S(n, D) \leq \left( \frac{n}{\left\lfloor \frac{n}{2} \right\rfloor} \right) \). Then Theorem 2.3 implies \( |F| \leq \left( \frac{n}{\left\lfloor \frac{n}{2} \right\rfloor} \right) \). The corresponding lower bound is trivially given by the antichain formed by all sets of size \( \left\lfloor \frac{n}{2} \right\rfloor \).

In Theorem 1.2, the condition \( D \) is that the family \( F \) contains no two sets such that \( A \subset B \) and \( |B - A| > k \). This implies that a full chain contains at most \( k + 1 \) sets of \( F \). Their total weight is at most the sum of the \( k + 1 \) largest binomial coefficients, therefore

\[
S(n, D) \leq \sum_{i=\left\lfloor \frac{n-k}{2} \right\rfloor}^{\left\lfloor \frac{n+k}{2} \right\rfloor} \binom{n}{i}.
\]

Theorem 2.3 implies that this sum is an upper bound for \( |F| \) as well. The corresponding lower bound on \( |F| \) is given by taking all sets of size between \( \left\lfloor \frac{n-k}{2} \right\rfloor \) and \( \left\lfloor \frac{n+k}{2} \right\rfloor \).

Finally, in Theorem 1.3, the condition \( D \) states that \( F \) contains no two sets \( A, B \) such that \( A \subset B \) and \( |B - A| < k \). This means that the maximum total weight of the sets in a full chain is given by the maximum of the expression \( \sum_{i=1}^{t} \binom{n}{a_i} \), where \( a_{i+1} \geq a_i + k \) for all \( 1 \leq i \leq t - 1 \). Finding this is a simple task (as can be seen in the next lemma) and results in the value given in Theorem 1.3. Theorem 2.3 implies it is an upper bound for \( |F| \) as well. The corresponding lower bound on \( |F| \) is given by taking all sets of size \( a_i \), \( i = 1, 2, \ldots, t \) where the numbers \( a_i \) are the values maximizing the binomial sum.
Lemma 3.2. Define \( \mathcal{H} \subseteq 2^{\{0, \ldots, n\}} \) as follows: a set \( H \subseteq \{0, \ldots, n\} \) is in \( \mathcal{H} \) if and only if \( |h - h'| \geq k \) for all different elements \( h, h' \in H \). Let 
\[
f(H) = \sum_{h \in H} \binom{n}{h}
\] for a set \( H \in \mathcal{H} \) and let 
\[
f(\mathcal{H}) = \max_{H \in \mathcal{H}} \{f(H)\}.
\]

Proof. The Lemma is trivial for \( n < k \). Assume that \( n \geq k \).

Claim 3.3. If \( f(H) = f(\mathcal{H}) \) for a set \( H \in \mathcal{H} \), then \( H = \{h_1, h_2, \ldots, h_t\} \) satisfies the following conditions:

1. \( h_1 < k \),
2. \( h_{i+1} - h_i = k \) for all \( 1 \leq i < t \),
3. \( h_t > n - k \).

Proof. If the first or third case is not satisfied, then we can extend \( H \) with 0 or \( n \). If the second case is not satisfied, then there exists a value \( i \) such that \( h_{i+1} - h_i > k \), so we can increase \( f(H) \) by changing \( h_i \) to \( h_i + 1 \) or \( h_{i+1} \) to \( h_{i+1} - 1 \).

The above implies that if \( f(H) = f(\mathcal{H}) \) holds, then \( H \) consists of all numbers of a mod \( k \) residue class in \( \{0, n\} \). If \( k = 2 \), then the binomial sum is equal to \( 2^{n-1} \) for both residue classes. From now on, we will assume \( k \geq 3 \). For a number \(-\frac{k}{2} < a \leq \frac{k}{2} \), such that \( \frac{n}{2} + a \in \mathbb{Z} \) let
\[
H_a^n := \big\{ i \in [0, n] \mid i \equiv \frac{n}{2} + a \pmod{k} \big\}.
\]

Claim 3.4. If \( |a| < |b| \leq \frac{k}{2} \), and \( \frac{n}{2} + a, \frac{n}{2} + b \in \mathbb{Z} \) then \( f(H_a^n) > f(H_b^n) \).

Proof. We prove this claim by induction on \( n \). It is true when \( n = k \). Supposing the statement holds for \( n - 1 \), let us prove it for some \( n > k \).

Since \( f(H_a^n) = f(H_a^{n-1}) \), we can assume that \( 0 \leq a < b \leq \frac{k}{2} \). From the binomial identities we get 
\[
f(H_a^n) = f\left(H_a^{n-1}\right) + f\left(H_b^{n-1}\right)
\]
and 
\[
f(H_b^n) = f\left(H_b^{n-1}\right) + f\left(H_{b+1}^{n-1}\right)\] .

The inductive hypothesis implies that 
\[
f\left(H_a^{n-1}\right) \geq f\left(H_b^{n-1}\right) \quad \text{and} \quad f\left(H_a^{n-1}\right) \geq f\left(H_{b+1}^{n-1}\right),
\]
and at least one of the inequalities is strict. (If \( b = \frac{k}{2} \), we have to notice 
\[
f\left(H_{\frac{k}{2}}^{n-1}\right) = f\left(H_{\frac{k}{2}+1}^{n-1}\right) \]
before the hypothesis can be used.)

We proved that \( f(H) \) is maximized if \( H = H_0^n \) (for even \( n \)) or \( H \in \{H_{\frac{n}{2}}, H_{\frac{n}{2}}\} \) (for odd \( n \)).
4. FORBIDDING \( c \)-TIMES BIGGER SETS

What is the maximum size of a family from \( 2^n \) that contains no two different sets \( A \) and \( B \) such that \( A \subset B \) and \( c \cdot |A| \leq |B| \)? This question was asked by G.O.H. Katona which eventually led to this paper.

In an earlier article [11], this was solved when \( c > 1 \) is an integer:

**Theorem 4.1.** Let \( n \) and \( c > 1 \) be positive integers and \( k = \lfloor \frac{n}{c+1} \rfloor \). Then the largest family \( \mathcal{F} \subset 2^n \) that contains no two different sets \( A, B \in \mathcal{F} \) such that \( A \subset B \) and \( c \cdot |A| \leq |B| \) is

\[ \{ F \subset [n] : k + 1 \leq |F| \leq c(k+1) - 1 \} . \]

Now we will prove a generalization of Theorem 4.1 using Theorem 2.3. We will show what the answer is, if we change the integer \( c \) to a real number \( \lambda > 1 \).

First of all, we will have to use these two definitions for the theorem:

**Definition 4.2.** Let \( 1 \leq k \leq n \) be an integer and \( 1 < \lambda \in \mathbb{R} \). Then

\[ t(n, k, \lambda) := \sum_{k \leq i < \lambda k} \binom{n}{i} . \]

**Definition 4.3.** Let \( 1 < \lambda \in \mathbb{R} \). Then

\[ T(n, \lambda) := \max_{1 \leq k \leq n} t(n, k, \lambda) . \]

**Theorem 4.4.** Let \( n \) be a positive integer, \( \lambda > 1 \) a real number, and \( \mathcal{F} \subset 2^n \). Suppose that \( \mathcal{F} \) contains no two members \( A, B \in \mathcal{F} \) for which \( A \subset B \) and \( \lambda \cdot |A| \leq |B| \) holds. Then \( |\mathcal{F}| \leq T(n, \lambda) \) and this bound is sharp.

**Proof.** Let \( D \) denote the condition described in the theorem. Let \( \mathcal{F} \subset 2^n \) be a family that satisfies \( D \), and \( C \in \mathcal{C}_n \) be a full chain. If \( \mathcal{F}' = \mathcal{F} \cap C \neq \emptyset \), then let \( k \) denote the size of the smallest element of \( \mathcal{F}' \). The condition implies that the size of the elements of \( \mathcal{F}' \) must be in the interval \([k, \lambda \cdot k]\). Therefore

\[ \sum_{G \in \mathcal{C}} \omega_{\mathcal{F}}(G) = \sum_{G \in \mathcal{F}'} \binom{n}{|G|} \leq t(n, k, \lambda) \leq T(n, \lambda) . \]

Since the above holds for all \( \mathcal{F} \mapsto D \) and \( C \in \mathcal{C}_n \), we get that \( S(n, D) \leq T(n, \lambda) \). Then Theorem 2.3 implies \( |\mathcal{F}| \leq T(n, \lambda) \).

We can show that this bound is sharp. If we choose the \( k \) for which the \( t(n, k, \lambda) \) is maximal, we can select select the family consisting of sets whose size is in the interval \([k, \lambda \cdot k]\). It is a good family whose size is \( T(n, \lambda) \) which is our upper bound. \( \square \)
5. Maximizing the number of $\ell$-chains

**Definition 5.1.** We call a family $\mathcal{G}_\ell = \{G_1, ..., G_\ell\}$ whose elements satisfy $G_1 \subset ... \subset G_\ell$ an $\ell$-chain.

In this section we look at what happens when we want to maximize the number of $\ell$-chains in the family instead of its size. A theorem similar to Theorem 2.3 is proved.

We introduce a weight function as follows:

**Definition 5.2.** Let $\mathcal{F} \subset 2^{[n]}$ be a family. For an $\ell$-chain $G_\ell \subset 2^{[n]}$, let $\omega_{\mathcal{F}}(G_\ell) := (n \mid G_\ell \mid) \cdots (\mid G_2 \mid \mid G_1 \mid)$ if $G_\ell \subset \mathcal{F}$, and $\omega_{\mathcal{F}}(G_\ell) := 0$ otherwise. We define

$$s_\ell(\mathcal{F}) := \max_{C \in \mathfrak{C}_n} \sum_{G_\ell \subset C} \omega_{\mathcal{F}}(G_\ell).$$

**Definition 5.3.** Let $D$ be a condition. Then

$$S_\ell(n, D) := \max_{\mathcal{F} \subset 2^{[n]}, \mathcal{F} \rightarrow D} s_\ell(\mathcal{F}).$$

In other words, $S_\ell(n, D)$ is defined as the maximum possible weight of a full chain if $\mathcal{F}$ satisfies $D$.

**Theorem 5.4.** Let $n$ be a positive integer and $\mathcal{F} \subset 2^{[n]}$. If $\mathcal{F}$ satisfies a condition $D$, then $\mathcal{F}$ contains at most $S_\ell(n, D)$ $\ell$-chains.

**Proof.** Obviously

\[ (2) \quad \sum_{G_\ell \subset C} \omega_{\mathcal{F}}(G_\ell) \leq s_\ell(\mathcal{F}) \leq S_\ell(n, D) \]

holds for any full chain $C \in \mathfrak{C}_n$. We can write this inequality:

$$S_\ell(n, D) \geq \frac{1}{n!} \sum_{G_\ell \subset \mathcal{F}} \left( \sum_{\mathfrak{C}_n} \omega_{\mathcal{F}}(G_\ell) \right) = \frac{1}{n!} \sum_{G_\ell \subset \mathcal{F}} \left( \sum_{C \in \mathfrak{C}_n : G_\ell \subset C} \omega_{\mathcal{F}}(G_\ell) \right) = \frac{1}{n!} \sum_{G_\ell \subset \mathcal{F}} (n - \mid G_\ell \mid)! (\mid G_\ell \mid - \mid G_{\ell_1} \mid)! \cdots (\mid G_2 \mid - \mid G_1 \mid)! \mid G_1 \mid! \omega_{\mathcal{F}}(G_\ell) = \sum_{G_\ell \subset \mathcal{F}} 1$$

The first inequality follows from (2), since $|\mathfrak{C}_n| = n!$. At the third step we use the fact that $(n - |G_\ell|)! (|G_\ell| - |G_{\ell_1}|)! \cdots (|G_2| - |G_1|)! |G_1|! \omega_{\mathcal{F}}(G_\ell)$ full chains go through all sets of an $\ell$-chain formed by sets of size $|G_1|, \ldots, |G_\ell|$. In the end we get an upper bound for the number of $\ell$-chains in $\mathcal{F}$. □
Now we consider variants of the earlier problems where we have to maximize the number of \( \ell \)-chains instead of the number of elements. We investigate whether the extremal families will be the same or not.

First we see the condition of Erdős' theorem. We can prove that the same families will be optimal.

**Theorem 5.5.** Consider a family \( \mathcal{F} \subset 2^{[n]} \) such that there are no two sets \( A, B \in \mathcal{F} \) satisfying \( A \subset B \) and \( |B - A| > k \) and let \( \ell \leq k + 1 \). Among such families, the ones containing the most \( \ell \)-chains are \( \{ F \subset [n] \mid \lfloor \frac{n-k}{2} \rfloor \leq |F| \leq \lceil \frac{n+k}{2} \rceil \} \) and \( \{ F \subset [n] \mid \lceil \frac{n-k}{2} \rceil \leq |F| \leq \lfloor \frac{n+k}{2} \rfloor \} \). (These two are the same if \( n+k \) is even.)

**Proof.** Since we have a chain-dependent-condition we can follow a similar strategy as before. Let \( H \subset \{ 0, 1, \ldots, n \} \) be a set such that there are no two elements \( c_i, c_j \in H \) satisfying \( |c_i - c_j| > k \). Consider a full chain \( C \) and assume that its set of size \( i \) is in \( F \) if and only if \( i \in H \). We want to find the set \( H \) for which the total weight of the \( \ell \)-chains within \( C \) is maximal. By Theorem 5.4, this will be an upper bound for the number of \( \ell \)-chains in \( F \). This bound will be sharp as we can take the family that is the union of full levels whose sizes are given by the optimal \( H \).

The expression we want to maximize is

\[
\omega_F(H) := \sum_{G_{\ell} \subset C} \omega_F(G_{\ell}) = \sum_{c_1 < \cdots < c_{\ell} \in H} \binom{n}{c_{\ell}} \binom{c_{\ell}}{c_{\ell-1}} \cdots \binom{2}{c_1} =
\]

(3)

\[
\sum_{c_1 < \cdots < c_{\ell} \in H} \frac{n!}{(n-c_{\ell})!(c_{\ell}-c_{\ell-1})! \cdots (c_2-c_1)!c_1!}.
\]

**Notation.** Let \( H_i = \{ i, i+1, \ldots, i+k \} \).

If \( \min \{ H \} = i \) then \( \max \{ H \} \leq i + k \), so \( H \subset H_i \), therefore the expression (3) takes its maximum in one of the sets \( H_i \). So one has to determine for which \( H_i \) will it be the largest.

Now we show that we get the maximum for \( i = \lfloor \frac{n-k}{2} \rfloor \) or \( \lceil \frac{n-k}{2} \rceil \). Let us take an integer \( 0 \leq i < \lfloor \frac{n-k}{2} \rfloor \) and show that \( \omega_F(H_i) < \omega_F(H_{i+1}) \) holds. The two sums have the same number of terms. We define a bijection between them.

The terms without \( i \) and \( i+k+1 \) appear identically in both sums, they can be matched to each other. The remaining terms are the ones with \( i \) in \( \omega_F(H_i) \) and the ones with \( i+k+1 \) in \( \omega_F(H_{i+1}) \). We match the term of \( \{ i = c_1 < c_2 < \cdots < c_{\ell} \} \) to the term of \( \{ 2i+k+1 - c_1 < 2i+k+1 - c_{\ell-1} < \cdots < 2i+k+1 - c_1 = i+k+1 \} \).

We can finish the proof with the following claim.
Statement 5.6. Let $d = 2i + k + 1$ and $i = c_1 < c_2 < \cdots < c_\ell \leq i + k$. If $i < \left\lceil \frac{n-k}{2} \right\rceil$, then
\[
\frac{n!}{(n-c_\ell)!(c_\ell-c_{\ell-1})!\ldots(c_2-c_1)!c_1!} < \frac{n!}{(n-(d-c_1))!(d-c_1)-(d-c_2))!\ldots((d-c_{\ell-1})-(d-c_\ell))!(d-c_\ell)!}
\]

Proof. First, note that $d = 2i + k + 1 \leq 2(\frac{n-k}{2} - 1) + k + 1 = n - 1 < n$. Most of the factors in the denominators are same, so it is enough to prove that $(n-c_\ell)!c_1! > (n-(d-c_1))!(d-c_\ell)!$, or equivalently $(\frac{n+c_1-c_\ell}{d-c_\ell}) < (\frac{n+c_1-c_\ell}{d-c_\ell})$. This is true since $c_1 < d - c_\ell$ and $c_1 + (d - c_\ell) < n + c_1 - c_\ell$. □

We matched the terms of $\omega_F(H_i)$ and $\omega_F(H_{i+1})$ such that every term of $\omega_F(H_{i+1})$ is at least as large as their pair and some of them are strictly larger, so $\omega_F(H_i) < \omega_F(H_{i+1})$.

With the same method one can show that if $i > \left\lceil \frac{n-k}{2} \right\rceil$, then $\omega_F(H_i) > \omega_F(H_{i+1})$, so $\omega_F(H_i)$ is maximal if $i = \left\lceil \frac{n-k}{2} \right\rceil$ or $i = \left\lfloor \frac{n-k}{2} \right\rfloor$.

If $n + k$ is even, equality holds only when all full chains intersect $F$ in $k + 1$ sets of size between $\frac{n-k}{2}$ and $\frac{n+k}{2}$. If $n + k$ is odd, equality holds only when all full chains intersect $F$ in $k + 1$ sets, including all sets of size between $\frac{n-k}{2}$ and $\frac{n+k}{2}$, and exactly one of $\frac{n-k}{2}$ and $\frac{n+k}{2}$. Since this holds for all chains one can conclude that actually the family contains either all sets of size $\frac{n-k}{2}$ or all sets of size $\frac{n+k}{2}$. Therefore the only extremal families are the ones mentioned in the theorem. □

Finally, we will examine a variant of Katona’s Theorem for $\ell$-chains. We do not have a complete solution here and only mention some key observations.

Consider a family $F \subset 2^{[n]}$ such that there are no two sets $A, B \in F$ satisfying $A \subset B$ and $|B - A| < k$. Among such families we are looking for the one that has the most $\ell$-chains.

Since the condition on $F$ is chain-dependent, we can apply Theorem 5.4 as before to show that there is an optimal family that is the union of some full levels. The question is which levels give the most $\ell$-chains.

In Katona’s Theorem $\{F \subset [n] \mid |F| \equiv \left\lceil \frac{n}{2} \right\rceil \mod k\}$ is an extremal construction. Similar to the previous theorem, we were also interested in whether this would be an optimal family for the $\ell$-chains as well. However, we found many counterexamples to show that it is not optimal.

One is when $n = 6, k = 3$ and $\ell = 2$. If we choose the family which gives the optimal solution for Katona’s Theorem (all sets of size 0, 3
and 6), we get 41 pieces of ℓ-chains. However, by selecting all sets of size 1 and 4, we get 60 pieces of ℓ-chains.

Moreover, it is not even true that for optimal families \( \mathcal{F} \) there is an \( x \) such that \( A \in \mathcal{F} \iff |A| \equiv x \pmod{k} \). A counterexample to this is the following: \( n = 21, k = 5, \ell = 2 \). In this case, the best solution is to select all sets of size 2, 7, 14 and 19.
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