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Abstract

The learning dynamics of deep neural networks are subject to controversy. Using the information bottleneck (IB) theory separate fitting and compression phases have been put forward but have since been heavily debated. We approach learning dynamics by analyzing a layer’s reconstruction ability of the input and prediction performance based on the evolution of parameters during training. We show that a prototyping phase decreasing reconstruction loss initially, followed by reducing classification loss of a few samples, which increases reconstruction loss, exists under mild assumptions on the data. Aside from providing a mathematical analysis of single layer classification networks, we also assess the behavior using common datasets and architectures from computer vision such as ResNet and VGG.

1. Introduction

Deep neural networks are arguably the key driver of the current boom in artificial intelligence both in academia and industry. They achieve superior performance in a variety of domains. Still, they suffer from poor understanding, which has even led to an entire branch of research, i.e., XAI (Meske et al., 2022), and to widespread debates on trust in AI within society. Thus, enhancing our understanding of how deep neural networks work is arguably one key problem in ongoing machine learning research (Poggio et al., 2020). Unfortunately, the relatively few theoretical findings and reasonings are often subject to rich controversy.

One debate surrounds the core of machine learning: learning behavior. Tishby and Zaslavsky (Tishby & Zaslavsky, 2015) leveraged the information bottleneck (IB) framework to analyze learning dynamics of neural networks. IB relies on measuring mutual information between activations of a hidden layer and the input as well as the output. A key qualitative finding was the existence of a fitting and compression phase during the training process. The information theoretic compression is conjectured a reason for good generalization performance. It is frequently discussed in the literature (Geiger, 2021; Jakubovitz et al., 2019). For once, Tishby et al.’s findings can be considered breakthrough results in the understanding of deep neural networks. Still, they have also been subject to an extensive amount of criticism related to the validity of their findings, i.e., Saxe et al. (Saxe et al., 2019) claimed that Tishby’s claims do not generalize to common activation functions. Today, the debate is still ongoing (Lorenzen et al., 2021). A key challenge is the difficulty in approximating the IB making rigorous mathematical and even empirical analysis difficult.

In this work, we also aim to study the learning behavior with a focus on fitting and compression capability of layers but propose a different lens for investigation. We aim to perform a rigorous analysis of a simple scenario that can be generalized rather than relying only on general statements that lack mathematical proof. Second, we utilize different measures from IB. Rather than measuring the information a layer provides on an output (Tishby & Zaslavsky, 2015), we measure how well the layer can be used to classify samples, when a simple classifier is trained on the layer activations, i.e., we investigate linear separability of classes given layer activations. Rather than measuring the information of a layer with respect to the input (Tishby & Zaslavsky, 2015), we measure the reconstruction error of the input given the layer by utilizing a decoder. For single layer networks, we show that the reconstruction error is likely to decrease initially, since the network essentially learns the class average, often resembling a prototype. The error can increase later during training, if a classifier shifts from relying of non-noisy features to more noisy features to improve the loss of a few poorly classified samples. We show empirically that such a behavior is common for multiple classifiers and datasets and layers.

We first conduct an empirical analysis followed by a theoretical analysis, related work and conclusions.
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2. Empirical analysis

For a model $M = (L_0, L_1, ...)$ consisting of a sequence of layers $L_i$, we discuss behavior of train and test accuracy for a linear classifier $CL$ trained on layer activations $L_i$ of model $M^{(t)}$ at different iterations $t$ during training. We also investigate the reconstruction loss of inputs using a decoder $DE$ to reconstruct inputs $X$ from layer activations $L_i$.

2.1. Measures

We assess outputs of each layer with respect to their ability to predict the output and reconstruct the input. Intuitively, this relates to prior work (Tishby & Zaslavsky, 2015) that aimed to capture the amount of information on the input and the output for a given layer. To compute our measures for a model $M^{(t)} = (L_0, L_1, ...)$ trained for $t$ iterations, we train two auxiliary models, i.e., a classifier $CL$ and a decoder $DE$. To assess prediction capability $Acc^{(t)}$ at iteration $t$ of the training, we use a simple dense layer as classifier $CL$ taking as input the outputs $L_i(X)$ of a layer $L \in M$. In this way, we assess to what extent the outputs $L_i(X)$ allow us to predict the correct class without much further transformation.

To obtain the reconstruction error $Rec^{(t)}$, we use a decoder $DE$ that takes as input the outputs $L_i(X)$ of a layer $L \in M$ and computes the estimate $\hat{X}$ yielding an error $||\hat{X} - X||^2$.

Both auxiliary models are trained on $L_i(X)$ for all training data. The metrics $Acc^{(t)}$, $Rec^{(t)}$ are computed on the test data.

2.2. Dataset, networks and setup

As networks for model $M$ we used VGG-11 (Simonyan & Zisserman, 2014), Resnet-10 (He et al., 2016) and fully connected networks, i.e., we employed networks $F_0$ and $F_1$, where the number denotes the number of hidden layers. A hidden layer has 256 neurons. After each hidden layer we applied the ReLU activation and batch-normalization. We used a fixed learning rate of 0.002 and stochastic gradient descent with batches of size 128 training for 256 epochs.

We computed evaluation metrics $Acc^{(t)}$, $Rec^{(t)}$ at iterations $2^i$, i.e., 0, 1, 2, 4, 8,... For the decoder $DE$ we used the same decoder architecture as in (Schneider & Vlachos, 2021), where a decoder from a (standard) auto-encoder was used. For each computation of the metrics, we trained the decoder for 30 epochs using the Adam optimizer with learning rate of 0.0003. For the classifier $CL$ we used a single dense layer trained using SGD with fixed learning rate of 0.003 for 20 epochs. We used CIFAR-10/100 (Krizhevsky & Hinton, 2009), Fashion-MNIST (Xiao et al., 2017) and MNIST, all scaled to 32x32. We trained each model $M$ 5 times. All figures show standard deviations. We report normalized metrics to better compare $Acc^{(t)}$ and $Rec^{(t)}$.

2.3. Results

Single Layer networks: We discuss results for Fashion-MNIST when using classifier $F0$ as model $M$ to analyze.
The Learning phases in NN

Figure 3. Loss for 1000 samples closest to the mean, samples furthest from the mean with smallest and largest dot product with the mean for FashionMNIST

Figure 4. Samples from FashionMNIST close to mean (left), far from mean with low dot product with mean (middle) and with large dot product (right)

Figure 1 shows as expected that accuracy constantly increases throughout training. Reconstruction loss remains stable for the first few iterations before decreasing and increasing towards the end. In the light of the information bottleneck theory it was interpreted as the network performing some form of fitting first (leading to a lower reconstruction loss) before compressing, leading to a higher reconstruction loss. We proclaim that first the network moves towards an average of all samples, which can resemble a prototypical class instance. The process of learning an average is well visible in the weight matrices in Figure 2. They change from randomly initialized matrices shown in the top row towards well-recognizable objects, e.g., the first column resembles a T-shirt and the second a pant, before worsening. Qualitatively this behavior is shown reconstructions of $DE$ (see Figure 5). Towards the end of the training, the “prototypes” become less recognizable. Thus, visual recognizability of the weight matrices is aligned with reconstruction loss behavior shown in Figure 1.

Once samples being similar to the average have low loss, weights are adjusted to correctly classify the remaining samples still having large loss. Conceptually, one can distinguish three types of inputs $X$ based on the dot product $X \cdot \bar{X}$ of a sample and the (class) average $\bar{X}$. Samples $D_S$ that have small dot product, samples $D_A$ with “average” dot product and samples $D_B$ with large dot product. Samples $D_A$ are samples similar to the average, i.e., $||X - \bar{X}||^2$ is relatively small for $X \in D_A$, while the difference $||X - \bar{X}||^2$ is large for $X \in (D_B \cup D_S)$. The conceptualization is supported by Figure 6 showing the distribution of dot products. Most samples are around the mode, which we denote as $D_A$ those significantly to the left and right correspond to sets $D_S$ and $D_B$. They are smaller in number.

Figure 4 shows samples $D_A$ (left column) and $D_B$ (right column), which appear brighter and have similar shape to the mean. Samples $D_S$ (middle column) are darker and exhibit high loss. The loss behavior over time is shown in Figure 3 for 1000 samples from these three sets of samples $D_A, D_B$ and $D_S$ for multiple classes. It is apparent that samples $D_S$ exhibit largest classifier loss, while those with large dot product $D_B$ exhibit lower loss. Interestingly, samples in $D_S$ also commonly show an increase of loss initially. This is expected for samples with negative dot product with the mean. Since weights move towards the average initially, small dot product implies small outputs for these samples for the correct class and in turn low probabilities. Intuitively, one might expect that samples $D_B$ should be classified even better than those close to the average, i.e., $D_A$. However, by looking at the samples in Figure 4, it becomes apparent that a large dot product still allows for many pixels to differ substantially from the class average. For illustration, the majority of gray pixels in $\bar{X}$ are white for those $D_B$, but there might still be a considerable number of pixels that differ strongly. The overall shape might even indicate a different class, i.e., some T-Shirts appear as shirts. This is also aligned with the observation that these samples’ standard deviation is high.

Fitting to incorrect samples with large deviation from the mean distorts the well-visible “prototypes” shown in Figure 2. Distorted “prototypes” show more contrast and larger differences between adjacent weights. A weight is either very small (black) or very large (white), and neighboring weights often have different signs. To understand the process that leads to higher reconstruction loss, we can view the second
3. Theoretical analysis

We follow standard complexity analysis from computer science deriving bounds regarding the number of inputs $n$ assuming $n$ is large, allowing to discard lower order terms in $n$.

3.1. Model and Definitions

We describe our dataset, network, loss and optimization as well as how inputs are reconstructed from layer activations.

Data: Our data is defined to have the following data characteristics based on our empirical analysis: (i) Most samples (of a class) are similar. Still, there are a few samples that differ significantly from the majority, e.g., see Figure 6. In particular, classification loss (at least early in training) differs significantly for a few samples, i.e., it might even...
We proclaim that samples $C$ can be classified (correctly) using a subset of all available attributes. This holds in particular for correlated inputs, e.g., down-sampled images still allow to train well-performing classifiers. (iii) For a class, attributes of inputs have different means and variations, e.g., making them more or less sensitive to (additive) noise. (iv) Occam’s razor principle: The model should be as simple as possible to allow for rigorous analysis.

We focus on binary classification with standard deviation mostly depending on the in- and out-parameters.

We set

$$X = \begin{cases} 
X_0 = (1 - 2 \cdot y), & \text{if } X \in C^y_b \\
X_0 = -(1 - 2 \cdot y), & \text{if } X \in C^y_{1-k}
\end{cases}$$

where $\epsilon \sim U(-\sigma, \sigma)$ resembles Uniform noise.

**Assumption 3.1** (Data Parameters). We set $b \in [0, 1/\log(n)^2], \sigma \in [1/\log(n)^3, 1/\log(n)^4], k = 1/\sqrt{n}$.

Thus, a sample $X$ can be classified (correctly) using either $X_0$ or $X_1$ or both. However, attribute $X_1$ has lower average magnitude than $X_0$. Thus, relying (only) on $X_1$ might unavoidably lead to misclassifications in the presence of large additive noise. Other choices for $X_0$ and $X_1$ are possible, if they ensure assumption (i). Generalization is discussed in Section 3.3.

**Network:** We use a network with a single layer with weights $W(t) = (w_0^{(t)}, w_1^{(t)})$ at iteration $t$ during training leading to a scalar output $o$. We omit the superscript $(t)$ if there are no ambiguities.

**Definition 3.2** (Network Output). $o := o(X) := W(t) \cdot X = w_0^{(t)} \cdot X_0 + w_1^{(t)} \cdot X_1$.

**Assumption 3.3** (Weight Initialization). $|w_0^{(0)}| < 1$ and $1/\log(n) < |w_1^{(0)}| < 1$.

Initialization schemes (He et al., 2015; Schneider, 2022) typically initialize weights using random values with mean zero sampled either from the uniform or Gaussian distribution with standard deviation mostly depending on the in- and out-fan. Our assumption covers all values from common uniform initialization schemes. The lower bound for $|w_1^{(0)}|$ eliminates corner cases in the analysis discussed in Section 3.3.

**Loss and Optimization:** We use the logistic function to compute class probabilities given the output $o: q = q(y = 1|X) = \frac{1}{1 + \exp(-\alpha)}$, $q(y = 0|X) = 1 - q(y = 1|X)$. The loss for a sample $X$ is given by $L(X) = y \cdot \log(q(o)) + (1 - y) \cdot \log(1 - q(o))$. We perform gradient descent. A value of weight $w_j^{(i)}$ at iteration $i$ of gradient descent is defined as

$$w_j^{(i+1)} = w_j^{(i)} - \frac{\lambda}{|D|} \sum_{X \in D} \nabla w_j L(X)$$

We assume a fixed learning rate of $\lambda = 1/2$.

**Reconstruction:** To compute the reconstruction error for a sample $X$ using its output $o(X)$, we fit a linear reconstruction function $g_j$ for each input feature $X_j$ using layer activations of all training data, i.e., $\{o(X) | X \in D\}$.

**Definition 3.4** (Reconstruction Function). $g_j(o) := v_j^0 \cdot o + v_j^1$.

The reconstruction loss for an input attribute $X_j$ of an input $X = (X_0, X_1)$ is given by

**Definition 3.5** (Reconstruction Loss). $R_j(X) := \|X_j - g_j(o(X))\|^2$.

### 3.1.1. Prerequisites

Before our main analysis, we derive a few basic results. The derivative $dL/dw_i$ of the loss with respect to network parameters is $dL/dw_i = dL/do \cdot do/dw_i = (q(o) - y) \cdot X_i$ (see e.g. Section 5.10 in (Jurafsky & Martin, 2021)).

For class $y = 0$ and for $X \in C^0_k$ using $X_0 = 1, X_1 = b + \epsilon$ (Def. 1) and for $X \in C^0_{1-k}$ with $X_0 = -1, X_1 = 0$ we get:

$$\frac{dL(X \in C^0_k)}{dw_0} = 1/(1 + e^{-w_0 - w_1(b+\epsilon)})$$

$$\frac{dL(X \in C^0_k)}{dw_1} = b/(1 + e^{-w_0 - w_1(b+\epsilon)})$$

$$\frac{dL(X \in C^0_{1-k})}{dw_0} = -1/(1 + e^{w_0})$$

$$\frac{dL(X \in C^0_{1-k})}{dw_1} = 0$$

Thus, the sum of the derivatives for all samples $X \in D$ is given due to symmetry with respect to $y \in \{0, 1\}$ by:

$$dL/dw_i := \sum_{X \in D} dL(X)/dw_i = 2 \sum_{X \in C^0} dL(X)/dw_i$$ (3)
For notational ease, we subsume the factor 2 in the learning rate, i.e. using $\lambda' = 1$ instead of $\lambda = 1/2$ (Eq. 2). We get:

$$dL/dw_0 := k/(1 + e^{-w_0-w_1(b+\epsilon)}) - (1-k)/(1 + e^{w_0})$$

$$dL/dw_1 := kb/(1 + e^{-w_0-w_1(b+\epsilon)})$$

**Lemma 3.6.** It holds that $dL/dw_1 < b$ and $dL/dw_0 > \exp(-2m)/8$ with $m := \max(|w_0^{(i)}|, |w_1^{(i)}|)$ and $m < \log(n)/4 - 4$.

**Proof.** For the logistic activation holds that $1 \geq 1/(1 + e^{-a}) > e^a/4$ for $a \leq 1$.

$$dL/dw_0 = \frac{k}{1 + e^{-w_0-w_1(b+\epsilon)} - 1 - k/e^{w_0}}$$

$$\geq k e^{-2m}/4 - (1-k)/1 + e^{w_0} < 1$$

$$\exp(-2m)/4 - 2/\sqrt{n}$$

$$\exp(-2m)/4$$

We use Eq. 5 and $k < 1$ (Ass. 3.1).

$$dL/dw_1 = \frac{kb}{1 + e^{-w_0-w_1(b+\epsilon)}} < b$$

Next, we bound the expected reconstruction error for $E[R_j(X)]$. Consider a sample $X \in (C^0_h \cup C^1_h)$ from a big subset of any of the two class. The reconstruction function $g_1$ (Def. 3.4) becomes for $v_0^0 = 1/(w_0 + w_1 b)$, $v_1^0 = b/(w_0 + w_1 b)$ and $v_3^0 = 0$.

$$g_0(o) = v_0^0 \cdot o + v_1^0 = o/w_0 = o \cdot 1/(w_0 + w_1 b)$$

$$g_1(o) = o/w_0 = o \cdot b/(w_0 + w_1 b)$$

The expected reconstruction error for $E[R_j(X)]$ for $X_0$ and $X \in C^0_h$ can be estimated using $X_0 = 1, X_1 = b + \epsilon$ (Def. 1) yielding $o := w_0 + w_1 (b + \epsilon)$ (Def. 3.2), and therefore using Equation 6 $g_0(o) = 1 + w_1 \epsilon/(w_0 + w_1 b)$. In turn, this gives using Def. 3.5 and linearity of expectation, i.e., $E[aX + b] = aE[X] + b$ for constants $a, b$;

$$E[R_0(X)] = E[(X_0 - g_0(o))^2]$$

$$= E[(1 - (1 + w_1 \epsilon/(w_0 + w_1 b)))^2]$$

$$= w_1^2/(w_0 + w_1 b)^2 (1)^2$$

$$= (w_1/(w_0 + w_1 b))^2 \sigma^2$$

$$E[R_1(X)] = (w_1 b/(w_0 + w_1 b))^2 \sigma^2$$

Thus, the reconstruction error is optimal, i.e. zero, if no noise is present ($\sigma = 0$).

This leaves us to bound the reconstruction error $R_j$ for the smaller subset $X \in (C^0_{1-k} \cup C^1_{1-k})$. We have for $X \in C^0_{1-k}$ that $X_0 = -1, X_1 = 0$ (Def. 1) and $o = -w_0$ (Def. 3.2) and using Eq. 6: $g_1(o) := -w_0/(w_0 + w_1 b)$

Thus, $E[(X_0 - g_0(o))^2] = (-1 + w_0/(w_0 + w_1 b))^2$.

For $X \in C^1_{1-k}$ holds in the same manner $E[(X_1 - g_1(o))^2] = (1 - w_0/(w_0 + w_1 b))^2$.

The error is not optimal. Since the sets $C^0_{1-k}$ are very small, the total aggregated error for $X \in (C^0_{1-k} \cup C^1_{1-k})$ is small. It can be mostly neglected compared to that of $C^0_h$.

The reconstruction errors for subsets of class $y = 1$, i.e. $X \in C^1_h$, are identical to those of class $C^0_h$ due to symmetry.

For noise $\epsilon \sim U(-\sigma, \sigma)$ with large variance $\sigma^2$, reconstruction of $X_1$ using a linear function $g_1(o)$ cannot leverage the information in $o$. It is better to neglect the computed output $g_1(X)$ when reconstructing $X$, and simply use the mean $X_0$, e.g. $g_0(X) = X_0 = 0$, this gives error:

$$E[(X_0 - g_0(o))^2] = \sum_{X \in D} (X_0 - X_0^2) = \sum_{X \in D} X_0^2 = |D|$$

For $g_1(X) = X_0 = 0$, this gives error:

$$E[(X_1 - g_1(o))^2] = \sum_{X \in D} X_1^2 = (1 - k) n b^2$$

Let us consider the reconstruction loss for $w_0$, i.e., $w_1/(w_0 + w_1 b)^2 \cdot \sigma^2$ (Equation 8). It increases with $t$ as long as

$$\frac{w_0^{(t)}}{w_1^{(t)}} > \frac{w_0^{(t-1)}}{w_1^{(t-1)}}$$

The inequality holds if the relative increase of the nominator is larger than that of the denominator, i.e.,

$$\frac{dL/dw_1}{w_1^{(t)}} > \frac{dL/dw_0 + dL/dw_1 \cdot b}{w_0^{(t)} + w_1^{(t)} b}$$

**Lemma 3.7.** $\frac{dL/dw_0}{w_0^{(t)}} > \frac{1}{\sqrt{\log(n)}}$ for $t < \log \log n/8$.

**Proof.** Using Lemma 3.6 $|dL/dw_0| > \exp(-2m)/8 > 1/\log(n)^{1/8} > 1/\log(n)^{1/3}$.

Also, $w_0^{(t)} < 1 + t$ since $|w_0^{(t)}| < 1$ and $|dL/dw_0| \leq 1$ (Eq. 4). Thus, $\frac{dL/dw_0}{w_0^{(t)}} > \frac{1/\log(n)^{1/3}}{1+\log \log n/8} > 1/\sqrt{\log(n)}$

**Lemma 3.8.** For $t < \log n/2$, $|w_1^{(t)}/2 \geq |w_1^{(0)}/2 \geq 1/(2 \log(n))$

**Proof.** Using Def. 1 and Eq. 5 it follows that $0 < dL/dw_1 < b < 1/\log^2 n$. We use that $dL/dw_1 < b$ for
any $t$ (Lemma 3.6 giving for $t < \log n/2$:
\[
|u_1^{(t)}| \geq |w^{(0)}_1| - tb
> 1/(\log(n) - t/\log^2(n)) (Ass.3.3, 3.1)
> 1/\log(n) - t/\log^2(n)
> 1/\log(n)/2
> |w^{(0)}_1|/2
\]
We also have that $|w^{(0)}_1| \geq 1/\log(n)$ due to Ass. 3.3. □

Lemma 3.9. $dL/dw_1^{(t)} < 1/\log(n)$ for $t < \log n/2$

Proof. Using Def. 1 and Eq. 5 it follows that $0 < dL/dw_1 < b < 1/\log^2 n$. Using Lemma 3.8 we have that $dL/dw_1^{(t)} < 1/\log^2 n \cdot (2 \log(n)) < 1/\log(n)$ □

3.2. Learning phases

Theorem 3.10. After constant iterations $t \leq 1500$, it holds that $w^{(t)}_1 \geq 2$. If $w^{(t)}_1 > 1/\sqrt{\log(n)}$ the reconstruction error decreases for any $t' < 1500$.

Proof. By Ass. 3.3 we have $|w^{(0)}_1| < 1$ and $1/\log(N) < |w^{(0)}_1| < 1$. Thus, after $t \geq 1500$ iterations for weights holds $|w^{(t)}_1| < 1 + t$, since $dL/dw_0 \leq 1$ (Eq. 4) and $w^{(t)}_1 < 1 + tb < 2$ since $|w^{(0)}_1| < 1$ and the change $dL/dw_1 \leq b$ (Eq. 5).

We assume that $w^{(0)}_1 = -1$, since this requires the largest changes, i.e. most iterations, to reach $w^{(t)}_1 \geq 2$. Thus, for $-1 < w^{(t)}_1 < 2$ and $w^{(t)}_1 < 1 + tb < 2$ using Lemma 3.6 with $m \leq 2$ we get that $dL/dw_0 > \exp(-4)/8 > 0.002$.

We upper bound $w^{(t)}_1$ using Lemma 3.8.

For $|w^{(t)}_1 + w^{(t)}_1 b| > 1/\sqrt{\log(n)}$, which holds for any $w^{(t)}_1 > 2/\sqrt{\log(n)}$ since $|w^{(0)}_1 b| < 1/\log(n)^2$ and $dL/dw_0 > 0$.

The reconstruction error decreases for $|w^{(t)}_1| > 1/\sqrt{\log(n)}$, i.e. analogous to Eq. 10 holds that $dL/dw_1/w^{(t)}_1 < (dL/dw_0 + bdL/dw_1)^2/(w^{(t)}_1 + w^{(t)}_1 b)^2$ plugging in prior upper bounds for $dL/dw_1 \leq b$ and lower bounds on $dL/dw_0 + dL/dw_1 > 0.002 + b > 0.002$ and $w^{(t)}_1$ (Lemma 3.8). Note that $|w^{(t)}_1 + w^{(t)}_1 b| > 1/\sqrt{\log(n)}$ for $w^{(t)}_1 > 1/\sqrt{\log(n)}$ $w^{(t)}_1 < 1 + tb < 2$

Thus, to shift $w_0$ by 3 requires at most $3/0.002 = 1500$ iterations. Using Lemma 3.7 $dL/dw_0 > 0$ for $-1 < w^{(0)}_1 < 2$. Furthermore,

Technically, in case $w^{(0)}_1 + w^{(t)}_1 b \approx 0$ the reconstruction error might also increase. However, since changes to $w_0$ are large and $w_1 b$ is roughly constant, this might not necessarily happen if $w^{(t)}_1 + w^{(t)}_1 b$ changes from being negative to positive. It depends on the exact initialization of $w_0$.

Next, we investigate the learning behavior after the first iterations, i.e. once $w^{(0)}_1 > 2$.

Theorem 3.11. For iterations $t \in [1500, \log(n)/8]$ the reconstruction error will decrease. For $t > t_0$ for some $t_0 > \log(n)/8$ it will increase again.

Proof. Using Theorem 3.10 at $c = 1500$ iterations $w^{(c)}_1 > 1$ and the reconstruction error decreases. We proceed by showing that it still decreases at iteration $t = \log \log n/8$.

Using Lemma 3.6 $dL/dw_0 > \exp(-2m)/8$ for $m < \log(n)/4 - 4$, i.e. $w^{(t)}_1$ increases for $t \in [0, \log n/8]$ and, still, $w^{(t)}_1 > 2$.

In contrast $|w^{(t)}_1| < 1$, changes by at most $b$ after $t \cdot b < 1/\log N$ thus $|w^{(t)}_1| < 2$. Thus, $m = \max(w^{(t)}_1, w^{(t)}_1) = w^{(t)}_1$. Let us bound the number of iterations $i$ until $w^{(t)}_1$ changes by 1, i.e., $w^{(t+i)}_1 \geq 1 + w^{(t)}_1$.

For any $0 < j < i$ holds $dL/dw_0 > \exp(-2w^{(t+j)}_1)/8 > \exp(-2w^{(t)}_1)/8 > \exp(-2w^{(t)}_1 - 2)/8$. Thus, to compute the number of iterations $i$ to change $w^{(t)}_1$ by 1 we use:

\[
\begin{align*}
&i \exp(-2w^{(t)}_1 - 2)/8 = 1 \\
i &= 8 \exp(2w^{(t)}_1 + 2)
\end{align*}
\]

Thus, given a total of $t \leq \log(n)/8$ iterations, we have for the final weight $w'$:

\[
\sum_{j < w'} 8 \exp(2j + 2) = t
\]

\[
8 \exp(2w' + 3) \geq t \text{ Using } \sum_{u < x} 2^u \leq 2^{x+1}
\]

\[
2w' + 3 + \log 8 \geq \log(t)
\]

\[
2w' + 6 \geq \log(t)
\]

$w' \geq \log(t)/2 - 6$

Using $w^{(0)}_1 \geq -1$, we get that $w^{(t)}_1 \geq -\log(t)/2 - 7 = -\log \log(n)/2 - 9$ for $t = \log(n)/8$.

Comparing the two terms $k/(1 + \exp(-w_0 - w_1 b)), (1 - k)/(1 + \exp(w_0))$ for $dL/dw_0$ from Lemma 3.7, it can be seen that the decrease of $w_0$ must end, i.e. $dL/dw_0$ changes signs, since $w^{(t)}_1$ can only increase and the first term $k/(1 + \exp(-w_0 - w_1 b))$ tends to 0, while the second $(1 - k)/(1 + \exp(w_0))$ tends to $1 - k$. □

3.3. Discussion

A few samples can cause a large shift of attribute weights, undoing changes performed in reducing classification loss...
for the majority of samples. This can also reduce robustness of classification due to additive noise if the classifier relies on attributes being not very discriminative. A shift of weights also impacts reconstruction loss, i.e., if noise of attributes gets amplified due to multiplication with larger weights reconstruction errors increase.

Using the bounds for the derivatives of \( w_0 \) and \( w_1 \) (Equation 4 and 5), it also becomes apparent that during initial training, i.e. as long as \( w_0 \) is small, we essentially add in each iteration the mean vector of the large subset \( C_k^1 \) to the existing weights. Thereby, weights \( W = (w_0, w_1) \) point more and more towards the class mean \( \mu_k \) for \( X \in C_k^1 \).

We have assumed a lower bound of \( 1/\log(n) \) for the absolute value of the initialized weight \( |w_1^{(0)}| \). In our analysis, it was needed to ensure that \( \frac{dL/dw_1}{w_1^{(0)}} \) remains small (essentially constant) while \( w_0 \) changes. If this does not hold, i.e., \( |w_1^{(0)}| \approx 0 \), the reconstruction error could be 0 (assuming \( w_0 \neq 0 \)). Thus, in principle, in a phase where we claim that the reconstruction error increases, it might decrease (at least for some iterations) under the condition that \( w_1 \) was initialized with a value of very small magnitude.

In our analysis, we were unspecific of what happens if \( w_0^{(0)} < 1/\sqrt{n} \). We have shown in Theorem 3.10 that \( w_0 \) changes signs if it is negative initially, but not what happens for the reconstruction error. In our reconstruction function, the coefficient \( c_0^0 := 1/(w_0 + w_1 \cdot b) \) might become unbounded for \( w_0^{(0)} = 1/\sqrt{n} \). Note that \( w_0 + w_1 \cdot b = 0 \) implies that the output is zero for inputs of the large subsets of both classes. Thus, the outputs are of no value for reconstruction, and we might use the mean for reconstruction, i.e., use \( c_0^0 = 0 \). It also means that it might be possible that early the reconstruction error initially increases before decreasing but whether this happens depends on the exact value of \( w_0^{(0)} \), i.e., it is not sure to happen just because \( w_0^{(0)} < 1/\sqrt{n} \).

4. Related Work

(Tishby & Zaslavsky, 2015) proposed both the information bottleneck (Tishby et al., 2000) and its usage for analysis of deep learning. It suggests a principled way to “find a maximally compressed mapping of the input variable that preserves as much as possible the information on the output variable” (Tishby & Zaslavsky, 2015). To this end, they view layers \( h_i \) of a network as a Markov chain for which holds given \( i \geq j \) using the data processing inequality:

\[
I(Y; X) \geq I(Y; h_j) \geq I(Y; h_i) \geq I(Y; \tilde{Y})
\]

They view learning as the process that maximizes \( I(Y; h_i) \) while minimizing \( I(h_{i-1}; h_i) \), where the latter can be interpreted as the minimal description length of the layer. In our view, we at least on a qualitative level agree on the former, but we do not see minimizing the description length as a goal of learning. In our perspective and also in our framework, it can be a consequence of the first objective, i.e. to discriminate among classes, and existing learning algorithms, i.e., gradient descent. From a generalization perspective, it seems preferable to cling onto even the smallest bit of information of the input \( X \), even if its highly redundant and, as long as it could be useful for classification. This statement is also supported by (Saxe et al., 2019) who show that compression is not necessary for generalization behavior and that fitting and compression happen in parallel rather than sequentially. A recent review (Geiger, 2021) also concludes that the absence of compression is more likely to hold. This is aligned with our findings, since in our analysis, “information loss” on the input is a consequence of weighing input attributes too much that are sensitive to additive noise. In contrast to our work, their analysis is within the IB framework. Still, it remedies an assumption of (Tishby & Zaslavsky, 2015) namely (Saxe et al., 2019) investigates different non-linearities, i.e., the more common ReLU activations rather than sigmoid activations. Recently, (Lorenzen et al., 2021) argues that compression is only observed consistently in the output layer. The IB framework has also been used to show that neural networks must lose information (Liu et al., 2020) irrespective of the data it is trained on. From our perspective the alleged information loss measured in terms of the reconstruction capability could be minimal at best. In particular, it is evident that at least initially reconstruction is almost perfect for wide networks following theory on random projection, i.e., the Johnson-Lindenstrauss Lemma (Johnson & Lindenstrauss, 1984) proved that random projections allow embedding \( n \) points into an \( O(\log n / \epsilon^2) \) dimensional space while preserving distances within a factor of \( 1 \pm \epsilon \). This bound is also tight according to (Larsen & Nelson, 2017) and easily be extended to cases where we apply non-linearities, i.e., ReLU.

(geiger, 2021) also discussed the idea of geometric compression based on prior works on IB analysis. However, the literature was inconclusive according to (Geiger, 2021) on whether compression occurs due to scaling or clustering. Our analysis is inherently geometry (rather than information) focused, i.e., we measure learning based on how well classes can be separated using linear separators in learnt latent spaces. That is, our work favors class-specific clustering as set forth briefly in (Goldfeld et al., 2018), but we derive it not using the IB framework.

As the IB has also been applied to other types of tasks, i.e., autoencoding (Tapia & Estévez, 2020), we believe that our approach might also be extended to such tasks.

The idea to reconstruct inputs from layer activations has been outlined in the context of XAI (Schneider & Vlachos, 2021). The idea is to compare reconstructions using a de-
coder with original inputs to assess what information (or concepts) are “maintained” in a model. Our work also touches upon linear decoders that have been studied extensively, e.g., (Kunin et al., 2019). It also estimates reconstruction errors from noisy inputs $X_i + \epsilon$ (Carroll et al., 2009).

5. Conclusions

Theory of deep learning is limited. This work focused on a very pressing problem, i.e., understanding the learning process. To this end, it rigorously analyzed a simple dataset modeling many observations of common datasets. Our results highlight that few samples are likely to profoundly impact weights in later stages of the training, potentially compromising classifier robustness.
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