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Abstract

In this paper, several conjectures proposed in [2] are studied, involving the equivalence and duality of polycyclic codes associated with trinomials. According to the results, we give methods to construct isodual and self-dual polycyclic codes, and study the self-orthogonal and dual-containing polycyclic codes over \( F_2 \).
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1 Introduction

Polycyclic codes is a generalization of cyclic codes since the concept of associate polynomials is proposed. Algebraically, a polycyclic code is an ideal of \( F_q/(f(x)) \) for some \( f(x) \in F_q[x] \), and \( f(x) \) is called the associate polynomial of this polycyclic code. Polycyclic codes include cyclic codes, constacyclic codes and etc, as \( x^n - 1 \) can be associated with cyclic codes and \( x^n - \lambda \) can be associated with constacyclic codes of length \( n \) over \( F_q \). Polycyclic codes have been known since 1972 in [8]. As is well known, polycyclic codes are shortened cyclic codes, and conversely shortened cyclic codes are polycyclic (P. 241, [8]). However, polycyclic codes were never received the same level of attention as cyclic codes and some of their generalizations. In recent years, polycyclic codes has also been studied widely in [2, 4, 6, 10–12], which shows that polycyclic codes begun to receive more and more attention.

In this paper, we mainly solve several conjectures proposed in [2], which mainly around the equivalence and duality of polycyclic codes associated with trinomials. Some kinds of duality of polycyclic codes have been studied, such as the results in [1, 3], and we will also give some information and results about the duality of polycyclic codes associated with trinomials in this paper.
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In Section 2, we mainly give the basic concepts and results of polycyclic codes, they are the basis of this paper and will appear frequently in the following sections. In Section 3, a mapping \( \varphi \) will be given to illustrate the relationship between two kinds of polycyclic codes corresponding to \( f(x) \) and \( f^*(x) \) respectively, where \( f(x) \) is trinomial with \( f(0) \neq 0 \). This particular relationship cannot be obtained simply by choosing polynomials of the same order, which shows that Conjecture 3.5 in [2] is wrong. A counter example of Conjecture 3.5 would be given in this section. In Section 4, a conjecture about isodual in [2] (i.e. Conjecture 4.5) will be proven, which gives a simple way to construct some isodual polycyclic codes associated with trinomials. However, we will give a counter-example to illustrate conjecture 4.2 in [2] is wrong, and point out that this method is not the only way to construct isodual polycyclic codes associated with trinomials over \( \mathbb{F}_2 \). In Section 5, we study the properties of generator polynomials for self-dual polycyclic codes associated with trinomials, and it turns out that the generators have a unified form \( x^n - a \), where \( a^2 = -1 \) in \( \mathbb{F}_q \). And these results show that Conjecture 4.7 is incorrect in [2]. In Section 6, we discussed Conjecture 4.10 and Conjecture 4.11 in [2]. The results of the discussion show that it is impossible to find self-orthogonal or nontrivial dual-containing polycyclic codes over \( \mathbb{F}_2 \), and a dual-containing polycyclic code with prime length will be given to show that Conjecture 4.11 is wrong. Section 7 concludes this paper.

## 2 Preliminaries

In this part, we recall the basic definitions and theorems of polycyclic codes.

**Definition 2.1.** [2] A linear code \( C \) is said to be right polycyclic with respect to \( v = (v_0, v_1, \cdots, v_{n-1}) \) \( \in \mathbb{F}_q^n \), if for any codeword \( (c_0, c_1, \cdots, c_{n-1}) \in C \), its right polycyclic shift, i.e. \( (0, c_0, c_1, \cdots, c_{n-2}) + c_{n-1}(v_0, v_1, \cdots, v_{n-1}) \) is also a codeword of \( C \).

Similarly, we can define \( C \) is left polycyclic. If \( C \) is both left and right polycyclic, then it is bi-polycyclic. In our paper, when referring to polycyclic codes, we suppose it to be right polycyclic codes.

On the premise that there is no difference between vector \( v \) and polynomial \( v(x) \), each polycyclic code \( C \) of length \( n \) is associated with a polynomial \( v(x) \) of degree less than \( n \), and we say that \( C \) is a polycyclic code associated with \( x^n - v(x) \). Note that an associate polynomial of a polycyclic code may not be unique, i.e. a polycyclic code can have multiple associate polynomials. Furthermore, polycyclic codes associated with \( f(x) = x^n - v(x) \) are ideals of the factor ring \( \mathbb{F}_q[x]/(f(x)) \).

**Definition 2.2.** [6] A polycyclic code \( C \) over \( \mathbb{F}_q \) of length \( n \) and dimension \( k \) with associate polynomial \( v(x) \) has a monic polynomial \( g(x) \) of minimal degree \( n - k \) that belongs to \( C \), which divides \( x^n - v(x) \) and is called the generator polynomial of \( C \).

For \( \lambda \in \mathbb{F}_q \) and any \( v = (v_0, v_1, \cdots, v_{n-1}) \) \( \in \mathbb{F}_q^n \), the \( \lambda \)-constacyclic shift \( \tau_\lambda \) on \( \mathbb{F}_q^n \) is the shift \( \tau_\lambda(v_0, v_1, \cdots, v_{n-1}) = (\lambda v_{n-1}, v_0, v_1, \cdots, v_{n-2}) \). A linear code \( C \) is said to be a \( \lambda \)-constacyclic code if \( \tau_\lambda(C) \subseteq C \). Note that the associate polynomials of constacyclic codes have the form \( x^n - \lambda \), where the length of constacyclic codes is \( n \). Since polycyclic codes are a generalization of cyclic codes, so in the same way as cyclic codes, we can construct a generator matrix for \( C \) from its generator polynomial.

**Theorem 2.1.** [6] A code \( C \in \mathbb{F}_q^n \) is right polycyclic associated with polynomial \( f(x) \) if and
only if it has a \( k \times n \) generator matrix of the form
\[
G = \begin{pmatrix}
g_0 & g_1 & \cdots & g_{n-k} & 0 & 0 & \cdots & 0 \\
0 & g_0 & g_1 & \cdots & g_{n-k} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & g_0 & g_1 & \cdots & g_{n-k} & 0 \\
0 & \cdots & 0 & 0 & g_0 & g_1 & \cdots & g_{n-k}
\end{pmatrix}_{k \times n}
\]
with \( g_{n-k} \neq 0 \). In this case \( \langle g_0 + g_1 x + \cdots + g_{n-k} x^{n-k} \rangle \) is an ideal of \( \mathbb{F}[x]/(f(x)) \).

In this article, if we say that a polycyclic code \( C \) is generated by \( g(x) \mid f(x) \), which also means \( f(x) \) is the associate polynomial of \( C \) and \( g(x) \) is the generator polynomial of \( C \).

Since we are concerned with the duality of polycyclic codes, it is necessary to mention some definitions of it.

**Definition 2.3.** Two codes \( C_1, C_2 \) over \( \mathbb{F}_q \) with generator matrices \( G_1 \) and \( G_2 \) respectively are equivalent if there exists a monomial matrix over \( \mathbb{F}_q \) such that \( G_1 M = G_2 \). A monomial matrix is a square matrix with exactly one non-zero entry in each row and each column.

**Definition 2.4.** The dual of \( C \), denoted by \( C^⊥ \), is the set of vectors orthogonal to every codeword of \( C \) under the Euclidean inner product. A code \( C \) is self-dual if \( C = C^⊥ \); \( C \) is iso-dual if \( C \) is equivalent to \( C^⊥ \); \( C \) is self-orthogonal if \( C \subseteq C^⊥ \) and \( C \) is dual-containing if \( C^⊥ \subseteq C \).

Finally, here are some notations and theorems that will be used in this paper.

**Definition 2.5.** [9] Let \( f \in \mathbb{F}_q[x] \) be a nonzero polynomial. If \( f(0) \neq 0 \), then the least positive integer \( e \) such that \( f(x) \) divides \( x^e - 1 \) is called the order of \( f \) and denoted by \( \text{Ord}(f) \). If \( f(0) = 0 \), then \( f(x) = x^h g(x) \), where \( h \in \mathbb{N} \) and \( g \in \mathbb{F}_q[x] \) with \( g(0) \neq 0 \) are uniquely determined, thus we can define \( \text{Ord}(f) \) as \( \text{Ord}(g) \).

**Definition 2.6.** [9] Let \( g(x) = \sum_{i=0}^{k} g_i x^i \) be a polynomial of degree \( k \) \( (g_k \neq 0) \) over \( \mathbb{F}_q \). Define the reciprocal polynomial \( g^*(x) \) of \( g(x) \) by \( g^*(x) := x^k g(1/x) = \sum_{i=0}^{k} g_{k-i} x^i \).

**Definition 2.7.** Let \( C \) be a code, its reversed code is defined as \( C' \) if \( (c_{n-1}, c_{n-2}, \cdots, c_0) \in C' \), where \( (c_0, \cdots, c_{n-2}, c_{n-1}) \in C \).

It’s clear that \( (g^*(x))^* = g(x) \) and \( (C')' = C \).

**Theorem 2.2.** [9] Let \( C \) be a linear code and let \( H \) be a parity-check matrix for \( C \). Then the following statements are equivalent:
(i) \( C \) has distance \( d \);
(ii) any \( d - 1 \) columns of \( H \) are linearly independent and \( H \) has \( d \) columns that are linearly dependent.

## 3 Equivalence of Polycyclic Codes with Special Associate Polynomials

In this section, we are ready to analyze Conjecture 3.5 in [2]. In fact, Conjecture 3.5 in [2] itself is not correct, which can be seen in the counter-example Example 3.1. However, if we change the condition “\( \text{Ord}(t_1(x)) = \text{Ord}(t_2(x)) \)” to “\( t_2(x) = t_1(0)^{−1} t_1^∗(x) \)” (see Theorem 3.3 below). First, let us recall some claims from [2].
Proposition 3.1 (Proposition 5.2 in [2]). For any polynomial \( f(x) \), \( \deg(f(x)) \neq \deg(f^*(x)) \) if and only if \( x | f(x) \).

Since we need \( g(x) | x^n - ax^i - b \) with \( b \neq 0 \), using the result of Proposition 3.1, we have \( \deg(g(x)) = \deg(g^*(x)) \).

Theorem 3.1 (Theorem 4.9 in [2]). Let \( C \) be a polycyclic code, then its reversed code \( C' \) is generated by the reciprocal polynomial of the generator polynomial of \( C \). Furthermore, \( C' \) is always equivalent to \( C \) because of the isomorphism.

Theorem 3.2 (Theorem 6.1 in [2], same order). Let trinomials \( f_1(x) = x^n - ax^i - b \) and \( f_2(x) = x^n - a'x^{n-i} - b' \), where \( a' = -ab^{-1} \) and \( b' = b^{-1} \), be mutually reciprocal. Then \( \text{Ord}(f_1(x)) = \text{Ord}(f_2(x)) \).

Conjecture 3.1 (Conjecture 3.5 in [2]). Let \( t_1(x) = x^n - ax^i - b \), \( t_2(x) = x^n - a'x^{n-i} - b' \) be such that \( \text{Ord}(t_1(x)) = \text{Ord}(t_2(x)) \). Let \( S_1 \) be the set of all polycyclic codes of length \( n \) over \( \mathbb{F}_q \) associated with \( t_1(x) \) and \( S_2 \) be the set of all polycyclic codes of length \( n \) over \( \mathbb{F}_q \) associated with \( t_2(x) \). Then \( S_1 \) and \( S_2 \) are in a one-to-one correspondence where corresponding codes are equivalent to each other.

Now we give a counter example of Conjecture 3.1.

Example 3.1. Consider \( t_1(x) = x^{10} + x^8 + 1 \) and \( t_2(x) = x^{10} + x^2 + 2 \) over \( \mathbb{F}_3 \). As \( \text{Ord}(t_1(x)) = \text{Ord}(t_2(x)) = 156 \), and
\[
\begin{align*}
t_1(x) &= (x + 1)^2(x + 2)^2(x^6 + 2x^2 + 1), \\
t_2(x) &= (x^2 + 1)^2(x^3 + x^2 + x + 2)(x^3 + 2x^2 + x + 1).
\end{align*}
\]
It is clear that \( S_1 \) contains 18 linear codes, while \( S_2 \) contains 12 linear codes. Therefore, no mapping exists to satisfy the requirement since the mapping need to be one-to-one. (The data can be obtained by Magma.)

Proposition 3.2. \( f(x)g(x) = h(x) \) if and only if \( f^*(x)g^*(x) = h^*(x) \), where \( f(0) \neq 0 \) and \( g(0) \neq 0 \).

Proof. Let \( \deg(f(x)) = k, \deg(g(x)) = n - k, \deg(h(x)) = n \), we have
\[
\begin{align*}
f(x)g(x) &= h(x), \\
x^k f(1/x) \cdot x^{n-k} g(1/x) &= x^n h(1/x), \\
f^*(x)g^*(x) &= h^*(x).
\end{align*}
\]

Since \( h(x) = (h^*(x))^* = (f^*(x)g^*(x))^* = (f^*(x))^*(g^*(x))^* = f(x)g(x) \).

Note that \( \text{Ord}(t_1(x)) = \text{Ord}(t_2(x)) \) if \( t_2(x) = t_1(0)^{-1} t_1^*(x) \) in Theorem 3.2, thus the following theorem (Theorem 3.3) is a special case of Conjecture 3.5. By using Proposition 3.2, if \( g(x) \) is a factor of \( h(x) \), then \( g^*(x) \) is a factor of \( h^*(x) \), which means \( h(x) \) and \( h^*(x) \) have the same number of factors, and combined with Proposition 3.1, \( h(x) \) and \( h^*(x) \) have the same number of factors of the same degree.

Theorem 3.3. Let \( t_1(x) = x^n - ax^i - b \), \( t_2(x) = x^n - a'x^{n-i} - b' \) be such that \( t_2(x) = t_1(0)^{-1} t_1^*(x) \). Let \( S_1 \) be the set of all polycyclic codes of length \( n \) over \( \mathbb{F}_q \) associated with \( t_1(x) \) and \( S_2 \) be the set of all polycyclic codes of length \( n \) over \( \mathbb{F}_q \) associated with \( t_2(x) \). Then \( S_1 \) and \( S_2 \) are in a one-to-one correspondence where corresponding codes are equivalent to each other.
Proof. By Proposition 3.2, if $g(x)$ is a factor of $t_1(x)$, then $g^*(x)$ is a factor of $t_2(x)$, and $\deg(g(x)) = \deg(g^*(x))$. If the generator of a polycyclic code $C$ is $g(x)$, then $(0)^{-1}g^*(x)$ is the generator of $C'$. Based on the above facts, define the mapping

$$\varphi : S_1 \rightarrow S_2,$$

$$C \mapsto C'.$$

$\varphi$ satisfies: 1) $\varphi$ is an injection. For $C_1, C_2 \in S_1$ and $C_1 \neq C_2$, let the generators of $C_1, C_2$ be $f(x), g(x)$, respectively. If $\varphi(C_1) = \varphi(C_2)$, then $f(0)^{-1}f^*(x) = g(0)^{-1}g^*(x)$, which means $f(0)^{-1}f(x) = g(0)^{-1}g(x)$ and $C_1 = C_2$, which is a contradiction. 2) $\varphi$ is surjective. For $C \in S_2$, let the generator of $C$ be $g(x)$. Since $g(x) | t_2(x)$, then $g(0)^{-1}g^*(x) | t_1(x)$, which means that there exists $C_0 = C' \in S_1$ with the generator $g(0)^{-1}g^*(x)$, i.e. $\varphi(C) = C'$. 3) $C$ is equivalent to $\varphi(C) = C'$, which is the result of Theorem 3.1.

Example 3.2. Let $t_1(x) = x^5 + x^4 + 1$ and $t_2(x) = x^5 + x + 1$ over $F_2$, and

$$t_1(x) = (x^2 + x + 1)(x^3 + x + 1) = f_1(x)f_2(x),$$

$$t_2(x) = (x^2 + x + 1)(x^3 + x^2 + 1) = f_1^*(x)f_2^*(x).$$

Therefore, $S_1 = \{C_1, C_2, C_3, C_4\}$, where the generator of $C_1, C_2, C_3, C_4$ are $1, f_1(x), f_2(x), t_1(x)$, respectively. And $S_2 = \{C'_1, C'_2, C'_3, C'_4\}$.

4 A way to Construct Isodual Polycyclic Codes

In this section, Conjecture 4.1, 4.2 and 4.5 in [2] are studied. Before we discuss these conjectures, here is a useful proposition.

Proposition 4.1. Over $GF(q)$, where $q$ is a power of 2. If a polycyclic code $C$ associated with trinomial $x^{2m} + a^2x^m + b^2$ and generated by $g(x) = x^m + ax^i + b$ is isodual, then the polycyclic code $C_1$ generated by $g_1(x) = x^{km} + ax^{ki} + b \mid x^{2km} + a^2x^{2ki} + b^2$ is also isodual, where $k$ is a positive integer.

Proof. In fact, the generator matrix of $C$ is

$$G = \begin{pmatrix}
    b & \cdots & a & \cdots & 1 \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    b & \cdots & a & \cdots & 1
\end{pmatrix}_{m \times 2m}.$$

By changing $b$ to $bI_k$, $a$ to $aI_k$, $1$ to $I_k$ and $0$ to $O_k$, we get a new matrix $G_1$ which is the generator matrix of $C_1$. Here, $O_k$ is the all-zero matrix and $I_k$ is the identity matrix. Let $H$ and $H_1$ be the parity-check matrices of $C$ and $C_1$, respectively, then if there exists a monomial matrix $M$ satisfying $GM = H$, then the matrix $M_1$ also satisfies $G_1 M_1 = H_1$, where $M_1$ is obtained by replacing the elements $r$ in $M$ with $rI_k$, and $M_1$ is also monomial.

Now we discuss Conjecture 4.5 in [2], which consists of Theorem 4.1, 4.2 and 4.3.

Theorem 4.1. Over $GF(q)$, where $q$ is a power of an odd prime. A polycyclic code $C$ associated with trinomial $x^{2m} \pm 2ex^m + e^2$ and generated by $g(x) = x^m \pm e$ is isodual.
Proof. Since $g(x) = x^m \pm c$, and $g(x)$ is the generator polynomial of $C$, we have a generator matrix $G$ of the form

$$G = (\pm c I_m \mid I_m),$$

where $I_m$ is an identity matrix. Since $(\pm c^{-1})G = (I_m \mid (\pm c^{-1})I_m)$, then the parity-check matrix of $C$ is $H = ((\mp c^{-1})I_m \mid I_m)$. We can define

$$M = \left( -c^2 I_m \mid I_m \right),$$

and $M$ is a monomial matrix, which satisfies $HM = G$, and $C$ is isodual. \hfill \Box

**Theorem 4.2.** Over $GF(q)$, where $q$ is a power of 2. A polycyclic code $C$ associated with trinomial $x^{2m} + a^2x^m + b^2$ and generated by $g(x) = x^m + ax + b$ is isodual, where $i \mid m$.

Proof. Let $m = ki$, according to Proposition 4.1, we consider the polycyclic code generated by $g(x) = x^k + ax + b$. Using row operations, we can change $G$ to the following standard form

$$G = \begin{pmatrix} 1 & 0 & \cdots & 0 & b^{-1} + (b^{-1}a)^k & b^{-2}a & \cdots & b^{-1}(b^{-1}a)^{k-1} \\ 0 & 1 & \cdots & 0 & (b^{-1}a)^{k-1} & b^{-1} & \cdots & b^{-1}(b^{-1}a)^{k-2} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 & b^{-1}a & 0 & \cdots & b^{-1} \end{pmatrix} = (I_k \mid A).$$

Then the parity-check matrix of $C$ is

$$H = \begin{pmatrix} b^{-1} + (b^{-1}a)^k & (b^{-1}a)^{k-1} & \cdots & b^{-1}a & 1 & 0 & \cdots & 0 \\ b^{-2}a & b^{-1} & \cdots & 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\ b^{-1}(b^{-1}a)^{k-1} & b^{-1}(b^{-1}a)^{k-2} & \cdots & b^{-1} & 0 & 0 & \cdots & 1 \end{pmatrix} = (A^T \mid I_k).$$

We give the following four steps:

**Step 1.** Reducing the power of $b$ to nonnegative in $A$ and $A^T$ by doing row operations, respectively, we gain $A_1, B_1$.

$$A_1 = \begin{pmatrix} b^{k-1} + a^k & b^{k-2}a & b^{k-3}a^2 & \cdots & ba^{k-2} & a^{k-1} \\ a^{k-1} & b^{k-2} & b^{k-3}a & \cdots & ba^{k-3} & a^{k-2} \\ a^{k-2} & 0 & b^{k-3} & \cdots & ba^{k-4} & a^{k-3} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ a^2 & 0 & 0 & \cdots & b & a \\ a & 0 & 0 & \cdots & 0 & 1 \end{pmatrix},$$

$$B_1 = \begin{pmatrix} b^{k-1} + a^k & ba^{k-1} & b^2a^{k-2} & \cdots & b^{k-2}a^2 & b^{k-1}a \\ a & b & 0 & \cdots & 0 & 0 \\ a^2 & ba & b^2 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ a^{k-2} & ba^{k-3} & b^2a^{k-4} & \cdots & b^{k-2} & 0 \\ a^{k-1} & ba^{k-2} & b^2a^{k-3} & \cdots & b^{k-2}a & b^{k-1} \end{pmatrix}.$$
Step 2. Swaping the $i$-th ($i \geq 2$) row of $A_1$ with the $(k - i + 2)$-th row of $A_1$, we gain $A_2$.

$$A_2 = \begin{pmatrix}
  b^{k-1} + a^k & b^{k-2}a & b^{k-3}a^2 & \cdots & b^3a^{k-2} & a^{k-1} \\
  a & 0 & 0 & \cdots & 0 & 1 \\
  a^2 & 0 & 0 & \cdots & b & a \\
  \vdots & \vdots & \vdots & & \vdots & \vdots \\
  a^{k-2} & 0 & b^{k-3} & \cdots & b^3a^{k-4} & a^{k-3} \\
  a^{k-1} & b^{k-2} & b^{k-3}a & \cdots & b^3a^{k-3} & a^{k-2}
\end{pmatrix}.$$

Step 3. Each column of $A_2$ and $B_1$ is multiplied by the inverse of its greatest common factor, respectively, we gain $A_3, B_2$.

$$A_3 = \begin{pmatrix}
  b^{k-1} + a^k & a & a^2 & \cdots & a^{k-2} & a^{k-1} \\
  a & 0 & 0 & \cdots & 0 & 1 \\
  a^2 & 0 & 0 & \cdots & 1 & a \\
  \vdots & \vdots & \vdots & & \vdots & \vdots \\
  a^{k-2} & 0 & 1 & \cdots & a^{k-4} & a^{k-3} \\
  a^{k-1} & 1 & a & \cdots & a^{k-3} & a^{k-2}
\end{pmatrix}.$$

$$B_2 = \begin{pmatrix}
  b^{k-1} + a^k & a^{k-1} & a^{k-2} & \cdots & a^2 & a \\
  a & 1 & 0 & \cdots & 0 & 0 \\
  a^2 & a & 1 & \cdots & 0 & 0 \\
  \vdots & \vdots & \vdots & & \vdots & \vdots \\
  a^{k-2} & a^{k-3} & a^{k-4} & \cdots & 1 & 0 \\
  a^{k-1} & a^{k-2} & a^{k-3} & \cdots & a & 1
\end{pmatrix}.$$

Step 4. Swaping the $i$-th ($i \geq 2$) column of $A_3$ with the $(k - i + 2)$-th column of $A_3$, we gain $A_4$.

$$A_4 = \begin{pmatrix}
  b^{k-1} + a^k & a^{k-1} & a^{k-2} & \cdots & a^2 & a \\
  a & 1 & 0 & \cdots & 0 & 0 \\
  a^2 & a & 1 & \cdots & 0 & 0 \\
  \vdots & \vdots & \vdots & & \vdots & \vdots \\
  a^{k-2} & a^{k-3} & a^{k-4} & \cdots & 1 & 0 \\
  a^{k-1} & a^{k-2} & a^{k-3} & \cdots & a & 1
\end{pmatrix}.$$

After the above steps, $A$ becomes $A_4$ and $A^T$ becomes $B_2$, and we have $A_4 = B_2$, which means there exist $S, M$, such that $SGM = H$. Thus $C$ is isodual. \[
\square
\]

**Theorem 4.3.** Over $GF(q)$, where $q$ is a power of 2. A polycyclic code $C$ associated with trinomial $x^{2m} + a^2x^2 + b^2$ and generated by $g(x) = x^m + ax^t + b$ is isodual, where $i \nmid m$.

**Proof.** Let $m = ki + t$ ($1 \leq t < i$). Similar to the proof of Theorem 4.2, we discuss it by dividing it into the following four steps.

Step 1. Reducing the power of $b$ to nonnegative in $A$ and $A^T$ as we do in Case 1, respectively, we gain $A_1, B_1$.

Step 2. Each column of $A_1$ and $B_1$ is multiplied by the inverse of its greatest common factor as we do in Case 1, respectively, we gain $A_2, B_2$.

Step 3. Switching the first $i$ rows of $A_2$ with the center axis of this $i$ rows, and do the same for the last $(k - 1)i + t$ rows, we gain $A_3$.
Step 4. Switching the first $i$ columns of $A_i$ with the center axis of them, and do the same for the last $(k - 1)i + t$ columns, we gain $A_4$.

Therefore, we also have $A_4 = B_2$, which means there exist $S, M$, such that $SGM = H$, and $C$ is isodual. 

Here, we give an examples to illustrate the steps in Theorem 4.3.

**Example 4.1.** Considering the polycyclic code $C$ generated by $g(x) = x^5 + ax^2 + b \mid x^{10} + a^2x^4 + b^2$ over $\mathbb{F}_{2^n}$, where $2 \nmid 5$. We have the generator matrix of the form

$$G = \begin{pmatrix} b & 0 & a & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & b & 0 & a & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & b & 0 & a & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & b & 0 & a & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & b & 0 & a & 0 & 0 \end{pmatrix},$$

$$RG = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & b^{-1} & b^{-3}a^3 & b^{-2}a & 0 & b^{-3}a^2 \\ 0 & 1 & 0 & 0 & 0 & b^{-2}a^2 & b^{-1} & 0 & b^{-2}a & 0 \\ 0 & 0 & 1 & 0 & 0 & b^{-2}a & b^{-1} & 0 & b^{-2}a & 0 \\ 0 & 0 & 0 & 1 & 0 & b^{-1}a & 0 & 0 & b^{-1} & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & b^{-1}a & 0 & 0 & b^{-1} \end{pmatrix} = (I_5 \mid A).$$

Let $H$ have the form

$$H = \begin{pmatrix} b^{-1} & b^{-2}a^2 & 0 & b^{-1}a & 0 & 1 & 0 & 0 & 0 \\ b^{-3}a^3 & b^{-1} & b^{-2}a^2 & 0 & b^{-1}a & 0 & 1 & 0 & 0 \\ b^{-2}a & 0 & b^{-1} & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & b^{-2}a & 0 & b^{-1} & 0 & 0 & 0 & 1 & 0 \\ b^{-3}a^2 & 0 & b^{-2}a & 0 & b^{-1} & 0 & 0 & 0 & 1 \end{pmatrix} = (A^T \mid I_5).$$

After Step 1 and Step 2, we have

$$A_2 = \begin{pmatrix} b^2 & a^3 & a & 0 & a^2 \\ a^2 & b & 0 & a & 0 \\ 0 & a^2 & 1 & 0 & a \\ a & 0 & 0 & 1 & 0 \\ 0 & a & 0 & 0 & 1 \end{pmatrix}, \quad B_2 = \begin{pmatrix} b & a^2 & 0 & a & 0 \\ a^3 & b^2 & a^2 & 0 & a \\ a & 0 & 1 & 0 & 0 \\ 0 & a & 0 & 1 & 0 \\ a^2 & 0 & a & 0 & 1 \end{pmatrix}.$$

After Step 3, we can get

$$A_3 = \begin{pmatrix} a^2 & b & 0 & a & 0 \\ b^2 & a^3 & a & 0 & a^2 \\ 0 & a & 0 & 0 & 1 \\ a & 0 & 0 & 1 & 0 \\ 0 & a^2 & 1 & 0 & a \end{pmatrix}, \quad B_2 = \begin{pmatrix} b & a^2 & 0 & a & 0 \\ a^3 & b^2 & a^2 & 0 & a \\ a & 0 & 1 & 0 & 0 \\ 0 & a & 0 & 1 & 0 \\ a^2 & 0 & a & 0 & 1 \end{pmatrix}. $$

After Step 4, we can get

$$A_4 = \begin{pmatrix} b & a^2 & 0 & a & 0 \\ a^3 & b^2 & a^2 & 0 & a \\ a & 0 & 1 & 0 & 0 \\ 0 & a & 0 & 1 & 0 \\ a^2 & 0 & a & 0 & 1 \end{pmatrix}, \quad B_2 = \begin{pmatrix} b & a^2 & 0 & a & 0 \\ a^3 & b^2 & a^2 & 0 & a \\ a & 0 & 1 & 0 & 0 \\ 0 & a & 0 & 1 & 0 \\ a^2 & 0 & a & 0 & 1 \end{pmatrix}.$$
Combining all the above steps, there exist \( R' \) and \( M \) such that \( R'GM = H \), which means \( g(x) \) would generate an isodual polycyclic code.

In [2], the authors show that if \( g^2(x) = x^n - ax^i - b \), then over \( \mathbb{F}_q \), where \( q \) is a power of an odd prime, \( g(x) = x^{n/2} \pm c \) with \( i = n/2, -a = \pm 2c \) and \( b = -c^2 \), and over \( \mathbb{F}_q \), where \( q \) is a power of 2, \( g(x) = x^{n/2} + 2ax^{i/2} + b' \) with \( (a')^2 = -a \) and \( (b')^2 = -b \). Combining the results of Theorems 4.1, 4.2, and 4.3, we give Theorem 4.4, which is also Conjecture 4.1 in [2].

**Theorem 4.4.** (Conjecture 4.1 in [2]) If a polycyclic code \( C \) is generated by \( g(x) \mid x^n - ax^i - b \) and \( g^2(x) = x^n - ax^i - b \), then \( C \) is isodual.

Theorem 4.4 gives a simple way to construct isodual polycyclic codes, but it’s not the only way. Example 4.2 illustrates this, which is also a counter-example of Conjecture 4.2 in [2]. Here is the content of Conjecture 4.2. (denotes it as Conjecture 4.1.)

**Conjecture 4.1.** (Conjecture 4.2 in [2]) Over \( \mathbb{F}_2 \), a polycyclic code \( C \) generated by \( g(x) \mid x^n - ax^i - b \) is isodual if and only if \( g^2(x) = x^n - ax^i - b \).

The sufficiency of Conjecture 4.1 can be regarded as a direct corollary (denoted as Corollary 4.1) of Theorem 4.4. As for the necessity of Conjecture 4.1, it is not correct as the following counter example shows.

**Corollary 4.1.** Over \( \mathbb{F}_2 \), a polycyclic code \( C \) generated by \( g(x) \mid x^n - x^i - 1 \) is isodual if \( g^2(x) = x^n - x^i - 1 \).

**Example 4.2.** Let \( C \) be a polycyclic code generated by \( g(x) \mid x^{20} + x^{10} + 1 \) over \( \mathbb{F}_2 \), where

\[
\begin{align*}
  x^{20} + x^{10} + 1 &= (x^2 + x + 1)^2(x^4 + x + 1)^2(x^4 + x^3 + 1)^2, \\
  g(x) &= (x^2 + x + 1)(x^4 + x + 1)^2, \\
  g^2(x) &= x^{20} + x^{10} + 1.
\end{align*}
\]

Using Magma, \( g(x) \) can also generate an isodual polycyclic code.

## 5 The Structure of Self-dual Polycyclic Codes

This section is devoted to solving Conjecture 4.7 in [2] (see Theorem 5.1 in this section). Let us first give the following lemma and proposition.

**Lemma 5.1** (Lemma 4.6 in [2]). Let \( g(x) = a_0 + a_1 x + \cdots + a_k x^k \mid x^n - ax^i - b \) be the generator polynomial of a polycyclic code \( C \) of length \( n \), and let \( e = \text{Ord}(x^n - ax^i - b) \) and \( h(x) = b_0 + b_1 x + \cdots + b_{e-k} x^{e-k} = \frac{x^e - 1}{g(x)} \). Then a parity-check matrix \( H \) of \( C \) is given by

\[
H = \begin{pmatrix}
  b_{e-k} & b_{e-k-1} & b_{e-k-2} & \cdots & \cdots & \cdots \\
  0 & b_{e-k} & b_{e-k-1} & b_{e-k-2} & \cdots & \cdots \\
  \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
  0 & \cdots & 0 & b_{e-k} & b_{e-k-1} & b_{e-k-2} & \cdots
\end{pmatrix}_{k \times n},
\]

which is a submatrix of the parity check matrix of the cyclic code of length \( e \) generated by \( g(x) \mid x^e - 1 \).
Proposition 5.1. Let the monic polynomial $g(x) \in \mathbb{F}_q[x]$ with $\deg(g(x)) = k > 0$. If both $g(x) \mid x^{2k} + 1$ and $g(x) \mid x^{2k} - bx^i - c$, where $b,c \neq 0$, then $k = i$, $c + 1 \neq 0$ and $g(x) = x^k - a$, where $a \neq 0$.

Proof. If $c + 1 = 0$, then $x^{2k} - bx^i + 1 = (x^k + 1) - bx^i$, which means $\gcd(x^{2k} + 1, x^{2k} - bx^i + 1) = \gcd(x^{2k} + 1, x^i) = 1$. Since $g(x) \mid 1$, which means $\deg(g(x)) = 0$, which is a contradiction. Hence $c + 1 \neq 0$, we have

$$x^{2k} - bx^i - c \equiv -bx^i + \alpha \pmod{x^{2k} + 1},$$

where $\alpha = -(c + 1) \neq 0$. Since $g(x) \mid \gcd(x^{2k} - bx^i - c, x^{2k} + 1)$, we have $g(x) \mid \gcd(x^{2k} + 1, -bx^i + \alpha)$, i.e. $i \geq k$. If $2k > i > k$, let $2k = i + t$ ($0 < t < k$), then

$$x^{2k} + 1 \equiv ab^{-1}x^t + 1 \pmod{-bx^i + \alpha}.$$ 

We have $\gcd(x^{2k} + 1, -bx^i + \alpha) = \gcd(-bx^i + \alpha, ab^{-1}x^t + 1)$, then $g(x) \mid \gcd(-bx^i + \alpha, ab^{-1}x^t + 1)$, which means $\deg(ab^{-1}x^t + 1) = t \geq k$, which is a contradiction. Therefore, $k = i$. If $-bx^k + \alpha \mid x^{2k} + 1$, since $\deg(g(x)) = k$, then $g(x) = \gcd(x^{2k} + 1, -bx^k + \alpha) = x^k - b^{-1}\alpha$. If $-bx^k + \alpha \mid x^{2k} + 1$, then

$$x^{2k} + 1 \equiv \gamma \pmod{-bx^k + \alpha},$$

where $\gamma \neq 0$. Therefore, $\gcd(x^{2k} - bx^i - c, x^{2k} + 1) = \gcd(-bx^k + \alpha, \gamma) = 1$, which means $g(x) \mid 1$ and $\deg(g(x)) = 0$. Therefore, $g(x) = x^k - a$, where $a = b^{-1}\alpha = -(c + 1)b^{-1} \neq 0$. \hfill \Box

The generators of self-dual polycyclic codes have the same form, which can be easily seen in the following theorem.

Theorem 5.1. (Conjecture 4.7 in [2]) A polycyclic code $C$ generated by the monic polynomial $g(x) \mid x^n - bx^i - c$ is self-dual if and only if $g(x) = x^k - a \mid x^n - bx^k - c$, where $a^2 = -1$, $\text{Ord}(x^n - ax^i - b) \geq 3k$ and $n = 2k$. Also, the minimum distance of all self-dual polycyclic codes is 2 and they are all actually constacyclic codes.

Proof. We first prove the necessity. Let $\text{Ord}(x^n - bx^i - c) = e$ and $g(x) = \sum_{i=0}^{k} g_i x^i$, where $\deg(g(x)) = k$ and $g_k = 1$. Since $C$ is self-dual, we need $n - k = k$, i.e. $n = 2k$. As $G$ has the form in Theorem 2.1, and let the parity-check matrix of $C$ be $H$, which has the form in Lemma 5.1. Here, let $h(x) = \sum_{i=0}^{e-k} b_i x^i$, then $h(x)g(x) = x^e - 1$, which means $b_{e-k} = 1$ and $b_0g_0 = -1$. Let $G_1 = g_0^{-1}G$. In fact, $G_1$ and $H$ have the form

$$G_1 = \begin{pmatrix}
1 & g_0^{-1}g_1 & g_0^{-1}g_2 & \cdots & g_0^{-1}g_{k-1} & g_0^{-1}g_k & g_0^{-1}g_{k+1} & \cdots & g_0^{-1}g_{2k} \\
& \ddots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
& & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \vdots \\
& & & \ddots & \vdots & \ddots & \ddots & \ddots & \vdots \\
& & & & \ddots & \vdots & \ddots & \ddots & \vdots \\
& & & & & \ddots & \ddots & \ddots & \ddots \\
& & & & & & \ddots & \ddots & \ddots \\
& & & & & & & \ddots & \ddots \\
& & & & & & & & \ddots \\
& & & & & & & & & 1
\end{pmatrix}_{k \times 2k},$$

$$H = \begin{pmatrix}
1 & b_{e-k-1} & b_{e-k-2} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 1 & b_{e-k-1} & b_{e-k-2} & \cdots & \cdots & \cdots & \cdots & \cdots \\
& & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & \ddots & \ddots & \ddots & \ddots & \cdots \\
& & & & & & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & \ddots & \ddots & \ddots \\
& & & & & & & & \ddots & \ddots \\
& & & & & & & & & 1
\end{pmatrix}_{k \times 2k}.$$ 

Assume that $W_1G_1 = (I_k \mid G_2)$ and $W_2H = (I_k \mid H_1)$, where $W_1, W_2$ are the product of elementary matrices, respectively. In fact, let $g'_j = g_0^{-1}g_j$, we have

$$W_1 = \prod_{r=2}^{k} A_r, \quad W_2 = \prod_{r=2}^{k} B_r.$$
Here, change the r-th column of $I_k$ to $(-g_{r-1}', -g_{r-2}', \ldots, -g_1', 1, 0, \ldots, 0)^T$, we get $A_r$, and change the r-th column of $I_k$ to $(-b_{r-k-r+1}', -b_{r-k-r+2}', \ldots, -b_{r-k-1}, 1, 0, \ldots, 0)^T$, we get $B_r$, where $2 \leq r \leq k$. Note that $C = C^\perp$ if and only if $W_1G_1 = W_2H$. Checking the k-th row of $W_1G_1$ and $W_2H$, we would have

\[ b_{r-k-r} = g'_r, \text{where } 1 \leq r \leq k. \]

which means $W_1 = W_2$, then $C$ is self-dual if and only if $G_1 = H$. Let $h(x) = h_H(x) + h_J(x)$, where $h_H(x) = g_0^{-1}x^{e-2k}g(x)$ and $\deg(h_J(x)) \leq e - 3k$. If $e - 3k < 0$, since $G_1 = H$, we have $h(0) = 0$, which contradicts $h(x)g(x) = x^e - 1$. Therefore, $e \geq 3k$. As $g(x)h(x) = x^e - 1$, we have

\[ x^{e-1} = h(x)g(x) = g_0^{-1}x^{e-2k}g(x)g(x) + h_J(x)g(x). \]

Here, $e - 2k \geq \deg(h_J(x)g(x))$. If $\deg(h_J(x)g(x)) \neq e - 2k$, which means there will leave the term $x^{e-2k}$. Hence, $\deg(h_J(x)g(x)) = e - 2k$, i.e. $h_J(x)g(x) = -x^{e-2k} - 1$. Therefore, we have

\[ x^{2k} + 1 = g_0^{-1}g(x)g(x). \]

Since $g(x) | x^{2k} - bx^i - c$, by Proposition 5.1, we have $i = k$ and $g(x) = x^k - a$. Then

\[ -a(x^{2k} + 1) = g(x)g(x)(x^k - a)(-ax^k + 1) = -a(x^{2k} + 1) + (1 + a^2)x^k, \]

i.e. $a^2 = -1$. Then $g(x)$ has the form $g(x) = x^k - a$, where $a^2 = -1$.

Now we prove the sufficiency. Since $g(x) = x^k - a$ and $a^2 = -1$, the generator matrix $G$ of $C$ has the form $G = (-aE_k \mid E_k)$, and $aG = (E_k \mid aE_k)$, then the parity-check matrix of $C$ is $H = (-aE_k \mid E_k)$, which means $G = H$, then $C$ is self-dual. Furthermore, since the first and $(k + 1)$-th columns of $H$ are linearly dependent, by Theorem 2.2, the minimum distance of $C$ is 2. Since $g(x)g(x) = g(0)(x^{2k} + 1)$, i.e. $g(x) | x^{2k} + 1$, which means $C$ is actually a constacyclic code since $x^{2k} + 1$ is also an associate polynomial of $C$. □

**Example 5.1.** Over $GF(5)$, a polycyclic code of length 4 generated by $g(x) = x^2 + 2 \mid x^4 + 4x^2 + 4$ is self-dual.

**Example 5.2.** Over $GF(5)$, a polycyclic code of length 4 generated by $g(x) = x^2 - 2 \mid x^4 - 4x^2 + 4$ is self-dual.

### 6 Self-orthogonal and Dual-containing Polycyclic Codes

In [2], the authors provided two cases in which self-orthogonal or dual-containing polycyclic codes do not exist. This section is devoted to discussing Conjecture 4.10 and Conjecture 4.11 in [2]. We will prove that Conjecture 4.10 in [2] is correct (see Theorem 6.1), while we will prove that Conjecture 4.11 is wrong (see Conjecture 6.1) by giving a counter example (i.e. Example 6.1).

**Proposition 6.1.** Over $\mathbb{F}_2$, $\gcd(x^n + 1, x^n + x^i + 1) = 1$.

**Proof.** In fact, using the Euclidean algorithm, we have

\[
\begin{align*}
x^n + x^i + 1 &= (x^n + 1) \cdot 1 + x^i, \\
x^n + 1 &= x^i \cdot x^{n-i} + 1, \\
x^i &= 1 \cdot x^i.
\end{align*}
\]

Therefore, $\gcd(x^n + 1, x^n + x^i + 1) = \gcd(x^n + 1, x^i) = \gcd(x^i, 1) = 1$. □
Theorem 6.1. (Conjecture 4.10 in [3]) There are no self-dual or self-orthogonal polycyclic codes or nontrivial dual-containing polycyclic codes over the binary field, where these codes are associated with trinomials.

Proof. (i) For a self-dual polycyclic code $C$, it has been proved in [2], so we will not repeat it. (ii) For a self-orthogonal polycyclic code $C$, let $C$ be generated by $g(x) = \sum_{i=0}^{n-k} g_i x^i \mid x^n + x^1 + 1$ with $g_{n-k} = 1$. Let $G$ be the generator matrix of $C$, which has the form in Theorem 2.1. If we denote the $t$-th row of $G$ as $\delta_t$ for $1 \leq t \leq k$, since $C$ is self-orthogonal, then we have

$$\delta_1 \cdot \delta_1^T = 0 \Leftrightarrow g_0^2 + g_1^2 + \cdots + g_{n-k}^2 = 0,$$

which means that $g(x)$ has even terms. Since $g(x) \mid x^n + x^1 + 1$, let $x^n + x^1 + 1 = g(x)f(x)$, hence $g(x)f(x)$ also has even terms, even if there are some terms will cancel each other out as cancelling terms will come in pairs over $\mathbb{F}_2$. Then it leads to a contradiction because $x^n + x^1 + 1$ has odd terms. So there are no self-orthogonal polycyclic codes associated with trinomials.

(iii) For a dual-containing polycyclic code $C$, let $C$ be generated by $g(x) = \sum_{r=0}^{e} g_r x^r \mid x^n - x^1 - 1$, with $g_e = 1$. We denote the $r$-th row of the generator matrix $G$ by $\delta_r$ as we do in (ii). Here, $g(x)$ has odd terms since $x^n - ax^r - b$ has odd terms. Let $h(x)g(x) = x^e - 1$, where $e = \text{Ord}(x^n - ax^r - b)$ and $h(x) = \sum_{r=0}^{e} h_r x^r$, thus the parity-check matrix $H$ of $C$ has the form in Lemma 5.1. Let $\beta_d$ be the $r$-th row of $H$, since $C$ is dual-containing, then we have $\beta_r \cdot \beta_r^T = 0$ for $1 \leq r \leq s$. Checking $\beta_d$ and $\beta_{d+1}$, we find that

$$\beta_{d+1} \cdot \beta_{d+1}^T + h_{d}^2 \Rightarrow h_{n-s-n+d} = 0, \text{ where } 1 \leq d \leq s - 1.$$

Then we can simplify $H$ to the following form

$$H = \begin{pmatrix} h_{e-s} & h_{e-s-1} & \cdots & \cdots & h_{e-n} & 0 & \cdots & 0 \\ 0 & h_{e-s} & h_{e-s-1} & \cdots & \cdots & h_{e-n} & 0 & \cdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & h_{e-s} & h_{e-s-1} & \cdots & \cdots & h_{e-n} \end{pmatrix}_{s \times n}$$

Here, $n - s \geq s$. Let the first non-zero element of the consequence $h_{e-s}, \ldots, h_{e-n}$ are recorded as $h_0$. Since $g_0 = g_s = h_{e-s} = 1$ and $C^\perp \subseteq C$, $C$ is trivial. There are three cases to be discussed.

Case 1. If $u > e - 2s$, then $\beta_1$ cannot be represented as a linear combination of $\delta_1, \ldots, \delta_{e-s}$.

Case 2. If $u = e - 2s$, then $\delta_1 = \beta_1$, then $\delta_1 \delta_1^T = 0$, which means $g(x)$ has even terms.

Case 3. If $e - n \leq u < e - 2s$, let $h(x) = h_H(x) + h_J(x)$, where $H_H(x) = x^{u}(\sum_{k=1}^{e-s} h_k x^{k-1})$ and $\deg(h_J(x)) \leq e - s - n$. Here we need $e \geq s + n > 3s$, or $h(0) = 0$, which leads to a contradiction since $h(x)g(x) = x^e - 1$. Since we can write $\beta_1 = \sum_{k=1}^{e-2s-u+1} c_k \delta_k$, where $c_1 = c_{e-2s-u+1} = 1$, we have $(x^{-u} h_H(x))^* = \left(\sum_{k=1}^{e-2s-u+1} c_k x^{k-1}\right) g(x) = (1 + \cdots + x^{e-2s-u}) g(x)$. Therefore,

$$h(x) = x^u \left(\sum_{k=1}^{e-2s-u+1} c_k x^{k-1}\right)^* g^*(x) + h_J(x),$$

$$x^e - 1 = h(x)g(x) = x^u(1 + \cdots + x^{e-2s-u}) g^*(x)g(x) + h_J(x)g(x). \quad (1)$$

Since $\deg(x^u) = u \geq e - n \geq \deg(h_J(x)g(x))$, then there will leave the term $x^u$ if $u \neq e - n$ or $e - n \neq \deg(h_J(x)g(x))$, which means the equation (1) is wrong. If $u = e - n = \deg(h_J(x)g(x))$, then $h_J(x)g(x) = x^u - 1$. We have

$$x^e - 1 = x^u(1 + \cdots + x^{e-2s-u}) g^*(x)g(x) + x^u - 1,$$

$$x^n - 1 = (1 + \cdots + x^{e-2s-u}) g^*(x)g(x).$$
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Then \( g(x) \mid x^n - 1 \). Since \( g(x) \mid x^n - x^i - 1 \), according to Proposition 6.1, we have \( g(x) = 1 \), which is the generator polynomial of \( \mathbb{F}_2^n \), and this is the extreme situation. Thus, there are no nontrivial dual-containing polycyclic codes associated with trinomials.

**Conjecture 6.1.** (Conjecture 4.11 in [2]) A polycyclic code is not dual-containing if the generator polynomial \( g(x) \mid x^n - ax^i - b \), where \( n \) is prime.

The following example is a counter example of Conjecture 6.1.

**Example 6.1.** Over \( \mathbb{F}_3 \), \( C \) is a polycyclic code generated by \( g(x) = x + 1 \mid x^3 + x - 1 \), where \( x^3 + x - 1 = (x + 1)(x^2 - x - 1) \). The generator matrix \( G \) and the parity-check matrix \( H \) are

\[
G = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 2 & 1 \end{pmatrix}.
\]

Since \( 110 + 011 = 121 \), we have \( C^\perp \subseteq C \), i.e. \( C \) is dual-containing.

### 7 Conclusion

The main contributions in this paper are as follows.

(i) We studied Conjecture 3.5 in [2] in Section 3, which is incorrect because of Example 3.1. Example 3.1 illustrates that the polycyclic codes constructed from polynomials of the same order do not always find a particular mapping between them, which needs to be one-to-one and the corresponding codes are equivalent to each other. By modifying the conditions in Conjecture 3.5, we give a mapping \( \varphi \) to connect two kinds of polycyclic codes associated with \( f(x) \) and \( f^*(x) \) respectively, where \( f(0) \neq 0 \) in Theorem 3.3. Based on equivalence, we only need to study polycyclic codes associate with \( f(x) \) to get the structure of polycyclic codes associate with \( f^*(x) \).

(ii) We prove Conjecture 4.1 and Conjecture 4.5 in [2], and give Example 4.2 to show that Conjecture 4.2 in [2] is wrong in Section 4. We study isodual polycyclic codes associated with trinomials in this section, and give a useful way to construct isodual polycyclic codes, which are generated by \( g(x) \) and associated with \( g^2(x) \) in Theorem 4.4 (corresponds to Conjecture 4.1 and 4.5 in [2]). However, in Example 4.2, we give an isodual polycyclic code generated by \( g(x) \mid x^n + x^i + 1 \) with \( g^2(x) \neq x^n + x^i + 1 \) over \( \mathbb{F}_2 \), which means \( g^2(x) = x^n + x^i + 1 \) is just a necessary condition of isodual polycyclic codes over \( \mathbb{F}_2 \), and over \( \mathbb{F}_q \).

(iii) We prove Conjecture 4.7 in [2] in Section 5. We show the unique form of generator of self-dual polycyclic codes associated with trinomials, that is \( x^k - a \) and \( a^2 = -1 \) over \( \mathbb{F}_q \) in Theorem 5.1 (corresponds to Conjecture 4.7 in [2]). And the minimum distance of all self-dual polycyclic codes is 2. Theorem 5.1 also shows that there is only one way to construct a polycyclic code associated with trinomials.

(iii) We discussed Conjecture 4.10 and Conjecture 4.11 in Section 6. Theorem 6.1 (corresponds to Conjecture 4.10 in [2]) illustrates that it is impossible to find self-dual, self-orthogonal or nontrivial dual-containing polycyclic codes associated with trinomials over \( \mathbb{F}_2 \). Example 6.1 is a counter example of Conjecture 4.11 in [2], which means that there exist prime length polycyclic codes associated with trinomials over \( \mathbb{F}_q \).

To sum up, we have solved all the conjectures in [2].
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