CFT exercises for the needs of AGT

Andrei Mironov§, Sergey Mironov¶, Alexei Morozov∥ and Andrey Morozov∗∗

An explicit check of the AGT relation between the $W_N$-symmetry controlled conformal blocks and $U(N)$ Nekrasov functions requires knowledge of the Shapovalov matrix and various triple correlators for $W$-algebra descendants. We collect simplest expressions of this type for $N = 3$ and for the two lowest descendant levels, together with the detailed derivations, which can be now computerized and used in more general studies of conformal blocks and AGT relations at higher levels.

1 Introduction

Two-dimensional conformal field theory [1-2] has a long and glorious history [3-14]. It has a number of direct applications in solid state physics and group theory. As an explicitly solvable example, it is the basis of our understanding of quantum field theory. It captures the main algebro-geometric structures, relevant for description of strings. It serves as a dream-model for any other branch of theoretical physics, setting the quality level for any self-consistent description "from the first principles". Still, the most beautiful parts of conformal field theory remain poorly demanded by modern theory. A remarkable exception is a recent suggestion [15] to expand the conformal blocks of Liouville and affine Toda models [16] in series over Nekrasov functions [17]. This AGT relation should be an adequate description for expansion of Fateev-Dotsenko screening-charge integrals in powers of $\alpha$-parameters, which is known to produce integrals very much resembling those which were nicely expanded in [17] in sums over Young diagrams and further related to various issues in representation theory and Hurwitz-Kontsevich models [18]. However, the study of the AGT relations [16, 19, 20, 21] is surprisingly slowed down by the lack of the relevant formulas in CFT textbooks, and this is the goal of the present paper to list some of them.

The main point of our interest here is the conformal block. If the structure constants of conformal model are known, one can recursively calculate conformal blocks level by level, exploiting the conformal symmetry with the standard procedure of [2, 13, 14]. Sometimes it is more effective to use recurrent relations suggested in various forms in [3, 4, 13]. We, however, follow the third way, close in spirit to that of [10, 11]. That is, we construct the conformal block from triple vertices and the inverse of the Shapovalov matrix. Therefore, our main goal in this paper is to derive and double-check the simplest expressions for the Virasoro and $W$-algebra triple correlators (they are framed-boxed in the text), which are used for constructing the 4-point conformal blocks, in particular, in AGT studies in [19] and especially in [21]. Note that more triple vertices are needed for calculation of multi-point conformal blocks already at level two, but we do not discuss here.

While the Virasoro conformal blocks are well studied, formulas for the $W_3$-algebra conformal blocks are less available in literature, moreover, in contrast with the Virasoro case, we are not aware of any general formulas for triple vertices in this case. Therefore, we are mostly interested in this latter, more involved case. Still, since the methods used and a part of answers should be well known to experts, we organized the text into a simple pedagogical review, which can be used by newcomers for further advances in the field.

We begin with the model of 2d massless free fields as a main prototype of generic 2d conformal theory. All chiral (holomorphic) correlators in this model can be immediately calculated with the help of the Wick theorem. Since this is enough for our purposes we consider only correlators on the sphere, though generalization to arbitrary Riemann surfaces is straightforward [12]. Any general relation between correlators can easily be checked by explicit calculation of both sides in the free field model. After that we consider generic decomposition of conformal blocks into triple vertices of two kinds and inverse Shapovalov form and derive various recursive relations between triple vertices with different number of descendants. Then some of these relations are explicitly checked in the model of free fields. Finally we make a summary of recursion relations, needed for the study of AGT conjecture in [19, 21], including partial restriction to special states in the case of a theory with $W^{(3)}$ chiral algebra (of which the model of two free fields is an example).
as follows:

The delta-function factor at the r.h.s. can be interpreted as arising from the zero-mode integration in functional
formulas for propagators:

As a consequence of (4), Virasoro operators form the
Virasoro Lie algebra

The massless free field model in 2 dimensions is defined by the action 

is more convenient to define it directly with the help of the Wick theorem. We consider holomorphic (chiral)
correlators, and they are defined as sums over all possible pairings of fields \( \phi \) at different points with the simple
formulas for propagators:

Here \( z_{ij} \equiv z_i - z_j \). By definition the normal ordering means that all pairings of operators in between colons
are omitted in application of the Wick theorem. Average of a normal ordered operator is equal to its constant
(\( \phi \)-independent) item. In particular

The delta-function factor at the r.h.s. can be interpreted as arising from the zero-mode integration in functional
integral, however we simply introduce it as a peculiar selection rule, specific for the free field model. Let us
begin with the case when \( Q = 0 \).

Then the stress tensor is the operator

and it obeys

i.e. the central charge \( c \) is equal to 1 in this case. Its constituents (Virasoro operators \( L_k \)) act on the exponentials
as follows:

As a consequence of (4), Virasoro operators form the Virasoro Lie algebra, with commutation relations

\[
[L_m, L_n] = \frac{m(m^2 - 1)}{12} \delta_{n+m,0} + (m-n)L_{n+m}
\]
It can be derived as follows: if one acts on operators at some point \( z_3 \), then, by definition of \( L_k \) in (5)\\
\[
[L_m, L_n] = \oint_{z_2 + z_3} \frac{z^{m+1}}{z_2} T(z_1) dz_2 \oint_{z_3} \frac{z^{n+1}}{z_2} T(z_2) dz_2 - \oint_{z_2 + z_3} \frac{z^{n+1}}{z_2} T(z_1) dz_2 \oint_{z_3} \frac{z^{m+1}}{z_2} T(z_2) dz_2
\]
(7)
where the integration contour for the second-acting operator encircles that for the first-acting one. If now pushing one contour through the other in the first item, one gets (see Fig.1)\\
\[
[L_m, L_n] = \left( \oint_{z_3} \frac{z^{m+1}}{z_2} T(z_1) dz_2 \oint_{z_1 + z_3} \frac{z^{n+1}}{z_2} T(z_2) dz_2 - \oint_{z_2 + z_3} \frac{z^{n+1}}{z_2} T(z_1) dz_2 \oint_{z_3} \frac{z^{m+1}}{z_2} T(z_2) dz_2 \right) +
\]
\[
+ \oint_{z_3} \frac{z^{n+1}}{z_2} T(z_2) dz_2 \oint_{z_2} \frac{z_1^{m+1}}{z_2} T(z_1) dz_1 = \frac{1}{2} \oint_{z_3} \frac{z^{n+1}}{z_2} T(z_2) dz_2 \oint_{z_2} \frac{z_1^{m+1}}{z_2} T(z_1) dz_1 \left( \frac{z^{1+1}}{z_2} - \frac{z_1^{1+1}}{z_2} \right) \left( \frac{1}{2} z_1^{2} + \frac{2 T(z_2)}{z_2} + \frac{\partial T(z_2)}{z_2} \right)
\]
(8)
where the very first bracket vanishes (it is enough to interchange notation for integration variables \( z_1 \leftrightarrow z_2 \) in one of the items to see this), while the second integral picks up only contributions from the terms of (1) which are singular in \( z_2 \). It is more convenient to rewrite it as a one-half of the antisymmetrized expression. The r.h.s. of (6) is now an immediate result of \( z_1 \) integration.

3 Free field with \( c \neq 1 \)

A slight modification of the free-field theory allows one to make \( Q \neq 0 \) in (2). It involves a deformation of the stress tensor\\
\[
T(z) = \frac{1}{2} \oint \frac{1}{z} (\partial \phi)^2 (z) + Q \partial^2 \phi(z)
\]
(9)
which now obeys\\
\[
T(z_1) T(z_2) = \frac{1 - 2Q^2}{2} \frac{1}{z_1 z_2} + 2Q \frac{\partial \phi(z_1) - \partial \phi(z_2)}{z_1 z_2} + \frac{1}{z_1 z_2} \alpha \partial \phi(z_1) \partial \phi(z_2)
\]
(10)
and its action on the exponentials is also modified:\\n\[
T(z_1) e^{\alpha \phi(z_2)} = \frac{(\alpha - Q)^2}{2 z_1^2} e^{\alpha \phi(z_2)} + \frac{1}{z_1^2} \alpha \partial \phi(z_1) e^{\alpha \phi(z_2)} + \frac{1}{2} \frac{\partial^2 \phi}{(k + 2)!} e^{\alpha \phi(z_2)}
\]
(11)
Relation between the shifts of the selection rule\\
\[
\sum_i \alpha_i = 2Q
\]
(12)
by the "vacuum charge" \( 2Q \) and the "improvement" of the stress tensor is dictated by the requirement that the double correlator\\
\[
\langle e^{\alpha_1 \phi(z_1)} e^{\alpha_2 \phi(z_2)} \rangle = z_1^{2 \Delta_{\alpha_1}} = z_1^{-2 \Delta_{\alpha_2}}
\]
(13)
is expressed in terms of the common dimension \( \Delta_{\alpha_1} = (\alpha_1 - Q)^2 - Q^2 / 2 \) of the two exponential operators. Note that the vacuum charge operator \( e^{-2Q \phi} \) has a non-vanishing dimension.

Virasoro algebra is also deformed to\\
\[
[L_m, L_n] = \frac{1 - 2Q^2}{12} m(m^2 - 1) \delta_{m+n,0} + (m - n) L_{n+m}
\]
(14)
Unfortunately, there is no conventional choice of normalizations in the free field models of CFT. The two popular alternatives to above version include multiplying by \( i \): \( \phi \rightarrow i \phi, \alpha \rightarrow i \alpha \), and/or multiplication by
\( \sqrt{2} : \alpha \rightarrow \sqrt{2}\alpha \) and \( Q \rightarrow \sqrt{2}Q \) (\( \phi \) is left intact in this case, and a peculiar parameter \( D \rightarrow 8D \) below). In CFT studies per se our present normalization is more convenient, because it allows one to avoid extra factor of \( \sqrt{2} \) in most formulas. However, physically normalization with roots is more relevant, and it is usually used in application of CFT to other branches of theory. In particular, with our present normalization a factor of \( \sqrt{2} \) would appear in the AGT relation, \( Q = \epsilon \sqrt{2} \), hence the other choice made in the AGT-oriented papers \[19\] and \[21\]. Instead, there will be \( \sqrt{2} \) in exponentials for the primary field.

For good or for bad, in this paper we stay with the choice, described by the formulas in this section.

4 Decomposition of correlators in the free-field model

A four-point correlator can be evaluated in two different ways: either directly or by double application of operator expansion. For example,

\[
\left\langle \partial \phi(z_1) \partial \phi(z_2) \partial \phi(z_3) \partial \phi(z_4) \right\rangle = \frac{1}{z_{12}^2 z_{34}^2} + \frac{1}{z_{13}^2 z_{24}^2} + \frac{1}{z_{14}^2 z_{23}^2} = \text{Wick theorem}
\]

\[
= \frac{1}{z_{12}^2 z_{34}^2} + \frac{1}{z_{24}^2} \left( \frac{1}{1 + \frac{z_{12}}{z_{24}} - \frac{z_{14}}{z_{24}}} \right)^2 + \frac{1}{z_{24}^2} \left( \frac{1}{1 + \frac{z_{24}}{z_{24}} - \frac{z_{23}}{z_{24}}} \right)^2 = \text{(15)}
\]

At the same time

\[
\left\langle \partial \phi(z_1) \partial \phi(z_2) \partial \phi(z_3) \partial \phi(z_4) \right\rangle = \left\langle \left( \partial \phi(z_1) \partial \phi(z_2) \right) \left( \partial \phi(z_3) \partial \phi(z_4) \right) \right\rangle = \left\langle \left( \frac{1}{z_{12}} + \frac{z_{12}^2}{6} \partial \phi(z_1) \partial \phi(z_2) \right) \left( \frac{1}{z_{34}} + \frac{z_{34}^2}{6} \partial \phi(z_3) \partial \phi(z_4) \right) \right\rangle = \text{Wick theorem}
\]

\[
= \frac{1}{z_{12}^2 z_{34}^2} + \sum_{k,l \geq 0} \frac{z_{12}^k z_{34}^l}{k! l!} \left( \alpha^k \alpha^l \right) = \text{(16)}
\]

Similarly

\[
\left\langle \partial \phi(z_1) \partial \phi(z_2) \partial \phi(z_3) \partial \phi(z_4) \right\rangle = \left\langle \partial \phi(z_1) \partial \phi(z_2) \partial \phi(z_3) \partial \phi(z_4) \right\rangle = \left\langle \partial \phi(z_1) \partial \phi(z_2) \partial \phi(z_3) \partial \phi(z_4) \right\rangle = \text{Wick theorem}
\]

\[
= \frac{1}{z_{12}^2 z_{34}^2} + \sum_{k,l \geq 0} \frac{z_{12}^k z_{34}^l}{k! l!} \left( \alpha^k \alpha^l \right) = \text{(17)}
\]

and

\[
\left\langle \partial \phi(z_1) \partial \phi(z_2) \partial \phi(z_3) \partial \phi(z_4) \right\rangle = \left\langle \partial \phi(z_1) \partial \phi(z_2) \partial \phi(z_3) \partial \phi(z_4) \right\rangle = \left\langle \partial \phi(z_1) \partial \phi(z_2) \partial \phi(z_3) \partial \phi(z_4) \right\rangle = \text{Wick theorem}
\]

\[
= \frac{1}{z_{12}^2 z_{34}^2} + \sum_{k,l \geq 0} \frac{z_{12}^k z_{34}^l}{k! l!} \left( \alpha^k \alpha^l \right) = \text{(18)}
\]

In generic CFT model there is no direct way to find the multi-point correlators, thus only the second path remains: decomposition by iteration of operator expansions. This procedure expresses an arbitrary correlator through the structure constants of operator expansion and pair correlators, or, which is the same, through triple and pair correlators. However in this way correlators are represented by infinite sums over intermediate states, thus the knowledge of generic formulas for triple and pair correlators is desirable.
5 Decomposition of the four-point function. General case

Holomorphic conformal field theory is a straightforward generalization of the free field model, where the Wick theorem is substituted by the operator product expansion and a selection rule is released. The notion of correlators is substituted by two: one linear and one bilinear form on the space of operators. Virasoro algebra is imposed as a special Hermiticity requirement on the bilinear form. In full conformal theory there are additional rules, allowing to glue holomorphic and antiholomorphic parts into globally define modular invariant correlators, but we do not address this artful and sophisticated part of the story in the present text.

Operator product expansion is a product in an associative ring of vertex operators

\[ V_1(z_1)V_2(z_2) = \sum_{\beta} \frac{C_{12}^\beta}{z_{12}^{\Delta_1+\Delta_2-\Delta_\beta}} V_\beta(z_2) \]  

(19)

Then application of the linear form, which we refer to as a holomorphic correlator and denote by angular brackets, gives

\[ \langle V_1(z_1)V_2(z_2)V_\gamma(z_4) \rangle = \sum_{\beta} \frac{C_{12}^\beta}{z_{12}^{\Delta_1+\Delta_2-\Delta_\beta}} \left\langle V_\beta(z_2)V_\gamma(z_4) \right\rangle \]  

(20)

and

\[ \langle V_1(z_1)V_2(z_2)V_3(z_3)V_4(z_4) \rangle = \left\langle \left( V_1(z_1)V_2(z_2) \right) \left( V_3(z_3)V_4(z_4) \right) \right\rangle = \sum_{\beta,\gamma} \frac{C_{12}^\beta C_{34}^\gamma}{z_{12}^{\Delta_1+\Delta_2-\Delta_\beta-\Delta_\gamma}} \left\langle V_\beta(z_2)V_\gamma(z_4) \right\rangle \]  

(21)

The first of these relations is manifestly given by the holomorphic part of correlator in full conformal field theory and can be used to express the structure constants \( C \) through triple and pair correlators (hereafter, for the sake of brevity, we call holomorphic correlators merely as correlators), which can then be substituted into the second relation to provide a desired formula for the four-point correlator.

Alternative representation arises if one stops at decomposing only the product of the first two operators:

\[ \langle V_1(z_1)V_2(z_2)V_3(z_3)V_4(z_4) \rangle = \left\langle \left( V_1(z_1)V_2(z_2) \right) V_3(z_3)V_4(z_4) \right\rangle = \frac{1}{\bar{\Gamma}_{12}} \sum_{\beta} z_{12}^{\Delta_\gamma} C_{12}^\beta \left\langle V_\beta(z_2)V_3(z_3)V_4(z_4) \right\rangle \]  

(22)

This expression can be considerably simplified by an artful choice of points \( z_i \). Putting \( z_1 = 1, z_2 = 0 \) and \( z_4 = \infty \), we get rid of the \( z \)-dependence in (20):

\[ \langle V_1(1)V_2(0)V_\gamma(\infty) \rangle = \sum_{\beta} C_{12}^\beta \left\langle V_\beta(0)V_\gamma(\infty) \right\rangle \]  

(23)

Similarly, putting \( z_1 = x, z_2 = 0 \) and \( z_3 = 1 \) and \( z_4 = \infty \), we obtain from (22):

\[ \langle V_1(x)V_2(0)V_3(1)V_4(\infty) \rangle = x^{-\Delta_1-\Delta_2} \sum_{\beta} x^{\Delta_\beta} C_{12}^\beta \left\langle V_\beta(0)V_3(1)V_4(\infty) \right\rangle \]  

(24)

Let us now introduce a scalar product in the space of vertex operators, and define the Shapovalov matrix

\[ H_{\alpha\beta} = \left\langle V_\alpha | V_\beta \right\rangle \]  

(25)

To make it well defined we assume that operators in the product are taken at a certain point, which we put at \( z = 0 \), then \( H_{\alpha\beta} \) is just a \( c \)-number matrix. We specify other requirements for this scalar product later, in s.6. in particular they would imply that Shapovalov matrix has a block-diagonal form,

\[ \Delta_\alpha \neq \Delta_\beta \implies H_{\alpha\beta} = 0 \]  

(26)

The blocks of the Shapovalov matrix are often finite-dimensional, then the matrix can be easily inverted. If one takes the scalar product of (19) at \( z_1 = 1 \) and \( z_2 = 0 \) with \( V_\alpha \),

\[ \bar{\Gamma}_{12;\alpha} \equiv \langle V_\alpha | V_1(1)V_2(0) \rangle \overset{(19)}{=} \sum_{\beta} C_{12}^\beta \left\langle V_\alpha | V_\beta \right\rangle = \sum_{\beta} C_{12}^\beta H_{\alpha\beta} \]  

(27)

1Note that the correlators at both sides of (24) behave in the same way, as \( \Lambda^{-2\Delta_1} \), when the argument \( \Lambda \) of \( V_4(\Lambda) \) tends to infinity. One can multiply both sides of the equation by \( \Lambda^{2\Delta_1} \) and then take the limit, to make correlators well defined. The same concerns (23), only the correction factor is \( \Lambda^{2\Delta_1} \).
this allows us to express the structure constants in the form

$$C_{12} = \sum_{\hat{\alpha}} \bar{\Gamma}_{12;\hat{\alpha}}(H^{-1})^{\hat{\alpha}\beta}$$  \hspace{1cm} (28)

If one now introduces a similar notation for the 3-point function in (23),

$$\Gamma_{34} \equiv \langle V_3(0)V_4(\infty) \rangle$$  \hspace{1cm} (29)

then one obtains from (22)

$$K_{1234}(x) \equiv \langle V_1(x)V_2(0)V_3(1)V_4(\infty) \rangle = x^{-(\Delta_1+\Delta_2)} \sum_{\alpha,\beta} x^{\Delta_\alpha} \bar{\Gamma}_{12;\hat{\alpha}}(H^{-1})^{\hat{\alpha}\beta} \Gamma_{\beta34}$$  \hspace{1cm} (30)

Note that, though denoted similarly, $\bar{\Gamma}$ and $\Gamma$ are defined in absolutely different ways and have not much to do with each other, at least, a priori. However, if Virasoro symmetry is taken into account, these two 3-point functions become rather similar.

6 Virasoro representations

The Virasoro symmetry of conformal field theory allows one to classify vertex operators in terms of the Virasoro representation theory. Each $V_\alpha$ belongs to some Verma module, i.e. is obtained by the action of Virasoro operators $L_n$ with $n < 0$ on the highest weight, called primary field in the context of CFT:

$$V_\alpha = \ldots L_{-k_2} \ldots L_{-k_1} V_\alpha = \prod_k L_{-n_k} V_\alpha = L_{-Y} V_\alpha$$  \hspace{1cm} (31)

where $Y$ is a Young diagram or an ordered integer partition $Y = \{k_1 \geq k_2 \geq \ldots\}$ of size $|Y| = k_1 + k_2 + \ldots$. Accordingly, $\hat{\alpha} = (\alpha, Y)$ where $\alpha$ labels different primary fields (primaries) and $Y$ — different descendants. The Virasoro symmetry fixes completely all the $Y$ dependence of correlators. Different conformal models differ by sets of primaries and by way the correlators depend on $\alpha$. A big part of conformal field theory studies is devoted to degenerations of Verma modules, that is, the cases when there exist null-vectors (which is a feature of rational conformal models). We do not touch these issues in the paper.

The main requirement to the scalar product (25) is that it is consistent with the Virasoro symmetry in the following sense:

$$\langle L_{-n} V_\alpha \rangle = \langle V_\alpha | L_n \rangle$$  \hspace{1cm} (32)

i.e. Virasoro operators are Hermitian. Accordingly, for the $\bar{\Gamma}$ function one has

$$\langle L_{-n} V_\alpha \rangle = \langle V_\alpha | L_n \rangle = \int_0^1 x^{n+s-1} dx \, T(x)V_1(1)V_2(0) =$$

$$= \int_0^1 \frac{x^{n+s-1} dx}{(x-1)^{k+s}} \langle V_\alpha | (L_k V_1)(1) V_2(0) \rangle + \int_0^1 \frac{x^{n+s-1} dx}{x^{k+s}} \langle V_\alpha | V_1(1) (L_k V_2)(0) \rangle$$  \hspace{1cm} (33)

where integration contours encircles both points $z = 0$ and $z = 1$ and $s = 2$ for the Virasoro algebra. Using operator product expansion of the stress tensor and vertex operators one can now express $\Gamma_{12;\hat{\alpha},Y}$ through $\bar{\Gamma}_{12;\hat{\alpha}}$.

In a similar way, one can express $\Gamma_{(\beta,Y)34}$ through $\Gamma_{34}$, using the property that, if inserted into a 3-point function, the stress tensor has singularities only in the vicinity of the three vertex operators:

$$\langle (L_{-n} V_\alpha)(0) V_3(1) V_4(\infty) \rangle = \int_0^1 \frac{dx}{x^{n-s+1}} \langle T(x)V_\alpha(0)V_3(1) V_4(\infty) \rangle =$$

$$= \int_0^1 \frac{dx}{x^{n-s+1}} \langle V_\alpha(0) (L_k V_3)(1) V_4(\infty) \rangle + (-)^s \int_0^1 \frac{dx}{x^{n-s+1}} \langle V_\alpha(0) V_3(1) (L_k V_4)(\infty) \rangle$$  \hspace{1cm} (34)

The last integrals both in (33) and (34) pick up the contributions from $k = n$ only, the first integrals can contain several terms. If $V_1, V_2, V_3$ and $V_4$ are primaries as we assume everywhere below in this text, then

$$\bar{\Gamma}_{12;\hat{\alpha},Y} = \bar{\gamma}_{12;\hat{\alpha}}(Y) C_{12;\hat{\alpha}},$$

$$\Gamma_{(\beta,Y)34} = \gamma_{34}(Y) C_{34},$$  \hspace{1cm} (35)
where $C_{12,\alpha} = C_{12}^{\alpha} H_{\alpha\beta}$, and similarly for $C_{\beta 34}$. The Shapovalov matrix is usually defined so that $H_{\alpha\beta} = \delta_{\alpha\beta}$, then $C_{12,\alpha} = C_{12}^{\alpha}$ (it is also usually put equal to $C_{12}$).

In fact, for the Virasoro algebra the two 3-point functions $\gamma$ are well known to be equivalent,

$$\bar{\gamma}_{12,\alpha}^{Vir}(Y) = \gamma_{12}^{Vir}(Y)$$

(36)

but this property does not persist for more complicated chiral algebras, see below.

For two primaries $V_\alpha$ and $V_\beta$, the Shapovalov matrix

$$H(\alpha,Y), (\beta,Y') = \langle L_{-Y} V_\alpha | L_{-Y'} V_\beta \rangle = \langle V_\alpha | L_Y L_{-Y'} V_\beta \rangle = \delta_{|\alpha|,|\gamma|} Q_{\alpha\beta}(Y,Y') H_{\alpha\beta}$$

(37)

vanishes for $|Y| \neq |Y'|$ because primaries are annihilated by positive Virasoro generators,

$$L_n V_\alpha = 0 \quad \text{for } n > 0$$

(38)

This $\delta$-factor is an exact version of (36) which we use in this paper.

In result, we get for the holomorphic 4-point function (33)

$$K_{1234}(x) = \langle V_1(x) V_2(0) | V_3(1) V_4(\infty) \rangle = x^{-(\Delta_1 + \Delta_2)} \sum_{\alpha,\beta} x^{\Delta_\alpha} \bar{\Gamma}_{1234}^{\alpha\beta} (H^{-1})^{\alpha\beta} \Gamma_{34}^{\alpha\beta} =$$

(39)

$$= x^{-(\Delta_1 + \Delta_2)} \sum_{\alpha,\beta} x^{\Delta_\alpha} \left( C_{12,\alpha} H_{\alpha\beta}^{-1} C_{\beta 34} \right) B_{1234}^{\alpha\beta}(Y|x) ,$$

where the conformal block

$$B_{1234}^{\alpha\beta}(Y|x) = \sum_{|Y|=|Y'|} x^{|Y|} \bar{\gamma}_{12,\alpha}^{Vir}(Y) Q_{\alpha\beta}^{-1}(Y,Y') \gamma_{34}^{Vir}(Y')$$

(40)

7 Extended conformal algebra

Some models which have (in)fineteely many Virasoro primaries can possess extended loop symmetries which control, partly or fully, the dependence on (in)fineteely many remaining indices $\alpha$ that labels Virasoro primaries. Such a symmetry is called extended conformal or chiral algebra, and Virasoro is always a part of it, but the formal algebra can be larger. A well known example is the current algebra in WZNW model, but we need something a little more involved, since, e.g., the theory of $r$ free fields is not fully controlled by Virasoro symmetry, the relevant chiral algebra is $W_{r+1}$.

Given a chiral algebra, one can introduce the corresponding primaries. A single Verma module of extended chiral algebra may contain infinitely many Virasoro primaries and the new conformal blocks are then sums of infinitely many Virasoro conformal blocks\footnote{In fact, in most conformal models, physical correlators are sums of bilinear combinations of holomorphic and antiholomorphic conformal blocks, i.e. there is no one-to-one correspondence between the conformal block and the correlator. This means the sum of holomorphic conformal blocks makes no sense. An important story about relation between holomorphic and bilinear sums is provided by the theory of NSR and heterotic superstrings and GSO projection [22, 23].}. Elements of Verma module are now labeled by generalized Young diagrams $\mathcal{Y}$, which depend on particular choice of the algebra. Many formulas from $s$ remain the same, if operators $L$ are substituted by the generators of the chiral algebra, $Y$ is substituted by $\mathcal{Y}$ and gradation $s$ is changed appropriately in (33) and (34). Important difference, however, is that the chiral algebra is typically not sufficient to reduce all correlators to those of primaries alone. Unless some additional restrictions are imposed, the input from concrete conformal model should include, say, all triple vertices of the form $\langle (W_{-V_1} V_1) V_2 V_3 \rangle$ in the case of the $W_3$ algebra. Therefore the analogue (33) can not be even written down in this form and both vertices $\bar{\Gamma}$ and $\Gamma$ should be evaluated separately.

8 Examples of 3-point functions

8.1 $\bar{\Gamma}$-type vertices

8.1.1 Virasoro generators, eq. (33)

For primary $V_1$ and for $s = 2$ we get from (33):

$$\left\langle L_{-n} V_\alpha \mid V_1(1) V_2(0) \right\rangle = (n + 1) \Delta_1 \left\langle V_\alpha \mid V_1(1) V_2(0) \right\rangle + \left\langle V_\alpha \mid L_{-1} V_1(1) V_2(0) \right\rangle + \left\langle V_\alpha \mid V_1(1) (L_n V_2(0)) \right\rangle$$

(41)
To make formulas more readable we underlined the entries, where the Virasoro operators act on the vertex operators.

If \( V_1 \) is not a primary, one adds more terms at the r.h.s.:

\[
\langle L_n V_\alpha | V_1(1)V_2(0) \rangle = \sum_{k>0} \frac{(n+1)!}{(k+1)! (n-k)!} \langle V_\alpha | (L_k V_1)(1) V_2(0) \rangle + (n+1) \Delta_1 \langle V_\alpha | V_1(1)V_2(0) \rangle + \langle V_\alpha | (L_{1-n} V_1)(1) V_2(0) \rangle + \langle V_\alpha | V_1(1) (L_n V_2)(0) \rangle
\]

which, however, vanish at \( n = 0 \).

If \( V_2 \) is a primary, then for all \( n > 0 \) one has \( L_n V_2 = 0 \) and then it follows from (41) that

\[
\langle V_\alpha | (L_{1-n} V_1)(1) V_2(0) \rangle = \left( \Delta_\alpha - \Delta_1 - \Delta_2 \right) \langle V_\alpha | V_1(1)V_2(0) \rangle
\]

and

\[
\langle L_{-n} V_\alpha | V_1(1)V_2(0) \rangle = \left( \Delta_\alpha + n \Delta_1 - \Delta_2 \right) \langle V_\alpha | V_1(1)V_2(0) \rangle, \quad n > 0
\]

where we also used that \( L_0 V_\alpha = \Delta_\alpha V_\alpha \) and \( L_0 V_2 = \Delta_2 V_2 \). Note that (43) remains valid when \( V_1 \) is not obligatory a primary, while this is not true for (41). Note also that there were no restrictions on \( V_\alpha \) in (44), in particular, \( V_\alpha \) does not need to be a primary. If \( V_\alpha = L_{-y} V_\alpha \), then

\[
\Delta_\alpha = \Delta_\alpha + |Y|
\]

and one obtains from (44) for \( Y = \{ k_1 \geq k_2 \geq \ldots \) and \( L_Y = \ldots L_{-k_2} \ldots L_{-k_1} \)

\[
\langle L_{-y} V_\alpha | V_1(1)V_2(0) \rangle = \langle V_\alpha | V_1(1)V_2(0) \rangle \prod_i \left( \Delta_\alpha + k_i \Delta_1 - \Delta_2 + \sum_{j<i} k_j \right)
\]

which has been recently used in the check of the \( U(2) \) AGT relation in [19].

### 8.1.2 \( W^{(3)} \) generators, eq. (33)

Similarly, for the \( W^{(3)} \)-generator with \( s = 3 \) and primaries \( V_1 \) and \( V_2 \) eq. (33) implies

\[
\langle W_{-n} V_\alpha | V_1(1)V_2(0) \rangle = \frac{(n+2)(n+1)}{2} w_1 \langle V_\alpha | V_1(1)V_2(0) \rangle + (n+2) \langle V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle + \langle V_\alpha | (W_{-2} V_1)(1) V_2(0) \rangle + \langle V_\alpha | V_1(1) (W_{-n} V_2)(0) \rangle
\]

This time one can exclude \( \langle W_{-2} V_1 \rangle \),

\[
\langle V_\alpha | (W_{-2} V_1)(1) V_2(0) \rangle = \left( \hat{w}_\alpha - w_1 - w_2 \right) \langle V_\alpha | V_1(1)V_2(0) \rangle - 2 \langle V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle,
\]

from this system:

\[
\langle W_{-n} V_\alpha | V_1(1) V_2(0) \rangle = \left( \hat{w}_\alpha + \frac{n(n+3)}{2} w_1 - w_2 \right) \langle V_\alpha | V_1(1)V_2(0) \rangle + n \langle V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle, \quad n > 0
\]

One can also express the r.h.s. through \( W_{-1} V_2 \) instead of \( W_{-1} V_1 \):

\[
\langle W_{-n} V_\alpha | V_1(1) V_2(0) \rangle = (n+1) \left( \hat{w}_\alpha + \frac{n}{2} w_1 - w_2 \right) \langle V_\alpha | V_1(1) V_2(0) \rangle + n \langle V_\alpha | V_1(1) (W_{-1} V_2)(0) \rangle, \quad n > 0
\]

Here we made use of relation

\[
\langle W_{-1} V_\alpha | V_1(1) V_2(0) \rangle = \left( \hat{w}_\alpha - w_1 - w_2 \right) \langle V_\alpha | V_1(1)V_2(0) \rangle + \langle V_\alpha | V_1(1) (W_{-1} V_2)(0) \rangle
\]

The difference with the Virasoro case is that there are now two structures at the r.h.s.

In fact, things are even more complicated. Indeed, eqs. (49) and (50) are written in a somewhat symbolical form which has a direct meaning only for the primary \( V_\alpha \). Otherwise, what is denoted by \( \hat{w}_\alpha V_\alpha \equiv W_0 V_\alpha \) is
not proportional to $V_\alpha$: this is why we put a hat over $w_\alpha$. For example, already for the very first descendants $L_{-1}V_\alpha$ and $W_{-1}V_\alpha$
\[
\hat{w}_{\alpha,L_{-1}} = W_0(L_{-1}V_\alpha) = w_\alpha(L_{-1}V_\alpha) + 2(W_{-1}V_\alpha),
\]
\[
\hat{w}_{\alpha,W_{-1}}V_\alpha = W_0(W_{-1}V_\alpha) = w_\alpha(W_{-1}V_\alpha) + \frac{9D}{2}(L_{-1}V_\alpha)
\]
are combinations of two different descendants (for the definition of $D$ see (111) and (112) below). This makes it more difficult to write down for a unified iteration formula like (49).

If $V_1$ and/or $V_2$ are not primaries, then additional terms should be kept in (47). We give just one example of a full formula, where neither $V_\alpha$, nor $V_1$, nor $V_2$ are assumed to be primaries:
\[
\langle W_{-1}V_\alpha|V_1(1)V_2(0)\rangle = \langle W_0V_\alpha|V_1(1)V_2(0)\rangle + 2\langle V_\alpha|W_0V_1(1)V_2(0)\rangle - \langle V_\alpha|V_1(1)W_0V_2(0)\rangle + \langle V_\alpha|W_1V_1(1)V_2(0)\rangle + \langle V_\alpha|V_1(1)W_1V_2(0)\rangle
\]
For three primaries the three terms in the first line combine into $w_\alpha + 2w_1 - w_2$ and the two last terms in the second line disappear, thus reproducing (49) with $n = 1$.

8.2 Γ-type vertices

8.2.1 Virasoro generators, eq. (34)

For primaries $V_3$ and $V_4$ and for $s = 2$ one gets from (34)
\[
\langle (L_{-n}V_\alpha)(0) V_3(1)V_4(\infty) \rangle = (n - 1)\Delta_3 \langle V_\alpha(0) V_3(1)V_4(\infty) \rangle - \langle V_\alpha(0) (L_{-1}V_2)(1) V_4(\infty) \rangle + \langle V_\alpha(0) V_3(1) L_{-n}V_4(\infty) \rangle
\]
Taking $n > 0$ and excluding
\[
\langle V_\alpha(0) (L_{-1}V_3)(1) V_4(\infty) \rangle = -\left(\Delta_\alpha + \Delta_3 - \Delta_4\right) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle
\]
from the resulting system, one obtains
\[
\langle (L_{-n}V_\alpha)(0) V_3(1)V_4(\infty) \rangle = \left(\Delta_\alpha + n\Delta_3 - \Delta_4\right) \langle V_\alpha(0) V_3(1)V_4(\infty) \rangle, \quad n > 0
\]
i.e. exactly the same relation as (111). Therefore, one also has
\[
\langle (L_{-n}V_\alpha)(0) V_3(1)V_4(\infty) \rangle = \langle V_\alpha(0) V_3(1)V_4(\infty) \rangle \prod_{i} \left(\Delta_\alpha + k_i\Delta_3 - \Delta_4 + \sum_{j<i} k_j\right), \quad n > 0
\]
and this validates the relation (36) for the Virasoro chiral algebra. Moreover, it follows from (34) with $n < 0$ and (55) that
\[
\langle V_\alpha(0) V_3(1) L_{-n}V_4(\infty) \rangle = \left(\Delta_4 + n\Delta_3 - \Delta_4\right) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle, \quad n > 0,
\]
Note that signs in the similar equations (113) and (55) are different. Like (33), eq. (55) (but not (56)) remains true when $V_1$ is any descendant, not only a primary.

8.2.2 $W^{(3)}$ generators, eq. (34)

Similarly, for $W^{(3)}$-generator and primary $V_3$ and $V_4$, eq. (34) with $s = 3$ implies that
\[
\langle (W_{-n}V_\alpha)(0) V_3(1)V_4(\infty) \rangle = \left(-\frac{(n - 2)(n - 1)}{2} w_3\right) \langle V_\alpha(0) V_3(1)V_4(\infty) \rangle + (n - 2) \langle V_\alpha(0) (W_{-1}V_3)(1) V_4(\infty) \rangle - \langle V_\alpha(0) (W_{-2}V_3)(1) V_4(\infty) \rangle - \langle V_\alpha(0) V_3(1) (W_nV_4)(\infty) \rangle
\]
Excluding $\langle W_{-2}V_3 \rangle$,
\[
\langle V_\alpha(0) (W_{-2}V_3)(1) V_4(\infty) \rangle = -\left(\hat{w}_\alpha + w_3 + w_4\right) \langle V_\alpha(0) V_3(1)V_4(\infty) \rangle - 2\langle V_\alpha(0) (W_{-1}V_3)(1) V_4(\infty) \rangle,
\]
from this system with \( n \geq 0 \), one obtains

\[
\left\langle (W_{-n}V_\alpha)(0) \ V_3(1) \ V_4(\infty) \right\rangle = \left( \hat{w}_\alpha - \frac{n(n-3)}{2} w_3 + w_4 \right) \left\langle V_\alpha(0) \ V_3(1) \ V_4(\infty) \right\rangle + n \left\langle V_\alpha(0) \ (W_{-1}V_3)(1) \ V_4(\infty) \right\rangle, \quad n > 0
\]  

(61)

Again one can express the r.h.s. through \( W_{-1}V_4 \) instead of \( W_{-1}V_3 \):

\[
\left\langle (W_{-n}V_\alpha)(0) \ V_3(1) \ V_4(\infty) \right\rangle = \left( \hat{w}_\alpha - \frac{n}{2} w_3 + w_4 \right) \left\langle V_\alpha(0) \ V_3(1) V_4(\infty) \right\rangle - n \left\langle V_\alpha(0) \ V_3(1) \ (W_{-1}V_4)(\infty) \right\rangle, \quad n > 0,
\]  

(62)

this time with the help of

\[
\left\langle V_\alpha(0) \ (W_{-1}V_3)(1) \ V_4(\infty) \right\rangle = \left( \hat{w}_\alpha - 2w_3 + w_4 \right) \left\langle V_\alpha(0) \ V_3(1) V_4(\infty) \right\rangle - \left\langle V_\alpha(0) \ V_3(1) \ (W_{-1}V_4)(\infty) \right\rangle
\]  

(63)

Comparison with [49] and [50] shows that there is no clear substitute of the relation [30], which holds in the simple form only for the Virasoro descendants. Note also that if one uses [59] to express \( \left\langle W_{-n}V_4 \right\rangle \) for \( n > 0 \), one obtains

\[
\left\langle V_\alpha(0) \ V_3(1) \ (W_{-n}V_4)(\infty) \right\rangle = \left( w_4 - \frac{n(n+3)}{2} w_3 + \hat{w}_\alpha \right) \left\langle V_\alpha(0) \ V_3(1) V_4(\infty) \right\rangle - n \left\langle V_\alpha(0) \ (W_{-1}V_3)(1) \ V_4(\infty) \right\rangle, \quad n > 0
\]  

(64)

which is very close, though still different from [49].

The counterpart of eq.[53] for three generic (not obligatory primary) operators is now

\[
\left\langle (W_{-1}V_\alpha)(0) \ V_3(1) V_4(0) \right\rangle = \left\langle (W_3V_\alpha)(0) \ V_3(1) V_4(0) \right\rangle + \left\langle V_\alpha(0) \ (W_3V_3)(1) V_4(0) \right\rangle + \left\langle V_\alpha(0) \ V_3(1) \ (W_0V_4)(0) \right\rangle + \left\langle V_\alpha(0) \ (W_{-1}V_3)(1) V_4(0) \right\rangle - \left\langle V_\alpha(0) \ V_3(1) \ (W_1V_4)(0) \right\rangle
\]  

(65)

For three primaries, the three terms in the first line combine into \( w_\alpha + w_3 + w_4 \) and the very last term in the second line disappears, thus reproducing [61] with \( n = 1 \). Note that, in variance with [53], there is no term \( \left\langle V_\alpha(0) \ (W_1V_3)(1) V_4(0) \right\rangle \) in the second line of [65]: this is specifics of our restriction to \( n = 1 \) in this example.

### 9 Example of free field calculation

Now we repeat the somewhat abstract calculations of the previous sections in the model of free fields, where all operators can be explicitly defined and their correlators can be explicitly calculated. This would help to illustrate formulas and also to check that they are correct. We also restrict consideration to particular correlators with \( W \)-operator found above. Since we did not go beyond the \( W(3) \) algebra, we need to consider only two free fields at most. Our final restriction is to the case of the central charge \( c = 2 \), i.e. \( \bar{Q} = 0 \): formulas are somewhat lengthy even in this case and overloading them further would jeopardize their use for illustrative purposes. An arbitrary \( Q \) appears only in our illustrations of correlators of Virasoro-descendants with a single free field. All generalizations are absolutely straightforward.

#### 9.1 Decomposition rule [24]

Let us begin from eq.[24]. The starting statement is that for \( \tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3 + \tilde{\alpha}_4 = 0 \) the correlator

\[
x^{-\tilde{\alpha}_1 \tilde{\alpha}_2} \left\langle e^{\tilde{\alpha}_1 \phi(x)} e^{\tilde{\alpha}_2 \phi(0)} e^{\tilde{\alpha}_3 \phi(\infty)} \right\rangle \sim (1 - x)^{\tilde{\alpha}_1 \tilde{\alpha}_2} = 1 - (\tilde{\alpha}_1 \tilde{\alpha}_2) x + \frac{(\tilde{\alpha}_1 \tilde{\alpha}_3)(\tilde{\alpha}_1 \tilde{\alpha}_3 - 1)}{2} x^2 + \ldots
\]  

(66)

can also be decomposed with the help of [19] as

\[
\left\langle e^{\tilde{\alpha}_1 \phi(x)} e^{\tilde{\alpha}_2 \phi(0)} e^{\tilde{\alpha}_3 \phi(\infty)} \right\rangle \sim \left\langle e^{\tilde{\alpha}_1 \tilde{\alpha}_3(\tilde{\alpha}_1 + \tilde{\alpha}_2) \phi(0)} e^{\tilde{\alpha}_3 \phi(1)} e^{\tilde{\alpha}_4 \phi(\infty)} \right\rangle + x \left\langle (\tilde{\alpha}_1 \partial \phi)(\tilde{\alpha}_1 + \tilde{\alpha}_2) \phi(0) \right\rangle + \frac{x^2}{2} \left\langle (\tilde{\alpha}_1 \partial \phi)^2 e^{\tilde{\alpha}_1 \tilde{\alpha}_2 \phi(0)} e^{\tilde{\alpha}_3 \phi(1)} e^{\tilde{\alpha}_4 \phi(\infty)} \right\rangle + \ldots
\]  

(67)
and further expanded in the Virasoro/W-algebra-related basis

\[
\left\langle \phi \, e^{\tilde{\alpha}_1 e^{(\hat{\alpha}_1+\hat{\alpha}_2)\phi}} e^{(\tilde{\alpha}_3+\tilde{\alpha}_4)\phi} \right\rangle = C_{\alpha_1,\alpha_2}^{\alpha_L-1} \left\langle \phi \, e^{(\hat{\alpha}_1+\hat{\alpha}_2)\phi} e^{(\tilde{\alpha}_3+\tilde{\alpha}_4)\phi} \right\rangle + \]

\[+ x \left\{ \right. \]
\[+ C_{\alpha_1,\alpha_2}^{\alpha_{L-1}} \left\langle \phi \, e^{(\hat{\alpha}_1+\hat{\alpha}_2)\phi} e^{(\tilde{\alpha}_3+\tilde{\alpha}_4)\phi} \right\rangle + \]
\[+ C_{\alpha_1,\alpha_2}^{\alpha_{L-2}} \left\langle \phi \, e^{(\hat{\alpha}_1+\hat{\alpha}_2)\phi} e^{(\tilde{\alpha}_3+\tilde{\alpha}_4)\phi} \right\rangle + \]
\[+ C_{\alpha_1,\alpha_2}^{\alpha_{L-1}} \left\langle \phi \, e^{(\hat{\alpha}_1+\hat{\alpha}_2)\phi} e^{(\tilde{\alpha}_3+\tilde{\alpha}_4)\phi} \right\rangle + \]
\[+ \left. \right\} + x^2 \left\{ \right. \]
\[+ C_{\alpha_1,\alpha_2}^{\alpha_{L-1}} \left\langle \phi \, e^{(\hat{\alpha}_1+\hat{\alpha}_2)\phi} e^{(\tilde{\alpha}_3+\tilde{\alpha}_4)\phi} \right\rangle + \]
\[+ C_{\alpha_1,\alpha_2}^{\alpha_{L-2}} \left\langle \phi \, e^{(\hat{\alpha}_1+\hat{\alpha}_2)\phi} e^{(\tilde{\alpha}_3+\tilde{\alpha}_4)\phi} \right\rangle + \]
\[+ \left. \right\} \]
\[+ \ldots \]

(68)

Our goal in this section is to show in detail how these two expansions match each other. This is important because free fields provide a rare example when not only the second expansion (68) can be explicitly written down, but also the first one, (66) is known, and one can see how sophisticated formula (68) manages to reproduce the simple answer (66), order by order in the \(x\) expansion.

9.1.1 The first-level term in the case of a single free field with \(c = 1\)

It is very simple to deal with the first-level term in the case when there is just a single field \(\phi\): then only the underlined terms contribute in \(68\), and, since

\[
(\hat{\alpha}_1 \partial e^{(\alpha_1+\alpha_2)\phi}) = \frac{\alpha_1}{\alpha_1 + \alpha_2} \left( \partial e^{(\alpha_1+\alpha_2)\phi} \right)(0)
\]

(69)

the structure constant in this case is simply

\[
C_{\alpha_1,\alpha_2}^{(\alpha_{L-1})} = \frac{\alpha_1}{\alpha_1 + \alpha_2} \delta_{\alpha_1+\alpha_2},
\]

(70)

Here there is a specific free field theory selection rule

\[
\alpha = \alpha_1 + \alpha_2
\]

(71)

We now need to calculate the triple vertex \(\gamma_{\alpha_1,\alpha_2}(L_{-1})\). From the general formula for a triple correlator of primaries,

\[
(V(z)V_3(z_3)V_4(z_4)) \sim \frac{1}{(z-z_3)^{\Delta+\Delta_4-\Delta_3}(z-z_4)^{\Delta+\Delta_4-\Delta_3}(z-z_3)(z-z_4)}
\]

(72)

it follows by taking z-derivative that

\[
\langle \partial V(z)V_3(z_3)V_4(z_4) \rangle = \frac{\Delta+\Delta_4-\Delta_3}{z-z_3} \langle V(z)V_3(z_3)V_4(z_4) \rangle \rightarrow \]

\[
\frac{\Delta+\Delta_4-\Delta_3}{z-z_3} \langle V(z)V_3(z_3)V_4(z_4) \rangle \quad z \to \infty \quad \Delta+\Delta_4-\Delta_3 \quad \Delta+\Delta_4 \quad (z-z_3)(z-z_4)
\]

(73)

i.e., in nice accordance with (44),

\[
\gamma_{\alpha_1,\alpha_2}(L_{-1}) = \Delta+\Delta_4-\Delta_3
\]

(74)

Thus matching of the two sides of (24) in this very particular case implies that

\[
-\alpha_1 \alpha_3 = \sum_{\alpha} C_{\alpha_1,\alpha_2}^{(\alpha_{L-1})} \gamma_{\alpha_1,\alpha_2}(L_{-1}) = \frac{\alpha_1(\Delta_{\alpha_1+\alpha_2} + \Delta_3-\Delta_4)}{\alpha_1 + \alpha_2}
\]

(75)
One now substitutes $\Delta_\alpha = \frac{\alpha^2}{2}$ and obtains
\begin{equation}
\Delta_{\alpha_1 + \alpha_2} + \Delta_3 - \Delta_4 = \frac{(\alpha_1 + \alpha_2)^2 + \alpha_3^2 - \alpha_4^2}{2} = \frac{(\alpha_3 + \alpha_4)^2 + \alpha_3^2 - \alpha_4^2}{2} = \alpha_3(\alpha_3 + \alpha_4) \tag{76}
\end{equation}
where at the first step the free field theory selection rule $\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 = 0$ is used. Using this rule once again, one obtains that (51) is indeed true.

This is an example of explicit calculation, which checks general formulas for triple vertices. Note that during this check the details of the model were important, especially the selection (charge conservation) rules. This is because we explicitly calculated all the correlators, what is possible only in a given model with all its specific properties. The relations which we want to illustrate, like (23) and (44) are model-independent, therefore our consideration can only illustrate and validate them, but not prove. The proof (derivation) was given in the previous section, it is instead a little more abstract.

Now we proceed to generalizations of this example. They go in three directions: to $Q \neq 0$, to higher descendant level (size of the Young diagram) and to several free fields and, hence, extended chiral algebras. We make only one step in each direction.

### 9.1.2 The first-level term in the case of a single free field with $c \neq 1$

This generalization is trivial. Nothing changes except for the formula for dimensions: $\Delta_\alpha = \frac{(\alpha - Q)^2 - Q^2}{2}$ and the selection rule $\alpha + \alpha_3 + \alpha_4 = 2Q$. Note that the other selection rule, $\alpha = \alpha_1 + \alpha_2$ remains intact. Then instead of (75) one gets
\begin{equation}
\Delta_{\alpha} + \Delta_3 - \Delta_4 = \Delta_{2Q-\alpha_3-\alpha_4} + \Delta_3 - \Delta_4 = \frac{(\alpha_3 + \alpha_4 - Q)^2 + (\alpha_3 - Q)^2 - (\alpha_4 - Q)^2 - Q^2}{2} = \alpha_3(\alpha_3 + \alpha_4 - 2Q) = -\alpha_3 - \alpha_3(\alpha_1 + \alpha_2),
\end{equation}

what after substitution into the r.h.s. of (75) makes it into identity.

### 9.1.3 The second-level term in the case of a single free field with $c = 1$

At this level, there are two independent operators $\circ (\partial \phi)^2 e^{\alpha \phi} \circ$ and $\circ \partial^2 \phi e^{\alpha \phi} \circ$. We want, however, to use another basis for linear decomposition of level-two operators: that formed by $L_{-2} \circ e^{\alpha \phi} \circ$ and $L_{-1} \circ e^{\alpha \phi} \circ$. To use this basis, one needs to find out how $L_{-1}^2$ acts on $\circ e^{\alpha \phi} \circ$. This follows from the operator product expansion
\begin{equation}
T(x)(L_{-1} \circ e^{\alpha \phi} \circ)(0) = \frac{1}{2} \circ (\partial \phi)^2(x) \circ \alpha \partial \phi e^{\alpha \phi}(0) \circ = \frac{\alpha^2}{2x^2} \circ e^{\alpha \phi}(0) \circ + \frac{\alpha^3 + 2\alpha}{2x^2} \circ \partial \phi e^{\alpha \phi}(0) \circ + \frac{\alpha}{x} \circ (\partial^2 \phi + \alpha(\partial \phi)^2)e^{\alpha \phi}(0) \circ + \ldots
\end{equation}

Picking up terms with various powers of $x$, one obtains that
\begin{equation}
L_1L_{-1} \circ e^{\alpha \phi} \circ = \frac{\alpha^2}{2} \circ e^{\alpha \phi} \circ = \Delta_\alpha \circ e^{\alpha \phi} \circ
\end{equation}
\begin{equation}
L_0L_{-1} \circ e^{\alpha \phi} \circ = \frac{\alpha^3 + 2\alpha}{2} \circ \partial \phi e^{\alpha \phi}(0) \circ = (\Delta_\alpha + 1)L_{-1} \circ e^{\alpha \phi} \circ
\end{equation}
\begin{equation}
L_{-1} \circ e^{\alpha \phi} \circ = \frac{\alpha}{x} \circ (\partial^2 \phi + \alpha(\partial \phi)^2)e^{\alpha \phi}(0) \circ + \ldots
\end{equation}
i.e. $L_1V_\alpha$ has dimension $\Delta_\alpha + 1$ and $L_{-1}^2$ acts on $V_\alpha$ as a second derivative. Both conclusions are actually true not only for primaries, and not only for the free field model. We also know from (5) that
\begin{equation}
L_{-2} \circ e^{\alpha \phi} \circ = \frac{1}{2} \circ (\partial \phi)^2 + \alpha \partial^2 \phi \circ e^{\alpha \phi} \circ
\end{equation}

Coming back to (77), at the second level one represents
\begin{equation}
\frac{1}{2} \circ (\partial \phi)^2 + \alpha_1 \partial^2 \phi \circ = C_{\alpha_1,\alpha_2}^{\alpha,L_{-2}} \circ \frac{1}{2} \circ (\partial \phi)^2 + \alpha \partial^2 \phi \circ + C_{\alpha_1,\alpha_2}^{\alpha,L_{-1}} \circ \alpha \partial^2 \phi + \alpha^2(\partial \phi)^2 \circ = \alpha \partial^2 \phi + \alpha^2(\partial \phi)^2 \circ
\end{equation}
which means that
\begin{equation}
C_{\alpha_1,\alpha_2}^{\alpha,L_{-2}} = \frac{\alpha_1(\alpha_1 - \alpha)}{1 - 2\alpha^2},
\end{equation}
\begin{equation}
C_{\alpha_1,\alpha_2}^{\alpha,L_{-1}} = \frac{\alpha_1(2\alpha_1 \alpha - 1)}{4\alpha^3 - 2\alpha}
\end{equation}
As the next step, one needs the corresponding triple vertices $\gamma$, which are
\[
\left\langle \left( L_{-2} \circ e^{(\tilde{\alpha}_1 + \tilde{\alpha}_2)\tilde{\phi}(0)} \right) \circ e^{3\tilde{\phi}(1)} \circ e^{4\tilde{\phi}(\infty)} \circ \rightangle = \left( \frac{\alpha_2^2}{2} - \alpha_3\alpha \right) \left\langle \circ e^{(\tilde{\alpha}_1 + \tilde{\alpha}_2)\tilde{\phi}(0)} \circ e^{3\tilde{\phi}(1)} \circ e^{4\tilde{\phi}(\infty)} \right\rangle
\]
\[
\left\langle \left( L_{-1} \circ e^{(\tilde{\alpha}_1 + \tilde{\alpha}_2)\tilde{\phi}(0)} \right) \circ e^{3\tilde{\phi}(1)} \circ e^{4\tilde{\phi}(\infty)} \circ \rightangle = \left( \alpha_3\alpha \right) \left\langle \circ e^{(\tilde{\alpha}_1 + \tilde{\alpha}_2)\tilde{\phi}(0)} \circ e^{3\tilde{\phi}(1)} \circ e^{4\tilde{\phi}(\infty)} \right\rangle
\]

Now we have everything to check, using (68), the matching condition between (66) and (67) at level two:
\[
\frac{(\alpha_1\alpha_2)(\alpha_1\alpha_3 - 1)}{2} = \left( \frac{\alpha_1(\alpha_1 - \alpha)}{1 - 2\alpha^2} \right) \left( \frac{\alpha_2^2}{2} - \alpha_3\alpha \right) + \left( \frac{\alpha_1(2\alpha_1 - \alpha - 1)}{4\alpha^3 - 2\alpha} \right) \left( \alpha_3\alpha^2 - \alpha_3\alpha \right)
\]

which is, indeed, correct provided $\alpha = \alpha_1 + \alpha_2$.

9.1.4 The first-level term in the case of two free fields with $c = 2$

In the case of several fields $(\tilde{\alpha}_1 \partial \tilde{\phi}) e^{(\tilde{\alpha}_1 + \tilde{\alpha}_2)\tilde{\phi}}$ is no longer a derivative of the exponential primary field. Already at the first level one needs to decompose it into several descendant operators. In the case of two fields, $r = 2$, we denote $\tilde{\alpha}_1 \partial \tilde{\phi}(z) = \alpha \phi_1(z) + \beta \phi_2(z)$. Then
\[
T(x) \circ e^{\tilde{\phi}(0)} \circ = \frac{1}{2} \circ \left( (\partial \tilde{\phi}_1)^2(x) + (\partial \tilde{\phi}_2)^2(x) \right) \circ \circ e^{(\alpha \phi_1 + \beta \phi_2)(0)} \circ = \frac{\alpha^2 + \beta^2}{2x^2} \circ e^{(\alpha \phi_1 + \beta \phi_2)(0)} \circ + \nonumber
\]
\[
+ \frac{1}{x} \circ (\alpha \partial \phi_1 + \beta \partial \phi_2) e^{(\alpha \phi_1 + \beta \phi_2)}(0) \circ + \circ \left( \frac{1}{2} (\partial \phi_1)^2 + \frac{1}{2} (\partial \phi_2)^2 + \alpha \partial^2 \phi_1 + \beta \partial^2 \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)}(0) \circ + O(x)
\]

At the same time, by definition of Virasoro operators $L_n$ acting on operators at point $z = 0$,
\[
T(x) \circ e^{\tilde{\phi}(0)} \circ = \sum_k \frac{1}{x^{k+2}} L_k \circ e^{\tilde{\phi}(0)} \circ
\]

thus, one obtains
\[
L_n \circ e^{\tilde{\phi}(0)} \circ = 0, \quad \text{for } n > 0,
\]
\[
L_0 \circ e^{\tilde{\phi}(0)} \circ = \Delta_{\alpha,\beta} \circ e^{\tilde{\phi}(0)} \circ = \frac{\alpha^2 + \beta^2}{2} \circ e^{\tilde{\phi}(0)} \circ
\]
\[
L_{-1} \circ e^{\tilde{\phi}(0)} \circ = \circ (\alpha \partial \phi_1 + \beta \partial \phi_2) e^{(\alpha \phi_1 + \beta \phi_2)} \circ
\]
\[
L_{-2} \circ e^{\tilde{\phi}(0)} \circ = \circ \left( \frac{1}{2} (\partial \phi_1)^2 + \frac{1}{2} (\partial \phi_2)^2 + \alpha \partial^2 \phi_1 + \beta \partial^2 \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} \circ
\]

However, already at the first level one does not obtain the complete basis enough to decompose arbitrary operator $\circ (A \partial \phi_1 + B \partial \phi_2) e^{\tilde{\phi}(0)} \circ$, only the particular direction $B/A = \beta/\alpha$ in this two-dimensional space is spanned by $L_{-1} \circ e^{\tilde{\phi}(0)} \circ$. The second vector in the basis, $W_{-1} \circ e^{\tilde{\phi}(0)} \circ$ is produced by the action of the $W(3)$ operator. Since we consider only the case of two fields, there will be no other $W$-operators and we denote it simply by $W(z)$. For $W^{(2)}(z)$ we already have a special notation: the stress tensor is nothing but $W^{(2)}(z) = T(z)$.

$W(z)$ is cubic in field derivatives $\partial \phi(z)$, and additional requirement is that the most singular term in its operator product expansion with $T(z)$ is absent. The stress tensor $T(z)$ is invariant under $SO(2)$ rotations of $\tilde{\phi}$, and this rotation freedom should be fixed in order to define $W(z)$ unambiguously. We require that this latter is symmetric under $\phi_2 \to -\phi_2$ and, therefore, antisymmetric under $\phi_1 \to -\phi_1$. This means that $W = (\partial \phi_1)^3 + h \partial \phi_1 (\partial \phi_2)^2$ with a single undefined parameter $h$. The operator product expansion is
\[
T(z)W(0) = \frac{3 + h}{z^4} \partial \phi_1(0) + \ldots
\]

and the additional requirement is that the most singular term with $z^{-4}$ is absent, or, to put it differently, that $W(z)$ is a primary of the Virasoro algebra. This defines $h$ to be $h = -3$,
\[
W(z) = W^{(3)}(z) \equiv (\partial \phi_1)^3 - 3 \partial \phi_1 (\partial \phi_2)^2 = \partial \phi_1 \left( (\partial \phi_1)^2 - 3(\partial \phi_2)^2 \right)
\]

and
\[
T(z)W(0) = \frac{3W(0)}{z^2} + \frac{\partial W(0)}{z} + \ldots
\]
so that the conformal dimension of \( W(z) \) is 3.

A counterpart of \((S5)\) for the \( W \)-operator is

\[
W(x) \circ e^{\vec{\alpha} \vec{\phi}(0)} = \frac{\alpha(\alpha^2 - 3 \beta^2)}{x^3} e^{(0 \circ \vec{\phi})(0)} + \frac{1}{x^2} \circ \left(3(\alpha^2 - \beta^2) \partial \phi_1 - 6 \alpha \beta \partial \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)(0)} + \frac{1}{x} \circ 3 \left(\alpha (\partial \phi_1)^2 - 2 \beta \partial \phi_1 \partial \phi_2 - \alpha (\partial \phi_2)^2 + (\alpha^2 - \beta^2) \partial^2 \phi_1 - 2 \alpha \beta \partial^2 \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} + O(1) \tag{91}
\]

Components (harmonics) of the \( W \)-operator are defined in direct analogy with the Virasoro generators in \((S6)\):

\[
W(x) \circ e^{\vec{\alpha} \vec{\phi}(0)} = \sum_k \frac{1}{x^{k+3}} W_k \circ e^{\vec{\alpha} \vec{\phi}(0)} \tag{92}
\]

and, therefore,

\[
W_0 \circ e^{\vec{\alpha} \vec{\phi}} = 0, \quad \text{for } n > 0,
\]

\[
W_{-1} \circ e^{\vec{\alpha} \vec{\phi}} = 3 \left( (\alpha^2 - \beta^2) \partial \phi_1 - 2 \alpha \beta \partial \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} \tag{93}
\]

\[
W_{-2} \circ e^{\vec{\alpha} \vec{\phi}} = 3 \left( (\alpha (\partial \phi_1)^2 - 2 \beta \partial \phi_1 \partial \phi_2 - \alpha (\partial \phi_2)^2 + (\alpha^2 - \beta^2) \partial^2 \phi_1 - 2 \alpha \beta \partial^2 \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} \nonumber
\]

Combining the relevant lines in \((S7)\) and \((23)\), one obtains that at level one

\[
\partial \phi_1 e^{(\alpha \phi_1 + \beta \phi_2)} = \frac{1}{3(\alpha^2 - \beta^2)} \left( 6 \alpha L_{-1} + W_{-1} \right) e^{(\alpha \phi_1 + \beta \phi_2)} \tag{94}
\]

\[
\partial \phi_2 e^{(\alpha \phi_1 + \beta \phi_2)} = \frac{1}{3 \beta (\alpha^2 - \beta^2)} \left( 3 (\alpha^2 - \beta^2) L_{-1} - \alpha W_{-1} \right) e^{(\alpha \phi_1 + \beta \phi_2)} \nonumber
\]

so that the operator which appears at the first level in \((67)\) can be represented as

\[
\partial \phi_1 e^{(\alpha \phi_1 + \beta \phi_2)} = \frac{\left( 6 \alpha \beta \partial \phi_1 + 3 (\alpha^2 - \beta^2) \beta_1 \right)}{3 \beta (\alpha^2 - \beta^2)} L_{-1} + \frac{\alpha_1 \beta - \alpha \beta_1}{3 \beta (\alpha^2 - \beta^2) W_{-1}} \circ e^{(\alpha \phi_1 + \beta \phi_2)} \tag{95}
\]

Therefore, we calculated the first two structure constants in \((68)\), in addition to the trivial one \( C_{\alpha_1 \alpha_2} = 1 \):

\[
C_{\alpha_1 \alpha_2} = \frac{\left( 6 \alpha \beta \partial \phi_1 + 3 (\alpha^2 - \beta^2) \beta_1 \right)}{3 \beta (\alpha^2 - \beta^2)}, \quad C_{\alpha_1 W_{-1}} = \frac{\alpha_1 \beta - \alpha \beta_1}{3 \beta (\alpha^2 - \beta^2)} \tag{96}
\]

Since we also know the explicit expressions for \( L_{-1} \circ e^{\vec{\alpha} \vec{\phi}} \) and \( W_{-1} \circ e^{\vec{\alpha} \vec{\phi}} \), one can explicitly evaluate the three-point functions

\[
\Gamma_{\vec{\alpha} \vec{\alpha} \vec{a}_4}(L_{-1}) \equiv \langle \left( L_{-1} \circ e^{\vec{\alpha} \vec{\phi}(0)} \right) \circ e^{\vec{\alpha} \vec{\phi}(1)} \circ e^{\vec{\alpha} \vec{\phi}(\infty)} \rangle = - \langle \vec{\alpha} \vec{\alpha} \vec{a}_3 \rangle \langle \vec{\alpha} \vec{\phi}(0) \circ e^{\vec{\alpha} \vec{\phi}(1)} \circ e^{\vec{\alpha} \vec{\phi}(\infty)} \rangle \tag{97}
\]

and

\[
\Gamma_{\vec{a}_3 \vec{a}_3 \vec{a}_4}(W_{-1}) \equiv \langle \left( W_{-1} \circ e^{\vec{\alpha} \vec{\phi}(0)} \right) \circ e^{\vec{\alpha} \vec{\phi}(1)} \circ e^{\vec{\alpha} \vec{\phi}(\infty)} \rangle = - \langle 3 \alpha (\alpha^2 - \beta^2) \alpha_3 - 6 \alpha \beta \beta_3 \rangle \langle \vec{\alpha} \vec{\phi}(0) \circ e^{\vec{\alpha} \vec{\phi}(1)} \circ e^{\vec{\alpha} \vec{\phi}(\infty)} \rangle \tag{98}
\]

Here we took into account that pairings with an operator at infinity give rise to an extra factor of \((0 - \infty)\) in denominator and, therefore, can be neglected. Pairings with an operator at \( z_3 = 1 \) produce a factor of
\[(z - z_3)^{-1} = -1,\] responsible for the minus sign in the both formulas. Thus,
\[
g_\alpha \bar{\alpha} \bar{\alpha}_3 \bar{\alpha}_4 (L_{-1}) = -(\alpha \alpha_3 + \beta \beta_3),
\]
\[
g_\alpha \bar{\alpha} \bar{\alpha}_3 \bar{\alpha}_4 (W_{-1}) = 3 \left( - (\alpha^2 - \beta^2) \alpha_3 + 2 \alpha \beta \beta_3 \right)
\]
These formulas are in accordance with (50) and (51) respectively, and this can serve as a check of those general expressions. Indeed, by (50)
\[
g_\alpha \bar{\alpha} \bar{\alpha}_3 \bar{\alpha}_4 (L_{-1}) = \Delta_\alpha + \Delta_{\bar{\alpha}} - \Delta_{\bar{\alpha}_3} = \frac{(\alpha_3^2 + \bar{\alpha}_3^2) + \alpha^2 - \bar{\alpha}^2}{2} = \bar{\alpha}_3 (\alpha_3 + \bar{\alpha}_3) = -\bar{\alpha} \bar{\alpha}_3
\]
where the selection rule \(\bar{\alpha} + \alpha_3 + \bar{\alpha}_4 = 0\) was used twice. Similarly, by (51)
\[
g_\alpha \bar{\alpha} \bar{\alpha}_3 \bar{\alpha}_4 (W_{-1}) = 3 \left( - (\alpha^2 - \beta^2) \alpha_3 + 2 \alpha \beta \beta_3 \right) w_\alpha + w_\bar{\alpha}_3 + w_{\bar{\alpha}_4} + 3 \left( (\alpha_3^2 - \beta^2) \alpha - 2 \alpha_3 \beta \beta \right),
\]
The last equality is, indeed, an identity provided \(\bar{\alpha} + \alpha_3 + \bar{\alpha}_4 = 0\). The last bracket at the r.h.s. is a direct counterpart of (58) for another position of the \(W_{-1}\) operator, which can also be explicitly evaluated in the free field theory:
\[
\left\langle \bar{\alpha} \bar{\alpha}_3 \bar{\alpha}_4 (0) \right| e^{\bar{\alpha}_3 \bar{\alpha}_4} (1) \right| e^{\bar{\alpha}_3 \bar{\alpha}_4} (\infty) \left\rangle = \right| \left( W_{-1} \bar{\alpha}_3 \bar{\alpha}_4 (0) \right| e^{\bar{\alpha}_3 \bar{\alpha}_4} (1) \right| e^{\bar{\alpha}_3 \bar{\alpha}_4} (\infty) \left\rangle \right\rangle
\]
Similarly to (58), only the pairings between operators at points \(z = 0\) and \(z_3 = 1\) are contributing. This time the derivative is taken w.r.t. \(z_3\), therefore, there is no overall minus sign.

Finally, one can combine (50) and (51) to obtain
\[
C_{\alpha_1 \alpha_2}^{L_{-1} \gamma} \gamma \bar{\alpha}_3 \bar{\alpha}_4 (L_{-1}) = \gamma \bar{\alpha}_3 \bar{\alpha}_4 (W_{-1}) = \frac{6 \alpha_3 \beta_1 + 3 (\alpha^2 - \beta^2) \beta_1}{3 \beta (3 \alpha^2 - \beta^2)} \]
\[
+ 3 \left( - (\alpha^2 - \beta^2) \alpha_3 + 2 \alpha \beta \beta_3 \right) \frac{\alpha \beta_1 - \alpha \beta_1}{3 \beta (3 \alpha^2 - \beta^2)} = -\alpha_1 \alpha_3 - \beta_1 \beta_3 = -\bar{\alpha}_1 \bar{\alpha}_3
\]
identically in \(\alpha\) and \(\beta\), and in accordance with (52).

9.1.5 Switching on \(c \neq 2\)

We do not fully repeat calculation in this case, because it adds nothing new. Of importance are the deformations of operators:
\[
T = \frac{(\partial \phi_1)^2 + (\partial \phi_2)^2}{2} + Q \partial^2 \phi_2,
\]
\[
W = \partial \phi_1 \left( (\partial \phi_1)^2 - 3 (\partial \phi_2)^2 \right) - \frac{3Q}{2} (\partial \phi_1 \partial^2 \phi_2 + 3 \partial \phi_2 \partial^2 \phi_1) - \frac{3Q^2}{2} \partial^3 \phi_2
\]
The central charge is \(c = 2(1 - 6 Q^2)\), and operator product expansion (90) remains intact. Further,
\[
T(x) \circ e^{\tilde{\phi}(0)} = \frac{\alpha^2 + \beta^2 - 2 Q \beta}{2x^2} \circ e^{\tilde{\phi}(0)} + \frac{1}{x} \circ \left( \partial e^{\tilde{\phi}} \right)(0) \circ + \sum_{k \geq 0} x^k \circ \left( \frac{\partial^k T}{k!} + \frac{\alpha \partial^{k+2} \tilde{\phi}}{(k+1)!} \right) e^{\tilde{\phi}(z_2)} \circ
\]
(105)
so that
\[
L_n \circ e^{\tilde{\alpha} \phi} = 0, \quad \text{for } n > 0,
\]
\[
L_0 \circ e^{\tilde{\alpha} \phi} = \Delta_{\alpha, \beta} \circ e^{\tilde{\alpha} \phi} = \frac{\alpha^2 + \beta^2 - 2Q\beta}{2} \circ e^{\tilde{\alpha} \phi} = \frac{\alpha^2 + \beta^2 - Q^2}{2} \circ e^{\tilde{\alpha} \phi}.
\]
\[
L_{-1} \circ e^{\tilde{\alpha} \phi} = \frac{1}{2} (\alpha \partial \phi_1 + \beta \partial \phi_2)e^{(\alpha \phi_1 + \beta \phi_2)} \circ
\]
\[
L_{-2} \circ e^{\tilde{\alpha} \phi} = \frac{1}{2} \left( \frac{\alpha}{2} (\partial \phi_1)^2 + \frac{\beta}{2} (\partial \phi_2)^2 + \alpha \partial^2 \phi_1 + (\beta + Q) \partial^2 \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} \circ
\]
\[
L_{-2} \circ e^{\tilde{\alpha} \phi} = \frac{1}{2} \left( \frac{\alpha}{2} (\partial \phi_1)^2 + \frac{\beta}{2} (\partial \phi_2)^2 + \alpha \partial^2 \phi_1 + (\beta + Q) \partial^2 \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} \circ
\]
\[
L_{-3} \circ e^{\tilde{\alpha} \phi} = \frac{1}{2} \left( \partial \phi_1 \partial^2 \phi_1 + \partial \phi_2 \partial^2 \phi_2 + \frac{\alpha}{2} \partial^3 \phi_1 + (\beta + Q) \partial^3 \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} \circ
\]
\[
(106)
\]
Similarly,
\[
W_n \circ e^{\tilde{\alpha} \phi} = 0, \quad \text{for } n > 0,
\]
\[
W_0 \circ e^{\tilde{\alpha} \phi} = w_{\alpha, \beta} \circ e^{\tilde{\alpha} \phi} = \alpha (\alpha^2 - 3\beta^2 + 6Q\beta - 3Q^2) \circ e^{\tilde{\alpha} \phi} = \alpha (\alpha^2 - 3\beta^2) \circ e^{\tilde{\alpha} \phi}.
\]
\[
W_{-1} \circ e^{\tilde{\alpha} \phi} = 3 \left( (\alpha^2 - \beta^2 + \frac{1}{2} Q) \alpha \partial \phi_1 - \frac{1}{2} (\beta - 3 Q) \partial \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} \circ
\]
\[
W_{-2} \circ e^{\tilde{\alpha} \phi} = 3 \left( \alpha (\partial \phi_1)^2 - 3\beta \partial \phi_1 \partial \phi_2 - \alpha (\partial \phi_2)^2 + (\alpha^2 - \beta^2 - Q\beta) \partial^2 \phi_1 - (2\beta - Q) \partial^2 \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} \circ
\]
\[
(107)
\]
It is often convenient to use shifted variables \( \tilde{\beta} = \beta - Q \), where the both eigenvalues are simple:
\[
\Delta = \frac{\alpha^2 + \beta^2 - Q^2}{2}, \quad w = \alpha (\alpha^2 - 3\beta^2)
\]
(108)
In this case the selection rule (conservation law) in an \( n \)-point correlator of exponentials is
\[
\sum_{i=1}^{n} \alpha_i = 0, \quad \sum_{i=1}^{n} \tilde{\beta}_i = (2-n)Q
\]
(109)
Repeated application of \( W \)-operator gives
\[
W_1 W_{-1} \circ e^{\tilde{\alpha} \phi} = 9(\alpha^2 + \beta^2 - 2Q\beta) \left( \alpha^2 + \beta^2 - 2Q\beta + \frac{3Q^2}{4} \right) \circ e^{\tilde{\alpha} \phi} = \frac{9D\Delta}{2} \circ e^{\tilde{\alpha} \phi} = \frac{9D}{2} L_{-1} \circ e^{\tilde{\alpha} \phi}
\]
Here
\[
D = 4 \left( \alpha^2 + \beta^2 - 2Q\beta + \frac{3Q^2}{4} \right) = 8 \left( \Delta_{\alpha, \beta} + \frac{3Q^2}{8} \right)
\]
(110)
is a peculiar quantity in the theory of \( W^{(3)} \) algebra.\(^3\) Next,
\[
W_0 W_{-1} \circ e^{\tilde{\alpha} \phi} = 3\alpha \left( \alpha^2 - 3\beta^2 + 6Q\beta - 3Q^2 \right) \left( \alpha^2 - \beta^2 + \frac{1}{2} Q \right) \partial \phi_1 - 2\alpha (\beta - \frac{3Q}{4}) \partial \phi_2 +
\]
\[
+ 18 \left( \alpha^2 + \beta^2 - 2Q\beta + \frac{3Q^2}{4} \right) (\alpha \partial \phi_1 + \beta \partial \phi_2) = \left( \frac{9D}{2} L_{-1} \right) \circ e^{\tilde{\alpha} \phi}
\]
\[
(113)
\]
where \( D \) is the same quantity \( \text{that appeared in (110)} \). Actually, these relations \( \text{and (113)} \) remain valid in generic theory with the \( W^{(3)} \) symmetry:
\[
W_0 W_{-1} \longrightarrow w_{W_{-1}} + \frac{9D}{2} L_{-1}, \quad W_1 W_{-1} \longrightarrow \frac{9D}{2} L_0,
\]
(114)
\(^3\) The factor 8 in the definition of \( D \) is related to our choice of normalization for \( \tilde{\alpha} \). In alternative normalization, accepted also in \( \text{[21]} \), with \( \alpha \) and \( Q \) multiplied by \( \sqrt{2} \) while \( W \) and \( w \) simultaneously divided by \( \sqrt{8} \), one would get instead of \( (111) \)
\[
D = \kappa \left( \Delta - \frac{1}{5} \right) + \frac{1}{5}, \quad \kappa = \left( 1 - \frac{15Q^2}{4} \right)^{-1}, \quad c = 2(1 - 2Q^2)
\]
(112)
In this case the \( \kappa \)-dependent factor is also included into the definition of the \( W^{(3)} \) operator: \( W \rightarrow \sqrt{\kappa} W \), so that the eigenvalues of the two operators are \( \Delta = \alpha^2 + \beta^2 - Q^2 \) and \( \alpha = \sqrt{\kappa} (\alpha^2 - 3\beta^2) \). With this choice \( D = \Delta \) when \( Q = 0 \) and \( c = 2 \). It is also natural from the point of view of the AGT relation: in this normalization \( Q \) coincides with the parameter \( \epsilon = \epsilon_1 + \epsilon_2 \) of Nekrasov functions, \( Q = \epsilon \).
where arrow means that the relation is true, if operators act on a primary. Finally,
\[
L_{-1}W_{-1} \circ e^{\Delta\phi} \circ = 3 \left( \alpha(\alpha^2 - \beta^2) + \frac{1}{2} Q \beta \right) (\partial \phi_1)^2 - \left( (\alpha^2 + \beta^2) \beta - \frac{1}{2} Q (3\alpha^2 + \beta^2) \right) \partial \phi_1 \partial \phi_2 - \frac{1}{2} \alpha \beta (4\beta - 3Q) (\partial \phi_2)^2 +
\]
\[
+ (\alpha^2 - \beta^2) + \frac{1}{2} Q \beta) \partial^2 \phi_1 - \frac{1}{2} \alpha (4\beta - 3Q) \partial^2 \phi_2 \right) e^{(\alpha \phi_1 + \beta \phi_2)} \circ = \partial \left( L_{-1} W_{-1} \circ e^{\Delta\phi} \circ \right)
\]
and
\[
\frac{1}{9} W_{-1} \circ e^{\Delta\phi} \circ = \left( \alpha^2 - \beta^2 + \frac{1}{2} Q \beta \right) \left( \alpha^2 - \beta^2 + 1 + \frac{1}{2} Q \beta \right) (\partial \phi_1)^2 -
\]
\[
- \left( 4\alpha \beta (\alpha^2 - \beta^2 - 1) + Q \alpha (-3\alpha^2 + 5\beta^2 + 3) - \frac{3}{2} Q^2 \alpha \beta \right) \partial \phi_1 \partial \phi_2 +
\]
\[
+ \left( 4\alpha^2 \beta^2 - \alpha^2 + \beta^2 - Q \beta (6\alpha^2 + 1) + \frac{9}{4} Q^2 \alpha^2 \right) (\partial \phi_2)^2 +
\]
\[
\left( 2\alpha (\alpha^2 + \beta^2) - Q \alpha \beta - \frac{3}{4} Q^2 \alpha \beta \right) \partial^2 \phi_1 + \left( 2\beta (\alpha^2 + \beta^2) - \frac{1}{2} Q (\alpha^2 + 7\beta^2) + \frac{5}{4} Q^2 \beta \right) \partial^2 \phi_2
\]
(115)

Evaluation of correlators of these operators with exponentials is straightforward: one simply substitutes field derivatives by the corresponding powers of \(\alpha\)-parameters from the counterpart exponential. Thus, one can easily check that the relations from s.8 are, indeed, correct in the free field model.

9.2 \(\bar{\Gamma}\) vertices, structure constants and Shapovalov matrix

We now proceed to a discussion of \(\bar{\Gamma}\) vertices. This time the check is more tedious: directly defined in the free field model are only the structure constants \(W\). They are related to the \(\bar{\Gamma}\) vertices through the Shapovalov matrix, which is, however, a much better studied and, hence, reliable object. It depends only on the \(\alpha\)-parameters of intermediate state. Moreover, in the free field model its determinant (Kac determinant) factorizes nicely according to the famous rule \(\alpha = m\alpha_+ + n\alpha_-\), which lies in the basis of the screening-operator approach building the CFT conformal blocks. As we mentioned in the Introduction, this subject has a direct relation to the AGT conjecture [13], but we leave it beyond the scope of the present discussion.

Our general formulas for the \(\bar{\Gamma}\)-type vertices are related to the structure constants evaluated for the free field model in the previous subsection through the Shapovalov matrix \(Q\). Therefore, in order to compare eqs. (44), (10) and (49) with (70), (82) and (93), one needs also explicit expressions for \(Q\). Fortunately, this is a simple part of the problem: the Shapovalov matrix is rather easy to calculate, if knowing the commutation relations for the chiral algebra.

9.2.1 One field, level one

This is a very simple case. The matrix is \(1 \times 1\), and its only element is
\[
\langle L_{-1}V_\alpha | L_{-1}V_\alpha \rangle = \langle V_\alpha | L_{-1}L_{-1}V_\alpha \rangle = \langle V_\alpha | \left( L_{-1}L_1 + 2L_0 \right) V_\alpha \rangle = 2\Delta_\alpha \langle V_\alpha | V_\alpha \rangle = 2\Delta_\alpha H_{\alpha\alpha} = 2\Delta_\alpha
\]
(117)

Here and in what follows we put \(H_{\alpha\alpha} = \langle V_\alpha | V_\alpha \rangle = 1\), because it appears as a common factor in all formulas.

Now one combines this with the basic relation (47) and with the explicitly evaluated structure constant (70) in the model of free fields, and obtains that, in this model,
\[
\gamma_{\alpha_1\alpha_2;\alpha}(L_{-1}) = C_{\alpha_1 L_{-1}}^{\alpha_2} \langle L_{-1}V_\alpha | L_{-1}V_{\alpha} \rangle = \delta_{\alpha_1 \alpha_2} \cdot \alpha_1 \alpha_2 \cdot \frac{2\alpha_1 \alpha_2 - 2Q}{2} = \alpha_1 (\alpha_1 + \alpha_2 - 2Q)
\]
(118)
in perfect agreement with (43), which predicts for this case
\[
\gamma_{\alpha_1\alpha_2;\alpha}(L_{-1}) = \Delta_\alpha + \Delta_1 - \Delta_2 \alpha_{\alpha_1 \alpha_2} \cdot \frac{(\alpha_1 + \alpha_2)^2 - 2Q (\alpha_1 + \alpha_2) + \alpha_1^2 - 2Q \alpha_1 - (\alpha_2^2 - 2Q \alpha_2)}{2} = \alpha_1 (\alpha_1 + \alpha_2 - 2Q)
\]
(119)

9.2.2 A check of relation (43)

One can also check in the free-field model the other important relation, (43):
\[
\langle V_\alpha | (L_{-1}V_1)(1) V_2(0) \rangle = \left( \Delta_\alpha - \Delta_1 - \Delta_2 \right) \langle V_\alpha | V_1(1) V_2(0) \rangle
\]
(120)
Take \( V_1 = \xi e^{\alpha_1 \phi} \otimes \) and \( V_2 = \xi e^{\alpha_2 \phi} \otimes \) Then, \( L_{-1} V_1 = \xi \alpha_1 \partial \phi e^{\alpha_1 \phi} \otimes = \partial V_1 \) and the operator product expansion \([19]\) in this case is simply
\[
\xi \alpha_1 \partial \phi e^{\alpha_1 \phi}(z) \xi \alpha_1 \alpha_2^{-1} e^{(\alpha_1 + \alpha_2)(0)} \xi + \xi \alpha_1 \alpha_2 \partial \phi e^{(\alpha_1 + \alpha_2)(0)} \xi + \ldots \tag{121}
\]
Note that the first term at the r.h.s. was originally \( \alpha_1 \alpha_2 e^{\alpha_1 \phi(z) = \alpha_2 \phi(0)} \xi \) and its expansion in powers of \( z \) makes all the terms in the series non-vanishing and produces a correction to the order-\( z \) term as well. Denoting also \( V_{\alpha} = \xi e^{\alpha \phi} \xi \) with \( \alpha = \alpha_1 + \alpha_2 \) so that \( L_{-1} V_{\alpha} = \alpha \xi \partial \phi e^{\alpha \phi} \xi \) one obtains
\[
(L_{-1} V_{\alpha})(z) V_{\alpha}(0) = z^{\alpha_1 \alpha_2^{-1}} \left( \alpha_1 \alpha_2 V_{\alpha}(0) + z \frac{\alpha_1 (1 + \alpha_1 \alpha_2)}{\alpha_1 + \alpha_2} L_{-1} V_{\alpha}(0) + \ldots \right) \tag{122}
\]
and
\[
\left( V_{\alpha} \mid (L_{-1} V_{\alpha})(1) V_{\alpha}(0) \right) = \alpha_1 \alpha_2 \left( V_{\alpha} \mid V_{\alpha}(0) \right) + \frac{\alpha_1 (1 + \alpha_1 \alpha_2)}{\alpha_1 + \alpha_2} \left( V_{\alpha} \mid L_{-1} V_{\alpha}(0) \right) + \ldots \tag{123}
\]
Since the operators at the r.h.s. are taken at point 0, the matrix elements are those of the Shapovalov matrix, which we already know up to level one. Substituting \( V_{\alpha} \) and \( L_{-1} V_{\alpha} \) for \( V_{\alpha} \), one gets
\[
\left( V_{\alpha} \mid (L_{-1} V_{\alpha})(1) V_{\alpha}(0) \right) = \alpha_1 \alpha_2 \delta_{\alpha, \alpha_1 + \alpha_2}, \tag{124}
\]
the coefficients at the r.h.s. of these formulas being equal to
\[
\alpha_1 \alpha_2 = \Delta_{\alpha} - \Delta_1 - \Delta_2 = \frac{(1 + \alpha_2)^2 - 2Q(1 + \alpha_2) + \alpha_1^2 - 2Q \alpha_1 + \alpha_2^2 - 2Q \alpha_2}{2} \tag{125}
\]
and
\[
\frac{\alpha_1 (1 + \alpha_1 \alpha_2)}{\alpha_1 + \alpha_2} \left( (1 + \alpha_2)^2 - 2Q(1 + \alpha_2) \right) = (1 + \alpha_1 \alpha_2) \alpha_1 (1 + \alpha_2 - 2Q) \tag{126}
\]
respectively, in full accordance with \([120]\). There is a product of two terms in the second line of \([126]\) because \([120]\) is a recursive relation:
\[
\left( L_{-1} V_{\alpha} \mid (L_{-1} V_{\alpha})(1) V_{\alpha}(0) \right) \overset{[120]}{=} \left( \Delta_{\alpha, L_{-1}} - \Delta_1 - \Delta_2 \right) \left( L_{-1} V_{\alpha} \mid V_{\alpha}(1) V_{\alpha}(0) \right) = \left. \left( \Delta_{\alpha, L_{-1}} - \Delta_1 - \Delta_2 \right) \Delta_{\alpha, \alpha_1 + \alpha_2} \right| V_{\alpha}(1) V_{\alpha}(0) \right) \tag{127}
\]
Note that all the signs in these formulas are absolutely essential for the free-field calculation to get through – this is how we use free fields to validate \([11] \) and \([13]\).

### 9.2.3 One field, level two

At level two the Shapovalov matrix is of the size \( 2 \times 2 \), with the elements
\[
\left( L_{-2} V_{\alpha} \mid L_{-2} V_{\alpha} \right) \overset{[52]}{=} \left( V_{\alpha} \mid L_{-2} L_{-1} V_{\alpha} \right) \overset{[0]}{=} \left( V_{\alpha} \right| \left( L_1 L_{-1} L_1 L_{-1} + 2 L_1 L_0 L_{-1} \right) V_{\alpha} \right) =
\]
\[
= \left( V_{\alpha} \right| \left( 2 L_1 L_{-1} + 2 L_1 L_{-1} + 2 L_1 L_{-1} \Delta_0 \right) V_{\alpha} \right) \overset{[87]}{=} 8 \Delta_0^2 + 4 \Delta_0 \left( V_{\alpha} \mid V_{\alpha} \right) = 8 \Delta_0^2 + 4 \Delta_0 \tag{128}
\]
\[
\left( L_{-2} V_{\alpha} \mid L_{-2} V_{\alpha} \right) \overset{[52]}{=} \left( V_{\alpha} \mid L_{-2} L_{-2} V_{\alpha} \right) \overset{[0]}{=} \left( V_{\alpha} \right| \left( L_2 L_2 + \frac{1}{2} - 6 Q^2 + 4 L_0 \right) V_{\alpha} \right) \overset{[87]}{=} \frac{1}{2} - 6 Q^2 + 4 \Delta_0
\]
\[
\left( L_{-2} V_{\alpha} \mid L_{-2} V_{\alpha} \right) = \left( L_{-2} V_{\alpha} \mid L_{-2} L_{-2} V_{\alpha} \right) \overset{[52]}{=} \left( V_{\alpha} \mid L_1 L_1 L_{-2} V_{\alpha} \right) \overset{[6]}{=} 3 \left( V_{\alpha} \right| L_1 L_{-1} V_{\alpha} \right) = 6 \Delta_0.
\]
Using this expression and the structure constants generalizing \([52]\) for \( c \neq 1 \), one can calculate the \( \tilde{\Gamma} \)-vertices: \[
{\overline{\gamma}}_{\alpha_1 \alpha_2 \alpha_3} \left( L_{-2} \right) = C^L_{\alpha_1 \alpha_2 \alpha_3} \left( L_{-2} V_{\alpha} \mid L_{-2} V_{\alpha} \right) + C^L_{\alpha_1 \alpha_2 \alpha_3} \left( L_{-2} V_{\alpha} \mid L_{-2} L_{-2} V_{\alpha} \right) =
\]
\[
= \left( \frac{\alpha_1 \alpha_2}{2 \alpha (\alpha + Q) - 1} \right) \left( \frac{1}{2} + 4 \alpha (\alpha - 2Q) - 6 Q^2 \right) + \left( \frac{\alpha_1 (2 \alpha (\alpha + Q) - 1)}{2 \alpha (2 \alpha (\alpha + Q) - 1)} \right) \left( 6 \frac{\alpha (\alpha - 2Q)}{2} \right) = \frac{\alpha_1}{2} (3 \alpha_1 + 2 \alpha_2 - 6 Q) \tag{129}
\]
and
\[ \bar{\gamma}_{\alpha_1\alpha_2;\alpha}(L_2^-) = \frac{\alpha_1\alpha_2}{2a(a + Q) - 1} \left( \frac{6\alpha(\alpha - 2Q)}{2} + \frac{\alpha_1(2\alpha_1(\alpha + Q) - 1)}{2a(2(\alpha(\alpha + Q) - 1)} \right) \left( \frac{4\alpha(\alpha - 2Q)}{2} + \frac{2\alpha(\alpha - 2Q)}{2} + 1 \right) = (130) \]
\[ = \alpha_1(\alpha_1^2 + \alpha_1\alpha_2 - 2\alpha_1Q + 1)(\alpha_1 + \alpha_2 - 2Q) \]
which agree with \( 144 \) predicting in this case
\[ \bar{\gamma}_{\alpha_1\alpha_2;\alpha}(L_2^-) = \Delta_\alpha + 2\Delta_1 - \Delta_2 \]
\[ = \frac{\alpha_1}{2}(3\alpha_1 + 2\alpha_2 - 6Q) \] (131)

and
\[ \bar{\gamma}_{\alpha_1\alpha_2;\alpha}(L_2^-) = (\Delta_\alpha + \Delta_1 - \Delta_2)(\Delta_\alpha + \Delta_1 - \Delta_2 + 1) \]
\[ \times \left( \frac{(\alpha_1 + \alpha_2)^2 - 2Q(\alpha_1 + \alpha_2) + \alpha_1^2 - 2Q\alpha_1 - (\alpha_2^2 - 2Q\alpha_2)}{2} \right) + \]
\[ = \alpha_1(\alpha_1^2 + \alpha_1\alpha_2 - 2\alpha_1Q + 1)(\alpha_1 + \alpha_2 - 2Q) \] (132)

9.2.4 Two fields, level one

This time the Shapovalov matrix is also \( 2 \times 2 \), but of course very different from \( 125 \). Moreover, this time to calculate it, one needs commutation relations for the \( W \) algebra. The result reads
\[ Q = \begin{pmatrix} 2\Delta & 3w \\ 3w & 9D\Delta/2 \end{pmatrix} \] (133)

Again, one can calculate the \( \bar{\Gamma} \)-vertices using this matrix and generalizing \( 90 \) for \( c \neq 2 \):
\[ \bar{\gamma}_{\alpha_1\alpha_2;\alpha}(L_2^-) = C_{\alpha_1\alpha_2}^{\alpha_1\alpha_2}(L_2^-) \]
\[ = \left( \frac{-4\alpha_1\alpha_2 + 3\alpha_1\alpha Q - 2\beta_1\alpha_2^2 + 2\beta_1^2 - \beta_1 Q\beta}{-6\alpha^2 + 3\alpha^2Q + 2\beta^2 - Q\beta^2} \right) \left( \frac{2\alpha(\alpha - 2Q)}{2} \right) + \]
\[ + \left( \frac{2(\alpha_1\beta - \alpha_1\beta)}{3(-6\alpha^2\beta + 3\alpha^2Q + 2\beta^2 - Q\beta^2)} \right) \left( \frac{3Q(\alpha^2 - 3\beta^2 + 6Q\beta - 3Q^2)}{2} \right) = \]
\[ \frac{\alpha^2 + \beta^2 + \alpha_1^2 + \beta_1^2 - \alpha_2^2 - \beta_2^2 - 2Q\beta - 2Q\beta_1 + 2Q\beta_2}{2} \] (134)

which agree with \( 144 \)
\[ \bar{\gamma}_{\alpha_1\alpha_2;\alpha}(L_2^-) = \Delta_\alpha + \Delta_1 - \Delta_2 \]
\[ = \frac{\alpha_1(\alpha_1^2 + \alpha_1\alpha_2 - 2\alpha_1Q + 1)(\alpha_1 + \alpha_2 - 2Q)}{2} \] (135)
At the same time, the second vertex allows one to calculate \( \langle V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle \). Indeed, from the Shapovalov matrix and the structure constants one obtains

\[
\gamma_{\alpha_1 \alpha_2 \alpha}(W_{-1}) = C_{\alpha_1 \alpha_2}^{\alpha} \langle W_{-1} V_\alpha | L_{-1} V_\alpha \rangle + C_{\alpha_1 \alpha_2}^{W_{-1}} \langle W_{-1} V_\alpha | W_{-1} V_\alpha \rangle = \\
\left( \frac{-4 \alpha_1 \alpha_2 + 3 \alpha_1 \alpha Q - 2 \beta_1 \alpha^2 + 2 \beta_1 \beta^2 - \beta_1 Q \beta}{-6 \alpha^2 \beta + 3 \alpha^2 Q + 2 \beta^3 - Q \beta^2} \right) (3 \alpha (\alpha^2 - 3 \beta^2 + 6 Q \beta - 3 Q^2)) + \\
+ \left( \frac{2 (\alpha \beta_1 - \alpha \beta)}{3 (-6 \alpha^2 \beta + 3 \alpha^2 Q + 2 \beta^3 - Q \beta^2)} \right) \left( \frac{9 \alpha (\alpha - 2 Q)}{4} \right) \left( \frac{8 \alpha (\alpha - 2 Q)}{2} + 3 Q^2 \right) = \\
\frac{6 \alpha_1 \alpha^2 - 12 \beta_1 \alpha \beta - 6 \beta^2 \alpha_1 - 18 \alpha_1 Q^2 + 15 Q \alpha \beta_1 + 21 Q \alpha \beta}{2} \\
= w + 2 w_1 - w_2 + \frac{3}{2} \alpha \beta_1 Q - 6 \alpha_1 \beta_1 Q - 6 \beta_1 \alpha_1 + 9 \alpha_1 \beta_1^2 + \frac{9}{2} \alpha_1 \beta Q + 3 \alpha_1^2 - 3 \alpha_1^3 - 3 \alpha_1^2 = \\
= w - w_1 - w_2 + (3(\alpha_1^2 - \beta_1^2) \alpha - 6 \alpha_1 \beta_1 \beta) + \frac{3}{2} Q (\alpha \beta_1 + 8 \alpha_1 \beta_1 + 3 \alpha_1 \beta - 6 \alpha_1 Q)
\]

Now, using (49) and (51), one gets

\[
\langle V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle = 3 \left[ \frac{\alpha \beta Q}{2} - 2 \alpha_1 \beta_1 Q - 2 \beta_1 \alpha_1 + 3 \alpha_1 \beta_1^2 + \frac{3}{2} \alpha_1 \beta Q + \alpha_1^2 - \alpha_1^3 - \alpha_1 \beta_1^2 \right] \langle V_\alpha | V_1(1) V_2(0) \rangle \\
\langle V_\alpha | V_1(1) (W_{-1} V_2)(0) \rangle = 3 \left[ \left( \frac{(\alpha_1^2 - \beta_1^2) \alpha - 2 \alpha_1 \beta_1 \beta}{2} + \frac{Q}{2} (\alpha \beta_1 + 8 \alpha_1 \beta_1 + 3 \alpha_1 \beta - 6 \alpha_1 Q) \right) \langle V_\alpha | V_1(1) V_2(0) \rangle \right]
\]

The latter expression coincides with the \( \Gamma \)-vertex \( \langle V_\alpha(0)(W_{-1} V_1)(1) V_2(\infty) \rangle \) in (102) at \( Q = 0 \). For the special state \( V_1(1), \Gamma \) one obtains

\[
\langle V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle = \frac{3 w_1}{2 \Delta_1} (\Delta - \Delta_1 - \Delta_2), \quad \langle V_\alpha | V_1(1) (W_{-1} V_2)(0) \rangle = -\frac{3 w_1}{2 \Delta_1} (\Delta + \Delta_1 - \Delta_2)
\]

The first expression is in complete agreement with (102), while the second one again coincides with \( \langle V_\alpha(0)(W_{-1} V_1)(1) V_2(\infty) \rangle \), see (176).

9.2.5 Two fields, level two

In this case the Shapovalov matrix is much more involved:
| $Q_{\alpha}(\mathcal{Y},\mathcal{Y}')$ | $L_{-2}V_\alpha$ | $L^2_{-1}V_\alpha$ | $L_{-1}W_{-1}V_\alpha$ | $W_{-2}V_\alpha$ | $W^2_{-1}V_\alpha$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| $L_{-2}V_\alpha$ | $4\Delta + 1 - 6Q^2$ | $6\Delta$ | $9w$ | $6w$ | $\frac{45D\Delta}{2}$ |
| $L^2_{-1}V_\alpha$ | $6\Delta$ | $4\Delta(2\Delta + 1)$ | $6w(2\Delta + 1)$ | $12w$ | $9(3D\Delta + 2w^2)$ |
| $L_{-1}W_{-1}V_\alpha$ | $9w$ | $6w(2\Delta + 1)$ | $9(D\Delta^2 + D\Delta + w^2)$ | $18D\Delta$ | $\frac{27 Dw}{2}(2\Delta + 3)$ |
| $W_{-2}V_\alpha$ | $6w$ | $12w$ | $18D\Delta$ | $72\Delta \left( \Delta + 1 - \frac{3Q^2}{2} \right)$ | $108w \left( 3\Delta + 1 - \frac{3Q^2}{2} \right)$ |
| $W^2_{-1}V_\alpha$ | $\frac{45D\Delta}{2}$ | $9(3D\Delta + 2w^2)$ | $\frac{27 Dw}{2}(2\Delta + 3)$ | $108w \left( 3\Delta + 1 - \frac{3Q^2}{2} \right)$ | $\frac{81}{4}D^2\Delta(2\Delta + 1) + \frac{162}{16}\left( D\Delta(\Delta + 1) + 4w^2 \right)$ |

However, using formulas of s.9.1.5 for the structure constants, one can repeat the calculations of the previous subsections in this case too. We do not list the formulas here because of their complexity.

Note that in $\alpha$-parametrization the determinant of the Shapovalov matrix (Kac determinant) factorizes, as usual:

$$\det Q = \frac{3^8}{4} \left\{ (4\bar{\beta}^2 - Q^2) \left( (\bar{\beta} + Q)^2 - 3\alpha^2 \right) \left( (\bar{\beta} - Q)^2 - 3\alpha^2 \right) \right\}^2 \left( 2\bar{\beta}^2 + 3Q\bar{\beta} + Q^2 - 1 \right) \left( 2\bar{\beta}^2 - 3Q\bar{\beta} + Q^2 - 1 \right).$$

$$\cdot \left( 4 + 12\bar{\beta}Q^3 + 6\bar{\beta}Q - 6\bar{\beta}Q - 18\alpha^2\bar{\beta}Q - 15\alpha^2Q^2 - 12\alpha^2 - 4\bar{\beta}^2 - 4Q^2 - 6\alpha^2\bar{\beta}^2 + 13\bar{\beta}^2Q^2 + \bar{\beta}^4 + 4Q^4 + 9\alpha^4 \right) \cdot \left( 4 - 12\bar{\beta}Q^3 - 6\bar{\beta}Q + 6\bar{\beta}Q + 18\alpha^2\bar{\beta}Q - 15\alpha^2Q^2 - 12\alpha^2 - 4\bar{\beta}^2 - 4Q^2 - 6\alpha^2\bar{\beta}^2 + 13\bar{\beta}^2Q^2 + \bar{\beta}^4 + 4Q^4 + 9\alpha^4 \right).$$

See [21] for further details.

## 10 Summary for the needs of AGT considerations

### 10.1 Collection of recursion relations

We list here a few concrete expressions from s.8 which are used in [19] and [21] for the study of AGT relations [15] between conformal blocks and Nekrasov functions. These are recurrent relations, directly applicable to primaries, and should be iterated if applied to descendants. They are different the $\bar{\Gamma}$- and $\Gamma$-type triple vertices. The fields $V_1, V_2, V_3, V_4$ are assumed below to be Virasoro and $W^{(3)}$ primaries respectively.

**Virasoro sector:**

$$\langle L_{-n}V_{\bar{\alpha}} \mid V_1(1)V_2(0) \rangle \overset{\text{[14]}}{=} \left( \Delta_{\bar{\alpha}} + n\Delta_1 - \Delta_2 \right) \langle V_{\bar{\alpha}} \mid V_1(1)V_2(0) \rangle, \quad n > 0 \quad (139)$$

$$\langle (L_{-n}V_{\bar{\alpha}})(0) V_3(1)V_4(\infty) \rangle \overset{\text{[16]}}{=} \left( \Delta_{\bar{\alpha}} + n\Delta_3 - \Delta_4 \right) \langle V_{\bar{\alpha}}(0) V_3(1)V_4(\infty) \rangle, \quad n > 0 \quad (140)$$
Also of use are the two particular examples where no operator s are assumed to be primaries:

\[ \langle V_\alpha \mid (L_{-1}V_1)(1) V_2(0) \rangle = (\Delta_\alpha - \Delta_1 - \Delta_2) \langle V_\alpha \mid V_1(1) V_2(0) \rangle \]

and

\[ \langle V_\alpha(0) (L_{-1}V_3)(1) V_4(\infty) \rangle = -\left(\Delta_\alpha + \Delta_3 - \Delta_4\right) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle \]

The last two relations hold when \( V_1 \) and \( V_3 \) are arbitrary operators, not obligatory primaries.

**\( W^{(3)} \)-operator sector:**

\[
\langle W_{-n}V_\alpha|V_1(1) V_2(0) \rangle = \langle W_0 V_\alpha|V_1(1) V_2(0) \rangle + \left(\frac{n(n + 3)}{2}w_1 - w_2\right) \langle V_\alpha|V_1(1) V_2(0) \rangle + n \langle V_\alpha|(W_{-1}V_1)(1) V_2(0) \rangle, \quad n > 0
\]

\[
\langle (W_{-n}V_\alpha)(0) V_3(1) V_4(\infty) \rangle = \langle (W_0V_\alpha)(0) V_3(1) V_4(\infty) \rangle + \left(-\frac{n(n - 3)}{2}w_3 + w_4\right) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle + n \langle V_\alpha(0) (W_{-1}V_3)(1) V_4(\infty) \rangle, \quad n > 0
\]

Also of use are the two particular examples where no operators are assumed to be primaries:

\[
\langle W_{-1}V_\alpha|V_1(1) V_2(0) \rangle = \langle W_0 V_\alpha|V_1(1) V_2(0) \rangle + 2 \langle V_\alpha|(W_0 V_1)(1) V_2(0) \rangle - \langle V_\alpha|V_1(1) (W_0 V_2)(0) \rangle + \langle V_\alpha|(W_{-1}V_1)(1) V_2(0) \rangle + \langle V_\alpha|(W_1V_1)(1) V_2(0) \rangle + \langle V_\alpha|V_1(1) (W_1 V_2)(0) \rangle
\]

and

\[
\langle (W_{-1}V_\alpha)(0) V_3(1) V_4(0) \rangle = \langle (W_0 V_\alpha)(0) V_3(1) V_4(0) \rangle + \langle V_\alpha(0) (W_0 V_3)(1) V_4(0) \rangle + \langle V_\alpha(0) V_3(1) (W_0 V_4)(0) \rangle + \langle V_\alpha(0) V_3(1) (W_1 V_4)(0) \rangle - \langle V_\alpha(0) V_3(1) (W_1 V_4)(0) \rangle
\]

and two relations, analogous to (141) and (142).

\[
\langle V_\alpha|(W_{-2}V_1)(1) V_2(0) \rangle = \left(\hat{w}_\alpha - w_1 - w_2\right) \langle V_\alpha|V_1(1) V_2(0) \rangle - 2 \langle V_\alpha|(W_{-1}V_1)(1) V_2(0) \rangle
\]

and

\[
\langle V_\alpha(0) (W_{-2}V_3)(1) V_4(\infty) \rangle = -\left(\hat{w}_\alpha + w_3 + w_4\right) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle - 2 \langle V_\alpha(0) (W_{-1}V_3)(1)V_4(\infty) \rangle
\]

Actually, for evaluation of conformal blocks in [21] one needs particular versions of these formulas. On one hand, one needs them only at low levels, \( n \leq 2 \), on the other hand, one needs them adjusted to imposing the **speciality condition** on some of the states (which we choose to be \( V_1 \) and \( V_3 \)). This condition needs to be imposed on the vertex operators, if one wants to unambiguously evaluate all conformal blocks without specifying a conformal model. Otherwise, in the theory with the \( W^{(3)} \)-chiral algebra our recursion relations allow one only to reduce arbitrary triple vertices to the two sets \( \langle V_\alpha| (W_{\pm 1} V_1)(1) V_2(0) \rangle \) and \( \langle V_\alpha(0) (W_{\pm 1} V_3)(1) V_4(\infty) \rangle \) which are arbitrary parameters, depending on the particular model. The **speciality condition** expresses \( W_{-1}V_{1,3} \) through \( L_{-1}V_{1,3} \) and gets rid of the uncertainty for the restricted set of conformal blocks: the \( m \)-point conformal blocks with \( m = 2 \) special external legs are unambiguously dictated by the \( W^{(3)} \) symmetry. Of course, in the given conformal model all the conformal blocks are unambiguously defined, but they are not all dictated by symmetry and, therefore, are pretty hard to evaluate – of course, if the model is not that of the free fields. In the remaining part of this section we convert the recursion relations (139)-(148) into the form relevant for [21].

**10.2 \( \Xi \)-type vertices (bilinear forms)**

**10.2.1 Six simple cases**

Directly from (139) and (143) for three primaries \( V_\alpha, V_1, W_2 \) one obtains

\[
\langle L_{-1}V_\alpha \mid V_1(1) V_2(0) \rangle = \left(\Delta_\alpha + \Delta_1 - \Delta_2\right) \langle V_\alpha \mid V_1(1)V_2(0) \rangle,
\]

(149)
\[
\langle W_{-1} V_\alpha | V_1(1) V_2(0) \rangle = (w_\alpha + 2w_1 - w_2) \langle V_\alpha | V_1(1) V_2(0) \rangle + \langle V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle
\] (150)

\[
\langle L_{-2} V_\alpha \mid V_1(1)V_2(0) \rangle = (\Delta_\alpha + 2\Delta_1 - \Delta_2) \langle V_\alpha \mid V_1(1)V_2(0) \rangle,
\] (151)

\[
\langle W_{-2} V_\alpha | V_1(1) V_2(0) \rangle = (w_\alpha + 5w_1 - w_2) \langle V_\alpha | V_1(1) V_2(0) \rangle + 2\langle V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle
\] (152)

In two iterations of (139)

\[
\langle L_{-1}^2 V_\alpha \mid V_1(1)V_2(0) \rangle = (\Delta_\alpha + 1 + \Delta_1 - \Delta_2) \langle L_{-1} V_\alpha \mid V_1(1)V_2(0) \rangle = \langle V_\alpha \mid V_1(1)V_2(0) \rangle
\] (153)

In two iterations from (139) and (150)

\[
\langle L_{-1} W_{-1} V_\alpha \mid V_1(1)V_2(0) \rangle = (\Delta_\alpha + 1 + \Delta_1 - \Delta_2) \langle W_{-1} V_\alpha \mid V_1(1)V_2(0) \rangle = \langle V_\alpha \mid V_1(1)V_2(0) \rangle
\] (154)

In the last equality we used the fact that dimension \(\Delta(W_{-1} V_\alpha) = \Delta_\alpha + 1\). Underlined are the \(\bar{\Gamma}\)-vertices in the answers, which are different from \(\langle V_\alpha | V_1(1) V_2(0) \rangle\).

### 10.2.2 The difficult case: \(W^2_{-1}\)

For three primaries \(V_\alpha, V_1, W_2\) and for \(V_\alpha = W_{-1} V_\alpha\) it follows immediately from (143):

\[
\langle W^2_{-1} V_\alpha | V_1(1) V_2(0) \rangle = \]

\[
\equiv \langle W_0 W_{-1} V_\alpha | V_1(1) V_2(0) \rangle + 2\langle W_{-1} V_\alpha | (W_0 V_1)(1) V_2(0) \rangle - \langle W_{-1} V_\alpha | V_1(1) (W_0 V_2)(0) \rangle + \]

\[
+ \langle W_{-1} V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle + \langle W_{-1} V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle + \langle W_{-1} V_\alpha | V_1(1) (W_1 V_2)(0) \rangle = \]

\[
= \langle W_0 W_{-1} V_\alpha | V_1(1) V_2(0) \rangle + (2w_1 - w_2) \langle W_{-1} V_\alpha | V_1(1) V_2(0) \rangle + (W_{-1} V_\alpha | W_{-1} V_1)(1) V_2(0) \rangle
\] (155)

The first term at the r.h.s. can be handled with the help of (114), while (150) is directly applicable to the second term. To handle the last term, one applies the same (143) but with non-primary \(V_1 \rightarrow W_{-1} V_1\) and primary \(V_\alpha = V_\alpha\):

\[
\langle W_{-1} V_\alpha | (W_{-1} V_1)(1) V_2(0) \rangle = \]

\[
\equiv \langle W_0 V_\alpha | W_{-1} V_1(1) V_2(0) \rangle + 2\langle V_\alpha | (W_0 W_{-1} V_1)(1) V_2(0) \rangle - \langle V_\alpha | W_{-1} V_1(1) (W_0 V_2)(0) \rangle + \]

\[
+ \langle V_\alpha | (W^2_{-1} V_1)(1) V_2(0) \rangle + \langle V_\alpha | (W_{-1} W_{-1} V_1)(1) V_2(0) \rangle + \langle V_\alpha | W_{-1} V_1(1) (W_1 V_2)(0) \rangle = \]

\[
= (w_\alpha - w_2) \langle V_\alpha | W_{-1} V_1(1) V_2(0) \rangle + 2\langle V_\alpha | (W_0 W_{-1} V_1)(1) V_2(0) \rangle + \langle V_\alpha | (W^2_{-1} V_1)(1) V_2(0) \rangle + \]

\[
+ \langle V_\alpha | (W_{-1} W_{-1} V_1)(1) V_2(0) \rangle
\] (156)

The next step is to substitute

\[
W_0 W_{-1} \rightarrow w W_{-1} + \frac{9D}{2} L_{-1}, \quad W_1 W_{-1} \rightarrow \frac{9D}{2} L_0
\] (157)

from (114). Arrows mean that these relations are true, if operators act on primaries, and \(D\) was defined in (111).
Then one gets from \((155)\) with substituted \((159)\):

\[
\langle W^2_1 V_\alpha | V_1(1) \ V_2(0) \rangle = \frac{9D_\alpha}{2} \langle L_{-1} V_\alpha | V_1(1) \ V_2(0) \rangle + (w_\alpha + 2w_1 - w_2) \langle W_{-1} V_\alpha | V_1(1) \ V_2(0) \rangle + \\
+ (w_\alpha + 2w_1 - w_2) \langle V_\alpha | W_{-1}V_1(1) \ V_2(0) \rangle + 9D_1 \langle V_\alpha | (L_{-1}V_1)(1) \ V_2(0) \rangle + \langle V_\alpha | (W^2_1V_1)(1) \ V_2(0) \rangle + \frac{9D_1 \Delta_1}{2} \langle V_\alpha | V_1(1) \ V_2(0) \rangle
\]

It remains to substitute \((150)\), \((149)\) and \((141)\) in order to get

\[
\langle W^2_1 V_\alpha | V_1(1) \ V_2(0) \rangle = (w_\alpha + 2w_1 - w_2) \langle (w_\alpha + 2w_1 - w_2) \langle V_\alpha | V_1(1) \ V_2(0) \rangle + 2\langle V_\alpha | (L_{-1}V_1)(1) \ V_2(0) \rangle + \\
+ \frac{9D_\alpha}{2} \langle \Delta_\alpha + \Delta_1 - \Delta_2 \rangle \langle V_\alpha | V_1(1) \ V_2(0) \rangle + 9D_1 \langle \Delta_\alpha - \Delta_1 - \Delta_2 \rangle \langle V_\alpha | V_1(1) \ V_2(0) \rangle + \\
+ \frac{9D_1 \Delta_1}{2} \langle V_\alpha | V_1(1) \ V_2(0) \rangle + \langle V_\alpha | (W^2_1V_1)(1) \ V_2(0) \rangle
\]

\[(159)\]

### 10.3 Γ-type vertices (linear forms or correlators)

#### 10.3.1 Six simple cases

Directly from \((140)\) and \((144)\) for three primaries \(V_\alpha, V_1, W_2\) one obtains

\[
\langle (L_{-1}V_\alpha)(0) \ V_3(1) \ V_4(\infty) \rangle \overset{140}{=} \left( \Delta_\alpha + \Delta_3 - \Delta_4 \right) \langle V_\alpha(0) \ V_3(1) \ V_4(\infty) \rangle,
\]

\[(160)\]

\[
\langle (W_{-1}V_\alpha)(0) \ V_3(1) \ V_4(\infty) \rangle \overset{144}{=} \langle w_\alpha + w_3 + w_4 \rangle \langle V_\alpha(0) \ V_3(1) \ V_4(\infty) \rangle + \langle V_\alpha(0) | (W_{-1}V_3)(1) \ V_4(\infty) \rangle,
\]

\[(161)\]

\[
\langle (L_{-2}V_\alpha)(0) \ V_3(1) \ V_4(\infty) \rangle \overset{140}{=} \left( \Delta_\alpha + 2\Delta_3 - \Delta_4 \right) \langle V_\alpha(0) \ V_3(1) \ V_4(\infty) \rangle,
\]

\[(162)\]

\[
\langle (W_{-2}V_\alpha)(0) \ V_3(1) \ V_4(\infty) \rangle \overset{144}{=} \langle w_\alpha + w_3 + w_4 \rangle \langle V_\alpha(0) \ V_3(1) \ V_4(\infty) \rangle + 2\langle V_\alpha(0) | (W_{-1}V_3)(1) \ V_4(\infty) \rangle,
\]

\[(163)\]

In two iterations of \((140)\):

\[
\langle (L^2_{-1}V_\alpha)(0) \ V_3(1) \ V_4(\infty) \rangle \overset{140}{=} \left( \Delta_\alpha + 1 \right) \left( \Delta_\alpha + \Delta_3 - \Delta_4 \right) \langle L_{-1}V_\alpha(0) \ V_3(1) \ V_4(\infty) \rangle = \\
\overset{140}{=} \left( \Delta_\alpha + \Delta_3 - \Delta_4 + 1 \right) \left( \Delta_\alpha + \Delta_3 - \Delta_4 \right) \langle V_\alpha(0) \ V_3(1) \ V_4(\infty) \rangle,
\]

\[(164)\]

In two iterations of \((140)\) and \((161)\):

\[
\langle (L_{-1}W_{-1}V_\alpha)(0) \ V_3(1) \ V_4(\infty) \rangle \overset{140}{=} \left( \Delta_\alpha + 1 \right) \left( \Delta_\alpha + \Delta_3 - \Delta_4 \right) \langle W_{-1}V_\alpha(0) \ V_3(1) \ V_4(\infty) \rangle \\
\overset{101}{=} \left( \Delta_\alpha + \Delta_3 - \Delta_4 + 1 \right) \left( \langle w_\alpha + w_3 + w_4 \rangle \langle V_\alpha(0) \ V_3(1) \ V_4(\infty) \rangle + \langle V_\alpha(0) | (W_{-1}V_3)(1) \ V_4(\infty) \rangle \right)
\]

\[(164)\]

Again in the last equality we used \(\Delta(W_{-1}V_\alpha) = \Delta_\alpha + 1\). Underlined are the Γ-vertices in the answers, which are different from \(\langle V_\alpha(0) | V_1(1) \ V_2(0) \rangle\).
10.3.2 The difficult case: \(W_2^2\)

For three primaries \(V_{\alpha}, V_1, V_2\) and for \(V_{\alpha} = W^{-1}V_{\alpha}\) it follows immediately from (140):

\[
\langle (W_2^2 V_{\alpha}) (0) V_3(1) V_4(0) \rangle =
\]

(140) \[
\langle (W_0 W_{-1} V_{\alpha}) (0) V_3(1) V_4(0) \rangle + \langle (W_{-1} V_{\alpha}) (0) (W_0 V_3)(1) V_4(0) \rangle + \langle (W_{-1} V_{\alpha}) (0) V_3(1) (W_0 V_4)(0) \rangle + \langle (W_{-1} V_{\alpha}) (0) (W_1 V_3)(1) V_4(0) \rangle =
\]

(165) \[
= \langle (W_0 W_{-1} V_{\alpha}) (0) V_3(1) V_4(0) \rangle + (w_3 + w_4) \langle (W_{-1} V_{\alpha}) (0) V_3(1) V_4(0) \rangle + \langle (W_{-1} V_{\alpha}) (0) (W_0 V_3)(1) V_4(0) \rangle + \langle (W_{-1} V_{\alpha}) (0) V_3(1) V_4(0) \rangle
\]

The first term at the r.h.s. can be handled with the help of (114), while (161) is directly applicable to the second term. To handle the last term, one applies the same (140) but with non-primary \(V_1 \rightarrow W^{-1}V_1\) and primary \(V_{\alpha} = V_\alpha\):

\[
\langle (W_{-1} V_{\alpha})(0) (W_{-1} V_3)(1) V_4(0) \rangle =
\]

(140) \[
\langle W_0 V_\alpha(0) W_{-1} V_3(1) V_4(0) \rangle + \langle V_\alpha(0) (W_0 W_{-1} V_3)(1) V_4(0) \rangle + \langle V_\alpha(0) W_{-1} V_3(1) (W_0 V_4)(0) \rangle + \langle V_\alpha(0) (W_1 V_3)(1) V_4(0) \rangle =
\]

(166) \[
= (w_\alpha + w_4) \langle W_0 V_\alpha(0) W_{-1} V_3(1) V_4(0) \rangle + \langle V_\alpha(0) (W_0 W_{-1} V_3)(1) V_4(0) \rangle + \langle V_\alpha(0) (W_2 W_1 V_3)(1) V_4(0) \rangle
\]

Note that there is one less term at the r.h.s. than in (150).

The next step is to substitute

\[
W_{0} W_{-1} \longrightarrow w W_{-1} + \frac{9 D}{2} L_{-1}, \quad W_{1} W_{-1} \longrightarrow \frac{9 D}{2} L_{0}
\]

from (114). Then one gets from (165) with substituted (166):

\[
\langle (W_2^2 V_{\alpha})(0) V_3(1) V_4(0) \rangle = \frac{9 D_{\alpha}}{2} \langle L_{-1} V_\alpha(0) V_3(1) V_4(0) \rangle + (w_\alpha + w_3 + w_4) \langle (W_{-1} V_{\alpha})(0) V_3(1) V_4(0) \rangle + \frac{(w_\alpha + w_3 + w_4) (V_\alpha(0) W_{-1} V_3(1) V_4(0)) + \frac{9 D_{\alpha}}{2} (V_\alpha(0) (L_{-1} V_3)(1) V_4(0)) + \langle V_\alpha(0) (W_2 W_1 V_3)(1) V_4(0) \rangle
\]

(168)

It remains to substitute (161), (160) and (142) and get:

\[
\langle (W_2^2 V_{\alpha})(0) V_3(1) V_4(0) \rangle =
\]

(169) \[
= (w_\alpha + w_3 + w_4) \left( (w_\alpha + w_3 + w_4) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle + 2 \langle V_\alpha(0) (W_{-1} V_3)(1) V_4(\infty) \rangle \right) + \frac{9 D_{\alpha}}{2} (\Lambda_\alpha + \Lambda_3 - \Lambda_4) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle - \frac{9 D_{\alpha}}{2} (\Lambda_\alpha + \Lambda_3 - \Lambda_4) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle
\]

10.4 Restriction to special state

If \(V_1\) and \(V_3\) are special states (\(W\)-null vectors at the first level), which satisfy

\[
W_{-1} V_1 = \frac{3 w_1}{2 \Lambda_1} L_{-1} V_1, \quad W_{-1} V_3 = \frac{3 w_2}{2 \Delta_3} L_{-1} V_3
\]

(170)

and

\[
D_1 \Delta_1^2 = w_1^2, \quad D_3 \Delta_3^2 = w_3^2
\]

(171)

then underlined correlators are also expressed through \(\langle V_\alpha|V_3(1) V_2(0)\rangle\) and \(\langle V_\alpha(0) V_3(1) V_4(\infty)\rangle\).
10.4.1 Γ-type vertices

Directly from the definition of the special state

\[ \langle V_{\alpha}|(W_{-1}V_{1})(1) V_{2}(0) \rangle = \frac{3\omega_{1}}{2\alpha_{1}} \langle V_{\alpha}|(L_{-1}V_{1})(1) V_{2}(0) \rangle = \frac{3\omega_{1}}{2\alpha_{1}} (\Delta_{\alpha} - \Delta_{1} - \Delta_{2}) \langle V_{\alpha}|V_{1}(1)V_{2}(0) \rangle \]  

(172)

This expression is easy to substitute into (150), (152) and (154).

In handling the doubly-underlined vertex in (159), one needs also to use the commutation relation

\[ [W_{-1}, L_{-1}] = W_{-2} \]  

(173)

and the fact that (141) remains true for the first descendant \( W_{-1}V_{1} \). Taking both these things into account, one obtains

\[ \langle V_{\alpha}|(W_{2}V_{1})(1) V_{2}(0) \rangle = \frac{3\omega_{1}}{2\alpha_{1}} \langle V_{\alpha}|(W_{-1}L_{1}V_{1})(1) V_{2}(0) \rangle = \frac{3\omega_{1}}{2\alpha_{1}} (\langle V_{\alpha}|(L_{-1}W_{-1}V_{1})(1) V_{2}(0) \rangle + \langle V_{\alpha}|(W_{-2}V_{1})(1) V_{2}(0) \rangle) \]

(174)

Substitution into (159) gives

\[ \langle W_{2}V_{1}|V_{1}(1) V_{2}(0) \rangle = \bigg\{ (w_{\alpha} + 2w_{1} - w_{2}) (w_{\alpha} + 2w_{1} - w_{2}) + \frac{3\omega_{1}}{2\alpha_{1}} (\Delta_{\alpha} - \Delta_{1} - \Delta_{2}) \bigg\} \]

\[ + \frac{9D_{\alpha}}{2} (\Delta_{\alpha} + \Delta_{1} - \Delta_{2}) + \frac{9D_{1}\Delta_{1}}{2} \bigg\}

\[ \langle V_{\alpha}|V_{1}(1) V_{2}(0) \rangle = \bigg\{ (w_{\alpha} + 2w_{1} - w_{2}) + \frac{3\omega_{1}}{2\alpha_{1}} (2w_{\alpha} + 2w_{1} - w_{2})(\Delta_{\alpha} - \Delta_{1} - \Delta_{2}) + (w_{\alpha} - w_{1} - w_{2}) + \frac{3\omega_{1}}{2\alpha_{1}} \bigg\} \bigg\}

(175)

Underlined are the two terms, obtained when \( D_{1} \) is expressed through \( w_{1} \) and \( \Delta_{1} \) with the help of (171).

10.4.2 Γ-type vertices

Directly from the definition (170) of the special state

\[ \langle V_{\alpha}(0)(W_{-1}V_{3})(1) V_{4}(\infty) \rangle = \frac{3\omega_{3}}{2\alpha_{3}} \langle V_{\alpha}(0)(L_{-1}V_{3})(1) V_{4}(\infty) \rangle = -\frac{3\omega_{3}}{2\alpha_{3}} (\Delta_{\alpha} + \Delta_{3} - \Delta_{4}) \langle V_{\alpha}(0)V_{3}(1)V_{4}(\infty) \rangle \]  

(176)

This expression is easy to substitute into (161), (163) and (164).

In handling the doubly-underlined vertex in (169), one needs also to use the commutation relation (173) and the fact that (142) remains true for the first descendant \( W_{-1}V_{1} \). Taking both these things into account, one
obtains
\[
\langle V_α(0) (W_{-1} V_3)(1) V_4(0) \rangle = \frac{3w_3}{2\Delta_3} \langle V_α(0) (W_{-1} L_{-1} V_3)(1) V_4(0) \rangle + \frac{3w_3}{2\Delta_3} \langle (V_α(0) (L_{-1} W_{-1} V_3)(1) V_4(0)) + \langle V_α(0) (W_{-2} V_3)(1) V_4(0) \rangle \rangle \tag{170}
\]
\[
\frac{3w_3}{2\Delta_3} \left( \left( \Delta_α + (\Delta_3 + 1) - Δ_4 \right) \langle V_α(0) (W_{-1} V_3)(1) V_4(0) \rangle \right) - \frac{3w_3}{2\Delta_3} \left( \left( \Delta_α + Δ_3 - Δ_4 \right) \right) \langle V_α(0) V_3(1) V_4(∞) \rangle \tag{171}
\]
Substitution into (169) gives
\[
\langle (V_{-1} V_3)(0) V_3(1) V_4(0) \rangle = \left\{ \left( w_α + w_3 + w_4 \right) \left( w_α + w_3 + w_4 \right) - \frac{3w_3}{2\Delta_3} \left( \Delta_α + Δ_3 - Δ_4 \right) \right\} + \frac{9D_α}{2} \left( \Delta_α + Δ_3 - Δ_4 \right) + \frac{3w_3}{2\Delta_3} \left( \left( w_α + w_3 + w_4 \right) + \left( \Delta_α + Δ_3 - Δ_4 + 3 \right) \frac{3w_3}{2\Delta_3} \left( \Delta_α + Δ_3 - Δ_4 \right) \right) \cdot \langle V_α(0) V_3(1) V_4(∞) \rangle = \tag{172}
\]
\[
= \left\{ \left( w_α + w_3 + w_4 - \frac{3w_3}{2\Delta_3} \left( \Delta_α + Δ_3 - Δ_4 \right) \right) \left( w_α + w_3 + w_4 - \frac{3w_3}{2\Delta_3} \left( \Delta_α + Δ_3 - Δ_4 + 1 \right) \right) \right\} + \frac{9D_α}{2} \left( \Delta_α + Δ_3 - Δ_4 \right) \cdot \langle V_α(0) V_3(1) V_4(∞) \rangle \tag{173}
\]
\]
10.5 The free-field-model test
One can now perform a final test of these formulas, by checking if (166) and (168) match for this restricted set of states, with the special values of $\vec{α}_1, \vec{α}_3$. For this one should combine our expressions for $\Gamma$, $Q$ and $Γ$ and substituted particular special values for $\vec{α}_1$ and $\vec{α}_3$. There are 6 special values for $\vec{α}_1$ and 6 for $\vec{α}_3$, defined as zeroes of the Kac determinant det $Q$ and they are explicitly given by
\[
\vec{α}_{spec} = (α, Q ± Q/2) \quad \text{or} \quad (α, Q ± (α\sqrt{3} ± Q) \tag{179}
\]
with arbitrary $α$. Thus, for the 36 combination of special values one gets 36 possibilities for $\vec{α}_1, \vec{α}_3$ to appear in (169). If $Q = 0$ there are less: only three possibilities $\vec{α}_1, \vec{α}_3 = α_1α_3, 4α_1α_3, -2α_1α_3$. Actually, for $Q ≠ 0$ also not all of the 6 values correspond to the special vectors: the condition
\[
0 = \left( W_{-1} - \frac{3w_α}{2\Delta_α} L_{-1} \right) V_α = \frac{106}{106} \tag{106}
\]
\[
= \frac{3}{2} \left( α^2 - β^2 + \frac{1}{2} Qβ - α \frac{w}{2Δ_α} \right) \partial φ_1 + \left( -2αβ + \frac{3}{2} Qα - β \frac{w}{2Δ_α} \right) \partial φ_2 \right) e^{αφ_1 + βφ_2} = \tag{180}
\]
\[
= \frac{3}{2\Delta_α} \left( β - \frac{Q}{2} \right) \left( 3α^2 - β^2 \right) \left( (β - 2Q)∂φ_1 - α∂φ_2 \right) e^{αφ_1 + βφ_2} \tag{181}
\]
is more restrictive:
\[
\vec{α}_{spec} = (α, Q/2) \quad \text{or} \quad (α, ±α\sqrt{3})
\]
leaving only half of the states, and only such additionally restricted special values should be included into the checks for $Q ≠ 0$. Evaluation of (166) is a little more involved. However, it nicely reproduces (166) in all these 9 cases, for arbitrary values of $Q$. This does not prove, but tests the recursion relations, and the test is positive.
10.6 Alternative choice of special states

It is also instructive to look at the case when special are states $V_2$ and $V_4$. At level one, we can use the implications of (50) and (62),

$$
\langle W_{-1} V_\alpha | V_1(1) V_2(0) \rangle > \frac{3w_2}{2\Delta_2} (\langle V_\alpha | V_1(1) V_2(0) \rangle) + \frac{3w_2}{2\Delta_2} (\langle V_\alpha | V_1(1) L_{-1} V_2(0) \rangle) > \frac{170}{172}
$$

$$
(2w_\alpha + w_1 - 2w_2) \langle V_\alpha | V_1(1) V_2(0) \rangle > \frac{3w_2}{2\Delta_2} (\langle V_\alpha | V_1(1) L_{-1} V_2(0) \rangle) > \frac{170}{172}
$$

and

$$
\langle (W_{-1} V_\alpha)(0) V_3(1) V_4(\infty) \rangle > \frac{3w_\alpha}{2\Delta_4} (\langle V_\alpha(0) V_3(1) V_4(\infty) \rangle) > \frac{54}{55}
$$

$$
(2w_\alpha + w_3 + w_4) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle > \frac{3w_\alpha}{2\Delta_4} (\langle V_\alpha(0) V_3(1) L_{-1} V_4(\infty) \rangle) > \frac{54}{55}
$$

$$
(2w_\alpha + w_3 + w_4) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle > \frac{3w_\alpha}{2\Delta_4} (\langle V_\alpha(0) V_3(1) L_{-1} V_4(\infty) \rangle) > \frac{54}{55}
$$

$$
\langle (W_{-1} V_\alpha)(0) V_3(1) V_4(\infty) \rangle > \frac{3w_\alpha}{2\Delta_4} (\langle V_\alpha(0) V_3(1) V_4(\infty) \rangle) > \frac{54}{55}
$$

$$
(2w_\alpha + w_3 + w_4) \langle V_\alpha(0) V_3(1) V_4(\infty) \rangle > \frac{3w_\alpha}{2\Delta_4} (\langle V_\alpha(0) V_3(1) L_{-1} V_4(\infty) \rangle) > \frac{54}{55}
$$

to get

$$
\frac{9 D_\alpha \Delta_\alpha}{2} (\Delta_\alpha + \Delta_1 - \Delta_2)(\Delta_\alpha + \Delta_3 - \Delta_4) - 3w_\alpha (\Delta_\alpha + \Delta_1 - \Delta_2) \left( 2w_\alpha - w_3 + w_4 + \frac{3w_\alpha}{2\Delta_4} (\Delta_\alpha - \Delta_3 - \Delta_4) \right) -
$$

$$
-3w_\alpha \left( 2w_\alpha - w_1 - 2w_2 - \frac{3w_2}{2\Delta_2} (\Delta_\alpha - \Delta_1 - \Delta_2) \right) (\Delta_\alpha + \Delta_3 - \Delta_4) +
$$

$$
+2\Delta_\alpha \left( 2w_\alpha + w_1 - 2w_2 - \frac{3w_2}{2\Delta_2} (\Delta_\alpha - \Delta_1 - \Delta_2) \right) \left( 2w_\alpha - w_3 + w_4 + \frac{3w_\alpha}{2\Delta_4} (\Delta_\alpha - \Delta_3 - \Delta_4) \right) =
$$

$$
= -18(D_\alpha \Delta_\alpha^2 - w_\alpha^2)(\alpha_1 \alpha_3 + \beta_1 \beta_3) = 9(D_\alpha \Delta_\alpha^2 - w_\alpha^2)(-2\alpha_1 \alpha_3), \tag{184}
$$

provided the free-field-theory selection rules are imposed in addition to the speciality constraints like $\frac{170}{172}$ on $\alpha_2$ and $\alpha_4$. Eq. (183) is exactly what is required by the matching condition between $\frac{68}{68}$ and $\frac{60}{60}$.

11 Conclusion

In this paper we derived and then validated with the help of the free field model a number of formulas for universal parts of the special functions for the Virasoro and $W^{[3]}$ algebras. The Virasoro formulas are elementary and well-known, their generalization to the $W$-algebra is more tedious and the answers are less elegant. These formulas are important, among other things, for study of the AGT relations between conformal blocks and Nekrasov functions, and we listed a few concrete expressions that are used in $[19]$ and $[21]$ for this purpose. As mentioned in the Introduction, if considered at the level of original Nekrasov integrals, the AGT relations look very natural in conformal theory, especially from the point of view of the free field approach. They will hopefully refresh interest to semi-abandoned studies of conformal blocks and $W$-symmetries. Among other things, this technical review can serve as an introduction to the CFT part of the subject, which emphasizes some aspects of the theory which are important for AGT studies, but not well represented in existing CFT literature.
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