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Quantum annealing (QA) is a promising approach for not only solving combinatorial optimization problems but also simulating quantum many-body systems such as those in condensed matter physics. However, non-adiabatic transitions constitute a key challenge in QA. The choice of the drive Hamiltonian is known to affect the performance of QA because of the possible suppression of non-adiabatic transitions. Here, we propose the use of a drive Hamiltonian that preserves the symmetry of the problem Hamiltonian for more efficient QA. Owing to our choice of the drive Hamiltonian, the solution is searched in an appropriate symmetric subspace during QA. As non-adiabatic transitions occur only inside the specific subspace, our approach can potentially suppress unwanted non-adiabatic transitions. To evaluate the performance of our scheme, we employ the XY model as the drive Hamiltonian in order to find the ground state of problem Hamiltonians that commute with the total magnetization along the z axis. We find that our scheme outperforms the conventional scheme in terms of the fidelity between the target ground state and the states after QA.

I. INTRODUCTION

Quantum annealing (QA) is a technique for solving combinatorial optimization problems [1–3]. The solution of the problem is mapped to the ground state of the Ising Hamiltonian, and it is searched in a large Hilbert space during QA. The adiabatic theorem guarantees that the solution can be found as long as the dynamics is adiabatic. Many other applications have been proposed for finding the ground state of the Ising Hamiltonian using QA. One such application is prime factorization [4, 5]. The shortest-vector problem is a promising candidate for post quantum cryptography, and an approach for solving this problem using QA has been proposed [6, 7]. Another application of QA is machine learning [8–16]. In addition, an application to clustering has been reported [17, 18]. Further, a method of using QA to perform calculations for topological data analysis (TDA) has been investigated [19]. Moreover, a method for mapping the graph coloring problem to the Ising model for the QA format has also been proposed [20, 21].

Several applications of QA to the simulation of condensed matter have also been reported. For example, simulation of the \( Z_2 \) spin liquid has been investigated using QA [22]. Further, the Kosterlitz–Thouless (KT) phase transition has been experimentally observed [23]. In addition, the Shastry–Sutherland Ising Model has been simulated [24]. Moreover, Harris et al. investigated the spin-glass phase transition using QA [25].

However, it is difficult to prepare the exact ground state using QA with the existing technology. The main causes of deterioration are non-adiabatic transitions and decoherence. In the case of QA for Ising models to solve combinatorial optimization problems, the probability of successfully obtaining the ground state increases with the number of trials. For a given density matrix \( \rho = \sum n p_n |E_n\rangle\langle E_n| \), where \( |E_n\rangle \) denotes the eigenvector of the problem Hamiltonian and \( p_n \) denotes the population, single-shot measurements in the computational basis randomly select \( E_n \) and let us know this energy \( E_n \). Hence, as long as the ground state has a finite population, we can obtain the ground state energy if we perform a large number of measurements. Meanwhile, if we consider a Hamiltonian having non-diagonal matrix elements with the computational basis, the measurements in the computational basis do not let us know the energy of the Hamiltonian. Instead, we need to measure an observable of \( H \) with Pauli measurements. In this case, we obtain \( \langle H \rangle = \sum n p_n E_n \) for a given density matrix \( \rho = \sum n p_n |E_n\rangle\langle E_n| \) in the limit of a large number of measurements, and this is certainly different from the true ground state if the density matrix has a finite population of any excited state. Therefore, the imperfection of the ground-state preparation induces a crucial error in the estimation of the energy of the ground state of the Hamiltonian having non-diagonal elements. The objective of this study is to address this problem. Furthermore, there have been reported cases where quantum annealing fails due to the existence of symmetry [26, 27].

In this paper, we propose the use of a drive Hamiltonian that preserves the symmetry of the problem Hamiltonian for more efficient QA, which can potentially suppress non-adiabatic transitions. The relevant Hamiltonians in condensed matter physics occasionally commute with the total magnetization \( S_z = \sum_j \sigma_j^z \), and we aim
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to obtain the ground state of such a problem Hamiltonian. We employ the XY model (flip-flop interaction) as the drive Hamiltonian. As both the problem and the drive Hamiltonian commute with the total magnetization, the unitary evolution is restricted to the symmetric subspace with a specific magnetization. As the total Hamiltonian commutes with the total magnetization, the non-adiabatic transitions are restricted to the same sector with respect to the total magnetization. Thus, the non-adiabatic transitions can potentially be suppressed. Through numerical simulations, we demonstrate that our method can suppress non-adiabatic transitions for some problem Hamiltonians.

The remainder of this paper is organized as follows. Section II reviews QA. Section III describes our method of using the flip-flop interaction for the drive Hamiltonian. Section IV describes numerical simulations conducted to evaluate the performance of our scheme, where the deformed spin star and a random XXZ spin chain are selected as the problem Hamiltonians. Finally, Section V concludes the paper.

II. QUANTUM ANNEALING

In this section, we review QA [1–3]. QA was proposed by Kadowaki and Nishimori as a method for solving combinatorial optimization problems [1]. We choose the magnetic transverse field

$$H_D = -B \sum_{j=1}^{L} \sigma_j^{(x)}$$

as the drive Hamiltonian, where $B$ denotes the amplitude of the magnetic field. In the original idea of QA [1], the problem Hamiltonian was chosen as an Ising model mapped from a combinatorial optimization problem to be solved. We set the ground state of this Hamiltonian as

$$|\Phi(0)\rangle = |+ \cdots +\rangle,$$

where the state $|+\rangle$ denotes the eigenstate of $\sigma^{(x)}$ with an eigenvalue of $+1$. The total Hamiltonian for QA is written as follows:

$$H = \frac{t}{T} H_P + \left(1 - \frac{t}{T}\right) H_D,$$

where $T$ is the annealing time, $H_D$ is the drive Hamiltonian, and $H_P$ is the problem Hamiltonian. First, we prepare the ground state of the drive Hamiltonian. Second, the drive Hamiltonian is adiabatically changed into the problem Hamiltonian according to Eq. 3. As long as this dynamics is adiabatic, we can obtain the ground state of the problem Hamiltonian, which is guaranteed by the adiabatic theorem [28].

Non-adiabatic transitions and decoherence are the main causes of performance degradation of QA. Considerable effort has been devoted toward suppressing such non-adiabatic transitions and decoherence. It is reported that a non-stoquastic Hamiltonian with off-diagonal matrix elements improves the performance of QA for some problem Hamiltonians [29–31]. Susa et al. suggested that the accuracy of QA can be improved using an inhomogeneous drive Hamiltonian for specific cases [32, 33]. Further, it has been shown that Ramsey interference can be used to suppress non-adiabatic transitions [34]. Other methods have been reported for suppressing non-adiabatic transitions and decoherence using variational techniques [35–37]. Error correction of QA has been investigated for suppressing decoherence [38]. In addition, the use of decoherence-free subspaces for QA has been proposed [39, 40]. Moreover, spin-lock techniques have been theoretically proposed to use long-lived qubits for QA [41–43].

Experimental demonstrations of QA have also been reported. D-Wave Systems Inc. realized QA machines composed of thousands of qubits by using superconducting flux qubits [44]. Many experimental demonstrations of QA using such devices have been reported, such as machine learning, graph coloring problems, and magnetic material simulation [8, 20, 21, 24, 45].

III. METHOD

In this section, we describe our proposal of QA with symmetric subspaces. In general, when a Hamiltonian has symmetry, it commutes with an observable that is a conserved quantity. In this case, the Hamiltonian is block-diagonalized, and the eigenstates of the Hamiltonian are divided into subspaces characterized by the conserved quantity. When the drive Hamiltonian and problem Hamiltonian have the same conserved quantities, any non-adiabatic transitions during QA will occur inside the same subspace, which is in stark contrast to the conventional scheme where non-adiabatic transitions can occur in any subspace. Owing to such a restriction on non-adiabatic transitions, our scheme can potentially suppress non-adiabatic transitions.

We employ the one-dimensional XY model as the drive Hamiltonian. The one-dimensional XY model is defined by

$$H = g \sum_{j=1}^{L} (\sigma_{j+1}^{(+)} \sigma_j^{(-)} + \sigma_{j+1}^{(-)} \sigma_j^{(+)}), \quad \sigma_{L+1}^{(k)} = \sigma_1^{(k)},$$

where $g$ denotes the coupling strength, $L$ is the number of sites, $\sigma_j^{(\alpha)} (\alpha = x, y, z)$ are the Pauli matrices defined on the $j$-th site, and $\sigma_j^{(\pm)} = \sigma_j^{(x)} \pm i \sigma_j^{(y)}$. Further, $S_z$ is a conserved quantity of the XY model. This model can be mapped to the free fermion system by the Jordan–Wigner transformation; hence, the ground-state energy of this Hamiltonian can be easily calculated using a classical computer. Therefore, when we try to prepare the ground state of this Hamiltonian (by using thermalization, for example), we can experimentally verify how
close the state is to the true ground state by measuring the expectation value and variance of \( \sigma_x^{(k)} \). It is worth mentioning that, although the XY model was employed as the drive Hamiltonian in previous studies \([20, 21]\), the purpose was to add a proper constraint to solve graph coloring problems. To the best of our knowledge, our study is the first to use the XY model as the drive Hamiltonian for the suppression of non-adiabatic transitions.

We choose a problem Hamiltonian that commutes with \( S_z \). This guarantees that the non-adiabatic transitions can occur only inside the symmetric subspace. Some Hamiltonians used in condensed matter physics also commute with \( S_z \).

From the Lieb–Schultz–Mattis theorem \([47]\), it is known that the energy gap between the ground state and the first excited state of the XY model is \( O(1/L) \) if we fix the value of \( g \). Thus, as the number of qubits increases, this energy gap becomes smaller, which can make it difficult to realize adiabatic dynamics. However, as we are going to optimize the amplitude of the drive Hamiltonian (as explained below), the problem of the small energy gap can be solved by setting an appropriate value of \( g \).

IV. NUMERICAL RESULTS

This section describes numerical simulations performed to compare our scheme with the conventional scheme. We employ the Gorini–Kossakowski–Sudarshan–Lindblad (GKSL) master equation for the numerical simulations to account for the decoherence. For the drive Hamiltonian, the transverse magnetic field Hamiltonian described in Eq. (1) is used in the conventional scheme, while we employ the one-dimensional XY model in Eq. (4). Moreover, we choose a deformed spin star model and a random XXZ spin chain as the problem Hamiltonians. We define the estimation error as \( |E_g^{(true)} - E_g^{(QA)}| \), where \( E_g^{(true)} \) denotes the true ground state energy and \( E_g^{(QA)} \) denotes the energy obtained by QA. For fair comparison, we optimize the values of \( B \) and \( g \) to minimize the expectation value of the problem Hamiltonian after QA (or equivalently, to minimize the estimation error).

We introduce the GKSL master equation to consider the decoherence \([48, 49]\). The GKSL master equation is given by

\[
\frac{d\rho(t)}{dt} = -i[H(t), \rho(t)] + \sum_n \gamma [\sigma_n^{(k)} \rho(t) \sigma_n^{(k)} - \rho(t)],
\]

where \( \sigma_j^{(k)} \) (\( k = x, y, z \)) denotes the Lindblad operators acting on site \( j \), \( \gamma \) denotes the decoherence rate, and \( \rho(t) \) is the density matrix of the quantum state at time \( t \). We solve the GKSL master equation using Qutip \([50, 51]\). Throughout this paper, we choose \( \sigma_x^{(k)} \) as the Lindblad operator.

A. Deformed spin star model

![Fig. 1. Energy spectrum during QA plotted against time \( t \) to prepare the ground state of the deformed spin star model. (a) The transverse field is chose. (b) The XY model is chosen.](image)

In this subsection, we consider the deformed spin star model as the problem Hamiltonian. The Hamiltonian of the deformed spin star model is given by

\[
H = \omega \hat{\sigma}_0^z + \omega_1 \hat{J}^z + J(\hat{\sigma}_0^+ \hat{J}^- + \hat{\sigma}_0^- \hat{J}^+),
\]

where \( \hat{J}^+ \equiv \sum_{j=1}^L e^{2\pi i \hat{J}^+} \hat{\sigma}_j^+ \) and \( \hat{J}^- \equiv \sum_{j=1}^L e^{-2\pi i \hat{J}^-} \hat{\sigma}_j^- \). This kind of model has been investigated, because this describes a dynamics of a hybrid system composed of a superconducting flux qubit and nitrogen-vacancy centers in a diamond \([52, 57]\).

The energy spectra of the annealing Hamiltonians for the conventional scheme and our scheme are plotted in Fig. 1. It is worth mentioning that the performance of QA depends on the amplitude of the drive Hamiltonian, i.e., \( B \) and \( g \). Hence, we sweep these parameters and compare the performance of our scheme with that of the conventional one when we optimize the amplitude of the drive Hamiltonian. We performed the numerical simulations with decoherence rate of \( \gamma = 2.5 \times 10^{-3} \text{ GHz} \). In the
case, we choose the optimal amplitude of the drive Hamiltonian at each time. We can see that the estimation error of our scheme is just three times smaller than that of the conventional scheme, as shown in Fig. 2. We find that the optimal annealing time of our scheme, which provides the smallest estimation error, is much shorter than that of the other scheme. This implies that, as the effect of the non-adiabatic transitions is significantly reduced, we can shorten the annealing time and thus suppress the effect of the decoherence.
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**FIG. 2.** Estimation error $|E^{(\text{true})}_g - E^{(QA)}_g|$ for the deformed spin star model plotted against the annealing time, where $E^{(\text{true})}_g$ denotes the true ground state energy and $E^{(QA)}_g$ denotes the energy obtained by QA. The blue (orange) line denotes the case when we choose the XY model (transverse field) with an amplitude of $g (B)$ as the drive Hamiltonian.

Here, for a optimal amplitude with a decoherence rate of $\gamma = 2.5 \times 10^{-5}$ GHz. In addition, we choose the model parameters $\omega = \omega_1 = 0.5$ GHz, $J = 5$ GHz, and $L = 3$ (i.e. the total spin number is 4).

### B. Random XXZ spin chain

In this subsection, we consider a random XXZ spin chain as the problem Hamiltonian. The Hamiltonian of the random XXZ spin chain is given by

$$H = \sum_{j=1}^{L-1} J_j (\sigma^z_j \sigma^z_{j+1} + \sigma^x_j \sigma^x_{j+1} + \Delta \sigma^y_j \sigma^y_{j+1}),$$

where $\Delta$ is an anisotropic parameter and $\{J_j\}_{j=1}^{L-1}$ is a random interaction. We employ an open boundary condition, and we assume that $\{J_j\}_{j=1}^{L-1}$ is chosen from independent uniform distributions on the interval $[0, 2]$ (i.e., $\{J_j\}_{j=1}^{L-1} \sim U(0, 2)$). It is worth mentioning that this Hamiltonian commutes with the total magnetization $S_z$; hence, we can use our scheme to obtain the ground state of this Hamiltonian.

The energy spectrum of the annealing Hamiltonian for each scheme is plotted in Fig. 3. Furthermore, the estimation error is plotted against the annealing time in Fig. 2.
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**FIG. 3.** Energy spectrum during QA plotted against time to prepare the ground state of the random XXZ spin chain. The anisotropic parameter is $\Delta = 0.7$ GHz and the number of qubits is $L = 4$. The coupling strength of the XXZ spin chain is described in Table I. (a) The uniform transverse field is chosen as the drive Hamiltonian with an amplitude of $B = 1.0$ GHz. (b) The XY model is chosen as the drive Hamiltonian with an amplitude of $g = 1.0$ GHz.

We performed numerical simulations with a decoherence rate of $\gamma = 10^{-4}$ GHz. In this case, we choose the optimal amplitude of the drive Hamiltonian at each time. The estimation error of our scheme is around 10 times smaller than that of the other schemes. Similar to the case of the deformed spin star model, we find that the optimal annealing time of our scheme becomes shorter than that of the conventional schemes, which confirms the suppression of the non-adiabatic transitions in our

| $J_1$  | 0.8441683664299817 |
| $J_2$  | 0.47574391516586223 |
| $J_3$  | 0.06980280523824778 |
| $J_4$  | 0.6197240438319366 |

**TABLE I.** Coupling constant of the random XXZ spin chain $\{J_j\}_{j=1}^{L-1}$ used in Fig. 3. The unit of these values is GHz, as described in the main text.
V. CONCLUSION

We proposed the use of a drive Hamiltonian that preserves the symmetry of the problem Hamiltonian. Owing to the symmetry, we can search the solution in an appropriate symmetric subspace during QA. As the non-adiabatic transitions occur only inside the specific subspace, our approach can potentially suppress unwanted non-adiabatic transitions. To evaluate the performance of our scheme, we employed the XY model as the drive Hamiltonian in order to find the ground state of problem Hamiltonians that commute with the total magnetization along the z-axis. We found that our scheme outperforms the conventional scheme in terms of the estimation error of QA.
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