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Abstract

We describe a spectral method for the numerical solution of the Vlasov-Poisson system where the velocity space is decomposed by means of an Hermite basis, and the configuration space is discretized via a Fourier decomposition. The novelty of our approach is an implicit time discretization that allows exact conservation of charge, momentum and energy. The computational efficiency and the cost-effectiveness of this method are compared to the fully-implicit PIC method recently introduced by Markidis and Lapenta \cite{Markidis2014} and Chen et al. \cite{Chen2015}. The following examples are discussed: Langmuir wave, Landau damping, ion-acoustic wave, two-stream instability. The Fourier-Hermite spectral method can achieve solutions that are several orders of magnitude more accurate at a fraction of the cost with respect to PIC. This paper concludes the study presented in Camporeale et al. \cite{Camporeale2016} where the same method has been described for a semi-implicit time discretization, and was compared against an explicit PIC.
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1. Introduction

The Vlasov-Poisson system describes the dynamics of an electrostatic collisionless plasma. The three main numerical approaches to solve it are: Particle-in-Cell (PIC), Eulerian and semi-Lagrangian Vlasov solvers, and spectral Vlasov solvers. PIC simulations probably represent the most popular method in the plasma physics community. This might be due to its algorithmic simplicity, the relative ease of its parallelization, and the recent impressive advances in available computer power. The main idea of PIC consists in using super-particles to sample the distribution function in velocity space, and to mediate particles interactions through a computational grid where the electromagnetic field is calculated \cite{Birdsall1995, Galeev1987}. The well-known shortcoming of PIC codes is the intrinsic noise associated with the discrete nature of super-particles: as typical of Monte Carlo methods, the numerical error scales as \(\sim N_f^{-1/2}\), while the computing time scales as \(\sim N_p\) (with \(N_p\) the number of particles) \cite{Birdsall1995}. For this reason alternative methods for solving the Vlasov equation have been studied in the last three decades (see, e.g., \cite{Grad1949}), in addition to PIC methods that can reduce particle noise (such as the \(\delta f\) method or methods based on remapping the distribution function, see for instance \cite{Krook1965, davis1965, Barnes1986}).

In Part 1, we have: 1) introduced a semi-implicit time discretization which is more stable than the explicit discretization discussed in Ref. \cite{Siminos2009}; 2) discussed the effect of an artificial collisional operator and introduced an operator which is charge, momentum, and energy conserving; 3) performed a qualitatively comparison between the performances of the Fourier-Hermite (FH) and explicit PIC methods in terms of computational efficiency and efficacy. The comparisons were carried out with the standard PIC algorithm, without any denoising applied, in part in an attempt to quantify the real limitations of each algorithm in its most basic form and in part because the FH method is less mature than PIC and optimization methods to accelerate the convergence of the Hermite series are in practice still unavailable. On standard benchmark cases typical of the PIC community (involving mostly near-equilibrium Maxwellian plasmas),
we have shown that the FH method is orders of magnitude more efficient than PIC, and that the standard PIC method is essentially unable to capture low amplitude nonlinear interactions such as echo phenomena, despite using a very large number of particles per cell (up to $2 \cdot 10^6$ were used in [6], much larger than what is normally used).

The results of Part 1 were limited to the comparison between an explicit PIC and a semi-implicit FH method. The goal of this paper is to extend the study presented in Part 1 to a fully-implicit time discretizations. Explicit PIC has often been criticized due to its stringent requirements on the choice of the time step and grid size, for numerical stability reasons. In fact, an explicit PIC code requires the resolution of the smallest time scale and the shortest spatial scale, even when the physics of interest only involves larger time/spatial scales. Of course, this generally translates into the requirement for large computational resources. Historically, the search for more efficient PIC schemes based on implicit time discretization dates back to the 80’s, when the implicit moment [23, 5, 26] and the direct implicit [11, 22] methods were introduced. Both methods rely on a linearization of the equations for the electromagnetic fields, and, thus, they should be more properly regarded as *semi-implicit* methods. Using these techniques, the numerical stability is greatly improved (with respect to explicit PIC), but energy is still not conserved exactly and, at each time step, there is a small inconsistency between the charge and current densities calculated from the particles and the one that is used for advancing the fields. Some authors have suggested that such limitations are responsible for the accumulation of numerical errors that preclude semi-implicit PIC simulations to run for long time intervals [9, 10]. Recently, however, Markidis and Lapenta [25] and Chen et al. [9] have formulated and successfully implemented a fully-implicit, one-dimensional PIC code. The main feature that characterizes fully-implicit PIC is that particles and fields are advanced simultaneously through a Jacobian-Free Newton-Krylov (JFNK) solver, and converged nonlinearly within a certain tolerance. Moreover, by using the so-called particle enslavement, the nonlinear solver converges on a residual that does not contains particle positions and velocities. In the fully-implicit PIC method, energy is conserved within the level imposed by the nonlinear tolerance (i.e. almost exactly). Chen et al. [9] have shown that by implementing a sub-stepping procedure that makes particles stop every time they cross a cell boundary, the charge is also conserved exactly. On the other hand, momentum is not conserved and must be monitored throughout the simulation (in contrast to semi-implicit PIC that exactly conserves the momentum, but not the energy).

In this work we devise a fully-implicit FH method. One of the important features of the method is that it simultaneously conserves charge, momentum and energy. In this regard, it is superior to any existing PIC method, for which it is impossible to conserve both momentum and energy. This paper concludes the study initiated in Part 1, by comparing the PIC and the FH method, both in their fully-implicit version. Of course, the issue related to numerical noise still holds for the fully-implicit PIC, and for this reason we will show that the conclusions of this work are consistent with the results presented in Part 1: at least on the benchmark tests considered, the FH method is orders of magnitude more efficient than the PIC method.

The paper is organized as follows. In Section 2, we introduce the Fourier-Hermite expansion of the Vlasov-Poisson system in one dimension (1D). We use a fully-implicit discretization of the equation based on the Crank-Nicolson scheme, which leads to a non-linear system of equations that is solved numerically by means of a JFNK solver. We also show that the fully-implicit discretization ensures exact charge, momentum and energy conservation. Section 3 presents the comparison between FH and PIC for four standard cases: Langmuir wave, linear Landau damping, two-stream instability, and ion acoustic wave. We present conclusions in Section 4.

2. Numerical Method

We study the Vlasov-Poisson system in the 2-dimensional phase space $(x,v)$, where $x$ denotes position and $v$ velocity. The phase space is assumed to be periodic in $x$. In order to describe the method we specialize to the case of a plasma consisting of electrons and singly charged ions. The quantities are normalized as follows. Time is normalized to the electron plasma frequency $\omega_{pe}$, velocities to the electron thermal velocity $v_{te} = \sqrt{kT_e/m_e}$, lengths to the electron Debye length $\lambda_D$, the electric field to $\pm v_{te}\omega_{pe}$ ($k$ is the Boltzmann’s constant, $T_e$ is the electron temperature, $m_e$ is the electron mass and $e$ is the elementary charge), densities to a reference density $n_0$. The Vlasov equation for species $s$ reads:

$$\frac{\partial f_s}{\partial t} + \frac{\partial f_s}{\partial x} + \frac{q_s}{m_s} E \frac{\partial f_s}{\partial v} = 0$$

(1)

Here $f_s$ is the particle distribution function, $q_s$ and $m_s$ are the charge and mass of the particles of species $s$ ($s = e, i$ for electrons and ions, respectively) and $E$ is the electric field. The electric field is self-consistently calculated through
the Poisson equation:
\[
\frac{\partial E}{\partial x} = \int_{-\infty}^{\infty} f_i dv - \int_{-\infty}^{\infty} f_e dv. \tag{2}
\]

The Hermite basis \(\Psi_n(\xi)\) and the Fourier basis \(\Phi_k(x)\) are defined as:
\[
\Psi_n(\xi) = (\pi 2^n n!)^{-1/2} H_n(\xi) e^{-\xi^2},
\]
\[
\Phi_k(x) = \exp(2\pi ikx/L),
\]
where \(\xi = (v - u_i)/a_s\), \(H_n\) is the \(n\)-th Hermite polynomial, \(L\) is the box length in \(x\), and \(u_i\) and \(a_s\) are two free parameters that can be used to improve the convergence of the series [5]. We expand the distribution function \(f_i\) as:
\[
f_i(x, v, t) = \sum_{n=0}^{N-1} \sum_{k=-N}^{N} C_{nk}(t) \Psi_n(\xi) \Phi_k(x) \tag{3}
\]

Following the derivation outlined in Part 1, one obtains the following set of ODEs for the coefficients \(C_{nk}^s\):
\[
\frac{dC_{nk}^s}{dt} + \alpha_s \frac{2m_i}{L} \left( \sqrt{\frac{n+1}{2}} C_{n+1,k}^s + \sqrt{\frac{n}{2}} C_{n-1,k}^s + \frac{u_i}{a_s} C_{nk}^s \right) - \frac{q_m e}{m_s \alpha_s} \sum_{m=-N}^{N} E_{k-m} C_{n-1,m}^s = 0. \tag{4}
\]

Equation (4) is discretized in time with a second order accurate fully-implicit Crank-Nicolson scheme [12], which, for each species, reads (omitting subscript \(s\)):
\[
\frac{C_{nk}^{s+1} - C_{nk}^s}{\Delta t} + \alpha_s \frac{\pi i k}{L} \left[ \sqrt{\frac{n+1}{2}} \left( C_{n+1,k}^{s+1} + C_{n-1,k}^{s+1} \right) + \sqrt{\frac{n}{2}} \left( C_{n+1,k}^s + C_{n-1,k}^s \right) + \frac{u_i}{a_s} \left( C_{nk}^{s+1} + C_{nk}^s \right) \right]
- \frac{q_m e}{m_s \alpha_s} \sum_{m=-N}^{N} \left( E_{k-m}^{s+1} + E_{k-m}^s \right) \left( C_{n-1,m}^{s+1} + C_{n-1,m}^s \right) = 0, \tag{5}
\]
where subscript \(t\) indicates the time step. This is coupled to the Poisson equation in Fourier space:
\[
E_k = \frac{iL}{2\pi k} \left( \alpha_e C_{0,k}^e - \alpha_i C_{0,k}^i \right) \text{ for } k \neq 0,
\]
\[
E_0 = 0. \tag{6}
\]

Note that the Fourier representation of the Poisson equation (2) leaves the constant \(E_0\) undefined, while imposes the constraint \(\alpha_e C_{0,0}^e = \alpha_i C_{0,0}^i\) (which physically means that the plasma is neutral). However, the absence of an externally imposed electric field and the periodicity of the domain dictates that \(E_0 = 0\).

In summary, the problem is reduced to the numerical solution of the set of nonlinear Eqs. (5). We have employed a Jacobian-Free Newton-Krylov solver, which algorithmically consists in defining Eq.(5) as a residual that is iteratively minimized at each time step [21].

2.1. Conservation properties

As discussed in Part 1, the FH discretization has the property of conserving charge and momentum exactly, for any time discretization. The Crank-Nicolson scheme also allows exact conservation of the total energy. The simultaneous conservation of charge, momentum and energy is an important property of this technique, especially when compared with PIC codes. Indeed, it is important to emphasize that no existing PIC code can simultaneously conserve energy and momentum. In practice, this means that the non-conserved quantity must be monitored throughout the simulation in order to ensure that its error is somehow bounded.

The following proof of the conservation of energy for the FH scheme is, for simplicity, carried out for a single species.
More general cases are straightforward, but with more cumbersome algebra. The kinetic and potential energy $W_K$ and $W_E$ are defined as:

$$ W_K = \frac{1}{2} \int_0^t \int_{-\infty}^{\infty} \nu^2 f(x, v, t) dx dv = \frac{\alpha^2 L}{4} \left( \sqrt{2} C_{2,0} + C_{0,0} \right) + \frac{iu\alpha}{2} \left( \sqrt{2} C_{1,0} + uC_{0,0} \right) $$

(8)

$$ W_E = \frac{L}{2} \sum_k |E_k|^2 $$

(9)

The change of potential energy between time $t + 1$ and time $t$ is

$$ \Delta W_E = \frac{L}{2} \sum_k |E_k^{t+1}|^2 - |E_k|^2 = \frac{L^3 \alpha^2}{8\pi^2} \sum_{k \neq 0}^1 \frac{1}{|k|^2} (|C_{1,k}^{t+1}|^2 - |C_{1,k}|^2) = \frac{L^3 \alpha^2}{8\pi^2} \sum_{k \neq 0}^1 \frac{1}{|k|^2} \left( |C_{1,k}^{t+1}|^2 - |C_{1,k}|^2 \right) $$

$$ + \frac{\sqrt{g} \alpha^2 L^2}{8\pi k} \left( \text{Re}(C_{1,k}^{t+1}) C_{1,k} + \text{Im}(C_{1,k}^{t+1}) C_{1,k}^* \right) - \frac{\sqrt{g} \alpha^2 L^2}{8\pi k} \left( \text{Re}(C_{1,k}) C_{1,k}^* + \text{Im}(C_{1,k}) C_{1,k} \right) $$

where Eq. (5) has been used. Re and Im indicate the real and imaginary parts of a complex quantity. Similarly, one can calculate the change of kinetic energy between times $t+1$ and time $t$, considering that $C_{t,0} = C_{t,0}^*$ and $C_{t,1} = C_{t,1}^*$.

$$ \Delta W_K = \frac{\alpha^2 L^2 \sqrt{2}}{4} (C_{2,0}^{t+1} - C_{2,0}^t) $$

$$ + \frac{\alpha^2 L^2 \sqrt{2}}{4} \left( \frac{\Delta t}{2\alpha} \sum_{k \neq 0}^1 (E_{1,k}^{t+1} + E_{1,k}^t) (C_{1,k}^{t+1} + C_{1,k}^t) \right) $$

$$ = \frac{\Delta t \alpha^2 L^2 \sqrt{2}}{16\pi} \sum_{k \neq 0}^1 \frac{1}{|k|^2} \left( |C_{1,k}^{t+1}|^2 - |C_{1,k}|^2 \right) $$

$$ + \frac{\sqrt{g} \alpha^2 L^2 \alpha^2 \Delta t}{8\pi k} \left( \text{Re}(C_{1,k}^{t+1}) C_{1,k} + \text{Im}(C_{1,k}^{t+1}) C_{1,k}^* \right) - \frac{\sqrt{g} \alpha^2 L^2 \alpha^2 \Delta t}{8\pi k} \left( \text{Re}(C_{1,k}) C_{1,k}^* + \text{Im}(C_{1,k}) C_{1,k} \right) $$

Therefore, $\Delta W_K + \Delta W_K = 0$.

### 2.2. Collisional term

The role of a collisional term for the numerical solution of the Vlasov-Poisson equations for a collisionless plasma has been extensively discussed in Part 1. In short, the collisional term has the double role of limiting velocity filamentation and suppressing numerical instabilities. Here we use the same collisional term employed in Part 1, namely the operator $C$ acts on the coefficient $C_{n,k}$ as:

$$ C[C_{n,k}] = -\nu \frac{n(n-1)(n-2)}{(N_H-1)(N_H-2)(N_H-3)} C_{n,k} $$

(10)

where $\nu$ is the collisional rate applied to the last Hermite coefficients $C_{N_H-1,k}$.

We emphasize that this operator is constructed in such a way that the coefficients $C_{0,k}, C_{1,k}$, and $C_{2,k}$ are not modified with respect to the exact collisionless case $\nu = 0$. As such, charge, momentum, and energy are conserved even when collisions are applied. The collision operator (10) is applied on the right hand side on Eq. (4).
3. Results

Similarly to the procedure followed in Part 1 [6], in this section we compare the performance of the Fourier-Hermite (FH) method with the PIC method, both implemented with fully-implicit time discretization. For the fully-implicit PIC method, we follow the approach of Chen et al. [9], that nonlinearly solves the Ampere equation discretized in time with a Crank-Nicolson scheme. The current density is self-consistently calculated from the particles. The only difference between the fully-implicit PIC used in this paper and the one employed in Chen et al. [9] is that we do not use a space filter (smoothing), for the following reason. We have calculated the numerical plasma frequency from a PIC simulation of Langmuir wave in a cold plasma, and we have verified that its deviation from the theoretical plasma frequency (equal to 1, in normalized units) is 4 times larger when using the binomial filter adopted in Chen et al. [9]. The PIC code employs linear interpolation, usually referred to as 'Cloud-in-Cell' (CIC) [2]. Note that higher order interpolation schemes have been proposed, for instance, in [24, 15]. In order to make the comparison as fair as possible, we keep the same number of grid points for FH and PIC. Note that, by solving Ampere’s instead of Poisson’s equation, the fully-implicit PIC method does not require a space derivative operator. Hence, there is no equivalent of the Fourier discretization in the PIC. Of course, the grid spacing introduces a numerical error in the current accumulation and interpolation routines. Finally, although a preconditioned version of the fully-implicit PIC has been presented in Chen et al. [10], we use the unpreconditioned version here, so that both method are unpreconditioned. Since the focus of this work is on the discretization in velocity space, i.e. the comparison between the spectral Hermite method and the use of super-particles, all simulations are performed for the same choice of timestep and grid size. Following Part 1, the comparison is characterized by the following three metrics:

1. the error with respect to a ’reference’ highly accurate solution as a function of CPU time and velocity discretization (number of Hermite modes \(N_H\) for FH and number of particles per cell \(N_{pcel}\) for PIC);
2. the error with respect to the ’previous’ less accurate solution;
3. the efficacy defined as the inverse of the product of CPU time and error.

The error used for all runs is calculated as the \(L_1\) norm of the difference between two solutions, averaged in time. The error in 2) is what is actually used by a user who is performing a convergence study to decide when the solution is accurate enough. The efficacy is a useful indicator of the cost-effectiveness of an algorithm. It measures whether an additional cost in terms of CPU time is compensated by a gain in terms of accuracy. Clearly, an algorithm performs well if the efficacy increases notably with increasing CPU time. In this regard, we repeat the argument made in Part 1, namely that the PIC algorithm, by construction, performs badly in terms of efficacy since the error scales as \(N_{pcel}^{-1/2}\), while the computing time scales roughly linearly with \(N_{pcel}\). Therefore, the efficacy scales as the inverse of the square root of the CPU time, i.e., it actually decreases with increasing CPU time. Hence, from a pure cost-effectiveness point of view, it is never advantageous to increase the number of particles in a PIC code to reduce the error. On the other hand, one is often forced to have a large number of particles such that the physical signal is above the noise level (see e.g. [4]). For all the cases discussed below we initialize the electrons (ions) with a Maxwellian distribution function with thermal velocity \(\alpha_e(\alpha_i)\). For the Langmuir wave, the Landau damping and the two-stream instability tests the ions constitute a fixed background, while for the study of the ion-acoustic wave they evolve. The initial electric field is initialized as:

\[
E(x, t = 0) = \frac{L}{2\pi} e \sin(2\pi x/L),
\]

where \(e\) is the amplitude of the initial perturbation. In Fourier space, such an initialization corresponds to:

\[
E_{-1} = E_1 = -\frac{eL}{4\pi}
\]

and the density is initialized consistently. For all runs, the number of grid points (Fourier modes for FH) is equal to \(2N + 1 = 33\) and the timestep is \(\Delta t = 0.05\). We use the nso11 routine described in [21] for the JFNK solver. The Krylov solver is a non-preconditioned restarted GMRES. For all simulations reported in this paper, the Newton-Krylov absolute and relative tolerances are set to \(10^{-8}\). All the codes are written in MATLAB and run on an Intel Xeon 3.40 GHz Linux box.
3.1. Langmuir wave

The parameters are chosen as follows: \( L = 2\pi, \alpha_c = 0.1 \sqrt{e}, \epsilon = 0.01, \nu = 0 \). Figure 2 shows the comparison between FH and PIC (the same format is used for following figures). The top panels show the error with respect to the ‘reference’ solution (red circles) and with respect to the ‘previous’ less refined solution (black circles). The results for PIC are on the left, as a function of number of particles \( N_{pcel} \), and the results for FH are on the right as a function of number of Hermite polynomials \( N_H \). The reference solutions are calculated with \( N_{pcel} = 102400 \) and \( N_H = 100 \), respectively for PIC and FH. The PIC result recovers the theoretical scaling with \( N_H^{-1/2} \) (black line). For this case both PIC and FH reach a low error with a relatively low number of particles per cell and Hermite coefficients, respectively. This was not the case with the explicit PIC, and thus one can infer that the conservation of energy is beneficial, in this case, to assure a fast convergence of the solution. The FH method is advantageous with respect to PIC only if one aims to obtain extremely low errors (of the order of \( 10^{-12} \)). The two bottom panels of Figure 2 show the error (left) and the efficacy (right) as a function of the CPU time. Black circles are for PIC and red circles are for FH. Here the error is with respect to the reference solution. As a figure of merit, in order to reach an error of the order of \( 10^{-11} \), the FH method takes about 30 seconds, while the PIC takes about 3300 seconds, i.e. more than 100 times longer. This is reflected in computing the efficacy (right-bottom panel). As anticipated, the PIC efficacy scales as the inverse of the square root of the CPU time (black line), i.e. it decreases with increasing CPU time. In contrast, the FH efficacy increases by about 4 orders of magnitude when the CPU time increases by a factor of 4 (from 15 to 60 seconds).

3.2. Landau damping

The Landau damping case is run with the following parameters: \( L = 4\pi, \alpha_c = \sqrt{e}, \epsilon = 0.05, \nu = 0 \). The errors are averaged in the time window from \( T = 0 \) to \( T = 3 \). After \( T = 3 \) the PIC reference solution (with \( N_{pcel} = 102400 \)) is affected by a low noise-to-signal ratio. This is shown in Figure 3. Here the black line is the PIC reference solution and the blue line is the result from FH with \( N_H = 100 \). Clearly both results do not suffer from recurrence/noise up to \( T = 3 \). Additionally, we show with red circles the result from FH when a collisionality \( \nu = 2 \) is used, with \( N_H = 20 \). Consistent with the results discussed in Part 1, adding a collisional term allows the elimination of the recurrence problem for FH, even using a low number of Hermite polynomials. Figure 4 presents the comparison between FH and PIC with the same format of Figure 2. Once again the correct scaling with the inverse of the number of particles per cell is recovered for PIC. The difference in performance between the two methods is now even greater than for the Langmuir wave case. For instance, an error equal to \( 6 \times 10^{-4} \) corresponds to a CPU time of 26 seconds for FH and about 6400 seconds for the PIC, with a ratio between the two times approximately equal to 250. Conversely a simulation that takes 200 seconds achieves errors equal to \( 10^{-3} \) and \( 10^{-7} \) for PIC and FH, respectively, i.e. FH is 6 orders of magnitude more accurate for equal CPU time. On this test, we have also tried the space filtering (smoothing) described in [3], and verified that the results do not change qualitatively.

3.3. Ion-acoustic wave

The ion-acoustic wave is often used as a benchmark test since it involves multi-scale physics. In fact, it is generated by a perturbation in the ion density only, and has a frequency much lower than the electron plasma frequency, but it still requires accurate representation of the electron dynamics. The parameters for this case are the following: The mass ratio between ions and electrons is equal to 1836. The ratio between electron and ion temperature is equal to 10, \( L = 10, \alpha_c = \sqrt{e}, \epsilon = 0.2 \). The collisionality is \( \nu = 1 \). Similar to the ion-acoustic wave case discussed in Part 1, the initial perturbation is large enough to drive nonlinear interactions. Figure 4 shows the time evolution of the amplitude of the first 4 Fourier modes. \( E_1 \) is the initially excited mode, and its higher harmonics (\( E_2, E_3, \text{etc.} \)) are excited via wave-wave interactions. The red lines are the results from FH with \( N_H = 300 \) and the black lines are results from the PIC reference solution (with \( N_{pcel}=102400 \)). For the fundamental mode (top panel), there is good agreement between FH and PIC, although one can notice a certain amount of noise in the PIC results. The first harmonic \( E_2 \) is quite noisy in the PIC results, but there is still a qualitative agreement between the two methods, with the PIC solution having the correct order of magnitude and approximately the correct frequency. However, for the PIC solution, harmonics higher than the second (\( E_3 \) and \( E_4 \) plotted respectively in the third and last panel) are at the noise ground level and completely miss the correct physical evolution. This is an example where, although the fundamental mode has been excited at a large (nonlinear) amplitude, the PIC method is able to capture only the largest scale fluctuations, completely missing the lower amplitude interactions. We have described a similar shortcoming of PIC in the companion paper [6], for a
very different physical phenomenon (the plasma echo). As we anticipated, it is not surprising that the numerical noise known to plague PIC plays a similar role in explicit, semi-implicit and fully-implicit versions of the algorithm, even though one expects the latter to be the most accurate of the three methods.

The performance/efficacy study for the ion-acoustic test is presented in Figure 5. One can see that this is a much harder test, and in general the errors are larger than in the previous examples for similar \( N_{\text{pcel}} \) and \( N_{\text{p}} \). For this case, the PIC method recovers the theoretical scaling with \( N_{\text{pcel}} \) only for the first few data points (top-left panel). This is an indication that even the most accurate solution (\( N_{\text{pcel}} = 102400 \)) taken as a ‘reference’ is, in reality still far from convergence. The FH method is also not yet in the full spectral convergence regime. With regards to the comparison between PIC and FH performance and efficacy, conclusions similar to previous cases hold. Note that this case has a generally longer CPU time with respect, for instance, to the Landau damping case, simply because we have run the simulations for many more timesteps (the ion-acoustic wave frequency is about 60 times lower than the electron plasma frequency). The errors of PIC and FH are of similar orders of magnitude for CPU times smaller than 1000 seconds (left-bottom panel). However, the gap in errors between the two methods becomes as large as two orders of magnitude for CPU times of about 20,000 seconds.

### 3.4. Two-stream instability

The two-stream instability is a classical textbook study often used as a benchmark for kinetic plasma codes. It is a linear instability that is excited when the plasma consists of two populations of particles counter-streaming with a large enough relative speed. We initialize the electron distribution function as two drifting Maxwellians with equal temperature:

\[
f_e = 0.5e^{\frac{-v^2}{2\sigma_e^2}} + 0.5e^{\frac{-v^2}{2\sigma_e^2}},
\]

with \( U \) the drift velocity.

The distribution function in Eq. (13) can be efficiently described in the FH method as two distinct electron populations by setting \( u_e = \pm U \) and solving Eq. (5) separately for each drifting Maxwellian. The parameters are as follows: \( L = 4\pi, \sigma_e = \sqrt{2}/2, U = 1, \epsilon = 0.001, \nu = 2 \). Figure 6 shows the time evolution of \( E_1 \) for PIC solutions with different numbers of particles per cell (black: \( N_{\text{pcel}} = 400 \), blue: \( N_{\text{pcel}} = 6400 \), red: \( N_{\text{pcel}} = 12800 \), magenta: \( N_{\text{pcel}} = 102400 \)). As already noted in Part 1, the onset of the two-stream instability is very sensitive to the initial condition. Although the same linear growth rate is approximately recovered in all cases, the solutions for times \( T < 2 \) are completely different. Figure 7 shows the comparison of performance between FH and PIC, with the same format of previous Figures. For a CPU time around 550 seconds, the FH solution is about \( 10^7 \) times more accurate than the PIC solution. Also, the most accurate PIC solution (\( N_{\text{pcel}} = 51200 \)) is less accurate than the least accurate FH solution.

### 4. Conclusions

This paper concludes the study initiated in the companion paper (Part 1). We have described a spectral method to numerically solve the Vlasov-Poisson equations that describe the evolution of a collisionless plasma. The velocity and configuration spaces are discretized by means of an Hermite and Fourier basis, respectively. In this paper we have introduced an implicit Cranck-Nicolson discretization in time, which is charge, momentum, and energy conserving. The simultaneous conservation of these three quantities is a very important property of this method, especially when compared with PIC methods. Indeed, no PIC code is able to simultaneously conserve momentum and energy and thus require monitoring of the non-conserved quantity. We have compared the performance of the implicit FH method with the recently proposed implicit PIC code for the case of one-dimensional, electrostatic simulations. The comparison results for Langmuir wave, Landau damping, ion-acoustic wave, and two-stream instability are summarized in Figures 1, 3, 5, 7, respectively. The two metrics that we have considered in order to fairly assess which method is computationally more advantageous are errors and efficacy as a function of CPU time. Notice that Chen et al. [9, 10] have presented performance comparisons between the fully-implicit and the explicit PIC (which is forced to use smaller timesteps), showing that the CPU time for the explicit PIC is tens or hundreds of time larger than the corresponding CPU time for implicit PIC. This comparison, however, does not take into account the accuracy of the solution, which is different in the two methods (the explicit simulation is usually more accurate since it uses smaller timestep and/or cell size, but might return a much smaller error than what acceptable in practice. See for instance [7] for a concrete example where some of these considerations...
are discussed), but can be crucial since one would want the faster algorithm for a given accuracy. Therefore, here and in Part 1 we have opted for a different metric, where we evaluate the efficacy of a simulation, computed as the inverse of the product of its error (relative to an accurate ‘reference’ solution) and the CPU time. The efficacy is a measure of the cost-effectiveness of a method or, in other words, how much a larger CPU time is paid off in terms of better accuracy.

The trends shown are consistent with the results presented in Part 1. In particular, although each simulation is quantitatively different, they all share the same conclusion that the FH method is orders of magnitude more efficient than PIC, at least for the examples considered. Similar to the plasma echo example discussed in Part 1, we have shown, for the test case of the ion-acoustic wave, that the PIC code is unable to correctly capture the higher-order harmonics of the excited dominant mode (excited at nonlinear amplitude), making any analysis of wave-wave coupling and energy transfer impossible. This is an important problem that can impact PIC applications in areas such as plasma turbulence (see, e.g. [18]), suggesting that denoising techniques are mandatory for PIC there. In conclusion, we believe that the spectral expansion of the velocity space such as in the FH method is a very promising path that should be more systematically explored for accurate and fast simulations of kinetic collisionless plasmas, especially in light of the upcoming exascale era and the cost of high-performance computer simulations that will require an efficient use of the available resources. As discussed in Part 1, further developments of the FH method in terms of optimization of the Hermite basis are critical for multidimensional applications of this technique, and we hope that this paper can stimulate some research in this area.

5. Acknowledgement

The authors would like to thank L. Chacon, S. Markidis, V. Roytershteyn, X. Tang for useful conversations. This work was funded by the Laboratory Directed Research and Development program (LDRD), U.S. Department of Energy Office of Science, Office of Fusion Energy Sciences, under the auspices of the National Nuclear Security Administration of the U.S. Department of Energy by Los Alamos National Laboratory, operated by Los Alamos National Security LLC under contract DE-AC52-06NA25396.

References

[1] T.P. Armstrong, R.C. Harding, G. Knorr, and D. Montgomery. Solution of Vlasov’s equation by transform methods. Methods Comput. Phys., 9:29, 1970.
[2] C.K. Birdsall and A. B. Langdon. Plasma Physics Via Computer Simulation. CRC Press, 2005.
[3] J.U. Brackbill and D.W. Forslund. An implicit method for electromagnetic plasma simulation in two dimensions. Journal of Computational Physics, 46(2):271–308, 1982.
[4] E. Camporeale and D. Burgess. The dissipation of solar wind turbulent fluctuations at electron scales. The Astrophysical Journal, 730(2):114, 2011.
[5] E. Camporeale, G. L. Delzanno, G. Lapenta, and W. Daughton. New approach for the study of linear Vlasov stability of inhomogeneous systems. Physics of Plasmas, 13(9):092110, September 2006. doi: 10.1063/1.2345358.
[6] E. Camporeale, G. L. Delzanno, B. K. Bergen, and J. D. Moulton. On the velocity space discretization for the Vlasov-Poisson system: comparison between Hermite spectral and Particle-in-Cell methods. Part 1: semi-implicit scheme. 2015.
[7] E Camporeale, GL Delzanno, S Zaharia, and J Koller. On the numerical simulation of particle dynamics in the radiation belt: 1. implicit and semi-implicit schemes. Journal of Geophysical Research: Space Physics, 2013.
[8] JP Chehab, Albert Cohen, D Jennequin, JJ Nieto, Ch Roland, and JR Roche. An adaptive Particle-In-Cell method using multi-resolution analysis. Numerical methods for hyperbolic and kinetic problems, IRMA Lect. Math. Theor. Phys, 7:29–42, 2005.
[9] G. Chen, L. Chacon, C.A. Leibs, D.A. Knoll, and W. Taitano. Fluid preconditioning for Newton-Krylov-based, fully implicit, electrostatic particle-in-cell simulations. arXiv preprint [arXiv:1309.6223] 2013.
[10] B.I Cohen, A. B. Langdon, and A. Friedman. Implicit time integration for plasma simulation. Journal of Computational Physics, 46(1):15–38, 1982.
[11] C. Karp and P. Nicolson. A practical method for numerical evaluation of solutions of partial differential equations of the heat-conduction type. In Mathematical Proceedings of the Cambridge Philosophical Society, volume 43, pages 50–67. Cambridge Univ. Press, 1947.
[12] Wenjun Deng and Guo-Yong Fu. Optimization by marker removal for ion particle simulations. Computer Physics Communications, 185(1):96–105, 2014.
[13] F. Engelmann, M. Feix, E. Minardi, and J. Oxenius. Nonlinear Effects from Vlasov’s Equation. Physics of Fluids, 6:266–275, February 1963. doi: 10.1063/1.1706724.
[14] EG Evstatiev and BA Shadwick. Variational formulation of particle algorithms for kinetic plasma simulations. Journal of Computational Physics, 2013.
[16] H. Grad. On the kinetic theory of rarefied gases. *Communications on pure and applied mathematics*, 2(4):331–407, 1949.

[17] F. C. Grant and M. R. Feix. Fourier-Hermite Solutions of the Vlasov Equations in the Linearized Limit. *Physics of Fluids*, 10:696–702, April 1967. doi: 10.1063/1.1762177.

[18] C. T. Haynes, D. Burgess, and E. Camporeale. Reconnection and electron temperature anisotropy in electron scale plasma turbulence. *arXiv preprint arXiv:1304.1444*, 2013.

[19] R.W. Hockney and J.W. Eastwood. *Computer simulation using particles*. CRC Press, 2010.

[20] J. P. Holloway. Spectral velocity discretizations for the Vlasov-Maxwell equations. *Transport Theory and Statistical Physics*, 25:1–32, January 1996. doi: 10.1080/00411459608204828.

[21] C.T. Kelley. *Solving nonlinear equations with Newton's method*, volume 1. Siam, 2003.

[22] A. B. Langdon, B. I. Cohen, and A. Friedman. Direct implicit large time-step particle simulation of plasmas. *Journal of Computational Physics*, 51(1):107–138, 1983.

[23] S. Le Bourdiec, F. De Vuyst, and L. Jacquet. Numerical solution of the Vlasov–Poisson system using generalized Hermite functions. *Computer physics communications*, 175(8):528–544, 2006.

[24] H Ralph Lewis. Energy-Conserving Numerical Approximations for Vlasov Plasmas. *Journal of Computational Physics*, 6:136, 1970.

[25] S. Markidis and G. Lapenta. The energy conserving particle-in-cell method. *Journal of Computational Physics*, 230(18):7037–7052, 2011.

[26] S. Markidis, E. Camporeale, D. Burgess, G. Lapenta, et al. Parsek2D: An Implicit Parallel Particle-in-Cell Code. In *Numerical Modeling of Space Plasma Flows: ASTRONUM-2008*, volume 406, page 237, 2009.

[27] R.J Mason. Implicit moment particle simulation of plasmas. *Journal of Computational Physics*, 41(2):233–244, 1981.

[28] J.W. Schumer and J.P. Holloway. Vlasov simulations using velocity-scaled Hermite representations. *Journal of Computational Physics*, 144 (2):626–661, 1998.

[29] M. Shoucri. Eulerian codes for the numerical solution of the Vlasov equation. *Communications in Nonlinear Science and Numerical Simulations*, 13:174–182, February 2008. doi: 10.1016/j.cnsns.2007.04.004.

[30] E. Siminos, D. BéNisti, and L. Gremillet. Stability of nonlinear Vlasov-Poisson equilibria through spectral deformation and Fourier-Hermite expansion. *Phys. Rev. E.*, 83(5):056402, May 2011. doi: 10.1103/PhysRevE.83.056402.

[31] J. P. Verboncoeur. Particle simulation of plasmas: review and advances. *Plasma Physics and Controlled Fusion*, 47(5A):A231, 2005.

[32] Bei Wang, GH Miller, and Phillip Colella. A Particle-In-Cell method with adaptive phase-space remapping for kinetic plasmas. *SIAM Journal on Scientific Computing*, 33(6):3509–3537, 2011.
Figure 1: Langmuir wave with parameters $L = 2\pi$, $a_e = 0.1 \sqrt{2}$, $\varepsilon = 0.01$, $\nu = 0$. Top left: PIC simulation; error as a function of number of particles per cell $N_{pcel}$. Red and black circles represent the error calculated with respect to a reference solution (with $N_{pcel} = 102400$) and previous less accurate solution, respectively. The black solid line indicates the scaling $N_{pcel}^{-1/2}$. Top right: Hermite simulation; error as a function of number of Hermite modes $N_H$. Red and black circles represent the error calculated with respect to a reference solution (with $N_H = 100$) and previous less accurate solution, respectively. Bottom left: error as a function of CPU time (in seconds); black circles for PIC, red circles for Hermite. Bottom right: efficacy as a function of CPU time (in seconds); black circles for PIC, red circles for Hermite.
Figure 2: Landau damping simulation. Black line: reference solution for PIC with $N_{\text{pcel}} = 102400$; blue line: solution for FH with $\nu = 0$, $N_H = 100$; red circle: solution for FH with $\nu = 2$, $N_H = 20$
Figure 3: Landau damping with parameters $L = 4\pi, \alpha_e = \sqrt{2}, \epsilon = 0.05, \nu = 0$. Top left: PIC simulation; error as a function of number of particles per cell $N_{\text{pcel}}$. Red and black circles represent the error calculated with respect to a reference solution (with $N_{\text{pcel}} = 102400$) and previous less accurate solution, respectively. The black solid line indicates the scaling $N_{\text{pcel}}^{-1/2}$. Top right: Hermite simulation; error as a function of number of Hermite modes $N_H$. Red and black circles represent the error calculated with respect to a reference solution (with $N_H = 100$) and previous less accurate solution, respectively. Bottom left: error as a function of CPU time (in seconds); black circles for PIC, red circles for Hermite. Bottom right: efficacy as a function of CPU time (in seconds); black circles for PIC, red circles for Hermite.
Figure 4: Ion-acoustic wave simulation with parameters $L = 10$, $\alpha_e = \sqrt{2}$, $\alpha_i = 0.0074\alpha_e$, $\epsilon = 0.2$, $\nu = 1$. The mass ratio between ion and electron is equal to 1836. The temperature ratio between electrons and ions is equal to 10. Red lines are results from FH with $N_H = 300$. Black lines are results from PIC with $N_{pecel} = 102400$. The panels from top to bottom represent the amplitude of the modes $E_1$ to $E_4$. $E_1$ is the mode that is perturbed at $T = 0$. 

The text above the figure explains the parameters and the simulation results.
Figure 5: Ion-acoustic wave with parameters $L = 10$, $\alpha_e = 0.0074\alpha_i$, $\epsilon = 0.2$, $\nu = 1$. The mass ratio between ion and electron is equal to 1836. The temperature ratio between electrons and ions is equal to 10. Top left: PIC simulation; error as a function of number of particles per cell $N_{\text{pcel}}$. Red and black circles represent the error calculated with respect to a reference solution (with $N_{\text{pcel}} = 102400$) and previous less accurate solution, respectively. The black solid line indicates the scaling $N_{\text{pcel}}^{-1/2}$. Top right: Hermite simulation; error as a function of number of Hermite modes $N_H$. Red and black circles represent the error calculated with respect to a reference solution (with $N_H = 400$) and previous less accurate solution, respectively. Bottom left: error as a function of CPU time (in seconds); black circles for PIC, red circles for Hermite. Bottom right: efficacy as a function of CPU time (in seconds); black circles for PIC, red circles for Hermite.
Figure 6: Two-stream instability simulation with PIC. Black, blue, red, and magenta lines are for $N_{pcell} = 400, 6400, 12800, 102400$, respectively.
Figure 7: Two-stream instability with parameters $L = 4\pi$, $\alpha_e = \sqrt{2}/2$, $U = 1$, $\varepsilon = 0.001$, $\nu = 2$. Top left: PIC simulation; error as a function of number of particles per cell $N_{pcel}$. Red and black circles represent the error calculated with respect to a reference solution (with $N_{pcel} = 102400$) and previous less accurate solution, respectively. The black solid line indicates the scaling $N_{pcel}^{-1/2}$. Top right: Hermite simulation; error as a function of number of Hermite modes $N_H$. Red and black circles represent the error calculated with respect to a reference solution (with $N_H = 100$) and previous less accurate solution, respectively. Bottom left: error as a function of CPU time (in seconds); black circles for PIC, red circles for Hermite. Bottom right: efficacy as a function of CPU time (in seconds); black circles for PIC, red circles for Hermite.