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Abstract

We exhibit a strong connection between cover times of graphs, Gaussian processes, and Talagrand’s theory of majorizing measures. In particular, we show that the cover time of any graph $G$ is equivalent, up to universal constants, to the square of the expected maximum of the Gaussian free field on $G$, scaled by the number of edges in $G$.

This allows us to resolve a number of open questions. We give a deterministic polynomial-time algorithm that computes the cover time to within an $O(1)$ factor for any graph, answering a question of Aldous and Fill (1994). We also positively resolve the blanket time conjectures of Winikler and Zuckerman (1996), showing that for any graph, the blanket and cover times are within an $O(1)$ factor. The best previous approximation factor for both these problems was $O((\log \log n)^2)$ for $n$-vertex graphs, due to Kahn, Kim, Lovász, and Vu (2000).
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1. Introduction

Let $G = (V, E)$ be a finite, connected graph, and consider the simple random walk on $G$. Writing $\tau_{\text{cov}}$ for the first time at which every vertex of $G$ has been visited, let $\mathbb{E}_v \tau_{\text{cov}}$ denote the expectation of this quantity when the random walk is started at some vertex $v \in V$. The following fundamental parameter is known as the cover time of $G$:

$$t_{\text{cov}}(G) = \max_{v \in V} \mathbb{E}_v \tau_{\text{cov}}.$$  

We refer to the books [5], [36] and the survey [37] for relevant background material.

We also recall the discrete Gaussian free field (GFF) on the graph $G$. This is a centered Gaussian process $\{\eta_v\}_{v \in V}$ with $\eta_{v_0} = 0$ for some fixed $v_0 \in V$. The process is characterized by the relation $\mathbb{E}(\eta_u - \eta_v)^2 = R_{\text{eff}}(u, v)$ for all $u, v \in V$, where $R_{\text{eff}}$ denotes the effective resistance on $G$. Equivalently, the covariances $\mathbb{E}(\eta_u \eta_v)$ are given by the Green kernel of the random walk killed at $v_0$. (We refer to Sections 1.2 and 1.3 for background on electrical networks and Gaussian processes.)

The next theorem represents one of the primary connections put forward in this work. We use the notation $\asymp$ to denote equivalence up to a universal constant factor.

**Theorem 1.1.** For any finite, connected graph $G = (V, E)$, we have

$$t_{\text{cov}}(G) \asymp |E| \left( \max_{v \in V} \eta_v \right)^2,$$

where $\{\eta_v\}_{v \in V}$ is the Gaussian free field on $G$.

The utility of such a characterization will become clear soon. Despite being an intensively studied parameter of graphs, a number of basic questions involving the cover time have remained open. We now highlight two of these, whose resolution we discuss subsequently.
The blanket time. For a node \( v \in V \), let \( \pi(v) = \frac{\text{deg}(v)}{2|E|} \) denote the stationary measure of the random walk, and let \( N_v(t) \) be a random variable denoting the number of times the random walk has visited \( v \) up to time \( t \). Now define \( \tau_{\text{bl}}^0(\delta) \) to be the first time \( t \geq 1 \) at which
\[
N_v(t) \geq \delta t \pi(v)
\]
holds for all \( v \in V \). In other words, \( \tau_{\text{bl}}^0(\delta) \) is the first time at which all nodes have been visited at least a \( \delta \) fraction as much as we expect at stationarity. Using the same notation as in (1), define the \( \delta \)-blanket time as
\[
t_{\text{bl}}^0(G, \delta) = \max_{v \in V} \mathbb{E}_v \tau_{\text{bl}}^0(\delta).
\]
Clearly for \( \delta \in (0, 1) \), we have \( t_{\text{bl}}^0(G, \delta) \geq t_{\text{cov}}(G) \). Winkler and Zuckerman [54] made the following conjecture.

Conjecture 1.1. For every \( 0 < \delta < 1 \), there exists a \( C \) such that for every graph \( G \), one has
\[
t_{\text{bl}}^0(G, \delta) \leq C \cdot t_{\text{cov}}(G).
\]
In other words, for every fixed \( \delta \in (0, 1) \), one has \( t_{\text{cov}}(G) \asymp t_{\text{bl}}^0(G, \delta) \).

Kahn, Kim, Lovász, and Vu [30] showed that for every fixed \( \delta \in (0, 1) \), one can take \( C \asymp (\log \log n)^2 \) for \( n \)-node graphs, but whether there is a universal constant, independent of \( n \), remained open for every value of \( \delta > 0 \).

In order to bound \( t_{\text{bl}}^0(G, \delta) \), we introduce the following stronger notion. Let \( \tau_{\text{bl}}(\delta) \) be the first time \( t \geq 1 \) such that for every \( u, v \in V \), we have
\[
\frac{N_u(t)/\pi(u)}{N_v(t)/\pi(v)} \geq \delta,
\]
i.e., the first time at which all the values \( \{N_u(t)/\pi(u)\}_{u \in V} \) are within a factor of \( \delta \). As in [30], we define the strong \( \delta \)-blanket time as
\[
t_{\text{bl}}(G, \delta) = \max_{v \in V} \mathbb{E}_v \tau_{\text{bl}}(\delta).
\]
Clearly one has \( t_{\text{bl}}^0(G, \delta) \leq t_{\text{bl}}(G, \delta) \) for every \( \delta \in (0, 1) \).

The second question we highlight is computational in nature.

Question 1.2 ([5], [30]). Is there a deterministic, polynomial-time algorithm that approximates \( t_{\text{cov}}(G) \) within a constant factor?

In other words, is there a quantity \( A(G) \) that can be computed deterministically, in polynomial-time in \( |V| \), such that \( A(G) \asymp t_{\text{cov}}(G) \). It is crucial that one asks for a deterministic procedure, since a randomized algorithm can simply simulate the chain, and output the empirical mean of the observed times at which the graph is first covered. This is guaranteed to produce an
accurate estimate with high probability in polynomial time, since the mean and standard deviation of $\tau_{\text{cov}}$ are $O(|V|^3)$ [6].

A result of Matthews [43] can be used to produce a deterministically computable bound that is within a $\log |V|$ factor of $t_{\text{cov}}(G)$. Subsequently, [30] showed how one could compute a bound that lies within an $O((\log \log |V|)^2)$ factor of the cover time.

Before we state our main theorem and resolve the preceding questions, we briefly review the $\gamma_2$ functional from Talagrand’s theory of majorizing measures [48], [50].

**Majorizing measures and Gaussian processes.** Consider a compact metric space $(X,d)$. Let $M_0 = 1$ and $M_k = 2^k$ for $k \geq 1$. For a partition $P$ of $X$ and an element $x \in X$, we will write $P(x)$ for the unique $S \in P$ containing $x$. An admissible sequence $\{A_k\}_{k \geq 0}$ of partitions of $X$ is such that $A_{k+1}$ is a refinement of $A_k$ for $k \geq 0$, and $|A_k| \leq M_k$ for all $n \geq 0$. Talagrand defines the functional

$$
\gamma_2(X,d) = \inf \sup_{x \in X} \sum_{k \geq 0} 2^{k/2} \text{diam}(A_k(x)),
$$

where the infimum is over all admissible sequences $\{A_k\}$.

Consider now a Gaussian process $\{\eta_i\}_{i \in I}$ over some index set $I$. This is a stochastic process such that every finite linear combination of random variables is normally distributed. For the purposes of the present paper, one may assume that $I$ is finite. We will assume that all Gaussian processes are centered, i.e., $E(\eta_i) = 0$ for all $i \in I$. The index set $I$ carries a natural metric which assigns, for $i, j \in I$,

$$
d(i, j) = \sqrt{E|\eta_i - \eta_j|^2}.
$$

The following result constitutes a primary consequence of the majorizing measures theory.

**Theorem (MM)** (Majorizing measures theorem [48]). For any centered Gaussian process $\{\eta_i\}_{i \in I}$, 

$$
\gamma_2(I,d) \asymp E \sup \{\eta_i : i \in I\}.
$$

We remark that the upper bound of the preceding theorem, i.e., 

$$
E \sup \{\eta_i : i \in I\} \leq C\gamma_2(I,d)
$$

for some constant $C$, goes back to work of Fernique [24], [25]. Fernique formulated this result in the language of measures (from whence the name “majorizing measures” arises), while the formulation of $\gamma_2$ given in (4) is due to Talagrand. The fact that the two notions are related is nontrivial; we refer to [50, §2] for a thorough discussion of the connection between them.
**Commute times, hitting times, and cover times.** In order to relate the majorizing measure theory to cover times of graphs, we recall the following natural metric. For any two nodes \( u, v \in V \), use \( H(u, v) \) to denote the expected hitting time from \( u \) to \( v \), i.e., the expected time for a random walk started at \( u \) to hit \( v \). The expected commute time between two nodes \( u, v \in V \) is then defined by

\[
\kappa(u, v) = H(u, v) + H(v, u).
\]

It is immediate that \( \kappa(u, v) \) is a metric on any finite, connected graph. A well-known fact \cite{ref11} is that \( \kappa(u, v) = 2|E|R_{\text{eff}}(u, v) \), where \( R_{\text{eff}}(u, v) \) is the effective resistance between \( u \) and \( v \), when \( G \) is considered as an electrical network with unit conductances on the edges. We now restate our main result in terms of majorizing measures. For a metric \( d \), we write \( \sqrt{d} \) for the distance \( \sqrt{d}(u, v) = \sqrt{d(u, v)} \).

**Theorem 1.2 (Cover times, blanket times, and majorizing measures).** For any graph \( G = (V, E) \) and any \( 0 < \delta < 1 \), we have

\[
t_{\text{cov}}(G) \asymp \gamma_2(V)\sqrt{\kappa} = |E|\left(\max_{v \in V} \eta_v\right)^2 \asymp \delta t_{\text{bl}}(G, \delta),
\]

where \( \asymp \delta \) denotes equivalence up to a constant depending on \( \delta \).

Clearly this yields a positive resolution to Conjecture 1.1. Moreover, we prove the preceding theorem in the setting of general finite-state, reversible Markov chains. See Theorem 1.9 for a statement of our most general theorem.

We now address some additional consequences of the main theorem. First, observe that by combining Theorem 1.2 with Theorem (MM), we obtain Theorem 1.1.

**Theorem 1.3 (Cover times and the Gaussian free field).** For any graph \( G = (V, E) \) and any \( 0 < \delta < 1 \), we have

\[
t_{\text{cov}}(G) \asymp |E|\left(\mathbb{E}_{v \in V} \eta_v\right)^2 \asymp \delta t_{\text{bl}}(G, \delta),
\]

where \( \{\eta_v\} \) is the Gaussian free field on \( G \).

In fact, in Section 2.2, we exhibit the following strong asymptotic upper bound.

**Theorem 1.4.** For every graph \( G = (V, E) \), if \( t_{\text{hit}}(G) \) denotes the maximal hitting time in \( G \) and \( \{\eta_v\}_{v \in V} \) is the Gaussian free field on \( G \), then

\[
t_{\text{cov}}(G) \leq \left(1 + C\sqrt{\frac{t_{\text{hit}}(G)}{t_{\text{cov}}(G)}}\right) |E| \left(\mathbb{E}_{v \in V} \eta_v\right)^2,
\]

where \( C > 0 \) is a universal constant.
In Section 3, we prove the following theorem which, in conjunction with Theorem 1.2, resolves Question 1.2.

**Theorem 1.5.** Let \((X, d)\) be a finite metric space, with \(n = |X|\). If, for any two points \(x, y \in X\), one can deterministically compute \(d(x, y)\) in time polynomial in \(n\), then one can deterministically compute a number \(A(X, d)\) in polynomial time, for which

\[
A(X, d) \propto \gamma_2(X, d).
\]

A “comparison theorem” follows immediately from Theorem 1.2, and the fact that \(\gamma_2(X, d) \leq L\gamma_2(X, d')\) whenever \(d \leq Ld'\) (see (4)).

**Theorem 1.6 (Comparison theorem for cover times).** Suppose \(G\) and \(G'\) are two graphs on the same set of nodes \(V\), and \(\kappa_G\) and \(\kappa_{G'}\) are the distances induced by respective commute times. If there exists a number \(L \geq 1\) such that \(\kappa_G(u, v) \leq L \cdot \kappa_{G'}(u, v)\) for all \(u, v \in V\), then

\[
t_{\text{cov}}(G) \leq O(L) \cdot t_{\text{cov}}(G').
\]

Finally, our work implies that there is an extremely simple randomized algorithm for computing the cover time of a graph, up to constant factors. To this end, consider a graph \(G = (V, E)\) whose vertex set we take to be \(V = \{1, 2, \ldots, n\}\). Let \(D\) be the diagonal degree matrix, i.e., such that \(D_{ii} = \deg(i)\) and \(D_{ij} = 0\) for \(i \neq j\), and let \(A\) be the adjacency matrix of \(G\). We define the following normalized Laplacian:

\[
L_G = \frac{D - A}{\text{tr}(D)}.
\]

Let \(L_G^+\) denote the Moore-Penrose pseudoinverse of \(L_G\). Note that both \(L_G\) and \(L_G^+\) are positive semi-definite. We have the following characterization.

**Theorem 1.7.** For any connected graph \(G\), it holds that

\[
t_{\text{cov}}(G) \propto \mathbb{E} \left\| \sqrt{L_G^+} g \right\|_\infty^2,
\]

where \(g = (g_1, \ldots, g_n)\) is an \(n\)-dimensional Gaussian, i.e., such that \(\{g_i\}\) are independent and identically distributed (i.i.d.) \(N(0, 1)\) random variables.

The preceding theorem yields an \(O(n^\omega)\)-time randomized algorithm for approximating \(t_{\text{cov}}(G)\), where \(\omega \in [2, 2.376]\) is the best-possible exponent for matrix multiplication [13]. Using the linear-system solvers of Spielman and Teng [47] (see also [45]), along with ideas from Spielman and Srivistava [46], we present an algorithm that runs in near-linear time in the number of edges of \(G\).
Theorem 1.8 (Near-linear time randomized algorithm). There is a randomized algorithm that, given an $m$-edge connected graph $G = (V, E)$, runs in time $O(m \log m)^{O(1)}$ and outputs a number $A(G)$ such that $t_{cov}(G) \approx E[A(G)] \approx (E[A(G)^2])^{1/2}$.

1.1. Related work. Cover times of finite graphs have been studied for over 30 years. We refer to [5], [37], [36] for the basic theory. Works of Feige showed that the cover time for any $n$-node graph is at least $(1 - o(1)) n \log n$ [22] and at most $4n^3/27$ [21]. Both of these bounds are asymptotically tight, with the tight example for the lower bound given by the complete graph on $n$ nodes.

The connection between cover times, commute times, and the theory of electrical networks was laid out in [11]. In general, the electrical viewpoint provides a powerful methodology for analyzing random walks (see, for example, [15], [53], [39]). Indeed, this point of view will be central to the present work.

A fundamental bound of Matthews [43] shows that
\[ t_{cov}(G) \leq \left( \max_{u,v \in V} H(u,v) \right) (1 + \log n), \]
where we recall that $H(u,v)$ is the expected hitting time from $u$ to $v$. Using the straightforward lower bound $t_{cov}(G) \geq \max_{u,v \in V} H(u,v)$, this fact provides a deterministic $O(\log n)$-approximation to $t_{cov}(G)$ in $n$-node graphs.

Matthews also proved the lower bound,
\[ t_{cov}(G) \geq \max_{S \subseteq V} \left( \min_{u \neq v \in S} H(u,v) \right) \log(|S| - 1). \]
In [30], it is shown that taking the maximum of the lower bound in (7) and the maximal hitting time $\max_{u,v \in V} H(u,v)$ is an $O((\log \log n)^2)$-approximation for $t_{cov}$. Recently, Feige and Zeitouni [23] have shown that on trees, one can obtain a very strong bound: For every $\varepsilon > 0$, there is a $(1 + \varepsilon)$-approximation obtainable by a deterministic, polynomial-time algorithm.

The cover time has also been studied for many specific families of graphs. Kahn, Linial, Nisan, and Saks [31] established an $O(n^2)$ upper bound for regular graphs. Broder and Karlin [9] proved that the cover time of constant-degree expander graphs is $O(n \log n)$. For planar graphs of maximum degree $d$, Jonasson and Schramm [29] showed that the cover time is at least $c_d n (\log n)^2$ and at most $6n^2$. The order of the cover time on lattices was determined by Aldous [2] and Zuckerman [55]. The latter paper also calculated the order of the cover time on regular trees.

Furthermore, for a few families of specific examples, the asymptotics of the cover time have been calculated more precisely. These include the work of Aldous [3] for regular trees, Dembo, Peres, Rosen, and Zeitouni [14] for the 2-dimensional discrete torus, and Cooper and Frieze [12] for the giant component of various random graphs.
Finally, we remark on an upper bound of Barlow, Ding, Nachmias, and Peres [7] that was part of the motivation for the present work. Consider a connected graph \( G = (V, E) \) and the metric space \((V, \kappa)\), where we recall the commute distance from (6). For each \( h \in \mathbb{Z} \), let \( A_h \subseteq V \) be a set of minimal size whose \( 2^h \)-neighborhood (in the metric \( \kappa \)) covers \( V \). Then

\[
\text{t}_{\text{cov}}(G) \leq O(1) \cdot \left( \sum_{h \in \mathbb{Z}} 2^{h/2} \sqrt{\log |A_h|} \right)^2.
\]

It turns out that this upper bound is tight (up to a universal constant) for a number of concrete examples with approximately “homogeneous” geometry. (We refer to [7] for examples, mostly related to various random graphs arising from percolation.) For instance, the results of the present paper imply that the right-hand side of (8) is equivalent to \( t_{\text{cov}}(G) \) for any vertex-transitive graph \( G \). Furthermore, the formula (8) resembles the appearance of the Dudley integral [16], which gives a tight bound for Gaussian processes with stationary increments. This suggests, in particular, a connection between the cover time of graphs and majorizing measures.

1.2. Preliminaries. To begin, we introduce some fundamental notions from random walks and electrical networks.

Electrical networks and random walks. A network is a finite, undirected graph \( G = (V, E) \), together with a set of nonnegative conductances \( \{c_{xy} : x, y \in V\} \) supported exactly on the edges of \( G \), i.e., \( c_{xy} > 0 \iff xy \in E \). The conductances are symmetric so that \( c_{xy} = c_{yx} \) for all \( x, y \in V \). We will write \( c_x = \sum_{y \in V} c_{xy} \) and \( C = \sum_{x \in V} c_x \) for the total conductance. We will often use the notation \( G(V) \) for a network on the vertex set \( V \). In this case, the associated conductances are implicit. In the few cases when there are multiple networks under consideration simultaneously, we will use the notation \( c_{xy}^G \) to refer to the conductances in \( G \).

Associated to such a network is the canonical discrete time random walk on \( G \), whose transition probabilities are given by \( p_{xy} = c_{xy}/c_x \) for all \( x, y \in V \). It is easy to see that this defines the transition matrix of a reversible Markov chain on \( V \) and that every finite-state, reversible Markov chain arises in this way (see [5, §3.2]). The stationary measure of a vertex is precisely \( \pi(x) = c_x/C \).

Associated to such an electrical network are the classical quantities \( C_{\text{eff}}, R_{\text{eff}} : V \times V \to \mathbb{R}_{\geq 0} \) which are referred to, respectively, as the effective conductance and effective resistance between pairs of nodes. We refer to [36, Ch. 9] for a discussion of the connection between electrical networks and the corresponding random walk. For now, it is useful to keep in mind the following.
fact [11]: For any \(x, y \in V\),
\[
R_{\text{eff}}(x, y) = \frac{\kappa(x, y)}{C},
\]
where the commute time \(\kappa\) is defined as before (6).

For convenience, we will work exclusively with continuous-time Markov chains, where the transition rates between nodes are given by the probabilities \(p_{xy}\) from the discrete chain. One way to realize the continuous-time chain is by making jumps according to the discrete-time chain, where the times spent between jumps are i.i.d. exponential random variables with mean 1. We refer to these random variables as the holding times. See [5, Ch. 2] for background and relevant definitions.

**Cover times, local times, and blanket times.** We will now define various stopping times for the continuous-time random walk. First, we observe that if \(\tau_{\text{cov}}^\star\) is the first time at which the continuous-time random walk has visited every node of \(G\), then for every vertex \(v\),
\[
E_v \tau_{\text{cov}}^\star = E_v \tau_{\text{cov}},
\]
where we recall that the latter quantity refers to the discrete-time chain. Thus we may also define the cover time with respect to the continuous-time chain, i.e., \(t_{\text{cov}}(G) = \max_{v \in V} E_v \tau_{\text{cov}}^\star\).

In fact, it will be far more convenient to work with the **cover and return time** defined as follows. Let \(\{X_t\}_{t \in [0, \infty)}\) be the continuous-time chain, and define
\[
\tau_{\text{cov}}^\star = \inf \{t > \tau_{\text{cov}}^\star : X_t = X_0\}.
\]
For concreteness, we define the cover and return time of \(G\) as
\[
t_{\text{cov}}(G) = \max_{v \in V} E_v \tau_{\text{cov}}^\star,
\]
but the following fact shows that the choice of initial vertex is not of great importance for us (see [5, Ch. 5, Lemma 25]),
\[
\frac{1}{2} t_{\text{cov}}(G) \leq t_{\text{cov}}^\star(\delta) \leq t_{\text{cov}}(G) \leq 3 \min_{v \in V} E_v \tau_{\text{cov}}^\star.
\]

For a vertex \(v \in V\) and time \(t\), we define the **local time** \(L_t^v\) by
\[
L_t^v = \frac{1}{c_v} \int_0^t 1_{\{X_s = v\}} ds,
\]
where we recall that \(c_v = \sum_{u \in V} c_{uv}\). For \(\delta \in (0, 1)\), we define \(\tau_{\text{bl}}^\star(\delta)\) as the first time \(t > 0\) at which
\[
\min_{u, v \in V} \frac{L_t^u}{L_t^v} \geq \delta.
\]
Furthermore, the **continuous-time strong \(\delta\)-blanket time** is defined to be
\[
t_{\text{bl}}^\star(G, \delta) = \max_{v \in V} E_v \tau_{\text{bl}}^\star(\delta).
\]
Asymptotic notation. For expressions $A$ and $B$, we will use the notation $A \lesssim B$ to denote that $A \leq C \cdot B$ for some constant $C > 0$. If we wish to stress that the constant $C$ depends on some parameter, e.g., $C = C(p)$, we will use the notation $A \lesssim_p B$. We use $A \asymp B$ to denote the conjunction $A \lesssim B$ and $B \lesssim A$, and we use the notation $A \asymp_p B$ similarly.

1.3. Outline. We first state our main theorem in full generality. We use only the language of effective resistances, since this is most natural in the context to follow.

**Theorem 1.9.** For any network $G = (V, E)$ and any $0 < \delta < 1$,

$$t_{\text{cov}}(G) \asymp \mathcal{C} \left[ \gamma_2(V, \sqrt{R_{\text{eff}}}) \right]^2 \asymp_\delta t_{\text{bl}}(G, \delta) \asymp_\delta t^*_{\text{bl}}(G, \delta),$$

where $\mathcal{C}$ is the total conductance of $G$.

We now present an overview of our main arguments, and layout the organization of the paper.

**Hints of a connection.** First, it may help the reader to have some intuition about why cover times should be connected to the Gaussian processes and particularly the theory of majorizing measures.

A first hint goes back to work of Aldous [1], where it is shown that the hitting times of Markov chains are approximately distributed as exponential random variables. It is well known that an exponential variable can be represented as the sum of the squares of two Gaussians. Observing that the cover time is just the maximum of all the hitting times, one might hope that the cover time can be related to the maximum of a family of Gaussians.

This point of view is strengthened by some quantitative similarities. Let $\{\eta_i\}_{i \in I}$ be a centered Gaussian process, and let $d(i, j)$ be the natural metric on $I$ from (5). The following two lemmas are central to the proof of the majorizing measures theorem (Theorem (MM)). We refer to [35] [50] for their utility in the majorizing measures theory. The next lemma follows directly from the definition of the Gaussian density; see, for instance, [42, Lemma 5.1.3, Eq. (5.18)].

**Lemma 1.10 (Gaussian concentration).** For every $i, j \in I$, and $\alpha > 0$,

$$\mathbb{P}(\eta_i - \eta_j > \alpha) \leq \exp \left( \frac{-\alpha^2}{2 d(i, j)^2} \right).$$

The next result can be found in [35, Thm. 3.18].

**Lemma 1.11 (Sudakov minoration).** For every $\alpha > 0$, If $I' \subseteq I$ is such that $i, j \in I'$ and $i \neq j$ implies $d(i, j) \geq \alpha$, then

$$\mathbb{E} \sup_{i \in I'} \eta_i \gtrsim \alpha \sqrt{\log |I'|}.$$
Now, let $G = (V, E)$ be a network, and consider the associated continuous-time random walk $\{X_t\}$ with local times $L^u_t$. We define also the inverse local times $\tau^u(t) = \inf\{s : L^u_s > t\}$. An analog of the following lemma was proved in [30] for the discrete-time chain; the continuous-time version can be similarly proved, though we will not do so here, as it will not be used in the arguments to come. In interpreting the next lemma, it helps to recall that $L^u_{\tau^u(t)} = t.$

**Lemma 1.12** (Concentration for local times). For all $u, v \in V$ and any $\alpha > 0$ and $t \geq 0$, we have

$$P_u \left( L^u_{\tau^u(t)} - L^u_{\tau^u(t)} \geq \alpha \right) \leq \exp \left( \frac{-\alpha^2}{4tR_{\text{eff}}(u, v)} \right),$$

where $P_u$ denotes the measure for the random walk started at $u$.

Thus local times satisfy sub-Gaussian concentration, where now the distance $d$ is replaced by $\sqrt{t \cdot R_{\text{eff}}}$. On the other side, the classical bound of Matthews [43] provides an analog to Lemma 1.11.

**Lemma 1.13** (Matthews bound). For every $\alpha > 0$, if $V' \subseteq V$ is such that $u, v \in V'$ and $u \neq v$ implies $H(u, v) \geq \alpha$, then

$$t_{\text{cov}}(G) \geq \alpha \log(|V'|-1).$$

Of course the similar structure of these lemmas offers no formal connection, but merely a hint that something deeper may be happening. We now discuss a far more concrete connection between local times and Gaussian processes.

**The isomorphism theorems.** The distribution of the local times for a Borel right process can be fully characterized by certain associated Gaussian processes; results of this flavor go by the name of *Isomorphism Theorems*. Several versions have been developed by Ray [44] and Knight [33], Dynkin [18], [17], Marcus and Rosen [40], [41], Eisenbaum [19], and Eisenbaum, Kaspi, Marcus, Rosen, and Shi [20]. In what follows, we present the second Ray-Knight theorem in the special case of a continuous-time random walk. It first appeared in [20]; see also Theorem 8.2.2 of the book by Marcus and Rosen [42] (which contains a wealth of information on the connection between local times and Gaussian processes). It is easy to verify that the continuous-time random walk on a connected graph is indeed a recurrent strongly symmetric Borel right process.

**Theorem 1.14** (Generalized Second Ray-Knight Isomorphism Theorem). Fix $v_0 \in V$ and define the inverse local time

$$\tau(t) = \inf\{s : L^v_{s} > t\}. \tag{14}$$

Let $T_{v_0}$ be the hitting time to $v_0$, and let $\Gamma_{v_0}(x, y) = \mathbb{E}_x(L^v_{T_{v_0}})$. Denote by $\eta = \{\eta_x : x \in V\}$ a mean zero Gaussian process with covariance $\Gamma_{v_0}(x, y)$. 

Let $P_{v_0}$ and $P_\eta$ be the measures on the processes $\{L^x_{T_0}\}$ and $\{\eta_x\}$, respectively. Then under the measure $P_{v_0} \times P_\eta$, for any $t > 0$,

$$\left\{ \frac{L^x_{\tau(t)} + \frac{1}{2} \eta^2_x}{x \in V} \right\} \overset{\text{law}}{=} \left\{ \frac{1}{2} (\eta_x + \sqrt{2t})^2 : x \in V \right\}.$$  

Thus to every continuous-time random walk, we can associate a Gaussian process $\{\eta_v\}_{v \in V}$. As discussed in Section 2.4, we have the relationship $d(u, v) = \sqrt{R_{\text{eff}}(u, v)}$, where $d(u, v) = \sqrt{E |\eta_u - \eta_v|^2}$. In particular, the process $\{\eta_v\}_{v \in V}$ is the Gaussian free field on the network $G$.

Using the Isomorphism Theorem in conjunction with concentration bounds for Gaussian processes, we already have enough machinery to prove the following upper bound in Section 2.1:

$$t_{\text{cov}}(G) \leq t_{\text{hl}}(G, \delta) \lesssim \delta C [\gamma_2(V, d)]^2 = C \left[ \gamma_2(V, \sqrt{R_{\text{eff}}}) \right]^2.$$  

We also show how to prove a matching lower bound in terms of $\gamma_2$, but for a slightly different notion of “blanket time.”

Thus (16) proves the first half of Theorem 1.9. The lower bound for cover times quite a bit more difficult to prove. Of course, the cover and return time relates to the event $\{\exists v : L^v_{\tau(t)} = 0\}$, and unfortunately the correspondence (15) seems too coarse to provide lower bounds on the probability of this event directly.

To this end, we need to show that for the right value of $t$ in Theorem 1.14, we often have $\eta_x \approx -\sqrt{2t}$ for some $x \in V$. The main difficulty is that we will have to show that there is often a vertex $x \in V$ with $|\eta_x + \sqrt{2t}|$ being much smaller than the standard deviation of $\eta_x$. In doing so, we will use the full power of the majorizing measures theory, as well as the special structure of the Gaussian processes arising from the Isomorphism Theorem.

The discrete Gaussian free field and a tree-like subprocess. In Section 2.4 (see (35)), we recall that the Gaussian processes arising from the Isomorphism Theorem are not arbitrary, but correspond to the Gaussian free field (GFF) associated with $G$. Special properties of such processes will be essential to our proof of Theorem 1.9. In particular, if we use $R_{\text{eff}}(v, S)$ to denote the effective resistance between a point $v$ and a set of vertices $S \subseteq V$, then we have the relationship

$$\sqrt{R_{\text{eff}}(v, S)} = \text{dist}_{L^2} \left( \eta_v, \text{aff} \left( \{ \eta_w \}_{w \in S} \right) \right),$$

where $\text{aff}(\cdot)$ denotes the affine hull and $\text{dist}_{L^2}$ is the $L^2$ distance in the Hilbert space underlying the process $\{\eta_v\}_{v \in V}$. In Section 2.3, we prove a number of properties of the effective resistance metric (e.g., Foster’s network theorem); combined with (17), this yields some properties unique to processes arising from a GFF.
Next, in Section 3, we recall that one of the primary components of the majorizing measures theory is that every Gaussian process \( \{ \eta_i \}_{i \in I} \) contains a “tree like” subprocess that controls \( \mathbb{E} \sup_{i \in I} \eta_i \). After a preprocessing step that ensures our trees have a number of additional features, we use the structure of the GFF to select a representative subtree with very strong independence properties that will be essential to our analysis of cover times.

Restructuring the randomness and a percolation argument. The majorizing measures theory is designed to control the first moment \( \mathbb{E} \sup_{i \in I} \eta_i \) of the supremum of Gaussian process. In analyzing (15) to prove a lower bound on the cover times, we actually need to employ a variant of the second moment method. The need for this, and a detailed discussion of how it proceeds, are presented at the beginning of Section 4.

Towards this end, we want to associate events to the leaves of our “tree like” subprocess that can be thought of as “open events” in a percolation process on the tree. For general trees, it is known that the second moment method gives accurate estimates for the probability of having an open path to a leaf [38]. While our trees are not regular, they are “regularized” by the majorizing measure, and we do a somewhat standard analysis of such a process in Section 4.3.

The real difficulty involves setting up the right filtration on the probability space corresponding to our tree so that the percolation argument yields the desired control on the cover times. This requires a delicate definition of the events associated to each edge, and the ensuing analysis forms the technical core of our argument in Section 4.

Algorithmic issues. In order to complete the proof of Theorem 1.5 and thus resolve Question 1.2, we present a deterministic algorithm that computes an approximation to \( \gamma_2(X, d) \) for any metric space \( (X, d) \). This is achieved in Section 3.3. While the algorithm is fairly elementary to describe, its analysis requires a number of tools from the majorizing measures theory.

We remark that, in combination with Theorem 1.9, this yields the following result.

**Theorem 1.15.** For any finite-state, reversible Markov chain presented as a network \( G = (V, E) \) with given conductances \( \{ c_{xy} \} \), there is a deterministic, polynomial-time algorithm that computes a value \( A(G) \) such that

\[
A(G) \asymp t_{\text{cov}}(G).
\]

Observe that for general reversible chains, the cover time is not necessarily bounded by a polynomial in \(|V|\), and thus even randomized simulation of the chain does not yield a polynomial-time algorithm for approximating \( t_{\text{cov}}(G) \). Finally, in Section 4.5, we prove Theorems 1.7 and 1.8 in the setting of arbitrary
reversible Markov chains, leading to a near-linear time randomized algorithm for computing cover times.

2. Gaussian processes and local times

We now discuss properties of the Gaussian processes arising from the isomorphism theorem (Theorem 1.14). In Section 2.1, we show that the isomorphism theorem, combined with concentration properties of Gaussian processes, is already enough to get strong control on blanket times and related quantities.

In Section 2.3, we prove some geometric properties of the resistance metric on networks that will be crucial to our work on the cover time in Sections 3 and 4. Finally, in Section 2.4, we recall the definition of the Gaussian free field and show how the geometry of such a process relates to the geometry of the underlying resistance metric.

2.1. The blanket time

We first remark that the covariance matrix of the Gaussian process arising from the isomorphism theorem can be calculated explicitly in terms of the resistance metric on the network $G(V)$. Throughout this section, the process $\{\eta_x\}_{x \in V}$ refers to the one resulting from Theorem 1.14 with $v_0 \in V$ some fixed (but arbitrary) vertex, $\tau(t)$ refers to the inverse local time defined in (14), and $T_0$ is the hitting time to $v_0$.

**Lemma 2.1.** For every $x, y \in V$,

$$\Gamma_{v_0}(x, y) = \mathbb{E}_x(L^y_{T_0}) = \frac{1}{2}(R_{\text{eff}}(x, v_0) + R_{\text{eff}}(v_0, y) - R_{\text{eff}}(x, y)).$$

In particular,

$$\mathbb{E}(\eta_x - \eta_y)^2 = R_{\text{eff}}(x, y).$$

**Proof.** To prove the lemma, we use the cycle identity for hitting times (see, e.g., [36, Lemma 10.10]), which asserts that

$$H(x, v_0) + H(v_0, y) + H(y, x) = H(x, y) + H(y, v_0) + H(v_0, x).$$

(18) Averaging both sides of (18) and recalling (9) yields

$$H(x, v_0) + H(v_0, y) + H(y, x) = \frac{C}{2} [R_{\text{eff}}(x, v_0) + R_{\text{eff}}(v_0, y) + R_{\text{eff}}(x, y)].$$

Now, we subtract $CR_{\text{eff}}(x, y) = H(x, y) + H(y, x)$ from both sides, giving

$$H(x, v_0) + H(v_0, y) - H(x, y) = \frac{C}{2} [R_{\text{eff}}(x, v_0) + R_{\text{eff}}(v_0, y) - R_{\text{eff}}(x, y)].$$

Finally, we conclude using the identity (see, e.g., [5, Ch. 2., Lemma 9]):

$$\mathbb{E}_x(L^y_{T_0}) = \frac{1}{C} (H(x, v_0) + H(v_0, y) - H(x, y)).$$

$\square$
We now relate the blanket time of the random walk to the expected supremum of its associated Gaussian process. The following is a central facet of the theory of concentration of measure; see, for example, [34, Thm. 7.1, eq. (7.4)].

**Lemma 2.2.** Consider a Gaussian process \( \{ \eta_x : x \in V \} \), and define \( \sigma = \sup_{x \in V} (\mathbb{E}(\eta_x^2))^{1/2} \). Then for \( \alpha > 0 \),
\[
\mathbb{P} \left( \left| \sup_{x \in V} \eta_x - \mathbb{E} \sup_{x \in V} \eta_x \right| > \alpha \right) \leq 2 \exp(-\alpha^2/2\sigma^2).
\]

We are now ready to establish the upper bound on the strong blanket time \( t^*_\text{bl}(G, \delta) \) for any fixed \( 0 < \delta < 1 \). Note that this will naturally yield an upper bound on \( t^\text{bl}(\delta) \).

**Theorem 2.3.** Consider a network \( G(V) \) and its total conductance \( C = \sum_{x \in V} c_x \). For any fixed \( 0 < \delta < 1 \), the blanket time \( t^*_\text{bl}(G, \delta) \) of the random walk on \( G(V) \) satisfies
\[
t^*_\text{bl}(G, \delta) \lesssim \delta C \left( \mathbb{E} \sup_{x \in V} \eta_x \right)^2,
\]
where \( \{ \eta_x \} \) is the associated Gaussian process from Theorem 1.14.

**Proof.** We first prove that for some \( A_\delta > 0 \),
\[
(19) \quad t^*_\text{bl}(\delta) \leq A_\delta C \left( \mathbb{E} \sup_{x \in V} \eta_x \right)^2 + \mathbb{E} \sup_{x \in V} (\eta_x^2),
\]
Fix a vertex \( v_0 \in V \), and consider the local times \( \{ L^x_{\tau(t)} : x \in V \} \), where for \( t > 0 \), we write \( \tau(t) = \inf\{ s : L^v_s > t \} \). Let \( \sigma = \sup_{x \in V} \sqrt{\mathbb{E}(\eta_x^2)} \) and \( \Lambda = \mathbb{E} \sup_{x \in V} \eta_x \).

Use \( \{ \eta^L_x \} \) to denote the copy of the Gaussian process corresponding to the left-hand side of (15), and use \( \{ \eta^R_x \} \) to denote the i.i.d. process corresponding to the right-hand side. Fix \( \beta > 0 \), and set \( t = t(\beta) = \beta(\Lambda^2 + \sigma^2) \). By Theorem 1.14, we get that
\[
\mathbb{P} \left( \min_x L^x_{\tau(t)} \leq \sqrt{\delta} t \right) \leq \mathbb{P} \left( \inf_x \frac{1}{2} (\eta^R_x + \sqrt{2t})^2 \leq \frac{1+\sqrt{\delta}}{2} t \right)
+ \mathbb{P} \left( \sup_x \frac{1}{2} (\eta^L_x)^2 \geq \frac{1-\sqrt{\delta}}{2} t \right).
\]
Therefore,
\[
\mathbb{P} \left( \min_x L^x_{\tau(t)} \leq \sqrt{\delta} t \right) \leq \mathbb{P} \left( \inf_x \eta^R_x \leq -a_\delta \sqrt{t} \right) + \mathbb{P} \left( \sup_x |\eta^L_x| \geq b_\delta \sqrt{t} \right),
\]
where \( a_\delta = \sqrt{2} - \sqrt{1 + \sqrt{\delta}} \) and \( b_\delta = \sqrt{1 - \sqrt{\delta}} \). Applying Lemma 2.2, we obtain that if \( \beta > \beta_0(\delta) \) for some \( \beta_0(\delta) > 0 \), then

\[
\mathbb{P} \left( \min_x L^x_{\tau(t)} \leq \sqrt{\delta t} \right) \leq 6 \exp(-\gamma_\delta \beta),
\]

where \( \gamma_\delta = \frac{1}{2} (a_\delta^2 \wedge b_\delta^2) \). On the other hand, we have

\[
\mathbb{P} \left( \max_x L^x_{\tau(t)} \geq t/\sqrt{\delta} \right) \leq \mathbb{P} \left( \max_x \frac{1}{2} (\eta^R_x + \sqrt{2t})^2 \geq t/\sqrt{\delta} \right)
\]

\[
= \mathbb{P} \left( \max_x \eta_x \geq a'_\delta \sqrt{t} \right),
\]

where \( a'_\delta = \sqrt{1/\delta} - 1 \). Applying Lemma 2.2 again for \( \beta > \beta_0(\delta) \), we get that

\[
\mathbb{P} \left( \max_x L^x_{\tau(t)} \geq t/\sqrt{\delta} \right) \leq 2 \exp(-\gamma'_\delta \beta),
\]

where \( \gamma'_\delta = (a'_\delta)^2/2 \). Note that assuming \( \min_x L^x_{\tau(t)} \geq \sqrt{\delta t} \) and \( \max_x L^x_{\tau(t)} \leq t/\sqrt{\delta} \), we have \( \tau(t) = \sum_x c_x L^x_{\tau(t)} \leq Ct/\sqrt{\delta} \) as well as \( \min_{x,y} L^x_{\tau(t)}/L^y_{\tau(t)} \geq \delta \). It then follows that \( \tau^*_b \leq \tau(t) \leq Ct/\sqrt{\delta} \). Therefore, we can deduce that

\[
\{ \tau^*_b \geq Ct/\sqrt{\delta} \} \subset \left\{ \min_x L^x_{\tau(t)} \leq \sqrt{\delta t} \right\} \cup \left\{ \max_x L^x_{\tau(t)} \geq t/\sqrt{\delta} \right\}.
\]

Combined with (20) and (21), it yields that

\[
\mathbb{P}(\tau^*_b \geq Ct/\sqrt{\delta}) \leq 6 \exp(-\gamma_\delta \beta) + 2 \exp(-\gamma'_\delta \beta).
\]

It then follows that \( t^*_b \leq A_\delta C(\Lambda^2 + \sigma^2) \) for some \( A_\delta > 0 \) which depends only on \( \delta \), establishing (19).

It remains to prove that \( \sigma = O(\Lambda) \). To this end, let \( x^* \) be such that \( \mathbb{E}\eta^2_{x^*} = \sigma^2 \). We have

\[
\Lambda \geq \mathbb{E}\max(\eta_{x^*}, \eta_{x'}) = \mathbb{E}\max(0, \eta_{x'}) = \frac{\sigma}{\sqrt{2\pi}}.
\]

This completes the proof for the continuous-time case. \( \square \)

Remark 1. An interesting question is the asymptotic behavior of \( \delta \)-blanket time as \( \delta \to 1 \), namely the dependence on \( \delta \) of \( A_\delta \) in (19). As implied in the proof, we can see that

\[
A_\delta \lesssim \frac{1}{\gamma_\delta} + \frac{1}{\gamma'_\delta} \lesssim \frac{1}{(1 - \delta)^2}.
\]

These asymptotics are tight for the complete graph; see e.g., [54, Cor. 2].

We next extend the proof of the preceding theorem to the case of the discrete-time random walk. The following lemma contains the main estimate required for this extension.
Lemma 2.4. Let $G(V)$ be a network, and write $\gamma_2 = \gamma_2(V, \sqrt{T_{\text{eff}}})$. Then for all $u \geq 16$, we have
\[
\sum_{v \in V} e^{-u c_v \gamma_2^2} \leq e^{-u/8}.
\]

Proof. By definition of the $\gamma_2$ functional, we can choose a sequence of partitions $A_k$ with $|A_k| \leq 2^k$ such that
\[
\gamma_2 \geq \frac{1}{2} \sum_{v \in V} 2^{k/2} \text{diam}(A_k(v)).
\]
For $v \in V$, let $k_v = \min\{k : \{v\} \in A_k\}$. It is clear that $R_{\text{eff}}(u, v) / c_v$ for all $u \neq v$, and hence $(\text{diam}(A_{k_v-1}(v)))^2 \geq 1/c_v$. Therefore, we see that
\[
\sum_{v \in V} e^{-u c_v \gamma_2^2} \geq \sum_{k=0}^{\infty} \sum_{v: k_v = k+1} e^{-u c_v \gamma_2^2} \leq \sum_{k=1}^{\infty} 2^{k+1} e^{-u 2^k/4} \leq e^{-u/8},
\]
completing the proof. \qed

Theorem 2.5. Consider a network $G(V)$ and its total conductance $C = \sum_{x \in V} c_x$. For any fixed $0 < \delta < 1$, the discrete blanket time $t_{\text{bl}}(G, \delta)$ of the random walk on $G(V)$ satisfies
\[
t_{\text{bl}}(G, \delta) \leq C \cdot \left( \mathbb{E} \sup_{x \in V} \eta_x \right)^2,
\]
where $\{\eta_x\}$ is the associated Gaussian process from Theorem 1.14.

Proof. We now consider the embedded discrete-time random walk of the continuous-time counterpart (i.e., the corresponding jump chain; see [5, Ch. 2]). Let $N^x_t$ be such that $c_v \cdot N^x_t$ is the number of visits to vertex $v$ up to continuous time $t$; i.e., $N^x_t$ is a discrete-time analog of the local time $L^x_t$.

Fix a vertex $v_0 \in V$, and consider the local times $\{L^x_{\tau(t)} : x \in V\}$. Let $\sigma = \sup_{x \in V} \sqrt{\mathbb{E}(\eta^2_x)}$ and $\Lambda = \mathbb{E} \sup_x \eta_x$. Again, set $t = \beta \sigma^2$.

Let $\tau(t)$ denote the first time at which $N^x_\tau(t) \geq \delta t$ for every $x \in V$. Assuming that $\min_x N^x_\sigma(t) \geq \delta^{1/4} t$ and $\max_x N^x_{\tau(t)} \leq t/\delta^{3/4}$, we have $\tau(t) = \sum_x c_x N^x_{\tau(t)} \leq C t/\delta^{3/4}$ and thus $\min_x N^x_{\tau(t)} \geq \delta \tau(t)/C$. It then follows that $\tau(t) \leq t/\delta^{3/4}$. Therefore, we deduce that
\[
\left\{ \tau(t) \geq \frac{C t}{\delta^{3/4}} \right\} \subset \left\{ \min_x N^x_{\tau(t)} \leq \delta^{1/4} t \right\} \cup \left\{ \max_x N^x_{\tau(t)} \geq t/\delta^{3/4} \right\}.
\]
Therefore, we have
\[
P \left( \tau(t) \geq \frac{C t}{\delta^{3/4}} \right) \leq P \left( \min_x L^x_{\tau(t)} \leq \sqrt{\delta} t \text{ or } \max_x L^x_{\tau(t)} \geq t/\sqrt{\delta} \right)
+ P \left( \forall x : \sqrt{\delta} t \leq L^x_{\tau(t)} \leq t/\sqrt{\delta} \mid \min_x N^x_{\tau(t)} \leq \delta^{1/4} t \text{ or } \max_x N^x_{\tau(t)} \geq t/\delta^{3/4} \right).
\]

Note that we have already bounded the first term in (20) and (21).
The second term can be bounded by a simple application of a large deviation inequality on the sum of i.i.d. exponential variables. Precisely,
\[ \sum_{x \in V} \mathbb{P} \left( \sqrt{\delta} t \leq L^x_{\tau(t)} \leq t/\sqrt{\delta} \mid N^x_{\tau(t)} \leq \delta^{1/4} t \text{ or } N^x_{\tau(t)} \geq t/\delta^{3/4} \right) \leq \sum_{x \in V} e^{-\tilde{a}_\delta \cdot c_x t} \]
for some constant \( \tilde{a}_\delta > 0 \) depending only on \( \delta \). Recall that Theorem (MM) implies \( \mathbb{E} \sup_x \eta_x \approx \gamma_2(V, \sqrt{\text{R}_{\text{eff}}}) \). By (22), we see that \( \sigma \leq \sqrt{2\pi} \Lambda \). Altogether, we get that \( t \asymp \Lambda^2 \asymp \beta \left[ \gamma_2(V, \sqrt{\text{R}_{\text{eff}}}) \right]^2 \). Applying Lemma 2.4, we conclude that there exists \( \tilde{\beta}_0(\delta) > 0 \) depending only on \( \delta \) such that for all \( \beta \geq \tilde{\beta}_0(\delta) \), we have
\[ \mathbb{P}(\tau_{\text{bd}}(G, \delta) \geq C t/\delta^{3/4}) \lesssim e^{-\tilde{b}_\delta \beta}, \]
where \( \tilde{b}_\delta \) is a constant depending only on \( \delta \). This immediately yields the desired upper bound on the blanket time for the discrete-time random walk.

We next exhibit a lower bound on a variation of blanket time (considered in [30]). It is apparent that the lower bound on the cover time, which will be proved in Section 4, is an automatic lower bound on the blanket time. In what follows, though, we try to give a simple argument that can be regarded as a warm up. For the convenience of analysis, we consider the following notion. For \( 0 < \varepsilon < 1 \), define
\[ \tag{23} t^*_\text{bd}(G, \varepsilon) = \max \inf \{ s : \mathbb{P}_w(\forall u, v \in V : L^u_t \leq 2 L^v_t) > \varepsilon \text{ for all } t \geq s \}. \]

**Theorem 2.6.** Consider a network \( G(V) \) and its total conductance \( \mathcal{C} = \sum_{x \in V} c_x \). For any fixed \( 0 < \varepsilon < 1 \), we have
\[ t^*_\text{bd}(G, \varepsilon) \gtrsim \varepsilon \cdot \left( \mathbb{E} \sup_{x \in V} \eta_x \right)^2. \]

In order to prove Theorem 2.6, we will use the next simple lemma. We will also require this estimate in Section 4.

**Lemma 2.7.** Let \( \tau(t) \) be the inverse local time at vertex \( v_0 \), as defined in (14). Let \( \mathcal{C} \) be the total conductance, and let \( \mathcal{D} = \max_{x, y \in V} \sqrt{\text{R}_{\text{eff}}(x, y)} \). Then, for all \( \beta > 0 \) and \( t \geq \mathcal{D}^2/\beta^2 \),
\[ \mathbb{P}_{v_0}(\tau(t) \leq \beta \mathcal{C} t) \lesssim 3 \beta. \]

**Proof.** We use \( \mathbb{P}_v \) to denote the measure on random walks started at a vertex \( v \in V \), and we use \( \mathbb{E}_v \) similarly. Let \( p_\delta \) be \( \min_{v} \{ \mathbb{P}_v(\tau(t) \leq \delta \mathcal{C} t) \} \) for some \( \delta > 0 \). Using the strong Markov property, we get that for all \( v \in V \),
\[ \mathbb{P}_v(\tau(t) \geq k \delta \mathcal{C} t) \leq (1 - p_\delta)^k. \]
In particular, \( \mathbb{E}_v \tau(t) \leq \delta \mathcal{C} t/p_\delta \).

By Theorem 1.14, it follows easily that \( \mathbb{E}_{v_0} \tau(t) = \mathcal{C} t \). Since \( \mathbb{E}_v \tau(t) \geq \mathbb{E}_{v_0} \tau(t) \), we deduce that \( p_\delta \leq \delta \). Let \( u = u(\delta) \) be such that \( \mathbb{P}_u(\tau(t) \leq \delta \mathcal{C} t) = p_\delta \).
Let \( Y, Z \) be random variables with the law \( \tau(t) \), when the random walk is started at \( u \) and \( v_0 \), respectively. Clearly,

\[
Y \overset{\text{law}}{=} Z + T_{v_0},
\]

where \( T_{v_0} \) is distributed as the hitting time to \( v_0 \), when then random walk is started at \( u \) and \( T_{v_0} \) is independent of \( Z \).

Since \( R_{\text{eff}}(u,v_0) \leq \mathfrak{D}^2 \), we have \( E_u T_{v_0} \leq C \mathfrak{D}^2 \) (by (9)), and this yields \( P_u(T_{v_0} \geq C \mathfrak{D}^2/\beta) \leq \beta \). Using the assumption \( t \geq D^2/\beta^2 \) and (24), we conclude that

\[
P_{u}(T_{v_0} \geq C \mathfrak{D}^2/\beta) \leq \beta.
\]

This implies that \( Y \leq \beta C t \), completing the proof. 

We are now ready to establish the lower bound on \( t^*_{\text{bl}}(G, \varepsilon) \).

**Proof of Theorem 2.6.** We consider the associated Gaussian process as in the proof of Theorem 2.3. Let \( \sigma = \sup_{x \in V} \sqrt{E \eta^2_x} \) and \( \Lambda = E \sup_{x} \eta_x \). Observe that the maximal hitting time is a simple lower bound on \( t^*_{\text{bl}}(G, \varepsilon) \) up to a constant depending only on \( \varepsilon \). In light of Lemma 2.1, we see

\[
t^*_{\text{bl}}(G, \varepsilon) \gtrsim \varepsilon C \cdot \sigma^2.
\]

Therefore, we can assume in what follows that

\[
\Lambda^2 \geq 100 \log(4/\varepsilon) \varepsilon^{-2} \sigma^2.
\]

Let \( t_* = \frac{1}{2} \Lambda^2 \). By Lemma 2.2, we get

\[
P\left( \inf_{x \in V} \frac{1}{2} (\eta^R_x + \sqrt{2t_*})^2 \leq \log(4/\varepsilon) \sigma^2 \right) \geq P\left( \sup_{x \in V} |\eta^R_x - \Lambda| \leq \sqrt{2 \log(4/\varepsilon) \sigma} \right) \geq 1 - \frac{\varepsilon}{2}.
\]

Applying Theorem 1.14, we obtain

\[
P\left( \inf_{x \in V} L^x_{\tau(t_*)} \leq \log(4/\varepsilon) \sigma^2 \right) \geq 1 - \frac{\varepsilon}{2}.
\]

By triangle inequality, we have \( \mathfrak{D} \leq 2 \sigma \). Recalling the assumption (25), we can apply Lemma 2.7 and deduce that

\[
P(\tau(t_*) \leq \varepsilon C t_*/6) \leq \varepsilon/2.
\]

Writing \( t_0 = \varepsilon C t_*/6 \), we can then obtain that

\[
P\left( \inf_{x \in V} L^x_{t_0} \leq \log(4/\varepsilon) \sigma^2, \tau(t_*) \geq t_0 \right) \geq 1 - \varepsilon.
\]

Also, we see that \( \sup_{x \in V} L^x_{t_0} \geq \varepsilon \Lambda^2/12 \) whenever \( \tau(t_*) \geq t_0 \). Using assumption (25) again, we conclude that

\[
P_{v_0}(\exists x, y \in V : L^x_{t_0} > 2L^y_{t_0}) \geq 1 - \varepsilon.
\]

This implies that \( t^*_{\text{bl}}(G, \varepsilon) \geq t_0 \), completing the proof.
2.2. An asymptotically strong upper bound. Finally, we show a strong upper bound for the asymptotics of $t_{\text{cov}}$ on a sequence of graphs $\{G_n\}$, assuming $t_{\text{hit}}(G_n) = o(t_{\text{cov}}(G_n))$.

**Theorem 2.8.** For any graph $G = (V, E)$ with $v_0 \in V$, let $t_{\text{hit}}(G)$ be the maximal hitting time in $G$ and let $\{\eta_v\}_{v \in V}$ be the GFF on $G$ with $\eta_{v_0} = 0$. Then, for a universal constant $C > 0$,

$$t_{\text{cov}}(G) \leq \left(1 + C \sqrt{\frac{t_{\text{hit}}(G)}{t_{\text{cov}}(G)}}\right) \cdot |E| \cdot \left(\mathbb{E} \sup_{v \in V} \eta_v\right)^2.$$  

**Proof.** Theorem 2.5 asserts that

$$t_{\text{cov}}(G) \preceq \left(\mathbb{E} \max_v \eta_v\right)^2,$$

where $\preceq$ denotes stochastic domination. Write $\sigma^2 = \max_v \mathbb{E} \eta_v^2$. Note that $\sigma^2$ corresponds to the diameter of $V$ in the effective resistance metric, thus $t_{\text{hit}}(G) \asymp |E| \sigma^2$. Denote by $S = \sum_v d_v \eta_v^2$, where $d_v$ is the degree of vertex $v$. By a generalized Hölder inequality and moment estimates for Gaussian variables (here we use that $\mathbb{E} X^6 = 15$ for a standard Gaussian variable $X$), we obtain that

$$\mathbb{E} S^3 \leq \sum_{u,v,w} d_u d_v d_w \mathbb{E} (\eta_u^2 \eta_v^2 \eta_w^2) \leq \sum_{u,v,w} d_u d_v d_w \mathbb{E} (\eta_u^6)^{1/3} \mathbb{E} (\eta_v^6)^{1/3} \mathbb{E} (\eta_w^6)^{1/3} \leq 15 |E|^3 \sigma^6.$$

An application of Markov’s inequality then yields

$$\mathbb{P}(S \geq \alpha |E| \sigma^2) \leq \frac{15}{\alpha^3}.$$  

Write $Q = \sum_v d_v \eta_v$. Clearly, $Q$ is a centered Gaussian with variance bounded by $4 |E|^2 \sigma^2$ and therefore,

$$\mathbb{P}(|Q| \geq \alpha |E| \sigma) \leq 2 e^{-\alpha^2/8}.$$  

For $\beta > 0$, let $t = \frac{1}{2} (\mathbb{E} \max_v \eta_v + \beta \sigma)^2$. Noting $\tau(t) = \sum_v d_v L_{\tau(t)}^v$ and recalling the Isomorphism theorem (Theorem 1.14), we get that

$$\tau(t) \preceq 2 |E| t + \sqrt{2t} |Q| + \frac{1}{2} S.$$  

Combined with (27) and (28), we deduce that

$$\mathbb{P}(\tau(t) \geq 2 |E| t + \sqrt{2t} |E| \sigma + \beta |E| \sigma^2) \leq \frac{12}{(\beta - 2)^2} + 2 e^{-\beta^2/8}.$$  

We now turn to bound the probability for $\tau_{\text{cov}} > \tau(t)$. Observe that on the event $\{\tau_{\text{cov}} > \tau(t)\}$, there exists $v \in V$ such that $L_{\tau(t)}^v = 0$. It is clear that
for all $v \in V$, we have $\mathbb{P}(\eta_v^2 \geq \beta \sigma^2/2) \leq 2e^{-\beta/4}$. Since $\{\eta_v\}_{v \in V}$ and $\{L_{\tau(t)}^v\}_{v \in V}$ are two independent processes, we obtain
\begin{equation}
\mathbb{P}\left(\{|\tau_{\text{cov}} > \tau(t)\}| \setminus \{\exists v \in V : L_{\tau(t)}^v + \frac{1}{2}\eta_v^2 < \beta \sigma^2/2\}\right) \leq 2e^{-\beta/4}.
\end{equation}

On the other hand, we deduce from the concentration of Gaussian processes (Lemma 2.2) that
\begin{equation}
\mathbb{P}\left(\inf_v (\sqrt{2t} + \eta_v)^2 \leq \beta \sigma/2\right) \leq 2e^{-\beta/8}.
\end{equation}

Applying Isomorphism theorem again and combined with (30), we get that
\begin{equation}
\mathbb{P}(\tau_{\text{cov}} > \tau(t)) \leq 4e^{-\beta/8}.
\end{equation}

Combined with (29), it follows that \begin{equation}
\mathbb{P}(\tau_{\text{cov}} \geq 2|E|t + \sqrt{2t}\beta|E|\sigma + \beta|E|\sigma^2) \leq \frac{15}{\beta^3} + 2e^{-\beta^2/8} + 4e^{-\beta/8}.
\end{equation}

Since $t = \frac{1}{2}(\mathbb{E} \max_v \eta_v + \beta \sigma)^2$, we can deduce that for some universal constant $C_1 > 0$,
\begin{equation}
t_{\text{cov}}(G) \leq |E|(\mathbb{E} \sup_v \eta_v)^2 + C_1|E|(\sigma^2 + \sigma \mathbb{E} \sup_v \eta_v).
\end{equation}

Recalling (26), we complete the proof. \hfill \Box

2.3. Geometry of the resistance metric. We now discuss some relevant properties of the resistance metric on a network $G(V)$.

Effective resistances and network reduction. For a subset $S \subseteq V$, define the quotient network $G/S$ to have vertex set $(V \setminus S) \cup \{v_S\}$, where $v_S$ is a new vertex disjoint from $V$. The conductances in $G/S$ are defined by $c_{v_S x} = c_{xy}$ if $x, y \notin S$ and $c_{v_S} = \sum_{y \in S} c_{xy}$ for $x \notin S$.

Now, given $v \in V$ and $S \subseteq V$, we put
\begin{equation}
R_{\text{eff}}(v, S) \triangleq R_{\text{eff}}^{G/S}(v, v_S),
\end{equation}
where the latter effective resistance is computed in $G/S$. For two disjoint sets $S, T \subseteq V$, we define
\begin{equation}
R_{\text{eff}}(S, T) \triangleq R_{\text{eff}}^{G/S}(v_S, T),
\end{equation}
and the resistance is defined to be 0 if $S \cap T \neq \emptyset$. It is straightforward to check that $R_{\text{eff}}(S, T) = R_{\text{eff}}(T, S)$. The following network reduction lemma was discovered by Campbell [10] under the name “star-mesh transformation” (see also, e.g., [39, Ex. 2.47(d)]). We give a proof for completeness.

Lemma 2.9. For a network $G(V)$ and a subset $\tilde{V} \subset V$, there exists a network $\tilde{G}(\tilde{V})$ such that for all $u, v \in \tilde{V}$, we have
\begin{equation}
\tilde{c}_v = c_v \text{ and } R_{\text{eff}}^{\tilde{G}}(u, v) = R_{\text{eff}}(u, v).
\end{equation}
We call $\tilde{G}(\tilde{V})$ the reduced network. Furthermore, if $\tilde{V} = V \setminus \{x\}$, we then have the formula

$$
\tilde{c}_{yz} = c_{yz} + c_{y^*x}, \text{ where } c_{y^*x} = \frac{c_{xy}c_{xz}}{\sum_{w \in V_x} c_{xw}}.
$$

**Proof.** Let $P$ be the transition kernel of the discrete-time random walk $\{S_t\}$ on the network $G$, and let $P^{\tilde{V}}$ be the transition kernel of the induced random walk on $\tilde{V}$; namely, for $u, v \in \tilde{V}$,

$$
P^{\tilde{V}}(u, v) = \mathbb{P}_u(T^{+}_{\tilde{V}} = v),$$

where $T^{+}_A \triangleq \min\{t \geq 1 : S_t \in A\}$ for all $A \subseteq V$. In other words, $P^{\tilde{V}}$ is the chain watched in the subset $\tilde{V}$. We observe that $P^{\tilde{V}}$ is a reversible Markov chain on $\tilde{V}$ (see, e.g., [5], [36]). It is clear that the chain $P^{\tilde{V}}$ has the same invariant measure as that of $P$ restricted to $\tilde{V}$, up to scaling by a constant. Therefore, there exists a (unique) network $\tilde{G}(\tilde{V})$ corresponding to the Markov chain $P^{\tilde{V}}$ such that $\tilde{c}_u = c_u$ for all $u \in \tilde{V}$.

We next show that the effective resistances are preserved in $\tilde{G}(\tilde{V})$. To this end, we use the following identity relating effective resistance and the random walk (see, e.g., [39, Eq. (2.5)]):

$$
\mathbb{P}_v(T^{+}_v > T_u) = \frac{1}{c_u R_{\mathrm{eff}}(u, v)},
$$

where $T_u = \min\{t \geq 0 : S_t = u\}$. Since $P^{\tilde{V}}$ is a watched chain on the subset $\tilde{V}$, we see that $\mathbb{P}^{\tilde{V}}_v(T^{+}_v > T_u) = \mathbb{P}_v(T^{+}_v > T_u)$ for all $u, v \in \tilde{V}$. This yields $R^{\tilde{G}}_{\mathrm{eff}}(u, v) = R_{\mathrm{eff}}(u, v)$.

To prove the second half of the lemma, we let $\tilde{G}(\tilde{V})$ be the network defined by (32). A straightforward calculation yields that

$$
\tilde{c}_v = c_v - c_{xv} + \sum_{y \in V_x} c_{y^*x} = c_v - c_{xv} + \sum_{y \in V_x} \sum_{z \in V_x} c_{xy} c_{xz} = c_v.
$$

Let $P^{\tilde{G}}$ be the transition kernel for the random walk on the network $\tilde{G}(\tilde{V})$. Then,

$$
P^{\tilde{G}}(u, v) = \frac{c_{uv}}{\tilde{c}_u} = \frac{c_{uv} + \sum_{y \in V_x} c_{ux} c_{xy}}{c_u}.
$$

On the other hand, the watched chain $P^{\tilde{V}}$ satisfies

$$
P^{\tilde{V}}(u, v) = \frac{c_{uv}}{c_u} + \frac{c_{ux}}{c_u} \frac{c_{xv}}{\sum_{y \in V_x} c_{xy}}.
$$

Altogether, we see that $P^{\tilde{G}}(u, v) = P^{\tilde{V}}(u, v)$, completing the proof. \[\square\]
Well-separated sets. The following result is an important property of the resistance metric, crucial for our analysis.

**Proposition 2.10.** Consider a network $G(V)$ and its associated resistance metric $(V, R_{\text{eff}})$. Suppose that for some subset $S \subseteq V$, there is a partition $S = B_1 \cup B_2 \cup \cdots \cup B_m$ which satisfies the following properties:

1. For all $i = 1, 2, \ldots, m$ and for all $x, y \in B_i$, we have $R_{\text{eff}}(x, y) \leq \varepsilon/48$.
2. For all $i \neq j \in \{1, 2, \ldots, m\}$, for all $x \in B_i$ and $y \in B_j$, we have $R_{\text{eff}}(x, y) \geq \varepsilon$.

Then there is a subset $I \subseteq \{1, 2, \ldots, m\}$ with $|I| \geq m/2$ such that for all $i \in I$,

$$R_{\text{eff}}(B_i, S \setminus B_i) \geq \varepsilon/24.$$

In order to prove Proposition 2.10, we need the following two ingredients.

**Lemma 2.11.** Suppose the network $H(W)$ can be partitioned into two disjoint parts $A$ and $B$ such that for some $\varepsilon > 0$, and some vertices $u \in A$ and $v \in B$, we have

1. $R_{H}^{\text{eff}}(u, v) \geq \varepsilon$, and
2. $R_{H}^{\text{eff}}(u, x) \leq \varepsilon/12$ for all $x \in A$, and $R_{H}^{\text{eff}}(v, x) \leq \varepsilon/12$ for all $x \in B$.

Then, $R_{\text{eff}}^{H}(A, B) \geq \varepsilon/6$.

**Proof.** Recall that by Thomson’s Principle (see, e.g., [39, Ch. 2.4]), the effective resistance satisfies

$$R_{\text{eff}}(x, y) = \min_{f} \mathcal{E}(f), \text{ where } \mathcal{E}(f) = \frac{1}{2} \sum_{x,y} f^2(x, y)r_{xy},$$

and the minimum is over all unit flows from $x$ to $y$. Here, $r_{xy} = 1/c_{xy}$ is the edge resistance for $\{x, y\}$.

Suppose now that $R_{\text{eff}}^{H}(A, B) < \varepsilon/6$. Then there exists a unit flow $f_{AB}$ from set $A$ to set $B$ such that $\mathcal{E}(f_{AB}) < \varepsilon/6$. For $x \in A$, let $q_x$ be the amount of flow sent out from vertex $x$ in $f_{AB}$ and for $x \in B$, let $q_x$ be the amount of flow sent in to vertex $x$. Note that $\sum_{x \in A} q_x = \sum_{x \in B} q_x = 1$.

Analogously, by assumption (2), there exist flows $\{f_{ux} : x \in A\}$ and $\{f_{xv} : x \in B\}$ such that $f_{xy}$ is a unit flow from $x$ to $y$ and $\mathcal{E}(f_{xy}) \leq \varepsilon/12$. We next build a flow $f$ such that

$$f = f_{AB} + \sum_{w \in A} q_w f_{uw} + \sum_{z \in B} q_z f_{zv}.$$
We see that $f$ is indeed a unit flow from $u$ to $v$. Furthermore, by Cauchy-Schwartz,
\[
\mathcal{E}(f) = \frac{1}{2} \sum_{x,y} f^2(x,y) r_{xy}
\]
\[
= \frac{1}{2} \sum_{x,y} r_{xy} \left( f_{AB}(x,y) + \sum_{w \in A} q_w f_{uw}(x,y) + \sum_{z \in B} q_z f_{zv}(x,y) \right)^2
\]
\[
\leq \frac{3}{2} \sum_{x,y} r_{xy} \left( f_{AB}^2(x,y) + \sum_{w \in A} q_w f_{uw}^2(x,y) + \sum_{z \in B} q_z f_{zv}^2(x,y) \right)
\]
\[
= 3 \left( \mathcal{E}(f_{AB}) + \sum_{w \in A} q_w \mathcal{E}(f_{uw}) + \sum_{z \in B} q_z \mathcal{E}(f_{zv}) \right)
\]
\[
< \varepsilon.
\]
This contradicts assumption (1), completing the proof. □

**Lemma 2.12.** For any network $G(V)$, the following holds. If there is a subset $S \subseteq V$ and a value $\varepsilon > 0$ such that $R_{\text{eff}}(u,v) \geq \varepsilon$ for all $u,v \in S$, then there is a subset $S' \subseteq S$ with $|S'| \geq |S|/2$ such that for every $v \in S'$,
\[
R_{\text{eff}}(v,S' \{v\}) \geq \varepsilon/4.
\]

**Proof.** Consider the reduced network $\tilde{G}$ on the vertex set $S$, as defined in Lemma 2.9. Let the new conductances be denoted $\tilde{c}_{xy}$ for $x,y \in S$. By Lemma 2.9, our initial assumption that $R_{\text{eff}}(u,v) \geq \varepsilon$ for all $u,v \in S$ implies that $R_{\text{eff}}^\tilde{G}(u,v) \geq \varepsilon$ for all $u,v \in S$.

Let $n = |S|$. Foster’s Theorem [26] (see also [53]) states that
\[
\frac{1}{2} \sum_{u \neq v \in S} R_{\text{eff}}^\tilde{G}(u,v) \tilde{c}_{u,v} = n - 1.
\]
Combined with the fact that $R_{\text{eff}}^\tilde{G}(u,v) \geq \varepsilon$, this yields
\[
\frac{1}{2} \sum_{u \neq v \in S} \tilde{c}_{u,v} \leq \frac{n}{\varepsilon}.
\]
In particular, there exists a subset $S' \subseteq S$ with $|S'| \geq n/2$ such that for all $v \in S'$,
\[
\sum_{u \in S' \{v\}} \tilde{c}_{u,v} \leq \frac{4}{\varepsilon}.
\]
It follows that for every $v \in S'$, we have $C_{\text{eff}}^\tilde{G}(v,S' \{v\}) \leq 4/\varepsilon$; hence
\[
R_{\text{eff}}(v,S' \{v\}) = R_{\text{eff}}^\tilde{G}(v,S' \{v\}) \geq \varepsilon/4.
\] □
Proof of Proposition 2.10. For each \( i \in \{1, 2, \ldots, m\} \), choose some \( v_i \in B_i \).

By assumption (2), \( R_{\text{eff}}(v_i, v_j) \geq \varepsilon \) for \( i \neq j \). Thus applying Lemma 2.12, we find a subset \( I \subseteq \{1, 2, \ldots, m\} \) with \( |I| \geq m/2 \) and such that for every \( i \in I \), we have

\[
R_{\text{eff}}(v_i, \{v_1, \ldots, v_m\} \setminus \{v_i\}) \geq \varepsilon/4.
\]

We claim that this subset \( I \) satisfies the conclusion of the proposition.

To this end, fix \( i \in I \), and let \( \tilde{G} \) be the quotient network formed by gluing \( \{v_1, \ldots, v_m\} \setminus \{v_i\} \) into a single vertex \( \tilde{v} \). By (34), we have \( R_{\text{eff}}(\tilde{v}, v_j) \geq \varepsilon/4 \).

Now let

\[
\tilde{B} = \left(\{\tilde{v}\} \cup \bigcup_{j \neq i} B_j \right) \setminus \{v_i\} \in I.
\]

Consider any \( x \in \tilde{B} \) with \( x \neq \tilde{v} \). Then \( x \in B_j \) for some \( j \neq i \); hence by assumption (1), we conclude that

\[
R_{\text{eff}}(\tilde{v}, \tilde{v}) \leq R_{\text{eff}}(x, v_j) \leq \varepsilon/48.
\]

We may now apply Lemma 2.11 to the sets \( B_i \) and \( \tilde{B} \) in \( \tilde{G} \) (with respective vertices \( v_i \) and \( \tilde{v} \)) to conclude that

\[
R_{\text{eff}}(B_i, \tilde{B}) \geq \varepsilon/24.
\]

But the preceding line immediately yields

\[
R_{\text{eff}}(B_i, S \setminus B_i) \geq \varepsilon/24,
\]

finishing the proof. \( \square \)

We end this section with the following simple lemma.

Lemma 2.13. For any network \( G(V) \), if \( A, B_1, B_2 \subseteq V \) are disjoint, then

\[
R_{\text{eff}}(A, B_1 \cup B_2) \geq \frac{R_{\text{eff}}(A, B_1) \cdot R_{\text{eff}}(A, B_2)}{R_{\text{eff}}(A, B_1) + R_{\text{eff}}(A, B_2)}.
\]

Proof. By considering the quotient graph, the lemma can be reduced to the case when \( A = \{u\} \). Let \( \{S_t\} \) be the discrete-time random walk on the network, and define

\[
T_B = \min\{t \geq 0 : S_t \in B\} \text{ and } T_B^+ = \min\{t \geq 1 : S_t \in B\} \text{ for } B \subseteq V.
\]

It is clear that for a random walk started at \( u \), we have

\[
\mathbb{P}_u(T_B^+ > T_{B_1 \cup B_2}) \leq \mathbb{P}_u(T_B^+ > T_{B_1}) + \mathbb{P}_u(T_B^+ > T_{B_2}).
\]

Combined with (33), this gives

\[
\frac{1}{R_{\text{eff}}(u, B_1 \cup B_2)} \leq \frac{1}{R_{\text{eff}}(u, B_1)} + \frac{1}{R_{\text{eff}}(u, B_2)},
\]

yielding the desired inequality. \( \square \)
2.4. The Gaussian free field. We recall the graph Laplacian \( \Delta : \ell^2(V) \to \ell^2(V) \) defined by

\[
\Delta f(x) = c_x f(x) - \sum_y c_{xy} f(y).
\]

Consider a connected network \( G(V) \). Fix a vertex \( v_0 \in V \), and consider the random process \( X = \{ \eta_v \}_{v \in V} \), where \( \eta_{v_0} = 0 \) and \( X \) has density proportional to

\[
\text{exp} \left( -\frac{1}{2} \langle X, \Delta X \rangle \right) = \text{exp} \left( -\frac{1}{4} \sum_{u,v} c_{uv} |\eta_u - \eta_v|^2 \right).
\]

The process \( X \) is called the Gaussian free field (GFF) associated with \( G \). The next lemma is known; see, e.g., Theorem 9.20 of [28]. We include the proof for completeness.

**Lemma 2.14.** For any connected network \( G(V) \), if \( X = \{ \eta_v \}_{v \in V} \) is the associated GFF, then for all \( u, v \in V \),

\[
E(\eta_u - \eta_v)^2 = R_{\text{eff}}(u, v).
\]

**Proof.** From (35), and the fact that the Laplacian is positive semi-definite, it is clear that \( X \) is a Gaussian process. Let \( \Gamma_{v_0}(u, v) = E_u L^v_{T_0} \), where \( T_0 \) is the hitting time for \( v_0 \) as in Theorem 1.14. From Lemma 2.1, we have

\[
\Gamma_{v_0}(u, v) = \frac{1}{2} \left( R_{\text{eff}}(v_0, u) + R_{\text{eff}}(v_0, v) - R_{\text{eff}}(u, v) \right).
\]

Let \( \tilde{\Delta} \) and \( \tilde{\Gamma}_{v_0} \), respectively, be the matrices \( \Delta \) and \( \Gamma_{v_0} \) with the row and column corresponding to \( v_0 \) removed. Appealing to (35), if we can show that \( \tilde{\Delta} \tilde{\Gamma}_{v_0} = I \), it follows that \( \Gamma_{v_0} \) is the covariance matrix for \( X \). In this case, comparing (37) to

\[
E(\eta_u \eta_v) = \frac{1}{2} \left( E\eta_u^2 + E\eta_v^2 - E(\eta_u - \eta_v)^2 \right)
\]

and using \( \eta_{v_0} = 0 \), we see that (36) follows.

In order to demonstrate \( \tilde{\Delta} \tilde{\Gamma}_{v_0} = I \), we consider \( u, v \) such that \( v_0 \notin \{ u, v \} \). Conditioning on the first step of the walk from \( u \) gives

\[
c_u \Gamma_{v_0}(u, v) = c_u E_u L^v_{T_0} = 1_{\{u=v\}} + \sum_w c_{uw} E_w L^v_{T_0} = 1_{\{u=v\}} + \sum_w c_{uw} \Gamma_{v_0}(v, w).
\]

On the other hand, by definition of the Laplacian,

\[
(\Delta \Gamma_{v_0})(u, v) = c_u \Gamma_{v_0}(u, v) - \sum_w c_{uw} \Gamma_{v_0}(v, w) = 1_{\{u=v\}},
\]

where the latter equality is precisely (38). Thus \( \tilde{\Delta} \tilde{\Gamma}_{v_0} = I \), completing the proof. \( \square \)
A geometric identity. In what follows, for a set of points $Y$ lying in some Hilbert space, we use $\text{aff}(Y)$ to denote their affine hull, i.e., the closure of \( \{ \sum_{i=1}^{n} \alpha_i y_i : n \geq 1, y_i \in Y, \sum_{i=1}^{n} \alpha_i = 1 \} \). Of course, when $Y$ contains the origin, $\text{aff}(Y)$ is simply the linear span of $Y$.

**Lemma 2.15.** For any network $G(V)$, if $\mathcal{X} = \{ \eta_v \}_{v \in V}$ is the GFF associated with $G$, then for any $w \in V$ and subset $S \subseteq V$,

$$
\sqrt{R_{\text{eff}}(w, S)} = \text{dist}_{L^2}(\eta_w, \text{aff}(\{ \eta_v \}_{v \in S})).
$$

**Proof.** Since the statement of the lemma is invariant under translation, we may assume that the GFF is defined with respect to some $v_0 \in S$.

In this case, by the definition in (35), the GFF on $G/S$ has density proportional to

$$
\exp \left( -\frac{1}{4} \left( \sum_{u,v \in S} c_{uv} |\eta_u - \eta_v|^2 + \sum_{u \notin S} c_{vS} |\eta_u|^2 \right) \right);
$$

i.e., the GFF on $G/S$ is precisely the initial Gaussian process $\mathcal{X}$ conditioned on the linear subspace $A_S = \{ \eta_v = \eta_{v_0} = 0 : v \in S \}$.

Using (31) and Lemma 2.14, we have

$$
R_{\text{eff}}(w, S) = R_{\text{eff}}^{G/S}(w, v_S) = \mathbb{E} \left[ |\eta_w - \eta_{v_0}|^2 \bigg| A_S \right] = \mathbb{E} \left[ |\eta_w|^2 \bigg| A_S \right].
$$

To compute the latter expectation, write $\eta_w = Y + Y'$, where $Y' \in \text{span}(\{ \eta_v \}_{v \in S})$ and $\mathbb{E}(YY') = 0$. It follows immediately that

$$
\text{dist}_{L^2}(\eta_w, \text{aff}(\{ \eta_v \}_{v \in S})) = \sqrt{\mathbb{E}[Y^2]} = \sqrt{\mathbb{E} \left[ |\eta_w|^2 \bigg| A_S \right]},
$$

completing the proof. \qed

### 3. Majorizing measures

We now review the relevant parts of the majorizing measure theory. One is encouraged to consult the book [52] for further information. In Section 1, we saw Talagrand's $\gamma_2$ functional. For our purposes, it will be more convenient to work with a different value that is equivalent to the functional $\gamma_2$, up to universal constants. In Section 3.2, we discuss separated trees, and prove a number of standard properties about such objects. In Section 3.3, we present a deterministic algorithm for computing $\gamma_2(X,d)$ for any finite metric space $(X,d)$. Finally, in Section 3.4, we specialize the theory of Gaussian processes and trees to the case of GFFs. There, we will use the geometric properties proved in Sections 2.3 and 2.4.

Before we begin, we attempt to give some rough intuition about the role of trees in the majorizing measures theory. A good reference for this material is [27]. A tree of subsets of $X$ is a finite collection $\mathcal{F}$ of subsets with the property...
that for all $A, B \in \mathcal{F}$, either $A \cap B = \emptyset$, or $A \subseteq B$, or $B \subseteq A$. A set $B$ is a child of $A$ if $B \subseteq A$, $B \neq A$, and

$$C \in \mathcal{F}, B \subseteq C \subseteq A \implies C = B \text{ or } C = A.$$ 

We assume that $X \in \mathcal{F}$, and $X$ is referred to as the root of the tree $\mathcal{F}$. To each $A \in \mathcal{F}$, we use $N(A)$ to denote the number of children of $A$. A branch of $\mathcal{F}$ is a sequence $A_1 \supset A_2 \supset \cdots$ such that each $A_{k+1}$ is a child of $A_k$. A branch is maximal if it is not contained in a longer branch. We will assume additionally that every maximal branch terminates in a singleton set $\{x\}$ for $x \in X$.

Let $\{\eta_x\}_{x \in X}$ be a centered Gaussian process with $X$ finite, and let $d(x, y) = \sqrt{\mathbb{E}(\eta_x - \eta_y)^2}$. The basic premise of the tree interpretation of the majorizing measures theory is that one can assign a measure of “size” to any tree of subsets in $X$, and this size provides a lower bound on $\mathbb{E}\sup_{x \in X} \eta_x$. The majorizing measures theorem then claims that the value of the optimal such tree is within absolute constants of the expected supremum. The size of the tree (see (39)) can be defined using only the metric structure of $(X, d)$, without reference to the underlying Gaussian process. Thus much of the theorems in this section are stated for general metric spaces.

The tree of subsets is meant to capture the structure of $(X, d)$ at all scales simultaneously. In general, to obtain a multi-scale lower bound on the expected supremum of the process, one arranges so that the diameter of the subsets decreases exponentially as one goes down the tree, and all subsets at one level of the tree are separated by a constant fraction of their diameter (see Definitions 3.1 and 3.8 below). This allows a certain level of independence between different branches of the tree which is exploited in the lower bounds. Much of this section is devoted to proving that one can construct a near-optimal tree with a number of regularity properties that will be crucial to our approach in Section 4.

3.1. Trees, measures, and functionals. Let $(X, d)$ be an arbitrary metric space.

**Definition 3.1.** For values $q \in \mathbb{N}$ and $\alpha, \beta > 0$, and $r \geq 2$, a tree of subsets $\mathcal{F}$ in $X$ is called a $(q, r, \alpha, \beta)$-tree if to each $A \in \mathcal{F}$, one can associate a number $n(A) \in \mathbb{Z}$ such that the following three conditions are satisfied:

1. For all children $B$ of $A$, we have $n(B) \leq n(A) - q$.
2. If $B$ and $B'$ are two distinct children of $A$, then $d(B, B') \geq \beta r^{n(A)-1}$.
3. $\text{diam}(A) \leq \alpha r^{n(A)}$.

We will refer to a $(q, r, 4, \frac{1}{2})$-tree as simply a $(q, r)$-tree.
The r-size of a tree of subsets $\mathcal{F}$, written $\text{size}_r(\mathcal{F})$, is defined as the infimum of
\[
\sum_{k \geq 1} r^{n(A_k)} \sqrt{\log^+ N(A_k)}
\]
over all possible maximal branches of $\mathcal{F}$, where we use the notation $\log^+ x = \log x$ for $x \neq 0$, and $\log^+(0) = 0$.

To connect trees of subsets with the $\gamma_2$ functional, we recall the relationship with majorizing measures. The next result is from [51, Thm. 1.1]

**Theorem 3.2.** For every metric space $(X,d)$, we have
\[
\gamma_2(X,d) \asymp \inf \sup_{x \in X} \int_{0}^{\infty} \left( \log \frac{1}{\mu(B(x,\varepsilon))} \right)^{1/2} d\varepsilon,
\]
where $B(x,\varepsilon)$ is the closed ball of radius $\varepsilon$ about $x$ and the infimum is over all finitely supported probability measures on $X$.

We will also need the following theorem due to Talagrand (see Proposition 4.3 of [50] and also Theorem T5 of [27].) We will employ it now and also in Section 3.3.

**Theorem 3.3.** There is a value $r_0 \geq 2$ such that the following holds. Let $(X,d)$ be a finite metric space, and $r \geq r_0$. Assume there is a family of functions $\{\varphi_i : X \to \mathbb{R}_+ : i \in \mathbb{Z}\}$ such that the following conditions hold for some $\beta > 0$:

1. $\varphi_i(x) \geq \varphi_{i-1}(x)$ for all $i \in \mathbb{Z}$ and $x \in X$.
2. If $t_1, t_2, \ldots, t_N \in B(s, r^j)$ are such that $d(t_i, t_{i'}) \geq r^{j-1}$ for $i \neq i'$, then
   \[
   \varphi_j(s) \geq \beta r^j \sqrt{\log N} + \min \{\varphi_{j-2}(t_i) : i = 1, 2, \ldots, N\}.
   \]

Under these conditions,
\[
\gamma_2(X,d) \lesssim_{r, \beta} \sup_{x \in X, i \in \mathbb{Z}} \varphi_i(x).
\]

The preceding two theorems allow us to present the following connection between trees and $\gamma_2$. Such a connection is well known (see, e.g., [49]), but we record the proofs here for completeness and for the precise quantitative bounds we will use in future sections.

**Lemma 3.4.** There is a value $r_0 \geq 2$ such that for every finite metric space $(X,d)$, and every $r \geq r_0$, we have
\[
\gamma_2(X,d) \lesssim_r \sup \{\text{size}_r(\mathcal{F}) : \mathcal{F} \text{ is a } (1, r, 4, \frac{1}{2})\text{-tree in } X\}.
\]

**Proof.** First, for a subset $S \subseteq X$, let
\[
\theta(S) = \sup \{\text{size}_r(\mathcal{F}) : \mathcal{F} \text{ is a } (1, r, 4, \frac{1}{2})\text{-tree in } X\}.
\]
Then, for every $i \in \mathbb{Z}$ and $x \in X$, define
\[ \varphi_i(x) = \theta(B(x, 2r^i)), \]
where $B(x, R)$ is the closed ball of radius $R$ about $x \in X$. We now wish to verify that the conditions of Theorem 3.3 hold for $\{\varphi_i\}$. Condition (1) is immediate.

Assume that $r \geq 8$. Given $t_1, t_2, \ldots, t_N$ as in condition (2) of Theorem 3.3, consider the set $A = B(s, 2r^j)$, which has diameter bounded by $4r^j$, and the disjoint subset sets of $A$ given by $A_i = B(t_i, 2r^{j-2})$, which each have diameter bounded by $4r^{j-2}$ and which satisfy $d(A_i, A_j) \geq r^{j-1}/2$ for $i \neq j$. We also have $A_i \subseteq A$ for each $i \in \{1, \ldots, N\}$.

Taking the tree of subsets with root $A$, $n(A) = j$, and children $\{A_i\}_{i=1}^N$, and in each $A_i$ a tree which achieves value at least $\theta(A_i) = \theta(B(t_i, 2r^{j-2})) = \varphi_{j-2}(i)$, we see immediately that
\[ \varphi_j(s) = \theta(B(s, 2r^j)) \geq r^j \sqrt{\log N} + \min\{\varphi_{j-2}(t_i) : i = 1, 2, \ldots, N\}, \]
confirming condition (2) of Theorem 3.3. Applying the theorem, it follows that $\gamma_2(X, d) \lesssim_r \theta(X)$, proving (40).

We will need the upper bound (40) to hold for $(2, r, 4, 1/2)$-trees. Toward this end, we state a version of [49, Thm 3.1]. The theorem there is only proved for $\alpha = 1$ and $\beta = 1/2$, but it is straightforward to see that it works for all values $\alpha, \beta > 0$ since the proof merely proceeds by choosing an appropriate subtree of the given tree; the values $\alpha$ and $\beta$ are not used.

**Theorem 3.5.** For every metric space $(X, d)$, the following holds. For every $\alpha, \beta, r > 0$ and $q \in \mathbb{N}$, and for every $(1, r, \alpha, \beta)$-tree $F$ in $X$, there exists a $(q, r, \alpha, \beta)$-tree $F'$ in $X$ such that
\[ \text{size}_r(F) \lesssim q \cdot \text{size}_r(F'). \]

Combining Theorem 3.5 with Lemma 3.4 yields the following upper bound using $(2, r)$-trees.

**Corollary 3.6.** There is a value $r_0 \geq 2$ such that for every finite metric space $(X, d)$, and every $r \geq r_0$, we have
\[ \gamma_2(X, d) \lesssim_r \sup\{\text{size}_r(F) : F \text{ is a } (2, r, 4, 1/2)-\text{tree in } X\}. \]

Now we move onto a lower bound on $\gamma_2$.

**Lemma 3.7.** There is a value $r_0 \geq 2$ such that for every finite metric space $(X, d)$, and every $r \geq r_0$, we have
\[ \gamma_2(X, d) \gtrsim \sup\{\text{size}_r(F) : F \text{ is a } (1, r, 8, 1/6)-\text{tree}\}. \]
The basic idea is that if \( A \) is a set, then assuming \( r \) is large enough, the sequence ends with some set \( A \) that is a child of some other set. Since every maximal branch in a tree of subsets terminates in a singleton, the tree \( T \) is finite, connected, and graph-theoretic. It contains a single root and leaves such that each node has a unique path from the root to it. For any maximal branch \( v \) in the tree, we write \( B(\cdot, r) \) to denote the subtree rooted at \( v \)

Thus we may find a finite sequence of sets, starting with \( A(0) = X \) such that \( A(i+1) \) is a child of \( A(i) \) and

\[
\mu(B(A(i+1), \frac{1}{20} r^{n(A(i))}-1)) \lesssim 1/N(A(i)).
\]

Since every maximal branch in a tree of subsets terminates in a singleton, the sequence ends with some set \( A' = A(h) = \{x\} \). By construction, we have

\[
\mu(B(x, \frac{1}{20} r^{n(A')}-1)) \lesssim \frac{1}{N(A')}.\]

Thus, assuming \( r \geq 40 \),

\[
r^{n(A')-2} \sqrt{\log^+ N(A')} \leq \int_{\frac{1}{20} r^{n(A')}-1}^{\frac{1}{20} r^{n(A')}-2} \sqrt{\frac{1}{\log \mu(B(x, \varepsilon))}} d\varepsilon.
\]

By property of Definition 3.1, the intervals \((r^{n(A')-2}, \frac{1}{20} r^{n(A')})\) are disjoint for different sets \( A \in T \) with \( x \in A \); thus summing (42) yields

\[
\text{size}_r(T) \lesssim_r \sum_{A \in T: x \in A} r^{n(A')-2} \sqrt{\log^+ N(A')} \leq \int_0^{\infty} \sqrt{\frac{1}{\log \mu(B(x, \varepsilon))}} d\varepsilon. \quad \square
\]

3.2. Separated trees. Let \((X, d)\) be an arbitrary metric space. Consider a finite, connected, graph-theoretic tree \( T = (V, E) \) (i.e., a connected, acyclic graph) such that \( V \subseteq X \), with a fixed root \( z \in V \), and a mapping \( s : V \rightarrow \mathbb{Z} \). Abusing notation, we will sometimes use \( T \) for the vertex set of \( T \). For a vertex \( x \in T \), we use \( T_x \) to denote the subtree rooted at \( x \), and we use \( \Gamma(x) \) to denote the set of children\(^1\) of \( x \) with respect to the root \( z \). Finally, we write \( \Delta(x) = |\Gamma(x)| + 1 \) for all \( x \in T \).

Let \( \mathcal{L} \) be the set of leaves of \( T \). For any \( v \in T \), let \( P(v) = \{z, \ldots, v\} \) denote the set of nodes on the unique path from the root to \( v \). For a pair of nodes \( u, v \in T \), we use \( P(u, v) \) to denote the sequence of nodes on the unique path from \( u \) to \( v \). If \( u \) is the parent of \( v \), we write \( u = p(v) \) and, in particular,

\(^1\)Formally, these are precisely the neighbors of \( x \) in \( T \) whose unique path to the root \( z \) passes through \( x \).
we write \( z = p(z) \). For any such pair \((T, s)\) and \( r \geq 2 \), we define the value of \((T, s)\) by

\[
\text{val}_r(T, s) = \inf_{\ell \in L} \sum_{v \in P(\ell)} r^{s(v)} \sqrt{\log \Delta(v)}.
\]

The following definition will be central.

**Definition 3.8.** For a value \( r \geq 2 \), we say that the pair \((T, s)\) is an \( r \)-separated tree in \((X, d)\) if it satisfies the following conditions for all \( x \in T \):

1. For all \( y \in \Gamma(x) \), \( s(y) \leq s(x) - 2 \).
2. For all \( u, v \in \Gamma(x) \), we have \( d(x, T_u) \geq \frac{1}{2}r^{s(x)-1} \) and \( d(T_u, T_v) \geq \frac{1}{2}r^{s(x)-1} \).
3. \( \text{diam}(T_x) \leq 4r^{s(x)} \).

We remark that our separated tree is a slightly different version of the \((2, r)\)-tree introduced in the preceding section. The main difference is that the nodes of our separated tree are point in the metric space \( X \), whereas a node in a \((2, r)\)-tree is a subset of \( X \). Our definition is tailored for the application in Section 4.

Not surprisingly, we have a similar version of the above theorem for separated trees.

**Theorem 3.9.** For some \( r_0 \geq 2 \) and every \( r \geq r_0 \), and any metric space \((X, d)\), we have

\[
\sup_T \text{val}_r(T, s) \asymp \gamma_2(X, d),
\]

where the supremum is over all \( r \)-separated trees in \( X \).

Theorem 3.9 follows from Corollary 3.6 and the following lemma.

**Lemma 3.10.** Consider \( r \geq 8 \) and any metric space \((X, d)\). For any \((2, r)\)-tree \( F \), there is an \( r \)-separated tree \( T \) such that \( \text{size}_r(F) = \text{val}_r(T) \). Also, for any \( r \)-separated tree \( T \), there is a \((2, r)\)-tree \( F \) such that \( \text{size}_r(F) \geq \text{val}_r(T) - r \text{diam}(X) \).

**Proof.** We only prove the first half of the statement, since the second half can be obtained by reversing the construction. The additive factor \(-r \text{diam}(X)\) is due to the slight difference in the definitions of the value for a separated tree and the size for a \((2, r)\)-tree (see (43) and (39)).

Let \( F \) be a \((2, r)\)-tree on \((X, d)\). For each \( A \in F \) with \( N(A) \geq 1 \), we select one child \( c(A) \) and an arbitrary point \( v_A \in c(A) \). We now construct the separated tree \( T \). Its vertex set is a subset of \( \{v_A : A \in F\} \). The root of \( T \) is \( v_X \), and its children are \( \{v_B : B \text{ is a child of } X \text{ with } B \neq c(X)\} \). In general, if \( v_A \) is a node of \( T \), then its children are the points \( \{v_B : B \text{ is a child of } A \text{ with } B \neq c(A)\} \). Finally, for \( v_A \in T \), we put \( s(v_A) = n(A) \).
Let us first verify that $T$ is an $r$-separated tree. Condition (1) of Definition 3.8 holds because if $y$ is a child of $v_A \in T$, then $y = v_B$ for some child $B$ of $A$ (in $F$), which implies $s(y) = n(B) \leq n(A) - 2 = s(v_A) - 2$. Secondly, if $v_A$ is a node with children $v_{B_1}, v_{B_2}, \ldots, v_{B_k}$, then clearly by Definition 3.1,
\[
d(v_A, T_{v_{B_i}}) \geq d(c(A), B_i) \geq \frac{1}{2} r^{s(v_A) - 1},
\]
\[
d(T_{v_{B_i}}, T_{v_{B_j}}) \geq d(B_i, B_j) \geq \frac{1}{2} r^{s(v_A) - 1},
\]
verifying condition (2) of Definition 3.8.

Thirdly, if $x_A \in T$, then for any child $x_B$ of $x_A$, we know $B$ is a child of $A$; hence
\[
\text{diam}(T_{x_B}) \leq \text{diam}(B) \leq 4 r^{n(A)} = 4 r^{s(x_A)},
\]
using property (3) of a $q$-tree. This verifies condition (3) of Definition 3.8.

Finally, observe that for every nonleaf node $v_A \in T$, we have $\Delta(v_A) = |\Gamma(v_A)| + 1 = N(A)$, and for leaves, we have $\log \Delta(v_A) = \log^+ N(A) = 0$. It follows that $\text{val}_r(T, s) = \text{size}_r(F)$, completing the proof. \hfill $\square$

3.2.1. Additional structure. We now observe that we can take our separated trees to have some additional properties. Say that an $r$-separated tree $(T, s)$ is $C$-regular for some $C \geq 1$ if it satisfies, for every $v \in T \setminus L$,
\begin{equation}
\Delta(v) \geq \exp \left( C^2 r^{2 s(x) - s(v)} \right).
\end{equation}

**Lemma 3.11.** For every $C \geq 1$ and $r \geq 4$, for every $r$-separated tree $(T, s)$ in $X$, if
\[
\text{val}_r(T, s) \geq 4 C r^{s(x) + 1},
\]
then there is a $C$-regular $r$-separated tree $(T', s')$ in $X$ with
\[
\frac{1}{2} \text{val}_r(T, s') \leq \text{val}_r(T', s') \leq \text{val}_r(T, s).
\]

**Proof.** Consider the following operation on an $r$-separated tree $(T, s)$. For $x \in T \setminus L$, consider a new $r$-separated tree $(T', s') = \Phi_x(T, s)$, which is defined as follows. Let $u$ be the child of $x$, and let $S$ contain the remaining children such that
\begin{equation}
\text{val}_r(T_u, s|_{T_u}) \leq \text{val}_r(T_v, s|_{T_v}) \text{ for all } v \in S,
\end{equation}
where $T_u$ is the subtree of $T$ rooted at $u$ and containing all its descendants, and $s|_{T_u}$ is the restriction of $s$ on the subtree $T_u$. Consider the tree $T'$ that results from deleting all the nodes in $S$, as well as the subtrees under them, and then contracting the edge $(x, u)$. We also put $s'(x) = s(u)$ and $s'(y) = s(y)$ for all $y \in T'$.

As long as there is a node $x \in T \setminus L$ that violates (44) (for the current $(T', s')$), we iterate this procedure (namely, we replace $(T', s')$ by $\Phi_x(T', s')$). It is clear that we end with a $C$-regular tree $(T', s')$. Note that different choices
of $x$ at each stage will lead to different outcomes, but the following proof shows that all of them satisfy the required condition.

It is also straightforward to verify that for any $\ell \in L'$, we have

$$\sum_{v \in P_T(\ell)} r^{s'(v)} \log \Delta_T(v) \geq \sum_{v \in P_T(\ell)} r^{s(v)} \log \Delta_T(v) - Cr \sum_{v \in P_T(\ell)} r^{s(v)} 2^{s(z)-s(v)}$$

$$\geq \sum_{v \in P_T(\ell)} r^{s(v)} \log \Delta_T(v) - Cr^{s(z)+1} \sum_{k=0}^{\infty} 2^{2k} - 2k$$

$$\geq \sum_{v \in P_T(\ell)} r^{s(v)} \log \Delta_T(v) - 2Cr^{s(z)+1}$$

$$\geq \frac{1}{2} v_T(T, s),$$

where in the second line we have used property (1) of Definition 3.8, in the third line, we have used $r \geq 4$, and in the final line we have used our assumption that $\text{val}_r(T, s) \geq 4Cr^{s(z)+1}$.

It remains to prove that $\text{val}_r(T, s) \geq \text{val}_r(T', s')$. The issue here is that it is possible $L' \subseteq L$. However, by our choice of $u$ at each stage (as in equation (45)), it is guaranteed that $\ell \in L'$ for a certain $\ell \in L$ such that $\text{val}_r(T, s) = \sum_{v \in P_T(\ell)} r^{s(v)} \log \Delta_T(v)$. This completes the proof. \qed

We next study the subtrees of separated trees. In what follows, we continue denoting by $s|_{T'}$ the restriction of $s$ on $T'$ for $T' \subseteq T$, and we use a subscript $T'$ to refer to the subtree $T'$.

**Lemma 3.12.** For every $r$-separated tree $(T, s)$, there is a subtree $T' \subseteq T$ such that $(T', s|_{T'})$ is an $r$-separated tree satisfying the following conditions:

1. $\text{val}_r(T, s) \asymp \text{val}_r(T', s|_{T'})$.
2. For every $v \in T' \setminus L_{T'}$, $\Delta_{T'}(v) = \Delta(v)$.
3. For every $v \in T' \setminus L_{T'}$ and $w \in L_{T'} \cap T_v$,

$$\sum_{u \in P(v, u)} r^{s(u)} \sqrt{\Delta_{T'}(u)} \geq \frac{1}{2} r^{s(p(v))} \log \Delta_{T'}(p(v)).$$

**Proof.** We construct the subtree $T'$ in the following way. We examine the vertices of $v \in T$ in the breadth-first search order (that is, we order the vertices such that their distances to the root are nondecreasing). If $v$ is not deleted yet and for some $\ell \in L \cap T_v$,

$$\sum_{u \in P(v, u)} r^{s(u)} \sqrt{\Delta_T(u)} \leq r^{s(p(v))} \log \Delta_T(p(v)),$$

$$\sum_{u \in P(v, u)} r^{s(u)} \sqrt{\Delta_{T'}(u)} \geq \frac{1}{2} r^{s(p(v))} \log \Delta_{T'}(p(v)).$$
we delete all the descendants of \( v \). Let \( T' \) be the subtree obtained at the end of the process. It is clear that \((T', s|_{T'})\) is a separated tree, and it remains to verify the required properties.

By the construction of our subtree \( T' \), we see that whenever a vertex is deleted, all its siblings are deleted. So for a node \( v \in T' \setminus L_{T'} \), all the children in \( T \) of \( v \) are preserved in \( T' \), yielding property (2).

Therefore, we see
\[
\sum_{u \in P(z,v)} r_s(u) \sqrt{\log \Delta_T(u)} = \sum_{u \in P(z,v) \setminus \{v\}} r_s(u) \sqrt{\log \Delta_T(u)}
\geq \frac{1}{2} \sum_{u \in P(z,\ell)} r_s(u) \sqrt{\log \Delta_T(u)} \geq \frac{1}{2} \text{val}_r(T, s).
\]

This verifies property (1) (noting that the reverse inequality is trivial).

Take \( v \in T' \setminus L_{T'} \) and \( w \in L_{T'} \cap T_v \). If \( w \in L \), we see that (46) holds for \( v \) and \( w \) since (47) does not hold for \( v \) and \( \ell = w \). (Otherwise all the descendants of \( v \) have to be deleted and \( v \) will be a leaf node in \( T' \).) If \( w \not\in L \), there exists \( \ell_0 \in L \cap T_w \) such that
\[
\sum_{u \in P(w,\ell_0)} r_s(u) \sqrt{\log \Delta_T(u)} \leq r_s(p(w)) \sqrt{\log \Delta_T(p(w))}.
\]

Recall that (47) fails with \( \ell = \ell_0 \). Altogether, we conclude that
\[
\sum_{u \in P(v,w)} r_s(u) \sqrt{\log \Delta_T(u)} = \sum_{u \in P(v,\ell_0)} r_s(u) \sqrt{\log \Delta_T(u)}
- \sum_{u \in P(w,\ell_0)} r_s(u) \sqrt{\log \Delta_T(u)}
\geq \frac{1}{2} \sum_{u \in P(v,\ell_0)} r_s(u) \sqrt{\log \Delta_T(u)}
\geq \frac{1}{2} r_s(p(v)) \sqrt{\log \Delta_T(p(v))},
\]
establishing property (3) and completing the proof.

Finally, we observe that separated trees are stable in the following sense.

**Lemma 3.13.** Fix \( 0 < \delta < 1 \). Suppose that \((T, s)\) is an \( r \)-separated tree in \( X \), and for every node \( v \in V \), we delete all but \( \lceil \delta \cdot |\Gamma(v)| \rceil \) of its children. Denote by \( T' \) the induced tree on the connected component containing \( z(T) \). Then \((T', s|_{T'})\) is an \( r \)-separated tree and
\[
\text{val}_r(T, s) \asymp_\delta \text{val}_r(T', s|_{T'}).\]
Proof. It is clear that properties (1), (2), and (3) of separated trees are preserved for the induced tree $T'$ for $s|_{T'}$. So $(T', s)$ is an $r$-separated tree. Furthermore, for every leaf $\ell$ of $T'$,

$$\sum_{v \in P(\ell)} r^s(v) \sqrt{\log \Delta_{T'}(v)} \geq \sum_{v \in P(\ell)} r^s(v) \sqrt{\log(1 + |\delta \cdot |\Gamma(v)|)}$$

$$\geq c(\delta) \sum_{v \in P(\ell)} r^s(v) \sqrt{\log(1 + |\Gamma(v)|)} \geq c(\delta) \text{val}_r(T, s),$$

where $c(\delta)$ is a constant depending only on $\delta$. It follows that $\text{val}_r(T', s|_{T'}) \geq c(\delta) \text{val}_r(T, s)$, completing the proof since the reverse direction is obvious. \qed

3.3. Computing an approximation to $\gamma_2$ deterministically. We now present a deterministic algorithm for computing an approximation to $\gamma_2$.

Theorem 3.14. Let $(X, d)$ be a finite metric space, with $n = |X|$. If, for any two points $x, y \in X$, one can compute $d(x, y)$ in time polynomial in $n$, then one can compute a number $A(X, d)$ in polynomial time for which

$$A(X, d) \approx \gamma_2(X, d).$$

Proof. Fix $r \geq 16$. First, let us assume that $1 \leq d(x, y) \leq r^M$ for $x \neq y \in X$ and some $M \in \mathbb{N}$. Fix $x_0 \in X$.

Our algorithm constructs functions $\varphi_0, \varphi_1, \ldots, \varphi_M : X \to \mathbb{R}_+$. We will return the value $A(X, d) = \varphi_M(x_0)$. First put $\varphi_1(x) = \varphi_0(x) = 0$ for all $x \in X$. Next, we show how to construct $\varphi_j$ given $\varphi_0, \varphi_1, \ldots, \varphi_{j-1}$.

For $x \in X$ and $r \geq 0$, we use $B(x, r) \triangleq \{y \in X : d(x, y) \leq r\}$. First, we construct a maximal $\frac{1}{3}r^{j-1}$-net $N_j$ in $X$ in the following way. Supposing that $y_1, \ldots, y_k$ have already been chosen, let $y_{k+1}$ be a point satisfying

$$\varphi_{j-2}(y_{k+1}) = \max \left\{ \varphi_{j-2}(y) : y \in X \setminus \bigcup_{i=1}^k B \left( x, \frac{1}{3}r^{j-1} \right) \right\}$$

as long as there exists some point of $X \setminus \bigcup_{i=1}^k B(x, \frac{1}{3}r^{j-1})$ remaining. For $x \in X$, set

$$g_j(x) = y_{\min(k : d(x, y_k) \leq \frac{1}{16}r^{j-2})}.$$  

Now we define $\varphi_j(x)$ for $x \in X$. Suppose that

$$B(x, 2r^j) \cap N_j = \{y_{\ell_1}, y_{\ell_2}, \ldots, y_{\ell_h}\},$$

with $\ell_1 \leq \ell_2 \leq \cdots \leq \ell_h$, and define

I. $\varphi_j(x) = \varphi_{j-1}(x)$ if $B(g_j(x), 4r^j) \setminus B(g_j(x), \frac{1}{16}r^{j-2})$ is empty.
II. Otherwise,

\[
\varphi_j(x) = \max \left\{ \max_{k \leq h} \left( r^j \sqrt{\log k} + \min_{i \leq k} \varphi_{j-2}(y_i) \right), \right. \\
\left. \max\{\varphi_{j-1}(z) : z \in B(x, \frac{1}{3}r^j)\} \right\}.
\]

Now, we verify that \(\{\varphi_j\}_{j=0}^M\) satisfies the conditions of Theorem 3.3. The monotonicity condition (1) is satisfied by construction. We will now verify condition (2), starting with the following lemma.

**Lemma 3.15.** For any \(j \geq 0\), if \(d(s, t) \leq r^j\) and

\[
B(g_j(s), 4r^j) \setminus B\left(g_j(s), \frac{1}{16}r^{j-2}\right)
\]

is empty, then \(\varphi_j(s) = \varphi_j(t)\).

**Proof.** We prove this by induction on \(j\). Clearly it holds vacuously for \(j \leq 2\). Assume that it holds for \(\varphi_0, \varphi_1, \ldots, \varphi_{j-1}\) and \(j \geq 2\). By the condition of the lemma and the fact that \(s \in B(g_j(s), \frac{1}{3}r^{j-1})\), we have

\[
d(s, g_j(s)) \leq \frac{1}{16}r^{j-2},
\]

which implies that \(B(s, 2r^j) \setminus B(s, \frac{1}{8}r^{j-2})\) is also empty. Furthermore, we have \(g_j(s) = g_j(t)\), since otherwise \(d(g_j(s), g_j(t)) \geq \frac{1}{3}r^{j-1}\), and we would conclude that

\[
2r^j \geq d(g_j(t), s) \geq d(g_j(s), g_j(t)) - d(s, g_j(s)) \geq \frac{1}{3}r^{j-1} \geq \frac{1}{16}r^{j-2} \geq \frac{1}{8}r^{j-1},
\]

contradicting the fact that \(B(s, 2r^j) \setminus B(s, \frac{1}{8}r^{j-2})\) is empty. It follows that

\[
B(s, 2r^j) \setminus B(s, \frac{1}{8}r^{j-2}) = \emptyset \quad \text{and} \quad B(t, 2r^j) \setminus B(t, \frac{1}{8}r^{j-2}) = \emptyset.
\]

Since \(g_j(s) = g_j(t)\), we conclude that both \(\varphi_j(s)\) and \(\varphi_j(t)\) are defined by case (I) above; hence

\[
\varphi_j(s) = \varphi_{j-1}(s) \quad \text{and} \quad \varphi_j(t) = \varphi_{j-1}(t).
\]

So we are done by induction unless \(B(g_j(s), 4r^{j-1}) \setminus B(g_j(s), \frac{1}{16}r^{j-2})\) is nonempty, in which case \(\varphi_{j-1}(s)\) and \(\varphi_{j-1}(t)\) are defined by case (II). But from (50) and \(d(s, t) \leq r^j\), we see that \(B(t, 2r^{j-1}) = B(s, 2r^{j-1})\) and \(B(s, \frac{1}{4}r^{j-2}) = B(t, \frac{1}{8}r^{j-2})\) as well. This implies that \(\varphi_{j-1}(s)\) and \(\varphi_{j-1}(t)\) see the same maximization in (48); hence \(\varphi_{j-1}(s) = \varphi_{j-1}(t)\), and by (51) we are done. \(\Box\)

Now, let \(s, t_1, \ldots, t_N \in X\) be as in condition (2), and let \(B(s, 2r^j) \cap N_j = \{y_{i_1}, y_{i_2}, \ldots, y_{i_k}\}\) be such that \(\ell_1 \leq \ell_2 \leq \cdots \leq \ell_k\). If \(B(g_j(s), 4r^j) \setminus B(g_j(s), \frac{1}{16}r^{j-1})\) is empty, then \(N = 1\), and Lemma 3.15 implies that \(\varphi_j(s) = \varphi_j(t)\).
by construction we have $\varphi_j(t_1) \geq \varphi_{j-2}(t_1)$, where the latter inequality follows from monotonicity. Thus we may assume that $\varphi_j(s)$ is defined by case (II).

To every $t_i$ we can associate a distinct point $g_j(t_i) \in B(s, 2r^j) \cap N_j$, and by construction we have $\varphi_{j-2}(g_j(t_i)) \geq \varphi_{j-2}(t_i)$, since $\varphi_{j-2}(y_k)$ is decreasing as $k$ increases. Using this property again in conjunction with the definition (48), we have

$$
\varphi_j(s) \geq r^j \sqrt{\log N} + \min \{ \varphi_{j-2}(y_{i_{k}}) : i = 1, \ldots, N \}
$$

$$
\geq r^j \sqrt{\log N} + \min \{ \varphi_{j-2}(g_j(t_i)) : i = 1, \ldots, N \}
$$

$$
\geq r^j \sqrt{\log N} + \min \{ \varphi_{j-2}(t_i) : i = 1, \ldots, N \},
$$

completing our verification of condition (2) of Theorem 3.3. Applying Theorem 3.3, we see that

$$
(52) \quad \gamma_2(X, d) \lesssim \sup_{x \in X, i \in \mathbb{Z}} \varphi_i(x) = \varphi_M(x_0) = A(X, d).
$$

To prove the matching lower bound, we first build a tree $T$ whose vertex set is a subset of $X \times \mathbb{Z}$. The root of $T$ is $(x_0, M)$. In general, if $(x, j)$ is already a vertex of $T$ with $j \geq 1$, then we add children to $(x, j)$ according to the maximizer of (48). If $\varphi_j(x) = \varphi_{j-1}(z)$, then we make $(z, j - 1)$ the only child of $(x, j)$. Otherwise, we put the nodes $(y_1, j - 2), \ldots, (y_h, j - 2)$ as children of $(x, j)$, where $\{y_i\} \subseteq N_j$ are the nodes that achieve the maximum in (48).

Let the pair $(T', s)$ be a constructed in the following way from $T$. We replace every maximal path of the form $(x, j_0), (x, j_0 - 1), \ldots, (x, j_0 - k)$ by the vertex $x$ and put $s(x) = j_0 - k$. It follows immediately by construction that

$$
(53) \quad \text{val}_s(T', s) \lesssim \varphi_M(x_0) + r \text{diam}(X, d) \lesssim \varphi_M(x_0),
$$

where the latter inequality follows from (52), since $\varphi_M(x_0) \gtrsim \gamma_2(X, d) \gtrsim \text{diam}(X, d)$. Note that the correction term of $\text{diam}(X, d)$ in (53) is simply because of the use of $\Delta(v) = |\Gamma(v)| + 1$ in the definition (43).

We next build a $(1, r, 8, \frac{1}{16})$-tree $F$, which essentially captures the structure of the tree $T$. In general, the sets in $F$ will be balls in $X$, with the node $(x, j) \in T$ being associated with the set $B(x, 4r^j)$ in $F$, which will have label $n(B(x, 4r^j)) = j$.

We construct the $(1, r, 8, \frac{1}{16})$-tree $F$ recursively. The root of $F$ is $B(x_0, 4r^M)$ (which is equal to $X$), and we define $n(B(x, 4r^j)) = M$. In general, if $F$ contains the set $B(x, 4r^j)$ corresponding to the node $(x, j) \in T$, and if $(x, j)$ has children $(y_1, j - 2), (y_2, j - 2), \ldots, (y_h, j - 2) \in T$, we add the sets $B(y_i, 4r^{j-2})$ as children of $B(x, 4r^j)$ in $F$, with $n(B(y_i, 4r^{j-2})) = j - 2$. Likewise, if $(z, j - 1)$ is the child of $(x, j)$, then we add the set $B(z, 4r^{j-1})$ as the unique child of $B(x, 4r^{j-1})$ in $F$ and put $n(B(z, 4r^{j-1})) = j - 1$. We continue in this manner until $T$ is exhausted.
We now verify that $\mathcal{F}$ is indeed a $(1, r, 8, \frac{1}{8})$-tree. First, note that if $(z, j - 1)$ is a child of $(x, j)$ in $\mathcal{T}$, then clearly $B(z, 4r^{j-1}) \subseteq B(x, 4r^j)$ since this can only happen if $d(x, z) \leq \frac{1}{8}r^{j-1}$. Also, if $(y_1, j - 2), \ldots, (y_h, j - 2)$ are the children of $(x, j)$, then by the construction of the maps in (48), we have $d(y_i, x) \leq 2r^j$; hence $B(y_i, 4r^{j-2}) \subseteq B(x, 4r^j)$, recalling that $r \geq 16$. Furthermore, for $i \neq k$, since $y_i, y_k \in N_j$, we have $d(y_i, y_k) \geq \frac{1}{8}r^{j-1}$, so $B(y_i, 4r^{j-2}) \cap B(y_k, 4r^{j-2}) = \emptyset$, verifying that $\mathcal{F}$ is indeed a tree of subsets. In fact, we have the estimate
\[
d(B(y_i, 4r^{j-2}), B(y_k, 4r^{j-2})) \geq \frac{1}{3}r^{j-1} - 8r^{j-2} \geq \frac{1}{6}r^{j-1} = \frac{1}{6}r^{n(B(x, 4r^j))-1},
\]
using $r \geq 16$. This verifies that property (2) of a $(1, r, 8, \frac{1}{8})$-tree is satisfied. Furthermore, property (1) of a $(1, r, 8, \frac{1}{8})$-tree follows immediately by construction. Finally, to verify property (3), note that for any set in our tree of subsets $\mathcal{F}$, corresponding to a node of the form $(x, j) \in \mathcal{T}$, we have $\text{diam}(B(x, 4r^j)) \leq 8r^j$ and $n(B(x, 4r^j)) = j$.

By construction, we have
\[
\text{val}_r(\mathcal{T}', s) \preceq \text{size}_r(\mathcal{F}) + r \text{diam}(X, d),
\]
and Lemma 3.7 yields $\gamma_2(X, d) \succeq \text{size}_r(\mathcal{F}) + \text{diam}(X, d)$ (using $\gamma_2(X, d) \succeq \text{diam}(X, d)$). Combining this with (53) shows that
\[
\gamma_2(X, d) \succeq \text{val}_r(\mathcal{T}', s) \succeq \varphi_M(x_0) = A(X, d).
\]
Together with (52), this shows that $\gamma_2(X, d) \asymp A(X, d)$.

The only thing left is to remove the dependence of our running time on $M$. But since there are at most $n^2$ distinct distances in $(X, d)$, only $O(n^2)$ of the maps $\varphi_0, \varphi_1, \ldots, \varphi_M$ are distinct. More precisely, suppose that there is no pair $u, v \in X$ satisfying $d(u, v) \in [r^{j-3}, r^{j+1}]$ for some $j \in \mathbb{Z}$. In that case, $\varphi_j(x)$ is defined by case (I) for all $x \in X$, and thus $\varphi_j \equiv \varphi_j-1$. Obviously, we may skip computation of the intermediate nondistinct maps. (It is easy to see which maps to skip by precomputing the values of $j$ such that there are $u, v \in X$ with $d(u, v) \in [r^{j-3}, r^{j+1}]$.) Since there are only $O(n^2)$ nontrivial values of $j$, this completes the proof.

3.4. Tree-like properties of the Gaussian free field. Finally, we consider how the resistance metric (and hence the Gaussian free field) allows us to obtain trees with special properties. Consider a network $G(V)$ and the associated metric space $(V, \sqrt{R_{\text{eff}}})$. Let $(\mathcal{T}, s)$ be an $r$-separated tree in $G$. We say that $(\mathcal{T}, s)$ is strongly $r$-separated if, for every nonroot node $v \in \mathcal{T}$, we have the inequality
\[
\sqrt{R_{\text{eff}}(v, \mathcal{T} \setminus T_v)} \geq \frac{1}{20}r^{s(p(v))-1},
\]
where $p(v)$ denotes the parent of $v$ in $\mathcal{T}$. 

For any network $G(V)$ and any $r \geq 96$, let $(\mathcal{T}_0, s)$ be an arbitrary $r$-separated tree on the space $(V, \sqrt{R_{\text{eff}}})$. Then there is an induced strongly $r$-separated tree $(\mathcal{T}, s)$ such that $|\Gamma_{\mathcal{T}}(v)| \geq |\Gamma_{\mathcal{T}_0}(v)|/2$ for all $v \in \mathcal{T} \setminus \mathcal{L}_{\mathcal{T}}$. Furthermore,

\begin{equation}
\text{val}_r(\mathcal{T}, s) \asymp \text{val}_r(\mathcal{T}_0, s).
\end{equation}

Proof. Consider any nonleaf node $v \in \mathcal{T}_0$ with children $c_1, \ldots, c_k$, where $k \geq 1$. If $k = 1$, let $S_v = \{c_1\}$. Otherwise, we wish to apply Proposition 2.10 to the sets $\{\mathcal{T}_{c_i}\}_{i=1}^k$. By property (2) of separated trees, we get that for all $x \in \mathcal{T}_{c_i}, y \in \mathcal{T}_{c_j}$ with $i \neq j$,

\[ R_{\text{eff}}(x, y) \geq \left(\frac{1}{2} r^{s(v)} - 1\right)^2 = \frac{1}{4} r^{2(s(v) - 1)}. \]

Combined with property (3) of separated trees, Proposition 2.10 yields that there exists a subset $S_v \subseteq \{c_1, \ldots, c_k\}$ with $|S_v| \geq k/2$ such that for $c \in S_v$, we have

\[ R_{\text{eff}}(\mathcal{T}_c, \mathcal{T}_v \setminus (\mathcal{T}_c \cup \{v\})) \geq \frac{1}{4} r^{2(s(v) - 1)} \cdot \frac{1}{24} \geq \frac{1}{96} r^{2(s(v) - 1)}. \]

Applying Lemma 2.13 with $A = \mathcal{T}_c, B_1 = \mathcal{T}_v \setminus (\mathcal{T}_c \cup \{v\})$ and $B_2 = \{v\}$, we get that

\begin{equation}
R_{\text{eff}}(\mathcal{T}_c, \mathcal{T}_v \setminus \mathcal{T}_c) \geq \frac{1}{100} r^{2(s(v) - 1)}.
\end{equation}

Next, consider the induced $r$-separated tree $(\mathcal{T}, s)$ that arises from deleting, for every nonleaf node $v \in \mathcal{T}_0$, all the children not in $S_v$ as well as all their descendants. It is clear that for all $v \in \mathcal{T} \setminus \mathcal{L}_{\mathcal{T}}$, we have $|\Gamma_{\mathcal{T}}(v)| \geq |\Gamma_{\mathcal{T}_0}(v)|/2$. Lemma 3.13 then yields that

\[ \text{val}_r(\mathcal{T}, s) \asymp \text{val}_r(\mathcal{T}_0, s). \]

It remains to verify that $(\mathcal{T}, s)$ is strongly $r$-separated. Define $D_0 = 1$. For $h \geq 1$,

\[ D_h = D_{h-1} \left(1 - D_{h-1}^2 r^{-4h}\right). \]

It is straightforward to verify that $D_h \geq 1/2$ for all $h \geq 0$, since $r \geq 2$.

We now prove, by induction on the height of $\mathcal{T}$, that for every node $u$ at depth $h \geq 1$ in $\mathcal{T}$,

\begin{equation}
\sqrt{R_{\text{eff}}(u, \mathcal{T} \setminus \mathcal{T}_u)} \geq \frac{1}{10} r^{s(p(u)) - 1} D_{h-1}.
\end{equation}

By the preceding remarks, this verifies (54), completing the proof of the lemma.

Let $z = z(\mathcal{T})$ be the root, and let $v$ be some child of $z$. Let $u \in \mathcal{T}_v$ be a node at depth $h$ in $\mathcal{T}_v$ (and hence at depth $h + 1$ in $\mathcal{T}$). By (56), we have

\begin{equation}
\sqrt{R_{\text{eff}}(u, \mathcal{T} \setminus \mathcal{T}_v)} \geq \sqrt{R_{\text{eff}}(\mathcal{T}_v, \mathcal{T} \setminus \mathcal{T}_v)} \geq \frac{1}{10} r^{s(p(u)) - 1}.
\end{equation}
If \( u = v \), then the preceding inequality yields (57). Otherwise, \( u \neq v \), and \( h \geq 1 \).

By the induction hypothesis (57) applied to \( u \) and \( \mathcal{T}_u \), we have

\[
\sqrt{R_{\text{eff}}(u, \mathcal{T} \setminus \mathcal{T}_u)} \geq \frac{1}{10} r^{s(p(u))-1} D_{h-1}. \tag{59}
\]

Since \( u \in \mathcal{T}_v \) is a node at depth \( h \), we get from property (1) of a separated tree that \( s(p(v)) \geq s(p(u)) + 2h \) and therefore,

\[
\frac{1}{10} r^{s(p(u))-1} D_{h-1} \leq r^{s(p(v))-1} D_{h-1}. \tag{60}
\]

Now, using (58) and (59), we apply Lemma 2.13 with \( A = \{u\}, B_1 = \mathcal{T}_v \setminus \mathcal{T}_u \) and \( B_2 = \mathcal{T} \setminus \mathcal{T}_v \), yielding

\[
\sqrt{R_{\text{eff}}(u, \mathcal{T} \setminus \mathcal{T}_u)} \geq \frac{1}{10} r^{s(p(u))-1} D_{h-1} \cdot \frac{r^{s(p(v))-1}}{\sqrt{\left(\frac{1}{10} r^{s(p(u))-1} D_{h-1}\right)^2 + \left(\frac{1}{10} r^{s(p(v))-1}\right)^2}}
\geq \frac{1}{10} r^{s(p(u))-1} D_{h-1} \cdot \frac{1}{\sqrt{1 + (D_{h-1} r^{-2h})^2}}
\geq \frac{1}{10} r^{s(p(u))-1} D_{h-1} (1 - D_{h-1}^2 r^{-4h}),
\]

where the second transition follows from (60) and the third transition follows from the fact that \((1 + x^2)^{-1/2} \geq 1 - x^2\). This completes the proof. \( \square \)

**Good trees inside the GFF.** Consider a Gaussian free field \( \{\eta_x\}_{x \in V} \) corresponding to network \( G(V) \) with the associated metric space \((V, d)\), where \( d(x, y) = (\mathbb{E}(\eta_x - \eta_y)^2)^{1/2} \).

**Proposition 3.17.** For some \( r_0 \geq 2 \) and any \( r \geq r_0 \) and \( C \geq 1 \), there exists a constant \( K = K(C, r) \) depending only on \( C \) and \( r \) such that the following holds. For an arbitrary Gaussian free field \( \{\eta_x\}_{x \in V} \) with \( \gamma_2(V, d) \geq K \text{diam}(V) \), there exists an \( r \)-separated tree \((T, s)\) with set of leaves \( \mathcal{L} \) such that the following properties hold:

(a) \( \text{val}_r(T, s) \asymp_{r,C} \gamma_2(X, d) \).

(b) For every \( v \in V, \text{dist}_{L^2}(\eta_v, \text{aff}(\{\eta_u\}_{u \in T_v})) \geq \frac{1}{20} r^{s(p(v))-1} \).

(c) For every \( v \in V, \Delta(v) \geq \exp\left(C^2 r^2 4^{s(z)-s(v)}\right) \) for all \( v \in T \backslash \mathcal{L} \).

(d) For every \( v \in \mathcal{T} \setminus \mathcal{L} \) and \( w \in \mathcal{L} \cap T_v \),

\[
\sum_{u \in P(v, w)} r^{s(u)} \sqrt{\log \Delta(u)} \geq \frac{1}{2} r^{s(p(v))} \sqrt{\log \Delta(p(v))}.
\]

We call such a tree \( T \) a \( C \)-good \( r \)-separated tree.

**Proof.** By definition of the GFF, we have \( d = \sqrt{R_{\text{eff}}} \) for some network \( G(V) \). Applying Theorem 3.9, there exists an \( r \)-separated tree \((T_0, s_0)\) such that \( \text{val}_r(T_0, s_0) \asymp_{r} \gamma_2(V, d) \).
Recalling property (3) of Definition 3.8 and the assumption that $\gamma_2(V, d) \geq K \text{diam}(V)$, we can then select $K$ large enough such that the condition of Lemma 3.11 is satisfied for the separated tree $(T_0, s_0)$. Applying Lemma 3.11, we can get a $2C$-regular separated tree $(T_1, s_1)$ with $\text{val}_r(T_1, s_1) \asymp r_0, C \text{val}_r(T_0, s_0)$.

At this point, using Lemma 3.16, we obtain a $C$-regular strongly $r$-separated tree $(T_2, s_2)$ such that $\text{val}_r(T_2, s_2) \asymp r \gamma_2(V, d)$. That is to say, the tree $(T_2, s_2)$ satisfies properties (a) and (c). Furthermore, by Lemma 2.15, we see that property (b) holds for $(T_2, s_2)$ because it is equivalent to the strongly $r$-separated property (54).

Finally, Lemma 3.12 implies that there exists a subtree $T \subseteq T_2$ with $\text{val}_r(T, s_2|_T) \asymp r, C \text{val}_r(T_2, s_2)$ such that property (d) holds for $T$ and properties (a) and (c) are preserved. (Note that by property (2) of Lemma 3.12, the degrees of nonleaf nodes are preserved.) Observe that property (b) is preserved by taking subtrees. Writing $s = s_2|_T$, we conclude that the separated tree $(T, s)$ satisfies all the required properties, completing the proof. \hfill \Box

4. The cover time

We now turn to our main theorem.

**Theorem 4.1.** For any network $G(V)$ with total conductance $C = \sum_{x \in V} c_x$, we have

$$t^{\bigcap}_\text{cov}(G) \asymp C \left(\gamma_2(V, \sqrt{R_{\text{eff}}})\right)^2.$$

Combined with Theorem 2.3, this also yields a positive answer to the strong conjecture of Winkler and Zuckerman [54].

**Corollary 4.2.** For every $\delta \in (0, 1)$, for any network $G(V)$ with total conductance $C = \sum_{x \in V} c_x$,

$$t^{\bigcap}_\text{cov}(G) \asymp C \left[\gamma_2(V, \sqrt{R_{\text{eff}}})\right]^2 \asymp \delta t_{\text{bl}}(G, \delta).$$

For the remainder of this section, we denote

$$\mathcal{S} = \gamma_2(V, \sqrt{R_{\text{eff}}}).$$

It is clear that for all $0 < \delta < 1$, we have $t^{\bigcap}_\text{cov}(G) \leq t_{\text{bl}}(G, \delta)$, and $t_{\text{bl}}(G, \delta) \leq \delta C\mathcal{S}^2$ by Theorem 2.3. Thus, in order to prove the preceding corollary and Theorem 4.1, we need only show that

$$t^{\bigcap}_\text{cov}(G) \gtrsim C\mathcal{S}^2.$$

Let $\{W_t\}$ be the continuous-time random walk on $G(V)$, and let $\{L^v_t\}_{v \in V}$ be the local times, as defined in Section 2. Applying the isomorphism theorem (Theorem 1.14) with some fixed $v_0 \in V$, we have

$$\left\{L^v_t \left(\frac{1}{2} \eta_x^2 : x \in V \right) \right\}_{t \geq 0} \overset{\text{law}}{=} \left\{\frac{1}{2} (\eta_x + \sqrt{2t})^2 : x \in V \right\}.$$
for some associated Gaussian process \( \{ \eta_x \}_{x \in V} \). By Lemma 2.14, this process is a Gaussian free field, and we have for every \( x, y \in V \),

\[
\left( x, y \right) \triangleq \sqrt{\mathbb{E} \left| \eta_x - \eta_y \right|^2} = \sqrt{R_{\text{eff}}(x, y)}.
\]

Let \( \mathcal{D} = \max_{x, y \in V} d(x, y) \) be the diameter of the Gaussian process.

**Proof outline.** Let \( \{ L > 0 \} \) be the event \( \{ L_x^t > 0 : x \in V \} \). Consider a set \( S \subseteq \mathbb{R}^V \), and let \( S_L \) and \( S_R \) be the events corresponding to the left and right-hand sides of (63) falling into \( S \). Our goal is to find such a set \( S \) so that for some \( t \approx S^2 \), we have

\[
\mathbb{P}(S_R) - \mathbb{P}(S_L \cap \{ L > 0 \}) \geq c
\]

for some universal constant \( c > 0 \). In this case, with probability at least \( c \), the set of uncovered vertices \( \{ v : L_v^t = 0 \} \) is nonempty. Using the fact that the inverse local time \( \tau(t) \) is \( \gtrsim C t \) with probability at least \( 1 - c/2 \), we will conclude that \( \mathcal{C}_{\text{cov}}(G) \gtrsim C S^2 \).

Thus we are left to give a lower bound on \( \mathbb{P}(S_R) \) and an upper bound on \( \mathbb{P}(S_L \cap \{ L > 0 \}) \). Since the structure of the local times process \( \{ L^t_x \} \) conditioned on \( \{ L > 0 \} \) can be quite unwieldy, we will only use first moment bounds for the latter task. Calculating a lower bound on \( \mathbb{P}(S_R) \) will require a significantly more delicate application of the second-moment method, but here we will be able to exploit the full power of Gaussian processes and the majorizing measures theory.

Before defining the set \( S \subseteq \mathbb{R}^V \), we describe it in broad terms. By (64) and Theorem (MM), we know that for some \( t_0 \approx S^2 \), we should have \( \mathbb{E} \inf_{x \in V} \eta_x = -\mathbb{E} \sup_{x \in V} \eta_x \) close to \(-\sqrt{2t_0}\). By Lemma 2.2, we know that the standard deviation of \( \inf_{x \in V} \eta_x \) is \( O(\mathcal{D}) \). Thus we can expect that with probability bounded away from 0, for the right choice of \( t_0 \approx S^2 \), some value on the right-hand side of (63) is \( O(\mathcal{D}) \) for \( t = t_0 \).

Now, when \( \mathbb{E} \sup_{x \in V} \eta_x \gg \mathcal{D} \), it is intuitively true that for \( t = \epsilon t_0 \) and \( \epsilon > 0 \) small, there should be *many* points \( x \in V \) with \( \eta_x \approx -\sqrt{2t} \). If these points have some level of independence, then we should expect that with probability bounded away from 0, there is some \( x \in V \) with \( |\eta_x - \sqrt{2t}| \) very small (much smaller than \( O(\mathcal{D}) \)). Our set \( S \) will represent the existence of such a point. On the other hand, we will argue that if all the local times \( \{ L_x^t \} \) are positive, then the probability for the left-hand side to have such a low value is small.

4.1. A tree-like subprocess. First, observe that by the commute time identity, \( \mathcal{C}_{\text{cov}}(G) \geq C \max_{x, y \in V} R_{\text{eff}}(x, y) = C \mathcal{D}^2 \). Thus in proving Theorem 4.1, we may assume that

\[
\mathcal{S} \geq K \mathcal{D}
\]
for any universal constant $K \geq 1$. In particular, by an application of Proposition 3.17, we can assume the existence of an $r$-separated tree $(T, s)$ in $(V, d)$, for some fixed $r \geq 128$, with root $z = v_0$, and such that for some constant $C \geq 1$ and $\theta = \theta(C)$, properties (67), (70), (71), and (72) below are satisfied. We will choose $C$ sufficiently large later, independent of any other parameters.

For each $u \in T$, let $h_u$ denote the height of $u$, where we order the tree so that $h_z = 0$, where $z$ is the root. Recalling that $L$ is the set of leaves of $T$, for each $v \in L$, let

$$P(v) = \{f_v(0), f_v(1), \ldots, f_v(h_v)\}$$

be the set of nodes on the path from $z = f_v(0)$ to $v = f_v(h_v)$, where $f_v(i)$ is the parent of $f_v(i + 1)$, for $0 \leq i < h$. First, we can require that for every $v \in V$,

$$\sigma_v \geq \frac{1}{\theta} \mathcal{S}, \quad \chi_v(k) \triangleq r^s(f_v(k)) \sqrt{\log \Delta(f_v(k))}, \quad \sigma_v \triangleq \sum_{k=0}^{h_v-1} \chi_v(k).$$

Furthermore, we can require that the tree $T$ satisfies, for every $v \in V$,

$$\sum_{i=j+1}^{h_v-1} \chi_v(i) \geq C \cdot 2^j \cdot r^s(f_v(j))$$

as well as

$$\Delta(f_v(k)) \geq \exp(C^2 r^2 4^k).$$

Finally, we require that for every $v \in T$,

$$\text{dist}_{L^2}(\eta_v, \text{aff}(\{\eta_u\}_{u \notin T_v})) \geq \frac{1}{20} r^s(p(v))^{-1}. \quad \text{dist}_{L^2}(\eta_v, \text{aff}(\{\eta_u\}_{u \notin T_v})) \geq \frac{1}{20} r^s(p(v))^{-1}.$$

All these requirements are justified by Proposition 3.17.

The distinguishing event. For $u, v \in L$, we let $h_{uv}$ be the height of the least common ancestor of $u$ and $v$. We will use $\deg_{\downarrow}(v) = |\Gamma(v)|$ to denote the number of children of $v$. Define

$$m_u = \prod_{k=0}^{h_v-1} \deg_{\downarrow}(f_u(k)) \quad \text{and} \quad m_{uv} = \prod_{k=0}^{h_{uv}-1} \deg_{\downarrow}(f_u(k)).$$

First, we fix

$$\varepsilon = \frac{1}{2^{10} r^2 \theta}.$$
For every $v \in \mathcal{L}$, consider the events
\begin{equation}
E_v(\varepsilon) = \{|\eta_v - \varepsilon| \leq 50 r^{s(p(v))} m_v^{-3/4}\}.
\end{equation}
Instead of arguing directly about the events $E_v(\varepsilon)$, we will couple them to leaf events of a “percolation” process on $\mathcal{T}$. In particular, in Section 4.2, we will prove the following lemma.

**Lemma 4.3.** For all $v \in \mathcal{L}$, there exist events $E_v$ such that the following properties hold:

1. $E_v \subseteq E_v(\varepsilon) = \{|\eta_v - \varepsilon| \leq 50 r^{s(p(v))} m_v^{-3/4}\}$.
2. $P(E_v) \geq \frac{1}{2} m_v^{-7/8}$.
3. $P(E_u \cap E_v) \leq m_v^{1/8} (m_u m_v)^{-7/8}$.

In Section 4.3, we will prove that for any events $\{E_v\}_{v \in \mathcal{L}}$ satisfying properties (2) and (3) of Lemma 4.3, we have
\begin{equation}
P \left( \bigcup_{v \in \mathcal{L}} E_v \right) \geq \frac{1}{8}.
\end{equation}
Thus for $t = \frac{1}{2} \varepsilon^2 \mathcal{S}^2$, we have
\begin{equation}
P \left( \exists v \in V : \frac{1}{2} (\eta_v + \sqrt{2t})^2 \leq 50^2 r^{2s(p(v))} m_v^{-3/2} \right) \geq \frac{1}{8}.
\end{equation}
In light of the discussion surrounding (65), the reader should think of
\begin{equation*}
S = \{s \in \mathbb{R}^V : s_v \leq 50^2 r^{2s(p(v))} m_v^{-3/2} \text{ for some } v \in V\},
\end{equation*}
and then (77) gives the desired lower bound on $P(S_R)$. We now turn to an upper bound on $P(S_L \cap \{L > 0\})$. The next lemma is proved in Section 4.4.

**Lemma 4.4.** For $t \geq \frac{1}{2} \varepsilon^2 \mathcal{S}^2$,
\begin{equation}
P \left( \bigcup_{v \in \mathcal{L}} \{0 < L^v_{\tau(t)} \leq 50^2 r^{2s(p(v))} m_v^{-3/2}\} \right) \leq \frac{1}{16}.
\end{equation}
From (78) and (77), we conclude that with probability at least 1/16, we must have $L^v_{\tau(t)} = 0$ for some $v \in V$ and $t = \frac{1}{2} \varepsilon^2 \mathcal{S}^2$, else (63) is violated. This implies that
\begin{equation}
P_{v_0} \left( \tau_{\text{cov}} \geq \tau(\frac{1}{2} \varepsilon^2 \mathcal{S}^2) \right) \geq \frac{1}{16}.
\end{equation}
To finish our proof of (62) and complete the proof of Theorem 4.1, we will apply Lemma 2.7 with $\beta = \frac{1}{96}$. In particular, we may choose $K = 96/\varepsilon$ in (66), and then applying Lemma 2.7 yields
\begin{equation*}
P \left( \tau(\frac{1}{2} \varepsilon^2 \mathcal{S}^2) \leq C \frac{\varepsilon^2 \mathcal{S}^2}{192} \right) \leq \frac{1}{32}.
\end{equation*}
Combining this with (79) yields
\[ \mathbb{P}_{v_0} \left( \tau_{\text{cov}} \geq C \varepsilon^2 S^2 \frac{192}{16} \right) \geq \frac{1}{16}. \]

In particular, \( \tau_{\text{cov}} \gtrsim C \varepsilon^2 S^2 \). This completes the proof of (62), and hence of Theorem 4.1.

4.2. The coupling. This section is devoted to the proof of Lemma 4.3. Toward this end, we will try to find a leaf \( v \in \mathcal{L} \) for which \( \eta_v \approx \varepsilon S \). As in Lemma 4.3(1), the level of closeness we desire is gauged according to a proper scale, \( r^s(p(v)) \), as well as to the number of other leaves we expect to see at this scale, which is represented roughly by \( m^{-3/4} \). (The value \( 3/4 \) is not essential here, and any other value in \( (1/2, 1) \) would suffice.)

Our goal is to find such a leaf by starting at the root of the tree. We argue that some of its children should be somewhat close to the target \( \varepsilon S \). This closeness is achieved using the fact that, by definition of an \( r \)-separated tree, the children are separated in the Gaussian distance, and thus they exhibit some level of independence. We will continue in this manner inductively, arguing that the children that are somewhat close to the target have their own children that we could expect to be even closer, and so on. We aim to shrink these windows around the target more and more so that they are small enough once we reach the leaves. There are a number of difficulties involved in executing this scheme. In particular, conditioning on the exact values of the children of the root could determine the entire process, making future levels moot. Thus we must first select a careful filtering that allows us to reserve some randomness for later levels. This is done in Section 4.2.1.

Furthermore, the intermediate targets have to be arranged according to the variances along the root-leaf paths in our tree. This corresponds to the fact that, although we have a uniform lower bound on each \( \sigma_v \) (from (67)), the summation defining the \( \sigma_v \)'s could put different weights on the various levels (recall (69)). The targets also have to take into account random “noise” from the filter described above, and thus the targets themselves must be random. This “window analysis” is performed in Section 4.2.2.

4.2.1. Restructuring the randomness. We know that \( \eta_z = 0 \), since \( z = v_0 \) is the root of \( \mathcal{T} \) (and the starting point of the associated random walk). Fix a depth-first ordering of \( \mathcal{T} \). (One starts at the root and explores as far as possible along each branch before backtracking.) Write \( u \prec v \) if \( u \) is explored before \( v \), and \( u \preceq v \) if \( u \prec v \) or \( u = v \). For \( u \neq z \), we write \( u^- \) for the vertex preceding \( u \) in the DFS order. Let \( \mathcal{F} = \text{span} (\{ \eta_x : x \in \mathcal{T} \}) \). For a node \( v \in \mathcal{T} \), let \( \mathcal{F}_v = \text{span} (\{ \eta_u : u \preceq v \}) \) and \( \mathcal{F}_v^- = \text{span} (\{ \eta_u : u < v \}) \). We next associate a centered Gaussian process \( \{ \xi_x : x \in \mathcal{T} \} \) to \( \{ \eta_x : x \in \mathcal{T} \} \) in the following inductive way.
Define $\xi_z = 0$. Now, assuming we have defined $\xi_u$ for $u \prec v$, we define $\xi_v$ by writing

$$\eta_v = \zeta_v + \xi_v,$$

where $\zeta_v \in F_{v-}$ and $\xi_v \perp F_{v-}$. Observe that, by construction, $\{\xi_u\}_{u \preceq v}$ forms an orthogonal basis in $L^2$ for $F_v$.

Applying (72), we have for all $u \in \mathcal{T}$,

$$\|\xi_u\|_2 = \text{dist}_{L^2}(\eta_u, \text{span}(\{\eta_w\}_{w \prec u})) \geq \frac{1}{20} r_s(p(u))^{-1},$$

where we used the fact that the span and the affine hull are the same since $\xi_z = 0$. For $v \in \mathcal{L}$, define the subspaces

$$F_{v,k} = \text{span}(\{\xi_u : f_v(k) \prec u \preceq f_v(k+1)\}),$$
$$F_{v,k}^- = \text{span}(\{\xi_u : f_v(k) \prec u \prec f_v(k+1)\}).$$

For $0 \leq k \leq h_v - 1$, define inductively $\tilde{\eta}_{v,0} = 0$ and

$$\tilde{\eta}_{v,k+1} = \tilde{\eta}_{v,k} + \text{proj}_{F_{v,k}}(\eta_v).$$

Note that the subspaces $\{F_{v,k}\}_{k=0}^{h_v}$ are mutually orthogonal, and together they span $F_v$. Thus,

$$\tilde{\eta}_{v,h_v} = \eta_v.$$

Furthermore, by the definition of the subspace $F_{v,k}$, we can decompose

$$\tilde{\eta}_{v,k+1} - \tilde{\eta}_{v,k} = \tilde{\zeta}_{v,k} + \tilde{\xi}_{v,k},$$

where $\tilde{\zeta}_{v,k} \in F_{v,k}$ and $\tilde{\xi}_{v,k} \perp F_{v,k}^-$. The next lemma states that $\tilde{\xi}_{v,k}$ has at least comparable variance to $\tilde{\zeta}_{v,k}$.

**Lemma 4.5.** For every $v \in \mathcal{L}$ and $k = 0, 1, \ldots, h_v - 1$, we have the estimates

$$\|\tilde{\zeta}_{v,k}\|_2 \leq 8 r_s(f_v(k))$$

and

$$\frac{1}{64} r_s(f_v(k))^{-1} \leq \|\tilde{\xi}_{v,k}\|_2 \leq 8 r_s(f_v(k)).$$

**Proof.** Writing the telescoping sum,

$$\eta_v = \sum_{j=0}^{h_v-1} \eta_{f_v(j+1)} - \eta_{f_v(j)},$$

we see that

$$\|\text{proj}_{F_{v,k}}(\eta_v)\|_2 \leq \sum_{j=k}^{h_v-1} \|\eta_{f_v(j+1)} - \eta_{f_v(j)}\|_2 \leq \sum_{j=k}^{h_v-1} 4 r_s(f_v(j)) \leq 8 r_s(f_v(k)),$$
where we used properties (1) and (3) of the separated tree and have assumed \( r \geq 2 \).

Thus by orthogonality and (83), we have
\[
\| \tilde{\zeta}_{v,k} \|_2 \leq \| \tilde{\eta}_{v,k+1} - \tilde{\eta}_{v,k} \|_2 = \| \text{proj}_{F_{v,k}}(\eta_v) \|_2 \leq 8 r^{s(f_v(k))},
\]
and precisely the same conclusion holds for \( \tilde{\xi}_{v,k} \).

Next, we establish a lower bound on \( \| \tilde{\xi}_{v,k} \|_2 \). From (81) and (83),
\[
\tilde{\xi}_{v,k} = \text{proj}_{F_{v,k}}(\eta_v) - \text{proj}_{F_{v,k}}(\eta_v)^{-1} \eta_f v(k+1) - \eta_f v(k) - \text{proj}_{F_{v,k}}(\eta_f v(k+1) - \eta_f v(k)) \equiv \xi_f v(k+1).
\]
Observe that the term in brackets is precisely
\[
\text{proj}_{F_{v,k}}(\eta_f v(k+1)) - \text{proj}_{F_{v,k}}(\eta_f v(k)) = \xi_f v(k+1)
\]
since \( \eta_f v(k) \perp F_{v,k} \). In particular, we arrive at
\[
\| \tilde{\xi}_{v,k} \|_2 \geq \| \xi_f v(k+1) \|_2 - \sum_{j=k+1}^{h_v-1} \| \eta_f v(j+1) - \eta_f v(j) \|_2
\]
\[
\geq \frac{1}{32} r^{s(f_v(k)) - 1} - 2 r^{s(f_v(k+1))} - 2 r^{s(f_v(k)) - 2}
\]
\[
\geq \frac{1}{64} r^{s(f_v(k)) - 1},
\]
where in the second line we have used (80) and properties (1) and (2) of the separated tree and in the final line we have used \( r \geq 128 \).

4.2.2. Defining the events \( E_v \). Recall that our goal now is to find many leaves \( v \in L \) with \( \eta_v \approx \varepsilon S \). Now, writing
\[
\eta_v = \sum_{k=0}^{h_v-1} \text{proj}_{F_{v,k}}(\eta_v) = \sum_{k=0}^{h_v-1} (\tilde{\zeta}_{v,k} + \tilde{\xi}_{v,k}),
\]
our “ideal” goal would be to hit a window around the target by getting the \( k \)th term of this sum close to
\[
a_v(k) \triangleq \varepsilon S \frac{\chi_v(k)}{\sigma_v},
\]
for \( k = 0, 1, \ldots, h_v - 1 \). We will use the variance of the \( \tilde{\xi}_{v,k} \) variables (recall Lemma 4.5) to lower bound the probability that some points get closer to the
desired target. On the other hand, we will treat the \( \tilde{\zeta}_{v,k} \) variables as noise that has to be bounded in absolute value.

This noise cannot always be countered in a single level, but it can be countered on average along the path to the leaf; this is the content of (70). We will amortize this cost over future targets as follows. Let \( b_v(0) = 0 \) and for \( k = 0, 1, \ldots, h_v - 2 \), define

\[
\rho_v(k) = \tilde{\zeta}_{v,k} + \tilde{\xi}_{v,k} - a_v(k) + b_v(k),
\]

\[
b_v(k + 1) = \sum_{i=0}^{k} \frac{\chi_v(k + 1)}{\sum_{\ell=i+1}^{h_v-1} \chi_v(\ell)} \rho_v(i).
\]

Clearly \( \rho_v(0) = \tilde{\zeta}_{v,0} + \tilde{\xi}_{v,0} - a_v(0) \) represents how much we miss our first target. A similar fact holds for the final target, as the next lemma argues; in between, the errors are spread out proportional to the contribution to \( \text{val}_v(T, s) \) for each of the the remaining levels (represented by the \( \chi_v(k) \) values). Here \( b_v(k) \) represents the error that is meant to be absorbed in the \( k \)th level.

**Lemma 4.6.** For every \( v \in \mathcal{L} \),

\[
\rho_v(h_v - 1) = \eta_v - \varepsilon \mathcal{G}.
\]

**Proof.** We have

\[
(88) \quad \sum_{k=0}^{h_v-2} b_v(k + 1) = \sum_{k=0}^{h_v-2} \sum_{i=0}^{k} \frac{\chi_v(k + 1)}{\sum_{\ell=i+1}^{h_v-1} \chi_v(\ell)} \rho_v(i) = \sum_{i=0}^{h_v-2} \rho_v(i) \sum_{k=i}^{h_v-2} \frac{\chi_v(k + 1)}{\sum_{\ell=i+1}^{h_v-1} \chi_v(\ell)} = \sum_{i=0}^{h_v-2} \rho_v(i).
\]

Also note that

\[
\sum_{k=0}^{h_v-1} \rho_v(k) = \sum_{k=0}^{h_v-1} (\tilde{\zeta}_{v,k} + \tilde{\xi}_{v,k} - a_v(k) + b_v(k)) = \eta_v - \varepsilon \mathcal{G} + \sum_{k=0}^{h_v-1} b_v(k).
\]

Combined with \( b_v(0) = 0 \) and (88), it follows that \( \rho_v(h_v - 1) = \eta_v - \varepsilon \mathcal{G} \), completing the proof. \( \square \)

We now define the events

\[
\mathcal{A}_v(k) = \{ |\tilde{\zeta}_{v,k}| \leq \varepsilon \theta \chi_v(k) \},
\]

\[
\mathcal{B}_v(k) = \{ |\rho_v(k)| \leq w_v(k) \},
\]

where, for \( 0 \leq k \leq h_v - 2 \), \( w_v(k) \) is selected so that

\[
(89) \quad \mathbb{P} \left( \mathcal{B}_v(k) \mid \tilde{\zeta}_{v,k} + b_v(k) \right) = \deg(f_v(k))^{-1/8}.
\]
We emphasize that the window \( w_v(k) \) is not deterministic. And, for \( k = h_v - 1 \), we select \( w_v(k) \) so that
\[
\mathbb{P}(B_v(k) \mid \tilde{\zeta}_{v,k} + b_v(k)) = \text{deg}_f(f_v(k))^{-1/8}m_v^{-3/4}.
\]

Remark 2. Here, \( w_v(k) \) can be thought to represent the window size around the random target. The value of \( w_v(k) \) is chosen to make the probabilities in (89) and (90) exact, allowing us to couple seamlessly to the percolation process in Section 4.3. The key fact, proved in Lemma 4.7, is that the window sizes actually satisfy a deterministic upper bound, assuming that all the “good” events on the path from the root to \( f_v(k) \) occurred. Thus one should think of the true window size as the bounds specified in (94) and (95), while the random value is for the purpose of the coupling.

For \( 0 \leq k \leq \ell \leq h_v - 1 \), define
\[
A_v(k, \ell) \triangleq \bigcap_{i=k}^{\ell} A_v(i) \quad \text{and} \quad B_v(k, \ell) \triangleq \bigcap_{i=k}^{\ell} B_v(i).
\]
Since \( \tilde{\xi}_{v,k} \in \sigma(F_v,k \setminus F_{v,k}) \) (see, e.g., (87)), we see that the event \( B_v(k) \) is conditionally independent of \( \sigma(F_{v,k}) \) given the value of \( \tilde{\xi}_{v,k} + b_v(k) \). This implies that for all events \( E_0 \in \sigma(F_{v,k + 1}) \) such that \( E_0 \cap A_v(0,k) \cap B_v(0,k-1) \neq \emptyset \),
\[
\mathbb{P}(B_v(k) \mid A_v(0,k), B_v(0,k-1), E_0) = \begin{cases} 
\text{deg}_f(f_v(k))^{-1/8}, & \text{if } 0 \leq k < h_v - 1, \\
\text{deg}_f(f_v(k))^{-1/8}m_v^{-3/4}, & \text{if } k = h_v - 1.
\end{cases}
\]

Finally, for \( v \in \mathcal{L} \), we define the event
\[
E_v = A_v(0,h_v - 1) \cap B_v(0,h_v - 1).
\]

Window analysis. We will now show that our final window \( w_v(h_v - 1) \) is small enough. Observe that our choice of \( w_v(k) \) is not deterministic. Nevertheless, we will give an absolute upper bound. The bound is essentially the natural one: For any node \( u \) in the tree, and any child \( v \) of \( u \), the standard deviation of \( \eta_u - \eta_v \) is \( O(r^{\alpha(u)}) \). This follows from property (3) of the \( r \)-separated tree (recall Definition 3.8).

Lemma 4.7. For every \( v \in \mathcal{L} \) and \( k = 0,1,\ldots,h_v - 2 \), if \( A_v(0,k) \) and \( B_v(0,k-1) \) hold, then
\[
w_v(k) \leq 50 r^{s(f_v(k))}.
\]
Furthermore, if \( A_v(0,h_v - 1) \) and \( B_v(0,h_v - 2) \) hold, then
\[
w_v(h_v - 1) \leq 50 r^{s(f_v(h_v - 1))} m_v^{-3/4}.
\]
Proof. For \( k = 0 \), we have \( \rho_v(0) = \tilde{\zeta}_{v,0} + \tilde{x}_{v,0} - a_v(0) \). By (67), we have

\[
(96) \quad a_v(0) = \varepsilon \Theta_v(0)/\sigma_v \leq \theta \varepsilon \chi_v(0) = \theta \varepsilon r^s(f_v(0)) \sqrt{\log \Delta(f_v(0))}.
\]

Furthermore, from Lemma 4.5, we know that for all \( k \geq 0 \),

\[
(97) \quad \frac{1}{64} r^s(f_v(k))^{-1} \leq \left\| \tilde{\zeta}_{v,k} \right\|_2 \leq 8 r^s(f_v(k)).
\]

Now, consider a value \( w > 0 \) such that

\[
(98) \quad w \leq a_v(0) + \varepsilon \theta \chi_v(0) \leq 2 \theta \varepsilon r^s(f_v(0)) \sqrt{\log \Delta(f_v(0))}.
\]

Using (97) and recalling the Gaussian density, we have

\[
(99) \quad \mathbb{P} \left( |\rho_v(0)| \leq w \mid A_v(0) \right) \geq \mathbb{P} \left( |\rho_v(0)| \leq w \mid \tilde{\zeta}_{v,0} = -\varepsilon \theta \chi_v(0) \right) = \mathbb{P} \left( |\tilde{\zeta}_{v,0} - a_v(0) - \varepsilon \theta \chi_v(0)| \leq w \right) \geq \frac{w}{2 \sqrt{2\pi} 8 r^s(f_v(0))} \exp \left( -\frac{1}{2} (128 \varepsilon \theta)^2 \log \Delta(f_v(0)) \right) = \frac{w}{16 \sqrt{2\pi} r^s(f_v(0)) \Delta(f_v(0))^{1/2}}.
\]

Recalling the assumption (71), we have \( \sqrt{\log \Delta(f_v(0))} \geq Cr \geq 16 \sqrt{2\pi} 2^{10} r \) by choosing \( C \) large enough. In particular,

\[
\varepsilon \theta \chi_v(0) \geq (16 \sqrt{2\pi} 2^{10} \varepsilon \theta) r^s(f_v(0)) = 16 \sqrt{2\pi} r^s(f_v(0)),
\]

recalling (74). Thus setting \( w = 16 \sqrt{2\pi} r^s(f_v(0)) \) satisfies (98), and applying (99), we have

\[
\mathbb{P} \left( |\rho_v(0)| \leq 16 \sqrt{2\pi} r^s(f_v(0)) \mid A_v(0) \right) \geq \Delta(f_v(0))^{-1/2} \geq \deg \left( f_v(0) \right)^{-1/8},
\]

where we have used \( \frac{1}{2} (128 \varepsilon \theta)^2 = \frac{1}{128} \), and \( \Delta(f_v(0)) \geq 16 \) from (71). Therefore,

\[
(100) \quad w_v(0) \leq 16 \sqrt{2\pi} r^s(f_v(0)) \leq 50 r^s(f_v(0)),
\]

recalling the definition of \( w_v(0) \) from (89).

Now suppose that (94) holds for all \( k \leq \ell < h_v - 2 \), and consider the case \( k = \ell + 1 \). If the events \( \{ \mathcal{B}_v(j) : 0 \leq j \leq \ell \} \) hold, then

\[
|\rho_v(j)| \leq w_v(j) \leq 50 r^s(f_v(j)),
\]

where the first inequality is from the definition of \( \mathcal{B}_v(j) \) and the second is from the induction hypothesis. Using (70), it follows that

\[
(100) \quad |b_v(k)| \leq \sum_{i=0}^{k-1} \frac{\chi_v(k)}{\sum_{i=0}^{h_v-1} \chi_v(i)} |\rho_v(i)| \leq \frac{2}{C} \chi_v(k).
\]
Recall that \( \rho_v(k) = \tilde{\zeta}_{v,k} + \tilde{\xi}_{v,k} - a_v(k) + b_v(k) \). Similar to the \( k = 0 \) case, we obtain that for

\[
0 < w \leq 2\theta \varepsilon r^s(f_v(k)) \sqrt{\log \Delta(f_v(k))},
\]

we have

\[
\begin{align*}
&\mathbb{P}\left( |\rho_v(k)| \leq w \mid A_v(i), B_v(i) \text{ for all } 0 \leq i < k, A_v(k) \right) \\
&\quad \geq \mathbb{P}\left( \left| \tilde{\xi}_{v,k} - a_v(k) - \varepsilon \theta \chi_v(k) - \frac{2}{C} \chi_v(k) \right| \leq w \right) \\
&\quad \geq \frac{1}{2} \frac{w}{\sqrt{2\pi} 8 r^s(f_v(k))} \Delta(f_v(k))^{-\frac{1}{4}} (128r)^2 (\varepsilon \theta + C^{-1})^2.
\end{align*}
\]

Now, by choosing \( C \geq 1024r \), and recalling (74), we see that

\[
\frac{1}{2} (128r)^2 (\varepsilon \theta + C^{-1})^2 \leq \frac{1}{32}.
\]

Since \( \Delta(f_v(k)) \geq 16 \) (again, by (71)), we conclude that

\[
\mathbb{P}\left( |\rho_v(k)| \leq 16\sqrt{2\pi} r^s(f_v(k)) \mid A_v(i), B_v(i) \text{ for all } 0 \leq i < k, A_v(k) \right) \\
\quad \geq \deg_\downarrow(f_v(k))^{-1/8}.
\]

This implies \( w_v(k) \leq 16\sqrt{2\pi} r^s(f_v(k)) \leq 50 r^s(f_v(k)) \), where we recall once again the definition of \( w_v(k) \) from (89). An almost identical argument yields that \( w_v(h_v - 1) \leq 50 r^s(f_v(h_v - 1)) m_v^{-3/4} \).

The next lemma states that the events \( \mathcal{E}_v \) as defined in (93) satisfy requirement (1) of Lemma 4.3.

**Lemma 4.8.** If \( \mathcal{E}_v \) occurs, then

\[
|\eta_v - \varepsilon \mathcal{G}| \leq w_v(h_v - 1) \leq 50 r^s(f_v(h_v - 1)) m_v^{-3/4}.
\]

**Proof.** This follows directly from Lemma 4.6, the identity (82), and the definition of \( B_v(k) \).

**The first moment.** We now give lower bounds on the probability of the event \( \mathcal{E}_v \).

**Lemma 4.9.** For every \( v \in \mathcal{L} \),

\[
\mathbb{P}(\mathcal{E}_v) \geq \frac{1}{2} m_v^{-7/8}.
\]
Proof. We have

\begin{equation}
\mathbb{P}(E_u) = \prod_{k=0}^{h_u-1} \mathbb{P}(A_u(k) \mid A_u(0, k - 1), B_u(0, k - 1)) \\
\times \mathbb{P}(B_u(k) \mid A_u(0, k), B_u(0, k - 1))
\end{equation}

= \begin{cases} 
\prod_{k=0}^{h_u-1} \text{deg}_v(f_v(k))^{-1/8} & \text{if } k \neq 0, \\
\prod_{k=0}^{h_u-1} \mathbb{P}(A_u(k) \mid A_u(0, k), B_u(0, k - 1)) & \text{if } k = 0,
\end{cases}

where the third line follows from (92) and the fourth line from the fact that 
\(A_u(k)\) is independent of \(\{A_v(i), B_v(i) : 0 \leq i < k\}\).

Using (84), we have

\begin{align*}
\mathbb{P}(A_u(k)) &\geq 1 - \frac{2}{\sqrt{2\pi}} \int_{\sqrt{2\pi} \epsilon}^{\infty} \exp \left( -\frac{x^2}{128r^2s(f_v(k))} \right) dx \\
&\geq 1 - 2\Delta(f_v(k))^{-1/8} \epsilon \sqrt{2} \quad \epsilon \geq 1 - 2 \exp \left( -\frac{1}{128} 2^{-20} C^2 4^k \right),
\end{align*}

where we have used (71), the definition of \(\epsilon\) (74), and

\( \chi_v(k) = r^s(f_v(k)) \sqrt{\log \Delta(f_v(k))}. \)

Clearly by choosing \(C\) a large enough constant, we have

\begin{equation}
\prod_{k=0}^{h_u-1} \mathbb{P}(A_u(k)) \geq \frac{1}{2},
\end{equation}

completing the proof. \(\square\)

The second moment. Finally, we bound the probability of \(E_u \cap E_v\) for \(u \neq v\).

Lemma 4.10. For every \(u, v \in \mathcal{L}\),

\[ \mathbb{P}(E_u \cap E_v) \leq m_{uv}^{1/8} (m_u m_v)^{-7/8}. \]

Proof. Assume, without loss of generality, that \(u \prec v \in \mathcal{L}\). It is clear from (101) that \(\mathbb{P}(E_u) \leq m_u^{-7/8} \). Also, we have

\[ \mathbb{P}(E_v \mid E_u) \leq \mathbb{P}(A_u(0, h_u - 1), B_v(0, h_u - 1) \mid E_u) \]

\[ \leq \prod_{k=h_u}^{h_v-1} \mathbb{P}(B_u(k) \mid E_u, A_v(0, k), B_v(0, k - 1)). \]
Now recall that \( E_u \in \sigma(F_{f_v(h_{uv}(h+1))}) \subset \sigma(F_{f_v(k+1)}) \) for all \( k \geq h_{uv} \). By (92), we obtain
\[
\prod_{k=h_{uv}}^{h_{uv}-1} \Pr(B_v(k) \mid E_u, A_v(0, k), B_v(0, k - 1))
= \deg(f_v(h_v - 1))^{-3/4} \prod_{k=h_{uv}}^{h_{uv}-1} \deg(f_v(k))^{-1/8} = m_{uv}^{1/8} m_{v}^{-7/8}.
\]

Altogether, we conclude that
\[
\Pr(E_u \cap E_v) = \Pr(E_u) \Pr(E_v \mid E_u) \leq m_{uv}^{1/8} (m_u m_v)^{-7/8},
\]
as required. \( \square \)

The main coupling lemma, Lemma 4.3, is an immediately corollary of Lemmas 4.8, 4.9, and 4.10.

4.3. Tree-like percolation. Lemma 4.11 below yields (76). Its proof is a variant on the well-known second moment method for percolation in trees (see [38]). First, we define a measure \( \nu \) on \( \mathcal{L} \) via \( \nu(u) = m_u^{-1} \). Observe that \( \nu \) is a probability measure on \( \mathcal{L} \), i.e.,
\[
\sum_{u \in \mathcal{L}} \nu(u) = 1.
\]
To see this, construct a unit flow from the root to the leaves, where each nonleaf node splits its incoming flow equally among its children. Clearly the amount that reaches a leaf \( u \) is precisely \( \nu(u) \).

**Lemma 4.11.** Suppose that to each \( v \in \mathcal{L} \), we associate an event \( E_v \) such that the following bounds hold:

1. \( \Pr(E_v) \geq \frac{1}{2} m_v^{-7/8} \) for all \( v \in \mathcal{L} \).
2. \( \Pr(E_u \cap E_v) \leq m_{uv}^{-1/8} (m_u m_v)^{-7/8} \) for all \( u, v \in \mathcal{L} \).

Define \( Z = \sum_{u \in \mathcal{L}} m_u^{-1/8} 1_{E_u} \). Then,
\[
\Pr(Z > 0) \geq \frac{1}{8}.
\]

**Proof.** By assumption (1),
\[
\mathbb{E}Z \geq \sum_{u \in \mathcal{L}} \frac{1}{2} m_u^{-1/8} m_u^{-7/8} = \frac{1}{2} \sum_{u \in \mathcal{L}} m_u^{-1} = \frac{1}{2},
\]
where the last equality follows from (102).

By assumption (2), we have
\[
\mathbb{E}Z^2 = \sum_{u,v \in \mathcal{L}} (m_u m_v)^{-1/8} \Pr(E_u \cap E_v) \leq \sum_{u,v \in \mathcal{L}} m_{uv}^{-1/8} (m_u m_v)^{-1}.
\]
In order to estimate the second moment, we first fix \( u \) and sum over \( v \). To be more precise, let

\[
\mathcal{L}_h(u) = \{ v \in \mathcal{L} : h_{uv} = h \},
\]

where we recall that \( h_u \) is the height of a node \( u \) and \( h_{uv} \) is the height of the least-common ancestor of \( u \) and \( v \).

We can then partition \( \mathcal{L} = \bigcup_{h \geq 0} \mathcal{L}_h(u) \) and obtain, for every \( u \in \mathcal{L} \),

\[
\sum_{v \in \mathcal{L}} m_u^{1/8} m_v^{-1} = \sum_{h=0}^{h_u} \sum_{v \in \mathcal{L}_h(u)} m_u^{1/8} m_v^{-1} = \sum_{h=0}^{h_u} \prod_{i=0}^{h-1} \deg(f_u(i))^{1/8} \sum_{v \in \mathcal{L}_h(u)} m_v^{-1}
\]

\[
= \sum_{h=0}^{h_u} \prod_{i=0}^{h-1} \deg(f_u(i))^{1/8} \nu(\mathcal{L}_h(u)).
\]

Recalling the flow representation of the measure \( \nu \), we see that

\[
\nu(\mathcal{L}_h(u)) = \frac{\deg(f_u(h)) - 1}{\deg(f_u(h))^{1/8}} \prod_{i=0}^{h-1} \deg(f_u(i)).
\]

Therefore,

\[
\sum_{v \in \mathcal{L}} m_u^{1/8} m_v^{-1} \leq \sum_{h=0}^{h_u} \frac{\deg(f_u(h)) - 1}{\deg(f_u(h))^{1/8}} \prod_{i=0}^{h-1} \deg(f_u(i))^{-7/8}
\]

\[
\leq \sum_{h=0}^{h_u} \prod_{i=0}^{h-1} \deg(f_u(i))^{-7/8} \leq 2,
\]

where the last transition follows from (71) for \( C \) chosen sufficiently large. Applying the second moment method, we deduce that

\[
P(Z > 0) \geq \frac{(\mathbb{E} Z)^2}{\mathbb{E} Z^2} \geq \frac{1}{8},
\]

completing the proof. \( \square \)

4.4. The local times. We now prove Lemma 4.4 in order to the complete the analysis of the left-hand side of (63).

**Lemma 4.12.** Consider the local times \( L^v_{\tau(t)} \) as defined in Theorem 1.14. For \( v \in \mathcal{L} \), define

\[
\tilde{E}_v = \left\{ 0 < L^v_{\tau(t)}(t) \leq 50^2 \cdot r^{2s(f_u(h_u-1))} m_v^{-3/2} \right\}.
\]

Then, for any \( t > 0 \),

\[
P\left( \bigcup_{v \in \mathcal{L}} \tilde{E}_v \right) \leq \frac{1}{16}.
\]
Proof. Note that the random walk is at vertex $v_0$ at time $\tau(t)$. Hence, given that $L_{\tau(t)}^v > 0$, the random walk contains at least one excursion that starts at $v$ and ends at $v_0$. Therefore, given that $L_{\tau(t)}^v > 0$, we see $c_v L_{\tau(t)}^v$ stochastically dominates the random variable

$$L = \int_0^{T_{v_0}} 1_{\{X_t = v\}} dt,$$

where $X_t$ is a random walk on the network started at $v$ and $T_{v_0}$ is the hitting time to $v_0$.

By definition, every time the random walk hits $v$, it takes an exponential time for the walk to leave. Also, the probability that the random walk would hit $v_0$ before returning to $v$ can be related to the effective resistance (see, for example, [39]). Formally, when the random walk $W_t$ is at vertex $v$, it will wait until the Poisson clock $\sigma$ with rate 1 rings and then move to a neighbor (possibly $v$ itself) selected proportional to the edge conductance. Define

$$T_v^+ = \min\{t > \sigma : X_t = v\}.$$

Then we have the continuous-time version of (33):

$$\mathbb{P}(T_v^+ > T_{v_0}) = \frac{1}{c_v R_{\text{eff}}(v, v_0)}.$$

By the strong Markov property, $L$ follows the law of the sum of a geometric number of i.i.d. exponential variables. Thus $L$ follows the law of an exponential variable with $\mathbb{E}L = c_v R_{\text{eff}}(v, v_0)$.

Recalling property (72) of our separated tree $T$, we see that

$$R_{\text{eff}}(v, v_0) = \mathbb{E}((\eta_v - \eta_{v_0})^2) \geq 2^{-10} r^{2s(h_v - 1) - 2}.$$

Thus,

$$\mathbb{P}(0 < L_{\tau(t)}^v \leq 50^2 \cdot r^{2s(f_v(h_v - 1))} m_v^{-3/2}) \leq \mathbb{P}(L \leq c_v \cdot 50^2 \cdot r^{2s(f_v(h_v - 1))} m_v^{-3/2})$$

$$\leq \frac{50^2 \cdot r^{2s(f_v(h_v - 1))} m_v^{-3/2}}{R_{\text{eff}}(v, v_0)}$$

$$\leq 2^{11} \cdot 50^2 \cdot r^2 m_v^{-3/2}$$

$$\leq \frac{1}{16} m_v^{-1},$$

where the last transition using (71) for $C$ chosen large enough and $m_v \geq \exp(C^2 r^2)$.

Therefore, we conclude that

$$\mathbb{P}\left(\bigcup_{v \in \mathcal{L}} \hat{E}_v\right) \leq \frac{1}{16} \sum_{v \in \mathcal{L}} m_v^{-1} = \frac{1}{16},$$

where we used, from (102), the fact that $\sum_{v \in \mathcal{L}} m_v^{-1} = 1$, completing the proof. \qed
4.5. Additional applications. We now prove a generalization of Theorem 1.7. Suppose that $V = \{1, 2, \ldots, n\}$, and let $G(V)$ be a network with conductances $\{c_{ij}\}$. We define real, symmetric $n \times n$ matrices $D$ and $A$ by

$$D_{ij} = \begin{cases} c_i, & i = j, \\ 0, & \text{otherwise}, \end{cases}$$

$$A_{ij} = c_{ij}.$$ 

We write

$$L_G = D - A \frac{1}{\text{tr}(D)}$$

and $L_G^+$ for the pseudoinverse of $L_G$.

**Theorem 4.13.** For any connected network $G(V)$,

$$t_{cov}(G) \asymp \mathbb{E} \left\| \sqrt{L_G^+} g \right\|_\infty^2,$$

where $g = (g_1, \ldots, g_n)$ is a standard $n$-dimensional Gaussian.

**Proof.** If $\kappa$ denotes the commute time in $G$, then the following formula is well known (see, e.g., [32]):

$$\kappa(i, j) = \langle e_i - e_j, L_G^+(e_i - e_j) \rangle,$$

where $\{e_1, \ldots, e_n\}$ are the standard basis vectors in $\mathbb{R}^n$. Using the fact that $L_G^+$ is self-adjoint and positive semi-definite, this yields

$$\kappa(i, j) = \left\| \sqrt{L_G^+} e_i - \sqrt{L_G^+} e_j \right\|^2.$$

Let $g = (g_1, \ldots, g_n) \in \mathbb{R}^n$ be a standard $n$-dimensional Gaussian, and consider the Gaussian processes \{\eta_i : i = 1, \ldots, n\} where $\eta_i = \langle g, \sqrt{L_G^+} e_i \rangle$. One verifies that for all $i, j \in V$,

$$\mathbb{E} |\eta_i - \eta_j|^2 = \left\| \sqrt{L_G^+} (e_i - e_j) \right\|^2 = \kappa(i, j);$$

thus by Theorem (MM),

$$\gamma_2(V, \sqrt{\kappa}) \asymp \mathbb{E} \max_{i \in V} \eta_i = \mathbb{E} \max_{i \in V} \langle g, \sqrt{L_G^+} e_i \rangle = \mathbb{E} \max_{i \in V} \left\langle \sqrt{L_G^+} g, e_i \right\rangle \asymp \mathbb{E} \left\| \sqrt{L_G^+} g \right\|_\infty.$$

By Theorem 1.9, $[\gamma_2(V, \sqrt{\kappa})]^2 \asymp t_{cov}(G)$. Finally, one can use Lemma 2.2 to conclude that

$$\left( \mathbb{E} \left\| \sqrt{L_G^+} g \right\|_\infty \right)^2 \asymp \mathbb{E} \left\| \sqrt{L_G^+} g \right\|_\infty^2.$$  \hfill \Box
Theorem 4.14. There is a randomized algorithm that, given any connected network $G(V)$, with $m = |\{(x, y) : c_{xy} \neq 0\}$, runs in time $O(m \log m)^{O(1)}$ and outputs a number $A(G)$ such that $t_{cov}(G) \asymp E[A(G)] \asymp (E[A(G)^2])^{1/2}$.

Proof. In [46, §4], it is shown how to compute a $k \times n$ matrix $Z$, in expected time $O(m \log m)^{O(1)}$, with $k = O(\log n)$, and such that for every $i, j \in V$,

$$\kappa(i, j) \leq \|Z(e_i - e_j)\|^2 \leq 2\kappa(i, j).$$

We can associate the Gaussian processes $\{\eta_i\}_{i \in V}$, where $\eta_i = \langle g, Z e_i \rangle$ and $g$ is a standard $k$-dimensional Gaussian. Letting $d(i, j) = \sqrt{E|\eta_i - \eta_j|^2}$, we see from (105) that $\sqrt{\kappa} \leq d \leq \sqrt{2\kappa}$; therefore, $\gamma_2(V, 2\kappa) \asymp \gamma_2(V, d)$. It follows (see (104)) that

$$E\|Zg\|_\infty^2 \asymp E\left\|\sqrt{L^+_G}g\right\|_\infty^2 \asymp t_{cov}(G),$$

where the last equivalence is the content of Theorem 4.13.

The output of our algorithm is thus $A(G) = \|Zg\|_\infty^2$, where $g$ is a standard $k$-dimensional Gaussian vector. The fact that $E[A(G)] \asymp (E[A(G)^2])^{1/2}$ follows from Lemma 2.2. \qed

5. Open problems and further discussion

We now present two open questions that arise naturally from the present work. The first question concerns obtaining a better deterministic approximation to the cover time.

Question 5.1. Is there, for any $\epsilon > 0$, a deterministic, polynomial-time algorithm that approximates $t_{cov}(G)$ up to a $(1 + \epsilon)$ factor?

Note that the preceding question has been solved by Feige and Zeitouni [23] in the case of trees.

The second question involves concentration of $\tau_{cov}$ around its expected value. Under the assumption that $\lim n \rightarrow \infty \frac{t_{cov}(G_n)}{t_{hit}(G_n)} = \infty$, where $t_{hit}$ denotes the maximal hitting time, Aldous [4] proves that $\frac{\tau_{cov}(G_n)}{t_{cov}(G_n)}$ converges to 1 in probability. We ask whether it is possible to obtain sharper concentration.

Question 5.2. Is the standard deviation of $\tau_{cov}$ bounded by the maximal hitting time $t_{hit}$? Furthermore, does $\frac{\tau_{cov} - t_{cov}}{t_{hit}}$ exhibit an exponential decay with constant rate?

It is interesting to consider the extent to which Theorem 2.8 is sharp. Consider a family of graphs $\{G_n\}$. We point out that the asymptotic formula,

$$t_{cov}(G_n) \sim |E(G_n)| \cdot \left(E\sup_{v \in V} \eta_v\right)^2,$$

holds for both the family of complete graphs and the family of regular trees, where we write $a_n \sim b_n$ for $\lim a_n/b_n = 1$ and $E(G_n)$ denotes the set of edges.
in $G_n$. Here, $\{\eta_v\}$ is the GFF associated to $G_n$ with $\eta_{v_0} = 0$ for some fixed vertex $v_0$.

To see this, note that the GFF on the $n$-vertex complete graph satisfies \( \text{Var} \eta_v = \frac{2}{n} \) and $\mathbb{E}(\eta_v \eta_u) = \frac{1}{n}$ for $v \neq u$, where $\xi$ and all $\{\xi_v\}_{v \in V}$ are i.i.d. Gaussian variables with variance $\frac{1}{n}$. It is now clear that $\mathbb{E} \sup_v \eta_v \sim \sqrt{\frac{2 \log n}{n}}$. Combined with the facts that $t_{\text{cov}}(G_n) \sim n \log n$ and $|\mathbb{E}(G_n)| = \frac{n(n-1)}{2}$, this confirms (106) for complete graphs.

Fix $b \geq 2$, and consider a regular $b$-ary tree $T_m$ of height $m$ with $n = \frac{b^{m+1}-1}{b-1}$ vertices. It is shown in [3] that $t_{\text{cov}}(T_m) \sim 2mn \log n$. On the other hand, Biggins [8] proved that the corresponding GFF satisfies $\mathbb{E} \sup_v \eta_v \sim \sqrt{2m \log n}$. Since the number of edges in $T_m$ is $n-1$, we infer that (106) holds for regular trees. It is clearly very interesting to understand the generality under which (106) holds.
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