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Abstract—In this paper, we propose a novel Knowledge-based Embodied Question Answering (K-EQA) task, in which the agent intelligently explores the environment to answer various questions with the knowledge. Different from explicitly specifying the target object in the question as existing EQA work, the agent can resort to external knowledge to understand more complicated question such as “Please tell me what are objects used to cut food in the room?”, in which the agent must know the knowledge such as “knife is used for cutting food”. To address this K-EQA problem, a novel framework based on neural program synthesis reasoning is proposed, where the joint reasoning of the external knowledge and 3D scene graph is performed to realize navigation and question answering. Especially, the 3D scene graph can provide the memory to store the visual information of visited scenes, which significantly improves the efficiency for the multi-turn question answering. Experimental results have demonstrated that the proposed framework is capable of answering more complicated and realistic questions in the embodied environment. The proposed method is also applicable to multi-agent scenarios.

Index Terms—Dataset, knowledge, logical reasoning, question answering.

I. INTRODUCTION

RECENTLY in AI communities, we have been pursuing the goal of enabling intelligent agents to help humans accomplish practical tasks, such as actively perceiving the environment, searching for objects, and answering questions. As a big step towards useful AI agents, Embodied Question Answering (EQA) [1], a type of task that controls an agent to navigate in a 3D environment and answer a specific problem given by natural language, has been getting more and more attention.

Currently, most EQA tasks [1], [3], [4] mainly focus on simple questions, in which utilizing information inside the 3D environment is enough to answer the question. However, these EQA tasks and methods have some drawbacks in real-world applications. First, the target object in the question is explicitly specified and the embodied agent cannot use external knowledge to answer complicated questions, while such a problem task has been discussed for vision and language in many recent publications [5], [6], [7]. For example, to answer “Please tell me what are objects used to cut food in the room?” the agent would have to query the knowledge graph to learn about the relationship (‘Knife’, ‘Used To’, ‘Cut food’). Only after learning about this, the agent would know the knife is a target when it comes across one. Second, the logical reasoning is not supported, while questions in real-world scenarios could have logical relations. For example, if someone who considers both apples and tomatoes acceptable and wants to find something to eat may ask “Are there any apple or tomato in the room?”. This example involves more than one object and the logical relation between objects in the question. Although this scenario is previously discussed in Multi-Target Embodied Question Answering (MT-EQA) [3], it has the limitation that each object exists only once, and it uses a template-based method to break down the questions, which may be powerless to understand sentences with complex structures. Third, the agent is not aware of the already explored parts of a scenario. For example, someone preparing dinner may ask “Is there any apple on the table?”. And then ask the agent to do something else. When the food is ready, he might then ask “Are there any objects used for storing food on the table?”. With multiple turns of questions coming to the agent in the same environment, the agent should be able to utilize the previous memories to avoid unnecessary exploration.

To investigate the above problems, we propose a novel Knowledge-based EQA problem and a framework that utilizes the knowledge and 3D scene graph to help the agent navigate in...
TABLE I
A COMPARISON OF OUR PROPOSED K-EQA TASK WITH OTHER EXISTING EQA TASKS

| Method | Navigation + QA | Multi-Target | Logical Reasoning | Interaction | Knowledge | Multi-Turn |
|--------|----------------|--------------|------------------|-------------|-----------|------------|
| EQA [1] | ✓              | -            | -                | -           | -         | -          |
| VideoNavQA [2] | ✓              | ✓            | -                | -           | -         | -          |
| MT-EQA [3] | ✓              | ✓            | -                | -           | ✓         | -          |
| IQA [4] | ✓              | ✓            | ✓                | -           | -         | ✓          |
| K-EQA (ours) | ✓              | ✓            | ✓                | -           | ✓         | ✓          |

Fig. 2. Our propose a neural-program-synthesizer-based framework for K-EQA, which generates a SQL program to reason over the 3D scene graph and the knowledge graph. The answering program will be executed on the 3D scene graph and the knowledge graph to answer the question.

the environment and answer the question (Fig. 1). The proposed method is based on neural-program-synthesis, which translates the question to a Structured Query Language (SQL) statement, enabling the agent to handle questions requiring knowledge and logical reasoning. Additionally, the 3D scene graph can provide the memory to store the visual information of visited scenes, which significantly improves the efficiency for the multi-turn question answering. Moreover, the proposed framework plans the agent’s motion by selecting relevant sub-regions of the scene and uses a Monte-Carlo tree search (MCTS)-based executor to control its low-level action, making it extendable to multi-agent scenarios easily.

Furthermore, we present the K-EQA dataset — a new dataset for the K-EQA task with logic clauses and knowledge-related phrases, which will be released soon. We also propose a novel data generation method defined by a formal grammar. This method would generate more complex and various questions in the dataset. Table 1 compares our proposed dataset with other existing EQA datasets.

Contributions: Our main contributions include:

- **Problem**: We present a generalization of the existing EQA task called K-EQA, which features knowledge and scene graph based reasoning, logical reasoning, holistic scene understanding, and multi-turn & multi-agent question answering.

- **Dataset**: We propose a novel approach to generate the dataset for the K-EQA task, utilizing a formal grammar, scene graph data, and external knowledge base data. The generated questions in the dataset are more enriched and require knowledge and logical reasoning to answer, providing support for more realistic and complicated QA tasks in an Embodied environment.

- **Method**: We propose a neural-program-synthesizer-based framework for K-EQA, which generates a SQL program to reason over the 3D scene graph and the knowledge graph, as is shown in Fig. 2. The answering program will be executed on the 3D scene graph and the knowledge graph to answer the question. The planning program plans the agent’s motion by selecting relevant sub-regions using the generated SQL program and uses an MCTS-based route planner to visually cover these regions. The framework solves the proposed knowledge-based EQA (K-EQA) problems and works well in multi-turn and multi-agent question answering.

II. RELATED WORK

A. Embodied Question Answering

Our work is a generalization of the recently proposed Embodied Question Answering (EQA) [1], [8], [9], [10] task, where the agent needs to explore the scene and answers a given question. After EQA is proposed, many variants are developed to improve the logical reasoning of the given questions. Multi-Target Embodied Question Answering (MT-EQA) [3] uses a template-based method to expand the original EQA from the single-target setting to a challenging multi-target setting, which requires the agent to perform comparative reasoning before executing answering. Neural modular control [11] applies neural module networks [12] to EQA tasks. Interactive Question Answering (IQA) [4], [13] considers cases where objects of interest are distributed in many different locations. Recent works [14], [15], [16] focus on multi-agent cooperation in embodied environments.

B. Question Answering With Knowledge and Logic

Traditional Visual Question Answering (VQA) [17] datasets focus on questions answered by only direct analysis of image
and question. These questions require limited common sense and factual knowledge to answer. Recently, several works [5], [6] start to include external knowledge and facts to the VQA datasets. [18] proposes MemexQA task where the answer contains not only text but also photos of history events. [19] proposes inverse VQA tasks where question needs to be generated according to the image and the answer. These works use scene graph representation and grammars to generate complex questions. [20] proposes a visual dialog dataset requiring dialog context reasoning. [5] composes questions requiring external knowledge by introducing relations triplets in knowledge bases like ConceptNet to the questions. We following a similar approach to generate knowledge-based reasoning clauses in our dataset generation process.

To investigate and tackle the limit of existing VQA models in complex scenarios with questions requiring logical reasoning. CLEVR [21], [22] and GQA [23] are proposed to diagnose visual reasoning abilities on VQA tasks. These datasets have inspired several methods [12], [24], [25], [26], [27] emphasizing visual reasoning ability.

III. PROBLEM FORMULATION

The Knowledge-based EQA is formulated as a question-answering task in an embodied environment $E$ with knowledge graph $G_K$. At each time step $t$, the agent utilizes the knowledge graph $G_K$, the question $Q$, and the previous observations $o_{1:t−1} = (o_1, o_2, \ldots, o_{t−1})$ to generate the action as:

$$a_t = \pi_{\text{nav}}(G_K, Q, o_{1:t−1})$$

After performing the action $a_t$, the agent receives a new observation $o_t$ from $E$. Such a procedure iterates until the agent triggers a special stop action at time instant $T$. Then the agent could get the answer from

$$\text{ans} = \pi_{\text{ans}}(G_K, Q, o_{1:T−1})$$

The goal is to design appropriate policies $\pi_{\text{nav}}$ and $\pi_{\text{ans}}$ which leverages the advantages of the training data and the external knowledge. This problem significantly differs from existing work such as [1], [3], [4] because of the introduction of the knowledge graph, which provides strong support for navigation in complex environments and answering complicated problems.

IV. K-EQA DATASET

Our dataset is built upon AI2Thor [28], a photorealistic 3D environment for embodied vision research. The AI2Thor simulator contains 120 different room layouts of 4 categories (Bedroom, Living room, Kitchen, and Bathroom), with 30 room layouts for each category. Each layout allows randomizing the quantities and locations of all “pickable” objects (e.g., Apple, Knife, and Book). The proposed dataset is split into 2 subsets — K-EQA and K-EQA Extension, where the K-EQA split contains questions more likely to appear in daily life, while the K-EQA Extension split contains more complex questions challenging the reasoning ability of the model, which could be useful for challenging the limit of reasoning ability for the methods. For both subsets, the dataset organization is similar — We create 50 scenes for each layout in AI2Thor, yielding 6,000 different rooms in total. With 10 questions are asked to the agent for each room, the generated dataset has 60,000 questions in total. For each room category, 25 layouts will be used for training and the other 5 will be used for testing. Therefore the training split will have 50,000 questions, and the test split will have 10,000 questions.

A. Choosing Entities and Relations for Generating Questions

In the first step of building the dataset, we will map each entity that appeared in the AI2Thor environment [28] to a set of knowledge base relations to choose from. We select ConceptNet [29] as the knowledge base used in our work, which contains more than 1.5 M entities for English Language. To choose possible relation triplets for our dataset, we first restrict all the relations in the knowledge base to the ones including entities directly or indirectly related to objects appearing in the AI2Thor dataset. (Here “indirectly” means that some knowledge would require multi-step reasoning, for example, the following relation triplet (‘Basketball’, ‘ReceivesAction’, ‘purchased at a sporting goods store’) could be inferred from the following relations in ConceptNet: (‘Basketball’, ‘IsA’, ‘Basketball equipment’), (‘Basketball equipment’, ‘IsA’, ‘Sports equipment’) and (‘Sports equipment’, ‘ReceivesAction’, ‘purchased at a sporting goods store’)).

We then manually annotate some entities and relations to further filter some misformed relations from the knowledge base to improve the quality of our dataset. The final set of relations used for question-answering in our work contains 7,451 relation triplets. As is shown in Algorithm 1, the whole process could be considered as a BFS search process on the directed acyclic graph building from the ConceptNet dataset, where ent_set and ent_neighbors are manually annotated entities and relations.

B. Question Types and the Dataset

There are 4 different types of questions in our dataset: Existence, Counting, Enumerating and Comparing. The “Existence” problem and “Comparing” problems ask whether objects meet certain condition exists, or are more/less than objects of another category. The “Counting” problem asks the number of objects meeting certain conditions. The most difficult type of problem is the “Enumerating” problem, which asks about the exact number of objects by category. Table II shows examples of questions and their answers.

To generate questions using the relations we have chosen from the knowledge base, we extend the templates provided in IQA and MT-EQA to a set of grammar. For each type, objects can be specified directly by their category, or by relations with other objects in the scene, or by relations with other entities in the knowledge graph. These object type specifiers could be connected with logic connector “and” or “or” in K-EQA Extension, challenging the reasoning ability of the question-answering model. The proposed method for generating questions is similar to [21], [23].

C. Question Generation

Now we are looking into the details of how exactly a question is generated. A question in the proposed dataset is generated using the following steps. Note that the following steps apply to
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Algorithm 1: Filtering ConceptNet Dataset.
\[
\begin{align*}
\text{ent}_\text{set} & \leftarrow \{\text{entities of ConceptNet}\} \\
\text{ent}_\text{neighbors} & \leftarrow \{\text{directed relations graph of ConceptNet}\} \\
\text{ai2}_\text{set} & \leftarrow \{\text{entities in AI2thor environment}\} \cap \text{ent}_\text{set} \\
\text{function} \ & \text{FILTER-CONCEPTNET} \\
\text{que} & \leftarrow \text{ai2}_\text{set} \\
\text{searched} & \leftarrow \{\} \\
\text{filtered} & \leftarrow \{\} \\
\text{visited} & \leftarrow [-1, -1, \ldots, -1] \\
\text{while} \ \text{que} \neq \{\} \ \text{do} \\
\ & \text{TOP-DOWN-STEP} (\text{que}, \text{searched}, \text{filtered}, \text{visited}) \\
\ & \text{que} \leftarrow \text{searched} \\
\ & \text{searched} \leftarrow \{\} \\
\text{end while} \\
\text{return} \text{filtered} \\
\text{end Function} \\
\text{function} \ \text{TOP-DOWN-STEP} \\
\text{que}, \text{searched}, \text{filtered}, \text{visited} \\
\text{for} \ \text{ent} \in \text{que} \ \text{do} \\
\ & \text{for} (\text{ent}, \text{ner}, \text{rel}) \in \text{ent}_\text{neighbors}[\text{ent}] \ \text{do} \\
\ & \text{if} (\text{ent}, \text{rel}, \text{ner}) \notin \text{filtered} \ \text{then} \\
\ & \ \text{filtered} \leftarrow \text{filtered} \cup \{(\text{ent}, \text{rel}, \text{ner})\} \\
\ & \text{if} \ \text{visited}[\text{ner}] \neq 1 \ \text{then} \\
\ & \ \text{visited}[\text{ner}] = 1 \\
\ & \ \text{searched} \leftarrow \text{searched} \cup \{\text{ner}\} \\
\ & \text{end if} \\
\ & \text{end if} \\
\text{end for} \\
\text{end for} \\
\text{end Function}
\end{align*}
\]

KEQA Extension. For the basic K-EQA dataset, some steps will be skipped:

- **Question type sampling**: A question type among the 4 types of questions (Counting, Existence, Comparing, Enumerating) is chosen. We generate 300 questions of each type for each scene so that there will be enough questions for further steps regarding dataset balancing.
- **Object count sampling**: The number of object filters (i.e., the element in the grammar that would choose an object category, and knowledge graph restriction or a scene graph restriction) that will appear in the question will be randomly chosen. For Comparing problems, there are 2 groups of object filters, and the number of object filters for each group will be randomly chosen respectively.
- **Logic connector sampling**: For questions with the type "Existence", the logic connector could be "and" or "or". And for Comparing Problem, the compare word (could be "more" or "less") will also be randomly chosen. This step only applies to KEQA Extension.
- **Object Sampling**: Objects are chosen randomly from the list of all possible appearing objects for a given room type. Note that for a specific room, the chosen object may exist or not exist.

- **Introducing knowledge graph**: A precomputed object-to-entity and entity-to-relation mapping are used. The question generator will randomly decide whether or not to use knowledge to refer to an object category. If it decides to use knowledge to refer to that object, the category will be replaced by entity and relations in the knowledge graph.
- **Adding scene graph relations**: For each possible object, a scene relation could be randomly added to the object. Similar to the knowledge graph relations, all possible scene graph relations are also precomputed using the ground truth scene graph.
- **Computing the ground truth answer**: The answer is computed using the ground truth scene graph, the syntax tree, and the knowledge graph.

D. Balancing and Generating Datasets

As mentioned above, the objects in our dataset may be specified by their categories, relations with other objects, or relations with other entities in the knowledge graph. With these low-level language features, it would be important to eliminate potential biases in the answer distribution. To make the proposed dataset balanced, we will first create a “tag” for each question to represent these low-level language features. For example, a question, with the type “Comparing”, comparing word “less” and spatial relations “near” and “above”, will be tagged as “COMPARE_less_1_1_No_near_above”. We will first generate a huge number of questions, resulting in a question sampling pool. Then we would remove some questions from the sampling pool so that each kind of tag brings no biased distribution of answers in the dataset. To be specific, we use a 2-stage algorithm to balance the question pool for our proposed dataset:

1) **Balancing the Proposed Dataset**: To make a balanced dataset, we first generate more questions than we need to build the dataset, and then we would assign a tag for each question. The question format for each kind of question would be:

- **Counting**: Tag format consists of “COUNTING”, number of object filters, and the answer.
- **Existence**: Tag format consists of “EXISTENCE”, logic Connector, number of object filters, and the answer.
- **Comparing**: Tag format consists of “COMPARE”, compare Word, number of object filters in the first group, number of object filters in the second group, and the answer.
- **Enumerating**: Tag format consists of “ENUMERATING”, the number of object filters, and the number of objects in the answer.

When sampling from the generated questions to form the proposed dataset, we will control the exact number of questions belonging to each tag of each type. This makes our proposed dataset precisely balanced in terms of answer and object distribution, as is shown in Table III.

2) **Sub-Tag Balancing**: However, the objects in our dataset may be specified by their categories, relations with other objects, or relations with other entities in the knowledge graph. Making the tag-level balancing inadequate to provide a balanced dataset. To eliminate potential biases in the answer distribution, we will
first create a "sub-tag" for each question to represent these low-level language features. For example, a question, with the type “Comparing”, comparing word “less”, and each part to compare containing only 1 object specifier, and spatial relations “near” and “above”, and the answer “No”, will be tagged as “COMPARE_less_1_1_No_near_above”. Despite we have already generated a large number of questions for a scene, making the dataset precisely balanced with regards to sub-tag is impossible. Therefore we would remove some questions from the sampling pool so that each kind of tag brings no biased distribution of answers in the dataset. (e.g., the number of questions with tag “COMPARE_less_1_1_No_near_above” and the number of questions with tag “COMPARE_less_1_1_Yes_near_above” should be the same.). Despite that the number of questions will not be balanced for different types of sub-tags, the answer distribution for each sub-tag is a uniform one.

Because of the sub-tag balancing technique, when sampling from the generated questions, the answer distribution for every kind of sub-tag is balanced. Despite the number of questions of each sub-tag is not the same, it would be not possible to infer the answer from those low-level language features.

All possible tags of the proposed dataset are provided in Table IV. We then sample questions from the tag-balanced sampling pool, with constraints controlling the exact answer distribution for each question type. As a result of this process, both splits of the proposed K-EQA dataset consist of 60000 questions across 6000 different environment setups, with balanced question types and answer distributions. Table II shows the

---

**TABLE II**
SAMPLE QUESTIONS AND ANSWERS OF EACH TYPE IN K-EQA AND K-EQA EXTENSION

|                      | K-EQA                                      | K-EQA Extension                                      |
|----------------------|--------------------------------------------|------------------------------------------------------|
| Existence            | Q: Is there an object used to cut food near a salt shaker somewhere nearby? A: Yes | Q: Is there an object that is a type of herb near an egg or a roll of paper towel near an egg in the room? A: Yes |
| Counting             | Q: Please tell me how many objects which you can use to hold rice are around here? A: 2 | Q: How many pens near a desk or objects used to listen to music above an alarm clock or books above an alarm clock are there in the room? A: 3 |
| Comparing            | Q: Are there more spray bottles than objects for drying the body after a bath near a toilet in the room? A: No | Q: Are there less objects used to store binary information or credit cards above a keychain than objects that are a kind of mechanical device or cell phones in the room? A: Yes |
| Enumerating          | Q: There are some objects for eating in the room. What are they? A: A loaf of bread, a tomato and 2 apples | Q: There are some objects which are used for sleeping or objects for cuddling in the room. What are they? A: A pillow and a teddy bear |

Object category specifiers are colored in red; knowledge graph clauses are colored in green; spatial relations are colored in blue; logical connectors are colored in orange.

**TABLE III**
QUESTION TYPES AND ANSWERS DISTRIBUTION OF THE PROPOSED K-EQA DATASET, APPLIED TO BOTH K-EQA AND K-EQA EXTENSION

|                  | Existence | Counting | Comparing | Enumerating |
|------------------|-----------|----------|-----------|-------------|
| **Split**        | Yes       | No       | Total     | Total       | Total       | Total       | Total       | Total       |
| **Train**        | 6250      | 6250     | 12500     | 2500        | 2500        | 2500        | 2500        | 6250        | 6250        | 12500       | 50k         |
| **Test**         | 1250      | 1250     | 2500      | 500         | 500         | 500         | 500         | 1250        | 1250        | 1250        | 2500        | 10k         |

**TABLE IV**
QUESTION TAGS OF EACH TYPE IN K-EQA AND K-EQA EXTENSION

|                | Existence | Counting | Comparing | Enumerating |
|----------------|-----------|----------|-----------|-------------|
| K-EQA          | EXISTENCE_1_No | COUNTING_1_0 | COMPARE_less_1_1_No | ENUMERATING_1_1 |
|                | EXISTENCE_1_Yes | COUNTING_1_1 | COMPARE_less_1_1_Yes | ENUMERATING_1_2 |
| K-EQA Extension| COUNTING_2_0 | COMPARE_less_1_2_No | COMPARE_less_1_2_No | ENUMERATING_2_1 |
|                | COUNTING_2_1 | COMPARE_less_1_2_Yes | COMPARE_less_1_2_Yes | ENUMERATING_2_2 |
|                | COUNTING_2_2 | COMPARE_less_1_2_No | COMPARE_less_1_2_No | ENUMERATING_2_3 |
|                | COUNTING_2_3 | COMPARE_less_1_2_Yes | COMPARE_less_1_2_Yes | ENUMERATING_2_4 |
|                | COUNTING_2_4 | COMPARE_less_1_2_No | COMPARE_less_1_2_No | ENUMERATING_2_5 |
|                | COUNTING_3_0 | COMPARE_more_1_1_No | COMPARE_more_1_1_No | ENUMERATING_3_1 |
|                | COUNTING_3_1 | COMPARE_more_1_1_Yes | COMPARE_more_1_1_Yes | ENUMERATING_3_2 |
|                | COUNTING_3_2 | COMPARE_more_1_1_No | COMPARE_more_1_1_No | ENUMERATING_3_3 |
|                | COUNTING_3_3 | COMPARE_more_1_1_Yes | COMPARE_more_1_1_Yes | ENUMERATING_3_4 |
|                | COUNTING_3_4 | COMPARE_more_1_1_No | COMPARE_more_1_1_No | ENUMERATING_3_5 |
V. OVERVIEW OF THE PROPOSED FRAMEWORK

As is demonstrated in Fig. 3, our proposed framework is based on the 3D reconstruction and the 3D scene graph of the environment. As the agent explores, it will maintain a state memory $s_t$ for each step $t$, which is a 3D scene graph built gradually based on the voxel-level reconstruction.

The state memory is used for two purposes: (1) Guide the agent. This is done with the help of the Action Planner, which will first select a set of relevant regions in the scene graph according to the question. A scan executor will plan the agent’s low-level actions (e.g., Move/Rotate), according to a map built on the 3D reconstruction and the relevant regions. The agent will then update the state memory according to its observations. (2) Answer the question. When the Action Planner decides there are no longer relevant regions in the 3D environment, the agent will stop and use the Question Answerer to answer the question.

Here are the components of our proposed framework:

- **Scene Graph-based State Memory**: a memory storing visual information perceived in the scene. In our work, the state memory is a 3D scene graph, built upon the environment’s voxel-level reconstruction.
- **Action Planner**: The planner first determines whether or not the agent needs to continue the exploration process and which region will be searched when performing exploration. In practice, the Action Planner uses an attentional LSTM-based program synthesizer, taking the question as its input, and generates a SQL program to choose the relevant regions in the current scene graph. After deciding the voxel sets to explore, an MCTS-based scan executor capable of multi-agent controlling will plan the agent’s navigational path.
- **Question Answerer**: If the planner decides to stop exploration, the answerer will give the answer based on the scene graph and the knowledge graph. In our implementation, the Question Answerer also generates a SQL program from the question. The program will be able to run on the 3D Scene Graph and the Knowledge Graph, extracting the answer to the given question.

VI. METHODS AND MODELS

A. Scene Data Structure

An important sub-task in our framework is to encode the visual observations to the internal state $s_t$. Here we use a mixture of the voxel-based 3D reconstruction and the 3D scene graph.

**Voxels.** For each observed image frame, we first run an instance segmentation model (Mask R-CNN [30]), which will assign a semantic label for each pixel in the image. Then pixels are back-projected into the 3D space with the depth data, forming the voxel-level reconstruction. For each voxel, its 3D coordinate, semantic category, and confidence scores for each category are recorded.

**Connecting Voxels to Generate 3D Object Detections:** Voxels of the same category with a threshold-bounded distance are considered connected. After the connectivity of the voxels is generated, we will be able to get a reconstructed voxel volume, with voxels also forming an undirected graph, whose edge is defined by the connectivity of these voxels. The 3D object regions of the scene graph are generated by merging all connected voxels.
components of the voxel graphs. The maximum coordinate and minimum coordinate of each dimension of the bounding box of these 3D objects will also be determined by the voxel with maximum and minimum coordinates at that dimension.

Object-Object Relation and 3D Scene Graph Generation: To complete the scene graph, spatial relations need to be generated for all objects. Similar to [31], here we consider 3 categories of object-object relations in the scene graph: (1) Contain, In, Holding, and On. If object A’s bounding box overlaps with object B’s bounding box, and object B is of a container category, then object B is considered to “Contain” object A, and object A is “Inside” object B. The “Holding” and “On” relations are defined similarly, but for objects with plains that other objects could be on (e.g. table). (2) Above and Below If the rectangle of the top-bottom view of object A and object B overlaps or their distance is within 0.25 m, and the maximum z-coordinate of object B is lower than the minimum coordinate of Object A, then we consider object A is “Above” object B, and object B is “Below” object A. (3) Near If the distance between the 3D box of Object A and Object B is less than 0.25 m. This relation is symmetry.

B. Question Answering

As was previously specified, our framework requires a question answerer $r_{ans}(s_i, Q, G_K)$. Since now we’re using the scene graph $G_S$ as the state memory, the QA model will need to be graph-based. Here we consider a neural-program-synthesize-based approach: The question will be first converted to a query language statement $P_{ans}$, then the database software will execute the query language statement as a program on both the scene graph and the knowledge graph. Here we are using SQL as the query language, the Text-to-SQL conversion is a well-discussed topic in the field of natural language processing [32], [33], [34]. In our work, we use a synthetic dataset generated from the question grammar introduced in Section IV.

We need to generate a program $P_{ans}$ used to perform the query on both graphs. We formulate the problem as

$$P_{ans} = m_{a}(Q_1, Q_2, \ldots, Q_n)$$

where $P_{ans} = (P_{ans,1}, P_{ans,2}, \ldots, P_{ans,m})$ is the program, $P_{ans,i}$ is a token in the program, $m_{a}$ is the translation model, and $Q_i$ is the token of the question. This sub-problem is a sequence-to-sequence translation problem and we use the attention model in [35] to solve it. To be specific, the model first encodes the embedded tokens in the question with a bi-directional LSTM:

$$q_i = BiLSTM(W_i, Q_i)$$

where $W_i$ is the learnable embedding matrix and $Q_i$ is the one-hot encoded input question tokens. $q_i$ is the input hidden states after the bi-directional LSTM.

An attentional LSTM decoder is then used to decode $q_i$ to the output SQL program:

$$p_l = LSTM(W_eP_{ans,i})$$

$$p(P_{ans,i+1}) = p_l + Attn(p_l, q_i)$$

where $P_{ans,i}$, $p_i$ are the one-hot encoded previous token of the SQL program and the decoder hidden state, respectively. $Attn$ is a layer to perform attention operation between the encoder and the decoder hidden state. $p(P_{ans,i+1})$ is the probability distribution of the next token of the SQL program.

1) Executing Generated Programs: To make use of the SQL to perform queries on the knowledge graph and the scene graph, we first convert all the scene graph and knowledge graph data to tables, so that the SQL server would be able to execute queries on them. Each entity in the knowledge graph will be added to an entity table, and each object in the scene graph will be added to an object table. These Object-Object relations and Entity-Entity relations are written into other tables, connected to these two tables by foreign keys. The SQL server will then execute the program on the graphs to answer the question. We create custom SQL functions to avoid the program being too long. We use PostgreSQL [36] as the SQL server.

C. Action Planning

Unlike traditional planners that would control the agent directly, our Action Planner will first specify a range of relevant regions (voxel sets) instead. Similar to the Question Answerer, we need to generate a program $P_{plan}$. Unlike $P_{ans}$, the program $P_{plan}$ is not only executed on the scene graph and external knowledge graph but also the scene priors extracted from the train set [37]. To be specific, the output SQL of the Action Planner generates possible relation triplets that the object relevant to the current question may appear from the scene priors and the external knowledge graph. We then remove all voxels in these irrelevant regions from the regions passed to the scan executor. (For example, for a question searching for basketball, if the relation triplet (“Basketball”, “above”, “Bed”) does not appear in the returned query result of the SQL statement, then all voxels above a bed will be excluded from the relevant regions.)

The MCTS-based scan executor use the voxel reconstruction data to determine the visible voxels for each viewport $v = (x, y, \theta, \phi)$. (where $(x, y)$ is the location, and $\theta, \phi$ are the azimuth and inclination angle respectively) Then, the path planning problem becomes finding an optimal viewport sequence $v^* = (v^*_1, v^*_2, \ldots, v^*_n)$ so that all voxels in relevant regions can be observed, and the distance of the sequence could be as short as possible.

Similar to previous works [38], [39], we use an MCTS-based approach to find the approximate optimal solution to the problem of planning the viewport sequence. The child of each node in the search tree stands for selecting the next view the agent would approach. The value function of each node is set as:

$$1 - \frac{l - l_{min}}{l_{max} - l_{min}}$$

where $l$ is the average simulation result (track length), and $l_{min}, l_{max}$ are global best and worst simulation result, respectively. For multi-agent cases, the agent would need to select the next viewport in turn.

During the MCTS searching process, each branch in the gradually growing search tree represents a different state. The complete searching process includes the following steps: Simulating, Backpropagating, Computing the value of each node,
select *
from scene_prior_relations_joint
where {
    object1_entity in ( 
        select entity1
        from knowledge_graph_relations
        where ( 
            relation = 'in/UsedFor'
            and entity2 = word_to_knowledge_graph_entity ('a game')
        )
    )
} or (object1_category = word_to_scene_object_category ('pillows')
    and relation = 'on'
    and object2_category = word_to_scene_object_category ('bed')
)

Fig. 4. An example of planning SQL generated by the action planner for the question “How many objects used for a game or pillows on a bed are there in the room?”.

Expanding the nodes and the final result will be the track with the shortest length among all sampled agent tracks. We will then introduce how to apply the search process to our work in the following section:

- **Simulating**: A node would store all current unvisited viewports, the voxels at the boundary of the scene seen at the viewports, and the status of each agent. When the simulation is performed, the agent will choose a viewport at each step. If multiple agents are available, the agents will choose in turn at different steps, the chosen viewport and its visible voxels will be deleted, and then all viewports with no visible voxels are also deleted. The simulation process will continue until all known voxels are seen by the agent.

- **Backpropagating**: The generated value is computed and backpropagated to parent nodes. All nodes will be storing the maximum track length, the minimum track length, and the average track length for all simulations performed on this node. These data will be used for the computation of the value of each node.

- **Computing**: As is stated in the main body of the paper, the value function of each node is considered \( v = 1 - \frac{l - l_{\text{min}}}{l_{\text{max}} - l_{\text{min}}} \), where \( l \) is the average simulation result at that node, and \( l_{\text{min}}, l_{\text{max}} \) are global best and worst simulation result respectively. For node selection, we use this value to compute UCT.

- **Expanding**: This procedure is very similar to simulation, but only one step is performed. The set of viewports, voxels, and visible voxels for each viewport will be stored for the newly generated node in the search tree.

1) Details of the Action Planner and the Executor: Similar to the answering SQL, the program generated by the action planner \( \mathcal{P}_{\text{plan}} \) will look up the SQL tables and return relations triplets. Here we will further explain what the returned relation triplets will be like, using the example “How many objects used for a game or pillows on a bed are there in the room?”. At this point, the generated SQL is shown in Fig. 4 and a part of the typical result returned from such a query of the planner statement will be like Table V.

The explanation for such an output is that basketball will not appear on/above bed (in terms of both common sense and the proposed dataset). (“BasketBall”, “Bed”, “near”) is the only relation that Basketball could have with (there is also no (“BasketBall”, “Bed”, “below”) is because Bed often stands the lowest part of the room). If we can already locate regions representing a bed, we will only need to explore regions “On” and “Near” that bed.

Similar to object relations are defined in Section VI-A, each voxel can be considered to have similar relations to an object. (e.g., “above” means that the z-coordinate of that voxel is more than 0.25 m higher than the object and the distance of the voxel to the object in the XY-plane is within 0.25 m.). Since now we know that all relevant objects cannot appear on the region “above” a bed, these regions will be opted out for the scan executor.

VII. Experiment

In the following sections, we will report extensive experiments on the proposed dataset, including performance analysis with other methods, the ablation study on the components of our proposed framework, and the performance of the proposed framework on multi-turn and multi-agent scenarios. For all experiments without multi-turn or multi-agent scenarios, we only use the first question of the 10 questions for each test scene, which is similar to the common settings of other EQA tasks [1], [3]. The agents will be spawned at a fixed location defined in the AI2Thor. Following [4], we use the overall accuracy and the accuracy of each sub-type of problems as the metric in our experiments.

A. Performance Comparison

First we test the proposed method on K-EQA with a set of baseline methods. Priori guesses the most likely answer of the question only from its type according to the answer distribution. Blindfold is a blindfold baseline similar to [40], using a Seq2Seq model similar to our proposed method but tries to predict the answer directly from the question. IQA w/o KG uses the proposed model in IQA [4], where the ground truth semantic map is used as the input of the model. IQA uses the proposed model in IQA but with enhancement by allowing it to use external knowledge with a module similar to the text-to-SQL module in our work. It will first translate the questions in our dataset to a similar format in the IQA dataset with knowledge-related entities replaced with objects in the AI2Thor environment. w/o KG uses a similar approach to our proposed method, but without the knowledge base. Here the Text-to-SQL translator tries to generate a program that only looks up the scene graph.
TABLE VI

K-EQA EXPERIMENT RESULTS COMPARING WITH BASELINE METHODS

| Method     | Exist. | Count. | Cmp. | Enum | All  |
|------------|--------|--------|------|------|------|
| Prior      | 50.0%  | 20.0%  | 50.0%| 1.72%| 30.4%|
| Blind      | 53.0%  | 19.7%  | 51.3%| 3.5% | 31.9%|
| IQA w/o KG | 49.8%  | 21.4%  | N/A  | N/A  | N/A  |
| IQA*       | 54.8%  | 23.3%  | N/A  | N/A  | N/A  |
| w/o KG     | 52.4%  | 22.0%  | 49.2%| 3.6% | 31.8%|
| Ours       | 58.8%  | 31.6%  | 62.0%| 12.8%| 41.3%|

“Cmp.” stands for “Comparing”, “Enum.” stands for “Enumerating”, “Blind.” stands for “Blindfold” [40]. For the IQA baseline, we only choose questions considered in both ours and IQA’s method [4].

Question:

Please tell me what are objects having handle in the room?

Generated Program (With Knowledge)

```sql
SELECT DISTINCT object1
FROM scene_graph_relations
WHERE ((object1_entity IN (SELECT entity2 FROM knowledge_graph_relations
WHERE relation = "hasProperty")
AND entity1 = "Word_to_knowledge_graph_entity"))
```

Generated Program (Without Knowledge)

```sql
SELECT DISTINCT object1
FROM scene_graph_relations
WHERE ((object1_category IN ("winebottle", "cup")))
```

Results of these baseline methods are reported in Table VI. All Question-only baselines (Priori and Blindfold) perform significantly worse than our proposed method, with even LSTM used to extract information from the questions, indicating that the proposed method for balancing the dataset can mostly eliminate biases in the question. Another two baselines (IQA and w/o KG) only look up to the question and the scene semantic map/scene graph also perform similar to the Priori baseline, showing the importance of knowledge base for answering questions in the proposed dataset. We provide an illustration of how the w/o KG baseline might result in more failures in Fig. 5. The agent without knowledge graph information will translate “objects having handle” to “WineBottle” and “Cup”. However, it misses a relatively rare object with handle - “Watering Can”, leading to wrong answer of the question.

B. Ablation Analysis

We perform a set of ablation studies to investigate the impact of the performance of each component of the proposed method, here are the experiment setups we adapt in the ablation study: GT Scene Graph uses ground truth scene graph. In this oracle setup, no exploration is performed. GT Segm is similar to our proposed method, but ground truth semantic segmentation is used. In the FS (Full Scan) setup, the planner will not use the generated program $P_{plan}$ for planning to select relevant regions to search. Instead, it will scan the whole room. The result of the ablation study is reported in Table VII, from which we make the following observations:

The Proposed Planner Helps to Reduce Unnecessary Exploration: With the proposed planner, the path length is only half to the path length of using the full scan approach, while the accuracy only drops 1%, showing a better trade-off between track length and exploration accuracy.

The Text-to-SQL Neural Program Synthesizer Works Fine: When using the program generated by the text-to-SQL translator, the model reaches a high accuracy of 90.3%, indicating that using neural program synthesis to perform joint reasoning is a viable approach.

Scene Graph Generation has Much Room to Improve. The result of the proposed model has much room to improve according to Table VIII. To investigate it, we replace the trained Mask R-CNN [30] model with the ground truth segmentation (GT Segm). Thus, the only problem with this setup is the voxel-based scene graph generation. The model still performs well for the “Existence” and “Comparing” problem. However, for the Counting and Enumerating problems, the performance drops more significantly, indicating the voxel clustering approach could sometimes generate wrong object counts. The performance drop from “Ours + GT Segm” to “Ours” is mostly caused by instance segmentation models’ imperfectness. Under the current implementation of the framework, detections of the wrong category with high confidence could be very hard to fix. Furthermore, since the asked objects are mostly small, this will make the detection more difficult.

C. Qualitative Example

In Fig. 6 we present an example of the actual execution of the proposed framework. The agent first builds a voxel-level reconstruction and then uses the clustering to build the 3D Scene Graph. The generated program parses the words in the question, extracts (“used for”, “a game”) to a ConceptNet entity and then looks it up, finds the category “Basketball”, and finally queries all basketballs and pillows on the bed in the scene, generating the correct answer “2”.

Failure Case Analysis

We have also analyzed the failure cases for the proposed model. In general, two common reasons would cause the proposed method to fail. The first one is mistakes in the translation of the question to the SQL, as is shown in Fig. 7. When answering the question “Find all objects that are similar to a debit card in this room.”, the neural translation model misunderstands the relation “HasProperty” as “IsA”, which will lead to knowledge...
TABLE VII

| Method                  | Existence | Counting | Comparing | Enumerating | Overall |
|-------------------------|-----------|----------|-----------|-------------|---------|
|                         | Acc. | Len. | Acc. | Len. | Acc. | Len. | Acc. | Len. | Acc. | Len. |
| Ours + GT Scene Graph   | 92.8% | N/A | 89.2% | N/A | 93.2% | N/A | 86.0% | N/A | 90.3% | N/A |
| Ours + ES + GT Segm     | 81.6% | 87.4 | 63.6% | 126.5 | 83.2% | 132.5 | 51.8% | 120.8 | 70.0% | 116.8 |
| Ours + PS               | 60.8% | 122.5 | 34.0% | 120.3 | 62.4% | 143.9 | 10.8% | 133.8 | 42.0% | 131.1 |
| Ours + GT Segm          | 76.0% | 39.7 | 63.2% | 86.2 | 81.2% | 99.5 | 49.6% | 90.2 | 67.5% | 78.9 |
| Ours                   | 58.8% | 58.0 | 31.6% | 87.5 | 62.0% | 97.7 | 12.8% | 87.8 | 41.3% | 82.7 |

“Acc.” stands for “Accuracy”. “LEN.” stands for “Length”.

TABLE VIII

| Dataset         | Existence | Counting | Comparing | Enum. | Overall |
|-----------------|-----------|----------|-----------|-------|---------|
|                 | Acc. | Length | Acc. | Length | Acc. | Length | Acc. | Length | Acc. | Length |
| K-EQA           | 58.8% | 58.0 | 31.6% | 87.5 | 62.0% | 97.7 | 12.8% | 87.8 | 41.3% | 82.7 |
| K-EQA Extension | 58.0% | 81.5 | 29.2% | 88.1 | 54.4% | 101.9 | 6.8% | 95.6 | 37.1% | 91.8 |

“Enum.” stands for “Enumerating”. “Acc.” stands for “Accuracy”.

Fig. 6. Representative example of the proposed method on the K-EQA dataset. The agent successfully explores and performs voxel-level reconstruction of the scene, and then generates a scene graph. The generated program is executed on the scene graph and the correct answer is obtained.

Fig. 7. Representative failed example of the proposed method on the K-EQA dataset. When answering the question “Find all objects that are similar to a debit card in this room.”, the neural translation model misunderstands the relation “HasProperty” as “IsA”, leading to knowledge graph query failure and a wrong answer.

D. K-EQA Extension Experiments

To investigate the limit of the proposed method for questions with complex logical reasoning. We evaluate it on the proposed dataset on both K-EQA split and K-EQA Extension split. As is shown in Table VIII, the proposed method performs worse on the K-EQA Extension split than the K-EQA split. This indicates that with more logic connectors in the questions, the problem is becoming more challenging. The proposed framework could work on these complex questions, but will still suffer from a drop in performance.

E. Multi-Agent and Multi-Turn Experiments

Our proposed framework also supports multi-turn and multi-agent question-answering tasks. To demonstrate and test our
method on these scenarios, the following experiment setups are also investigated:

**Multi-Turn Setup.** In this setup, the agent will be asked 10 questions in turn for one scene. The agent will get the next question only after it answers the previous one and stops exploration. This setup requires the agent to make use of its memories when answering previous questions. For example, the agent may be first asked to find an apple in the refrigerator and noticed that there is a knife on the table in the path to the refrigerator. If in questions from future turns, the agent is asked whether there is a knife in the table, the agent should instantly answer the question without the need for further exploration. Fig. 9 shows an intuitive example with 3 questions answered consecutively. As we can see in the figure, the terminal of a previous question will be the starting point of the next action, and the second question requires fewer steps than the first one. Answering the third question does not need further exploration since a 3D scene graph has been constructed sufficient for the problem in the previous two questions.

We measure the performance of the agent in the multi-turn setup by using the following metrics: average accuracy, average length and speedup. The accuracy is defined similarly to the single-agent single-turn setup. While the average trajectory length is defined as $L_{avg}$:

$$L_{avg} = \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} L(i, t)$$ (5)

where $N$ is the total number of samples, $T$ is the total number of turns in each sample, and $L(i, t)$ is the length of action trajectory the agent take to answer the $t$th turn for the $i$th question.

The speedup is defined as:

$$SPU_{multi} = \frac{1}{N} \sum_{i=1}^{N} \frac{L(i, 1)}{L_{avg}}$$ (6)

where $\frac{1}{N} \sum_{i=1}^{N} L(i, 1)$ estimates single-turn the average action trajectory length using the first question of each sample, and the speedup is considered as the estimated single-turn action trajectory length divided by the estimated multi-turn average action trajectory length.

Table IX shows that reconstruction and scene graph-based memory is useful for a persistent agent. Our proposed framework can keep a state memory that could fully represent the semantic structure of the scanned parts of the scene. Therefore, when an agent needs to answer multiple questions in turn, the proposed method can significantly reduce the average track length for answering each question.

**Multi-Agent Setup.** In this setup, multiple agents will be spawned at the same time, allowing them to explore and build the 3D scene graph collaboratively. All agents will be spawned at the same location as the single-agent setup. For example, if an agent is asked to count the number of fruits, then different agents may explore the table, the refrigerator, and the cabinet separately. An example of multi-agent K-EQA is shown in Fig. 10, where 4
We present Knowledge-based Embodied Question Answering — a new task where the agent answers questions based on external knowledge and scene graph in 3D embodied environment. We develop a new dataset containing complex questions with logical clauses and knowledge-related phrases for this task. To address this, we propose a novel framework based on neural program synthesis, where joint reasoning of the external knowledge and 3D scene graph is performed to realize navigation and question answering. Experiments show that our framework could answer more complicated questions requiring knowledge and logical reasoning. It can also support multi-agent and multi-turn scenarios with the help of the scene graph. For future works, a stronger scene graph generation model (e.g., a point-cloud-based model) can further improve the performance of the task.

**TABLE X**

| No. of Agents | Accuracy | Length | Speedup |
|---------------|----------|--------|---------|
| 1             | 41.3%    | 82.1   | 1.00    |
| 2             | 41.3%    | 51.1   | 1.62    |
| 3             | 42.2%    | 42.4   | 1.95    |
| 4             | 40.2%    | 38.1   | 2.17    |
| 5             | 40.4%    | 35.6   | 2.32    |

We present Knowledge-based Embodied Question Answering — a new task where the agent answers questions based on external knowledge and scene graph in 3D embodied environment. We develop a new dataset containing complex questions with logical clauses and knowledge-related phrases for this task. To address this, we propose a novel framework based on neural program synthesis, where joint reasoning of the external knowledge and 3D scene graph is performed to realize navigation and question answering. Experiments show that our framework could answer more complicated questions requiring knowledge and logical reasoning. It can also support multi-agent and multi-turn scenarios with the help of the scene graph. For future works, a stronger scene graph generation model (e.g., a point-cloud-based model) can further improve the performance of the task.
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