Label-free route to rapid, nanoscale characterization of cellular structure and dynamics through opaque media
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Since its original conception, optical microscopy has provided an incredibly powerful tool for fundamental investigations in medicine and biology, with significant recent attention being focused on improving the resolution and contrast of the microscopic image. Typically, contrast is enhanced in imaging of optically thin specimens (including live cells) by attachment of contrast agents, such as stains and fluorescent dyes, to the structure(s) of interest. Despite remarkable advances in this area1, label-free microscopy is highly desirable to study the dynamics and physiological activity of various cellular and sub-cellular scale processes under natural conditions. The challenge of generating endogenous contrast is commonly addressed by exploiting intrinsic light-matter interactions, such as variations in refractive index (elastic Rayleigh scattering)2–4, absorption5 and Raman scattering6–7.

Of these, the most commonly used endogenous contrast mechanism is optical phase with its applications to biological imaging of cells dating back to Zernike’s development of phase contrast microscopy (PCM)8–9. PCM, and its derivatives including differential interference contrast microscopy10, provide contrast of nearly transparent samples by transforming the phase information into the intensity distribution and thus revealing the structural details of biological systems without necessitating staining. However, the resulting phase contrast image is an intensity distribution, in which the phase information is coupled nonlinearly and cannot be retrieved quantitatively11. Over the past decade, several investigators, including our own laboratories, have focused on extraction of quantitative phase images with extremely high path length sensitivity over time periods from milliseconds to a cell life cycle12–19. Quantitative phase microscopy (QPM), and its advanced variants, provides detailed cellular thickness (morphology) and refractive index information thereby permitting enhanced discrimination of details in inter-cellular components. The sensitivity of these field-based microscopic techniques has enabled the study of miniscule changes in cellular state, such as fluctuations of the cellular membrane (e.g. red blood cell “flickering”20), and the correlation of these changes with different patho-physiological conditions including pathogen infection21 and metabolic regulation of cell shape22.

A substantive milestone in the further development of quantitative phase microscopy resides in enabling such measurements in/through a variety of different media/substrates. The overarching goal of such efforts is to overcome the effects of sample turbidity (defined here as the interplay of optical absorption and multiple scattering) in order to unveil the structures located behind the turbid biological tissue23,24. One of the critical steps in this direction is to establish visualization capabilities through traditionally opaque media, where the...
absorption component represents the primary hindrance. Such a development would also have extensive implications for measurements in complex microfluidic devices and lab-on-a-chip systems fabricated on silicon, which have been elegantly employed for a variety of applications ranging from synthetic chemistry to bioanalysis and medical diagnostics. Indeed, because of the prolific use of silicon-based electronic devices, a well-developed tool kit for creating micro- and nanoscale structures has been derived from semiconductor fabrication technology leading to advanced silicon based lab-on-a-chip devices that facilitate complex object manipulation, transport and control. Suitably combining quantitative phase microscopy with silicon lab-on-chip systems can, therefore, provide a uniquely powerful platform capable of wide-field, high-resolution, label-free sensing in precisely actuated and controlled cellular processes.

In order to address this unmet need, we propose a novel route to characterization of biological structures through traditionally opaque media by combining interferometry-based quantitative phase retrieval with a lower energy (higher wavelength) illumination source. In particular, the incorporation of a near infrared (NIR) source permits visualization through silicon substrates - since silicon has low absorption in the NIR range - and deeper penetration into biological tissue while minimizing photo-thermal damage. Indeed, we show that using a NIR illumination source in a transmission imaging arrangement enables biological structure visualization and measurement capabilities through silicon-based platforms, comparable to conventional visible light-based QPM through a glass substrate. To validate our proposed approach, we demonstrate the key features for complete on-chip particle imaging and characterization. First, a suitable illumination wavelength is selected by considering the transmission efficiency and the fringe contrast of the recorded quantitative phase images. With the chosen wavelength of incident light, we compute the sensitivity of our NIR phase microscope to temporal path length changes. Significantly, we utilize the optimized system for mapping the phase profile and determining the corresponding topography of live red blood cells through silicon substrates - with nanoscale path length sensitivity. Finally, we exhibit the versatility of our method for observing dynamic changes in more complex cell model systems (HEK293 cells), placed on silicon wafers, in response to hypotonic stimulation and thus in elucidating the relationship between such stimuli and corresponding changes in cell morphology and physiology.

**Results**

To quantify nanoscale path length changes and image through traditionally opaque substrates, our phase microscope combining NIR illumination with a near common-path interferometer was used (Figure 1). The system, which has been detailed in one of our previous reports, employs a spatial-filtering based near common path geometry that leads to increased phase stability by avoiding a separately generated reference wave (more information in Methods section). Since a silicon-based camera was used to record the resulting fringe patterns, an important step in performance characterization was to determine the optimal wavelength by striking a balance between transmission efficiency through the silicon wafer and detection efficacy of the NIR signal. The former was measured for 5 discrete wavelengths (960 nm, 980 nm, 1000 nm, 1020 nm and 1040 nm) to assess the attenuation trend with respect to wavelength for our system. For these measurements, the power of the Ti:Sapphire laser was kept constant at 14.7 mW and the power of the beam transmitted through the wafer and the collection optics was gauged by a power meter (PM100D, Thorlabs Inc.). Expectedly, the transmission through the silicon substrate increases with wavelength in the NIR region of interest. Further, to analyze the obtained image quality, fringe contrast was quantified from measurements performed for the aforementioned wavelengths. This is particularly important because clarity and stability of the first diffraction order, which is obtained from the Fourier transform of the interference
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**Figure 1** | Schematic of the near-infrared quantitative phase microscope (NIR-QPM) setup employing a near-infrared illumination source (Ti: Sapphire laser) to acquire images of biological samples through an opaque silicon substrate. CDL: Condenser lens; CLL: Collimating Lens; MO: Microscopic objective; BS1 & BS2: Beam splitters; M1, M2 & M3: Mirrors; FL: Focusing lens; CMOS: Complementary metal–oxide–semiconductor camera.
pattern, largely depends on the contrast of the recorded fringes. Fringe contrast, \( C \), was calculated using Equation (1) in terms of the observed intensity maxima (\( I_{\text{max}} \)) and minima (\( I_{\text{min}} \)) in the acquired interference pattern.

\[
C = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}
\]  

Supplementary Figure 1(a) shows the change in fringe contrast as a function of wavelength. One can observe the sharp decrease in fringe contrast with increase in wavelength in the NIR region. The change in fringe contrast can also be visualized from the respective interference patterns at 960 nm and 1040 nm provided in Supplementary Figure 1(b) and (c), which is directly attributable to the drop in quantum efficiency of the silicon-based camera at the higher wavelengths. Taking into consideration the transmission efficiency through the silicon substrate and, more importantly, the fringe contrast, a wavelength of 980 nm was selected for the ensuing imaging studies. It is worth noting that the optimal wavelength depends on the application of interest and could be different from the one used for our experiments here depending on the characteristics of the chosen substrate (e.g. material, doping and thickness) as well as the detector employed.

With the selected wavelength of incident light, the stability of the instrument and thus the sensitivity of cell topography to dynamic changes were subsequently evaluated via phase noise computations. For this purpose, sets of 100 silicon wafer only (no-sample) images were acquired at 3 frames per second and noise analysis was performed on the entire field of view as well as at single points. The temporal phase fluctuations can be described by the respective standard deviations – where the standard deviations set the limit to the lowest values of phase change that the instrument can detect. The phase fluctuations can be readily translated to changes in path length (which represents a more meaningful parameter for topography measurements) by using Eq. (S1) of the Supplementary Information Sec. S1. From Supplementary Figure 1(d), the spatial standard deviation of the optical path length associated with the full field of view is observed to have a temporal average of 0.7 nm and a temporal standard deviation of 0.04 nm. For a single point (3 × 3 pixel average), the corresponding standard deviation is computed to have temporal average and standard deviation of 6.13 nm and 2.25 nm, respectively. These measurements validate our ability to visualize quantitative phase images at the ca. 2 nm path length scales through the silicon substrate.

Subsequently, to study the accuracy of our system in retrieving phase profiles, measurements were performed on calibration samples. Figure 2 shows an example of such measurements, obtained from imaging polystyrene microspheres (PS06N/5878, Bangs Lab, USA, diameter \( d = 6.02 \pm 0.37 \) μm, refractive index \( n_1 = 1.57 \)) using a 40X/0.65NA microscope objective. In order to better mimic a transparent biological specimen (i.e. a phase object), the polystyrene beads were immersed in oil (refractive index \( n_2 = 1.51 \)). The resultant refractive index contrast achieved between the particles and the surrounding medium was 0.06. Figures 2(a)–(c) indicate the intermediate steps in reconstruction of the quantitative phase image. Figure 2(a) provides the interferogram recorded from the polystyrene microspheres by the CMOS detector that was then Fourier transformed to yield Figure 2(b). This figure clearly illustrates the presence of the zero and first orders, of which the latter was filtered using the angular spectrum method. Figure 2(c) shows the strongly wrapped phase image – which when unwrapped gives the final quantitative phase image given in Figure 2(d). Based on the peak phase value of the polystyrene microsphere in the field of view, the value of \( n_1 \) (refractive index of the polystyrene particle) was determined using Equation (2) to be 1.569 ± 0.02. The computed value shows an excellent match with the values indicated by the manufacturer and the small uncertainty in our computation can be ascribed to the
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Figure 2 | Imaging of microspheres through silicon substrate. (a) NIR interferogram of 6 μm polysterene beads in immersion oil. (b) FFT of the recorded interferogram and selection of the first diffraction order, as marked by the green square. (c) Wrapped phase image. (d) Surface plot representation of the unwrapped quantitative phase image. The color bar represents the retrieved phase at each point of the image.
impurities present in the solution, residual imperfections of the imaging beam and inexact knowledge of the microsphere diameter.

\[
n_1 = \left( \frac{\varphi \cdot \lambda}{2\pi d} \right) + n_2
\]  

(2)

where \( n_1, n_2 \) are refractive indices of the sample and surrounding medium respectively, \( d \) is the sample thickness, \( \lambda \) being the wavelength of interferometric beam and \( \varphi \) is the measured phase. Further, in order to illustrate the ability of NIR-quantitative phase microscope (NIR-QPM) to provide detailed information about single cell structure and dynamics, we analyzed fresh erythrocytes (red blood cell, RBC) kept in isotonic solution (0.9% NaCl concentration) and placed on the silicon wafer. The cells were imaged in typical culture conditions and no further preparation, such as fixation, was performed in order to best preserve their natural state and morphology. Here, interferograms of RBCs were obtained using a 40X/0.65NA microscope objective (Figure 3(a)). Due to the lack of fixation, one can observe that one of the three RBCs in the field of view is tilted at an angle relative to the imaging axis. Figure 3(b) and 3(c) shows the corresponding strongly wrapped and pseudocolor quantitative phase image of the RBCs, respectively, where the individual cells are easily

Figure 3 | Label-free, full-field visualization of red blood cell (RBC) morphology. (a) Interferogram of RBCs in the field of view. (b) Wrapped phase image. (c) Pseudocolor quantitative phase image with the inset box representing the selection of a single RBC for which the phase profile is determined. (d) Graph showing the optical phase profile and the thickness profile of the selected RBC as a function of the transverse dimension. Here, it can be observed that the well-known discocyte shape of the RBCs is retrieved by quantitative phase imaging through the silicon substrate.
identifiable. Remarkably, the well-known discocyte shape of the RBCs can be observed through the silicon substrate with a temporal resolution of 70 ms. Also, it is evident that the tilted RBC exhibits higher phase values in relation to the other RBCs in the field of view, due to the greater optical thickness. From Figure 3(c), one of the RBCs was selected and measured for the phase values across its transverse cross-section. The resultant phase profile is plotted against position in μm in Figure 3(d).

Since (mature) RBCs do not possess nuclei and major organelles and are almost exclusively comprised of hemoglobin (i.e. 97% of the dry content), they can be modeled as optically homogeneous objects, as noted previously\(^16\). In other words, the phase information retrieved by the proposed approach can be expeditiously translated into thickness information, which in turn can be utilized to probe other relevant morphological parameters such as cell shape and volume. Specifically, thickness of the RBC was computed from the above transverse phase profile using a re-arranged version of Equation (2), where refractive index values of 1.33 and 1.39 were used for the medium and RBC\(^21\), respectively. The thickness profile is overlaid with the phase profile of the RBC in Figure 3(d). The values of thickness at the thickest point (in the range of 2.3–2.5 μm) and that in the center of the RBC (ca. 1.5 μm) are consistent with prior observations using other modalities including atomic force microscopy. Nevertheless, such a full-field topographic image with sub-micron accuracy cannot be achieved using other conventional methods, a majority of which also requires extensive sample preparation.

Finally, the novel NIR-QPM system was employed to investigate the kinetics of changes in eukaryotic cells in response to hypotonic stimulation. Such stimulation has been reported to cause morphological and biophysical changes in cells\(^32\), leading to physiological changes including release of adenosine triphosphate (ATP)\(^33\). In addition to serving as a useful model for testing the viability of the measurement method for dynamic studies, hypotonic stimulation is also of fundamental interest due to its widespread application for dissolution and absorption of drugs in intramuscular injections. For our experiments, HEK 293 (human embryonic kidney) cells were maintained at 37°C, 5% CO\(_2\) in Dulbecco’s modified Eagle medium containing 10% fetal bovine serum. The cells were then grown on poly-D-lysine coated coverslips and embedded between the coverslip and the silicon wafer. To induce hypotonic shocks, predetermined amounts of distilled water were added next to the culture medium, which was originally in the isotonic state (300 mOsm/kg). All the measurements were performed at room temperature and off-axis interferograms were recorded in a time-lapse series, before as well as after the hypotonic shock.

Figure 4(a) shows the bright field image of an agglomeration of (six) HEK 293 cells in isotonic solution using a 40X/0.65NA microscope objective. The corresponding QPM measurements are provided in Figure 4(b) (interferogram), 4(c) (wrapped phase image) and 4(d) (unwrapped phase image). In order to better track the morphological changes in a single cell, we also imaged using a 100X/1.25NA objective. Figure 5(a), (b) and (c) show the interferogram, wrapped phase image and the unwrapped surface phase plots, respectively. For hypotonic stimulation, distilled water was added to first change the osmolarity of the media to 215 mOsm/kg and subsequently to 187 mOsm/kg. One may expect that due to the hypotonic shocks, cell swelling will be induced leading to increase in geometrical thickness and, therefore, to larger values of optical thickness. To the contrary, we observe there is a clear decrease in phase values after the hypotonic shock(s) from Figure 5(d) and (e). We conjecture that while swelling of the HEK cells leads to an increase in geometrical thickness, this effect is counter-balanced by the concomitant reduction in the intracellular refractive index. The latter is also caused by the influx of water, which has a lower refractive index of 1.33 in relation to that of the cell (in the range of 1.36 to 1.39)\(^17\). From a biological standpoint, this can be explained as the effect of dilution.

**Figure 4 | Visualization of HEK 293 cells sandwiched between a glass coverslip and the silicon substrate.** (a) Bright field image of an agglomeration of HEK cells in isotonic solution. (b) Interferogram recorded from the HEK cells in the field of view. (c) Wrapped phase image. (d) Unwrapped quantitative phase image.
of intracellular proteins that largely determine the mean integral refractive index of the cell. Indeed, the decrease in tonicity from 215 to 187 mOsm/kg causes further influx of fluid inside the cell resulting in even greater protein dilution and an evident decrease in phase, as visualized from the relative differences between Figure 5(d) and (e).

To characterize the change in phase values, a time-lapse phase trace is plotted in Figure 5(f) for six representative cells (the variation of phase values of the background is also given). The instantaneous phase for a specific cell was calculated from the average of the phase values over its spatial spread. For each of the cells, the time trace shows two transition stages associated with the first and second hypotonic shock application, respectively. In quantitative terms, the mean phase value for the six cells before stimulation was calculated to be 2.14. After the first hypotonic shock, this decreases to 1.83 and after the second hypotonic shock it further reduces to 1.4. Despite the observed inter-cellular variance in phase values, the large disparity in the mean values before and after the hypotonic shocks for each cell highlights the morphological and biophysical changes caused by such stimulation. In other words, hypotonic stimulation displays a “phase” signature that can be detected by the proposed approach, due to its unprecedented sensitivity, speed and ability to visualize through opaque media. Similarly, many other cellular processes appear to have a phase signature including pathogen infection, cell signaling, cell growth and metabolic changes. As such, this new label-free route to rapid, nanoscale imaging through silicon substrates may help to systematically study and better identify the cellular and molecular mechanisms that produce these phase signatures.

Discussion
Our proposed approach shows remarkable capability of label-free, visualization of different biological structures with nanoscale sensitivity.
and high temporal resolution through silicon substrates. Given the promising nature of our results, we envision that the substantive advantages of the proposed approach in terms of full-field, label-free imaging with high temporal resolution will pave the way for a large array of biosensing applications, especially in lab-on-chip platforms. For example, our studies open the door to non-perturbative investigations of neuronal activity under external stimuli, especially in interface with silicon devices. Studies in this area could provide valuable insight of the interface between biology and materials important to device design and control. Critically, this novel optical tool also offers a wealth of possibility in high throughput analysis for disease diagnostics and drug screening as well as in future point-of-care measurements, driven in large part by its ability to deliver remarkable sensitivity at relatively affordable costs. Evidently, this approach can be advantageously employed for the study of mechanical, chemical and electric perturbation of different types of cells on silicon-based microfluidic and multi-electrode array platform, as represented by the schematic of the lab-on-chip system (Figure 6). The richness and diversity of applications that can be studied is pictured in the schematic ranging from investigations of pathological neuronal activity through silicon is shown on the top.

Figure 6 | Schematic of the lab-on-chip system for the study of mechanical, chemical and electric perturbation of different types of cells on silicon-based microfluidic and multi-electrode array platform. Quantitative phase image of a human embryonic kidney cell, and RBC imaged through silicon is shown on the top.

Methods

The NIR QPM system employs a spatial-filtering based near common path geometry that leads to increased phase stability by avoiding a separately generated reference wave. Briefly, a tunable Ti: Sapphire laser (MaiTai HP, Newport-Spectra Physics) was used for NIR illumination in the range of 960–1040 nm prior to selection of optimal wavelength (980 nm), based on the optimal combination of transmission efficiency and interference fringe contrast. The beam was directed through a condenser (CL) to illuminate the sample(s), positioned on a silicon wafer (double side polished, 100 μm thickness (University Wafer, USA)) as would be done for trans-illumination microscopy. This substrate was comparable in thickness to that of the No. 0 cover slip (0.085–0.13 mm thick) that is extensively used in high-resolution microscopy studies. Nevertheless, this should not be interpreted as representing the maximum thickness that is likely to be employable after further optimization of optical detection parameters. Light transmitted through the sample-silicon wafer was collected by a microscope objective (MO) (40X/0.65NA, Edmund Optics or 10X/1.25NA, Model: E Plan, Nikon depending on the specific application) and was split into two beams by a beam splitter (BS1). Removal of the higher order frequencies in the Fourier transform plane by use of spatial filtering results in a uniform intensity distribution that can then be used as a reference beam. Both the sample and reference beams were directed toward a second beam splitter (BS2) and were recombined. The second beam splitter was placed at a small angle with respect to the reference beam resulting in off-axis interferometry. The interference pattern was recorded by a CMOS camera (1280 × 1024 pixels, pixel size 5.2 μm, DCI1545M, Thorlabs) and images were acquired at 14 frames per second (i.e. temporal resolution of ca. 70 milliseconds), unless other-
wise mentioned. The acquired fringe patterns were processed by in-house image reconstruction algorithms (Supporting Information, Sec. S1) coded in MATLAB®.
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