Artificial Intelligence and New Level of Fake News
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Abstract. The purpose of this study is to increase the awareness toward contents in the internet, like fake news or hoaxes. It focuses on internet contents made with artificial intelligence or AI. The method of this study used qualitative methods. The method is used to describe the people’s readiness toward fake news made with the help of artificial intelligence (AI). Besides, questionnaire is used to understand people awareness toward fake news. As the study focuses on one the AI technologies, Deepfake is taken for the research subject. The result shows that videos made with Deepfake are hard to tell if they were fake. Other than that, access to software implementing Deepfake is pretty easy to get; the example is faceswap, an open source project that is available and easy to use. Deepfake is useful in the film making industries, but recently it gets to the surfaces and is used to make fake news.

1. Introduction

In this globalization era, technology is used by people in any age, any professions, and even in any business. Information Technology (IT) helps companies to develop. IT is growing rapidly from year to year [1]. There is so many companies with technology base today, for example is a startup. Most of current business is running by using digital world as its own market. The digital world – and that includes its various industries – differs in multiple dimensions from the physical world and its industries, for instance in the areas of marginal costs in production, transport and storage, as well as the transport and production speeds [2]. This gives more profit to companies in any sizes, especially after internet becomes the link between physical and digital world.

Nowadays, peoples have smartphone and capable to access internet. People uses internet to get most of their information needs, whether is that news or rumors from their social media. Peoples choose internet as their main resources for information is because how easy it is to use and the speed. Other than that, it also gives the freedom for people to access many websites in one sit [3]. Not only that, it’s also easier to share information with the share button given in social media and news site. However, not all news in the internet is real. It’s one of the weaknesses of internet as a media compared to printed media like magazine or newspaper. Fake news concept isn’t a new thing; it’s already there before internet, but with different function compared to recent fake news. The old fake news is a parody or simply a fake news show. Their news stories were called “fake” not for their content, but for parodying network news, applying sarcasm and comedy to discuss real public issues [4]. Nowadays fake news is information that formed like real news but not in organizational process. There are some important components that characterize fake news, first is the information is inaccurate, second is having element of mimicry and third is the senders have the intentions to fools the readers [5]. There is many fake news in the internet. Therefore, the internet users start becoming more aware to fake news. A lot of news have some opposing information between one to another is one of the reason. Other than that, even if an individual does not clearly identify which news item is true and which is false, the presence of conflicting viewpoints indicates that at least one news item is
likely untrue [6]. Fake news currently handled pretty well with the appearances of fake news detection software with a good accuracy. This software made with AI and using algorithm like BLC [7]. All of those software capable of detecting text based fake news. However, recently fake news also appear with photos or videos that convincing enough for people to trust and with AI fake photo/videos also became easier to make. Deepfake is an AI tech that have function to swap faces from videos with other people faces can make the fake news industry to another level. Deepfake videos are appearing in social media and news, posing a significant technical challenge for detection and filtering of such content [8].

The purpose of this study is to increase the awareness toward contents in the internet, like fake news or hoaxes. This study used a qualitative method. This method is used to describe the readiness of the public for false news that is made with the help of artificial intelligence (AI). In addition, questionnaires are used to help people understand the awareness of false news.

2. Method
This study observes few other pieces of study about fake news, artificial intelligence and Deepfake. Qualitative method is used to discover the people’s readiness toward fake news made with help of artificial intelligence (AI). Besides using other pieces of study as a basis for the observation, we also learn one of Deepfake application that is available to public and can be used by anyone. Questionnaires are also given to college students to get to know what people think about this topic.

3. Results and Discussion
There is a lot of artificial intelligence (AI) being used today. As its name, artificial intelligence has the ability to learn. AI can learn by doing some simulations with genetic algorithm [9]. AI can also learn by giving it a lot of data or called as training data. The more data given for the AI to learn, the result will be better and more accurate. Besides the amount of data, the quality of the data sets also affects the result. This learning process will take a lot of time, but as computer goes there is always a way to optimize it by tweaking the used algorithm or formulas [10].

Like it has already mentioned before, AI trained by using data which mean the processing speed is up to the computer’s speed used to train it. This process is fast compared to the speed of a human. For example, AI can be trained to learn thousands of cases in a week, while human needs months or even years. Some AI that made to play a game like poker, it is proven they beat professional player [11]. This reality may be scary because human is beaten by machine in a case that’s not math.

AI make decision according to the data sets that given when training and not with programming. This make AI is one of the fastest software with one important thing, which is the data set to train the AI is available or atleast collectible. With a lot of AI in our world there might be some changes in the industry caused by some professions is better done by machine [12]. This also might affect jobs with creative requirements like an artist. This changes are actually happen recently caused by companies start using chatbot instead of real peoples as customer services. The chatbot technology is reach a point where it capable to understand the users and answer with a certain chatting styles [13]. Soon we will live side by side with AI and we need to be ready with the risk that come with it.

One of the risk of AI is the possibilities of AI used in the wrong way. The power of AI is proven capable to beat a human in short amount of time, which mean it will be dangerous to give access of AI open to public. Most applications that implements AI can only be accessed by some parties or certain tech products, but there’s also some AI applications that give access to people who like to pay. There’s also app that give access to public, most of AI in this category can be considered as harmless because its simple function. However, there is also Deepfake app that open to public and Deepfake is can be dangerous. This is because of Deepfake can be used to send hate speech or fake news on the internet. One of the open Deepfake applications is faceswap. Faceswap is open source application and everyone can use it (See Figure 1).
Figure 1. Faceswap Logo

Faceswap is Deepfake app that developed to run in Windows, MacOS, and Linux. According to its GitHub page, it has at least a thousand of peoples who use this application. The application is pretty simple and easy to use even for computer users in general. Knowing Deepfake can be misused; this is dangerous enough because of a lot of people can use this application. Deepfake nowadays being an issue and grab some people’s attention because of how real looking it is. If Deefaked videos get shared over and over on the internet, it will be a chaos because of the Deepfake’s result looks real enough to convince people to trust that it is real (See Figure 2).

Figure 2. Faceswap GitHub Page

Faceswap has simple interface that easy to use (Figure 3). The application has three main features which is extract, train, and converts.

- **Extract**: has function to detect faces from a video and extract it into series of images (Figure 4).
- **Train**: has function to train the app to understand and able to recreate the faces to be used as the source or the face to be the swap source.
- **Convert**: has function to create the result image or video with the replaced face what usually be called as Deefake video.

The work flow of Faceswap is extract, train and then converts. Every step take times especially if the computer used doesn’t have high specification. The longest process is the training, it can eat up to weeks depends on how many the images or how long the videos given is.
If explained simply, the first process in Faceswap is to detect the faces from source videos to be extracted into series of images in order (see Figure 4). The face detection on Faceswap is good enough even when the face is a little bit hidden. The results then will be used in the next step as the training data. The training menu needed the extracted series of face images from the original faces and also the extracted faces of the target faces. The training process will take a lot of time and will result a model file of the learned faces. The model file then will be used on the next step to produce the Deepfake video where the face is swapped.

As mentioned before, the video result from Deepfake is pretty convincing for internet users and hard to tell the differences from a real video. These videos now been spreading on the internet with
some reasons, there is some videos that only for entertaining purpose. However, there is also some that used to spread fake news. Few years back, people have been busy with a lot of fake news all over the social media. This is actually makes people to be more aware of fake news and also make people do some action to fight fake news. There are a lot of applications that capable to detect if the news is fake or real with the help of AI. However, now the case is different. Fake news now spread also in video format and not just text, so those applications cannot be used to fight this new type of fake news. Other than that, most people also consider a video as a proof of fact. Not a lot of people can do video editing that good enough to spread fake news, but with Deepfake it becomes a lot easier.

This study continues with giving questionnaire to some college students. All of them say Deepfake is really risky to be misused. Most of them also experienced getting fooled by fake news on their social media because of that they said video by Deepfake is can be used to trick a lot of people and makes chaos. However, most of them think that they can tell the differences from real and Deepfake videos by cross-checking the information by going to the internet or by watching more carefully. Moreover, there is also people who says the result of Deepfake is looks so real and not altered in any way. Some of the participants recommends to close the access to the software that uses Deepfake, but it’s not effective reminded with everything on the internet is never really gone. Some of the participants also recommend increasing the awareness of news on the internet even if it was assisted with images or videos. There is also some whose recommend to give socialization about Deepfake and share awareness about it, so then people know and aware about Deepfake videos.

Behind its capabilities to produces videos that hard to tell if it’s real, but there’s must be a differences between computer generated images and images captured by cameras. One of it is the appearance of artifacts on Deepfake video that can be used as the basis to tell if the videos are fake or not. One of the study that has been done [14], successfully detect Deepfake videos by doing analysis by the found artifacts. Same with fake news detection, Deepfake detection also made with the help of AI. However, Deepfake will always get better and then the Deepfake detection too must get better because if not Deepfake will be improved by using the detection data so it will be much harder. Besides, there are a lot of AI in development which is very possible to be misused by some peoples and that mean we need to be ready for the risk of AI.

We now are in a position where we use AI to fight another AI, which only increase the number of AI and not reducing it. In the questionnaire also includes questions about the need for law about the usage of AI, every participants agree if that kinda stuff is needed in this era. But, rules are often late to be made specially with technology related rules. In general, rules about tech usually be made after a case happen.

4. Conclusion
Artificial intelligence (AI) starts live on our side in daily life. AI can be used to help humans in a lot of things, simple or complex. However, no doubt if AI also comes with some risks that never been imagined before, like what happens with Deepfake. Deepfake became a real problem that needs public attention just because of the misused scenario with it. Deepfake itself really useful in film making, but just because of the misused cases it has bad reputation in the media. The face swapping features of Deepfake is no doubt make realistic looking video, but the world is not ready for it. Most people still does not know about Deepfake, so they might think Deepfake videos as a real video that is not altered or computer generated. We might be able to handle this AI problem with another AI, but how long it is going to be effective without making the AI situation worse. It might be back to us, how we aware about AI and how we are going to use it.
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