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Abstract. Clustering has proven to be an effective method in the medical field for finding patterns in labelled and unlabelled datasets. This work is implemented over whole body CT scans (~1TB) of 3500 patients in form of unlabelled DICOM images. The whole-body CT images have been anonymized for 30 attributes based on DICOM regulations and the Brain images alone are segmented using the DICOM tag element called ‘Protocol stack’. The segmented Brain images are efficiently grouped based on visual similarity using K-means clustering after performing feature extraction and dimensionality reduction. The results of the clustering can be further utilized by radiologists to perform labelling or find patterns in Brain CT scans of patients that are difficult where each scan consists of a varying number of slices during detection of Internal Bleeding. The efficiency of K-means is analyzed by performing computation over a different number of clusters (K) by applying silhouette scores to find optimal cluster.
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1. Introduction

In a number of areas, technical advances in medicine have had a major effect on the quality of diagnosis and patient care. The medical quality of treatment The Digital Imaging and Communications in Medicine (DICOM) standard is a solution to the problem of medical data interoperability, connectivity, and management [1]. Every medical image in this format has a pixel-value map for the image itself, as well as a variety of standardised tags that are either generated automatically by the acquisition system or manually annotated by physicians [2].

1.1 Overview of Medical Imaging

Medical Imaging involves the use of imaging techniques and procedures to get pictures of the human body that can help in patient diagnosis and care. It can also be used to monitor any ongoing problems, and therefore can assist with recovery plans [3]. Types of medical imaging methods utilize different technologies to capture the images. In recent years, clinical diagnosis based on medical imaging methods gained major attention in patients’ healthcare, both in patient treatment in hospital [4]. Medical imaging consists of a collection of processes or procedures to establish visual images of the body's inner parts...
such as organs or tissues for therapeutic purposes to monitor health conditions, diagnose, and treat diseases and injuries [5].

Particle emission tomography (PET), single-photon emission computed tomography (SPECT), Magnetic resonance imaging (MRI), computed tomography (CT), ultrasonic imaging (US), and planar x-ray devices are some of the other methods used (digital, analogue and portable) and hybrid imaging systems. In this work, the type of modality used was CT scanner and The DICOM files collected from a CT scanner are stored with an extension of ‘.dcm’ and these are visualized and processed by any DICOM visualizer as shown in Figure 1.

![Figure 1. Medical imaging Modality - CT scannerand DICOM image storage system](image)

1.2 Medical Imaging standard - DICOM

DICOM is a common protocol used in many healthcare facilities for storing and transmitting medical images and other clinical diagnosis-related data. DICOM was created by the National Association of Electrical Manufacturers (NEMA) and the American College of Radiology (ACR). It is a registered NEMA trademark and is regulated by the DICOM Standards Committee, a consortium of users across all medical imaging specialties with an interest in standardizing medical imagery information. The DICOM specification encompasses both the formats to be used to store digital forms of medical images and related data, as well as the protocols to be implemented to incorporate various communication systems that are useful in the workflow of medical imaging.

DICOM has become the de facto standard in medical imaging: today the vast majority of all major vendors’ digital medical imaging systems (including acquisition instruments, diagnostic workstations, libraries, servers, medical printers, etc.) adopt and comply with portions of the DICOM standard, depending on the services they introduce. DICOM has also been generally recognized and adopted by medical institutions including public and private hospitals, testing centers, and laboratories of different sizes for research [6].

MicroDICOM viewer is used for displaying the DICOM images in this work. MicroDicom is an application in DICOM format for the primary processing and preservation of medical images. MicroDicom DICOM viewer is built with the most common DICOM image manipulation software and features an intuitive user interface. A snapshot of a part of the brain DCM file shown in Figure 2 is viewed using the visualizer. The viewer is most users friendly and displays the DICOM image along with DICOM tags which includes patient information and other tags [7].

![Figure 2. MicroDicom Viewer](image)
A DICOM tag has the following fields [13]:

- A tag that defines the attribute, usually in hexadecimal format (XXXX, XXXX) and may be further divided into DICOM group number and DICOM item number.
- A DICOM Value Representation (VR) describes the attribute value type and format.

Sample Tag information obtained from the DICOM viewer is given in following Figure 3.

![Figure 3. DICOM Tags](image)

In the DICOM model depicted in Figure 4, A patient should have 1 ..n tests (sometimes called assessments or procedures). Each analysis is composed of series 1 .. n. A series is usually equated with a particular form (modality) of data, or a patient's location on the acquisition unit. Each sequence includes instances of 1 ..n DICOM objects (most commonly images, but also records, artifacts in the waveform, etc.). Each DICOM object in a study contains all this material. Therefore, if a study is conducted on a patient with 2 sets, each with 10 instances, all the instances should contain information about the patient and the study in its header. Also, the instances will contain information about the series it is in, as well as information about its case [8].

![Figure 4. DICOM Image Acquisition Model](image)

1.3 Machine learning for Medical Imaging

The application of Artificial Intelligence (AI) is playing a significant role in healthcare-related equipment design, automated clinical diagnosis, is playing a significant role in healthcare. With imaging
enabled specialties like radiology, the machine learning domain is changing many areas of healthcare delivery. The machine learning domain is transforming many aspects of healthcare delivery, with imaging-enabled specialties such as radiology. In the coming years, medical imaging professionals will have a rapidly expanding AI-enabled diagnostic toolkit at their disposal, to support with all aspects of image interpretation from detection, classification, and segmentation, through to the extraction of quantitative imaging features [9]. Coupled with advancements in Information Technology (IT) infrastructure and the availability of affordable Graphical Processing Units (GPU) based computing and high-performance data storage, the pace of product development for AI-based medical image analysis is faster than ever before. Much of the initial focus for the application of machine learning in medical imaging has been on image analysis and developing tools to make radiologists more efficient and productive.

Similar tools can also help with more effective diagnosis and recovery preparation, as well as reducing missed diagnoses, resulting in better patient outcomes. Beyond clinical decision-making, AI and machine learning have a major influence in the area of radiology. It also assists in enhancing the patient's experience in the imaging process, from the initial image review scheduling to the final diagnosis and follow-up. Machine learning during image reconstruction can improve the quality of low-dose CT scans to that of standard-dose CT scans, reducing patient radiation exposure even further. During image recognition one of the major challenging steps is the process of labeling the data which is the initial process for image construction. All the medical image data are defined using standardized radiological definitions and formats in to implement machine learning algorithms due to data labelling and order compliance within the dataset. Medical image analysis faces many challenges when machine learning is applied and mainly in viewing radiology images [10].

The effectiveness of machine learning in medical image analysis is hampered by the following challenges as depicted in Figure 5

- According to IBM estimations, images currently account for up to 90% of all medical data, i.e., the amount of imaging volumes continue to increase by 5-10% annually. And a major challenge in medical imaging AI deployments is its successful storage. Radiologists and researchers will also aim to make advances in the use of advanced clinical technology, personalized diagnostic and prognostic resources and the ability to improve individual patient results and leverage Big Data in imagery.

- The development of the machine learning model requires all the training data to be in the labelled format, but mostly the medical images are unlabelled due to the in-accessibility of domain expert(s). This process is expensive and inefficient, therefore, often unable to produce enough labels.

- All models of machine-learning are trained on simple 2D images (spatial coordinates). But typically, the CT and MRI images are 3D, basically adding dimension(time) to the issue that needs more experience to manage these types of images [11].

Figure 5. Challenges in Medical Image Analysis
This paper discusses the possibility of automatically clustering unlabelled brain DICOM images from a massive big data of nearly 1 TB dataset and clustering the brain images based on similarities between image features. Using the proposed algorithm, we try to demonstrate that clustering of DICOM image results in generating visually identical clusters. The outcome of this work can be used by radiologists for further labelling in a fast and efficient manner and further which can be utilized in the development of a deep learning architecture for automatic feature identification of Intracranial haemorrhages (ICH).

The work is structured as follows. Section 2 gives an overview of image clustering and its types. The source of the dataset and its specifications are described in Section 3. The proposed system architecture of this present work is explained in section 4 followed by performance analysis along with experimental results in section 5 and the conclusion is given in section 6.

2. Overview of Image Clustering

Clustering is a crucial data mining activity that aims to classify the data objects of different clusters based on their similarities. Image clustering is used for image extraction and pixel segmentation with data objects being images. Clustering preserves two properties namely homogeneity and heterogeneity optimization between intra and inter clusters respectively.

Clustering is an unsupervised learning method, which is capable of handling unlabelled data and image clustering involves mapping image groups within each cluster based on similarity. It is much used in image comprehension of features in image like colour, texture and shape or can be semantic. Similarity computation functions must be powerful to get accurate results. This also helps to extract the smaller volume of data from a large dataset. It is used primarily for image segmentation and Content-Based Image Retrieval (CBIR).

The clustering techniques for any image mainly follow two stages, as shown in Figure 6. First, estimation of the measure of similarity using feature extraction. The second step is the implementation of a clustering algorithm. Clustering employs a similarity matrix to establish the degree of similarity between two image segments. Since the image data is increasing, when the given image is used for similarity computation, this computational operation becomes repetitive. Feature extraction significantly decreases the cost of similarity computation. During this process the device accepts image data as input and generates image cluster as output [12].

![Figure 6. Overview of Image Clustering](image)

2.1 Types of Medical Image clustering

The field of medical imaging plays an important role in healthcare where clustering helps to perform image segmentation in numerous ways, e.g., recognition of diseases, organ-detection etc. The clustering method is highly useful in managing massive medical huge databases of medical images is highly complex and it contains a variety of features [13].
Figure 7. Types of Image Clustering

Figure 7 depicts the types of various unsupervised clustering algorithms [14] that can be used for image clustering and each one of them is explained below:

- **Hierarchical clustering** is a process by where image clusters are built by recursive portioning instances. Techniques from the top-down or bottom-up methods are used to perform hierarchical clustering. All instances begin in one cluster in divisive hierarchical clustering, and this cluster is iteratively divided into sub clusters until the desired number of clusters is reached.

- **The Partitioning clustering** technique moves cluster instance from one cluster to another hence it is necessary to predefine the number of clusters. Squared error clustering methods are the most commonly known approaches of partition clustering. One such approach is the K-means clustering method, which is applied in most clustering applications of medical images where the dataset is large and unlabelled.

- **Density Methods** are primarily used to discover clusters of arbitrary form by considering that the points belonging to a cluster are derived from common distribution. One method based on density is the DBSCAN method which searches the neighbourhood object's in the database and checks whether it has least amount of discoverable cluster objects.

- **Model-based approach** aims at optimizing the fitness among data and mathematical processing. The data is represented as a hierarchical structure that has prototypes for each cluster and neurons representing the input and where the neurons are bound to the prototype neurons.

- **Grid-based approach** is primarily used to performs faster processing by splitting the space into number of cells and then conducting clustering activity.

- **Fuzzy clustering** in this all the data points are allocated to a cluster space using membership value such that one or more clusters can be allocated to each data point.

3. Data Collection

The dataset for this project is CT scan images of patients of nearly 3500 patients and these includes 11,00,000 whole body CT scan images and each scan consist of varying number of series. All input images are in dicom from the whole-body CT scan dataset, with proper anonymization, the brain part is alone segmented for further processing which consists of 1,25,000 images and is outlined in the following Table 1.

| Table 1. Dataset Specification |
|--------------------------------|
| Total no of patients            | 3500                          |
| Type of Modality                | CT scan                       |
| Image format                    | DICOM(.dcm)                   |
| Labelling                       | Unlabelled                    |
| Number of Whole-Body CT Images  | 11,00,000                     |
Total Brain CT scan images | 1,25,000

4. Proposed Architecture Model

The objective of the work is to efficiently and automatically segregate brain images from whole-body image data archive. Since these are unlabelled dicom images and since the cost of labelling is so high which requires trained radiologists, the automatic grouping by making the system learn from feature vectors by considering all pixels of the image to perform clustering process. The steps involved in the work starting from collection of dataset to grouping of brain images based of similarity is outlined in Figure 8 and each step is explained below.

**Figure 8. System Architecture**

4.1 Anonymization

As mentioned in Section 1.2 and Figure 2, patient demographic information and a host of other image research information are encoded under the DICOM tags within an image header. It is necessary to protect the privacy of the patient while the medical images are used in data analysis. This is implemented by following the “Anonymization” process, whereby confidential information about the patient is removed or renamed from the DICOM header when a DICOM file is uploaded for processing. Among the entire 97 DICOM tags, the whole-body CT images (~1TB) of 3500 patients have been anonymized for 30 attributes based on DICOM regulation standards. For example, ‘PatientID’ is anonymized as ‘AHXX’, ‘BHXX’ and so on (the first 2 strings are the alphabet and the next 2 strings with random number).

4.2 Segmentation

Image segmentation is a mechanism where an image is partitioned into many sub-regions. Segmentation is a crucial phase in the processing of images, and medical images have properties that can render them difficult to segment, such as various tissues with identical intensities, organs that occlude and overlap with each other, and individuals with significant physical variation. In this work the Brain images alone are segmented from the whole-body CT scans using the attribute called ‘Protocol stack’ from DICOM tags and collected to a separate file.

4.3 Feature Extraction and Selection

Extracting meaningful information about the characteristics of medical images is highly essential for developing an intelligent autonomous diagnosis system. This information is referred to as ‘features’ and it is useful for pattern recognition. This stage is about the processing of image character quantization.
After extracting the features, the selection of subset of the most robust element is performed to identify the similarity between images and thus the overall complexity [15].

![Image](image1.png)

**Figure 9. Feature Extraction and Selection**

As depicted in Figure 9, a two-step process is performed to extract salient features:

- **Feature Extraction**
  
  In this step, all the DICOM brain images of size 512x 512 are fed as input to the feature extraction model to generate 2, 62,144 feature vectors as output.

- **Feature Selection**
  
  To reduce the size of features i.e, to overcome the curse of dimensionality, Principal Component Analysis (PCA) is utilized which aims to retain the essential components that have more data variance and eliminate the non-essential components with less variability. It can cluster related data points without any marks, based on the similarity of features between them. PCA transforms a matrix of ‘n’ functions into a new dataset with features lower than n. From 2,62,144 feature vectors, the algorithm has identified and generated reduced feature vectors based on image similarity and is shown in Figure 10.

![Image](image2.png)

**Figure 10. Reduced feature space using PCA**

### 4.4 Clustering using K-Means algorithm

The k-means is an unsupervised learning technique and this is the most preferred clustering method for clustering a huge size of unlabelled data. The main goal of this algorithm is to divide the data points in a data set into different categories or groups. The data points are grouped together based on their similarities. K-means tries to partition the data set into k-clusters using an objective function based on the principal components obtained from PCA.

When k spatially dissimilar cluster group are chosen, data is separated using Euclidian Distance for producing successful mining output. Each cluster group contains a core called the centroid and depending on how similar the features are to the centroid, a data point is clustered into a cluster. Let \( X = \{x_1, x_2, x_3, \ldots, x_n\} \) represent data points and \( V = \{v_1, v_2, \ldots, v_c\} \) represent cluster centres.
Then new cluster center is calculated as in Eqn 1:

\[ v_i = \left( \frac{1}{c_i} \right) \sum_{j=1}^{c_i} x_i \]  

(1)

Here, 'c_i' denotes the total number of data points in the i\(^{th}\) cluster.

The process is repeated with a different number of ‘k’ values (k=2 till k=15). Figure 11 (a) depicts the sample of clusters when ‘k=8’ and Figure 11 (b) is the result of similar images grouped under cluster five of k=8.

5. Performance analysis and result

In this work, the Silhouette score has been used for assessing the performance of k-means clustering. This score has been most widely used in the literature for clustered datavisualization and assessment [15]. The silhouette score contains details about the degree to which a particular object fits into a specific cluster, taking into account cluster tightness and separation. The Silhouette score ranges from +1 to -1, with a high value approaching +1 indicating that the data point is important and grouped in correct cluster.

The Silhouette score is computed as s(i) for each data point i and is given in Eqn 2:

\[ s(i) = \begin{cases} \frac{b(i)-a(i)}{\max\{a(i),b(i)\}}, & \text{if } |C_i| > 1 \\ 0, & \text{if } |C_i| = 1 \end{cases} \]  

(2)

Here, \( a(i) \) denotes the similarity of i to its cluster and is measured as the average distance of i from other points in the cluster and is calculated as in Equ 3.

For each i in C_i:

\[ a(i) = \frac{1}{|C_i|-1} \sum_{j \neq i \in C_i} d(i,j) \]  

(3)

Similarly, \( b(i) \) given in Equ 4 indicates the measure of dissimilarity of i from points in other clusters.

\[ b(i) = \min_{i \neq j} \frac{1}{|C_j|} \sum_{j \neq i} d(i,j) \]  

(4)
Here $d(i, j)$ is the distance between points $i$ and $j$ which is calculated based on the Euclidean Distance as in Table 2.

**Table 2. Silhouette Score for different ‘k’**

| No of Clusters (k) | Silhouette Score (s(i)) |
|--------------------|-------------------------|
| 2                  | 0.453313172             |
| 3                  | 0.473416371             |
| 4                  | 0.513564332             |
| 5                  | 0.518649398             |
| 6                  | 0.573226036             |
| 7                  | 0.588591393             |
| 8                  | 0.595128428             |
| 9                  | 0.589333717             |
| 10                 | 0.588333717             |
| 11                 | 0.600986188             |
| 12                 | 0.586416810             |
| 13                 | 0.575966755             |
| 14                 | 0.575097614             |
| 15                 | 0.576033868             |

Generally when the Silhouette score values are greater than 0.50, then it results in better cluster structures. In this work, since the evaluation is based on visual similarity only for brain images the cluster range was fixed from 2(based on a number of series) to a maximum of 15. The plotting of different k values and their silhouette score is shown in Figure 12.

**Figure 12. Silhouette Analysis to find optimal ‘k’**

For $k=2$, the score was $s(i) = 0.453313172$, and when the cluster value incremented the corresponding silhouette score also increased nearing to +1. But after a threshold point say $k=12$, the score started decreasing gradually. This makes clear that based on the feature vector the maximum number of similarity grouping can be minimum $k=8$ or maximum $k=11$ clusters. Compared to both $s(i) = 0.600986188$ is maximum, hence $k=11$ can be selected as optimal cluster value for pixel-based similarity clustering of brain images.
6. Conclusion
Medical image analysis is a challenging task when the (a) dataset is huge and (b) particularly when all the images are unlabelled. This requires assistance of trained radiologists for further processing whether it is to identify the type of organ, presence of disease or location of disease to take necessary medical action. The data collected for this project was to perform an automatic Haemorrhage detection system. The radiologists have to examine a large stack of whole-body scans and thus the work load may lead to potential error or delay which may adversely affect disease diagnosis for patients. In order to overcome the challenges stated, the whole body DICOM images are segmented to extract only the Brain part using DICOM tag attribute. Then feature extraction and dimensionality reduction is applied to create a feature vector to retain all necessary pixels and reduce the curse of dimensionality (2,62,144) using the PCA technique. The images are grouped efficiently using the K-means clustering algorithm and using silhouette score analysis the efficiency of the cluster value is found to be k=11. The result of this process can assist the radiologists for further labelling by selecting the necessary brain slices (folders) and also helpful for further development of a deep learning model to detect and diagnose the extent of brain trauma including brain haemorrhage.
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