PRFC: A New Programmable Router Architecture Providing Flexible Customization for Service
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Abstract. The current routing mechanism is more and more difficult to satisfy the various service demands due to the rigid structure and simple ability. Aimed at this problem, this paper proposes a new programmable router architecture to support diverse applications and emerging communication paradigms—PRFC. PRFC supports the self-adjust of routing protocols dynamically to adapt to the different requirements of applications, supports coexistence of multiple routing paradigms, and provides a feasible solution for the network compatibility and evolvement. Finally, the prototype was implemented based on the NetFPGA platform. Compared with the existing programmable routers, PRFC realizes the coexistence and customization of various routing protocols, and achieves better performance.

Introduction

In recent years with the rise of research towards new network architecture¹², in order to support the long-term coexistence between the future diversified network architecture and the existing TCP/IP network and the progressive test and deployment of future network architecture³, some new type of programmable virtual routers were studied by academics. Currently Eddie Kohler⁴ et al. designed and implemented the modular software router Click, but because of its software architecture, whose forwarding performance is poor. In order to improve the forward rate, Anwer⁵ et al. designed a set of programmable virtual routers named SwitchBlade based on FPGA hardware. But because of the limitation of FPGA resource, this system can support up to four isomorphism hardware virtual data plane. Han⁶ et al. put forward high-speed software router named PacketShader using general-purpose GPU. However, Packetshader does not support non IP forwarding requirements in the study of future network. Dobrescu⁷ et al. put the high-performance software router named RouteBricks using cluster technology. However it performs poor portability because the data path uses software to build completely.

In order to improve the flexible programmable ability of routing system, this paper designed a new programmable virtual router named PRFC, which support service customization and heterogeneous network coexistence. The contributions of this study are threefold. First, this paper proposed the overall architecture of PRFC, designed the routing derived algorithm based on the control plane and the routing decision algorithm based on the data plane and realized the on-demand agreement customization and routing choice. Second, this paper designed and implemented the PRFC prototype system. Third, this paper tested and analyzed the function, forwarding performance and service quality assurance performance of the prototype system.

PRFC DESIGN ARCHITECTURE

Overall Architecture. In the impulse of diversified business that needs and network dynamic behavior, PRFC can choose corresponding routing protocol according to different business and specific network type requirement, and construct various service paths with constraint attribute to meet specific application requirement. Based on the programmable hardware and virtualization technology⁸ as the
core, this paper designed and implemented the PRFC prototype system. The system can support multiple protocol, flexible programmable protocol and high speed data packet forwarding. As shown in figure 1, the overall architecture is divided into control plane and data plane of two parts.

![Fig.1. The Overall Architecture of PRFC](image)

**The Structure of Control Plane.** The main function of the control plane is to complete the derivation of routing protocol and the corresponding configuration according to the requirements. In order to achieve the effective separation of multiple routing protocol instances, the way of data communication link of virtual container and physical host is shown in figure 2.

![Fig.2. The Mapping of Virtual Network Interfaces](image)

In the figure, the bridge has realized the message communication between virtual container and physical interface card, the VLAN achieves the effective separation of different routing protocol message interaction. So as to realize the on-demand derivation of routing protocol, PRFC need to flexibly control the protocol message according to the needs of the business. Therefore, we designed the routing derivation algorithm that it is as follows.
Algorithm 1: The Routing Derivation

0. for each packet arrived
1. set vid get VLAN tag
2. for i = 1:N
3. if ∃ i, Container[i] == vid
4. strip VLAN tag, sent packet to ith container
5. rtable[i] calculate routing table
6. else
7. start a new container N
8. set Container[N] = vid
9. Protocol[N] Configure a new routing protocol
10. end if
11. end for
12. end for

With the change of business requirements, PRFC can change the VLAN-ID mapping table to modify the agreement distribution rules to update the different interaction objects of routing protocol and establish new routing forwarding tables. This provides the judgement for the underlying hardware routing decision module. At the same time, it also provides a flexible programmable interface for the user to write a complex routing control strategy. Finally, the routing management platform can also develop new type of routing protocol for requirements according to the upper constantly emerging business, therefore realizing the routing mechanism coexistence of heterogeneous network.

The Structure of Data Plane. Data plane is mainly to process the packet at a high speed according to the ruler generated by control plane configuration. At first, the packet header classification module distinguishes different business category according to classification rules. Then, the routing decision module forwards the packet to different routing forwarding planes for processing according to the TOS-RID mapping table. The design of the hardware data plane structure is shown in figure 3.

![Fig.3. The Structure of Hardware Data Plane](image)

The current designs uses the eight bits in the TOS field in the packet header to identify the types of upper businesses, and the specific identification scheme can refer to the related design in the DiffServ[^9]. In this design, the high-speed packet header classification parsing module mainly distinguishes the controlled messages of routing protocols and ordinary packets. The routing decision module implements the look-up and matching efficiently of business types and hardware routing tables according to a piece of TOS-RID mapping table saved in hardware TCAM. In order to guarantee the high speed forwarding performance of the PRFC, the routing table and the ARP table all comply with the longest prefix algorithm in hardware TCAM. In order to implement the customized routing forwarding function, the system combines the classification of packet header parsing module and routing decision module to run a routing decision algorithm. The algorithm is shown as follows.

In the algorithm, the number of routing forwarding plane cannot completely meet the needs of the control layer routing protocol due to resource constraints of data plane. However, the table updates policy support the user-defined programming implementation to periodically choose and update
hardware routing forwarding table to meet the forwarding needs of data, therefore this promoting the system scalability. When the heterogeneous networks coexist, the routing table and ARP table in this design can be generalized through the way that corresponding look-up logic and packet processing operation can be designed according to the requirements.

**Algorithm 2: The Routing Decision**

0. for each packet arrived
1. set MACn fl get ingress port
2. if it is VLAN packet
3. sent packet to CPU
4. else
5. set tos fl get TOS tag
6. rid fl Lookup TOS--RID table
7. If rtable[rid] exist in hardware
8. nexthop fl Lookup routing table rtable[rid]
9. MAC address fl Lookup arp table atable[rid]
10. sent packet to egress port MACx
11. else
12. through the user-defined strategy
13. write rtable[rid] in hardware based on user-defined strategy
14. update TOS—RID table
15. goto (8)---(10)
16. end if
17. end if
18. end for

**The Prototype Implementation.** The detailed design of PRFC routing prototype is shown in figure 6. The control plane of prototype system adapts the architecture of OpenVZ[10] and Quagga[11]. In the prototype, the data plane can parallelly look up routing and ARP tables based on the NetFPGA-10G[12] board. All of the number of tables is 32, which can be expended according to need.

![Fig.4. the PRFC Prototype](image)

**EXPERIMENTAL RESULTS**

The test scene of PRFC prototype is composed of five nodes. Each node builds three virtual containers through the OpenVZ virtualization technology and runs the RIP, OSPF and ISIS routing
protocol in the same time. In the network, there are three types of business deployed, namely VOIP, FTP and Video, whose TOS field is set to 0x00, 0x01, 0x02 respectively.

**Forwarding Rate.** The forwarding rate is an important performance index to measure the router system. This paper tests the actual forwarding rate of PRFC prototype system under the circumstance of different packet size by using the Iperf3.

![Forwarding Rate Graph]

**Fig.5. The Forwarding Rate based on Different Packet Length**

It can be seen that the maximum single port forwarding rate of the PRFC prototype is 9.6 Gbps, which is close to the theoretical maximum 10 Gbps. The maximum throughput of the system is close to 9.6*4=38.4Gbps. Compared to the SwitchBlade based on the NetFPGA-1G interface card, PRFC improves the system forwarding performance dramatically. Meanwhile, PRFC’s forwarding rate close to the highest level, compared with the PacketShader using the technology of GPU acceleration and the RouteBricks using cluster technology.

**QoS Assurance.** In order to verify the performance of PRFC routing system in improving the QoS of business, the comparison of packet loss rate and actual link transmission bandwidth is shown in figure 6 and 7 respectively.

![Packet Loss Graph]

**Fig.6. the packet loss based on different business**

![Link Bandwidth Graph]

**Fig.7. the link bandwidth based on different business**

The experimental results show that the DiffServ only guarantees the transmission bandwidth of high priority business (64Byte). The transmission bandwidth of the rest of the two kinds of business is less than traditional routing scheme, whose packet loss rate is higher. Therefore, DiffServ can only guarantee the Qos requirement of single business. Compared with the traditional routing way, the
packet loss rate of business flow transmission was reduced by 73%, the link transmission bandwidth increased 28% on average. Therefore, PRFC well promoted the quality of service when many business coexist compared with Diffserv through distinguishing the business flow and using customized transmission routing scheme.

CONCLUSION

Aimed at the rigid architecture and single function of the current routing mechanism, we proposed PRFC routing module based on business needs and the concept of routing protocol self-adaptive. Furthermore, we design a routing prototype system named PRFC which supports diverse business needs and support heterogeneous networks coexist, using the open programmable hardware platform of NetFPGA-10 and the operating system virtualization technology OpenVZ and programmable routing control platform Quagga as the core. Compared with the existing system, the system not only supports the business custom routing service path, but also promotes in the forwarding performance and QoS at the same time. In general, this paper is of great significance for meeting the diverse routing descriptions of future business and supporting the progressive test and deployment of the future new network.
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