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1) Maps with the final location of the seismicity.

Figure S1.1. Maps of the whole seismicity located with the final 3D seismic models and slices at different depth ranges.
2) Set up of the 1D models Vp, Vs and Vp/Vs.
Figures S1.2a and S1.2b show the initial 1D models of Vp, Vs (black and red in panel a) and Vp/Vs (black in b) used for the preliminary events location and for the Double Difference tomography inversions. The initial Vp model is the same as used by [1, 2, 3, 4, 5] for their tomographic studies. The Vp/Vs model has been obtained from the results of the previous tomographic models [1, 2, 3, 4, 5] and updated calculating the Wadati diagrams of the events falling into the depth range where a significant change of the Vp/Vs ratio has been observed. Finally, the events are re-located with the Vp and the new Vs model using a modified version of the location code Hypo71pc [6]. The average Root Mean Square (RMS) obtained for the new locations resulted of 0.13s. Figure S1.2c shows the horizontal and vertical projections of the P-wave ray path coverage using the new preliminary locations. The average RMS of the relocated events on the final 3D WAM models is of 0.048s, resulting in an improvement of the hypocenter pattern that is twice with respect to that obtained with the previous models that reached a minimum value of 0.08s [2, 3, 4].

![Figure S1.2](image_url)

Figure S1.2. a) Layered Vp (black) and Vs (red) models used for the preliminary location and interpolated models (blue) used as starting velocities for the double difference tomography inversions. b) Layered Vp/Vs distribution in depth (black) and corresponding interpolated model (blue). c) Horizontal and vertical projection of the P-wave ray path coverage of the studied area.
3) Set up of the WAM models from the inversion of 13 perturbed grids. Figure S1.3 shows the horizontal and vertical density sampling of the investigated volume obtained merging the 13 grids used for the 13 Double Difference tomographic inversions that have been generated to build the WAM. It is worth noting that the shift of the grid in depth produces small perturbations of the initial $V_p$ and $V_s$ models increasing the variability of the space of the models sampled during the inversions. The figure shows the difference in the density of points sampled with the WAM rather than using a grid alone.

Figure S1.3. Horizontal and vertical projection of the 13 inversion grid points used to build the final model with the WAM method. Red triangles are the position of the stations used and the coastline is reported in yellow.
4) **Assessment of the Vp and Vs models.**

To assess the reliability of our results and to show the resolution power of the data and method, we constructed a checkerboard model characterized by alternating positive and negative velocity changes of ±10 percent with respect to the initial 1-D velocity model. Each patch has size of 0.5 km along the three dimensions. The model was then used to calculate synthetic travel times using the same configuration of earthquakes and stations as in the real inversion. Travel time errors were simulated by adding Gaussian distributed noise with a standard deviation of 0.04 s and 0.06 s to the P and S arrival times, respectively, corresponding to a 2σ of the largest expected picking error for this dataset [3].

The 1-D initial model described above was then used as the starting velocity structure for the inversion of the perturbed synthetic database applying the Double Difference and the post-processing (WAM). **Figures S1.4a and S1.4b** show the results of checkerboard test for Vp and Vs models at depth of 0.75 km, 1.75 km and 2.75 km, and four cross-sections (two E-W and two N-S).

The best resolved areas are located in the center of the study region, with a depth ranging between 0 and 4.5 km, in correspondence with the largest ray path lengths and densely criss-crossed grid cells. In the cross-sections only the part of the volume with Derivative Weight Sum (DWS, [7]) larger than 50 is shown.
Figure S1. 4a. Horizontal and vertical sections of the P wave checkerboard test. The horizontal projections are shown for depths of 0.75 km, 1.75 km and 2.75 km. The intersection between the vertical projections and the horizontal planes are indicated in the top panels.
5) Spike tests

To further assess the reliability of the structures observed in the models obtained using the real data, we performed two discrete spike tests or sparse checkerboard tests [8] that involve a sparse distribution of spikes (Figure S1.5a and S1.5b). These tests were performed to evaluate 1) the magnitude of smearing for near features [8], and 2) the level of data noise needed to degrade the tomographic images with the consequence of limiting the interpretation of the models.

Figure S1.5a shows the spike test performed with levels of noise of 0.04s and 0.06s for the P and S arrival times, respectively. The method allows to finely recover the spikes and, as evident, the smearing effects are very reduced. These levels of noise are 2σ of the largest expected picking error for this dataset [3].

Figure S1.5b shows that only with travel time errors about 8 times greater than the ones expected for the CF (4 if we consider a 2σ of the errors), the models start to be degraded to levels where the reconstruction of the spikes is poor, especially at depths greater than 2.5 km. However so big errors on the pickings (0.08s for P and 0.14s) would imply a
miscomputation in the travel times of almost 10% of their values and an initial error of the event locations of more than 2 km. These conditions are unrealistic for the CF database. Therefore, this test demonstrates that with the used data it is difficult to introduce biases into the velocity models large enough to lead to a misinterpretation of the recovered structure.

Figure S1.5a. Horizontal sections of the P- and S-wave discrete spike tests using a realistic level of noise of the data. Top left models are the pattern of the true model. Note that the layer at 3.5 km depth has a pattern inverted with respect to the other ones. The true model was built with this feature to further increase the complexity of the model.
Figure S1.5b. Horizontal sections of the P- and S-wave discrete spike test using level of noise of the data four times than the expected 2 errors. Top left models are the pattern of the true model. Note that the layer at 3.5 km depth has a pattern inverted with respect to the other ones. The true model was built with this feature to further increase the complexity of the model.

6) Restoration–Resolution test
Finally, to assess the reliability of the deep structure observed, we built a synthetic model characterized by a P- and S-wave velocity anomaly 25% higher with respect to the initial 1-D velocity model. The anomalous body has the shape of a rectangular prism with horizontal section of 1x1 km² at 5 km depth flating at 3 km depth into a shallow body.
0.5 km thick elongating about 2 km S-W and 0.7 km large (figures S1.6a, b, and c). This model can be considered as an approximation of the velocity anomalous structure that has been observed in the inversions done with the real data, allowing us to perform a Restoration–Resolution test [9]. With the same configuration of earthquakes and stations as in the real data inversion, we calculated synthetic travel times, adding picking errors of…, and running an inversion procedure as for the real data. Results show that the data and method used are able to fairly recover such a complex structure down to 4.5 km depth for both Vp (figures S1.6d, e, and f) and Vs models (figures S1.6g, h, and i).

Figure S1.6. a,b,c) Model used to calculate the synthetic P and S travel times, d,e,f) results for the P wave tomography, g,h,i) results for the S wave tomography.
Following all the tests and considerations done, we can affirm that the velocity models presented here are able to fairly reconstruct features with linear dimension of 0.5 km in the CF for depths ranging from 0 km to about 4.5 km. The possibility that these models contain artifacts that could be misinterpreted is considered low in the best resolved regions.

7) Assessment of the model Qp, Qs and Scattering model.
The reliability of the Qp and Qs structure was assessed using the DWS parameter [8], which is related to the amount of ray paths passing near the nodes of the inversion grid. Several authors relate the DWS to the resolution and the reliability of the structures recovered for both velocity and attenuation models [10, 11, 12, 13, 14, 15]. The lower threshold of this parameter is used for delimiting the best-resolved region and depends on several factors such as the size of the grid, the amount of stations and events, their spatial distribution, etc. In literature DWS goes from small values (e.g. DWS=10, [14, 16, 17]) to DWS=100 and more [11, 18, 19]. In this work we adopted a threshold of 100 for delimiting the best-resolved volume (figures S1.7a and S1.7b), which is twice that generally used in other attenuation studies of similar size and amount of data (e.g. [10]). Furthermore we interpret only the part of the models falling in to the regions where the DWS is greater than 500 to ensure the best reliability of our interpretation.

Figure S1.7a. Derivative Weight Sum (DWS) for the Qp data at different depths.
The reliability of the scattering model has been assessed using the data coverage for each grid cell, i.e. the number of possible scatters associated with each volume during the analysis. **Figure S1.7c** shows the number of scatters obtained for the envelopes filtered at the dominant frequencies around 12 Hz calculated at different depths delimiting the region of influence of the asperities.
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