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Abstract

Deep autoencoders are often extended with a supervised or adversarial loss to learn latent representations with desirable properties, such as greater predictivity of labels and outcomes or fairness with respects to a sensitive variable. Despite the ubiquity of supervised and adversarial deep latent factor models, these methods should demonstrate improvement over simpler linear approaches to be preferred in practice. This necessitates a reproducible linear analog that still adheres to an augmenting supervised or adversarial objective. We address this methodological gap by presenting methods that augment the principal component analysis (PCA) objective with either a supervised or an adversarial objective and provide analytic and reproducible solutions. We implement these methods in an open-source Python package, AugmentedPCA, that can produce excellent real-world baselines. We demonstrate the utility of these factor models on an open-source, RNA-seq cancer gene expression dataset, showing that augmenting with a supervised objective results in improved downstream classification performance, produces principal components with greater class fidelity, and facilitates identification of genes aligned with the principal axes of data variance with implications to development of specific types of cancer.

1 Introduction

Dimensionality reduction techniques are widely used in machine learning pipelines, whether for preprocessing purposes or to reveal latent data structure. One common application of dimensionality reduction techniques is in next-gen gene sequencing (NGS) pipelines. NGS methods such as RNA-sequencing (RNA-seq) provide insights into the cellular transcriptome, in turn providing crucial information on connecting gene expression information to phenotype. The expression of this genetic information, in addition to environmental factors, characterizes the phenotype of an organism [12]. Due to the vast number of genes in the human genome, gene sequencing counts result in extremely high-dimensional data. Dimensionality reduction techniques such as principal component analysis (PCA), t-distributed stochastic neighbor embedding (t-SNE) [25], or Uniform Manifold Approximation and Projection (UMAP) [16] are often used in gene expression analysis pipelines to
visualize clustering of samples in 2-dimensional (2D) space or as a preprocessing step for downstream classification. However, sometimes factors and principal components may be representative of global variance aligned with individual differences, rather than variance specific to condition or disease. This could be addressed by implementing factor models with an additional objective that enforces latent components to be predictive of condition or components that are invariant to patient-specific variation. This is commonly accomplished by using deep autoencoder variants trained via stochastic gradient descent (SGD) to optimize a multi-objective loss; however, these methods typically require large amounts of data to generalize well and do not always converge to consistent representations or robust solutions.

Here, we introduce AugmentedPCA, a Python package of linear factor models that provides supervised and adversarial dimensionality reduction. These factor models produce representations aligned with an *augmenting objective* in addition to the canonical PCA objective of finding components that represent the original data variance. AugmentedPCA provides implementations of two factor models: a supervised factor model, which is fit according to a joint objective that enforces greater class fidelity in learned components, and an adversarial factor model, which is fit via an adversarial objective that enforces invariance to concomitant data. Remarkably, these objective functions yield analytic solutions by performing an eigendecomposition over an augmented space, thus providing reproducible and effective linear methods. These techniques are implemented in an open-source Python package to provide easily-implemented baselines.

## 2 AugmentedPCA Package Overview

The AugmentedPCA package provides Python implementations of two separate linear factor models: supervised AugmentedPCA (SAPCA) and adversarial AugmentedPCA (AAPCA). These models have the following objectives:

- **SAPCA**: Find components that i) represent the maximum variance expressed in the primary data (primary objective) while also, ii) representing the variance expressed in the data labels (augmenting objective).
- **AAPCA**: Find components that i) represent the maximum variance expressed in the primary data (primary objective) while, ii) maintaining a degree of invariance to a set of concomitant data (augmenting objective).

SAPCA is useful when *predictivity* of latent components with respects to a set of data labels or outcomes is desired. SAPCA is equivalent to a supervised autoencoder (SAE) \[20, 33\] with a single hidden layer. Therefore, SAPCA can be applied to situations where the properties of latent representations enforced via deep SAEs are desired, yet where limited data or training inconsistencies are a concern. AAPCA can be used in situations where one wishes to enforce *invariance* of latent components to a set of concomitant or confounding data, and is equivalent to an adversarial autoencoder \[15\] with a single hidden layer.

AugmentedPCA model implementations have four key hyperparameters that should be specified when instantiating:

- **n_components**: Specifies the number of components or latent factors.
- **mu**: Controls the strength of the augmenting objective. A \(\mu\) value of 0 results in a model equivalent to PCA in which the primary objective of maximizing data variance is prioritized, where higher values increase the emphasis placed on fitting the augmenting objective. In SAPCA, a higher \(\mu\) value results in factors with greater predictiveness of supervised augmenting data or data labels. In AAPCA, a higher \(\mu\) value results in factors with greater invariance to concomitant data.
- **inference**: Determines the model inference strategy/how factors are generated. Options include “local” and “encoded”. Further details on inference strategies are given in Section \[3\] and Appendix \[8\].
- **decomp**: Specifies the decomposition approach. Options include “exact” and “approx”. See Section \[3.4\] and Appendix \[8\] for more details on decomposition options.

AugmentedPCA models are designed to mimic the scikit-learn PCA implementation in terms of object methods and attributes \[2\]. The following are key methods for implementing AugmentedPCA models in practice:
• **fit**: This method fits the AugmentedPCA model/calculates model parameters given the primary and augmenting data.
• **transform**: Transforms the data to a latent representation of the specified number of components.
• **reconstruct**: Given the primary and augmenting data, this method provides the reconstructed primary and augmenting data for the specified number of components.

The latest stable release of AugmentedPCA can be installed via `pip` (pip install augmented-pca). AugmentedPCA models do not require GPU acceleration for model fitting or inference. Additionally, the only required dependencies of the AugmentedPCA package are the NumPy and SciPy libraries [9, 26], thereby facilitating easy integration of AugmentedPCA into most Python virtual environments. AugmentedPCA code can be found at [https://github.com/wecarsoniv/augmented-pca](https://github.com/wecarsoniv/augmented-pca) and package documentation can be referenced at [https://augmented-pca.readthedocs.io](https://augmented-pca.readthedocs.io). AugmentedPCA is available for use under the permissive free software MIT License.

3 AugmentedPCA Factor Models

Here, we introduce AugmentedPCA model formulations and inference strategies. Derivations of analytic solutions can be referenced in Appendix A. Further discussion on the properties of these factor models can be found in [23] and [24].

3.1 Review of Principal Components Analysis

First, we start with a brief of review of PCA. PCA is a linear factor model and dimensionality reduction technique that finds orthogonal components that maximize the explained variance of the data. Let \( X = [x_1, ..., x_n] \in \mathbb{R}^{p \times n} \) represent the matrix of \( n \) samples or observations of \( p \)-dimensional demeaned primary data. The factors or components are denoted by \( S = [s_1, ..., s_n] \in \mathbb{R}^{k \times n} \), where \( k \) represents the number of chosen factors. The PCA objective function can be expressed as

\[
\min_W \| X - WS \|_F^2,
\]

where \( W \in \mathbb{R}^{p \times k} \) represents the loadings matrix and \( \| \cdot \|_F^2 \) represents the squared Frobenius norm. The above objective can be solved via an eigendecomposition of the empirical covariance matrix

\[
B = XX^T,
\]

where the solutions for \( W \) are the scaled eigenvectors associated with the \( k \) largest eigenvalues. In the following sections, we detail how Equation 1 can be augmented with a supervised loss to promote greater class fidelity in factors (Section 3.2) or an adversarial loss to create factors that are invariant to concomitant data (Section 3.2).

3.2 Supervised AugmentedPCA

Supervised AugmentedPCA (SAPCA) augments the PCA objective with a supervised loss, similar to an SAE [20, 33]. Here, we detail two different approximate inference strategies, termed “local” and “encoded,” for solving the SAPCA objective. In this section, \( Y \in \mathbb{R}^{q \times n} \) represents a set of supervision data (e.g., data labels or outcomes) and \( D \in \mathbb{R}^{q \times k} \) represents the linear mapping from the factors to the supervision data.

3.2.1 Supervised Local Inference

The local inference strategy is based on joint factor models [32] that learn the factors or components from both primary data \( X \) and supervision data \( Y \). The local supervised approximate inference objective function can be expressed as

\[
\min_W, D, S \| X - WS \|_F^2 + \mu \| Y - DS \|_F^2,
\]

where \( \mu \) represents the strength of the augmenting supervised objective. Since components are learned using information from both \( X \) and \( Y \), local inference should only be used when the augmenting data
Figure 1: (a) Diagram depicting the local approximate inference strategy. In the local inference strategy, the factors (local variables associated with each observation) are included explicitly in both the primary and augmenting objective. (b) Diagram depicting the encoded approximate inference strategy. In the encoded inference strategy, a linear encoder (encoding matrix $A$) is used to transform the data into factors or components. This inference strategy is termed “encoded” because the augmenting objective is enforced via an encoding function.

are known or accessible at test-time. For most classification and prediction problems, we believe that the encoded approach (described in Section 3.2.2) is more appropriate, but several use cases of the local approach exist in the joint modeling literature [32]. The solutions for $[W^\top, D^\top]^\top$ correspond to the scaled eigenvectors associated with the $k$ largest eigenvalues of the matrix

$$B_{SL} = \begin{bmatrix} XX^\top & \mu XY^\top \\ YX^\top & \mu YY^\top \end{bmatrix}. \quad (4)$$

A diagram depicting the local inference strategy can be seen in Figure 1(a).

### 3.2.2 Supervised Encoded Inference

In the encoded inference strategy, components are estimated exclusively from the information in $X$ via a linear mapping, the parameters of which are given by the matrix $A \in \mathbb{R}^{p \times k}$. The encoded supervised approximate inference objective function can be expressed as

$$\min_{W, D, A} \|X - WAX\|_F^2 + \mu \|Y - DAX\|_F^2. \quad (5)$$

Since factors are learned using only the variance explainable by $X$, encoded inference is preferable when augmenting data are not known at test-time. The solutions for $[W^\top, D^\top]^\top$ correspond to the scaled eigenvectors associated with the $k$ largest eigenvalues of the matrix

$$B_{SE} = \begin{bmatrix} XX^\top & \mu XY^\top \\ YX^\top & \mu YY^\top \end{bmatrix}, \quad (6)$$

where $P_X = X^\top(XX^\top)^{-1}X^\top$ is the projection onto $X$. Once solutions to $W$ and $D$ are obtained they can be used to calculate $A$ via a closed-form linear algebra equation, which is detailed in Appendix A. A diagram depicting the encoded inference strategy can be seen in Figure 1(b).

### 3.3 Adversarial AugmentedPCA

Adversarial AugmentedPCA (AAPCA) is preferable when we wish to learn a factor representation $S$ that is not overly-predictive of concomitant data $Y$, which is a common goal in the domain adaptation [6] and fairness literature [14]. In this section, we let $Y$ represent concomitant data and $D$ represent the linear mapping between the components to the concomitant data.

#### 3.3.1 Adversarial Local Inference

The adversarial local approximate inference objective can be expressed as

$$\min_{W, D, S} \|X - WS\|_F^2 - \mu \|Y - DS\|_F^2, \quad (7)$$
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where $\mu$ represents the strength of the augmenting adversarial objective, and where the solutions for $[W^\top, D^\top]^\top$ correspond to the scaled eigenvectors associated with the $k$ largest eigenvalues of the matrix

$$B_{AL} = \begin{bmatrix} XX^\top & -\mu XY^\top \\ YX^\top & -\mu YY^\top \end{bmatrix}. \tag{8}$$

This “local” approach requires that we know/have access to concomitant information when projecting to the latent space (e.g., at test time), and can be viewed as correcting the latent space for the concomitant information. This is the approach taken by much of the fair machine learning literature [14].

### 3.3.2 Adversarial Encoded Inference

The encoded adversarial inference strategy objective can be expressed as

$$\min_{W, D, A} \| X - WAX \|_F^2 - \mu \| Y - DAX \|_F^2, \tag{9}$$

where $A$ represents the linear encoding matrix as in Section 3.2.2. The solutions for $[W^\top, D^\top]^\top$ correspond to the scaled eigenvectors associated with the $k$ largest eigenvalues of the matrix

$$B_{AE} = \begin{bmatrix} XX^\top & -\mu XY^\top \\ YX^\top & -\mu YY^\top \end{bmatrix}. \tag{10}$$

The matrix $A$ can be calculated via a closed-form linear algebra equation using $W$ and $D$, which is detailed in Appendix [A]. This “encoded” approach does not require that the concomitant information is known when projecting to the latent space, and is appropriate when we would not expect to know the information (e.g., confidential or protected information).

### 3.4 Randomized AugmentedPCA for Tractable Inference

One limitation of the analytic AugmentedPCA formulations is that they require eigendecompositions which have a complexity of $O(P^3)$, where $P$ represents the total number of features (combined number of primary and augmenting features). The challenge of polynomial complexity can be addressed by leveraging random projections to quickly compute approximate matrix decompositions [8]. Algorithm [B.1] describes how to use a random matrix in a subspace iteration algorithm for approximating the eigenvalues of a square matrix. This approximate fit technique greatly decreases algorithmic complexity from $O(P^3)$ in the exact eigendecomposition case to $O(P^2(k + s))$ for the randomized approximation, where $k$ represents the number of factors or components and $s$ represents an oversampling parameter (see Appendix [B] for further details on the randomized algorithm used for computing approximate eigendecompositions). This algorithm is incorporated as a model fit option in AugmentedPCA implementations and can be chosen by passing “approx” as the argument to the decomp model parameter during AugmentedPCA model instantiation. In practice, using an approximate decomposition for AugmentedPCA models may be preferred for extremely high-dimensional data (e.g., $> 10,000$ features).

This randomized approach produces factors that well-approximate the analytic AugmentedPCA model solutions while considerably reducing model fit time. Figure [2] displays wall-clock time required to fit AugmentedPCA models as a function of increasing number of primary data features $p$ for both exact and approximate model fit strategies. Exact model fit time plot trajectories (depicted as dashed lines) are indicative of polynomial time complexity, which aligns with the algorithmic complexity of the eigendecomposition bottleneck. Conversely, while approximate model fit time plot trajectories (depicted as thick, solid lines) also increase as a function of increasing number of features, the fit times are significantly less than that of their corresponding exact fit analog.

### 4 Supervised AugmentedPCA Example - Cancer Gene Expression Data

In this section, we demonstrate the utility of AugmentedPCA models by using SAPCA on an open-source cancer gene expression dataset from the UCI machine learning repository [28]. This dataset contains deidentified RNA-seq gene expression levels measured from patients diagnosed with one of five different types of cancers: breast cancer (BRCA), colon adenocarcinoma (COAD), kidney renal clear cell carcinoma (KIRC), lung adenocarcinoma (LUAD), and prostate adenocarcinoma.
Figure 2: Wall-clock time of exact (solid lines) and approximate (dashed lines) model fit strategies as a function of increasing primary data dimensionality $p$. Number of data samples and augmenting data dimensionality were kept constant at $n = 1,000$ and $q = 1$, respectively. For approximate model fits, 5 power iterations and oversampling value of 5 were used. Both primary and augmenting data were randomly generated from a standard normal distribution for each value of $p$.

(PrAD). For all experiments, classification was performed using a logistic regression classifier and AugmentedPCA model parameters were fit using a computer with an Intel i7-10700K processor. No GPU acceleration was necessary for AugmentedPCA model fitting. An additional visual use case of AAPCA on natural image data is provided in Appendix D.

4.1 Component Downstream Classification

First, we demonstrate the ability of SAPCA to generate latent components with greater downstream classification performance and generalization to typical linear factor models such as PCA. RNA-seq counts for 20,531 genes were provided for 801 tumor samples, resulting in a primary data matrix $X^T \in \mathbb{R}^{801 \times 20,531}$. Primary data features were scaled to have zero mean and unit variance based on the training data. Cancer type labels were transformed into one-hot encodings for each sample, resulting in a supervision data matrix $Y^T \in \mathbb{R}^{801 \times 5}$. The data was subsequently divided into a roughly 50-50 train-test split using the $\text{train\_test\_split()}$ function from the scikit-learn package [18]. We use SAPCA with 2 components to create representations with greater fidelity with respects to cancer type. Encoded inference is used as the approximate inference strategy since access to labels at test time is not appropriate given the components use in a downstream classification task. A logistic regression classifier was fit using the components derived from the training data and tested on the components derived from the test data for supervision strengths $\mu = 0, 100, ..., 40,000$.

We visualize 2D clustering of cancer gene expression samples resulting from PCA decomposition in Figure 3a and SAPCA decomposition in Figure 3b. SAPCA components provide much greater class separation in 2D space compared to the standard PCA approach. These SAPCA components with greater class alignment also lend to better downstream classification of tumor type, as seen in the top-most plot of Figure 3c. Test set tumor classification is 71% when using just two PCA components. At lower supervision strengths, the classification accuracy decreases as components are realigned to emphasize the supervised objective, despite the fact that the class loss is decreasing. However, at higher supervision strengths the test set tumor classification accuracy reaches 92% when using two SAPCA components as predictors.

To provide insight into the transformation of SAPCA components as a function of supervision strength, we visualize the R-squared between SAPCA component scores and cancer labels in the middle and bottom-most plot of Figure 3c. As supervision strength increases, the R-squared between component 1 scores and BRCA labels saturates near 1. This is reflected in Figure 3b, as BRCA test set samples achieve clear linear separation between all other cancer test set samples in 2D SAPCA space. Similarly, increasing R-squared between SAPCA component 2 scores and PRAD and KIRC labels with increasing supervision strength is depicted in the bottom plot of Figure 3c. The alignment of the labels of these two types of cancer with the second component manifests in improved separation of PRAD and KIRC test samples from all other cancers along the second component axis in Figure 3b.
Figure 3: (a) PCA clustering of test set cancer gene expression samples. (b) SAPCA clustering of test set cancer gene expression samples with supervision strength $\mu = 4 \cdot 10^4$. (c) Top: tumor classification accuracy as a function of supervision strength, middle: R-squared between test set one-hot encoded class labels and test set component 1 scores, bottom: R-squared between test set one-hot encoded class labels and test set component 2 scores. Plotted dots represent classification accuracy and R-squared corresponding to initial PCA solution when $\mu = 0$.

4.2 AugmentedPCA Loadings Interpretation

In addition to downstream classification, learned AugmentedPCA representations can be interpreted due to the linearity of the models. In this section, we learned SAPCA representations specific to each of the five different types of cancer in the RNA-seq dataset by enforcing components to be predictive of binary cancer labels for each of the five cancer types. Here, the augmenting data corresponds to a matrix $Y^T \in \mathbb{R}^{801 \times 1}$ for a given cancer type. After fitting SAPCA models, elements of the loading vector corresponding to the first principal component were sorted according to descending magnitudes to identify the top genes that were implicated in each specific type of cancer.

In Table 1, we list the genes corresponding to the highest element magnitudes of SAPCA component 1 loading when enforcing components to be predictive of BRCA only. Literature searches of the genes listed in Table 1 reveal that most are implicated in the development of breast cancers. For instance, TRPS1 is highly-expressed in breast cancers [3, 4, 5, 11, 19, 29, 30] and has been used as a specific biomarker for identifying triple-negative breast carcinomas [1]. Additionally, the sign of loading values can be interpreted with respect to the corresponding gene and gene function as well. For example, the FOXF1 gene exhibits tumor-suppressive properties, and epigenetic inactivation of FOXF1 has been shown to be associated with breast cancer development. Thus, the negative sign on the loading value aligns with the finding silencing of FOXF1 expression is associated with breast cancers. Interestingly, the top gene implicated in BRCA according to learned SAPCA representations is HNF1B, on which there is not much literature supporting specific implication in development of breast cancers; however, HNF1B has been identified as a biomarker for ovarian cancer risk [21]. Figure 4a shows test set samples clustered in 2D SAPCA space. We note that there is clear separation between BRCA samples and all other cancers, demonstrating that SAPCA learns a robust principal component basis that separates BRCA samples from all other cancers.

Similarly, in Table 2 we list the genes corresponding to the highest SAPCA component 1 loading magnitudes when enforcing components to be predictive of LUAD only. Notably, four of the top ten genes learned by SAPCA to be predictive of lung cancer are all surfactant-associated genes
Table 1: Top 10 genes associated with BRCA according to learned SAPCA representations. SAPCA was used to learn factors that were predictive of BRCA labels while also explaining the variance of the full RNA-seq gene expression data. Genes were sorted according to the largest magnitude elements of SAPCA component 1 loading.

| Gene Symbol | Location          | Loading Value |
|-------------|-------------------|---------------|
| HNF1B       | chr17: 37.68-37.74 Mb | -0.0258       |
| TRPS1       | chr8: 115.41-115.81 Mb | 0.0250        |
| TCF21       | chr6: 133.89-133.90 Mb | -0.0250       |
| GATA3       | chr10: 8.05-8.08 Mb | 0.0246        |
| LMX1B       | chr9: 126.61-126.70 Mb | 0.0242        |
| FOXF1       | chr16: 86.51-86.52 Mb | -0.0239       |
| FZD5        | chr2: 207.75-207.77 Mb | -0.0239       |
| SCGB2A2     | chr11: 62.270-62.273 Mb | 0.0238        |
| PRLR        | chr5: 35.05-35.23 Mb | 0.0232        |
| GATA3-AS1   | chr10: 8.02-8.05 Mb | 0.0231        |

Table 2: Top 10 genes associated with LUAD according to learned SAPCA representations. SAPCA was used to learn factors that were predictive of LUAD labels while also explaining the variance of the full RNA-seq gene expression data. Genes were sorted according to the largest magnitude elements of SAPCA component 1 loading.

| Gene Symbol | Location          | Loading Value |
|-------------|-------------------|---------------|
| SFTPB       | chr2: 85.66-85.67 Mb | 0.0338        |
| SFTA3       | chr14: 36.47-36.52 Mb | 0.0331        |
| SFTA2       | chr6: 30.8991-30.89995 Mb | 0.0328       |
| SFTPA1      | chr10: 79.61-79.62 Mb | 0.0325        |
| SCGB3A2     | chr5: 147.87-147.88 Mb | 0.0324        |
| ROS1        | chr6: 117.29-117.43 Mb | 0.0323        |
| SFTPC       | chr8: 22.156-22.164 Mb | 0.0314        |
| MUC21       | chr6: 30.98-30.99 Mb | 0.0313        |
| NKX2-1      | chr14: 36.516-36.521 Mb | 0.0310        |
| SCEL        | chr13: 77.54-77.65 Mb | 0.0307        |

(“SF” prefix), with many of these genes having been specifically identified as biomarkers for lung cancer risk [22, 31, 27] or associated with development of pulmonary diseases such as interstitial pneumonias [10, 17]. Again in Figure 4b, we note a clear separation between LUAD samples and all other cancers when visualizing samples in 2D SAPCA space.

We repeated this process for all cancer types in the dataset. Tables of top 10 genes implicated in COAD, KIRC, and PRAD according to learned SAPCA representations can be seen in Appendix C.

5 Discussion and Conclusion

Linear methods are often favored as baseline approaches over more complex deep learning methodology due to their reproducibility, robustness, and inherent interpretability. While the factor model approach is not strictly necessary for prediction, it maintains a linear model that provides interpretable factor loadings and data reconstructions. Additionally, recent work has demonstrated that including reconstruction error with a supervised classification objective results in improved generalization [13]. Thus, the inclusion of reconstruction error in AugmentedPCA model objectives may provide better generalization in downstream classification tasks.

Additionally, linear factor models such as supervised AugmentedPCA models provide a benefit over linear classification methods such as logistic regression in identifying features important features if the features express multicollinearity. Linear classification methods such as logistic regression assume that there is no multicollinearity between features, i.e., that features are more or less independent from one another. Multicollinear features violate the assumptions of linear classification models and may result in poor generalization. Gene expression levels from the cancer gene expression dataset used
in this work are an example of features that express multicollinearity as genes from the same gene network or adjacent loci may be subject to similar epigenetic modification profiles or have similar chromatin accessibility, thereby resulting in multicollinear expression. Thus, linear factor models such as AugmentedPCA provide a benefit over logistic regression in identifying multiple genes from adjacent loci, potentially aiding in identification of possible sites of epigenetic modification for expression and gene pathways for future exploration. For example, SAPCA identifies two genes, SFTA2 and MUC21, from the adjacent loci on chromosome 6 as two of the top 10 most important genes in development of LUAD.

One limitation of the AugmentedPCA models is that they are linear in nature, whereas deep learning approaches have shown improved performance in many complex big data tasks. However, these complex techniques should show real improvements over simpler, reproducible baselines to be preferred in practice, motivating the adoption of AugmentedPCA models as baseline methods. Additionally, while deep learning methods may work for larger datasets, they may fail to learn representations that are robust to domain shift for smaller datasets with only a few hundred points. In these cases of small data, a linear model with analytic decompositions, such as the AugmentedPCA models described here, can naturally apply with stable, reproducible results.

In summary, our proposed package of linear factor models, AugmentedPCA, provides a simple and straightforward method against which to benchmark results for new methods of supervised and adversarial representation learning, as well as linear dimensionality reduction techniques that facilitate high-dimensional data interpretation and downstream classification.
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A AugmentedPCA Derivations and Analytic Solutions

Here, we derive the solutions for W and D in terms of matrix decompositions as well as the solution for A in the case of encoded approximate inference. Solutions for all approximate inference strategies are derived with respects to SAPCA objectives, and then subsequently shown that the solutions for AAPCA objectives are found similarly.

A.1 Local Approximate Inference

The objective of supervised AugmentedPCA (SAPCA) with local approximate inference is

$$L = \min_{W,D,S} \text{Tr}((X - WS)(X - WS)^\top) + \mu \text{Tr}((Y - DS)(Y - DS)^\top),$$

where $W$ and $D$ are the loadings relating the factors to the primary and the loadings relating factors to the augmenting data, respectively. The above objective can be rewritten in terms of traces as

$$L = \min_{W,D,S} \text{Tr}(X^\top X - 2X^\top WS + S^\top W^\top WS) - \mu \text{Tr}(Y^\top Y - 2Y^\top DS + S^\top D^\top DS).$$

We now compute the partial derivatives of the objective $L$ with respects to $W$, $D$, and $S$. The partial derivative with respect to $W$ is

$$0 = \frac{\partial L}{\partial W} = -2XS^\top + 2WSS^\top,$$

$$2XS^\top = 2WSS^\top,$$

$$W = XS^\top(S^\top S)^{-1}.$$  \hspace{1cm} (14)

(15)

The partial derivative of the objective $L$ with respect to $D$ is

$$0 = \frac{\partial L}{\partial D} = -2\mu YS^\top + 2\mu DSS^\top,$$

$$2\mu YS^\top = 2DSS^\top,$$

$$D = YS^\top(S^\top S)^{-1}.$$  \hspace{1cm} (17)

(18)

The partial derivative of the objective $L$ with respect to $S$ is

$$0 = \frac{\partial L}{\partial S} = -2W^\top X + 2W^\top WS - 2\mu D^\top Y + 2\mu D^\top DS,$$

$$W^\top X + \mu D^\top Y = W^\top WS + \mu D^\top DS,$$

$$S = (W^\top W + \mu D^\top D)^{-1} (W^\top X + \mu D^\top Y).$$  \hspace{1cm} (20)

(21)

(22)

We first solve for a single component. Therefore, primary objective loadings, augmenting objective loadings, and components are represented as vectors $w$, $d$, and $s$, respectively. For a single component, Equation (11) can be rewritten as

$$s = (\|w\|^2 + \mu\|d\|^2)^{-1} (w^\top X + \mu d^\top Y).$$  \hspace{1cm} (23)

Let $\alpha = (\|w\|^2 + \mu\|d\|^2)^{-1}$ and $\gamma = (ss^\top)^{-1}$. Since $s$ is a vector both $\alpha$ and $\gamma$ are constant scalars, we can rewrite our fixed point equations as

$$w = \gamma Xs^\top,$$

$$d = \gamma Ys^\top,$$

$$s = \alpha(w^\top X + \mu d^\top Y).$$  \hspace{1cm} (24)

(25)

(26)

When we substitute $s$ into the above equations for $w$ and $d$ we end up with

$$w = \alpha\gamma(XX^\top w + \mu XY^\top d),$$

$$d = \alpha\gamma(YX^\top w + \mu YY^\top d).$$  \hspace{1cm} (27)

(28)

Because $\alpha$ and $\gamma$ are scalars, the solution for $[W^\top, D^\top]^\top$ correspond to the eigenvectors associated with the largest eigenvalues of the matrix

$$B_{SL} = \begin{bmatrix} XX^\top & \mu XY^\top \\ YX^\top & \mu YY^\top \end{bmatrix}. $$

We can find the solutions additional factors by iteratively by finding a new vector orthogonal to the previous factor solutions.
Additionally, the only difference between the objective equation for adversarial AugmentedPCA (AAPCA) with local approximate inference and the objective equation for SAPCA with local approximate inference is a sign change on the augmenting objective. Thus, the solutions for $[W^\top, D^\top]^\top$ in the case of AAPCA with local approximate inference correspond to the eigenvectors associated with the largest eigenvalues of the matrix

$$B_{\text{SE}} = \begin{bmatrix} XX^\top & -\mu XY^\top \\ YX^\top & -\mu YY^\top \end{bmatrix}.$$  

### A.2 Encoded Approximate Inference

The objective of SAPCA with encoded approximate inference is

$$L = \min_{W,A} \max_{D} \left\{ \|X - WAX\|_F^2 + \mu \|Y - DAX\|_F^2 \right\}, \quad (29)$$

where $A$ is a linear mapping, and $W$ and $D$ retain their meanings as the loadings relating the factors to the primary and the loadings relating factors to the augmenting data, respectively. The above objective can be rewritten in terms of traces as

$$L = \min_{W,A} \max_{D} \text{Tr}\left((X - WAX)^\top (X - WAX)\right) + \mu \text{Tr}\left((Y - DAX)^\top (Y - DAX)\right), \quad (30)$$

The objective equation for adversarial AugmentedPCA (AAPCA) with encoded approximate inference is

$$L = \min_{W,A} \max_{D} \text{Tr}\left(X^\top X - 2X^\top WAX + X^\top A^\top W^\top WAX\right) + \mu \text{Tr}\left(Y^\top Y - 2Y^\top DAX + X^\top A^\top D^\top DAX\right). \quad (31)$$

We now compute the partial derivatives of the objective $L$ with respects to $W$, $S$ and $A$. The partial derivative with respect to $W$ is

$$0 = \frac{\partial L}{\partial W} = -2XX^\top A^\top + 2WAX^\top A^\top, \quad (32)$$

$$2XX^\top A^\top = 2WAX^\top A^\top, \quad (33)$$

$$W = XX^\top A^\top (AXX^\top A^\top)^{-1}, \quad (34)$$

The partial derivative with respect to $D$ is

$$0 = \frac{\partial L}{\partial D} = -2\mu YY^\top A^\top + 2\mu DAX^\top A^\top, \quad (35)$$

$$2\mu YY^\top A^\top = 2\mu DAX^\top A^\top, \quad (36)$$

$$D = YY^\top A^\top (AXX^\top A^\top)^{-1}. \quad (37)$$

The partial derivative with respect to $A$ is

$$0 = \frac{\partial L}{\partial A} = -2W^\top XX^\top + 2W^\top WAX^\top - 2\mu D^\top YY^\top + 2\mu D^\top DAX^\top, \quad (38)$$

$$2W^\top XX^\top + 2\mu D^\top YY^\top = 2W^\top WAX^\top + 2\mu D^\top DAX^\top, \quad (39)$$

$$(W^\top X + \mu D^\top Y)X^\top = (W^\top W + \mu D^\top D)AXX^\top, \quad (40)$$

$$A = (W^\top W + \mu D^\top D)^{-1}(W^\top X + \mu D^\top Y)X^\top (XX^\top)^{-1}. \quad (41)$$

We now solve for a single component. Primary objective loadings, augmenting objective loadings, and linear encoding mapping are represented as vectors $w$, $d$, and $a$, respectively. For a single component, Equation $41$ can be rewritten as

$$a = (\|w\|^2 + \mu \|d\|^2)^{-1}(w^\top X + \mu d^\top Y)X^\top (XX^\top)^{-1}. \quad (42)$$

Once again, we let $\alpha = (\|w\|^2 + \mu \|d\|^2)^{-1}$ and $\gamma = (ss^\top)^{-1}$. We can rewrite our fixed point equations as

$$w = \gamma XX^\top a^\top, \quad (43)$$

$$d = \gamma YY^\top a^\top, \quad (44)$$

$$a = \alpha (w^\top X + \mu d^\top Y)X^\top (XX^\top)^{-1}. \quad (45)$$

When we substitute $a$ into the above equations for $w$ and $d$ we end up with

$$w = \alpha \gamma XX^\top (XX^\top)^{-1}X^\top w + \mu Y^\top d, \quad (46)$$

$$d = \alpha \gamma YY^\top (XX^\top)^{-1}X^\top w + \mu Y^\top d. \quad (47)$$

Thus, the solution for $[W^\top, D^\top]^\top$ can be found as the eigenvectors associated with the largest eigenvalues of the matrix correspond to the eigenvectors associated with the largest eigenvalues of the matrix

$$B_{\text{SE}} = \begin{bmatrix} XX^\top & \mu XY^\top \\ YX^\top & \mu YP_X Y^\top \end{bmatrix}.$$
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where $P_X = X(XX^\top)^{-1}X^\top$ is the projection matrix on $X$. We can find the solutions additional factors by iteratively finding a new vector orthogonal to the previous factor solutions.

As noted in the local approximate inference derivation, the only difference between the objective equation where $P$ the steps for computing an approximate eigendecomposition are detailed in Algorithm B.1. This randomized technique greatly decreases algorithmic complexity from $O(P^3)$ in the analytic case to $O(P^2(k+s))$. Here, $P$ represents the combined number of primary and augmenting features $p+q$, $k$ represents the chosen number of components, and $s$ is a parameter called the oversampling term that increases the fidelity of the approximation as it increases.

In brief, $Ω ∈ \mathbb{R}^{(p+q)×(k+s)}$ is a random test matrix drawn from a standard Gaussian distribution, and $t$ represents the number of subspace iterations. For test matrices ($Ω$) drawn from a standard Gaussian, the oversampling parameter is recommended to be a small constant, such as $s = 5$ or $s = 10$ [8]. Additionally, a power iteration scheme like the one depicted in the for loop in Algorithm B.1 helps reduce the approximation gap of the randomized matrix decomposition. For AugmentedPCA model implementations, we set both the default values of $s$ and $t$ to 5. For further details on randomized algorithms for approximate matrix decompositions, we refer to the work by Halko, Martinsson, and Tropp [3].

Algorithm B.1: Approximate AugmentedPCA eigendecomposition algorithm.

**Data:** Construct decomposition matrix $B ∈ \mathbb{R}^{(p+q)×(p+q)}$ from primary and augmenting data matrices $X ∈ \mathbb{R}^{n×p}$ and $Y ∈ \mathbb{R}^{n×q}$ according to Equation 14 [6] or 8 depending on model type and chosen inference strategy.

**Require:** Number of components $k > 0$, oversampling parameter $s ≥ 0$, number of power iterations parameter $t ≥ 0$, $k+s < \min(n,p)$

$Ω ∈ \mathbb{R}^{(p+q)×(k+s)} ∼ \mathcal{N}(0, I)$

$G = BΩ$

Compute orthogonal column basis $Q$ via QR factorization: $Q, R = G$

for $i ← 1 : 1 : t$

$\tilde{G} = B^\top Q$

Compute orthogonal column basis $\tilde{Q}$ via QR factorization: $\tilde{Q}, \tilde{R} = \tilde{G}$

$G = B\tilde{Q}$

Compute orthogonal column basis $Q$ via QR factorization: $Q, R = G$

$B_{\text{approx}} = Q^\top BQ$

Compute eigendecomposition $B_{\text{approx}} = VΛV^\top$

$U = QV$

return $U$

C AugmentedPCA Loadings Interpretation - Additional Results

Here, we learn SAPCA representations specific to the different types of cancer in the RNA-seq dataset by enforcing components to be predictive of binary cancer labels for each of the five cancer types. Here, the augmenting supervised data corresponds to a matrix $Y^\top ∈ \mathbb{R}^{601×1}$ for a given cancer type. After fitting SAPCA models, elements of the loading vector corresponding to the first principal component were sorted according to descending magnitudes to identify the top genes that were implicated in each specific type of cancer.

In Tables C.1, C.2, and C.3, we list the genes corresponding to the highest element magnitudes of SAPCA component 1 loading when enforcing components to be predictive of these cancers. Figure C.1 shows test set
Table C.1: Top 10 genes associated with COAD according to learned SAPCA representations. Genes were sorted according to the largest magnitude elements of SAPCA component 1 loading.

| Gene Symbol | Location     | Loading Value |
|-------------|--------------|---------------|
| ANKRD40CL   | chr17: 50.76-50.77 Mb | 0.0261 |
| CDX1        | chr5: 150.17-150.18 Mb | 0.0256 |
| MEP1A       | chr6: 46.79-46.85 Mb | 0.0245 |
| GUCY2C      | chr12: 14.61-14.70 Mb | 0.0244 |
| MYO1A       | chr12: 57.03-57.05 Mb | 0.0244 |
| FLJ32063    | chr2: 200.32-200.34 Mb | 0.0243 |
| GPA33       | chr1: 167.05-167.17 Mb | 0.0242 |
| NOX1        | chrX: 100.84-100.87 Mb | 0.0239 |
| PDX1        | chr13: 27.92-27.93 Mb | 0.0238 |
| RETNLB      | chr3: 108.74-108.76 Mb | 0.0237 |

Table C.2: Top 10 genes associated with KIRC according to learned SAPCA representations. Genes were sorted according to the largest magnitude elements of SAPCA component 1 loading.

| Gene Symbol | Location     | Loading Value |
|-------------|--------------|---------------|
| ACSM2A      | chr16: 20.45-20.49 Mb | 0.0223 |
| PRODH2      | chr19: 35.80-35.81 Mb | 0.0223 |
| ACSM2B      | chr16: 20.54-20.58 Mb | 0.0223 |
| OVL2        | chr20: 17.96-18.06 Mb | -0.0220 |
| AGXT2       | chr5: 35.00-35.05 Mb | 0.0220 |
| POU3F3      | chr2: 104.85-104.86 Mb | 0.0219 |
| BHMT        | chr5: 79.11-79.13 Mb | 0.0219 |
| FXYD2       | chr11: 117.80-117.83 Mb | 0.0218 |
| CDH16       | chr16: 66.91-66.92 Mb | 0.0218 |
| SLC22A2     | chr6: 160.17-160.28 Mb | 0.0218 |

Table C.3: Top 10 genes associated with PRAD according to learned SAPCA representations. Genes were sorted according to the largest magnitude elements of SAPCA component 1 loading.

| Gene Symbol | Location     | Loading Value |
|-------------|--------------|---------------|
| KLK2        | chr19: 50.86-50.88 Mb | 0.0243 |
| KLK3        | chr19: 50.85-50.86 Mb | 0.0241 |
| TMEFF2      | chr2: 191.95-192.19 | 0.0240 |
| CHRNA2      | chr8: 27.46-27.48 | 0.0237 |
| LMAN1L      | chr15: 74.81-74.83 Mb | 0.0232 |
| PCA3        | chr9: 76.69-76.86 Mb | 0.0231 |
| PABPC1L2B   | chrX: 73.003-73.006 Mb | 0.0230 |
| PAGE4       | chrX: 49.83-49.83 Mb | 0.0230 |
| SLC45A3     | chr1: 205.66-205.68 Mb | 0.0229 |
| ACP3        | chr3: 132.32-132.37 Mb | 0.0229 |

samples clustered in 2D SAPCA space when enforcing SAPCA components to be predictive of individual cancer type labels COAD, KIRC, and PRAD, respectively. We note that there is clear separation between COAD, KIRC, and PRAD samples and all other cancers as shown in the plots in Figure C.1a, C.1b, and C.1c, respectively.

D Adversarial AugmentedPCA Example - Removal of Nuisance Variables in Image Data

We demonstrate the ability of AAPCA to create components invariant to concomitant data using images from the Extended Yale Face Database B [7]. This dataset contains facial images of 38 human subjects taken with the light source at varying angles of azimuth and elevation, resulting in shadows cast across subject faces. Here, the nuisance variable is the variable lighting angles resulting in shadows that obscure parts of the image and by extension features of subject identity. We select a subset of 411 images in which only the azimuth of the light
Figure C.1: (a) Clustering of test set samples with SAPCA components enforced to be predictive of COAD labels. Supervision strength $\mu = 4 \cdot 10^4$. (b) Clustering of test set samples with SAPCA components enforced to be predictive of KIRC labels. Supervision strength $\mu = 4 \cdot 10^4$. (c) Clustering of test set samples with SAPCA components enforced to be predictive of PRAD labels. Supervision strength $\mu = 4 \cdot 10^4$.

Figure D.1: (a) Selected test set AAPCA reconstructions of shadow-invariant representations with adversarial strength $\mu = 20,000$ (bottom row), PCA image reconstructions (middle row), and original images (top row). (b) t-SNE clustering of PCA image reconstructions (left) and AAPCA image reconstructions with adversarial strength $\mu = 20,000$ (right). (c) Identity and shadow location classification as a function of adversary strength.

source was varied and elevation remained at a neutral 0 degrees above horizontal. We then use AAPCA with local approximate inference to create shadow-invariant representations.

First, a subset of 411 images was selected in which only the azimuth of the light source was varied and light source elevation remained at a neutral 0 degrees above horizontal. Images were down-sampled to be 0.25
times their original size, resulting in $42 \times 48$ images for a total of 2016 features per image. For each image, pixel intensities were scaled to be between 0 and 1. Images were flattened into row vectors of features and concatenated to form a matrix $X^T \in \mathbb{R}^{411 \times 2016}$ of primary data. Light source azimuth angle was considered the concomitant data, resulting in a concomitant data matrix $Y^T \in \mathbb{R}^{411 \times 1}$. Images were divided into a roughly 50-50 train-test split using the `train_test_split()` function from the scikit-learn package. We use AAPCA with 100 components to create shadow-invariant representations. Local inference is used as the approximate inference strategy since it is reasonable to assume access to concomitant data at test time. A logistic regression classifier was fit using the components derived from the training data and tested on the components derived from the test data for adversarial strengths $\mu = 0, 500, \ldots, 16,000$.

Figure D.1a shows selected test set examples of AAPCA reconstructions (bottom row) compared to original images (top row). AAPCA reconstructions display noticeable shadow removal, thus demonstrating AAPCA’s ability to produce nuisance-invariant representations. Figure D.1b compares t-SNE clustering of PCA reconstructions of images and AAPCA reconstructions of images. PCA-reconstructions are grouped almost exclusively according to shadow location (left-side or right-side) in 2D space, while AAPCA-reconstructed images are grouped in a more shadow-invariant manner. Figure D.1c shows classification accuracy using AAPCA components to classify identity and shadow location as a function of adversary strength $\mu$. As the adversarial strength is increased, both training and test set classification accuracy of the nuisance variable (shadow location) decreases. For all adversary strengths, training set identity classification is 100%. Initially, training on PCA representations results in a test set identity classification accuracy of 70%. As adversary strength is increased, test set identity classification accuracy increases to 82%, thus demonstrating the ability of AAPCA to mitigate the effects of domain shift due to concomitant influence.

E AugmentedPCA Logo
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**Figure E.1**: AugmentedPCA logo.