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Abstract

Building on the recently developed theory of magnitude, we introduce the optimization algorithm EXPLO2 and carefully benchmark it. EXPLO2 advances the state of the art for optimizing high-dimensional ($D \gtrsim 40$) multimodal functions that are expensive to compute and for which derivatives are not available, such as arise in hyperparameter optimization or via simulations.

1. Introduction

It is a truism that machine learning problems are optimization problems (Sun et al., 2019). Some of the most challenging problems in machine learning involve optimizing multimodal functions without information about derivatives on high-dimensional domains, with hyperparameter optimization (Loshchilov & Hutter, 2016; Koch et al., 2018) an example par excellence. More generally, functions whose values are obtained from complex simulations or experiments are frequently multimodal, and optimizing them is a foundational engineering problem.

Most current optimization algorithms for this regime are not suited for parallel optimization, or have runtime that scales quadratically with dimension; we outline an approach that overcomes both problems simultaneously while outperforming large-scale algorithms (i.e., algorithms that use only sparse linear algebra on any matrices that scale with problem dimension) that do the same. Our EXPLO2 algorithm \(^1\) is a wrapper around an arbitrary large-scale optimizer and serves not least as an initial demonstration of ideas involving the recently developed notion of magnitude (Leinster & Meckes, 2017; Leinster, 2021) that are likely to be more applicable to a wide range of problems in optimization, sampling, machine learning, and other areas.

The paper is structured as follows: §2 introduces the basic concepts of weightings and magnitude that underlie EXPLO2; §3 gives intuition; and §4 gives background on black-box optimization and related work. We describe EXPLO2 in §5 and benchmark it in §6 before making closing remarks in §7. Appendices are after the references.

2. Weightings and magnitude

For background on this section, see §6 of (Leinster, 2021).

A square nonnegative matrix $Z$ is a similarity matrix iff its diagonal is strictly positive. For example, let $t \in (0, \infty)$ and let $d$ be a square matrix whose entries are in $[0, \infty]$ and satisfy the triangle inequality. Then $Z = \exp[-td]$ (where the $\exp$ notation indicates a function applied to the individual entries of a matrix) is a similarity matrix. In this paper, all similarity matrices will be of this form, and $d$ will always be a distance matrix for a finite subset of Euclidean space.

We say that a column vector $w$ is a weighting iff $Zw = 1$, where 1 denotes a vector of all ones. The transpose of a weighting for $Z^T$ is called a coweighting. If $Z$ has both a well-defined weighting $w$ and a well-defined coweighting $v$, then its magnitude is $\text{Mag}(Z) := \sum_j w_j = \sum_k v_k$.

In the event that $Z = \exp[-td]$ and $d$ is the distance matrix of a finite subset of $\mathbb{R}^D$, $Z$ is positive definite (Steinwart & Christmann, 2008), hence invertible, and so its weighting and magnitude are well-defined and unique. More generally, $\text{Mag}(Z) = \sum_{jk} (Z^{-1})_{jk}$ if $Z$ is invertible. The magnitude function $\text{Mag}(t; d)$ is the map $t \rightarrow \text{Mag}(\exp[-td])$.

Magnitude is a very general scale-dependent notion of effective size (for finite sets, the effective number of points) that encompasses both cardinality and Euler characteristic, as well as encoding other rich geometrical data (Leinster & Meckes, 2017). Meanwhile, the components of a weighting meaningfully encode a notion of effective size per point (that can be negative “just behind boundaries”) at a given scale (Willerton, 2009; Meckes, 2015; Bunch et al., 2020).

Example 1. Let $\{x_j\}_{j=1}^3 \subset \mathbb{R}^2$ have pairwise distances $d_{jk} := d(x_j, x_k)$ given by $d_{12} = d_{13} = 1 = d_{21} = d_{31}$ and $d_{23} = \delta = d_{32}$ with $\delta < 2$. It turns out that

$$w_1 = \frac{e^{(\delta+2)t} - 2e^{(\delta+1)t} + e^{2t}}{e^{(\delta+2)t} - 2e^{\delta t} + e^{2t}};$$

\(^1\)After initial writing, we discovered that (Clerc, 2018; 2019) discuss an optimization algorithm called Explo2, with exactly the same etymology of trading off between formalized notions of exploration and exploitation. We hope that context and the use of all caps are sufficient to distinguish these.
This is shown in Figure 1 for $\delta = 10^{-3}$. At $t = 10^{-2}$, the effective sizes of $x_2$ and $x_3$ are $\approx 0.25$; that of $x_1$ is $\approx 0.5$, so the effective number of points is $\approx 1$. At $t = 10$, these effective sizes are respectively $\approx 0.5$ and $\approx 1$, so the effective number of points is $\approx 2$. Finally, at $t = 10^4$, the effective sizes are all $\approx 1$, so the effective number of points is $\approx 3$.

Figure 1. Weighting components for an “isoceles” metric space.

3. Intuition

For large enough values of the scale parameter $t$, the weighting of a finite metric space is proportional to the distribution on the space that maximizes an axiomatically supported notion of diversity (Leinster & Meckes, 2016; Leinster, 2021). Along with this special case, the more general intuition that components of a weighting measure an effective size per point suggests maximizing the differential magnitude due to a new point (which we compute in §C) as a mechanism for efficiently exploring an ambient space.

This idea for “exploration” dovetails with another idea underlying “exploitation.” In $\mathbb{R}^D$, $Z = \exp[-td]$ is a radial basis function (RBF) interpolation matrix (Buhmann, 2003) and the equation $Zw = 1$ amounts to defining a weighting $w$ as the vector whose components are coefficients for interpolating the unit function. That is, if $\{x_j\}_{j=1}^N$ are points in $\mathbb{R}^D$ with distance matrix $d$ and we have a weighting $w$ satisfying $\sum_k w_k \exp(-td_{jk}) = 1$, then in fact $u(x) := \sum_k w_k \exp(-t|y - x_k|) \approx 1$, where $\approx$ indicates an optimal interpolation in the sense of a representer theorem (Schölkopf et al., 2001). In particular, the triangle inequality implies that $u(x + \delta x) \geq \exp(-t\delta|x|)$. If now also $f : \mathbb{R}^D \rightarrow \mathbb{R}$ and $y_j := f(x_j)$, then its RBF interpolation is $f(x) \approx yZ^{-1}\zeta(x)$ (1)

where $\zeta(x) := \exp(-t|x - x_k|)$ and we treat $y$ and $\zeta$ respectively as row and column vectors.

We seek to optimize a function by selecting new evaluation points in a way that progressively shifts from exploration (embodied by the differential magnitude due to a new point, for which see Proposition 5.1) to exploitation (embodied by (1), which we obtain at marginal cost). This shift is controlled by an interpretable regularization parameter, and the interpolations are designed to incorporate recent knowledge while requiring constant runtime, even as more points are successively evaluated. For details, see Algorithm 1.

4. Background on black-box optimization

Unconstrained global optimization algorithms can be usefully categorized according to characteristics of the intended objective function. For example, (semi-)differentiable functions are readily optimized using gradient descent or quasi-Newton methods such as $L$-BFGS (Liu & Nocedal, 1989), whereas if we dispense with any regularity assumptions, a random search is as good an approach as any other.

One intermediate regime of interest is where the objective function is structured and reasonably well behaved (e.g., continuous almost everywhere; Lipschitz continuous, etc.) but only accessible via oracle queries. This regime is referred to in the literature under the terms derivative-free or black-box optimization (Rios & Sahinidis, 2013; Audet & Hare, 2017). Meanwhile, in an “expensive” regime, the appropriate measure of performance is the current best function value for a given number of function evaluations. For example, the objective function might be defined in terms of a computer simulation that takes a significant amount of time to execute, or an experiment that must be performed. 3 At a high level of abstraction, global optimization algorithms for expensive black-box functions are about making tradeoffs between exploration of the solution space and exploitation of information that has already been acquired through the course of the algorithm’s execution. A practical and reasonably complete taxonomy of useful techniques is i) metaheuristics such as CMA–ES (Li et al., 2018; Varelas et al., 2018); ii) deterministic algorithms such as DIRECT (Jones & Martins, 2021) or MCS (Huyer & Neumaier, 1999); and iii) surrogate or metamodel-assisted algorithms. In dimension $\leq 5$, metaheuristics and deterministic algorithms are broadly competitive with each other (Sergeyev et al., 2018), but surrogates can yield substantial improvements (Haftka et al., 2016; Vu et al., 2017; Stork et al., 2020; Xia

\[ w_2 = w_3 = \frac{e^{(\delta+2)t} - e^{(\delta+1)t}}{e^{(\delta+2)t} - 2e^{\delta t} + e^{2\delta t}}. \]

This is shown in Figure 1 for $\delta = 10^{-3}$. At $t = 10^{-2}$, the effective sizes of $x_2$ and $x_3$ are $\approx 0.25$; that of $x_1$ is $\approx 0.5$, so the effective number of points is $\approx 1$. At $t = 10$, these effective sizes are respectively $\approx 0.5$ and $\approx 1$, so the effective number of points is $\approx 2$. Finally, at $t = 10^4$, the effective sizes are all $\approx 1$, so the effective number of points is $\approx 3$. 

\[ w_2 = w_3 = \frac{e^{(\delta+2)t} - e^{(\delta+1)t}}{e^{(\delta+2)t} - 2e^{\delta t} + e^{2\delta t}}. \]

The no free lunch theorem (Wolpert & Macready, 1997) requires that optimization algorithms be understood in the context of a specific set of problems they are designed to address.

In the “non-expensive” regime, the appropriate measure of performance is the number of function evaluations required to achieve a given target.

CMA–ES is a de facto standard algorithm for problems of up to tens of dimensions and function evaluation budgets as low as tens of thousands. It can be pushed into more demanding regimes, but has runtime quadratic in problem dimension (Li et al., 2018; Varelas et al., 2018) and usually algorithm variants are employed.
Surrogate-assisted algorithms can be broadly classified into statistically and geometrically-informed interpolation techniques. The former class of Bayesian optimization (Frazier, 2018) is exemplified by Gaussian process regression (“kriging”); the latter class is exemplified by RBF interpolation.

In Bayesian optimization, a Gaussian process prior is placed on the objective, and after initialization points are selected for evaluation/sampling according to an acquisition function that embodies an explore/exploit tradeoff. While the Bayesian optimization framework is flexible and theoretically appealing, it scales poorly for problems with more than a few tens of dimensions and execution budgets in the thousands. In this regime, statistics are dimensionally cursed, and more geometrically-oriented approaches are needed.

Meanwhile, RBF surrogate techniques for global optimization were introduced in (Gutmann, 2001) and elaborated in (Björkman & Holmström, 2000): here, after initialization, points are selected for evaluation according to the expected “bumpiness” of the resulting surrogate. Subsequent RBF surrogate techniques (Regis & Shoemaker, 2005; 2007) performed exploration by considering distances from previously evaluated points. These RBF surrogate techniques all cycle through a range of distance lower bounds to make exploration/exploitation tradeoffs.

4.1. Related work

Our approach is fairly close to a hybrid of (Regis & Shoemaker, 2005) and (Ulrich & Thiele, 2011). The underlying motivation is that the principled constructs for diversity optimization (“exploration”) and RBF interpolation (to facilitate surrogate “exploitation”) that these approaches respectively build on are actually the same provided only that we use an exponential kernel for the former. Because our notion of diversity optimization is nonlocal, and our unconventional choice of kernel acts as a “gentle funnel,” it is natural to expect that our approach is well-suited to optimizing functions with global structure, as well as multimodal functions, and particularly those functions exhibiting both characteristics.

To keep the runtime per timestep to an acceptably low constant, we borrow an idea of (Booker et al., 1999) to use a “balanced” set of points that includes points with the largest errors for the previous surrogate as well as points with the current most optimal values. For the sake of simplicity, the balancing between these two subsets is determined by the

---

5In dimension \( \leq 20 \), mirroring the ideas of this paper by using an exponential kernel in Bayesian optimization for both surrogate construction and diversity optimization (the latter as an acquisition function) may be fruitful. However, since statistical approaches are intrinsically disadvantaged in the high-dimensional/low execution budget regime that interests us, we do not pursue this idea here.

regularizer. Meanwhile, we follow the advice of (Villanueva et al., 2013) for expensive problems by using multiple starting points in conjunction with surrogates.

Work that is only tangentially related but should be mentioned here applies magnitude to primitives in machine learning such as geometry-aware information theory (Posada et al., 2020) and boundary detection (Bunch et al., 2020). These and the present paper indicate that magnitude is fertile ground for growing new ideas in machine learning.

5. Algorithm

The “explore/exploit” (EXPLO2) algorithm described in Algorithm 1 tries to minimize \( f : \mathbb{R}^D \to \mathbb{R} \) on \( B := \prod_{j=1}^D [\ell_j, u_j] \) with a budget of \( N \) function evaluations. EXPLO2 is basically a wrapper around another optimization algorithm (e.g., MATLAB’s default fmincon, which is a large-scale algorithm) that acts on surrogates that gradually shift the balance of a trade between

i) exploration, as measured by the differential magnitude of a new point at which to evaluate \( f \) relative to the set of points at which \( f \) has already been evaluated, and

ii) exploitation, as measured by an exponential RBF interpolation of \( f \) at a mix of points where a previous interpolation had a) the largest errors and b) the most optimal function values.

Both this mix of interpolation points and the tradeoff between exploration and exploitation are controlled by a single regularization term \( \lambda : [0, 1] \to \mathbb{R} \), nominally decreasing from 1 to 0, e.g. our default choice \( \lambda(\tau) = 1 - \tau \). The course of the algorithm’s execution is shown for the two-dimensional Rastrigin function in Figure 2.

The rationale behind an exponential RBF interpolation is simply that this is computed anyway for exploration. That is, the interpolation coefficients are of the form \( yZ^{-1} \), where \( y \) and \( Z = \exp[-t\ell] \) respectively indicate function values and the similarity matrix of evaluation points (see (1) and Algorithm 1). Meanwhile, the limit \( t \downarrow 0 \) corresponds to an interpolation using very shallow decaying exponentials, which simultaneously avoids degeneracies that arise for \( t \) bounded away from zero, mitigates nondifferentiable behavior at interpolation points, and helps make (surrogate) global optima more easily accessible to the internal optimizer.

The definition of \( R(x) \) in Algorithm 1 arises from

**Proposition 5.1.** Let \( Z \) be positive definite and consider a positive definite matrix of the form \( Z[\xi] := \left( Z^{-1} \xi \right) \). Then

---

6Our experiments suggest that the details of \( \lambda \) do not make much difference in practice, though it may be slightly more advantageous to use a “sawtooth” with “teeth” of decaying width.


**Algorithm 1** Explore/exploit (EXPLO2) optimizer

**Input:** Function $f$, lower bounds $\ell$, upper bounds $u$, evaluation budget $N$, optional parameters: number $n_1$ of parallel function evaluations (default: $n_1 = 1$), number $n_{\sigma}$ of downsample points (default: $n_{\sigma} = 100$), number $n_{\star}$ of points to estimate exploration range (default: $n_{\star} = 100$), number $n_i$ of tries for each surrogate optimization from uniformly random initial points (default: $n_i = 3$), explore/exploit regularizer $\lambda$ (default: $\lambda(\tau) = 1 - \tau$), and initialization strategy (default: uniformly random)

1. $t \leftarrow \sqrt{\varepsilon}$ // Machine epsilon (see line 13)
2. Select $N_0 \leftarrow D + 1$ initial points
3. Evaluate $f$ on the $N_0$ initial points
4. $n \leftarrow N_0 + 1$
5. while $n < N$ do
6. if $n > n_0$ then
7. Form $I_{\sigma}$ using $n_\rho \approx n_\star \min(1, \lambda(\frac{\mu}{N})/\lambda(\frac{1}{N}))$ points with greatest interpolation relative error and $n_{\mu} = n_\sigma - n_\rho$ points with least function values
8. else
9. $I_{\sigma} \leftarrow \{1, 2, \ldots, n - 1\}$
10. end if
11. $x_\sigma \leftarrow (x_i)_{i \in I_{\sigma}}, y_\sigma \leftarrow (y_i)_{i \in I_{\sigma}}$ // Downsample
12. $d \leftarrow$ distance matrix for $x_\sigma$
13. $Z \leftarrow \exp[-td]$; // Use $t \downarrow 0$ limit if convenient
14. $w \leftarrow Z^{-1}$
15. $\zeta(x) \leftarrow \exp(-td(x_\sigma, x))$ \quad // see (1) and Prop. 5.1
16. $T(x) \leftarrow y_\sigma Z^{-1} \zeta(x)$ \quad // RBF exploration: see (1)
17. for $j$ from 1 to $n_1$ do
18. $R \leftarrow \frac{(1 - \zeta^T w)^2}{1 - \zeta^T Z^{-1} \zeta}$ \quad // exploration: see Prop. 5.1
19. $C \leftarrow \min(2^D, n_{\star})$ corners of bounding box
20. $R^\star \leftarrow \max_{x \in C} R(x)$
21. $S \leftarrow \max_{y \sigma, \min y_\sigma} - \lambda(\frac{\mu}{N}) \frac{R}{R^\star}$ \quad // Surrogate
22. for $k$ from 1 to $n_i$ do
23. Minimize $S$ \quad // Using, e.g., fmincon
24. Keep result iff best so far in current loop
25. end for
26. Adjoin best result from line 23 to $x_\sigma$
27. Update $d, Z, w$ and $\zeta$ as in lines 12-15
28. end for
29. Memorialize/evaluate in parallel the $n_1$ new points
30. Get relative errors of RBF interpolation for downsampling per lines 7, 11, and 16
31. $n \leftarrow n + n_1$
32. end while
**Output:** $(x_i, y_i)_{i=1}^N$

---

**Figure 2.** (Top left; center left; center right) Differential magnitude $R$; RBF interpolation $T$; surrogate $S$ after the 25th of 76 function evaluations for the two-dimensional Rastrigin function on $[-5.12, 5.12]^2$. (Top right) First 25 evaluation points for EXPLO2 overlaid on a contour plot of the objective. (Middle; bottom) As in the top row, but for 50th and 75th of 76 evaluations. Evaluation points ordering is indicated as a transition from red for old points to blue for new points.

$$\text{Mag}(Z[\zeta]) = \text{Mag}(Z) + \frac{(1 - \zeta^T w)^2}{1 - \zeta^T Z^{-1} \zeta} \quad \square (2)$$

EXPLO2 “just” requires a positive definite metric space in the sense of (Meckes, 2013) 7 and a suitable solver for the surrogate functions. In particular, any subset of Euclidean space is positive definite, as is any ultrametric space or weighted tree. In the Euclidean setting, we can always use an extremum of a continuous RBF interpolation to approximate an extremum of the underlying black-box function: while there are no guarantees on the errors that result, in practice such errors can usually be reasonably expected to be tolerably small. EXPLO2 is thus applicable de novo to a wide range of discrete problems.

It is important to note that the runtime of EXPLO2 is not directly affected by the dimension $D$. The impact of dimension is felt mainly through the inner optimizer, which for large-scale algorithms such as fmincon is typically linear. However, while we use the default value $n_\sigma = 100$ at all times, it is conceivable that one might want $n_\sigma = O(D)$.

---

7 In fact, an even weaker requirement suffices here: roughly, that the space is endowed with an extended quasipseudometric $d'$ such that the similarity matrices $Z = \exp[-td]$ are all invertible for some finite interval $[0, \varepsilon]$, where $d$ denotes a restriction of $d'$ to an arbitrary finite set. However, we are not aware of an example of such a space that is not positive definite. A good starting place to try to construct such a space may be (Gurvich & Vyalii, 2012).
which would nominally introduce a cubic runtime dependence on $D$ (i.e., even worse than CMA-ES). To avoid this, we note that experiments on time series (described in §D) indicate that it is possible to get good approximations to weightings from nearest neighbors alone, even in problems with hundreds of thousands of dimensions. Along similar lines, an efficient approximate nearest neighbor algorithm (Datar et al., 2004; Andoni et al., 2018; Li et al., 2020) could be used to efficiently create a sparse similarity matrix $Z$, yielding a large-scale algorithm, and probably one with little performance penalty.

### 6. Benchmarking

#### 6.1. Algorithms for comparison

Most black-box optimization algorithms are tailored to problems in dimension $\leq 20$ and/or inexpensive functions. On one hand, many optimization algorithms suitable for higher-dimensional applications (including variants of the popular CMA-ES and L-BFGS algorithms) require thousands or tens of thousands of function evaluations per dimension to yield acceptable results (Varelas et al., 2018; Varelas, 2019). On the other hand, even state-of-the-art Bayesian optimization algorithms such as SMAC-BBOB (Hutter et al., 2013) or (Eriksson et al., 2019) are generally not competitive on problems with more than a few tens of dimensions. In short, the list of candidate algorithms for optimizing high-dimensional expensive functions is not long, and it becomes shorter when considering multimodal functions.

For low evaluation budgets in dimension $\leq 40$, NEWUOA (Powell, 2006; Ros, 2009), MCS, and GLOBAL (Csendes, 1988; Csendes et al., 2008) are the best algorithms on the BBOB testbed (Hansen et al., 2009; 2010). Meanwhile, (Brockhoff, 2015) points out that for expensive black-box optimization using surrogates in dimension $\leq 40$, the three algorithms SMAC-BBOB (for very low budgets below $\approx 3 \cdot D$ function evaluations), NEWUOA (for medium budgets), and $lmm$-CMA-ES \footnote{See (Kern et al., 2006; Auger et al., 2013); also $DTS$-CMA-ES (Pitra et al., 2016) and $lq$-CMA-ES (Hansen, 2019).} (for relatively large budgets of $\geq 30 \cdot D$ evaluations) build a good portfolio that constructs the upper envelope over all compared algorithms for almost all problem groups.

With this in mind, a representative set of algorithms to benchmark against for low-dimensional, expensive, multimodal functions is NEWUOA, MCS, GLOBAL, SMAC-BBOB, and $\ast$-CMA-ES with $\ast \in \{lmm, DTS, lq\}$. Of these, only NEWUOA is well-suited to problems with hundreds of dimensions (indeed, most of these algorithms have not even been benchmarked for dimension 40 in COCO (Hansen et al., 2021) as of this writing, and

- while NEWUOA scales to hundreds of dimensions, its time complexity ranges between quadratic and quintic in dimension—with quadratic or cubic the case in practice and as benchmarked (Ros, 2009);
- MCS is unsuitable for high-dimensional problems as it relies on partitioning the search space;
- GLOBAL is unsuitable for high-dimensional problems because it relies on clustering (Assent, 2012);
- as a Bayesian optimization technique, SMAC-BBOB is not suited to high-dimensional problems;
- for “noisy and multimodal functions, the speedup [of surrogate-assisted variants of CMA-ES relative to CMA-ES] ... vanishes with increasing dimension” (Kern et al., 2006); i.e., “$lmm$- and $DTS$-CMA-ES become quickly computationally infeasible with increasing dimension, hence their main application domain is in moderate dimension” (Hansen, 2019), where they embody the state of the art for relatively large budgets of $\geq 30 \cdot D$ evaluations (Bajer et al., 2019).

Finally, since EXPLO2 is (as benchmarked) a wrapper around fmincon, \footnote{Of course, other internal optimizers could be chosen, and this offers a way to either accentuate the strengths or mitigate the weaknesses of the search and surrogate aspects of EXPLO2.} it also makes sense to compare the performance of these two algorithms.

#### 6.2. Results

Results from experiments according to (Hansen et al., 2016b; a) on the BBOB benchmark functions given in (Hansen et al., 2009) are presented in Figures 3-10 (see also §G-K). The experiments were performed and plots were produced with COCO (Hansen et al., 2021), version 2.4. \footnote{These plots (using the --expensive option) have a rigid predetermined format. We also produced fixed-budget plots of cumulative best values using the same data (and substituting, e.g. $DTS$-CMA-ES for $lmm$-CMA-ES) via the web interface of IOHanalyzer (Doerr et al., 2018) at https://iohanalyzer.liacs.nl/, but these plots produced neither additional nor conflicting insights. (We provide an exhaustive set of these plots in §F.)}

Because of the runtime overhead of EXPLO2, our experiments used a fixed budget of 25 function evaluations per dimension. \footnote{While (Tušar et al., 2017) points out how an anytime benchmark of a budget-dependent algorithm such as EXPLO2 can be performed with linear overhead, the cost-to-benefit ratio in our case was still prohibitive. In any event, this would not have made larger budgets any easier (or much more relevant) to obtain.} As (Hansen et al., 2016b) points out, algorithms...
that have just not been reached by the best algorithm from BBOB 2009 in a given budget of $k \times \text{DIM}$, with 31 different values of $k$ chosen equidistant in logscale within the interval $\{0.5, \ldots, 50\}$. Crosses ($\times$) indicate where experimental data ends and bootstrapping begins; algorithms are not comparable after this point. EXPLO2 used default options except for $n_1 = 32$. While $\times$–CMA–ES outperforms EXPLO2 here, in high dimensions only large-scale variants of CMA–ES are appropriate for most purposes, and EXPLO2 outperforms the best of these on structured multimodal functions: see Figures 11-14.

Our experiments show that EXPLO2 consistently outperforms fmincon on the sorts of problems for which it was designed, viz., multimodal functions with adequate global structure ($\{f_5, \ldots, f_9\}$), with the exception of the function $f_{10}$, which has many shallow minima. On the other hand, $\times$–CMA–ES is easily parallelizable (Hansen et al., 2003; Khan, 2018), the quadratic scaling of non-large-scale variants with dimension creates a serious disadvantage for high-dimensional problems. In high dimensions it is appropriate to compare EXPLO2 to large-scale variants of CMA–ES (Varelas et al., 2018; Varelas, 2019), and as we discuss below our (necessarily limited) experiments in this regard yielded good results.
hand, for most other problems in the BBOB suite (with the notable exceptions of \(f_3\), \(f_4\), and \(f_7\), which respectively gauge the ability to exploit separability, not rely on symmetry, and to avoid getting trapped on plateaux), EXPLO2 does worse than fmincon.

EXPLO2 outperforms NEWUOA on \(f_{10}, f_{17},\) and \(f_{18}\), while the converse is true for \(f_{16}\) and \(f_{19}\), suggesting that EXPLO2 (as a wrapper around fmincon) is best for multimodal functions with global structure that are not rugged, repetitive, or with many shallow minima.  In other words, EXPLO2 is best for problems with fairly structured landscapes.  Even without accounting for the benefits of parallelism, EXPLO2 is arguably the best available method besides \(*$\text{CMA-ES}$* for problems in dimension \(\approx 20\) to \(40\); once we do account for parallelism and/or in higher dimensions, only certain members of \(*$\text{CMA-ES}$* perform comparably: see §6.3.

Meanwhile, in high enough dimensions, \(*$\text{CMA-ES}$* also ceases to be practical, with the exception of large-scale variants. EXPLO2 also tied with or outperformed all of the large-scale algorithms benchmarked in (Varelas, 2019) on the large-scale version of every BBOB function in \(\{f_{15}, \ldots, f_{24}\}\) for dimensions 80, 160, and 320 (Ehara et al., 2019) with a budget of 2 evaluations/dimension. EXPLO2 still performed fairly close to (and sometimes still better than) other algorithms in dimension 640 on the same budget per dimension. Finally, it is reasonable to hypothesize that a relative performance degradation in dimension 640 could be mitigated by replacing the inner fmincon optimization with L-BFGS.

Because these experiments did not facilitate plots that conveyed meaningful information (an “expensive plot” option is not available in COCO for the large-scale BBOB suite), we also performed a more \textit{ad hoc} comparison of EXPLO2 to VD-CMA-ES (Akimoto et al., 2014), the best performing large-scale algorithm for structured multimodal functions in (Varelas, 2019). As Figures 11-14 show, EXPLO2 performs better, regardless of parallelism.

Finally, in an experiment shown in §K, we found that EXPLO2 outperformed differential evolution and had per-

\footnote{EXPLO2 also does serviceably well on multimodal functions with weak global structure: see appendices for detailed results.}
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Though parallel algorithms exist (Haftka et al., 2016; Rehbach et al., 2018; Xia & Shoemaker, 2020), these are relatively few in number outside the context of Bayesian optimization (which is unsuitable for high-dimensional problems), and parallel techniques appropriate for high-dimensional problems have been considered in our design and/or benchmarking. 14

With this in mind, since our experiments use \( n = 32 \), 15 exceeding our per-dimension evaluation budget of 25, it is obvious that EXPLO2 can outperform any of the competing algorithms considered here on the number of rounds of parallel function evaluations, except for \(*-CMA-ES\), which becomes (depending on the variant employed) ill-suited for use or less performant than EXPLO2 in high dimensions.

7. Remarks

As mentioned above, it would be interesting–and likely useful–to replace \texttt{fmincon} with, e.g., \texttt{L-BFGS}.

Though the runtime overhead of EXPLO2 scales favorably with dimension, it is still high for any given function evaluation: the surrogate is complicated and even a large-scale inner optimizer takes resources. EXPLO2 is therefore only suited for high-dimensional functions that are expensive to evaluate. While as mentioned earlier, hyperparameter optimization or simulation-defined functions are in this vein, it will generally be advisable to evaluate the suitability of \(*-CMA-ES\) as well in any particular application.

14One technique that we have not mentioned is the distributed quasi-Newton algorithm of (Gao et al., 2020) (see also (Gao et al., 2021)), which is designed for extremely expensive situations on the order of \( \geq 1 \) day/evaluation. This and related algorithms such as 

15NB. For benchmarking, it was necessary to simulate parallelism, i.e., we replaced 

parfor loops with ordinary for loops.

While EXPLO2 seeks to balance exploration and exploitation through a regularizer, an approach in the vein of (Bischl et al., 2014) (cf. (Xia & Shoemaker, 2020)) is also reasonable and lends itself to parallel execution. The idea here would be to consider the RBF interpolation and the differential magnitude as proxy objectives and evaluate the actual objective function in parallel at points on the Pareto front. This approach is likely to be useful for “illuminating” the search space or providing “quality diversity” (Mouret & Clune, 2015; Pugh et al., 2016; Fontaine et al., 2020; Chatziygeroudis et al., 2021) in a way that focuses on diversity promotion versus the related idea (Vassiliades et al., 2017) of niching techniques for multimodal optimization. 16

We have experimented with alternative choices for \( t \) in Algorithm 1 besides \( \sqrt{\varepsilon} \), but all yielded inferior results (the exact \( t = 0 \) limit caused trouble with \texttt{fmincon}). However, our experiments were not exhaustive or conclusive: it is possible that a more substantial modification of Algorithm 1 that also lets \( t \) vary would yield superior results. Nevertheless, we were not able to identify a competitive variant, let alone a clearly superior one. 17

Finally, while we have already pointed out that differential magnitude is an attractive way to perform exploration for Bayesian optimization, it may also be useful for generating proposals in Markov chain Monte Carlo methods, including fast parallel algorithms such as those in (Huntsman, 2020; 2021). More generally, magnitude-based methods hold promise for many other problems in machine learning.

16Cf. novelty search (Lehman & Stanley, 2011) and its application to global optimization (Fister et al., 2019).

17A reasonable heuristic to try is \( \exp(-\Delta) = \varepsilon \), where machine epsilon is indicated on the right hand side and here \( \Delta \) denotes the expected distance between two uniformly random points in the bounding box. While computing \( \Delta \) is a notoriously hard problem without closed form solution in general and a very intricate result even for rectangles, a result of (Bonnet et al., 2021) for a general convex body is that

\[
\frac{D(D+1)(2D+1)}{12} < \frac{\text{diam}}{\sqrt{\pi} (\frac{D+1}{2})^{\frac{D}{2}}},
\]

where \( \text{diam} \) indicates the diameter of the body, i.e., \( |x - \ell| \). However, our results with the associated lower bound on \( t \) were disappointing, as were our results with data-dependent minimal values of \( t \) that ensured weighting components were nonnegative.
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A. Outline of appendices

This appendices are organized as follows:

- §B discusses the limit \( t \downarrow 0 \) on (co)weightings;
- §C discusses the differential magnitude of a point;
- §D discusses how to compute (co)weightings in dimension \( > 10^5 \) in the context of time series analysis, with an eye towards more general problems of similar scale using similarity search;
- §E discusses the efficient computation of weightings from the perspective of linear algebra;
- §F contains plots generated using IOHAnalyzer;
- §G contains plots generated using COCO for scaling of runtime with dimension;
- §H contains plots generated using COCO for runtime distributions (ECDFs) per function for \( D = 20 \);
- §I contains plots generated using COCO for runtime distributions (ECDFs) per function for \( D = 40 \);
- §J contains plots generated using COCO for the large-scale BBOB suite;
- §K contains a plot generated using COCO for the mixed-integer BBOB suite;
- §L contains MATLAB source code for EXPL02;
- §M contains MATLAB source code for benchmarking.

B. The scale \( t = 0 \)

The limit \( t \uparrow \infty \) of (co)weightings and the magnitude function is uninteresting, since the (co)weightings are (co)vectors of all ones, so the limiting value of the magnitude function is just the number of points in the space under consideration. However, the limit \( t \downarrow 0 \) contains more detailed structural information:

**Lemma B.1.** For \( d \in GL(n, \mathbb{R}) \) the solution to \( \exp[-td]w(t) = 1 \) has the well-defined limit \( w(0) := \lim_{t \downarrow 0} w(t) = \frac{d^{-1}}{1 - \frac{1}{d^{-1}}} \). Similarly, the solution to \( v(t) \exp[-td] = 1 \) has the limit \( v(0) = \frac{1}{1 - \frac{1}{d^{-1}}} \).

**Proof (sketch).** We have the first-order approximation \( (11^T - td)w(t) \approx 1 \). Applying the Sherman-Morrison-Woodbury formula (Horn & Johnson, 2012) and L'Hôpital’s rule yields the result.

C. The differential magnitude of a point

Define \( M \coloneqq \begin{pmatrix} A & B \\ C & D \end{pmatrix} \). Block inversion yields the formula

\[
\begin{pmatrix} A^{-1} + A^{-1}B(M/A)^{-1}CA^{-1} & -A^{-1}B(M/A)^{-1} \\ -(M/A)^{-1}CA^{-1} & (M/A)^{-1} \end{pmatrix}
\]

for \( M^{-1} \), where the Schur complements are given by \( M/D := A - BD^{-1}C \) and \( M/A := D - CA^{-1}B \), and they satisfy \((M/A)^{-1} = D^{-1} + D^{-1}(M/D)^{-1}BD^{-1} \) and \((M/D)^{-1} = A^{-1} + A^{-1}B(M/A)^{-1}CA^{-1} \).

If \( C = B^T \) and \( A, D, \) and \( M \) are all positive definite, then Theorem 7.7.7 of (Horn & Johnson, 2012) yields that \( M/A, M/D, \) and \( M \) are also all positive definite. With this in mind (and similarly to (Bunch et al., 2020)), let \( Z \) be positive definite and consider a positive definite matrix of the form

\[
Z[\zeta] := \begin{pmatrix} Z & \zeta \\ \zeta^T & 1 \end{pmatrix}.
\]

The relevant Schur complement is \(^{18}\)

\[
Z[\zeta]/Z = 1 - \zeta^T Z^{-1} \zeta,
\]

so \( Z[\zeta]^{-1} \) equals

\[
\begin{pmatrix} Z^{-1} & 0 \\ 0 & 0 \end{pmatrix} + \frac{1}{1 - \zeta^T Z^{-1} \zeta} \begin{pmatrix} Z^{-1} \zeta^T Z^{-1} & -Z^{-1} \zeta \\ \zeta Z^{-1} & 1 \end{pmatrix}
\]

so that if \( w = Z^{-1}1 \) and \( w[\zeta] := Z[\zeta]^{-1}1 \) are respectively the weightings of \( Z \) and \( Z[\zeta] \), then

\[
w[\zeta] = \begin{pmatrix} w \\ 0 \end{pmatrix} + \frac{1 - \zeta^T w}{1 - \zeta^T Z^{-1} \zeta} \begin{pmatrix} -Z^{-1} \zeta \\ 1 \end{pmatrix}.
\]

This yields

**Proposition C.1.**

\[
\text{Mag}(Z[\zeta]) = \text{Mag}(Z) + \frac{(1 - \zeta^T w)^2}{1 - \zeta^T Z^{-1} \zeta}. \quad \blacksquare
\]

It is tempting to try to use this result to try to establish the conjecture of (Yevseyeva et al., 2019) that magnitude is submodular on Euclidean point sets, \(^{19}\) but there is a simple counterexample:

\(^{18}\)Note that if the entries of \(- \log[Z[\zeta]]\) satisfy the triangle inequality, then \( \zeta \leq Z \zeta \leq n \zeta \) componentwise, where \( n \) is the dimension of \( \zeta \).

\(^{19}\)Recall that a function \( f : \Omega^n \rightarrow \mathbb{R} \) is submodular iff for every \( X \subseteq \Omega \) and \( x_1, x_2 \in \Omega \setminus X \) such that \( x_1 \neq x_2 \) it is the case that \( f(X \cup \{x_1\}) + f(X \cup \{x_2\}) \geq f(X \cup \{x_1, x_2\}) + f(X) \).
Another way to write (6) is using the identities

$$\frac{(1 - \zeta^T \omega)^2}{1 - \zeta^T Z^{-1} \zeta} = o(t) + \frac{1^T \omega - t}{1^T \omega - t} - 1 + 2 \delta^T t + \delta^T \left( (1^T \omega)^d - \omega^T \omega \right) \delta$$

(6)

**Proof.** Using $Z \approx 11^T - td$, the Sherman-Morrison formula gives $Z^{-1} \approx - \frac{1}{t} \left( d^{-1} + \frac{\omega^T}{1^T \omega - t} \right)$. A line of algebra yields $w = Z^{-1} 1 \approx \frac{\omega^T}{1^T \omega - t}$, and similarly $1 - \zeta^T w \approx \frac{t \delta^T - 1}{1^T \omega - t}$.

Now

$$\zeta^T Z^{-1} \zeta \approx - \frac{1}{t} \left( 1^T T - t \delta^T \right) \left( d^{-1} + \frac{\omega^T}{t - 1^T \omega} \right) \left( 1 - t \delta \right)$$

$$= \frac{1^T \omega}{1^T \omega - t} - 2 \delta^T \frac{\omega^T}{1^T \omega - t} - t \delta^T \left( d^{-1} + \frac{\omega^T}{t - 1^T \omega} \right) \delta$$

$$\approx \frac{(1 - t \delta^T) \omega - t \delta^T \left( (1^T \omega)^d - \omega^T \right) \delta}{1^T \omega - t}$$

so

$$1 - \zeta^T Z^{-1} \zeta \approx t \frac{-1 + 2 \delta^T t + \delta^T \left( (1^T \omega)^d - \omega^T \right) \delta}{1^T \omega - t}$$

from which the result follows. 

Another way to write (6) is using the identities

$$\left( \delta^T \omega - 1 \right)^2 = \left( \delta^T 1 \right) \left( \omega^T \omega - 1 \right) \left( \delta^T 1 \right)$$

and

$$-1 + 2 \delta^T t + \delta^T \left( (1^T \omega)^d - \omega^T \right) \delta = \left( \delta^T 1 \right) \left( (1^T \omega)^d - \omega^T \right) \left( \omega^T \omega - 1 \right) \left( \delta^T 1 \right).$$

In $\mathbb{R}^n$, we have the “far-field” asymptotic $\delta \sim s(\delta) 1$, where $s(\cdot)$ is any function on tuples that takes values between the minimum and maximum (e.g., an order statistic or quasi-arithmetic mean). That is, in the limit $t \to 0$ and $\delta \to \infty$, (6) takes the form (with an obvious but helpful abuse of notation)

$$\frac{(1 - \zeta^T \omega)^2}{1 - \zeta^T Z^{-1} \zeta} \sim \frac{t}{1^T \omega} \cdot \frac{(s 1^T) \left( \omega^T \omega - 1 \right) \left( s 1 \right)}{(s 1^T) \left( (1^T \omega)^d - \omega^T \right) \left( s 1 \right)} + o(t).$$

Expanding this out, we find that the $s^2$ term in the denominator is zero, and we end up with

$$\frac{(1 - \zeta^T \omega)^2}{1 - \zeta^T Z^{-1} \zeta} \sim \frac{s(\delta)}{2} t + o(t).$$

(7)

That is, the change in magnitude is asymptotically linear with respect to distance. Among other things, this provides a foundation for building diverse point sets in unbounded regions of Euclidean space by maximizing the ratio of the increase of magnitude and a suitable function $s(\delta)$.

**D. Coweightings in dimension $> 10^5$ and time series analysis**

Here we sketch how coweightings can reliably identify “boundary” elements of large datasets in high dimension within the restricted context of time series analysis. Efficient analogues of the construction below can likely be produced in more general settings using similarity search techniques (Zezula et al., 2006), provided they are available.

Consider a reasonably nice time series $(x_j)_{j=1}^{n+L-1}$ with $x_j \in \mathbb{R}$ and $n \gg L \gg 1$. By considering contiguous subsequences of length $L$, we obtain $n$ points $x_j^L := (x_j, \ldots, x_{j+L-1}) \in \mathbb{R}^L$. The matrix profile (Yeh et al., 2016) 20 operates on this latter representation to find maximally conserved motifs, anomalous subsequences, etc. In particular, the matrix profile efficiently yields (an anytime approximation of) a sequence of pairs $(d_j, I(j))$ such that $x_j^L$ is the nearest neighbor to $x_j^L$ under $d(\cdot)$, with $d(\cdot)(x_j^L, y_j^L) = d_j$, and where $d(\cdot)$ is a variant of the $L^2$ distance obtained by subtracting mean values and normalizing by the standard deviations of arguments. 21 It turns out that the information provided by the matrix profile can efficiently address many if not most problems in basic time series analysis.

20 See also (Alaee et al., 2020) and intervening papers.

21 Note that generally $I(t(I(j))) \neq j$. This fact is presumably responsible for some numerical annoyances that manifest as NaN entries that can be swept under the rug in practice.
In fact, the index alone $\mathcal{I}$ suffices to yield impressive information about time series when coupled with a coweighting. The idea is as follows: let $d$ be a matrix of size $n$ with all entries equal to $\infty$ except for a zero diagonal and $d_j,\mathcal{Z}(j) \coloneqq d_j$ (or any other finite number on the right hand side). Then the matrix $Z(0) \coloneqq \lim_{t \to 0} \exp(-td)$ is a 0-1 matrix with precisely two nonzero entries per row. \footnote{In principle, linear algebra can be done on this matrix in linear time: see (Saunders, 2015). In any event, MATLAB performs the requisite computations quickly. On the other hand, for $n$ large the actual distance matrix will be totally intractable to store. To the extent that any algorithmic approaches to producing weightings might work for either that situation or the case $t > 0$ in the present context, they would presumably require sophistication.} While this matrix is obviously singular, dividing a row vector of all ones on the left by it generally yields a reasonably nice result: i.e., the number of singular entries is reasonably small if not zero. \footnote{Surprisingly, considering $Z' \coloneqq \max(Z(0), Z(0)^T) = \lim_{t \to 0} \exp(-t \cdot \min(d,d^T))$ breaks things in practice. We have not attempted to understand why, though the mechanism does not appear obvious.} Setting these to zero (or exploiting the structure of the problem to justify interpolation), the resulting approximate coweighting yields information about motifs which are presumably extremal in some sense.

Figures 15-18 show plots of subsequences with successive highest and lowest coweighings for (slightly smoothed) coordinate data in a localization application (Kaluža et al., 2010) with $n = 163861$ and $L = 1000$. The figures suggest that these subsequences are near each other and respectively on or “adjacent to” a “boundary” of $\{x_j^{[L]}\}_{j=1}^n \subset \mathbb{R}^L$, since their coweighings are large in absolute value and approximately cancel. Note that in some cases the pairing is not exact, but the coweighting values indicate this and can suggest alternative pairings. \footnote{Note that for a subsequence with a large coweighting we could consider instead the nearest subsequence with a negative coweighting, but this would be more computationally expensive and would presuppose and/or largely reproduce the qualitative results here.}

To reinforce the geometrical characterization above, we applied the UMAP dimension reduction algorithm (McInnes et al., 2018) to subsets of $\{x_j^{[L]}\}_{j=1}^n$ for the first spatial coordinate of data from (Kaluža et al., 2010) (the other spatial coordinates yield qualitatively similar results that we do omit for economy). Figure 19 shows how this approach captures salient aspects of the geometry. Figure 20 takes a more structured approach by considering the union of $x_j^{[L]}$ with i) large (in absolute value) coweighings; ii) equispaced indices; and iii) a sample stratified by coweighting values (i.e., the lowest decile of coweights corresponds to 10% of the [sub]sample, and so on). Figure 20 also highlights the nine points resulting from an erosion-type procedure as shown in Figure 21. Specifically, we consider the points whose coweighting is above a threshold $\tau$, and exploit the problem structure to isolate points with the largest coweighting within an index range of $\pm L/2$. We then compute the dissimilarity at $t = 0$, and check to see if any of its coweighting components are negative. We then take the largest $\tau$ that produces a nonnegative coweighting on these isolated points: in this case $\tau \approx 119.8$. This procedure evidently retains reliable “worstnesses” to the geometry.

E. Efficiently computing weightings

Besides a clever use of inclusion/exclusion to accelerate weighting computations in the cases where a few points are added and/or perturbed (for which see §C and §2 of (Bunch et al., 2020)), we briefly discuss methods for efficiently
Figure 18. As in Figure 15, but for the third spatial coordinate of data from (Kaluža et al., 2010). Note that the pairing is not exact, but the coweighting values indicate this. It seems likely that in this particular case these points “interfere” with each other since there are obvious structures that are roughly conserved across the plots shown.

solving the weighting equation $Zw = 1$.

For the usual metric on $\mathbb{R}^D$, the similarity matrix $Z$ is positive definite, so we get a reproducing kernel Hilbert space to which Mercer’s theorem applies. In practice this amounts to the existence of a Cholesky decomposition $Z = LL^T$ and a positive square root.

However, the ideal method to solve $Zw = 1$ at scale is to use efficient solvers that exploit kernel structure in a more detailed way. As (Rebrova et al., 2018) points out, “kernel matrices are good candidates for hierarchical low-rank solvers” like (Rouet et al., 2016; Chenhan et al., 2017) that offer subquadratic performance. 25

Still, using a special-purpose solver may not be worthwhile at intermediate scales. As an alternative, the system $Zw = 1$ can be solved without explicitly forming the entire matrix $Z$ via the (preconditioned) conjugate gradient method, which has computational complexity $O(nnz \cdot \sqrt{\kappa})$, where $nnz$ and $\kappa$ respectively denote the number of nonzero entries and the condition number of the matrix (Shewchuk, 1994). Moreover, we can improve on this complexity with a good initial guess for a weighting: this is likely to be of particular relevance for iterative algorithms.

The conjugate gradient approach is not really worthwhile unless we can set small entries of $Z$ to zero (so that $nnz \ll n^2$) while maintaining positive definiteness. Although “hard thresholding” generic positive definite matrices in this way generally does not preserve the property of positive definiteness (Guillot & Rajaratnam, 2012), it does for sufficiently large $t$ (e.g., above the minimal value that ensures a weighting is positive; cf. Example 6.3.27 of (Leinster, 2021)), and probably more generally.

In any event, we can hard-threshold $Z$ and efficiently solve the resulting system, exploiting positive definiteness if we have it by applying the conjugate gradient method. One way to produce such a sparse version of $Z$ de novo without forming the full matrix is to follow the approach of §D and only compute entries for nearby points. Ultimately, hard thresholding requires an efficient similarity search (Zezula et al., 2006; Leskovec et al., 2020) to achieve subquadratic runtimes. Fortunately, a wide variety of nearest neighbor techniques are available for Euclidean point clouds (Datar et al., 2004; Andoni et al., 2018; Li et al., 2020). 26

26Outside the setting of Euclidean space and at general scales, we are (probably) reduced to using a generic sparse solver on a similarity matrix with nonzero entries obtained by approximate similarity searches based on locality sensitive (or preserving) hashing. For example, Jaccard distance and its variants lead to the efficient MinHash family of algorithms (Shrivastava & Li, 2014; Wu et al., 2020).

25In particular, see https://padas.oden.utexas.edu/libaskit/.
Figure 19. (L) UMAP applied to $\{x_j^{[L]}\}_{j=1}^n$ after normalization. Points are colored by (approximate) coweighting components, and sized by the absolute value of these components. While this accurately captures the intrinsic 1-dimensional geometry of the data, this is actually uninformative from the point of view of bulk geometry. (R) UMAP applied to $\{x_j^{[L]}\}_{j \equiv 1 \mod 10}$ after normalization. Here the colocation of positively and negatively coweighted points is visually apparent, as is their distribution along “ridges” in the data.

Figure 20. UMAP applied to $\{x_j^{[L]}\}_{j \in J_{\tau} \cup J_v}$ after normalization. Here $J_{\tau}$ is the set of indices with (approximate) coweights above $\tau \approx 119.8$, $J_v$ is a set of $\approx 5000$ equispaced indices, and $J_v$ is a set of $\approx 5000$ indices corresponding to an approximately uniformly stratified random sample according to the coweighting. Here the “boundaryness” of points with large (approximate; in absolute value) coweighting is apparent. Black circles indicate the nine points depicted in the right panel of Figure 21.

Figure 21. (L) Plots of normalized $x_j^{[L]}$ for $j$ such that $|\hat{v}_j| > \tau$. (R) Plots of the nine $x_j^{[L]}$ resulting from an “erosion-like” procedure that repeatedly discards points with negative (co)weighting components. These remaining points evidently capture the bulk behavior of the larger set in the left-hand panel.
F. IOAnalyzer plots

Figures 22-70 were produced by IOAnalyzer (Doerr et al., 2018) at https://iohanalyzer.liacs.nl/ to supplement Figures 3-10 (see footnote 10). NB. In these plots, EXPLO2 is indicated by EE.
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Figure 25. $f_3$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 26. $f_3$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 27. $f_3$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 28. $f_3$, $D = 40$. Here EXPLO2 is indicated by EE.
**Figure 29.** $f_7$, $D = 20$. Here **EXPLO2** is indicated by EE.

**Figure 30.** $f_7$, $D = 20$. Here **EXPLO2** is indicated by EE.

**Figure 31.** $f_7$, $D = 20$. Here **EXPLO2** is indicated by EE.
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Figure 32. $f_7$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 33. $f_7$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 34. $f_7$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 35. $f_7$, $D = 40$. Here EXPLO2 is indicated by EE.
Figure 36. $f_{15}$, $D = 20$. Here EXPLO2 is indicated by EE.

Figure 37. $f_{15}$, $D = 20$. Here EXPLO2 is indicated by EE.

Figure 38. $f_{15}$, $D = 20$. Here EXPLO2 is indicated by EE.
Figure 39. $f_{15}$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 40. $f_{15}$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 41. $f_{15}$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 42. $f_{15}$, $D = 40$. Here EXPLO2 is indicated by EE.
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Figure 43. $f_{16}$, $D = 20$. Here EXPLO2 is indicated by EE.

Figure 44. $f_{16}$, $D = 20$. Here EXPLO2 is indicated by EE.

Figure 45. $f_{16}$, $D = 20$. Here EXPLO2 is indicated by EE.
Parallel black-box optimization of expensive high-dimensional multimodal functions via magnitude

**Figure 46.** $f_{16}$, $D = 40$. Here EXPLO2 is indicated by EE.

**Figure 47.** $f_{16}$, $D = 40$. Here EXPLO2 is indicated by EE.

**Figure 48.** $f_{16}$, $D = 40$. Here EXPLO2 is indicated by EE.

**Figure 49.** $f_{16}$, $D = 40$. Here EXPLO2 is indicated by EE.
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**Figure 50.** $f_{17}$, $D = 20$. Here EXPLO2 is indicated by EE.

**Figure 51.** $f_{17}$, $D = 20$. Here EXPLO2 is indicated by EE.

**Figure 52.** $f_{17}$, $D = 20$. Here EXPLO2 is indicated by EE.
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Figure 53. \( f_{17}, D = 40 \). Here EXPLO2 is indicated by EE.

Figure 54. \( f_{17}, D = 40 \). Here EXPLO2 is indicated by EE.

Figure 55. \( f_{17}, D = 40 \). Here EXPLO2 is indicated by EE.

Figure 56. \( f_{17}, D = 40 \). Here EXPLO2 is indicated by EE.
Figure 57. $f_{18}$, $D = 20$. Here EXPLO2 is indicated by EE.

Figure 58. $f_{18}$, $D = 20$. Here EXPLO2 is indicated by EE.

Figure 59. $f_{18}$, $D = 20$. Here EXPLO2 is indicated by EE.
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Figure 60. $f_{18}$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 62. $f_{18}$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 61. $f_{18}$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 63. $f_{18}$, $D = 40$. Here EXPLO2 is indicated by EE.
Figure 64. $f_{19}, D = 20$. Here EXPLO2 is indicated by EE.

Figure 65. $f_{19}, D = 20$. Here EXPLO2 is indicated by EE.

Figure 66. $f_{19}, D = 20$. Here EXPLO2 is indicated by EE.
Figure 67. $f_{19}$, $D = 40$

Figure 69. $f_{19}$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 68. $f_{19}$, $D = 40$. Here EXPLO2 is indicated by EE.

Figure 70. $f_{19}$, $D = 40$. Here EXPLO2 is indicated by EE.
G. Scaling of runtime with dimension

The *expected runtime* (ERT), used in the figures and tables, depends on a given target function value, \( f_t = f_{opt} + \Delta f \), and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach \( f_t \), summed over all trials and divided by the number of trials that actually reached \( f_t \) (Hansen et al., 2012; Price, 1997). Statistical significance is tested with the rank-sum test for a given target \( \Delta f_t \) using, for each trial, either the number of needed function evaluations to reach \( \Delta f_t \) (inverted and multiplied by \(-1\)), or, if the target was not reached, the best \( \Delta f \)-value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
Figure 71. Expected running time (ERT in number of $f$-evaluations as $\log_{10}$ value) divided by dimension versus dimension. The target function value is chosen such that the best algorithm from BBOB 2009 just failed to achieve an ERT of 10 × DIM. Different symbols correspond to different algorithms given in the legend of $f_1$ and $f_{34}$. Light symbols give the maximum number of function evaluations from the longest trial divided by dimension. Black stars indicate a statistically better result compared to all other algorithms with $p < 0.01$ and Bonferroni correction number of dimensions (six). Legend: •: EXPLO2 multi25rule32LamLin, ◆: GLOBAL pal noiseless, △: MCS huyer noiseless, ▽: NEWUOA ros noiseless, □: Lmm-CMA-ES auger noiseless, ▲: SMAC-BBOB hutter noiseless, ○: fmincon pal noiseless, ▼: DTS-CMA-ES Pitra, △: CMA-ES-2019 Hansen, ▽: lq-CMA-ES Hansen
H. Runtime distributions (ECDFs) per function: $D = 20$
Figure 72. Empirical cumulative distribution of simulated (bootstrapped) runtimes, measured in number of objective function evaluations divided by dimension (FEvals/DIM) in dimension 20 and for those targets in $10^{1.5..2.2}$ that have just not been reached by the best algorithm from BBOB 2009 in a given budget of $k \times$ DIM, with 51 different values of $k$ chosen equidistant in logscale within the interval (0.5, ..., 50). Crosses (+) indicate where experimental data ends and bootstrapping begins; algorithms are not comparable after this point. EXPLO2 used default options except for $n_f = 32$. 
I. Runtime distributions (ECDFs) per function: $D = 40$
Parallel black-box optimization of expensive high-dimensional multimodal functions via magnitude

Figure 73. Empirical cumulative distribution of simulated (bootstrapped) runtimes, measured in number of objective function evaluations divided by dimension (FEvals/DIM) in dimension 40 and for those targets in $10^{-8.2}$ that have just not been reached by the best algorithm from BBOB 2009 in a given budget of $k \times$ DIM, with 31 different values of $k$ chosen equidistant in logscale within the interval $\{0.5, \ldots, 50\}$. Crosses ($\times$) indicate where experimental data ends and bootstrapping begins; algorithms are not comparable after this point. EXPLO2 used default options except for $n_l = 32$. 
J. Results from the large-scale BBOB suite
Figure 74. (Left panels) Bootstrapped empirical cumulative distribution of the number of objective function evaluations divided by dimension $D$ for structured multimodal functions $f_{15}, \ldots, f_{19}$ for $D \in \{20, 40, 80\}$. The targets are chosen from $10^{[8\ldots2]}$ such that the best algorithm from BBOB 2009 just not reached them within a given budget of $k \times D$, with 31 different values of $k$ chosen equidistant in logspace within the interval $[0.5, \ldots, 50]$. As reference algorithm, the best algorithm from BBOB 2009 is shown as light thick line with diamond markers. Crosses ($\times$) indicate where experimental data ends and bootstrapping begins; algorithms are not comparable after this point. EXPLO2 used default options except for $n_1 = 32$. (Right panels) As in the left panels, but for weakly structured multimodal functions $f_{20}, \ldots, f_{24}$. 
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Figure 75. (Left panels) Bootstrapped empirical cumulative distribution of the number of objective function evaluations divided by dimension $D$ for structured multimodal functions $f_{15}, \ldots, f_{19}$ for $D \in \{160, 320, 640\}$. The targets are chosen from $10^{[−8…−2]}$ such that the best algorithm from BBOB 2009 just not reached them within a given budget of $k \times D$, with 31 different values of $k$ chosen equidistant in logscale within the interval $(0.5, \ldots, 50)$. As reference algorithm, the best algorithm from BBOB 2009 is shown as light thick line with diamond markers. Crosses ($\times$) indicate where experimental data ends and bootstrapping begins; algorithms are not comparable after this point. EXPLO2 used default options except for $n_{d} = 32$. (Right panels) As in the left panels, but for weakly structured multimodal functions $f_{20}, \ldots, f_{24}$.
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K. Result from the mixed-integer BBOB suite
Figure 76. Comparison of differential evolution, CMA-ES, and EXPLO2 on the mixed-integer version of the Rastrigin function $f_{15}$ for $D = 20$. Crosses ($\times$) indicate where experimental data ends and bootstrapping begins; algorithms are not comparable after this point. EXPLO2 used default options except for $n_{\parallel} = 32$. 
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L. Source code for EXPLO2

NB. parfor loops are commented out in this code and replaced with for loops. This should be changed if not benchmarking.

function [y, x] = explo2(f, lb, ub, varargin)
    % Optimizer based on a principled tradeoff between exploration (in the guise of optimal differential magnitude as diversity proxy) and exploitation in the guise of a convenient radial basis function interpolation that is a proxy for the true objective.
    % This function requires the optimization toolbox and optionally the parallel computing toolbox. (However, it should be relatively straightforward to port everything to Octave if needed.)
    % This approach is only appropriate for functions whose evaluation is expensive; as such, it seeks to compete with, e.g., metaheuristics, deterministic algorithms such as DIRECT, MCS, or ACOR, and other surrogate-assisted techniques. The key scaling desiderata are low function evaluation budget and high dimension.
    % By default, execution is serial; this and other options can be set in a final input (see below) for which defaults are provided.
    % Inputs:
    % f, a handle to a scalar function with column input/output. It is interpreted as it takes arguments of the same size as lb/ub.
    % lb, a vector of lower bounds on the domain of f (must be finite).
    % ub, a vector of upper bounds on the domain of f (must be finite).
    % N, the number of function evaluations
    % (optional); options structure with fields including:
    % n_parallel, number of parallel workers
    % n_sample, number of points for downsampling (optional); options structure with fields including:
    % N, the number of function evaluations
    % lb, a vector of lower bounds on the domain of f (must be finite). This function requires the optimization toolbox and optionally the parallel computing toolbox. (However, it should be relatively straightforward to port everything to Octave if needed.)
    % n_tries, number of tries for optimizing surrogate
    % lambda, regularization parameter for explore-exploit trade
    % n_sample, number of points for downsampling. This is necessary because the optimization technique to make sense. See main loop.
    % Outputs:
    % x, corresponding function values
    % y, values of objective function
    % Examples:
    % Rosenbrock function
    f = @(x) (x(1)^2 + x(2) - 11)^2 + (x(1) + x(2)^2 - 7)^2;
    lb = -5*ones(1,1);
    ub = 5*ones(1,1);
    % dim = 2;
    % f = @(x) sum((x(2:end) - x(1:end-1).^2).^2 + (1-x(1:end-1)).^2);
    % dim = 2;
    % lb = -5*ones(1,1);
    % ub = 5*ones(1,1);
    % Rosenbrock function
    f = @(x) (x(1)^2 + x(2) - 11)^2 + (x(1) + x(2)^2 - 7)^2;
    lb = -5*ones(1,1);
    ub = 5*ones(1,1);
    % dim = 2;
    % lb = -5*ones(1,1);
    % ub = 5*ones(1,1);
    % Himmelblau function (dim = 2 only)
    f = @(x) (x(1)^2 + x(2)^2 - 11)^2 + (x(1) - x(2) + 5)^2;
    lb = -10*ones(1,1);
    ub = 10*ones(1,1);
    % dim = 2;
    % lb = -10*ones(1,1);
    % ub = 10*ones(1,1);
    % Preliminary checks for options--mostly boilerplate
    narginchk(4,5); % at most one extra argument, which must be options
    if nargout > 0, error('f is not scalar'); end
    if any(isreal(lb)) && any(isreal(ub))
        if isfield(ub, 't')
            error('ub not in matrix form');
        end
        if nargout < 0, error('nargout must be >= 1'); end
        if nargout > 0, error('nargout must be <= 1'); end
    end
    if any((lb > ub)) || any(isinf(ub)) || any(isinf(lb))
        error('lb must be <= ub');
    end
    lb = lb(:);
    ub = ub(:);
    if any(ub <= lb)
        error('ub <= lb');
    end
    % Preliminary checks for options--mostly boilerplate
    % n_parallel, number of parallel workers
    % n_sample, number of points for downsampling
    % lambda, regularization parameter for explore-exploit trade
    % n_tries, number of tries for optimizing surrogate
    % n_sample, number of points for downsampling
    % Default options
    % Number of parallel workers, set to 1 by default to avoid parfor if nargout > 0, error('f is not scalar'); end
    % Number of points for downsampling. This is necessary because the optimization technique to make sense. See main loop.
    % Number of points for computing exploreRange. This is necessary because the optimization technique to make sense. See main loop.
    % Number of points for computing exploreRange. This is necessary because the optimization technique to make sense. See main loop.
    % Number of points for computing exploreRange. This is necessary because the optimization technique to make sense. See main loop.
    % Number of trials for optimizing surrogate (starting from uniformly randomlocation). Quoting [*]: "In problems where the cost of fitting and evaluating a surrogate is much less than the cost of evaluating the true objective function or surrogate is a viable approach to find multiple optima.*
    % Number of evaluations for the default optimization technique
    defaultOptions.lambda = defaultOptions.lambda(1:end-n_tries);
    if ~ismatrix(ub), error('ub not in matrix form'); end
    % Preliminary checks for options--mostly boilerplate
    % Number of parallel workers, set to 1 by default to avoid parfor
    % Number of points for downsampling. This is necessary because the optimization technique to make sense. See main loop.
    % Number of trials for optimizing surrogate (starting from uniformly randomlocation). Quoting [*]: "In problems where the cost of fitting and evaluating a surrogate is much less than the cost of evaluating the true objective function or surrogate is a viable approach to find multiple optima.*
    % Number of evaluations for the default optimization technique
    % Number of parallel workers, set to 1 by default to avoid parfor
    % Number of points for downsampling. This is necessary because the optimization technique to make sense. See main loop.
    % Number of trials for optimizing surrogate (starting from uniformly randomlocation). Quoting [*]: "In problems where the cost of fitting and evaluating a surrogate is much less than the cost of evaluating the true objective function or surrogate is a viable approach to find multiple optima.*
    % Number of evaluations for the default optimization technique
    % Number of parallel workers, set to 1 by default to avoid parfor
    % Number of points for downsampling. This is necessary because the optimization technique to make sense. See main loop.
    % Number of trials for optimizing surrogate (starting from uniformly randomlocation). Quoting [*]: "In problems where the cost of fitting and evaluating a surrogate is much less than the cost of evaluating the true objective function or surrogate is a viable approach to find multiple optima.*
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% initialization
initStrategies = {'uniform','near_corners','corners'};
if strcmp(init,'near_corners'), error('init must be a char array'); end
ind = ismember(initStrategies,init);
if ischar(ind) = 1
    error('init must be 'uniform', 'near_corners', or 'corners'');
end

%% Initial locations for function evaluations
% There are three available strategies:
% uniform, deterministic sampling at bounding box corners
% near_corners, uniform random sampling in small boxes inscribed in
% bounding box corners;
% corners, deterministic sampling at bounding box corners
% uniform has all the usual advantages and disadvantages, whereas
corners has the advantage of determinism and the feature of quickly
gutting pressure on the interior of the bounding box, i.e., it
effectively shortens the exploration phase. near_corners has the
advantage of avoiding degeneracies and artifacts that corners can
cause, particularly on test problems with symmetry. Both near_corners
and corners take points near/at lb and corners at locations from it
that are at least in large values. So we work in the limit t \to 0.
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M. Source code for benchmarking

M.1. EXPLO2 version for COCO interface

```matlab
function [x,y] = explo2(f,lb,ub,N,options);

% COCO benchmarking of EXPLO2
% (From COCO documentation: This example experiment allows also for easy implementation of independent restarts by simply increasing NUM_OF_INDEPENDENT_RESTARTS. To make this effective, the algorithm should have at least one more stopping criterion than just a maximal budget.]
% more off; % to get immediate output in Octave

%% Run Experiment

%% Experiment Parameters

%% BUDGET_MULTIPLIER = 25; % algorithm runs for BUDGET_MULTIPLIER*dimension funevals
%% NUM_OF_INDEPENDENT_RESTARTS = 6; % max. number of independent algorithm restarting; if ~N, make sure that the algorithm is not always doing the same thing
%% in each run (which is typically trivial for randomized algorithms)

%% Prepare Experiment

% choose a test suite and a matching logger, for example one of the following:
% bbb: 24 unconstrained noiseless single-objective functions
% bbb-bid: 55 unconstrained noiseless bi-objective functions
% bbb-bidl: 55 unconstrained noiseless bi-objective functions
% bbb-largescale: 24 unconstrained noiseless single-objective functions in large dimensions
% bbb-constrained: 98 constrained noiseless single-objective functions
% bbb-xint: 24 unconstrained noiseless single-objective functions with mixed-integer variables
% bbb-maintain: 92 constrained noiseless bi-objective functions with mixed-integer variables
% Suites with a star are partly implemented but not yet fully supported.
% suite_name = 'bbb';
% observer_name = 'bbb';

% initialize suite and observer with default options, to change the default, see
% http://numbbo.github.io/coco-doc/C/#suite-parameters and
% http://numbbo.github.io/coco-doc/C/#observer-parameters
% for details.
```

M.2. Benchmarking script

```matlab
% COCO benchmarking of EXPLO2
% suite = cocoSuite(suite_name, '', suite_options);
% observer = cocoObserver(observer_name, observer_options);
% % set log level depending on how much output you want to see, e.g. 'warning'
% % for fewer output than 'info', cocoSetLogLevel('info');
% % keep track of problem dimension and #funevals to print timing information:
% printf('DONE: %d
', doneEvalsTotal);
% fprintf(printstring);
% % store strings to be printed until experiment is finished

%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Run Experiment

%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% while true
% get next problem and dimension from the chosen suite:
% problem = cocoSuiteGetNextProblem(suite, observer);
% if ~cocoProblemIsValid(problem)
% break;
% end
% dimension = cocoProblemGetDimension(problem);
% % printing
% if printeddim < dimension
% printeddim = dimension;
% % sprint if
% sprintf(' BUDGET_MULTIPLIER*dimension %d
', dimension);
% fprintf(printstring);
% end
% % upper_bounds = cocoProblemGetLargestValuesOfInterest(problem);
% num_integer_vars = cocoProblemGetNumberOfIntegerVariables(problem);
% if num_integer_vars
% warning('integer vars');
% end
% num_constraints = cocoProblemGetNumberOfConstraints(problem);
% if num_constraints
% warning('constraints');
% end
% budget = BUDGET_MULTIPLIER*dimension;
%
% rng('default'); % for reproducibility at every stage
% [x,y] = explo2(f,lb,ub,N,options);
```

Parallel black-box optimization of expensive high-dimensional multimodal functions via magnitude