ANIMO (Analysis of Networks with Interactive MOdeling) is a software for modeling biological networks, such as e.g. signaling, metabolic or gene networks. An ANIMO model is essentially the sum of a network topology and a number of interaction parameters. The topology describes the interactions between biological entities in form of a graph, while the parameters determine the speed of occurrence of such interactions.

When a mismatch is observed between the behavior of an ANIMO model and experimental data, we want to update the model so that it explains the new data. In general, the topology of a model can be expanded with new (known or hypothetical) nodes, and enables it to match experimental data. However, the unrestrained addition of new parts to a model causes two problems: models can become too complex too fast, to the point of being intractable, and too many parts marked as "hypothetical" or "not known" make a model unrealistic. Even if changing the topology is normally the easier task, these problems push us to try a better parameter fit as a first step, and resort to modifying the model topology only as a last resource.

In this paper we show the support added in ANIMO to ease the task of expanding the knowledge on biological networks, concentrating in particular on the parameter settings.

1 Introduction

The investigation of biological processes relies on computational support on a daily basis. This happens not only because of the extremely large amount of data generated in the -omics era, but also because many processes are simply too complex to be understood without appropriate modeling tools. For this reason, systems biology [25] has become more and more important in the last several years.

A single biological network such as a signaling or gene network, may involve up to hundreds of different molecular species. As it would be very difficult to understand the dynamic behavior of such networks just by looking at their static representations, many tools were built [8, 10, 24, 22, 7, 16] to help the biologists define models of executable biology [12]. ANIMO (Analysis of Networks with Interactive MOdeling [26]) is one of such tools. Its primary objective is to let the expert biologists work directly on the formalization of their knowledge, supporting the generation of new insights on the studied processes [27]. An ANIMO model is formed by two main parts: the network topology and
the parameters. The topology describes which biological components are included in the model, and which are the interactions we want to represent. The parameters define the rate of occurrence of such interactions, which are described based on simplified kinetic formulae.

Proteins are normally expressed at different concentrations in different individuals of the same species, and yet the overall behavior of their biological networks does not differ significantly. This phenomenon has led to the notion that biological networks are inherently robust \cite{1,20}. In modeling terms, this means that, if a model is a close representation of a biological network, most of the parameters of that model can vary inside a certain interval without influencing the qualitative behavior of the whole network. The interactive approach of ANIMO is based on the assumption of robustness, as our tool is mainly aimed at the development of network models with a focus on the topology. Ideally, the biologist can “play” with the topology of a network, working towards matching the qualitative behavior of experimental data, rather than precisely reproducing it. However, it is not our intention to concentrate exclusively on the network topology: in many cases a better parameter choice can improve the behavior of a network more than the addition of new components. Indeed, making an unnecessarily complex model could reduce its usefulness both in terms of analysis performances and closeness to reality. The first problem is simply due to the complexity of a network, which would require more and more computational resources to be analysed\cite{1}. Realism of network models is more related to their ultimate usefulness: a model that explains a particular behavior very well but contains many nodes marked as “unknown” has little applicability, as its connection with known processes is very loose. Therefore, it is desirable that a better parameter set is regularly sought for during the design cycle of a complex biological network model. Some support for parameter choice was already provided in the first versions of ANIMO. We present here an extended set of tools aimed at achieving a closer fit between ANIMO models and experimental data. A guideline on how to use these tools to get the best results will also be presented as an ideal workflow. Thanks to the better awareness on parameter choice gained through this new extension of ANIMO, the biologists will be able to judge more easily which are the most promising topologies for a network, and thus drive the experimental research more efficiently.

2 ANIMO models

The starting point of ANIMO is the traditional static representation of biological networks, which can be easily drawn and managed in softwares like Cytoscape \cite{17}. Indeed, ANIMO was implemented as a plug-in to Cytoscape, with the aim of adding dynamics to the static representation of biological networks, and thus allow for analysis on the behavior of such networks. The user interface of ANIMO can be seen in Figure 1a at the center is the Network panel, where the network model is represented in the familiar nodes-edges form used in the domain of biology. Models in ANIMO are activity-based, in the sense that nodes have their activity as main property, and interactions among nodes change the activity of their targets. The concept of activity can be intended for example as a generic post-translational modification a molecule can undergo to change its function. In the case of a kinase, the phosphorylated state is usually interpreted as active. In the context of a gene network, the activity of a node standing for a gene represents its current transcriptional status.

A basic type of analysis that can be performed with ANIMO is the generation of a simulation run, which is presented to the user in the form of a graph (to the right). The activity graphs generated by ANIMO show the variation in activity of selected nodes over the course of the simulation run. In addition

\footnote{We also refer to the problem of state space explosion: when a model contains too many loosely coupled components, the set of its possible evolutions grows exponentially, to the point of making it impossible to effectively apply analysis techniques.}
to that, a slider placed under each graph allows the user to color the nodes in the Network panel depending on their activity level at any point during the course of the simulation: the Legend panel on the left links colors to activity. ANIMO models are based on the formalism of Timed Automata [2], which is not directly shown to the user. Indeed, ANIMO was designed with the aim of enabling expert biologists to formalize their knowledge without the need for additional mathematical training. For the details on the Timed Automata model used in ANIMO, we refer the interested reader to [26].
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**Figure 1:** ANIMO user interface. (a) The main window of Cytoscape, with the ANIMO plug-in showing a network model and the result of a simulation. (b) Editing the parameters for an ANIMO interaction.

Of the two main components of an ANIMO model, only the topology is immediately visible to the user in the Network panel; the parameters are accessed by double clicking the arcs representing node-node interactions. The dialog window that is shown for an interaction contains the details of the abstract reaction kinetic describing the interaction, together with the current value of its parameter \(k\) (see Fig. [1b]). The unique parameter associated to any interaction in ANIMO is used as a scale factor to make the modelled reaction occur faster or slower. We also provide the user with pre-set values for \(k\), encouraging an initial qualitative assignment of reaction rates as “slow”, “fast” and so forth. This approach is based on the assumption that biological networks are inherently robust: once an acceptable set of parameters is found, a more precise parameter search will generally have little impact on the fitness of a model to a reference data set. However, as can be seen in the small example in Figure [2], robustness does not imply that any parameter choice will do. In that example, all parameters are initially set to medium (Fig. [2a]). The peak in EGFR was obtained setting the value of \(k\) for EGFR internalization \(\rightarrow\) EGFR to fast (Fig. [2b]). As this is not enough to get a peak also for ERK, which remains constantly inactive, a lower value of \(k\) for ERK phosphatase \(\rightarrow\) ERK can be tried. A first attempt with slow (Fig. [2c]) leads to a low peak, which can be increased by further lowering that parameter to very slow (Fig. [2d]). Further adjustment of the parameters and non-default scenario choices (explained later) leads to the graph shown in Figure [1a]. Network motifs such as the feedback loop shown in Figure [2] make models more dependent
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on parameter settings. As biological networks tend to heavily rely on cross-talk, network topologies can rapidly become complex. Some manual parameter fitting is currently necessary for the more complex ANIMO models. This work is sometimes slow and error-prone, taking away some of the user-friendliness for which ANIMO aims. We will show how ANIMO has been improved to make parameter choice easier for the user.

3 Support for parameter synthesis in ANIMO

When a model does not match experimental data, ANIMO offers three main tools to achieve a better fit: manual parameter editing, comparisons between different model versions, and the newly introduced parameter sweep.

3.1 Manual parameter editing

Double-clicking on an arrow in the Cytoscape representation of an interaction lets the user access a dialog that allows to change the approximated scenario and parameters for the selected interaction. The simplified scenarios were described in detail in [26], here a rough introduction is given.

In ANIMO models, the activity level defines the fraction of a molecular species that is considered active. The activity level is expressed in ANIMO with an integer value between 0 (completely inactive) and a maximum value that represents complete activity. The maximum value can be chosen by the user.

Figure 2: Example parameter settings on a simple feedback network. Arc width on the left represents parameter values: thicker arcs correspond to higher values. Colors on the left represent node activities at the points in time highlighted by the vertical red lines in the corresponding graphs on the right.
on a range between 1 and 100, determining the granularity (or precision) with which the activity of the reactant is represented in the model. For example, an ANIMO node with 2 levels of granularity (thus with maximum activity set to 1) can be used to represent a gene, which is considered as either completely active or completely inactive. A more precise representation of the activity level is necessary when we want to represent more complex dynamics, where also intermediate values are considered important. The activity level of a node can be changed in an ANIMO model by way of activations and inhibitions, which make it respectively rise and decrease. Each occurrence of an abstract interaction changes the activity level of the downstream node by 1 step. For example, consider the interaction MEK \rightarrow ERK, which represents the activation of ERK by (active) MEK. Each time that interaction occurs, the activity level of ERK rises by 1: if ERK has 100 activity levels, it will take 100 interactions to take it from full inactivity to full activity. The rate at which such interactions will occur is determined by the scenario and parameter of the interaction.

The scenarios are used to choose which are the nodes to be taken into account when computing the speed at which an interaction occurs.

**Scenario 1** the simplest of the three, this scenario approximates an interaction without taking into account the abundance of substrate (what is being changed by the interaction): the activation/inhibition rate depends only on the activity level of the upstream node. In the MEK \rightarrow ERK example, the rate of the interaction would be linearly dependent on the current activity level of MEK.

**Scenario 2** scenario 2 models the interaction rate to be directly dependent both on the activity level of the upstream node and on the availability of substrate. By substrate we mean the inactive downstream node in case of activation interaction, and active downstream node in case of inhibition. In the MEK \rightarrow ERK example, the interaction rate is linearly dependent on both the activity level of MEK and the inactive fraction of ERK. The inactive level of a node is computed by subtracting the current activity level from the maximum activity.

**Scenario 3** the nodes on which this scenario depends can be chosen directly by the user, and can be the active or inactive fraction of any two nodes in the network. This scenario can be used to represent an AND-gate, where two nodes are required to be simultaneously active in order to influence their target.

The choice for the parameter $k$ can be made directly by inserting a numeric value, or indirectly by choosing a preset among the proposed qualitative values *very slow, slow, medium, fast, very fast*.

### 3.2 Comparing model versions

Particularly large networks make it more difficult for the user to understand the effects of a change in network topology or interaction parameters. To overcome this difficulty, ANIMO allows the user to visually compare two versions of a model in terms of their simulation results. The Results panel in Figure 1a shows the graph of selected node activities during the course of an ANIMO simulation. The button labelled “Difference with...” allows to compare the current simulation data with another based on a possibly different version of the model. When the two simulations to be compared have been chosen, ANIMO produces a new graph plotting the difference between the two original simulations. The slider under the new graph allows to visualize also in the Network panel the changes in node activity in the whole network: Figure 3 shows the difference between the first and last version of the model in Figure 2, the difference was computed as $d - a$. Nodes colored in green in the Network panel are more active in version $d$, while red nodes are more active in version $a$. 
Figure 3: Difference between the graphs in Figures 2a and 2d. The Network panel shows the activity difference in the network topology at the chosen simulation point represented by a vertical red line on the graph in the Result panel.

By changing the title of a simulation, a user can keep track of different versions of their model, which can be also kept and saved with the model, to be used in future sessions or for sharing purposes. Should a user want to backtrack to a particular version of the network, the “Reset to here” button can be used (see Fig. 1a buttons above the graph). As an additional help to recall what a model version consisted of, the tooltip of the “Reset to here” button shows an image of the network topology, taken in the moment when the selected simulation was begun. A click on the “Reset to here” button will reset the network topology and parameters at the ones used to generate the selected simulation. As the adaptation of a model may proceed on different paths, the “Difference with…” and “Reset to here” buttons provide the user with some help with tracking the changes to the model and selecting the most promising ones.

3.3 Parameter sweep

In order to avoid introducing too many changes to the topology of a network, ANIMO users should be reasonably sure that a topology does not fit a given data set before modifying the structure of the network. As this would entail an extensive parameter search which, even with the tools described in Sections 3.1 and 3.2, would require a considerable amount of time and effort, we have provided the latest version of ANIMO with a support for parameter sweeps. The idea is to let ANIMO automatically explore a user-defined parameter space by computing a series of simulations based on a constant network topology, where only the parameters are being changed. Comparing the results with a given experimental data series will allow for an automatic pre-screening, leaving the user with a choice among the best fitting settings. Moreover, the task of parameter sweeping can be trivially parallelized, allowing us to exploit the multi-core architectures available in most personal computers, and present the users with the requested results in considerably less time. In our case, the multi-core parameter sweep is implemented by using a thread pool pattern [14], relying on the local scheduler to have the threads distributed on all CPU cores.
Another important option provided in ANIMO is the choice between linear and logarithmic scales when defining the way a parameter space has to be explored: this gives the user more control on the balance between precision and performances. When considering a big set of interactions or of parameter settings, it is faster to proceed in logarithmic steps. After a more precise interval of parameters has been identified for a subset of the interactions, a linear search becomes more feasible. In this way, the computational resources can be used more efficiently and results can be obtained faster.

The goodness of a model configuration is determined in ANIMO by comparing the activity graph resulting from a simulation with the selected configuration against a given experimental data set, applying the following formula for each of the selected data series $i$:

$$\text{Error}_i = \max_{t=0}^{\text{maxTime}} \frac{|\text{Data}_i(t) - \text{Model}_i(t)|}{\text{nLevels}_i}$$

where $\text{Data}_i(t)$ is the experimental data point at time $t$ for the series $i$, $\text{Model}_i(t)$ is the corresponding value on the graph computed by ANIMO with the current parameter configuration, and $\text{nLevels}_i$ is the granularity (number of levels) of the network node $i$. The error of the given model configuration is then computed as the maximum error over all selected data series:

$$\text{Error} = \max_{i=0}^{\text{nSeries}} \text{Error}_i$$

Thanks to the support for parameter sweeps, ANIMO users can obtain better insight on the parameter sensitivity of their models, identifying critical points in the networks. This can help identifying the most sensitive areas of a network, and possibly suggest some intervention points for successive topology expansions, if model robustness needs to be enforced. Note that the approach is only sketched here: statistical considerations on confidence should also be taken into account.

All the simulations computed in ANIMO when performing a parameter sweep are based on a deterministic version of the model: a given parameter configuration gives always the same simulation as result. This is why we use only one simulation per configuration when comparing the results with experimental data. However, the user can add some non-determinism to the model by defining uncertainty intervals around which interaction times are distributed. For example, the default setting of 5% uncertainty illustrated in [26] implies that an interaction can complete in a time $t$ sampled from an uniform distribution in the continuous interval $[0.95 \times T, 1.05 \times T]$. Here, $T$ is the exact time for one interaction step, and is computed by applying the selected scenario to the current activity levels of the nodes involved in the interaction. Adding uncertainty to a model can be used to test its robustness. The user can then ask ANIMO to compute a number of simulations in overlay mode, which will allow the user to see all the simulations superposed in one graph, and realize whether in some cases the model significantly deviates from its normal behavior.

We now present an example application of ANIMO’s parameter sweep feature on the model shown in Figure 1a. Thanks to parameter sweep, we can make a more exhaustive search than the one presented in Figure 2 using an automatic approach instead of a manual trial-and-error process. We started by choosing scenario 2 for the two interactions involving ERK, while the other three interactions were left to scenario 1: this allows us to obtain a smoother looking graph for ERK. A logarithmic parameter sweep was performed, letting the parameter values vary over the 5 pre-sets “very slow” ($k = 0.001$), “slow” ($k = 0.002$), “medium” ($k = 0.004$), “fast” ($k = 0.008$), “very fast” ($k = 0.016$) for all 5 interactions in the network. This resulted in $3 \times 5^5 = 3125$ simulations, that were computed in 43 seconds on an eight-core Intel® Core™ i7 CPU at 2.80GHz equipped with 4 Gb RAM and running Ubuntu GNU/Linux 13.10 64bit. The model we consider here is small enough for one simulation to take
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Figure 4: Result window of a logarithmic parameter sweep in the ANIMO model of Figure 1a.

| Reaction                                      | k       |
|-----------------------------------------------|---------|
| $\text{EGF} \rightarrow \text{EGFR}$          | Fast    |
| $\text{EGFR} \rightarrow \text{EGFR internalization}$ | Medium  |
| $\text{EGFR internalization} \rightarrow \text{EGFR}$ | Very Fast |
| $\text{EGFR} \rightarrow \text{ERK}$          | Fast    |
| $\text{ERK phosphatase} \rightarrow \text{ERK}$ | Medium  |

Table 1: Qualitative values of the parameters $k$ used in the example model to obtain the graph shown in Figure 1a.

less than a second, but the exponential growth of the number of simulations required for a parameter sweep can make the sheer number of tasks challenging for any processing unit. For example, a more complex model involving 10 interactions instead of 5 would require $5^{10} = 9765625$ simulations, which could be computed in approximately a day and a half on an eight-core machine. Still, the possibility to compute simulations in parallel provides a significant help in reducing the impact of an exponential growth of the space to be explored.

The result window shown by ANIMO at the end of the computation of the 3125 simulations can be seen in Figure 4, where the best 6 results are listed in form of graphs. By interacting with the interface, the user can choose to see more of the top-scoring results: this will allow to check the width of the parameter settings for which the wanted behavior can still be considered “close enough” to the experimental data. Pressing one of the buttons labelled “I want this” under one of the graphs allows the user to copy the parameters used in the selected simulation to the network model. The graph in Figure 1a was obtained by choosing the first graph shown in Figure 4, i.e. setting the parameters as in Table 1. It can be seen that the model does not fit the data very precisely: this is because some nodes known to influence the activity of ERK were purposely left out of the example for simplicity’s sake.
4 Suggested ANIMO workflow

In order to better profit from what ANIMO offers to the biologist, we suggest a step-by-step modeling workflow:

1. Define a starting topology, based on literature data and current knowledge on the network.
2. Choose the interaction parameters from the pre-set qualitative values, based on experience (e.g., protein expression is much slower than phosphorylation). The choice on the approximated kinetics can be for the most part based on scenario 1, referring to Section 3.1.
3. Check that the network behaves as expected (e.g., addition of EGF makes ERK activity rapidly increase and successively decrease).
4. Possibly iterate the steps 1 to 3 until the network behaves as expected.
5. Compare the model with experimental data.
6. If the model does not fit the data, change the parameters using more precise numerical values and/or scenario settings.
7. If the data fitting is still not satisfactory, apply parameter sweep to (subsets of) the model as described in Section 3.3.
8. When a good fit is found, add non-determinism to the model and ensure that the behavior does not change significantly under reasonably high uncertainty settings.
9. If the model can fit the data only with very precise parameter settings, or a parameter configuration that fits the data cannot be found after a reasonably extensive search on the parameter space, change the network topology possibly adding more nodes from literature. If no candidates can be found in literature, speculative candidates can be found by “playing” with the current configuration in ANIMO’s user interface. We advise to let expert biologists perform this step on their own, or to perform it under their supervision, in order to keep the network both simple and realistic. For the same reason, we also advise not to introduce more than a couple of nodes at a time.
10. Parameters for newly introduced interactions can be chosen as in step 2, possibly iterating steps 2 to 7 to refine the parameters.
11. To check how changes in the network are reflected in the behavior of the model, we advise to use the comparison tools described in Section 3.2.

If the model fits the data reasonably well only after modifications to the initial topology, it may contain some hypothetical or unexpected nodes. In that case, additional laboratory experiments can be designed starting from the hypotheses introduced in the model, and help the biologists decide which are the most precise explanations for the experimental observations.

A simplified graphical representation of the workflow can be found in Figure 5: the three degrees of precision with the parameter settings are highlighted with progressively darker shades of blue. Moreover, the figure helps to stress the fact that in our method changes in topology (green boxes) should be made as a last step, after a reasonable attempt at making the model fit via parameter adjustments. Again, it is important to remember that if a model behaves correctly only for very narrow parameter settings then it may not be as robust as expected, so a review of its topology may be needed.

The process described above allows the biologists to formalize their knowledge, and makes it easier to have group discussions when trying to combine multiple subnetworks in a more comprehensive model. It is worth noting that experience in both the specific biological setting and generic modeling of biological
Figure 5: ANIMO modeling workflow.
events represents an important asset for a faster and more realistic modeling process with ANIMO. However, as we claimed with all previous versions of the tool, it is still the case that no experience in formal methods is needed in order to use ANIMO. In particular, an ideal ANIMO user could have no experience on the Timed Automata foundations of the tool and yet fully profit from its features.

5 Conclusions

ANIMO has been extended with a proper support for parameter synthesis. Now the tool can be used more efficiently to model biological networks, without concentrating exclusively on their topology. In particular, the addition of an automatic parameter sweep feature allows the user to save considerable amounts of time, keeping closer to experimental data without the need to perform a parameter search by hand.

In the future, we plan to improve our parameter analysis techniques, possibly using some of the techniques already developed for testing parameter sensitivity [3, 13] and robustness [5, 9, 18, 30] in Timed Automata and hybrid systems more in general [23, 4]. Techniques adopted in other formalisms such as e.g. differential equations [22, 11, 19], rule-based languages [6, 28] or Bayesian networks [21] are also being considered as a source of inspiration. As already stated, parameter sensitivity is very important in biological models: if a treatment derived from a model is based on narrow bounds for a parameter, that parameter must not exhibit significant variety among patients. By introducing an automatic analysis for parameter sensitivity, our tool could point out the zones of a network model where the user should concentrate more, for example by improving the topology, or by performing more focused parameter sweeps. Moreover, we also aim at applying some results from automata learning [29] to the generation of Timed Automata models based on experimental data: generating models that exhibit specific behaviors implies a careful definition of their parameter space. Finally, parametric model checking [15] represents an interesting development direction: having a tool automatically output the parameter intervals for which some given outputs are observed is a highly valued resource for the biological researcher.
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