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ABSTRACT

Context. The hypothesis about computational redundancy of the dichotomy method used for conditional minimization of unimodal functions was formulated, and on this basis the idea of the possibility creating a more efficient method was suggested.

Objective. The aim of the work is to develop a technique for eliminating computational redundancy of the dichotomy method and the creation numerical method of increased speed called the economical dichotomy method. The algorithm and program code implementing the method are also subjected to development.

Method. The method is based on the unimodality property of the function being minimized, which, under certain conditions, allows to reduce the number of calculations of the function being optimized, which helps to increase the speed of the economical search.

Results. The given results of the computational experiment showed that, according to speed, determined by the number of calculations of the minimized function, the economical method is not less than 1.5 times more efficient than the classical dichotomous search. This means that, on average, of the three calculations of the minimized function using the dichotomy method, one is redundant. Compared with the golden section search, which is the fastest method of the cut-off family, and the dichotomous search, in the average statistical terms, the economical method has approximately 1.3 and 1.7 times faster response, respectively.

That is, the economical method works so many times faster than the golden section search, in the average statistical terms, the economical method has approximately 1.3 and 1.7 times faster response, respectively.

Conclusions. These findings make it possible to take a critical look at the well-established notion that the dichotomous search is the worst of the series methods for cutting off segments. Taking into account the obtained results, the economical method of dichotomy is noticeably superior in speed to the best of them – the golden section search and can reasonably claim to be a leader in this series of methods.

KEYWORDS: unimodal function, dichotomous search, golden section search, economical dichotomous search, monotone function, method speed.

ABBREVIATIONS

GSS – golden section search;
DS – dichotomous search;
EDS – economical dichotomous search;
MF – minimized function.

NOMENCLATURE

c, e – accuracy of method;
\( f(x) \) – minimized function;
\( G = [a, b] \) – uncertainty interval;
\( a, b, \alpha, \beta \) – parameters of uncertainty interval;
x – abscissa of the minimum of function \( f(x) \);
x_1, x_2, x_3, x_4 – points of dichotomy;
\( h \) – ratio of divide;
u_1 – current extreme point of the interval;
i – number of current extreme point;
p(i) = x + ie calculating dichotomy point;
k_1, k_2, k, K_1, K_2 – speed of methods;
Eds, Md, Y, Mg – algorithm names.

INTRODUCTION

Minimizing the function of one variable is the simplest type of optimization problem. However, it occupies an important place in the development and practical application of mathematical methods for their solution, including numerical methods [1–5]. This is due to the fact that only with the help of numerical methods many engineering and economic tasks can be solved, not only with one-parameter optimization, but also with more complex multiparameter problems.

Unimodal functions are subjected to conditional minimization procedures in the practice of one-dimensional optimization.

There are various definitions of functions of this class, therefore we will adhere to the definition [2–3, 6–10,14], according to which the unimodal is called the function \( f(x) \) defined on the interval \([a, b] \) if the numbers \( a \) and \( b \) exist, and

\[ a \leq a \leq b \leq b, \text{ such as:} \]

1) if \( a < a \), then the function \( f(x) \) monotonically decreases on the interval \([a, a] \);  
2) if \( b < b \), then the function \( f(x) \) monotonically increases on the segment \([b, b] \);  
3) on the interval \([a, b] \), the function \( f(x) \) is constant and reaches its minimum.

The main requirements that apply to numerical methods of one-dimensional minimization are their reliability and acceptable performance. It is believed that the smaller the calculation of the minimized function is required for the method to achieve the result, the more effective it is and the higher its speed.

1 PROBLEM STATEMENT

The method of economical dichotomous search is designed to find the abscissa \( x \) of the minimum of the unimodal function \( f(x) \) on the interval \( G = [a, b] \) with an accuracy of \( e \).
2 REVIEW OF THE LITERATURE

Three methods for eliminating segments are known: the golden section search, the Fibonacci number method and the dichotomous search, corresponding these requirements [4–6, 8, 12–17, 22]. The first two methods have approximately the same speed, so in practice they are usually use GSS, which is characterized by simplicity. It is believed that the DS has a significantly lower speed, so it almost does not find practical application.

The reason for the reduced speed of the DS is that, although the method narrows the uncertainty segment about twice for one iteration, and the GSS is only about 1.62 times, the first requires two calculations of the MF, while the second, not counting the first iteration, requires only one of its calculations. As a result, GSS has a higher speed.

In the scientific literature there are no clearly expressed conclusions about the unpromising DS, because it is assumed that it can be improved. In this sense, the following general wish of specialists is characteristic: “A more thoughtful approach to the process of finding the minimum point allowed saving on the number of calls to the function calculation. However, in the method of dichotomy there is a feature that allows you to build more efficient algorithms. At each iteration, it is necessary to calculate the value of the function at two new points. If we succeed in constructing an algorithm so that each time one of these points coincides with one of the similar points from the previous iteration, it would allow at each iteration to calculate the value of the function only at one new point and thereby turn to even less function calculation” [7, 9, 17–18, 23].

Similar points of view prevail in many works on numerical minimization methods, including fundamental publications of well-known and authoritative specialists, including world-famous scientists [1–10]. However, attempts to improve DS to a competitive level based on the implementation of the expressed idea or otherwise (for example, [11, 19, 21, 23]) have so far failed.

The dichotomy method is computationally redundant in the sense that there is at least a theoretical possibility of reducing the number of calls to the MF to solve the above problems with the required accuracy.

The purpose of this article is to study the possibility of increasing the speed of DS to a competitive level by eliminating its computational redundancy. The method in which redundant calculations of MF are excluded is given the name of the economical dichotomous search.

3 MATERIALS AND METHODS

The method is based on DS. Its essence is as follows. Let on the current iteration of the DS the abscissas of the dichotomy $x_1 = x - \varepsilon$, $x_2 = x + \varepsilon$ and the corresponding values of the function $f(x_1)$ and $f(x_2)$ are calculated and let $f(x_1) < f(x_2)$, as shown in Fig. 1.

In this case, the DS would require at the next iteration the computation of the MF at similar points $x_1$ and $x_4$. However, before we calculate the MF at the point $x_3$ closest to $x_2$. If $f(x_3) < f(x_2)$, as shown in Fig. 1, the calculation of $f(x_4)$ is redundant, because, based on the unimodality property of the MF, it is possible without the calculation of $f(x_4)$ to establish that $f(x_3) < f(x_4)$, and immediately reduce the uncertainty interval by changing the abscissa $b$ and completing iteration. This circumstance indicates the possibility of reducing the number of calculations of the MF.

The reasoning is similar for the mirror situation, when $f(x_1) \leq f(x_2)$.

In order to confirm the stated idea and to evaluate the practical availability of the EDS, algorithms and program code in the Delphi language were developed.

The block diagram of the EDS algorithm that implements the method is shown in Fig. 2

The input parameters of the algorithm are: $a$, $b$ – the left and right borders of the $G$ segment, respectively, $\varepsilon$ – the accuracy of determining the abscissa of extremum, $h$ – the coefficient used to divide the current uncertainty segment in a given ratio, $f$ is the name of the MF. Output parameters: $x$ is the abscissa of the minimum of the MF, $n$ is the counter of the number of calculations of the MF, which determines the speed of the method.
The Eds algorithm uses internal auxiliary algorithms (not shown in Fig. 2):

1) \( M_d \) – absissa calculations \( x = u_i + h (u_i - u_0) \) dividing the uncertainty segment in a given relation, where \( i \) is the index of the direction of the iteration \( (i = -1 \) is the movement to the left boundary of the segment, \( i = 1 \) to its right boundary),

2) \( M_g \) – perform actions on the current iteration (Fig. 3). During the initialization of the computational process in block 2 of the \( M_d \) algorithm, the elements of the array \( u \) are assigned the values of the corresponding boundaries of the segment \( G \), the counter \( n \) is reset and the direction \( i \) is set. Then, using the \( M_g \) algorithm, the first iteration of the \( M_d \) algorithm is performed.

The block diagram of the auxiliary \( M_g \) algorithm is shown in Fig. 3. It uses internal algorithms (not shown in Fig. 2):

1) calculating \( p(i) = x + i\epsilon \) the absissa of the dichotomy point,

2) \( Y \) – computations of the ordinate \( v_i = f(p(i)) \) of the point of dichotomy and update \( n \).

The \( M_g \) algorithm contains the input parameter \( b \) of the logical type. With a false value of the parameter (0), the first iteration of the \( M_d \) algorithm is performed using the dichotomy method, and with the true value (1), subsequent iterations with the control of calculations using the economical dichotomous search.

As a result of these improvements, the new method should speed up the procedure for solving the problem of finding a minimum of MF.

4 EXPERIMENTS

To assess the efficiency and effectiveness of the Eds, a comparative computational experiment was conducted using examples of solving dozens of optimization problems for unimodal functions of various types: smooth, gentle, slowly changing, piecewise, monotonic.

The calculations were carried out for \( \epsilon = 10^{-5} \) using variables and constants of arithmetic type supporting 19–20 significant digits.

The GSS and DS were used as control methods [3–11].

An example of one of the experimental functions is shown in Fig. 4. The function has a minimum at the point \( x = 1.24955 \).

The criteria for evaluating the speed of the methods were taken as the number of calculations of the MF: \( k \) – by Eds, \( k_1 \) – by GSS, \( k_2 \) – by DS. We studied the relative values of \( K_1 = k_1 / k \) and \( K_2 = k_2 / k \) – the speed of the GSS and DS reduced to the Eds, respectively.

As a result of the experiments, it was established that the boundaries of the segment \( G \) have a significant effect on the speed of the method under study. At the same time, depending on the values of the \( h \) parameter, the Eds in comparison with the GSS showed both the best and the worst results.

To get an answer to the question, which of these two methods is more effective, a statistical calculation was carried out. At the same time, the effectiveness of Eds in relation to DS was studied. To do this, for a fixed value of \( h \), two sufficiently wide intervals were taken – to the left and right of the extremum point, then, randomly, combinations of the values of boundaries \( a \) and \( b \) were selected from them and calculations were performed for \( m \) combinations of the values of these parameters. For MF, presented in Fig. 4, intervals were selected \([0.0; 1.1]\) for \( a \) and \([1.3; 2.5]\) for \( b \), the number of experiments \( m = 500 \).
Graphs of the characteristics of $K_1$ and $K_2$ on the parameter $h$ for this experiment are presented in Fig. 5.

It is seen that the dependencies are extreme. At the same time, their highest values fall on the range $h \in [0.25; 0.40]$. The highest values of these characteristics are $K_1 = 1.31$ and $K_2 = 1.70$, that is, at optimal values of $h$, the EDS in speed is on average much more than GSS and DS, respectively.

Calculations showed that at $h = 0.5$, which corresponds to the half-division method, in 476 (95%) experiments, the EDS showed the same or best results with the GSS, and the best results in 430 (86%) experiments. However, already at $h = 0.4$, similar indicators improved significantly and amounted to 498 (99%) and 496 (99%) MF calculations, respectively.

![Figure 5 – Graphs of relative performance of methods](image)

In absolute terms, this means that if GSS and DS to calculate the extremum, on average, requires $k_1 = 28$ and $k_2 = 36$ calculations of MF, respectively, then the EDS finds an average solution for $k = 21$ of its calculations.

5 RESULTS

Experiments have shown that the EDS has a reduced response rate while minimizing monotonic functions. However, this type of function is not typical for optimization problems, and, therefore, this fact is not fatal. However, this disadvantage of the method can be overcome by a simple algorithm upgrade. If, with several consecutive calculations of the MF, there is a tendency towards monotony of the current results, then it is sufficient to calculate the MF at the extreme point of the uncertainty interval and at the point separated from it by $\varepsilon$, and if it turns out that these points also fit into the monotonicity forecast, then the function is indeed monotonic.

6 DISCUSSION

Thus, the hypothesis about the computational redundancy of the classical dichotomy method used to minimize unimodal functions expressed in the paper has found its theoretical and experimental substantiation.

It has been established that the EDS works at least 1.5 times faster than its classic forerunner. This means that, on average, out of three calculations of the MF by DS, at least one is redundant.

The method is quite sensitive to the parameters of the segment of uncertainty and with respect to the GSS it can work both faster and slower than it, however, with $h \in [0.25; 0.40]$ EDS usually requires fewer MF calculations to achieve a result.

The general conclusion is that, while minimizing the extremes on the interval of uncertainty of the MF compared to the GSS and the DS, in the average statistical level, the EDS will have approximately 1.3 and 1.7 times faster response, respectively. In other words, when solving such problems the EDS works many times faster than GSS, when GSS works faster than classic DS.

CONCLUSIONS

This conclusion makes it possible to take a critical look at the well-established notion that the dichotomy method is the worst of the cut-off methods. Taking into account the obtained results, the economical method of dichotomy is noticeably superior in speed to the best of them – the golden section method and can reasonably claim to be a leader in this family of methods.

Thus, having certain advantages over the golden section search, the economical dichotomous search seems preferable in practical use.
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МИНІМАЛІЗАЦІЯ ФУНКЦІЙ ОДНІЄЮ ЗМІННОЮ МЕТОДОМ ЕКОНОМНОЇ ДИХОТОМІЇ
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АНОТАЦІЯ

Актуальність. Виснажає ідея усунення обчислювальної надмірності методу дихотомії, використовуваного для умовної минімізації унімодальних функцій, та на її основі сформульовано похід до створення більш ефективного методу оптимізації функцій однієї змінної.

Метою цієї роботи є розробка методики усунення обчислювальної надмірності методу дихотомії і створення чисельного методу підвищеної швидкодії, названого методом економної дихотомії. Розроблені алгоритми і програмний код, що реалізують метод.

Метод. В основі методу лежить властивість унімодальних функцій, яка проявляється у неперіодичній швидкодії оптимізованої функції, що дозволяє підвищити швидкість економічного пошуку методом дихотомії.

Результати. Наведені результати обчислювального експерименту показали, що для швидкодії, що визначається кількістю обчислень функції, що мінімізується, економічний метод не менш ніж в 1,5 рази ефективніше класичного методу дихотомії. Це означає, що в середньому з трьох обчислень мінімізованої функції з використанням методу дихотомії є надмірним. У порівнянні з пошуком по методу золотого перетину, який є найшвидшим методом в сімействі методів відсікання відрізків, і методом дихотомії в середньостатистичному його економічний метод дає приблизно в 1,3 і 1,7 рази швидший пошук, відповідно.

Висновки. Отримані результати дозволяють висновку про те, що запропонований економний метод дихотомії може бути використовувати для інгеренції в сімействі методів відсікання відрізків.

КЛЮЧОВІ СЛОВА: унімодальна функція, метод дихотомії, метод золотого перетину, метод економної дихотомії, монотона функція, швидкодія методу.
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АНОТАЦІЯ

Актуальність. Виділяється ідея усунення високозатратної ізбігучності метода дихотомії, який умовно використовується для управління численними унімодальних функцій, і на її основі сформульовано заходи до створення більш ефективного методу оптимізації функцій однієї змінної.

Целью даної роботи є розробка методики усунення високозатратної ізбігучності метода дихотомії і створення численного метода високостатистичного його економічного метода. Розроблені алгоритми и програмний код, реалізуючий метод.

Метод. В основі метода лежить властивість унімодальних функцій, яка може бути використана для виходу від економічного метода дихотомії.

Результати. Приведені результати численного експерименту показали, що при можливості використання методу, який не менш ніж в 1,5 рази ефективніше класичного методу дихотомії. Це означає, що в середньому з трьох обчислень мінімізованої функції з використанням методу дихотомії є надмірним. У порівнянні з пошуком по методу золотого перетину, який є найшвидшим методом в сімействі методів відсікання відрізків, і методом дихотомії в середньостатистичному його економічний метод дає приблизно в 1,3 і 1,7 рази швидший пошук, відповідно.

Висновки. Отримані результати дозволяють висновку про те, що запропонований економний метод дихотомії може бути використовувати для інгеренції в сімействі методів відсікання відрізків.

КЛЮЧОВІ СЛОВА: унімодальна функція, метод дихотомії, метод золотого перетину, метод економної дихотомії, монотона функція, швидкодія методу.
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функции с использованием метода дихотомии один является избыточным. По сравнению с поиском по методу золотого сечения, который является самым быстрым методом в семействе методов отсечения отрезков, и методом дихотомии в среднестатистическом отношении экономный метод дает примерно в 1,3 и 1,7 раза более быстрый поиск, соответственно.

**Выводы.** Полученные результаты позволяют вывести о том, что предложенный экономный метод дихотомии может обоснованно претендовать на лидерство в семействе методов отделения отрезков.

**КЛЮЧЕВЫЕ СЛОВА:** унимодальная функция, метод дихотомии, метод золотого сечения, метод экономной дихотомии, монотонная функция, быстродействие метода.
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