Bistability of zigzag edge magnetism in graphene nanoribbons induced by electric field
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In the presence of the Hubbard interaction, graphene zigzag nanoribbons have spontaneous edge magnetism with anti-parallel configuration, whose amplitude can be tuned by a transversal electric field. As the electric field increases or decreases across a critical value, the edges are demagnetized or re-magnetized, respectively. A magnetic field at each edge determines the orientation of the re-magnetization. Thus, a combination of slowly varying transversal electric field and magnetic field in monolayer graphene zigzag nanoribbon could drive the quantum system into a bistability loop. The same phenomenon can be induced in a bilayer/monolayer zigzag nanoribbon without the magnetic field, because the non-symmetry superexchange interaction controls the orientation of the re-magnetization. By this way, the quantum system is switched between ground state and quasi-stable excited state with different magnetism, band structures and conductance. This feature could be used to develop graphene-based spintronic devices without magnetic field.

I. INTRODUCTION

Zigzag nanoribbons of graphene are applicable candidates as integrable spintronic devices [1,2], which could reduce the Joule heating. Edge transport of the zigzag nanoribbons could be robust because of the topological properties of the edge states [3,5]. In the presence of Hubbard interaction, the zigzag edge host spontaneous magnetism [4,6]. The magnetic moment in each zigzag edge is due to uneven population of spin up and down electron at the zigzag edge states. In a narrow zigzag nanoribbon, the edge magnetism at the two zigzag edges interact with each other by superexchange interaction [17]. In the additional presence of SOCs, the edge magnetism modifies the topological phase diagram, which in turn changes the properties of the topological edge states [45]. Recently, experimental fabrication of stable zigzag nanoribbons [46] and measurement of the edge magnetization [47,48] make the application of such systems more feasible. By further engineering the nano-structure with graphene, varying type of logical devices have been fabricated, such as graphene-based magneto-logic gate [49]. The graphene-based spintronic switching devices can be directly connected by carbon-based inter-connector, such as carbon nanotube [42]. The network of such devices can largely reduce the energy consumption, and implement large-scale integration.

Logical spintronic devices have been proposed, based on the feature that the conductance of the zigzag nanoribbon is dependent on the configuration of the edge magnetism [27,32,50]. By switching the magnetic moments at the two zigzag edges between being anti-parallel and being parallel, the band structure becomes gapped and gapless, respectively. The critical magnetic field that switches the configuration of the edge magnetism is around 200 T at room temperature [51], which become obstacle on the path to applying this system in realistic device. On the other hand, transversal electric field induces imbalance magnetism between two zigzag edges, which drives the zigzag nanoribbon into half metallic phase [52]. Application of this feature in spin valve has been proposed [52].

We proposed to combine the transversal electric field and a small magnetic field to switch the zigzag nanoribbon between the ground state and the quasi-stable excited state. Iteration solver based on mean field approximation and quasi-static approximation of the tight binding model is applied to studied the evolution of the quantum state as the external electric and magnetic field change with infinitely slow speed. When the transversal electric field slowly increases and exceeds a critical value, the zigzag edges are de-magnetized. After the demagnetization, slowly decreasing the transversal electric field across the critical value allow the re-magnetization of the two zigzag edges. The direction of the magnetization at each zigzag edge can be controlled by the local magnetic field.

In addition, we proposed a structure of bilayer/monolayer zigzag nanoribbon, in which the role of the small magnetic field is replaced by the superexchange interaction. There are four zigzag edges in the proposed system, so that the number of non-equivalent configuration of edge magnetism is larger than that of monolayer zigzag nanoribbon. As the transversal electric exceed the critical value, the zigzag edge at the bilayer/monolayer interface is not de-magnetized, while those at the open boundaries are de-magnetized. The superexchange interaction between the zigzag edge and the other three zigzag edges at the open boundaries determines the orientation of the re-magnetization. As the transversal electric field slowly varies and alternately across the critical values at positive and negative directions, the quantum system is driven into a bistability loop. Thus, only transversal electric field is required to switch the systems between the ground state and the quasi-stable excited state. The scheme to implement electric control of edge mag-
netism in carbon based nano-structures without multiferroic materials could bring vast application potential for carbon-based integrated spintronic.

This article is organized as following: In section II, the tight binding model with Hubbard interaction and the simulation methods are reviewed. In section III, the evolution of monolayer graphene zigzag nanoribbon with combination of transversal electric field and magnetic field is studied. In section IV, the static band structure and the evolution of the bilayer/monolayer zigzag nanoribbon with transversal electric field are studied. In section V, the conclusion is given.

II. THEORETICAL METHOD

Assuming that the nanoribbon lays on the x-y plane with the longitudinal axis along the y axis and the width direction along the x axis. The zigzag edges are along the y direction. The tight binding model with Hubbard interaction is given as

$$H = - \sum_{\langle i,j \rangle, \sigma} t_{ij} c_{i,\sigma}^\dagger c_{j,\sigma} - t_\perp \sum_{\langle i,j \rangle, \sigma} c_{i,\sigma}^\dagger c_{j,\bar{\sigma}} + V \sum_{i,\sigma, \nu} n_{i,\sigma, \nu} - |e| E_l \sum_{i,\sigma} (x_i - x_c) c_{i,\sigma}^\dagger c_{i,\sigma}$$

$$+ \mu_B B_i^z \sum_{i,\sigma} \sigma_{i,\sigma} c_{i,\sigma} + U \sum_{i,\kappa} n_{i,\sigma, \kappa} n_{i,\bar{\sigma}, \kappa}$$

(1)

where $t_{ij}$ ($t_\perp$) is the hopping parameter between the intra-layer (inter-layer) nearest neighbor lattice sites, $2V$ is the inter-layer potential difference due to the vertical gate voltage, $E_l$ is the transversal electric field along the width direction ($\hat{x}$ direction), $B_i^z$ is the out-of-plane direction magnetic field at the $i$-th site, $U$ is the strength of the Hubbard interaction, $i$ and $j$ are the lattice indices of each layer, $\kappa = \pm 1$ represents the top and bottom layers, $\sigma = \pm 1$ represents spin up and down, $\bar{\sigma} = -\sigma$. $\mu_B$ is the Bohr magneton, and $\mu_B B_i^z$ is the Zeeman energy splitting. The summation of the first term cover the intra-layer nearest neighbor lattice sites; that of the second term cover the inter-layer nearest neighbor lattice sites. The operator $c_{i,\sigma, \kappa}^\dagger$ ($c_{i,\sigma, \kappa}$) is the creation (annihilation) operator of the $\pi$ electron on the i-th lattice site of the $\kappa$ layer and $\sigma$ spin, and $n_{i,\sigma, \kappa} = c_{i,\sigma, \kappa}^\dagger c_{i,\sigma, \kappa}$ is the number operator.

The Hubbard interaction induces edge magnetization at the zigzag terminations and quantum fluctuation. The former can be modeled by the mean field theory, while the description of the latter requires more comprehensive method, such as quantum Monte Carlo. For realistic graphene nanoribbons with parameter $U/t \approx 1$, comparison between the mean field theory and the quantum Monte Carlo method showed that the effect from the quantum fluctuation can be neglected. By applying the mean field approximation, the Hubbard interaction is approximated

$$U \sum_{i,\kappa} n_{i,\sigma, \kappa} n_{i,\bar{\sigma}, \kappa} \approx U \sum_{i,\kappa} n_{i,\uparrow, \kappa} + n_{i,\downarrow, \kappa}$$

(2)

where $\langle n_{i,\sigma, \kappa} \rangle$ is the expectation of the number operator. For the system with fixed $V$ and $E_l$, the tight binding model is self-consistently solved by iteration. In each iteration step, $\langle n_{i,\sigma, \kappa} \rangle$ is obtained by summing the probability density of all quantum states from the previous iteration step, with the occupation factor given by the Fermi-Dirac function with Fermi energy $E_F$ and temperature $T$. We assume room temperature in our numerical calculation. For bilayer/monolayer zigzag nanoribbon, the system breaks particle-hole symmetric, so that the intrinsic Fermi energy is not zero. As a result, in each iteration step, an extra iteration is required to determine the Fermi energy by the condition of total charge conservation. In our calculation, we assume that the whole system is half-filled. The magnetic polarization at each lattice site is obtained as $\langle m_{i,\kappa} \rangle \equiv \langle n_{i,\uparrow, \kappa} \rangle - \langle n_{i,\downarrow, \kappa} \rangle$. If the initial step have different magnetic polarization at the zigzag terminations, the iterative solutions would converge to different magnetic configurations. The solution with the lowest energy is the ground state, and the other solutions with higher energy are the quasi-stable excited states.

The evolution with slowly varying $E_l$ is studied by the iterative method. At first, the ground state or the first quasi-stable excited state with $E_l = 0$ is obtained by the iterative solver. In each of the following evolution step, $E_l$ is changed for a small value $\Delta E_l$. According to the quasi-static approximation, the relaxation time of the evolution is much smaller than the physical time between adjacent evolution steps, so that the quantum state in each evolution step can be obtained by fully convergent solution. In each evolution step, the iterative solution start from the initial state that is the convergent solution of the previous evolution step. The convergent solution of the iteration is the quantum state of the current evolution step. The quantum state is dependent on the history of the evolution. Assuming that after $N_E$ step of the evolution, the transversal electric field starts to change with opposite sign, i.e. change for the amont of $-\Delta E_l$. If the magnitude of $N_E \Delta E_l$ is larger than a critical value, the system evolves back to the initial quantum state as $E_l$ reaches zero. By contrast, if the magnitude of $N_E \Delta E_l$ is larger than the critical value, the
system could evolve to a different quantum state, which have different total magnetic moment and band structure. In realistic experiment or device, the transversal electric field should oscillate with a finite frequency. If the frequency is much smaller than the inter-band transition energy of the zigzag nanoribbon, the quasi-static approximation is valid. For the zigzag nanoribbon in ground state, the energy gap is about 0.1 eV, so that the frequency of the oscillating transversal electric field is required to be much smaller than $2.4 \times 10^{13} \text{ Hz}$.

## III. MONOLAYER ZIGZAG NANORIBBON WITH MAGNETIC FIELD

For monolayer zigzag nanoribbons, the spontaneous magnetism at the two zigzag terminations can be either anti-parallel (AF) or parallel (FM) to each other, which is corresponding to the ground state or the quasi-stable excited state, respectively. The switching between the AF and FM states is numerically simulated for a monolayer zigzag nanoribbon with 40 atoms in one unit cell along the width direction.

The bistability loop of the evolution with slowly oscillating transversal electric field is plotted in Fig. 1. The magnetic configuration of the initial state is AF. The transversal electric field slowly oscillate between 0 and 0.2 $\text{V/nm}$. During the first and second periods of the oscillation, spatially uniform and linearly varying magnetic fields with amplitude being $B^z = 10^{-4} \text{ T}$ are applied, respectively. The y axis in Fig. 1 is the total magnetic moment $M$, which is the sum of $\langle m_z \rangle$ over all lattice sites. The quantum state evolves from (1) to (10) in sequence, and then circles back to (1). The snapshot of the magnetic configurations at the typical steps along the evolution loop, i.e. the quantum states marked as (1) to (10), are plotted at the bottom part of Fig. 1.

For the initial state during the first half of the bistability loop (state (1)), the population of spin up (down) electron at the right (left) zigzag edge is larger than that of spin down (up) electron, because the corresponding edge band of spin up (down) is below the Fermi level. The magnitude of the magnetic moment at the zigzag terminations is given by the numerical result as $|m_{2z}| \approx 0.275$. As $-E_t$ increases ($-E_t > 0$), charge relaxation occurs due to the tilted local potential, i.e. charge at the right side of the nanoribbon is relaxed to the left side. The spin up electrons at the edge bands of the right zigzag edge are pushed to the left side of the nanoribbon, and filled into the edge bands of the left zigzag edge that is originally above the Fermi level. As a result, the magnetic moment at the two zigzag terminations are slightly decreased, as shown by the state (2) in Fig. 1. As $-E_t$ exceeds a threshold $E_t^{f1}$, the local potential at the zigzag terminations overcome the effective exchange fields induced by the spontaneous magnetism, i.e. $W|eE_t^{f1}| \approx f_{c1} U |m_{2z}^0|$ where $f_c$ is a numerical factor that fits the numerical result. At this evolution step, the edge bands of the two spins at the right (left) zigzag edge are both above (below) the Fermi level. Thus, the two zigzag edges are demagnetized, as shown by the state (3). In the process of the demagnetization, the unoccupied (occupied) edge bands of the left (right) zigzag edge gradually across the Fermi level. Thus, the magnetic moment at the zigzag terminations gradually reach zero at the threshold, as shown in Fig. 1. Before $-E_t$ reaches the threshold, $|m_{2z}^0|$ has already been decreased for a small value, so that $f_c$ is smaller than one. Numerical result shows that $E_t^{f1} = 0.1556 \text{ V/nm}$, and then $f_{c1} = 0.86$ for this par-
ticular case. So far, the effect of the magnetic field is negligible.

After $-E_t$ reaching the maximum value, it start to decrease. At this time, the edge bands at the two zigzag edges are nearly two-fold degenerated. Without the edge magnetism, the edge bands are nearly flat. Because of the small external magnetic field, the degeneracy is slightly broken. As $-E_t$ reaches a threshold $E_t^{c2}$, the flat edge bands approach the Fermi level. At this evolution step, the spontaneous magnetization is triggered, so that the magnetic moments at the two zigzag terminations sharply increase, as shown by the state (4) in Fig. 1. In this system, the local potential at the zigzag terminations and the effective exchange fields are nearly the same, i.e. $W|\theta E_t^{c2}| \approx \frac{4t^2}{U|\langle m \rangle|}$. Numerical result shows that $E_t^{c2} = 0.1369$ V/nm, and then $f_c = 0.76$ for this particular case. Because the local external magnetic fields at the two zigzag terminations are the same, the direction of the spontaneous magnetic moments are parallel. As $-E_t$ further decrease to zero, the quantum state evolves to the FM state, as shown by the state (6) in Fig. 1.

The first period of the evolution switches the AF state to the FM state. During the second period of the evolution, the procedure of the evolution is similar to that during the first period of the evolution. As the amplitude of the transversal electric field increases and exceeds the critical value $E_t^{1}$, the two zigzag edges are demagnetized. After the demagnetization, as the amplitude of the transversal electric field decreases across the critical value $E_t^{c2}$, the two zigzag edges are re-magnetized. The direction of the re-magnetization at the two zigzag edges are opposite to each other, because the local magnetic field at the two zigzag edges are opposite. After the re-magnetization, the system evolve to state (9) in Fig. 1. As the amplitude of the transversal electric field further decreases to zero, the quantum state evokes back to the AF state. The first and second periods of the evolution form the bistability loop.

In summary, the AF and FM states can be switched to each other by applying slowly varying transversal electric field and weak magnetic field, which is feasible in experiment. The conditions to switch the magnetic configurations are summarized in table 1. The sign of the transversal electric field is not decisive. As long as the amplitude of the transversal electric field exceed the critical value, the demagnetization occurs. The directions of the local magnetic field at the two zigzag edges determine the configuration of the re-magnetization, which in turn determine the final state at the time that the transversal electric field decreases to zero.

IV. BILAYER/MONOLAYER ZIGZAG NANORIBBON WITHOUT MAGNETIC FIELD

In the previous section, the direction of the magnetization at the zigzag terminations is determined by the local external magnetic field. In the bilayer/monolayer zigzag nanoribbon, the spontaneous magnetism in the middle of the nanoribbon is not demagnetized by the transversal electric field. The superexchange interaction between the zigzag edge and the other three zigzag edges play the role of the magnetic field, so that the external magnetic field is not necessary for switching the quantum state. The process of the switching is described in details as the following.

A. The Static Band Structure

At first, the ground state and quasi-stable excited states of the system are studied. The structure of the bilayer/monolayer zigzag nanoribbon is plotted in Fig. 2. Along the width direction, the bottom layer contains $N_1 + N_2 = N$ rectangular unit cells, each of which contains four carbon atoms. The first $N_1$ unit cells are covered by the top layer with AB stacking order. The zigzag nanoribbon, designated as $Z_{(N_1,N_2)}$, contains four zigzag edges. We designate the composite index of lattice site $(i,\kappa)$ at each zigzag termination as following: the zigzag terminations at left open boundary of the top and bottom layers as $Z^t_L$ and $Z^b_L$, respectively; the zigzag termination at the bilayer/monolayer boundaries as $Z^b_{BM}$; the zigzag termination at the right open boundary as $Z^b_R$.

In the absence of the transversal electric field, all zigzag edges have spontaneous magnetism. The magnetic moment at the termination of each zigzag edge could be either upward or downward. Thus, there are eight nonequivalent magnetic configurations. The band structures of all magnetic configurations with $V = 0.1$ eV are calculated by the iterative solver. The magnetic configuration and band structure of the ground state are plotted in Fig. 2(a) and (c), respectively. The total energy of the quantum state is decreased, when the magnetic configurations satisfy the following conditions: the magnetic moments at $Z^t_L$ and $Z^b_L$ are parallel; the magnetic moments at $Z^t_R$ and $Z^b_R$ ($Z^t_L$ and $Z^t_{BM}$) are antiparallel. The ground state satisfy all of the conditions. In the absence of the Hubbard interaction, the edge states form the flat bands at energy $\pm V$, because the states are localized near to the zigzag terminations. The dispersion of the bulk states in the monolayer section is gapless Dirac cone at energy $-V$, but the finite size effect gaps out the band dispersion near to the K and K’ points, as shown by the thin black lines in Fig. 2(c). In the presence of the Hubbard interaction, the flat bands are bent because of the presence of spatial-dependent effective antiferromagnetic exchange field. The localization of the edge states is weaken by the superexchange interaction, so that the gaps due to finite size effect near to the K and K’ points are enlarged, as shown by the thick blue and red lines in Fig. 2(c).

The quasi-stable excited states are obtained from the ground state by flipping the magnetic moment at one of the zigzag termination. The interedge superexchange in-
The parallel purple (thin) line represents the Fermi level. The band structures are plotted as blue (solid) and red (dashed) lines, respectively. The bands of spin up and down, the valley velocities (velocity at K valley) are opposite to each other, so that the system hosts dissipationless spin-valley current at the intrinsic Fermi level \([\frac{3}{4}]|\mathcal{E}|\). Flipping the magnetic moment at \(Z_L^b\) or \(Z_L^f\) \((Z_{BM}^b)\) largely increases the energy due to the interedge superexchange interaction between \(Z_L^b\) and \(Z_L^f\) \((Z_{BM}^b \text{ and } Z_L^f)\), so that quasi-stable excited states with much higher energy level are obtained.

**B. The Bistability Evolution**

As the transversal electric field firstly slowly increasing to \(+0.48 V/\text{nm}\), and then slowly oscillating between \(\pm E_{i0} = 0.48 V/\text{nm}\), the evolution starting from the ground state with \(V = 0.1 eV\) is represented by the evolution loop in Fig. 3. As the system evolves, the quantum state evolves from (1) to (10) in sequence, and then circles back to (1). The snapshot of the magnetic configurations at the typical steps along the evolution loop, i.e. the quantum states marked as (1) to (10), are plotted at the bottom part of Fig. 3. As \(-E_i\) across the critical values \(E_i = (1-4)\), demagnetization (re-magnetization) of certain zigzag edges occurs. The demagnetization (re-magnetization) and the critical value are analyzed as the following.

At the ground state (initial state), the magnetic moments at \(Z_L^b\) and \(Z_L^f\) are antiparallel to those at \(Z_R^b\) and \(Z_{BM}^b\), so that \(M\) is nearly zero. The magnitudes of \(|\langle m_{i,k} \rangle|\) at the zigzag terminations are given by the numerical result as \(|\langle m_{Z}^0 \rangle| \approx 0.28\), with \(Z \in \{Z_L^b, Z_R^b, Z_L^f, Z_{BM}^b\}\) being the index of the zigzag terminations. At \(Z_L^b\) or \(Z_L^f\) \((Z_R^b \text{ or } Z_{BM}^b)\) the populations of spin up (down) electron is larger than that of spin down (up) electron, because the edge band of spin up (down) is below the Fermi level. As \(-E_i\) increases \((-E_i > 0)\), charge relaxation occurs due to the tilted local potential, i.e. charge at the right side of the nanoribbon is relaxed to the left side. Because of the magnetization at \(Z_R^b\), the spin down electrons at \(Z_R^b\) are pushed to the left side of the nanoribbon. The local potential at \(Z_L^b\) is smaller than that at \(Z_L^f\) due to the vertical gate voltage, so that the spin down electrons are filled into \(Z_L^f\). As a result, \(|\langle m_{Z}^0 \rangle|\) are slightly decreased. As \(-E_i\) exceeds a threshold, the local potential at \(Z_L^f\) and \(Z_R^b\) overcome the effective exchange fields induced by the spontaneous magnetism, i.e. the edge bands of both spin are above and below the Fermi level, respectively. Thus, the two zigzag edges are demagnetized. The threshold is given as

\[
W|e|E_{i0}^c \approx \frac{f_c}{2} U |\langle m_{Z}^0 \rangle| \tag{3}
\]

where \(2W = (3N - 1)a_e\) is the width of the bottom nanoribbon with \(a_e\) being the bond length, \(f_c\) is a numerical factor that fits the numerical result. Before \(-E_i\) reaches the threshold, \(|\langle m_{Z}^0 \rangle|\) has already been decreased for a small value, so that \(f_c\) is smaller than one. The demagnetization can be visualized from the change between the spatial distribution of the magnetic moment...
at state (1) and state (2) in Fig. 3. Similarly, demagnetization at $Z_L^b$ and $Z_{BM}^b$ occurs at the critical transversal electric field, which is given as

$$W_1 |e| E_t^{c_4} \approx \frac{f}{2} U |\langle m_Z^0 \rangle|$$  \hspace{1cm} (4)$$

where $2W_1 = (3N_1 - 1)a_y$ is the width of the top nanoribbon. However, $Z_{BM}^b$ is not completely demagnetized. As $-E_t$ further increase, $|\langle m_Z^0 \rangle|$ at $Z_{BM}^b$ slowly increase, as shown in Fig. 3.

In the next stage of the evolution, $-E_t$ slowly decreases (while remaining $-E_t > 0$). As $-E_t$ passes $E_t^{c_4}$, $Z_L^b$ and $Z_{BM}^b$ are magnetized to the original configuration, because previously $Z_{BM}^b$ was not completely demagnetized and the interedge interaction between the two edges favors the antiparallel configuration. As $-E_t$ further decreases and passes $E_t^{c_3}$, $Z_L^b$ and $Z_{BM}^b$ are magnetized. $Z_L^b$ is magnetized to the original direction, because the interedge interaction between $Z_L^b$ and $Z_L^f$ favors parallel configuration. The magnetization of $Z_{BM}^b$ is determined by the competition among three pairs of interedge interactions: $(Z_R^b \Leftrightarrow Z_L^b)$, $(Z_R^b \Leftrightarrow Z_L^f)$, and $(Z_R^b \Leftrightarrow Z_{BM}^b)$, all of which favor the antiparallel configuration. The interedge interaction $(Z_R^b \Leftrightarrow Z_L^b)$ is inter-layer with large distance, so that it is the weakest. The interedge interaction $(Z_R^b \Leftrightarrow Z_L^f)$ is intra-layer with large distance, and the interedge interaction $(Z_R^b \Leftrightarrow Z_{BM}^b)$ is inter-layer with small distance. Thus, the strength of the two interedge interactions are similar. In this stage of the evolution, we have $-|e|E_t > 0$ and $V > 0$. By increasing the vertical gate voltage $V$, the difference of local potential between $Z_R^b$ and $Z_{BM}^b$, which is $-|e|E_t N_z a_y - 2V$, is decreased. Thus, the interedge interaction $(Z_R^b \Leftrightarrow Z_{BM}^b)$ is enhanced. Meanwhile, the vertical gate voltage does not change the interedge interaction $(Z_R^b \Leftrightarrow Z_L^b)$, because the two edges are at the same layer. With $V = 0.1\, V$, the interedge interaction $(Z_R^b \Leftrightarrow Z_{BM}^b)$ is larger than the interedge interaction $(Z_R^b \Leftrightarrow Z_L^b)$. Thus, the direction of the magnetization at $Z_R^b$ is determined by the interedge interaction $(Z_R^b \Leftrightarrow Z_{BM}^b)$. As a result, the magnetic configuration is evolved to state (5), instead of returning to state (1). Continuing from the quantum state (5), as $-E_t$ decreases to zero, the system evolves to the first quasi-stable excited state, which have large total magnetic moment. On the other hand, if the vertical gate voltage $V$ is not large enough, the direction of the magnetization at $Z_R^b$ is determined by the interedge interaction $(Z_R^b \Leftrightarrow Z_L^b)$. Thus, the magnetic configuration is evolved back to state (1). In the following stage of the evolution, $-E_t$ becomes negative with increasing magnitude. Due to the charge relaxation, $|\langle m_{Z_L}^0 \rangle|$, $|\langle m_{Z_L}^0 \rangle|$ and $|\langle m_{Z_R}^0 \rangle|$ are slightly decreased. Because the vertical gate voltage induces positive (negative) local potential at top (bottom) layer, the magnitude of total local potential at $Z_L^f$ and $Z_R^b$ are larger than that at $Z_L^b$. As a result, when $-E_t$ reaches the critical value $E_t^{c_2}$, $Z_L^f$ and $Z_R^b$ are demagnetized, while $Z_L^b$ remain magnetized. The critical value is given as

$$W_1 |e| E_t^{c_2} \approx V - \frac{f}{2} U |\langle m_Z^0 \rangle|$$  \hspace{1cm} (5)$$

As the magnitude of $-E_t$ further increases, charge relaxation occurs between $Z_L^b$ and the monolayer section of the nanoribbon. Combining the effect of $V$ and $-E_t$, the critical value that $Z_L^b$ is demagnetized given as

$$W_1 |e| E_t^{c_1} \approx -V - \frac{f}{2} U |\langle m_Z^0 \rangle|$$  \hspace{1cm} (6)$$

Because $-E_t$ does not change the local potential at $Z_{BM}^b$, $|\langle m_{Z_{BM}}^0 \rangle|$ is hardly changed, as shown by state (8) in Fig. 3.

In the last quarter of the evolution, the magnitude of $-E_t$ slowly decreases. As $E_t$ reaches $E_t^{c_1}$, $Z_L^b$ is magnetized to the original direction, because the interedge
interaction between \( Z_L^0 \) and \( Z_{BM}^0 \) favors the antiparallel configuration. As \( -E_t \) reaches \( E_t^1 \), \( Z_L^1 \) and \( Z_R^1 \) are magnetized. \( Z_L^1 \) is magnetized to the original direction, because the interedge interaction \((Z_L^1 \Leftrightarrow Z_L^1)\) favors the parallel configuration, and the interedge interaction \((Z_L^1 \Leftrightarrow Z_{BM}^1)\) favors the antiparallel configuration. The magnetization of \( Z_R^1 \) is again determined by the competition between the two pairs of interedge interactions: \((Z_R^1 \Leftrightarrow Z_L^1)\), and \((Z_R^1 \Leftrightarrow Z_{BM}^1)\). In this stage of the evolution, we have \(-|e|E_t < 0\) and \( V > 0\), so that the vertical gate voltage effectively decreases the interedge interaction \((Z_R^1 \Leftrightarrow Z_{BM}^1)\). The interedge interaction \((Z_R^1 \Leftrightarrow Z_{BM}^1)\) dominates, so that \( Z_R^1 \) is magnetized to have antiparallel configuration with \( Z_L^1 \). Thus, the magnetic configuration is evolved to the quantum state \( |\langle E_1 |\rangle|\). As the magnitude of \(-E_t\) decrease to zero, the system evolves to the ground state. So far, the evolution completes one bistability loop.

### C. Critical step of the bistability loop

The two critical steps in the bistability loop are the evolution from state \( 4 \) to \( 5 \), and from state \( 9 \) to \( 10 \), which lead to the switching of the magnetic configurations \( \text{AF} \rightarrow \text{FM} \) and \( \text{FM} \rightarrow \text{AF} \), respectively. The conditions to switch the magnetic configurations are summarized in Table I.

| \( M-N \) | sign\((-E_t)\) | \( |e|E_t^c\) | \( B \) | min\(|V|\) |
|---|---|---|---|---|
| \( \text{AF} \rightarrow \text{FM} \) | \( \pm \) | \( f_c U(|m_{y}^{Z}|)/(2W) \) | \( B^* \) | 0 |
| \( \text{FM} \rightarrow \text{AF} \) | \( \pm \) | \( f_c U(|m_{y}^{Z}|)/(2W) \) | \( B^* \) | 0 |
| \( \text{B/M-N} \) | sign\((-E_t)\) | \( |e|E_t^c\) | \( B \) | min\(|V|\) |
| \( \text{AF} \rightarrow \text{FM} \) | \( + \) | \( f_c U(|m_{y}^{Z}|)/(2W) \) | 0 | 0.035 eV |
| \( \text{FM} \rightarrow \text{AF} \) | \( - \) | \( V - f_c U(|m_{y}^{Z}|)/(2W) \) | 0 | 0.035 eV |

TABLE I: The condition of the critical step in the bistability loop for monolayer and bilayer/monolayer nanoribbon, including the sign of the transversal electric field, minimum amplitude of the transversal electric field, the external magnetic field and the minimum gated voltage. The first three rows and the last three rows are for the monolayer nanoribbon (M-N) and bilayer/monolayer nanoribbon (B/M-N), respectively.

Evolutions with varying \( V \) are numerically calculated, which found that \(|V| > 0.035\) eV is required for entering the bistability loop. The critical value of \(-E_t\) where the demagnetization occurs versus the vertical gate voltage is extracted from the numerical result, as shown in Fig. 4.

By fitting the analytical formula in Eq. \( 3 \text{-(a)} \), the numerical factor \( f_c = 0.804 \) is obtained. Because of the selective magnetization at the two critical steps, the evolution proceeds along the anticlockwise direction of the bistability loop in Fig. 3. If \(-E_{t0}\) firstly decreases to \(-0.48 V/nm\) and then slowly oscillates between \( \pm 0.48 V/nm \), the first two quarters of the evolution follows the path: \( 1 \Rightarrow 10 \Rightarrow 9 \Rightarrow 8 \Rightarrow 9 \Rightarrow 10 \Rightarrow 1 \), and returns to the ground state. As \( E_{t0} \) continue to oscillate, the following evolution enters the bistability loop along the anticlockwise direction. By contrast, if the vertical gate voltage is reversed, i.e. \( V < 0.035\) eV is applied, the evolution proceeds along the clockwise direction of the bistability loop.

The ground state and the first quasi-stable excited state are gapped and gapless, respectively, so that the conductance of the nanoribbon is alternatively switched off and on in the bistability loop.
V. CONCLUSION

In conclusion, the magnetic configurations of the graphene zigzag nanoribbons can be switched from one to another by slowly varying transversal electric field, which demagnetizes and then re-magnetizes the zigzag edges. For monolayer zigzag nanoribbons, the weak magnetic field determines the direction of the re-magnetization of each zigzag edge, which in turn control the magnetic configuration after the switching. For the bilayer/monolayer zigzag nanoribbons, the magnetic configurations can be switched by solely applying electric field. Because of the asymmetric structure, the combination of the sizable vertical gate voltage and the transversal electric field with different sign induce different inter-edge superexchange interaction. Thus, the sign of the transversal electric field controls the configuration of the re-magnetization. As the transversal electric field slowly oscillates between positive and negative value with sufficient amplitude, the evolution of the quantum system enters a bistability loop, which alternates between ground state and the quasi-stable excited state with different band structure. The feature can be applied in electrically controlled graphene-based spintronic nano-device.
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