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Abstract—This article presents a multicontact motion adaptation framework that enables teleoperation of high degree-of-freedom robots, such as quadrupeds and humanoids, for loco-manipulation tasks in multicontact settings. Our proposed algorithms optimize whole-body configurations and formulate the retargeting of multicontact motions as sequential quadratic programming, which is robust and stable near the edges of feasibility constraints. Our framework allows real-time operation of the robot and reduces cognitive load for the operator because infeasible commands are automatically adapted into physically stable and viable motions on the robot. The results in simulations with full dynamics demonstrated the effectiveness of teleoperating different legged robots interactively and generating rich multicontact movements. We evaluated the computational efficiency of the proposed algorithms, and further validated and analyzed multicontact loco-manipulation tasks on humanoid and quadruped robots by reaching, active pushing, and various traversal on uneven terrains.

Index Terms—Humanoid, legged robot, motion retargeting, multicontact, teleoperation.

I. INTRODUCTION

HUMAN-IN-THE-LOOP approaches for controlling robots are of essential importance in safety-critical, cognitively challenging, and high-risk tasks [1], [2], which can be achieved through high-level supervision and/or online commands. Human’s involvements in the control loop complement robots’ abilities in perception and motor actions. It also provides robots with versatile motor skills for unforeseen situations and dexterous interactions in uncertain environments. Contextual understanding and safe decisions are required to deploy robots in remote tasks, such as distant planetary exploration [3], subsea inspection, and nuclear decommissioning. For example, the ESA’s METERON project developed a teleoperation system where the operators’ skills in dealing with different situations were used to control planetary robots from the orbit [4]. The development of robotic teleoperation is advancing toward improving their versatile capabilities with complex platforms. For example, legged robots with manipulators and arms can be teleoperated to perform loco-manipulation tasks in challenging, unstructured, and natural terrains. However, legged robots, e.g., humanoids and quadrupeds, have a high number of degrees of freedom, making it difficult for operators to command all these joints directly while satisfying the balancing criteria. Besides, robotic systems are also subject to physical constraints, such as joint limits, actuator power limits, and nonslipping contacts, and the teleoperation system must consider all of these to ensure safety. When human operators make mistakes, the system should be robust and able to deal with any dangerous or infeasible commands.

To address these problems, the teleoperation system needs to retarget and adapt desired motions into a specific robot’s morphology, while considering its physical limitations. While the balance on flat terrain can be analyzed by simple geometric criteria, such as the projection of the center of mass (CoM), the contact wrenches and force distribution need to be considered in complex noncoplanar multicontact cases. Unlike the planning problem with known future states [5], online teleoperation system is an interactive scheme where only the current command of the operator is known. Therefore, the retargeting method must adapt the operator’s input reactively to enforce safety in real time.

In this work, we developed a novel formulation to solve the motion retargeting as an optimization problem efficiently, with which operator’s commands can be adapted and then executed on robots in real time—guaranteeing all the feasibility constraints, and the balance of floating base robots as well.

The automatic adaptation and enforcement, including balance and other hard physical constraints, alleviate human mental load and allow the operator to focus on high-level supervision for solving complex loco-manipulation tasks—shared control where humans provide task-level skills, and the algorithms resolve the local control of the high degree-of-freedom (DoF) robots and their physical constraints. Our method is suited for difficult high-DoF teleoperation, where safety, feasibility, and effective prevention of erroneous commands are crucial.
A. Related Works

Conventional retargeting schemes for teleoperation use inverse kinematics (IK) extensively to compute whole-body joint positions from desired end-effectors and CoM references. For humanoids on flat ground [6]–[10], quasi-static equilibrium is formulated by constraining the CoM projection within the support polygon.

However, IK-based schemes only consider kinematics constraints; multicontact loco-manipulation on uneven surfaces requires the use of force-related quantities to guarantee feasibility. OpenSoT proposed an IK formulation to constrain both kinematic and dynamic quantities by integrating the joint accelerations at the velocity level [11], but the contact wrenches are neither constrained nor optimized and must be provided as inputs additionally.

The balance of dynamic motions was studied on flat ground using the zero moment point (ZMP) [12] and the linear inverted pendulum model [13], based on which the dynamic filter [14] was proposed to generate balanced motions by transforming the ZMP references commanded by the operator. Similarly, the divergent component of motion was applied to predict the evolution of the system for long-term balance [15]. In [16], human motions were captured online and transferred to a humanoid robot on flat ground. The above methods used simplified models to avoid the computationally expensive nonlinear whole-body model, but are limited to flat (or coplanar) surfaces and do not address multicontact cases. The complex centroidal model [17] and energy state-based model [18] for fall prediction are promising alternatives.

The retargeting in [19] extended humanoid teleoperation to the multicontact case where the contact switching, as well as the constraints of kinematics, torque, and contact, was realized by an inverse dynamics quadratic programming (QP) controller. However, only coplanar contact surfaces were considered and the balance criterion purely relied on the kinematics of the projected CoM, so the method cannot address unstructured uneven terrains.

There are previous research in planning similar to our proposed scheme. The work in [20] solved kinematics and force-related quantities in a constrained nonlinear sequential quadratic programming (SQP), assuming the static equilibrium. A sequence of keyframe configurations was optimized in [21], contact stance poses were solved in [22], and uneven multicontact postures were computed by using analytical partial derivatives in [23]. Compared to these works designed for offline planning, our proposed scheme is developed specifically for online real-time applications as an interactive teleoperation process. We developed novel techniques detailed in the following to enable fast real-time computation.

B. Contribution

This work proposes an optimization-based motion retargeting to teleoperate robots and achieve physically feasible, safe, and balanced multicontact tasks—sequential equilibrium and inverse kinematics optimization (SEIKO)—applicable and suitable for combined locomotion and manipulation on uneven surfaces, where only quasi-static and/or slow-medium speeds are required, and safety and risk mitigation are more critical.

Our contributions are summarized as follows:

1) A new algorithmic formulation of SEIKO (Section III-A–III-E) with real-time performance to optimize the whole robot configuration of joint positions, torques, and contact forces under strict feasibility constraints; 2) Smooth multicontact switching algorithm (Section III-F) for transitions in-between adding–removing new physical contacts using SEIKO; and 3) An integrated motion retargeting teleoperation framework (Sections II-B and III-G) for safe and robust interactive loco-manipulation tasks in multicontact scenarios.

The proposed SEIKO is validated on floating-base robots (humanoid, quadruped) on various multicontact tasks, and considering both plane and point contacts (see Fig. 1). The framework has flexibility to use different low-level controllers, e.g., inverse dynamics [24] or admittance control [25] to track references of robot posture and contact forces for stabilization.

Inverse dynamic controllers are designed to track dynamic motions and guarantee instantaneous dynamic stability, but cannot guarantee the long-term balance alone. They react aggressively at the edge of the feasibility boundary and eventually fail when the input reference is physically infeasible. Usually, high-level planners can take care of the feasibility by precomputing viable trajectories offline (either quasi-static or dynamic), but this approach is not applicable to online teleoperation, because the future operator’s commands are unknown and subject to any changes. Hence, our proposed motion retargetting serves as a safety layer for interactive online teleoperation in the context of multicontact.

Compared to previous works based on IK, the formulated SEIKO includes both kinematics and contact forces. This allows to undertake a broader set of tasks such as the contact switching on uneven multicontact surfaces, postural optimization for minimizing joint torques, or pushing tasks (Section IV-C2), while safely ensuring the balance equilibrium.

The remainder of this article is organized as follows. The teleoperation scheme is detailed in Section II. The core algorithmic details of SEIKO for retargeting and the contact switching are formulated in Section III. The validation is presented, evaluated, and analyzed in Section IV with loco-manipulation tasks.
demonstrated in simulations. The limitations are discussed in Section V. Finally, we concluded and suggested future work in Section VI.

II. MULTICONTACT TELEOPERATION FRAMEWORK

A. Command Paradigm

As depicted in Fig. 2, the operator commands a high-DoF robot by mapping the end-effector motions to the whole-body configuration while guaranteeing feasibility, safety, and balance. The robot establishes supporting contacts with the environment through the end-effectors, i.e., feet and hands. Each contact is categorized either as a planar (e.g., rectangular foot) or a point contact (e.g., hand stump), and has one contact state which is either enabled or disabled (i.e., free end-effector). The operator can provide three types of commands: the position and orientation for each free end-effector, a discreet contact switching trigger to remove or add a contact, and in an optional mode, a reference for the force applied by a specific contact. The operator continuously commands the desired poses of the free end-effectors while the retargeting method optimizes the interaction forces at the enabled contacts. At any time, a contact-switching smooth transition can be triggered (Section III-F) to add or remove a selected end-effector. The operator can also optionally define a desired normal contact force for a specific enabled contact to achieve pushing tasks. Note that for point contacts, the surface orientation has to be externally provided. As investigated in [26], the same formulation can allow the operator to command other predefined links of the robot such as the head, pelvis, or shoulders.

B. Design of the Control Architecture

Fig. 3 shows our two-stage architecture of retargeting and control. The human operator continuously provides a high-level Cartesian command \( \hat{X} \) of the end-effectors. In stage 1, the proposed SEIKO method retargets the commanded poses into best matching whole-body configuration. First, an incremental configuration change \( \Delta q, \Delta \lambda \) is optimized with respect to all the physical constraints. The change is then integrated to produce a feasible desired configuration \( q^d, \lambda^d, \tau^d \). In stage 2, this desired configuration is tracked by a whole-body dynamic controller based on inverse dynamics that solves a QP [24]. The controller solves and computes joint accelerations, joint torques, and contact wrenches while optimizing a set of weighted tasks such as the positions of joints, CoM, and contact forces. The joint torque efforts are then sent to the robot system. In supplementary materials, we discuss in Section 9 the limitations of QP controllers, and we show in Section 10 how essential it is to enforce the feasibility of input references.

III. PRINCIPLES AND FORMULATION OF SEIKO

The physics of the robot is governed by the nonlinear equation of motion [27]

\[
M(q)\ddot{q} + C(q, \dot{q}) + G(q) = S\tau + J(q)^T\lambda
\]

where \( M \) is the inertia matrix, \( C \) is the vector of centrifugal and Coriolis forces, \( G \) is the gravitational vector, \( S \) is the selection matrix for the underactuated floating base, \( q \) is the vector of generalized degrees of freedom positions including the pose of the floating base and joint positions (denoted as \( \theta \)), \( \tau \) is the joint torques, \( J \) is the stacked Jacobian matrices of all contact points, and \( \lambda \) is the stacked contact wrenches.

By limiting to slow and continuous commanded motions, we handle the unknown intention of the operator with one-step-ahead online optimization. With restrictions to quasi-static motions such that \( \ddot{q} \approx \dot{q} \approx 0 \), the terms related with acceleration and centrifugal and Coriolis forces become zero.

Classical dynamic QP controllers solve for the decision variable \( [\dot{q}, \tau, \lambda]^T \). Hence, if the QP controllers as in [24], [28], [29] implement inequality constraints, they often only operate within a conservative subspace and remain away from their feasibility boundaries.

On the contrary, our formulations particularly address the requirements from multicontact teleoperation, where stable configuration needs to be planned near and on the edge of the feasibility boundaries. This provides more possibilities to the operator to safely reach and operate at the boundaries, compared to the over restriction in the conventional formulation. We used an active set algorithm for solving the QP which has better numerical stability than interior point methods at the boundaries of inequality constraints.
A. Optimization Formulation

The posture retargeting is formulated as constrained nonlinear optimization, which is solved by a sequence of QP problems. As operator’s commands are constantly changing in real time, the problem is continuously updated at each time step. As our teleoperation use-case requires interactive and reactive control, fast computation speed is critical.

The proposed SEIKO differs from the classic SQP in three aspects. First, we only compute one SQP iteration (one linearization and QP solution) per control loop. This allows online execution with a fast update frequency, i.e., 1 kHz. Second, the problem is updated at each control loop with the continuously changing commands of the operator. Third, classic SQP schemes use line search [30] to improve convergence speed, i.e., the scalar step length is optimized in the gradient direction to minimize the cost function. However, in our case, we found that line search increases computational time and is not needed, because the converged errors are sufficiently small (see Section IV-B).

Therefore, our formulation keeps the SQP step length constant and equal to 1, as this is the best [31] when the configuration is close to the optimal solution, which is our case because the problem (thus the optimal solution) changes slowly when continuously updated at a high frequency, and the initial configuration is always initialized from the measured robot state.

The SEIKO’s QP problem is formulated as a constrained least square optimization that is solved at each control loop

\[
\min_{\Delta x} \| C_{\text{cost}}(x) \Delta x - c_{\text{cost}}(x) \|^2_{\text{W}'} \text{ s.t. } \\
C_{\text{eq}}(x) \Delta x + c_{\text{eq}}(x) = 0, \\
C_{\text{ineq}}(x) \Delta x + c_{\text{ineq}}(x) \geq 0 \\
\text{where } x = \begin{bmatrix} q^d \\ \tau^d \\ \lambda^d \end{bmatrix}, \Delta x = \begin{bmatrix} \Delta q \\ \Delta \tau \\ \Delta \lambda \end{bmatrix}.
\] (2)

Here, \( x \) is the current desired configuration, and the incremental change \( \Delta x \) is the decision variable. \( C_{\text{cost}}, c_{\text{cost}}, C_{\text{eq}}, c_{\text{eq}}, C_{\text{ineq}}, c_{\text{ineq}} \) are the matrices and vectors defining the cost, equality, and inequality constraints, respectively. Sections III-B and III-C describe the tasks and constraints which are stacked to define \( C_{\text{cost}}, c_{\text{cost}}, C_{\text{eq}}, c_{\text{eq}}, C_{\text{ineq}}, c_{\text{ineq}} \) and provided as input to the QP solver.

The motion equation under the quasi-static assumption is linearized and approximated at the first-order, and the analytical derivatives are used for better computation speed and stability. The quadratic cost function and linear constraints are thus formulated with respect to the decision variables.

In contrast to the usual QP formulation, our decision variable here is the incremental change \( [\Delta q, \Delta \tau, \Delta \lambda]^T \), which is equivalent as optimizing the rate change of the configuration \( [q^d, \tau^d, \lambda^d]^T \). The resulting configuration is then updated as

\[
x_{t+1} = x_t + \Delta x.
\] (3)

In the proposed formulation, each new solution is a full configuration set, which includes joint positions, joint torques, and contract wrenches \([q^i, \tau^i, x_i]^T\) at a stable static equilibrium. The QP is guaranteed to have a solution because the solution \([0, 0, 0]^T\) of no configuration changes is always valid. This satisfies the particular requirement for safety-critical teleoperation tasks where the system states always need to be stable so that the robot can halt instantly in case of emergency. The quasi-static motion allows the safe emergency stop at any time or when the feasibility boundary is reached.

The following sections describe the weighted cost function and constraints of the optimization (see detailed notations in supplementary materials Section 1). Note that the expressions of spatial algebra are simplified, and the formal Lie algebra operations are in the supplementary materials. In the following sections, the desired configurations being optimized are denoted as \( \theta, q, \tau, \lambda \), instead of \( \theta^0, q^0, \tau^0, \lambda^0 \) for clarity.

B. Optimization Formulation

The optimization aims to minimize the weighted tasks

\[
\min ||\theta||_{w_{\text{velocity}}}^2 + ||\tau||_{w_{\text{torque}}}^2 + \sum_i ||\lambda_i^{\text{target}} - \lambda_i||_{w_{\text{contact}}}^2 + ||\text{Clamp}(\theta^{\text{target}} - \theta)||_{w_{\text{posture}}}^2 + \sum_i ||\text{ClampNorm}\left(X^{\text{target}}_i \otimes X_i(q)\right)||_{w_{\text{position}}, w_{\text{orientation}}}^2.
\] (4)

The joint velocities \( ||\theta||_{w_{\text{velocity}}}^2 \) are minimized to enforce the quasi-static motions and to improve the optimization stability around kinematic singularities and feasibility boundaries.

The joint positions \( ||\text{Clamp}(\theta^{\text{target}} - \theta)||_{w_{\text{posture}}}^2 \) are attracted toward a default posture to regularize the nullspace of the end-effector’s pose. This term typically helps the end-effector to recover its nominal pose after undergoing a highly singular motion. \( \theta^{\text{target}} \in \mathbb{R}^n \) is a nominal joint position vector.

The pose of the ith free end-effector \( ||\text{ClampNorm}\left(X^{\text{target}}_i \otimes X_i(q)\right)||_{w_{\text{position}}, w_{\text{orientation}}}^2 \) is driven toward a target pose in the Cartesian space, where \( X_i(q) \in SE(3) \) is the current Cartesian pose measured by forward kinematics and \( X^{\text{target}}_i \in SE(3) \) is the target Cartesian pose in world frame. The distance vectors in the joint and Cartesian space are clamped to prevent unbounded numerical values in the QP solver, which improves the stability of solving the optimization when the robot is operating or stuck at the feasibility boundaries. The clamping function \( \text{Clamp}() \) thresholds the absolute value of all individual input vector components, while the function \( \text{ClampNorm}() \) bounds the norm of the input vector in \( \mathbb{R}^3 \).

The orientations of enabled contact points are not constrained. We regulate the orientations toward the surface normals to avoid unexpected collisions with the environment. The joint torques \( ||\tau||_{w_{\text{torque}}}^2 \) are minimized so that the optimized posture is regularized toward an energy-efficient configuration.

The wrenches and forces of every enabled plane and point contacts \( ||X^{\text{target}}_i - \lambda_i||_{w_{\text{contact}}}^2 \) are optimized, respectively, as close to a target wrench/force \( \lambda^{\text{target}}_i \in \mathbb{R}^6/\mathbb{R}^3 \) as possible. The target \( \lambda^{\text{target}}_i \) is \( \mathbf{0} \) for an idle, noncontact end-effector, and it can be used.
planes is defined with the kinematic constraints:

\[ \text{weights for each contact associated to the task } w \]  

The weights for each contact associated to the task \( w \) to generate a desired contact force or a center of pressure (CoP). The weights for each contact associated to the task \( w \) to generate a desired contact force or a center of pressure (CoP).
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\[ t \_\text{ary materials Section 2 and in [32]) enforce the joint position established.} \]

The weights for each contact associated to the task \( w \) to generate a desired contact force or a center of pressure (CoP). The weights for each contact associated to the task \( w \) to generate a desired contact force or a center of pressure (CoP).

\[ \sum_{i=1}^{n} \text{forces from the robot's state when the } \]

from extensive tests, these parameters were robust to various teleoperation tasks and require no additional fine-tuning to be transferred between two robots.

\[ \text{parameters of the cost function used in the experiments of the humanoid robot are listed in Table I. From extensive tests, these parameters were robust to various teleoperation tasks and require no additional fine-tuning to be transferred between two robots.} \]

\[ \text{C. Optimization Constraints} \]

Several types of constraints that assure the feasibility of the configuration are kinematic constraints (joint position and velocity limits), actuator power constraints (joint torque limits), and balance constraints. The balance constraints require two conditions in the quasi-static case: first, all the external forces acting on the robot and the joint torques must follow the equilibrium equation; second, each contact must be stable, i.e., not slipping, not tilting, and not pulling from the surface.

All these constraints are formulated as linear equality and inequality constraints with respect to the decision variables, as in [32]. By constraining the system configuration within these bounds, we can guarantee that the robot is statically balanced with physically feasible postures while satisfying actuation requirements.

The equation of motion enforced at the static balancing equilibrium reduces to

\[ G(q) = S \tau + J(q)^T \lambda. \]

In the world frame, the pose of the \( i \)th contact point and planes is defined with the kinematic constraints:

\[ X_i^{\text{target}} \odot X_i(q) = 0 \quad \text{for plane contacts} \]

\[ p_i^{\text{target}} - p_i(q) = 0 \quad \text{for point contacts} \]

where \( X_i^{\text{target}} \in SE(3) \) and \( p_i^{\text{target}} \in \mathbb{R}^3 \) are the pose and position measured from the robot’s state when the \( i \)th contact is established.

The classical inequality constraints (detailed in supplementary materials Section 2 and in [32]) enforce the joint position and torque limits of the system and enable feasible contact conditions with the constrained normal force, CoP, friction pyramid, and torsional torque.

\[ \text{D. Partial Derivatives} \]

The cost, equality, and inequality constraints of the optimization in Sections III-B and III-C are written in the nonlinear form for clarity. However, solving the QP at each control loop for the point change \( \Delta x \) requires the expressions of their first-order differentiation. Most of the differentiated terms are simple. We focus on \( \text{ClampNorm}(X_i^{\text{target}} \odot X_i(q)) \) from (4) to (6), which are nontrivial.

The target cost for free end-effector pose \( i \) in (4) is differentiated as

\[ \text{ClampNorm} \left( X_i^{\text{target}} \odot X_i(q) \right) + J_i(q) \Delta q \]

and the plane contact \( i \) in (6) for kinematics constraint yields

\[ X_i^{\text{target}} \odot X_i(q) + J_i(q) \Delta q = 0 \]

where \( J_i(q) \in \mathbb{R}^{6 \times (6+n)} \) is the Jacobian of the end-effector frame \( i \) expressed in world frame. For point contacts, only the linear part is used.

The equilibrium in (5) is nonlinear in the gravitational term. Using the incremental change in the configuration \( \Delta x \), we differentiate the equilibrium equation as

\[ G(q + \Delta q) = S(\tau + \Delta \tau) + J(q + \Delta q)^T (\lambda + \Delta \lambda). \]

If (5) is differentiated only by \( \Delta q \), the term \( \frac{\partial J}{\partial q} \Delta q^T \) will appear which is bilinear in \( (\Delta q, \lambda) \) and cannot be expressed by the formulation of linear equality constraint of the QP. Therefore, (5) is differentiated by \( \Delta q, \Delta \tau \), and \( \Delta \lambda \). By using the first-order terms, (9) is approximated as

\[ G(q) + \frac{\partial G}{\partial q} \Delta q = S \tau + S \Delta \tau + J(q)^T \lambda \]

\[ + J(q)^T \Delta \lambda + \left( \frac{\partial J}{\partial q} \Delta q \right)^T \lambda \]

where \( \frac{\partial G}{\partial q}(q) \in \mathbb{R}^{(6+n) \times (6+n)} \) is the partial derivatives of \( G(q) \) and \( \frac{\partial J}{\partial q}(q) \in \mathbb{R}^{l \times (6+n) \times (6+n)} \) the kinematics Hessian tensor of the stacked Jacobian of contacts \( J(q) \).

The Hessian tensor product \( H \in \mathbb{R}^{(6+n) \times (6+n)} \) can be rewritten such as

\[ \left( \frac{\partial J}{\partial q} \right)^T \lambda = H \Delta q \]

with

\[ H_{ij} = \sum_{k=1}^{l} \left( \frac{\partial J}{\partial q} \right)_{kij} \lambda_k = \left( \frac{\partial J}{\partial q} \right)^T \lambda \]

The differentiated equation of motion can then be linearly expressed with respect to \( \Delta x \) as

\[ \left[ \begin{array}{cc} \frac{\partial G}{\partial q} - H & -S \end{array} \right] \Delta x + G(q) 

\[ -S \tau - J(q)^T \lambda = 0. \]
Algorithm 1: Disable Contact i.

\[ w_{\text{contact},i} \leftarrow w_{\text{disabled_contact}} \] // Initial weighting value before switching

while \( w_{\text{contact},i} < w_{\text{disabled_contact}} \) do

\[
\begin{align*}
\text{SEIKO online retargeting:} & \\
& \text{Solve } (\Delta q, \Delta \lambda) \leftarrow \text{SEIKO\_QP}(q, \tau, \lambda, w) \\
& \text{Compute } \Delta \tau \text{ from } (\Delta q, \Delta \lambda) \\
& \text{Integrate state } (q, \tau, \lambda) \leftarrow (\Delta q, \Delta \tau, \Delta \lambda)
\end{align*}
\]

end

if \( \| \lambda_i \| < \varepsilon \) then

Discrete contact i

return Success

else

Slowly decrease \( w_{\text{contact},i} \) to come back to \( w_{\text{enabled_contact}} \)

return Failure

end

E. Decomposition of the Equation of Motion

Utilizing the selection matrix, the equation of motion can be split into upper rows (floating base) and lower rows (joint space), as in [33]. This decomposition allows to express the joint torques \( \tau \) linearly by the contact forces \( \lambda \), so the QP is solved much faster by removing joint torques from the decision variables. The same approach is applied to our differentiated equation of motion (13) can be replaced by the two partitioned equations below

\[
G = \begin{bmatrix} G_B \\ G_J \end{bmatrix}, \quad J = \begin{bmatrix} J_B & J_J \end{bmatrix}, \quad \frac{\partial G}{\partial q} = \begin{bmatrix} \frac{\partial G_B}{\partial q} & \frac{\partial G_J}{\partial q} \end{bmatrix}, \quad H = \begin{bmatrix} H_B \\ H_J \end{bmatrix}
\]

\[
G_B \in \mathbb{R}^6, G_J \in \mathbb{R}^n, J_B \in \mathbb{R}^{1 \times 6}, J_J \in \mathbb{R}^{1 \times n} \]

\[
\frac{\partial G}{\partial q_B}, H_B \in \mathbb{R}^{6 \times (n+6)}, \quad \frac{\partial G}{\partial q_J}, H_J \in \mathbb{R}^{n \times (n+6)}.
\]

By applying such upper–lower partitions, the differentiated equation of motion (13) can be replaced by the two partitioned equations below

\[
\begin{bmatrix} \frac{\partial G_B}{\partial q} - H_B \\ -J_B(q)^T \end{bmatrix} \begin{bmatrix} \Delta q \\ \Delta \lambda \end{bmatrix} + G_B(q) - J_B(q)^T \lambda = 0
\]

\[
\tau + \Delta \tau = T \begin{bmatrix} \Delta q \\ \Delta \lambda \end{bmatrix} + t, \quad \text{where}
\]

\[
T = \begin{bmatrix} \frac{\partial G_B}{\partial q} - H_B \\ -J_J(q)^T \end{bmatrix} \in \mathbb{R}^{n \times (6+n+l)}
\]

\[ t = G_J(q) - J_J(q)^T \lambda \in \mathbb{R}^n. \]

As shown in (15), the QP only needs to optimize \( [\Delta q, \Delta \lambda]^T \in \mathbb{R}^6 + n + l \) and the resulting joint torques \( \tau + \Delta \tau \in \mathbb{R}^n \) can be equivalently and linearly expressed by (16).

F. Contact Switching

The ability to add and remove contacts during teleoperation allows a broader range of manipulation and locomotion tasks, but requires a smooth transition and enforced feasibility constraints. Both the force distribution and the kinematic posture have to change, in order to free a contact point, which cannot be achieved by a pure IK formulation.

Removing a contact needs to smoothly bring contact forces to zero; see the procedure in Algorithm 1. The transition is implemented by exponentially increasing the penalty weight associated to the contact force regularization \( w_{\text{contact}} \) from \( w_{\text{enabled}} \) to \( w_{\text{disabled}} \) (see parameters in Table I). The duration of this transition is defined by the transition factor \( \alpha \) and the update frequency. In our tests, this procedure runs online, and the parameter \( w_{\text{contact}} \) is being changed while SEIKO optimization keeps running continuously.

Our formulation, which combines both kinematics and force quantities, naturally shifts the posture and force distribution toward the remaining contacts when the wrench penalty on a specific contact is increased. This transition motion is induced by optimizing the regularization terms \( \| \tau \|_{\text{w_{measured}}}^2 \), \( \| \lambda \|_{\text{w_{contact}}}^2 \) in (4) and the equilibrium equality constraint (5).

To add a new contact, this procedure simply needs to run reversely by changing from \( w_{\text{contact}} = w_{\text{disabled}} \) to \( w_{\text{enabled}} \), and the posture will change and the contact forces will smoothly redistribute. Note that removing a contact point by smoothly bringing contact forces to zero is not always feasible. Such cases may occur when the inequality constraints prevent the posture and the force distribution from fully transferring to other supporting contacts, and the algorithm will fail to solve and remains at the initial contact state.

G. Improvements of Robustness

The two-stage architecture in Fig. 3 consists of motion retargeting and control execution. First, the desired configuration is optimized by SEIKO; second, the measured configuration is estimated from the sensors and used by the dynamic controller to track the desired configuration. To provide a useful and relevant reference, the desired configuration must be consistent with the actual measured state of the robot. This consistency deteriorates when the pose of the contacts mismatch between these two configurations, for example, in case of external pushes, slipping contact, or tracking errors. Hence, we take advantage of the online computation of SEIKO to formulate two feedback actions to improve the robustness of teleoperation.

The measured pose of each enabled contact is estimated, filtered, and used in the kinematic constraint (6) of the desired configuration \( X_{\text{target}} = X_{\text{measured}} \). Note that this does not generate drifting motion of end-effectors, because both SEIKO and the QP tracking controller assume fixed contacts.

In case of external pushes, the real posture of the robot can deviate from the desired one. We clamp the maximum angular distance between the desired and measured joint positions \( q = q_{\text{measured}} + \text{Clamp}(q - q_{\text{measured}}) \). Within this angular range, and thanks to the controller, the desired posture in joint space acts as a spring-damper attractor. When the angular distance becomes larger than the threshold, the desired posture follows the measured one and acts as a saturation. This feature is useful for safe physical interactions.
TABLE II
AVERAGE AND MAXIMUM COMPUTING TIME FOR ONE CONTROL/OPTIMIZATION STEP (32 DOFS INCLUDING THE FLOATING BASE)

| Task                                                                 | Avg (max) time (ms) | Ratio (%) |
|----------------------------------------------------------------------|---------------------|-----------|
| State estimation (filtering and model update)                       | 0.05 (0.09)         | 100%      |
| Proposed SEIKO method                                               | 0.47 (0.89)         | 100%      |
| Jacobian and gravity vector (RBDL)                                  | 0.03 (0.05)         | 6%        |
| Analytical partial derivatives (Pinocchio)                          | 0.06 (0.13)         | 12%       |
| Cost, equalities and inequalities matrices                           | 0.11 (0.24)         | 23%       |
| QP solver                                                           | 0.16 (0.31)         | 34%       |
| Joint torques                                                       | 0.11 (0.19)         | 23%       |
| Inverse dynamic QP controller                                       | 0.28 (0.55)         |           |
| Total control cycle                                                 | 0.81 (1.48)         |           |

H. Implementation

Note that instead of building the costly full kinematic Hessian tensor (11) and (12), only the Hessian-vector product is computed from the differentiation of the recursive Newton–Euler tensor (11) and (12), only the Hessian-vector product is computed using EiQuadProg++

\[
\frac{\partial \mathbf{D}}{\partial \mathbf{q}} = \frac{\partial \mathbf{M}}{\partial \mathbf{q}} \dot{\mathbf{q}} + \frac{\partial \mathbf{C}}{\partial \mathbf{q}} \ddot{\mathbf{q}} + \frac{\partial \mathbf{G}}{\partial \mathbf{q}} \lambda - \frac{\partial \mathbf{J}^T}{\partial \mathbf{q}} \lambda. \tag{17}
\]

The proposed algorithms were implemented in C++ using RBDL [34] and Pinocchio [35] rigid-body libraries. Pinocchio provides efficient and analytical computation of the partial derivatives of the equation of motion [36], and hence the matrices \[\frac{\partial \mathbf{C}}{\partial \mathbf{q}}\] and \[\frac{\partial \mathbf{J}^T}{\partial \mathbf{q}}\] in (13) can be quickly retrieved. The QP solver uses EiQuadProg++ based on the algorithm in [37].

Let \( n, m_{\text{plane}}, \) and \( m_{\text{point}} \in \mathbb{N} \) be the number of joints, the numbers of currently enabled plane, and point contacts, respectively. At each time step, we solve a QP problem of \( 6 + n + 6m_{\text{plane}} + 3m_{\text{point}} \) decision variables. The total number of equality constraints is \( m_{\text{eq}} = 6 + 6m_{\text{plane}} + 3m_{\text{point}} \). Each plane contact generates 18 inequality constraints while each point contact generates 6. In total, the number of inequalities is \( m_{\text{ineq}} = 2n + 2n + 18m_{\text{plane}} + 6m_{\text{point}} \).

IV. RESULTS

This section presents the validation results of our proposed teleoperation framework on two types of legged robots—a humanoid and a quadruped—performing complex multicontact motions on uneven terrains (see the real-time performance in the attached video). The retargeting capabilities were teleoperated online using real-time implementation with all feasibility constraints enforced. The accompanying video of this article summarizes our approach and demonstrates all the validations of both robots during several teleoperated tasks.

A. Computational Time

The average and maximum computing times measured on an embedded mini-PC [Intel NUC, Intel Core i7-3615QE (2.30 GHz)] with a real-time Linux kernel for one control cycle is given in Table II. The proposed method achieved good real-time performances, thanks to the analytical partial derivatives and the decomposition of the motion (15) and (16). According to our extensive tests, the average computing time is fairly stable; however, the maximum time can vary depending on the kernel, CPU core binding, and other scheduling configurations of the operating system.

As previously mentioned in Section III-F, the contact switching algorithm 1 runs online and does not cause additional computing cost. Also, it can run offline for verification by computing only SEIKO’s retargeting without executing the controller, to see if a contact switch is feasible without actually moving the robot. Assuming an update frequency of 1000 Hz, the transition requires 2309 iterations to finish with the parameters listed in Table I. The transition duration is therefore 2.309 s, which can be computed offline in about 0.560 s only, in the case of the Valkyrie robot.

B. Convergence of the Equality Constraints

We compared SEIKO with the constrained nonlinear optimization SLSQP algorithm [31] provided by the NLopt library as a baseline. The SLSQPT was implemented with the same constraints (Section III-C) and the same objectives (Section III-B), but employs direct decision variables as the configuration of the system \([q', r, \dot{x}]^T\), compared to our formulation of using increments. Fig. 4 shows the residual errors of the kinematic (6) and equilibrium (5) constraints as well as the computing time for one time step. On the contrary to SEIKO, SLSQP relies on a line search algorithm to improve its convergence. Our tests showed that SLSQP requires multiple iterations to converge to satisfying constrain errors, where a single iteration does not produce a viable result.

In contrast, with only one iteration, our proposed SEIKO can achieve the position error below 1 mm for kinematics, and the force error below 0.01 N for the equilibrium constraints, which are all small enough to ensure accuracy for the teleoperation. These subdecimal scale of errors are especially negligible, compared to the uncertainties in the model and the controller. It shall be noted that in some cases, SLSQP produces discontinuous successive solutions and thus jerky motions when the solution lies on the edge of the feasibility boundaries. The saturation of inequality constraints severely impedes the convergence of the SLSQP algorithm even with an increased number of iterations. More details are given on this phenomenon in supplementary materials in Section 7.
Fig. 5. Multicontact teleoperation of the Valkyrie robot in Pybullet simulation. (a) Far reaching with the left hand. (b) Pushing with the right hand. (c) Contact switching to disengage and lift the left foot. We compare the operator’s command, the desired configuration optimized by SEIKO, and the measured one tracked by the dynamic controller, as shown in the data plots from (d) to (f). (d) Position of the left hand during reaching. (e) Contact force of the right hand during pushing. (f) Force distribution among the two feet during the contact switching. For each task, the top row shows the retargeted and measured signals specific to the task, the middle row shows the friction ratio of the feet, and the bottom row shows the CoP.

Fig. 6. Multicontact teleoperation of the ANYmal robot in Pybullet simulation. (a) Far reaching. (b) Pushing. (c) Contact switching to lift the front right foot (RF) at 3 s. We compare the operator’s command, the desired configuration optimized by SEIKO, and the measured one tracked by the dynamic controller, as shown in the data plots from (d) to (f). (d) Position of the hand during reaching. (e) Contact force of the hand during pushing. (f) Height of the front right foot during contact switching and lifting. For each task, the top row shows the retargeted and measured signals specific to the task, the middle row shows the friction ratio, and the bottom row shows the normal contact force distribution among the feet.

C. Validation of Online Teleoperation

The capabilities of our formulation are evaluated on four tasks: (a) extreme reaching motions beyond the feasibility boundary, (b) hand pushing, (c) contact switching, and locomotion on complex uneven terrain. We validated the whole control architecture in the Pybullet simulator, including SEIKO and a dynamic controller for tracking of the desired configuration.

Both SEIKO retargeting and the whole body dynamic controller run at 1000 Hz. We show the teleoperation of Valkyrie in Fig. 5 and ANYmal in Fig. 6. For these experiments, the operator commanded the robot in real-time through a visualization and keyboard interface.

We evaluate the stability of the contacts using the CoP expressed as $\text{CoP}_x = \frac{|\tau_x|}{f_x}$, $\text{CoP}_y = \frac{|\tau_y|}{f_x}$, and the friction ratio as
Fig. 7. Contact force from Valkyrie’s pushing task. Commanded and retargeted normal forces are compared with the maximum feasible force at the edge of the manipulability polytope.

\[ \eta = \max(\{f_x, f_y\}) \], where \( x, y \in \mathbb{R} \) are the plane contact lateral torques, \( f_x, f_y \in \mathbb{R} \) are the tangential contact forces, and \( f_z \in \mathbb{R} \) is the normal contact force. The nonlifting condition is satisfied for the feet of the humanoid, when \( C_0P_x < l_x, C_0P_x < l_y \), and the nonsliding conditions is met when \( \eta < \mu \), where \( l_x, l_y \in \mathbb{R} \) are the foot plane lengths and \( \mu \in \mathbb{R} \) is the friction coefficient limit. For the humanoid \( l_x = 0.11 \text{ m}, l_y = 0.07 \text{ m}, \) and \( \mu = 0.5 \); and for the point-foot quadruped, a more conservative value of \( \mu = 0.3 \) is chosen.

1) Multicontact Reaching Motion Under Constraints: When the operator commands an extreme forward-reaching motion [Figs. 5(a) and 6(a)], SEIKO updates the desired posture which is tracked by the whole body inverse dynamic controller. The desired and measured positions follow the commanded one until the saturation of some constraints (Section III-C) blocks its further motion to prevent any balance or physical limits violation. The CoP \( X \) position of Valkyrie’s left foot saturates at the foot edge at 11 cm [Fig. 5(d), bottom plot] while the reaching motion of ANYmal is constrained by the minimum contact forces [Fig. 6(d), bottom plot]. At every time step, SEIKO provides a statically balanced and feasible whole body configuration. The robot can come to rest at any time because of a constraint saturation or a commanded stop and still be safe. Supplementary materials in Section 4 present additional results on the smooth adapted motions produced by SEIKO in response to discontinuous commands. Fast dynamic motions that violate the quasi-static assumption are analyzed and compared in Sections 6 and 11 in the supplementary materials. An additional application for retargeting human motion capture into the humanoid’s morphology is also presented in supplementary materials, Section 5.

2) Pushing Tasks and Force Manipulability: The operator teleoperated pushing tasks with the right hand in Fig. 5(b) and with the arm’s hand in Fig. 6(b) through the commanded normal contact force. We used the optional mode that can command of the contact force (see Section II-A). The commanded force \( \lambda_{\text{hand}}^{\text{target}} \) in (4) was gradually increased by the operator and the associated weight \( \omega_{\text{contact,hand}} \) was set to \( 10^4 \) to prioritize the pushing task.

Figs. 5(e) and 6(e) show on upper row the commanded, retargeted, and realized contact force. At first, the system is able to increase the applied force by only redistributing the forces among all the contacts with marginal posture change. When the commanded force in Fig. 7 reaches the maximum feasible normal force (see supplementary materials Section 3 and [38], [39]), SEIKO tends to update the whole posture by “sliding along the constraints.” This postural adaptation increases the maximum feasible force and allows the robot to apply more force until being blocked further by the saturation of the kinematic or contact constraints.

3) Contact Switching: The operator triggers the contact switching mechanism detailed in Section III-F to smoothly remove and lift the left foot in Fig. 5(c) and the front right foot in Fig. 6(c). The wrench penalty weight \( \omega_{\text{contact}} \) increases exponentially from 1 to \( 10^3 \) and drives both the posture change and the force redistribution among the remaining contacts [Fig. 5(f) upper plot and Fig. 6(f) lower plot]. With one contact point removed, the saturation of the constraints (friction, CoP, minimal normal force) tends to increase.

4) Locomotion: The command of individual end-effector
tions combined with contact switching allows the robot to locomote over uneven terrains, assuming static equilibrium. The operator selects the sequence and commands the location of the multicontact stances by reaching, probing, and triggering contact switch of the end-effectors. The sequences of locomotion for both robots are in Fig. 8, and the details of the retargeted constraints and tracking for the ANYmal robot can be found in Section 8 of the supplementary materials.

V. DISCUSSION

The method we proposed is particularly suitable for interactive teleoperation, where high level commands from the operator are retargeted for the robot’s morphology. Unlike offline planners which computes the feasible trajectories offline, SEIKO computes feasible references online to be tracked by a dynamic controller. In slow motion cases, both SEIKO and existing approaches work equally well when commanded motions remain within the physical limits of the robot, because no safety precautions are actually required (see Section 10 of supplementary materials). However, when the limits of robots are violated, or the target position commands are infeasible due to operator’s mistake, without SEIKO, the whole-body QP controller itself cannot maintain the robot’s balance. In contrast, the proposed SEIKO can successfully restrict references within safety boundaries and guarantees the robot’s long-term stability.

SEIKO is applicable to multicontact teleoperation cases which have not been solved by previous approaches, based on two main assumptions: the quasi-static equilibrium and the possible state discrepancy at contact initiation. The quasi-static assumption is required to guarantee the long-term balance because
future commands are unknown in the context of teleoperation. Despite this assumption, we have demonstrated that our scheme still achieved acceptable operating velocities in conjunction with the whole-body QP controller (see Figs. 5 and 6). In Sections 6 and 11 of the supplementary material, we showed that the Valkyrie humanoid’s hand can safely reach the velocity of 30 cm/s in reaching tasks, using parameters that trade off the maximum reachable distance for more conservative postures. Hence, SEIKO still works well for motions of moderate speeds, which suits for a large range of practical loco-manipulation applications, where feasibility and safety are more important than the speed.

The success of teleoperation tasks intrinsically puts dependencies on human motor skills, e.g., our work relies on humans for perception of the environment. To avoid the discrepancies between the model and the actual contact state that could destabilize the robot, the second assumption is that the human operator should command the robot’s end-effector to be in contact with a new surface before triggering the contact switching. If the operator makes mistakes such as colliding the end-effector with the environment, the system will rely on the dynamic controller to attenuate such disturbances since the impact force is not part of SEIKO’s formulation. Detecting and dealing with unexpected external force perturbations or collisions in the motion retargeting is a promising direction for future work.

SEIKO guarantees the generation of safe and feasible postures, and enhances the safety of intuitive, interactive multicontact teleoperation, which is robust to human mistakes. This is an advantageous feature in teleoperation, especially when the communication latency can be a major source of human-factor risks. If operator’s commands are erroneous due to an impeded communication link, the proposed SEIKO will automatically adapt and convert wrong commanded motions into viable solutions to ensure safety.

Extensive experiments in this work show that few adjustments are needed to transfer the parameters to a different robot once they are tuned (listed in Table I). These parameters have physical significance on how to affect the optimization outcome, so the adjustments are straightforward. Alternatively, Bayesian Optimization could be used for automatic tuning [40].

Similar to general nonlinear optimizations, the proposed scheme exhibits local minimum problems, e.g., robotic arms may occasionally have trouble in returning to their initial poses in a near-singular posture. We have mitigated this problem by regularizing the joint position to a default position as a low-weighted task (with parameter $w_{\text{posture}}$).

VI. CONCLUSION

This article presents an optimization-based motion retargeting method which is suitable for teleoperation of quasi-static multicontact tasks, such as loco-manipulation—a combination of locomotion and manipulation. We proposed the SEIKO to map and adapt the operator’s commands into feasible retargeted configurations, as well as a smooth-contact switching and transitions for multicontact tasks. This method has been applied to teleoperate both the Valkyrie humanoid and the ANYmal quadruped robot. The online teleoperation was achieved and validated in the Pybullet and Gazebo simulators, which demonstrated the effectiveness of the proposed method to guarantee the kinematic and dynamic feasibility.

As the future work, it would be beneficial to estimate external contact forces, which can be included as a bias vector in the equilibrium equation of SEIKO. Hence, we can automatically trigger contact switching when an end-effector pushes on the environment. Also, the presented formulation enforces all contact constraints and joint limits, without considering collisions. Since our retargeting formulation is compatible with self-collision avoidance as implemented in [11], [19], [41], collision avoidance can be a future extension as well.
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