Full characterization of the quantum linear-zigzag transition in atomic chains
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A string of repulsively interacting particles exhibits a phase transition to a zigzag structure, by reducing the transverse trap potential or the interparticle distance. Based on the emergent symmetry $\mathbb{Z}_2$ it has been argued that this instability is a quantum phase transition, which can be mapped to an Ising model in transverse field. An extensive Density Matrix Renormalization Group analysis is performed, resulting in an high-precision evaluation of the critical exponents and of the central charge of the system. Quantum corrections to the classical phase diagram are computed, and the range of experimental parameters where quantum effects play a role is provided. These results show that structural instabilities of one-dimensional interacting atomic arrays can simulate quantum critical phenomena typical of ferromagnetic systems.

Quantum field theories full characterisation heavily depends on simulation methods as they are in general not exactly analytically solvable [1]. One prominent example is provided by the $\phi^4$ type of models [2–5], which are encountered in solid state and high-energy models and whose predictions need verification [6, 7]. These verifications have been partly performed via classical simulations [8–10], however it would also be desirable to have a controllable quantum system whose dynamics reproduces that of the model of interest, that is a quantum simulator [11–16]. The zigzag instability of interacting atomic chains is a realization of $\phi^4$ model which can be realized in laboratory [17–20]. This transition is sketched in Fig. 1 and has been observed in systems of singly-charged ions confined by external potentials, where the instability is controlled either by lowering the transverse potential or the linear density [21, 22]. Due to its universal properties, it can be observed in arrays of other repulsively interacting (quasi) particles [23, 24], such as electrons in quantum wires [25], ultracold gases in optical lattices mutually repelling via the dipolar interaction [26, 27] or via the off-resonant coupling with a Rydberg excitation [28], or vortices in quantum gases [29]. In these systems ultralow temperatures are typically achieved, so that quantum effects at criticality are dominant. Motivated by the emergent $\mathbb{Z}_2$ symmetry and previous numerical investigations, it has been argued that the linear-zigzag structural instability is a quantum phase transition [23, 25], which in 1 + 1 dimensions can be mapped to a Ising model in the transverse field, describing a ferromagnetic transition at zero temperature [7]. However, a mathematical proof or a conclusive numerical evidence of this statement is still unavailable, and thus a precise numerical verification is needed. Indeed ab-initio calculations are essential to
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predict quantitatively experimental results and to confirm or reject the developed theories and the predicted universality class of the linear-zigzag phase transition. Moreover, a quantitative analysis is fundamental to estimate the range of the experimental parameters for which quantum effects play a role and thus the feasibility of a trapped atom quantum simulator. In this paper we perform an extensive Density Matrix Renormalization Group (DMRG) study [30–32] and demonstrate that the linear-zigzag instability belongs to the universality class of the Ising model in a transverse field. In particular, we quantify the quantum corrections to the classical linear-zigzag transition and relate their magnitude to experimental parameters. Our work provides high precision values of the critical exponents and of the central charge of the system, giving for the first time irrefutable evidence that the discrete, quantum \( \phi^4 \) model in one dimension belongs to the universality class of the Ising model with transverse field. The computed critical exponents are summarized in Table 1.

**Table 1 Resume of the computed critical exponents.**

| Quantity | Computed | Theory [7] |
|----------|----------|------------|
| \( \eta \) | Anomalous dimension | 0.258 ± 0.012 | 0.25 |
| \( \beta \) | Spont. magnetization | 0.126 ± 0.011 | 0.125 |
| \( \nu \) | Correlation length | 1.03 ± 0.05 | 1 |
| \( c \) | Central charge | 0.487 ± 0.015 | 0.5 |

where \( \omega_T \) is the frequency of the harmonic potential in the \( y \)-direction, \( V_r(x) \) denotes the longitudinal confinement with a quasi-flat bulk and hard edges, \( C_{\text{int}} \) gives the strength of the repulsive interaction. For trapped ions with same charge \( Q, \alpha = 1, C_{\text{int}} = Q^2/(4\pi \epsilon_0) \), and \( a \) is of the order of micrometers [21, 22]. For ultracold dipolar gases with dipolar moment aligned perpendicular to the plane, \( \alpha = 3 \) and \( C_{\text{int}} = C_{dd}/(4\pi\gamma) \) with \( C_{dd} \) the dipolar interaction strength [27], and the interparticle distance is determined by the periodicity of an optical lattice along \( x \) that traps the particles deep in the Mott-insulator phase [13, 34].

The diagonalization of Hamiltonian (1) is a problem of high numerical complexity. On the other hand, the present analysis focuses on the quantum ground-state properties and mostly involves only the low energy excitation modes close to the zigzag instability. As a consequence, we approximate the Hamiltonian of Eq. (1) with an effective one-dimensional Hamiltonian \( H_{\text{eff}} \), describing a short-range theory for the transverse motion [17, 23, 24, 35]. We stress the fact that even though this mapping results in a nearest neighbor interaction, we are still including in our description the long-range interaction effects of the original model. It is convenient to report \( H_{\text{eff}} \) in the dimensionless form \( \tilde{H} = H_{\text{eff}}/\tilde{\epsilon}_0 \), where \( \tilde{\epsilon}_0 = C_{\text{int}}/a^2 \) is a scalar with the dimension of an energy, while \( \tilde{H} \) reads

\[
\tilde{H} = \frac{1}{2} \sum_{i=1}^{L} \left[ \tilde{p}_{i}^2 + \tilde{a}^2 \tilde{y}_{i}^2 + \right. \\
+ \left. \tilde{M}_{1} \left( \tilde{y}_{i} + \tilde{y}_{i+1} \right)^2 + \tilde{M}_{3} \tilde{y}_{i}^4 \right],
\]

and is a discretized, anti-ferromagnetic version of the well-known \( \phi^4 \)-field-theory model [9, 10]. Now, all physical quantities are dimensionless: \( \tilde{y} = y/a, \tilde{p} = p/\sqrt{M\tilde{\epsilon}_0}, \) and \( \tilde{a} = a/\sqrt{\tilde{\epsilon}_0}(M\tilde{a}^2) \). The values \( \tilde{M}_{j=1,2,3} \) are constants, their generic dependence as a function of \( \alpha \) is given in Ref. [24]. For instance, for ions \( \tilde{M}_{1} = \frac{5}{12} \xi (3), \tilde{M}_{2} = \ln 2, \) and \( \tilde{M}_{3} = \frac{25}{9} \xi (5) \), while for dipoles \( \tilde{M}_{1} = \frac{9}{4} \xi (5), \tilde{M}_{2} = \frac{9}{4} \xi (3) \) and \( \tilde{M}_{3} = \frac{1905}{12} \xi (7) \), where \( \xi (n) \) is the Euler-Riemann zeta function. The rescaled space-momentum commutator reads \( \{\tilde{y}_{i}, \tilde{p}_{j}\} = \gamma g \delta_{i,j} \delta \equiv g \delta_{i,j} \) with

\[
g = \sqrt{\frac{\hbar^2}{M\tilde{a}^2\tilde{\epsilon}_0}}.
\]

The parameter \( g \) replaces the Planck constant \( \hbar \) in the definition of Hamiltonian (2). Hamiltonian \( \tilde{H} \) is obtained from Eq. (1) in the thermodynamical limit, keeping \( a \) constant, and assuming that the transverse displacements are smaller than the typical lattice
constant, $\sqrt{\langle y^2 \rangle} \ll a$. In this regime, close to the zigzag instability the transverse motion is effectively decoupled from the longitudinal excitations [17, 35]. Moreover, in this limit the low frequency part of the dispersion relation of Hamiltonian Eq. (1) is equivalent to the one of Eq. (2), as shown in Refs. [17, 23, 24].

The rescaled Hamiltonian description of Eq. (2) shows that the emergent short-range theory depends only on two parameters: the rescaled transverse trap frequency $\tilde{\omega}$ and the the “effective Planck constant” $g$. The latter parameter is the square root of the ratio of the kinetic over the interaction energy, and thus it measures the strength of quantum fluctuations at criticality. Landau theory is found when $g = 0$: in this limit the critical value of the transverse frequency $\tilde{\omega}_c(0)$ is given by the equation $\tilde{\omega}_c(0)^2 = \Lambda^2$, for which the quadratic on-site potential in Eq. (2) vanishes [17,36]. When quantum fluctuations are relevant, tunneling between the two wells shifts the critical frequency to smaller values $\tilde{\omega}_c(g) \leq \tilde{\omega}_c(0)$. This shift has been estimated in Ref. [23,24]. In this work, among other results, we provide a precise numerical determination of $\tilde{\omega}_c$.

To perform the DMRG simulations we introduce a local (finite) basis at every lattice site to reduce the continuous local variable $\tilde{y}_j$ into a discrete algebra suitable to fit into DMRG analysis [32]. We solve the local part of the Hamiltonian $H$ in Eq. (2), which is a size-independent, homogeneous problem. We numerically diagonalize the local Hamiltonian, defining an (infinite) set of eigenfunctions and we truncate the local bases retaining only the $d$ lowest-energy states, which are used to expand the full many-body Hamiltonian. We check a posteriori the validity of the approximation we introduce by keeping track of the populations of the single-site reduced density matrices. Typically, the matrix diagonal elements decay exponentially fast with the level index, dropping below $10^{-5}$ already at $d \sim 8$. We therefore employ a local basis dimension around $10 < d < 20$. We also typically adopt a DMRG bondlink dimension around $m \sim 30$ while checking that errors are kept well under control. In this setup, we handle simulations up to $L \sim 3000$ sites with open boundary conditions.

Results – We first characterize the phase diagram of the linear-zigzag transition at the thermodynamic limit in the $\tilde{\omega}$ and $g$ plane. The textbook order parameter for distinguishing between these phases is the antiferromagnetic order parameter $\xi = \lim_{L \to \infty} L^{-1} \sum_{j=1}^{L} (-1)^j \tilde{y}_j$. We have only direct access to finite-size systems where we can measure the single site displacement $\langle \tilde{y}_j \rangle$ and then perform the limit. However, as there can be no spontaneous symmetry breaking in finite-size samples, $\langle \tilde{y}_j \rangle = 0$ for every system size $L$. Indeed, the two ordered-phase configurations interfere and the system ground state is their even superposition. To overcome this problem we compute the order parameter indirectly from the two-point correlations $\langle \tilde{y}_j \tilde{y}_k \rangle$, which are insensitive to the symmetry breaking. More precisely, we compute the square root of the structure factor density:

$$\xi_L(g, \tilde{\omega}) = \sqrt{\frac{1}{L^2} \sum_{j,k=1}^{L} e^{i\pi(-j-k)} \langle \Psi_L^L(g,\tilde{\omega}) | \tilde{y}_j \tilde{y}_k | \Psi_L^L(g,\tilde{\omega}) \rangle},$$  

where $| \Psi_L^L(g,\tilde{\omega}) \rangle$ is the ground state at $(g, \tilde{\omega})$ and size $L$. Due to the sub-extensivity of entanglement-based quantum correlations, this definition coincides with the previous one at the thermodynamical limit. The phase diagram is determined by extrapolating the order parameter in Eq. (4) at the thermodynamical limit: we estimate $\xi_L(g, \tilde{\omega}) = \lim_{L \to \infty} \xi_L(g, \tilde{\omega})$ in order to discriminate whether the $(g, \tilde{\omega})$ point lies in the linear ($\xi_L = 0$) or in the zigzag phase ($\xi_L > 0$). Figure 2 shows the resulting phase diagram. The critical boundary appears to follow a power-law behavior, a numerical fit of the displacement from the classical critical point results in the formula

$$\Delta \tilde{\omega}_c^2 = \tilde{\omega}_c^2(g) - \tilde{\omega}_c^2(0) = -(21.9 \pm 0.1) \cdot g^{0.82 \pm 0.01}.$$  

Figure 2 Phase diagram of an array of ions in the $(g, \tilde{\omega}^2)$ parameter space; the red (green) region locates the linear (zigzag) phase. Inset: displacement of the critical square frequency $|\Delta \tilde{\omega}_c^2|$ as a function of $g$. The magenta line is the power-law fit described by Eq. (5), $|\Delta \tilde{\omega}_c^2| = A g^r$, with $r = 0.82 \pm 0.001$ and $A = 21.9 \pm 0.1$. The phase diagram for dipoles, for instance, can be obtained via the rescaling $\tilde{\omega}^2 = g' \sqrt{\frac{M_1}{M_2} \frac{M_2}{M_3} \frac{M_3}{M_4}}$, see text.
To further characterize the quantum phase transition we numerically evaluate the critical exponents. In particular, the transverse displacement  is the collective role of the direction of the spontaneous magnetization in the Ising model, thus the decay rates of correlations \( \langle \tilde{y}_j \tilde{y}_{j+1} \rangle \) as a function of the distance \( \ell \) reveal the anomalous dimension critical exponent \( \eta \). To extract this quantity, we fit \( \langle \tilde{y}_j \tilde{y}_{j+1} \rangle \) far from the boundaries using equation \( \langle \tilde{y}_j \tilde{y}_{j+1} \rangle \sim \exp(-\ell/\lambda) \). The exponential correction to the power-law decay compensates for not being exactly at the critical point by introducing a finite correlation length \( \lambda \) [1]. As it can be seen in the topmost inset of Fig. 3, the agreement is almost perfect over lengths of hundreds of lattice sites. We averaged the fitted exponent \( \eta \) for different values of \( \omega \) while being as close as possible to the phase boundary, i.e. maximizing \( \lambda \). The final result is \( \eta_{av} \approx 0.258 \pm 0.012 \), in good agreement with the predicted value of 1/4 [7].

The spontaneous magnetization \( \beta \) and correlation length divergence \( \nu \) critical exponents are extracted through a finite-size scaling of the order parameter \( \xi_L(\tilde{\omega}) \) defined in Eq. (4). Following a procedure based on renormalization group analysis, we find that near the transition the order parameter follows the scaling \( \xi_L(\tilde{\omega}) \sim L^{-\beta/\nu} f(\tilde{\omega} - \tilde{\omega}_c) \cdot (L^{1/\nu}) \), for some non-universal function \( f(x) \) which may be model dependent [37]. It is then possible to plot \( L^{\beta/\nu} \xi_L \) as a function of \( (\tilde{\omega} - \tilde{\omega}_c) \cdot L^{1/\nu} \), and then tune the exponents \( \gamma_1 \) and \( \gamma_2 \) to collapse all the curves onto one another. A typical example of such analysis is depicted in Fig. 3. As a result of this rescaling we obtain \( \beta_{ext} = \gamma_1/\gamma_2 \approx 0.126 \pm 0.011 \) and \( \nu_{ext} = 1/\gamma_2 \approx 1.03 \pm 0.05 \) in perfect agreement with the theory [7], which predicts 1/8 and 1 respectively. This finite-size scaling procedure gives also another estimate of the critical boundary, in perfect agreement with the results showed in Fig. 2.

Finally, we measure the central charge \( c \) of the model [38]. It is actually possible to extract the central charge of a critical ground state by computing the entanglement related to a left-right \((1..\ell \leftrightarrow \ell + 1..L)\) system partition [39]. That is, we evaluate the von Neumann Entropy \( \mathcal{VN} \) of the reduced density matrix \( \rho_\ell \) of either partition: \( \mathcal{VN}(\rho_\ell) = -\text{Tr} [\rho_\ell \ln \rho_\ell] \). It is straightforward to determine the partition entropy when the quantum state is obtained via DMRG [31, 40]. In fact, DMRG algorithms provide directly the Schmidt coefficients \( \mu_p(\ell) \) for every partition \( \ell \in \{1..L\} \), from which the von Neumann entropy \( \mathcal{VN}(\rho_\ell) = -\sum_p \mu_p^2(\ell) \ln \mu_p^2(\ell) \) is easily computed. The profile \( \mathcal{VN}(\rho_\ell) \) at the critical point grows as

\[
\mathcal{VN}(\rho_\ell) = \frac{c}{6} \log \left( L \cdot \sin \frac{\pi \ell}{L} \right) + c',
\]

which allows to directly fit the central charge of the system [41, 42]. Figure 4 displays a typical result of this analysis: for every system size \( L \) and trapping frequency \( \tilde{\omega} \) we fit the central charge \( c \) by using Eq. (6) (inset). We then plot the fitted values of the central charge as a function of the system size \( L \) and extract the value that is size-independent, and thus critical. We average over
different values of $g$ and obtain $c_{av} \simeq 0.487 \pm 0.015$, which is in good agreement with the predicted value of $1/2$ [7].

In experiments the quantum critical behaviour can be measured, for instance, via the structure form factor [24] or by quenches across the critical point [43]. The quantum disordered region is accessed for temperatures $T$ that are smaller than the energy scale of the gap of the Ising model, which are experimentally feasible, and make quantum fluctuations dominant with respect to thermal fluctuations. For detailed discussions we refer the reader to Ref. [23]. Our calculation allows us to precisely determine the frequency width of the disordered phase. This reads $\Delta \omega_c = \sqrt{\gamma / (M a^2)} \Delta \omega_{c0}$, where $\Delta \omega_{c0}$ is given in Eq. (5) as a function of the parameter $g$. For ions $g$ is proportional to the linear density $1/a$, which is limited by the Coulomb repulsion, and takes values between $10^{-5}$ and $10^{-4}$ giving a small critical region [23]. For dipolar gases and Rydberg-dressed gases the situation can be quite different [27, 28]. For dipolos, for instance, $g = \sqrt{q / r_0}$, where $r_0 = M C_{int} / \hbar^2$ is the characteristic length of quantum coherence, $r_0 \lesssim 100 \mu$m, while long-range order can be realized by means of an optical lattice (with the particles deep in the Mott-insulator phase, so that quantum fluctuations along the array can be neglected [34]) so that $g > 0.01$. Note that, in the absence of an external periodic lattice, the linear-zigzag transition in quantum gases can be observed at rather large densities [27, 44].

To resume, we implemented a DMRG program which allowed us to characterize the ground state of a one-dimensional array of interacting atoms close to the linear-zigzag transition. The universality class of the criticality was identified by extrapolating the critical exponents as well as the central charge of the quantum phase transition. The excellent match between the predicted values and the results of the simulations demonstrates the correspondence between linear-zigzag instability and the Ising universality class. These results show that one-dimensional quantum critical phenomena typical of ferromagnetic systems, recently simulated by means of engineered coupling between internal and external degrees of freedom of ions [15, 16], can be naturally simulated by structural instabilities of interacting atomic arrays.
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