Remote Aircraft Target Recognition Method Based on Superpixel Segmentation and Image Reconstruction
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Satellite images are always with complex background and shadow areas. These factors can lead to target segmentation break up and recognition with a low accuracy. Aiming at solving these problems, we proposed an aircraft recognition method based on superpixel segmentation and reconstruction. First, we need to estimate the orientation of an aircraft by using histograms of oriented gradients. And then, an improved Simple Linear Iterative Cluster (SLIC) superpixel segmentation algorithm is provided. By comparing texture feature instead of color feature space, we cluster the pixels that are with the same features. Last, through target template images and orientation, we reconstruct the superpixels. Also, the lowest error matching ratio is the recognized target. The test results show that the algorithm is robust to noise and recognize more aircrafts. Especially, when the satellite images with complex background and shadow areas, our method recognizes accuracy better than other methods. It can satisfy the demand of satellite image aircraft recognition.

1. Introduction
Satellite images have the advantages of superior real-time performance, rich information, and objective coverage. However, with the large amount of satellite data, ground processing still mainly relies on manual interpretation, thereby resulting in time-consuming information acquisition and poor real-time performance. Meanwhile, target recognition is a hot topic in machine vision. The extraction of target features and automatic classification of the target are considered the key steps to improve recognition efficiency. Therefore, by studying target recognition technology on the basis of remote sensing images, we can shorten the information acquisition period and improve real-time performance, which are of considerable significance. However, given the difference between the imaging object and the imaging environment, target recognition in remote sensing images is more difficult than conventional image recognition. Remote sensing images usually have complex backgrounds, and completely segmenting the target is not easy, thereby resulting in recognition errors. In addition, when the solar altitude is low, satellite images become riddled with shadow areas, which increase the difficulty of target segmentation. These problems pose challenges for remote sensing image target recognition.

Traditional remote sensing image target recognition technology usually extracts the global features of the target and then obtains the image invariant features for target classification and recognition. Zeng et al. [1] used Zernike moments to extract the contour features of an aircraft target and then applied a Bayes classifier and K-nearest neighbour algorithm to classify this target. This method can identify six types of aircraft targets. Fu et al. [2] improved the Zernike moment algorithm to extract the characteristics of aircraft targets; this modified version incorporates the support vector machine classification method to identify aircraft targets. Rong et al. [3] first eliminated the noise interference in an image by the contour tracking algorithm. Then, he calculated the global invariant feature of the image according to a neural network classifier to perform target recognition. In summary, the use of moment invariants to extract the global invariant features of aircraft targets has good
robustness and space complexity but still has disadvantages. First, recognition needs to extract the complete target contour. However, remote sensing images often have complex backgrounds and low target contrast, which affect the accuracy of target recognition. These methods thus fail to effectively use the special shape characteristics of aircraft targets, and the robustness of recognition needs to be further improved.

Certain methods consider the shape features of aircraft fuselage symmetry [4]. The aircraft fuselage direction needs to be estimated before the global invariant of the target is extracted. Then, the shape and contour of the target are described. This method is advantageous in that it improves the tolerance of target segmentation to a certain extent and can accurately identify the target in the absence of contour features. However, given the limitations of satellite imaging conditions, the target is often affected by shadow regions, and accurately identifying the target type is difficult. Deep learning is also applied in aircraft remote sensing image target recognition, such as [5]. It is a novel landmark-based aircraft recognition method and uses a variant of a convolutional neural network. The accuracy of detection is high, but the database of aircraft remote sensing images based on deep learning is still incomplete.

Satellite images have complex backgrounds and shadow areas. To solve these problems, we propose the use of an aircraft recognition method that is based on superpixel segmentation and reconstruction for remote sensing image aircraft target recognition. In particular, we need to estimate the orientation of aircraft by using histograms of oriented gradients. The target to be reconstructed must be in the same direction as the template. We also provide an improved SLIC superpixel segmentation algorithm. For the difference between the texture features of the target and the shadow region, the CIELAB colour space measurement method is replaced by the texture similarity measure in separating the target.

The rest of this paper is organized as follows. Section 2 presents the target direction estimation method, and Section 3 describes the improved SLIC superpixel segmentation algorithm. Section 4 explains the target segmentation and recognition processes. Section 5 gives the experiment results, and Section 6 concludes the study and others directions for future work.

2. Target Direction Estimation

To ensure target reconstruction, the direction of the target should be consistent with the orientation of the template. This goal requires estimating the aircraft direction in the remote sensing image. Given the typical symmetry of aircraft fuselage, we can draw a histogram of oriented gradients (HOG) by this feature [6, 7]. The direction of the gradient vector distribution is the direction of aircraft fuselage. The steps are as follows.

(1) Figure 1(a) is selected for reducing the influence of low target contrast and brightness change in remote sensing images. Firstly, the Gamma algorithm is used for normalization and correction to adjust the contrast of the image. Meanwhile, the noise interference is also suppressed. The result is shown in Figure 1(b).

(2) The gradient of the abscissa and ordinate directions of each pixel in the image are calculated.

\[
\begin{align*}
G_x(x, y) &= H(x, y) - H(x - 1, y), \\
G_y(x, y) &= H(x, y) - H(x, y - 1),
\end{align*}
\]

where \(G_x(x, y)\), \(G_y(x, y)\), and \(H(x, y)\) express input image horizontal gradient, vertical gradient, and pixel values, respectively. The gradient magnitude at the pixel \(G(x, y)\) and gradient direction are as follows.

\[
G(x, y) = \sqrt{G_x(x, y)^2 + G_y(x, y)^2},
\]

\[
\alpha(x, y) = \tan^{-1}\left(\frac{G_y(x, y)}{G_x(x, y)}\right),
\]

by calculating the gradient of the pixel points, we can determine the outline and texture of the image, as shown in Figure 1(c).

(3) A gradient direction histogram is drawn by the gradient vector of the image. Similar to the image grey histogram, the X-axis of the gradient direction histogram indicates the distribution of the gradient vector direction from 0° to 180° in the image. The Y-axis represents the number of gradient vectors in each direction. For convenience, the gradient direction of every 20° is divided into a group. Therefore, the gradient direction histogram, as shown in Figure 1(d), is composed of 9 dimensions.

Given that extracted aircraft target gradient vector features are mainly composed of fuselage and wing features, the characteristic vector of the fuselage is in the same direction as the plane. Thus, the orientation of the plane is generally the highest proportion of the direction in the gradient direction histogram, and 90° is the direction of the aircraft fuselage in Figure 1(d).

3. Improved SLIC Superpixel Segmentation Algorithm

The segmentation quality determines target recognition accuracy. The ideal segmentation method is based on pixel-level segmentation [8, 9]. The characteristics of each pixel are identified to determine whether the target is recognized. However, the amount of data in remote sensing images is large, and such point-by-point pixel segmentation leads to time-consuming recognition. Therefore, we introduce superpixel segmentation. The SLIC algorithm [10–12] is a fast clustering algorithm for local comparison calculation.
Firstly, by selection of the seed point and measurement of the similarity between the point and the pixel, the image is segmented into superpixels. Then, each superpixel is considered a node in the image during segmentation, thereby effectively reducing image complexity and increasing ease of image processing.

The SLIC algorithm uses the CIELAB colour space to measure the colour similarity between seed points and pixels during its measurement of the similarity between clustered pixels. Given the reduced spectrum number of remote sensing images, which leads to insufficient colour features, the CIELAB colour space measurement is not applicable. In remote sensing images, aircraft targets have abundant texture features, whereas the shadow regions, which affect target recognition, are lack texture features. Therefore, this work improves the similarity measurement method in the SLIC algorithm. The texture feature measurement cluster [13, 14] is used to replace the colour feature of the original algorithm. The specific steps are as follows.

3.1. Seed Point Initialization. For an image with \( N \) pixels, the number of superpixel seed points is expected to be \( K \). Then, the area of each superpixel is \( S = \left( \frac{N}{K} \right) \), and the distance between adjacent seed points is \( D = \sqrt{\left( \frac{N}{K} \right)} \). The selected seed points are evenly distributed over the image. To avoid identifying the selected seed point as a noise pixel or have it appeared at the edge of the image, we move the seed point to the position with the smallest gradient value in the \( 3 \times 3 \) window and then give each seed point an independent label.

3.2. Similarity Measure. Each pixel in the image is compared with its neighbouring seed points to enable acquisition of their texture and positional spatial similarity. The nearest seed point label of the total similarity is assigned to the pixel point. The means of determining the distance between two texture feature vectors is an important issue in texture research. Commonly used texture distance metrics include Euclidean distance, Mahalanobis distance, and other nonlinear metrics, but these methods have low retrieval efficiency and poor real-time performance. Texture is an intrinsic feature of object surfaces and can be considered a pattern caused by changes in grey or colour in certain forms. Therefore, the texture features in the image can be measured by histogram.

The texture similarity measure between seed points and pixels is as follows:
\[
d_{i,j} = \chi^2(h_i, h_j) = \frac{1}{2} \sum_k ^{\frac{[h_i(k) - h_j(k)]^2}{h_i(k) + h_j(k)}},
\]
\[
h_i(k) = \sum_{W(i)} I[T(i) = k],
\]

where \(d_{i,j}\) is the texture similarity measurement, \(h_i(k)\) is the texture histogram of the seed pixel, \(h_j(k)\) is the texture histogram of adjacent pixels between the window and the seed point, and \(T(i)\) is the texture value for the pixel. The smaller \(\chi^2(h_i, h_j)\) is, the higher the similarity between pixels and seed points.

The location space similarity metrics are as follows:
\[
d_{xy} = \sqrt{(x_k - x_i)^2 + (y_k - y_i)^2},
\]
where \(d_{xy}\) is the similarity measure for the location space; \(x_k\) and \(y_k\) are the abscissa and ordinate components of the seed point, respectively; \(x_i\) and \(y_i\) are the horizontal and vertical components of the pixel points adjacent to seed points.

The total similarity measure between seed points and pixels is as follows:
\[
|D_{ij}| = d_{ij} + \frac{m}{|D|}d_{xy},
\]
where \(|D|\) is the distance between adjacent seed points. Because the distance between adjacent seed points is \(D = \sqrt{(N/K)}\). When the distribution of superpixel seed points \(K\) is sparse, the value of \(|D|\) will increase. Then, \((m/|D|)\) will increase. \(m\) is the balance parameter, which is used to balance the similarity of colour and positional space similarity. The value range is usually \((1, 20)\). After repeated trials, we set \(m = 10\) for all superpixel segmentations in our implementation.

3.3. Pixel Clustering. Pixels with the same seed point labels are clustered into one superpixel. However, to ensure algorithm speed of the algorithm, we cannot select the entire image as the search window. Instead, we choose a \(2S \times 2S\) window with the seed point as the centre, where \(S\) is the area of each superpixel, for searching pixels with similar clustering. The clustering results are shown in Figure 2.

4. Target Segmentation and Recognition

The target and the background, which have different pixel characteristics in a remote sensing image, can be separated by superpixel segmentation. The segmented target image can be identified, as shown in Figure 3, as long as it is reconstructed into a complete target.

The divided subimage may be a target image or a background image, and the value of \(\alpha\) is 0 or 1. The process of target reconstruction can be represented by mathematical modelling, as shown in Figure 3. If \(f(x, y)\) represents the target, then \(D = [d_1, d_2, \ldots, d_j]\) represents the matrix after superpixel segmentation. \(\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_j]^T\), and then,

\[
f'(x', y') = \begin{bmatrix} a & 0 \\ 0 & b \end{bmatrix} f(x, y).
\]

The principle of target reconstruction is to use as few segmentation images as possible to mosaic into a complete target while keeping the mosaic error as small as possible. Target reconstruction is the minimum value between \(f(x, y)\) and \(Da\) [15, 16].

\[
\min \|f(x, y) - Da\|_2^2 + \lambda \|\alpha\|_0.
\]

where \(\cdot\|_2\) represents the \(f(x, y)\) and \(Da\) the best square approximation polynomials, and \(\|\cdot\|_0\) is the balance parameter used to solve the term where \(\alpha\) is not 0. The process is as follows.

(1) Scale Normalisation. The purpose of scale normalization is to make the mosaic image and target template have the same scale and aspect ratio. The assumption is that the width and height of the template target \(f(x, y)\) are \(M\) and \(N\), respectively, and that the aspect ratio is \(\lambda = (N/M)\). The normalized image and area are \(f'(x', y')\) and \(\beta\), respectively. Given aspect ratios \(\sqrt{\beta}\) of width and height, the scale factors of the X-axis and the Y-axis can be calculated and written as \(a = (\sqrt{\beta}/M)\) and \(b = (\sqrt{\beta}/N)\), respectively. Hence, the scale normalization of the original image is as follows:
(2) In the estimated target direction, the target is reconstructed by position, and the divided sub-image $a$ in the target area assumes the value of 1 while the outside assumes 0. We use the method in [17] to obtain the best square approximation polynomial $|f(x, y) - D_a|^2$ of the template and the stitched image. Then, we obtain the reconstructed image.

(3) The reconstruction mismatch rate is calculated, and the recognition target is determined. The reconstruction mismatch rate is an important indicator that measures reconstruction quality. That is, the ratio of the target template area to the difference of reconstruction area and the template area is as follows:

$$\text{Error matching} = \frac{|\text{Area}(f(x, y)) - \text{Area}(D_a)|}{\text{Area}(f(x, y))}. \quad (9)$$

Therefore, aircraft target recognition aims to calculate the mismatch rate of different target templates and corresponding reconstruction targets. $R$ is the minimum value, in which the image with the minimum reconstruction difference is the identified target:

$$R = \arg \min \text{Error matching}. \quad (10)$$

The specific identification process is shown in Figure 4.

5. Experimental Analysis

5.1. Parameter Setting. All experiments in this paper are based on the platform MATLAB 2013a+ VisualStudio 2010 and completed on a personal computer with an Intel® Core™ i5-4570 processor, 3.2GHz main frequency, and 4GB memory. The algorithm is validated by the QuickBird satellite image database of DigitalGlobe Remote Sensing Imaging Company of the United States (http://www.digitalglobe.com/imaginary). The image resolution is 0.61 m. To verify the universality of the algorithm, we collect 5 types of aircraft target images, with each type having 30 images, as shown in Table 1.

5.2. Results of Superpixel Segmentation and Target Reconstruction. We use the SLIC superpixel segmentation algorithm and the method proposed in this section to segment the target image with superpixels. Then, the target is constructed by the segmentation results. The findings are shown in Table 2.

As seen in Table 2, the superpixel segmentation based on the CIELAB colour space similarity measure is inaccurate, especially when the background of the remote sensing image is complex (Types 1 and 3) and the target is affected by a shadow area (Types 2 and 4). The main reason is that the number of spectra is reduced. The colour similarity measurement does not effectively distinguish between targets and shadow regions, thereby resulting in segmentation errors. In this paper, on the basis of the SLIC superpixel segmentation algorithm, texture and spatial features are used for measuring the similarity between pixel points. This procedure takes full advantage of the texture difference between the target and shadow areas. Under the influence of a complex background and shadow areas, the target can still be effectively segmented and the target stitching effect is enhanced.

5.3. Experiments of Matching Recognition and Accuracy Comparison. Five aircraft types in the dataset are tested for matching recognition, and the recognition results are shown in Figures 5–9. These figures show the results of (a) direct use of the template and image matching recognition and (b) matching recognition with template after superpixel segmentation and reconstruction.

The matching results show that the accuracy of matching recognition of aircraft targets after superpixel segmentation and reconstruction is significantly improved. After reconstruction, the influence of the shadow area is removed, and other interference information in the background is effectively filtered out, thereby further improving the accuracy of matching recognition. We compared our results with the CNN [5] method and the results without segmentation which are shown in Table 3.

As seen in Table 3, the matching recognition accuracy is remarkably improved after superpixel segmentation, being approximately 17.3% higher than that after direct matching recognition. The method of CNN obviously improves the matching accuracy, reaching about 83.9%. Because the experiment used the network model which has been trained in [5] to test our image, the training parameters are based on the dataset in [5]. The number of remote sensing satellite pictures in this paper is not enough to meet the training requirements. Therefore, the matching accuracy of our test images using their parameters is low. Compared with the

![Figure 4: The flowchart of target recognition.](image-url)
### Table 1: Target templates and satellite images.

| Type   | Template | Sample image |
|--------|----------|--------------|
| Type 1 | AC130    | ![Sample Image](image1) |
| Type 2 | C17      | ![Sample Image](image2) |
| Type 3 | C130     | ![Sample Image](image3) |
| Type 4 | KC135    | ![Sample Image](image4) |
| Type 5 | C141     | ![Sample Image](image5) |

### Table 2: Results of superpixel segmentation and reconstruction.

| Target image | SLIC segmentation | Propose method | Reconstruction image |
|--------------|-------------------|----------------|----------------------|
| Type 1       | ![SLIC Segmentation](image6) | ![Propose Method](image7) | ![Reconstruction Image](image8) |
| Type 2       | ![SLIC Segmentation](image9) | ![Propose Method](image10) | ![Reconstruction Image](image11) |
| Type 3       | ![SLIC Segmentation](image12) | ![Propose Method](image13) | ![Reconstruction Image](image14) |
| Type 4       | ![SLIC Segmentation](image15) | ![Propose Method](image16) | ![Reconstruction Image](image17) |
| Type 5       | ![SLIC Segmentation](image18) | ![Propose Method](image19) | ![Reconstruction Image](image20) |
method in this paper, our method has reached a higher accuracy.

To verify the accuracy of the proposed algorithm, an experimentally measured classification confusion matrix for aircraft target recognition [18] is used. Such matrix is primarily adopted for evaluating the classification accuracy of an image. Each column represents a prediction category, and the total number of data in each column represents the percentage of data projected for that category. Each row represents the true category of data, and the total number of data in each row is the percentage of table instances. For example, the value in the first column of the first row indicates the probability that the aircraft actually belonging to the first category will be predicted as
the first category. The value of the first row and the second column indicates the probability that the aircraft actually belonging to the first category will be mispredicted as the second category. Similarly, other values are calculated in the same way. The confusion matrix of this algorithm is shown in Table 4.

As shown in the table, Types 1 and 3 are vulnerable to classification errors. The main reason is that the wings of both types of aircraft are perpendicular to the aircraft fuselage, unlike those of Type 1, which are wider. Types 5, 2, and 4, which also have similarities in fuselage, are likewise easily confused. In general, although some aircraft types have similarities, the classification accuracy of the algorithm is high, thereby satisfying the needs of remote sensing image aircraft target recognition.

5.4. Experiment of Computational Complexity. The size of the remote sensing images selected in this chapter is $128 \times 128$. In the computational complexity comparison experiment, the target matching and recognition time before and after the superpixel segmentation algorithm are compared. In addition, we also compared the CNN algorithm with them, which are shown in Table 5.

![Figure 9: Recognition results of type 5. (a) Match recognition without segmentation. (b) Match recognition with segmentation.](image)

### Table 3: Comparison of the accuracy of matching recognition.

| Image | Without segmentation (%) | Matching accuracy | With segmentation (%) |
|-------|--------------------------|-------------------|----------------------|
| Type 1 | 77.8 | 84.5 | 92.5 |
| Type 2 | 71.3 | 82.7 | 90.2 |
| Type 3 | 76.6 | 85.1 | 92.8 |
| Type 4 | 70.5 | 82.3 | 90.0 |
| Type 5 | 75.1 | 84.7 | 92.7 |
| Average | 74.3 | 83.9 | 91.6 |

### Table 4: Confusion matrix of target classification.

|         | Type 1 | Type 2 | Type 3 | Type 4 | Type 5 |
|---------|--------|--------|--------|--------|--------|
| Type 1  | 0.89   | 0.00   | 0.07   | 0.00   | 0.00   |
| Type 2  | 0.00   | 0.97   | 0.00   | 0.00   | 0.00   |
| Type 3  | 0.07   | 0.00   | 0.93   | 0.00   | 0.00   |
| Type 4  | 0.00   | 0.07   | 0.00   | 0.87   | 0.00   |
| Type 5  | 0.00   | 0.00   | 0.00   | 0.00   | 0.93   |

### Table 5: Comparison of matching recognition time (ms).

| Image | Without segmentation | Matching time | With segmentation |
|-------|---------------------|---------------|-------------------|
| Type 1 | 113                 | 318           | 528               |
| Type 2 | 125                 | 327           | 537               |
| Type 3 | 131                 | 341           | 545               |
| Type 4 | 118                 | 323           | 531               |
| Type 5 | 149                 | 356           | 551               |
| Average | 127.2              | 333           | 538.4             |
As detailed in Table 5, after the superpixel segmentation, the time consumption of the algorithm is approximately 500 ms more than that of direct matching. The method of CNN takes less time. However, in general, the time consumption of the three algorithms remains on the same order of magnitude, thus meeting the requirements of target matching and recognition.

6. Conclusion

In this research, we propose an aircraft recognition method that is based on superpixel segmentation and reconstruction. First, a gradient direction histogram is used for estimating the target direction, and the template direction is kept consistent with the reconstruction direction. The Gamma correction method is used for reducing the influence of low contrast and brightness changes of remote sensing images. Then, an improved SLIC superpixel segmentation algorithm is proposed; this algorithm is based on the difference of texture features between target and shadow regions in the satellite images and solves the problem of incomplete target contour extraction caused by shadow regions. Finally, the mismatch rate of the template area and the reconstruction area is calculated, in which the minimum mismatch rate is identified as the target. Experiments show that the proposed method positively affects object segmentation and reconstruction and can identify five types of aircraft.
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