Cortical processing of location and frequency changes of sounds in normal hearing listeners
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A B S T R A C T
Sounds we hear in our daily life contain changes in the acoustic features (e.g., frequency, intensity, and duration or “what” information) and/or changes in location (“where” information). The purpose of this study was to examine the cortical auditory evoked potentials (CAPEs) to the change within a stimulus, the acoustic change complex (ACC), in frequency (F) and location (L) of the sound in normal hearing listeners.

Fifteen right-handed normal hearing listeners participated in the electroencephalographic (EEG) recordings. The acoustic stimuli were pure tones (base frequency at 250 Hz) of 1 s, with a perceivable change either in location (L, 180°), frequency (F, 5% and 50%), or both location and frequency (L+F) in the middle of the tone. Additionally, the 250 Hz tone of 1 sec without any change was used as a reference. The participants were asked to listen passively to the stimuli and not to move their heads during the testing. Compared to the reference tone, by which only the onset-CAEP was elicited, the tones containing changes (L, F, or L+F) elicited both onset-CAEP and the ACC. The waveform analysis of ACCs from the vertex electrode (electrode Cz) showed that, larger sound changes evoked larger peak amplitudes [e.g., (L+50%F) - L-change; (L+50%F) - 5%F-change] and shorter the peak latencies ([L+5%F] < 5%F-change; 50%F < 5%F-change; L+50%F < 5%F-change]. The current density patterns for the ACC N1 peak displayed some differences between L-change vs. F-change, supporting different cortical processing for “where” and “what” information of the sound; regardless of the nature of the sound change, larger changes evoked a stronger activation than smaller changes [e.g., L- > 5%F-change; (L+5%F) - 5%F-change; 50%F- > 5%F-change] in frontal lobe regions including the cingulate gyrus, medial frontal gyrus (MFG), superior frontal gyrus (SFG), the limbic lobe cingulate gyrus, and the parietal lobe postcentral gyrus. The results suggested that sound change-detection involves memory-based acoustic comparison (the neural encoding for the sound change vs. neural encoding for the pre-change stimulus stored in memory) and involuntary attention switch.

© 2020 University of Cincinnati. Published by Elsevier B.V.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

Sounds we hear in daily life contain dynamic changes in the spectrotemporal contents from the same or different sound sources/locations. The cortical processing of sound changes in “what” (sound feature changes) and “where” (location changes) dimensions is critical for auditory scene analysis, a process we use to identify sound source and separate a sound from background noise (Bidelman, 2015; Boubenec et al., 2016; Jaunmahomed and Chait, 2012; Lewald et al., 2016; Lewald et al., 2018; Shiel et al., 2018; Sohoglu and Chait, 2016; Sussman et al., 2014; Symonds et al., 2020).

Frequency is an important sound feature that plays a critical role in the “what” information of sounds and the feature that is also tightly linked to the “where” information (Du et al., 2011; Sollini et al., 2017; Tuninetti et al., 2017). For instance, the frequency information of human voice, which is related to the speaker’s gender and identity (Tuninetti et al., 2017), and the location of the speaker can be integrated by the brain to segregate...
the target speech sounds from concurrent sounds of other talkers (Du et al., 2011). Moreover, the central auditory system integrates outputs from separate frequency channels of both ears at the peripheral stage, which are manifested as interaural time and level differences (ITD and ILD), in order to derive perception of sound location (Sollini et al., 2017).

Animal studies have reported separate processing for the “what” and “where” information of sounds. Specifically, the anterior and posterior portions of the auditory cortex and their neural projections to the frontal and parietal regions of the brain are involved separately for processing the “what” and “where” information (Lomber and Malhotra, 2008; Rauschecker and Scott, 2009). This hierarchical “dual-processing” appears to be a common attribute of cortical sensory systems across mammalian species (Rauschecker and Scott, 2009). In humans, it remains unclear how the brain may differently process the “what” and “where” information of the sound, or at what stage the dimension difference occurs (Ahveninen et al., 2014; Retsa et al., 2018). On the one hand, some neuro-imaging studies using techniques including the functional magnetic resonance imaging (fMRI), magnetoencephalography (MEG), and electroencephalography (EEG) have provided evidence that the cortical processing of “what” and “where” information of sound is through dimension-specific mechanisms involving different brain regions (Altmann et al., 2007; Anourova et al., 2001; De Santis et al., 2007; Johnson et al., 2006). For example, using the fMRI and EEG, Altmann et al. (2007) reported that the “what” information was processed predominantly in the more anterior aspect of the superior temporal lobe and the “where” information was mainly processed in the posterior temporal lobe. De Santis et al. (2007) reported that, while activations within the superior temporal cortex and prefrontal cortex bilaterally were common for both conditions, the regions within the right temporoparietal cortices were specific for the “where” condition. The difference between conditions occurred at approximately 100 ms after stimulus onset, suggesting that the distinction between the “what” and “where” processing already exists at the sensory processing stage.

On the other hand, some researchers reported that the posterior auditory cortex found to be related to code “where” information is also activated by other stimulus features, suggesting that this area may not be specifically for spatial processing (see Review by Ahveninen et al., 2014). Alain et al. (2009) reported that the brain processing of “where” and “what” information may be similar at the early stage of sensory registration and that the difference occurs at approximately 200 ms after stimulus onset and involves the top-down modulation brain regions.

The ideal neuroimaging technique to examine how the brain processes the “where” and “what” information would be the one providing high spatial and temporal resolution. The EEG and MEG techniques provide excellent temporal resolution, but the spatial localization is limited. The fMRI provides excellent spatial resolution, but it lacks temporal accuracy. The EEG is the most suitable tool if it is used in hearing-impaired individuals wearing cochlear implants (CI), because most current CI devices are compatible with the EEG, but not the fMRI or MEG.

Previous studies have examined the neural aspects of change detection using the between-stimulus changes (e.g., oddball paradigm in which the deviant stimuli reflecting a change are randomly interspersed among the standard stimuli with a fixed quiet interval between successive stimuli, Optiz et al., 2002; Molholm et al., 2005). The neural responses to such between-stimulus changes are not solely reflecting change detection per se, as such neural responses also reflect the change in the occurrence ratio of the stimuli required in the oddball paradigm (e.g., 20% for the deviants and 80% for the standard stimuli). Moreover, the neural response to the sound change is affected by the stimulus onset and offset. It is critical to examine the neural substrates of detecting the within-stimulus change because: (1) the sounds in our daily-life environment contain dynamic changes in the sound background, and (2) this allows us to better understand how human brains detect the within-stimulus changes without much interference of stimulus onset and offset, as well as the occurrence ratio of the stimuli.

This study used the EEG method to examine the cortical responses to pure tones containing changes of different dimensions in normal hearing (NH) listeners: location change (L-change), frequency changes (f-change), or both location and frequency change ([L+F]-change). With such stimuli, the CAEPs in response to the onset of the tone (onset-CAEP) and the CAEPs to the within-stimulus changes (the acoustic change complex, ACC) can be evoked (Liang et al., 2016; Liang et al., 2018; Martin & Boothroyd, 1999; Martin & Boothroyd, 2000; Martin et al., 2010; Ostroff et al., 1998). These CAEPs recorded in a passive listening condition allow us to examine cortical processing of sound changes at the pre-attentive stage. Differences between stimulus conditions were examined to answer the following questions: (1) are the L-change and F-change processed in the brain in a similar way? (2) Are the 2-dimensional change ([L+F]-change) and 1-dimensional change (either L- or F-change) processed similarly in the brain? (3) Are different magnitudes of change with the same dimension/dimensions processed similarly in the brain? The information would be added to the understanding of neural mechanisms related to how the brain processes the “what” and “where” information of the sound. Moreover, this study would provide normative data for future comparisons with data from cochlear implant users, whose performance of frequency change detection for sound localization is typically poor (Rana et al., 2017; Schafer et al., 2007; Zeng et al., 2014; Zhang et al., 2019).

2. Methods

2.1. Participants

Fifteen young normal hearing (NH) listeners (age range, 20–30 years) participated. They were right-handed, as defined by the Edinburgh Handedness Inventory (Oldfield, 1971), and did not have any history of hearing disorders, neurological or psychiatric disorders, or brain injury. This study was approved by the Institutional Review Board (IRB) at the University of Cincinnati. The informed consent was obtained from each participant and the privacy rights of participants have always been observed.

2.2. Stimuli

Six types of stimuli including one reference tone (250 Hz pure tone of 1 s, 20 ms raised cosine ramps) and 5 tones containing a change in the middle of the tone (0.5 s after the tone onset) were generated using MATLAB at a sampling rate of 44.1 kHz. The tones containing a change were composed of two segments: the 1st segment being a 0.5 s pure tone at 250 Hz that was presented from the left speaker (−90° in azimuth), and the 2nd segment being a 0.5 s tone representing a change of different dimensions including an upward frequency change (5%F-change, and 50%F-change), a location change by shifting the sound presentation to the right speaker (L-change, 180°), or a location + frequency change ([L+5%F]-change, and [L+50%F]-change). The two sound segments were equalized in terms of the root mean square energy. For frequency changes, the change was instantaneous and occurred for an integer number of cycles of the base frequency at 0 phase (zero-crossing) to reduce the onset cue of the frequency change (Dimitrijevic et al., 2008). For the location change, the amplitude was reduced to zero over 10 ms at the end of the 1st segment and the beginning of the 2nd segment to minimize the tran-
sient click at the transition. Fig. 1 depicts the stimulus paradigm used in this study.

Fig. 2 shows waveforms (top and bottom rows) and spectrograms (middle row) for the stimuli with the 5%F-change (left panel) and 50%F-change (right panel). The abrupt frequency transition in the F-change condition did introduce some frequency splay near the transition as shown in the spectrogram. However, such frequency splatter was relatively minor and mainly introduced by short-term frequency analysis. Since the transition occurred at 0 phase, no audible transient clicks were reported by all listeners due to the smoother transition in the time domain for both 5%F and 50%F-change than the one involving a sudden change of instantaneous sound pressure.

The above 6 types of stimuli were presented in a randomized order, each with 400 trials, through loudspeakers (LSR305, Sweetwater, IN) connected to a MOTU Interface (Sweetwater, IN) at 80 dB(A). The inter-stimulus-interval (between the offset of the 1-s tone and the onset of the successive 1-s tone) was 0.8 s. For the reference tone and the tones containing the F-change, the whole stimuli were presented from the left speaker (0.5 m from the left ear, –90° in azimuth); for the tones containing the L- and the (L+F)-change, the 1st segments of the tones were presented from the left speaker (0.5 m from the left ear, –90° in azimuth) and the 2nd segments from the right speaker (0.5 m from the right ear, 90° in azimuth).

2.3. EEG Recording

The participant was comfortably seated in a sound-treated booth for the EEG recordings. Prior to the EEG experiment, multiple trials of stimuli were presented to ensure that the participant was able to reliably detect all types of changes in the tones. EEG recordings were collected using a 40-channel Neuroscan system (NuAmps, Compumedics Neuroscan, Inc., Charlotte, NC), with a band-pass filter setting from 0.1 to 100 Hz, an analog-to-digital converter sampling rate of 1000 Hz, and the linked ear as the reference. Before EEG recordings, the quick-cap with 40 electrodes was placed on the participant’s scalp according to the international 10–20 system and required procedures were taken to ensure that electrode impedances were no greater than the recommended level (i.e., 5 kΩ). During testing, participants read self-selected magazines or watched a captioned movie to keep alert and were asked to ignore the acoustic stimuli. They were also instructed not to move their heads during the EEG testing.

2.4. Data analysis

Continuous EEG data were digitally filtered (0.1–30 Hz), segmented (~100 ms to 1000 ms), and baseline corrected. Then the segmented data was imported to the EEGLAB Toolbox (EEGLAB, San Diego, CA), to remove the artifacts (e.g., eye blink, movement) using the Independent Component Analysis. After artifact removal, the EEG data were reconstructed and the average reference was computed. Finally, the EEG data were averaged separately for each of the 6 types of stimuli for each participant. Then MATLAB (Mathworks, Natick, MA) was used to objectively identify peak components for the vertex electrode (Cz), which was confirmed by the researcher’s visual evaluation. The N1 peak and the following P2 peak of the onset-CCEP were identified in a latency range 70–160 ms and 150–260 ms, respectively, after the onset of the tone; The N1’ and the following P2’ peaks of the ACC were identified in a latency range 670–760 ms and 750–860 ms, respectively, after the stimulus onset, or 70–160 ms and 150–260 ms after the occurrence of the change.

The Standardized low-resolution brain electromagnetic tomography (sLORETA), an online available source analysis method (http://www.uzh.ch/keyinst/loreta.htm), was performed to localize neural generators for the N1 and N1’ peaks of the CCEPs. The voxel-based current density images were created using the CCEP data from 34 electrodes (FP1, FP2, F7, F3, F2, F4, F8, FT7, FC3, FCz, FC4, FT8, T3, C3, CZ, C4, T4, TP7, CP3, CPz, CP4, TP8, T5, P3, P2, P4, T6, O1, OZ, O2, FT9, FT10, P01, P02) in the timeframes 70–100, 100–130, 130–160 ms, respectively. These 3 windows correspond to those for the 3 subcomponents of N1 (i.e., N1a, N1b, and N1c) that are generated from different but spatially and temporally overlapping cerebral generators (Budd et al., 1998; Knight et al., 1988; Woods, 1995). The current density patterns in these 3 windows would reflect the dynamic change of brain activities surrounding the N1 and N1’ peaks. The P2 peak and the corresponding P2’ were not the focus as the P2 involves independent processes compared to the obligatory N1 peak that represents the early sensory processing stage (Crowley and Colrain, 2004; Schwertner et al., 2018). Moreover, there was much less P2 data in the literature that could be used to compare the data in the current study.

2.5. Statistical analysis

For the waveform analysis, a series of within-subject repeated analysis of variance (ANOVA) were performed to examine the difference in the peak measures of the ACCs at the Cz electrode. A p-value of 0.05 was used as the significance level for all analyses. sLORETA comparisons of the current source density of the event-related potentials (ERPs) were performed for the following 8 pairs to address the aforementioned research questions: L- vs. 5%F-change, L- vs. 50%F-change, (L+5%F)- vs. L-change, (L+5%F)- vs. 5%F-change, (L+50%F)- vs. L-change, (L+50%F)- vs. 50%F-change, (L+5%F)- vs. (L+5%F)-change, and 50%F- vs. 5%F-change. The current density comparisons were conducted in sLORETA in the latency ranges where the ERPs were significantly different in each stimulus pair (Justen and Herbert, 2016). The comparisons were performed using the sLORETA-built-in voxel-wise randomization tests based on SnPM corrected for multiple comparisons (Holmes et al., 1996). The voxels with significant differences were specified in the corresponding brain regions using sLORETA images and voxel-by-voxel t-values in Talairach space were displayed.
Fig. 2. Illustrations of stimuli containing frequency changes. The top row shows the waveform and the middle row shows the spectrograms of the entire stimuli (1-s duration) for the 5%F- (left) and 50%F-change (right). The bottom row shows the waveforms of the partial stimuli (from 0.45 to 0.55 s) surrounding the transition middle point, as indicated by the red dot. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Grand-average (n=15) event-related potentials (ERPs) at the Cz electrode evoked by different stimuli (reference tone and tones containing one of 5 different changes), plotted with traces of different colors. The onset-CAEP peaks (N1 and P2) and ACC peaks (N1’ and P2’) are labeled. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

3. Results

Fig. 3 shows the grand mean ERPs to the 6 types of stimuli from electrode Cz. Unlike the reference stimulus, for which only the onset-CAEP was observed in a latency range of approximately 70–260 ms after stimulus onset, the stimuli containing a change evoked both onset-CAEPs and ACCs, with the latter occurring at approximately 70–260 ms after the change occurred.

Fig. 4 shows the means and standard errors of peak amplitudes and latencies of the ACC peaks (N1’ and P2’) and the onset-CAEP peaks (N1 and P2) at Cz electrode. For the ACC measurements (grey), the N1’ and P2’ latencies were longest for the 5%F-change and similar for other types of changes; the N1’ and P2’ amplitudes were the smallest for the 5%F-change, largest for the (L+50%F)-change, and the response amplitudes for other types of changes had a similar size between the smallest and the largest responses. The onset-CAEP peak measurements showed a shorter P2 latency and smaller N1 amplitude (black) than the corresponding measurements in the ACCs.

Statistical analyses using the repeated measures ANOVA were separately conducted to examine the effect of the acoustic change (5 types) on the latencies and amplitudes of N1’ and P2’ peaks, which were the focus of this study. The normality test (Shapiro-Wilk) failed and Friedman Repeated Measures Analysis of Variance on Ranks were conducted. For the N1’ latency, there was a statistical significance in the type of acoustic changes (Chi-
square = 29.36, p < 0.001). The pairwise-comparison (Tukey Test) results were: 5%-change \( \times \) (L+5%F)-change, 50%F-change, and (L+50%F)-change (p < 0.001). For the P2' latency, there was no statistical significance in the effect of the type of acoustic changes (p > 0.05). For the N1' amplitude, there was a statistical significance in the type of changes (Chi-square = 23.57, p < 0.01). The pairwise-comparison (Tukey Test) results for the N1' amplitude were: (L+50%F)-change > 5%-change (p < 0.01). For the P2' amplitude, there was a statistical significance in the type of changes (Chi-square = 38.03, p < 0.01). The pairwise-comparison results (Tukey Test) for the P2' amplitude were: (L+50%F)-change > 5%-change (p < 0.01) and L-change (p < 0.05).

For the tone containing the L-change, the two segments of the stimulus were the same except that the location of the speakers presenting these two sound segments was different. The onset-CAEP and the ACC evoked by the L-change were further examined to determine if these responses are different. Statistical comparisons (pair-t tests) of the peak values showed P2' latency (190.40 ms) was significantly longer than the P2 latency (160.68 ms, p < 0.01) and both N1' amplitude (-1.84 μV) and P2' amplitude (1.31 μV) were significantly larger than that for the N1 (-0.42 μV) and P2 (0.79 μV), respectively (p < 0.05).

Fig. 5 shows the mean current source density (CSD) in 3 time-windows: 70–100, 100–130, and 130–160 ms after the stimulus onset for the onset-CAEP and after the change occurs for the ACCs across all participants. The CSD for the onset-CAEP was strongest in both temporal lobes for the 3 time-windows, with the right side showing a stronger activation. The CSD patterns for the ACCs showed activation in both temporal and frontal lobes. Among the ACCs, the differences between L-change vs. F-change depended on the magnitude of the F-change: the L-change activated bilateral temporal lobe in windows 70–100 and 100–130 ms then additional frontal lobe in window 130–160 ms, the 50%F-change evoked more activation in the right temporal lobe in window 70–100 ms and additional frontal lobe in the other two windows, and the 5%F-change showing temporal lobe activation in window 100–130 ms and more frontal lobe activation in the other two windows; finally, L-change dominates over F-change in cortical processing in the windows from 70 to 130 ms [e.g., the pattern for L-change is similar to that for (L+F)-change]. sLORETA was used to perform the current source densities of the ERPs for the 8 stimulus pairs used to address the 3 research questions stated earlier. The current source density was compared for the stimulus pairs during the latency ranges in which the whole-head ERPs were statistically different (the latency range starting from approximately 150 ms and 200 ms after the change occurs), Fig. 6 shows the sLORETA comparison maps for these stimulus pairs. There was a statistical difference in the CSD between conditions in the following pairs: L-change > 5%F-change, (L+5%F)-change > 5%F-change, and 50%F-change > 5%F-change (p < 0.05). These pairs have the commonality that the former is a larger change than the latter within the pair. The sLORETA comparison maps showed the frontal lobe regions including the cingulate gyrus, medial frontal gyrus (MFG), superior frontal gyrus (SFG), the limbic lobe cingulate gyrus, and parietal lobe postcentral gyrus were activated for larger changes. Table 1 summarizes the findings of CSDs in sLORETA.

4. Discussion

This study first examined cortical processing of sound changes in "what" and "where" dimensions using the CAEPs evoked by
Fig. 5. The sLORETA current density activation patterns of the mean onset-CAEP and ACCs (n=15) within the latency ranges of 70–100, 100–130, and 130–160 ms after stimulus onset or after the change occurs, respectively. Maxima are color-coded as yellow. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Horizontal, sagittal, and coronal slices of sLORETA statistical images (voxel-by-voxel t-tests, p < 0.05) for the current source density (CSD) comparisons between different ACCs over time windows where the ERPs showed statistical differences. Note that two separate time intervals were found to show CSD differences for the 50%F- vs. 5%F-change comparison (see Table 1). Therefore, two statistical images for these two intervals are provided. Positive t-values (yellow) indicates that former stimulus evoked a stronger activation than the latter stimulus. It can be seen that larger changes evoked stronger activities in regions including the frontal lobe: cingulate gyrus, middle frontal gyrus, superior frontal gyrus; limbic lobe: cingulate gyrus; and parietal lobe: postcentral gyrus. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
tones containing changes in location, frequency, and both location and frequency. Previous studies examined the ACCs to within-stimulus frequency changes using waveform analysis, which showed that the ACC amplitude increased with the magnitude of the frequency change (Harris et al., 2008; He et al., 2012; Vonck et al., 2019). The current study used both waveform and source analyses to reveal neural basis of change detection in frequency and location dimensions and the results are discussed below.

4.1. The onset-CAEP

The current source density distribution patterns in sLORETA for the onset-CAEP, which was evoked by the portion of stimulus presented from the left speaker, showed activation in both temporal lobes, with the right side showing a stronger activation than the left side. The left speaker presentation results in a higher loudness level received by the left ear compared to the right ear; due to the crossed fibers in the central auditory system, the right hemisphere temporal lobe is activated more than the left hemisphere. This finding is consistent with previous source analysis of the onset-CAEP that shows the contralateral dominance when the subject is stimulated with sounds from the left speaker (Briley et al., 2016).

4.2. The ACC for the L-change

The ACC evoked by the L-change is different from the onset-CAEP, although the two segments of the stimulus eliciting these responses were the same except that the location of the speakers presenting these two sound segments was different. The following evidence supports this conclusion: (1) some peak measurements of this ACC are different from those of the onset-CAEP. For instance, the P2 latency was significantly longer than the P2 latency (\(p < 0.01\)) and both N1 and P2 amplitudes were significantly larger than the N1 and P2 amplitudes, respectively (\(p < 0.05\)); 2) the current density pattern showed that the involvement of the frontal lobe in addition to the temporal lobe for the ACC but both temporal lobes for the onset-CAEP (see Fig. 4). The differences and commonalities between the CAEP evoked by a L-change (achieved by using ITDs through earphones) and the onset-CAEP have also been observed in other studies (Akiyama et al., 2011).

The ACC evoked by the L-change may reflect the cortical processing of changes in the binaural cues (time and intensity cues, with the interaural time cue dominating for the low-frequency 250 Hz tone used in this study) of the sound related to the fact that the speaker was closer to left ear than the right ear for the 1st half segment of the stimulus and then was the opposite for the 2nd half segment of the stimulus (Phillips, 2008). The current density pattern shows that the bilateral temporal lobes were activated in time-windows 70–100 and 100–130 ms and the activation shifts to the left frontal lobe in the 130–160 ms window. Previous studies have reported that brain regions activated for the N1 peak evoked by location changes include both temporal lobes and regions in other lobes. For instance, Brunetti et al. (2005) reported fMRI results that brain activation to sound locations was in Heschl’s gyrus, the supiortemporal gyrus, the supramarginal gyrus, and the inferior and middle frontal gyri; Their MEG results showed activation in Heschl’s gyrus at approximately 139 ms after the auditory stimulus, in the superior temporal gyrus at 156 ms, and the inferior parietal lobule and the supramarginal gyrus at 162 ms. Other studies reported the major brain regions activated also include regions beyond the temporal lobe including the bilateral inferior frontal lobe and the right inferior parietal lobe (Ducommun et al., 2002).

4.3. The ACC evoked by the F-change

It is generally accepted that the right auditory cortex has a larger role in pitch change detection, while the left auditory cortex is more sensitive to temporal properties of the sound (Dimitrijevic et al., 2008; Hyde et al., 2008; Itoh et al., 2012; Liegeois-Chauvel et al., 2001; Molholm et al., 2005; Zatorre and Belin, 2001; Zatorre et al., 2002). Lesion studies also suggest that damage in the right hemisphere results in the impaired capability to discriminate frequencies (Johnsrude et al., 2000; Robin et al., 1990). Therefore, the current finding that the right temporal lobe is predominantly activated for the F-change further supports the theory that the right hemisphere is more sensitive to frequency changes than the left hemisphere. When comparing the current density patterns for the 5%F- and 50%F-change, the temporal lobe is more widely activated for the 50% change. This is consistent with the MMN findings in previous studies that, with a larger frequency change, the strength of activation in the superior temporal gyrus, especially on the right side, increases (Opitz et al., 2002).

4.4. The cortical processing of L- vs. F-changes

Previous studies reported that brain activation pattern for “what” information differs from that for “where” processing both temporally and anatomically (Altmann et al., 2007; Anouрова et al., 2001; Retsa et al., 2018), but debates existed regarding when the disassociation occurred. Some studies reported the difference between “what” and “where” occurred at approximately 100 ms after the change occurs, suggesting that the distinction between the “what” and “where” processing already exists at the early sensory processing stage (De Santis et al., 2007). Other studies (Alain et al., 2008, 2009) reported the dimension-specific activities began approximately 200 ms after stimulus onset and the differences were in regions including Heschl’s gyrus, and in the central medial, occipital medial, right frontal and right parietal cortex. This suggested that the “what” and “where” processing diverged after sensory registration in the temporal lobe. Note that Alain studies required the participant to perform a task related to the stimuli.
Therefore, the “where” and “what” difference in brain activation patterns was influenced by attention.

In the current study, the whole-head ERP comparisons showed that the differences in the L-change vs. 5%F-change and L-change vs. 50%F-change stimulus pairs occurred after approximately 150 ms and 200 ms relative to the occurrence of the sound change, respectively. The current source density comparison illustrated that the L-change evoked stronger activation in the parietal lobe post-central gyrus than the 5%F-change. The comparison between the L-change vs. 50%F-change did not show statistical significance. Our finding may indicate that the early cortical processing of “where” and “what” information does not differ significantly and that the dimensional-specific processes occur later beyond the temporal lobe. An alternative explanation is that the distinction of the structures in the temporal lobe involved for processing “what” and “where” was not detected, given that the EEG has poorer spatial resolution compared to the fMRI or the MEG.

4.5. The possible mechanisms for the ACCs

One explanation for the ACCs in the current study may be related to a neural mechanism involving the release from neural adaption. Specifically, the larger the change, the more neurons that are unaffected or released from neural adaption following the response to the 1st segment of the sounds, will respond to the 2nd segment since there is less overlap in frequency or spatial tuning to the two segments of the sounds. The possible involvement of the release from neural adaptation in brain activations to sound location and feature changes was also suggested by previous researchers (Ahveninen et al., 2014; Getzmann and Lewald, 2012).

The alternative explanation for the ACCs is that these responses reflect a stimulus-change detection mechanism involving higher-level cortical processes including memory-based sound comparison and involuntary attention switch, similar to the MMN (Deouell et al., 2006; Escera et al., 1998; Molholm et al., 2005; Näätänen, 1992). The activated brain regions of the MMN include the temporal, frontal, and parietal lobes, which are thought to function for automatic neural comparison of deviant and standard stimuli and involuntary attention switch (MacLean and Ward, 2014; Molholm et al., 2005; Opitz et al., 2002). Note that the MMN may reflect change-detection of multiple aspects of changes between the deviant and standard stimuli stated earlier (the change of the acoustic feature and the occurrence ratio) and the MMN response is interfered with the neural response to both offset and onset of the stimuli.

The stimulus-change detection mechanism can be used to explain the findings of ACCs in the current study. First, the ERP analysis showed that the ACC was the smallest for 5%F-change and the largest for (L+50%F)-change. The ACCs for other changes had similar amplitudes that were between the smallest and the largest (Figs 3 and 4). The CSD comparisons (Table 1) showed the statistical differences existed when the stimulus conditions in the pairs were very different in physical magnitudes of the change [e.g., L-change > 5%F-change, 50%F > 5%F, and 2-dimensional changes > 1-dimensional changes].

Second, the sLORETA comparison map showed that, compared to small changes, larger changes activate brain regions in the frontal, limbic, and parietal lobes including the postcentral gyrus, medial frontal gyrus, superior frontal gyrus, and cingulate gyrus. This finding supports the existence of hierarchically organized fronto-parietal networks used by the brain for memory-based acoustic comparison and involuntary attention switch (Molholm et al., 2005; Rossi et al., 2014).

Our results suggest that the cortical processes for detecting both frequency and location changes share the common stimulus-change detection mechanism. Such a stimulus-change detection mechanism at the pre-attentive stage may have significant impact in our daily life. For instance, it allows us to automatically detect various sound changes among the irrelevant sounds in our environment and only submit the important sounds (e.g., alarm sound for safety and speech sounds for communication) to involuntary attention switch (Molholm et al., 2005; Symonds et al., 2020).

5. Conclusions

Our results support that the ACCs, evoked by the change of “what” and “where” information, can be mainly explained by the stimulus-change detection mechanism, in which larger changes automatically activate the fronto-parietal neural network, possibly preparing the brain for better allocation of attention resources later. The differences in how the brain processes the change of “what” and “where” information exist approximately 150 ms after the change occurs and such differences are affected by the magnitude of the change.
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