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Abstract

Mental health conditions cause a great deal of distress or impairment; depression alone will affect 11% of the world’s population. The application of Artificial Intelligence (AI) and big-data technologies to mental health has great potential for personalizing treatment selection, prognosticating, monitoring for relapse, detecting and helping to prevent mental health conditions before they reach clinical-level symptomatology, and even delivering some treatments. However, unlike similar applications in other fields of medicine, there are several unique challenges in mental health applications which currently pose barriers towards the implementation of these technologies. Specifically, there are very few widely used or validated biomarkers in mental health, leading to a heavy reliance on patient and clinician derived questionnaire data as well as interpretation of new signals such as digital phenotyping. In addition, diagnosis also lacks the same objective gold standard as in other conditions such as oncology, where clinicians and researchers can often rely on pathological analysis for confirmation of diagnosis. In this chapter we discuss the major opportunities, limitations and techniques used for improving mental healthcare through AI and big-data. We explore both the computational, clinical and ethical considerations and best practices as well as lay out the major researcher directions for the near future.
1. Introduction

The conceptualization, diagnosis, treatment and prevention of mental disorders is limited by existing options for collecting, organizing and analyzing information. Big data and machine learning/artificial intelligence (ML/AI) can be applied to the development of tools that could help patients, providers and systems overcome these limitations. As many as 1 in 5 people experience mental illness. Mental disorders affect individuals’ abilities to function, engage meaningfully in daily activities and maintain relationships. They cause significant suffering to individuals and their families and are a significant source of socio-economic burden \[1\]. Many mental disorders are also risk factors for suicide which occurs at an alarming rate globally \[2\]. These are disorders that often strike young and otherwise healthy people, a socially and economically critical segment of the population. As such, improving the detection, treatment, and monitoring of mental illness is crucial.

Designing tools for practical use-cases in mental healthcare requires a deep understanding of psychiatric illness, the current mental healthcare system, and medical ethics. We begin with an introduction of mental illness and healthcare, and proceed to discussing their complexities from a clinical and data-driven perspective, before discussing specific use cases and applications of big data and machine learning approaches. To the reader from engineering and computer science: perhaps the most important conclusion from this chapter is that close collaboration with domain experts and clinicians will be required invariably in order to successfully build safe, effective, and useful mental healthcare applications.

Mental illnesses are a group of diverse conditions with varying severity, complexity, and duration. In considering deviations from normal thought, feeling and behavior, characteristic of mental illness, it is critical to recognize the extent to which they lead to functional impairment. To be classified as a disorder, a set of symptoms must cause significant suffering or interference with daily functions or life goals \[3\]. This means that the treatment of mental illnesses has largely the same objective as other branches of medicine: the alleviation of suffering, the improvement of function and quality of life, and the reduction of morbidity (the incidence of new diseases or impairments) and mortality (or the rate of death, primarily from suicide or reduced life expectancy because of impaired self-care). These then are the objectives of the clinical professionals who treat patients with mental illness. Family doctors are the primary providers of mental healthcare \[4\] and are accompanied by many other healthcare workers and specialists such as psychiatrists, psychologists, nurses, social workers, case managers, occupational therapists, pharmacists and counselors. Approaches to measurement and treatment within mental healthcare differ significantly from other areas of healthcare. An example of an approach that is widely used in medicine but not useful in mental healthcare is diagnosis confirmation through pathological examination (i.e. via examination of patient tissues). We will highlight other such differences throughout this chapter.

There is a diversity of mental illnesses with varying clinical presentations, time-courses, and causes. Autism, schizophrenia, work-related burnout, dementia, attention-deficit hyperactivity disorder (ADHD), eating disorders, and addictions, along with many others, are all included under the banner of mental
illnesses. As such, just as there are many different versions of cancer whose causes, genetics, disease courses, and prognoses are very different from each other (and which can have different severities and types even within the same disease), mental illnesses present a kaleidoscope of different conditions. An in-depth discussion of these different disorders and their presentations is beyond the scope of this chapter. There is also a considerable amount of individual variation within disorders. For example, people with Major Depressive Disorder (MDD), otherwise known as depression, can present with sadness, guilt, feelings of inadequacy, lack of sleep and a profound lack of energy. Other patients with depression can present with lethargy, overeating, oversleeping, poor concentration, and thoughts of suicide. Mild cases of depression can often respond well to exercise or psychotherapy, whereas more severe cases may only respond when medication or even electroconvulsive therapy is included in their treatment plan. Some patients present with recurrent experiences of depression while others present with a singular depressive episode. Some depressive episodes are correlated with the experience of a triggering or traumatic event such as the death of a loved one or a conflict at work while other depressive episodes do not seem to be correlated with any particular life event and begin seemingly “out-of-the-blue.” The possible causes for these different presentations, and their effect on machine-learning and big-data approaches to improving mental healthcare, will be further discussed below. Another important concept is comorbidity, or the existence in a single patient of more than one disorder. For example, a patient can present with both depression and ADHD. The incidence of comorbidity further complicates an already complex problem. Firstly, there is the challenge of diagnosing disorders with often overlapping symptomatology. Then there is the question of whether causality can be inferred or should be investigated. For example, depression can manifest as a reaction to an individual’s difficulty coping with a pre-existing condition or it could be an entirely separate disease process. It is highly unlikely that one application or machine-learning model will be able to, given the diversity in mental health and the current state of technology, provide a tool that would be useful across all of these conditions. Favoring development aimed at specific use-cases, informed by an understanding of a particular disorder, will likely result in more fruitful efforts.

How are these diverse conditions treated? The most important thing to understand is that there is no singular treatment that is effective in all presentations of a disorder or appropriate for every individual. Treatment involves more than just diagnosis, drug prescription and/or psychotherapy. Perhaps more than in other branches of medicine, it is critical in mental health provision to dedicate the time to form an alliance or partnership with the patient and to understand the patient’s life situation, goals, social network, belief system, and personal and community resources. Only when one understands a patient in this way and has built a therapeutic alliance, a trusting professional relationship, can appropriate treatments or interventions be implemented successfully. As such, over time, big data must evolve to capture these elements of patient care, and machine learning analyses must incorporate them as critical elements to model.

Because of the need to understand and support the patient as just described, treating severe mental illness is often not practical unless a team of professionals is involved. For example, a psychiatrist may manage
medications while a nurse monitors medication blood levels and side effects. Furthermore, a social worker may help the patient manage finances while a psychologist works with the patient in therapy, and a family doctor manages non-psychiatric conditions such as diabetes. As such, any clinically-focused applications or big data collection initiatives should consider these many sources of information and the multiple agents that are involved in the clinical decision-making pathway. Furthermore, both the patient and (sometimes) their family, are active participants in planning, choosing, arranging and prioritising the care they receive. An understanding and assessment of individual choices and preferences and how these interact with the clinical team’s decision-making process is another important piece of the puzzle.

The journey experienced by a patient- what might be termed as the “user story” in other application contexts- may vary wildly as a function of individual resources and of the specific disorder the patient has. Let us take as an example the journey of a patient who develops schizophrenia (referred to as “she”), and contrast this with one who develops depression (referred to as “he”)- both to highlight differences and similarities between the two and to demonstrate how the mental healthcare system interacts with patients, as both are relevant to how and where big-data and machine-learning-powered methods may be integrated into practice. The first patient is a university student, with an unremarkable family history and a stable home environment. At the age of 22, she begins experiencing strange things- whispers that come out of nowhere, fleeting thoughts that her friends wish her harm, and difficulty focusing on coursework. She begins to isolate herself, and her friends start growing concerned after she stops coming to class. After six months of this progressively worsening situation, she is brought to the hospital, by the police, because she was yelling on the campus square about an imminent attack by some undefined group. She is brought to an emergency room, sedated, and in the morning she is assessed by a psychiatrist and started on an antipsychotic medication; no firm diagnosis is given, only the acknowledgement that she had a psychotic episode and that no drugs seemed to be involved. Once the patient has returned, somewhat, to their usual self, they are referred to an outpatient program for further evaluation. In this program they are seen by another psychiatrist, a nurse, and a case manager- all of whom ask many questions in long interviews. Still no firm diagnosis is made, as it is too early to say anything definitive. The patient is recommended to continue taking her antipsychotic medication, but the she refuses because she is afraid of weight gain (a common side-effect). The patient eventually has another psychotic episode four months later, spends two months on a locked inpatient unit recovering, and is diagnosed formally with schizophrenia. Because of concerns that the patient will stop taking the medication again, she is recommended to take- and agree to- a long-acting injectable form of the drug, which helps her stabilize and return to her studies. In this example, the patient is presenting to the emergency room, the outpatient program, and the inpatient program; she initially does not take her medication or adhere to follow-up, but eventually improve with the recommended treatment.

The second patient, who suffers from depression may face a very different experience. At the age of 30, his performance at work begins to lag, and his boss suggests that they go and speak to the company counselor. After a brief conversation, the counselor suggests that the patient is experiencing more than
burnout and suggests they visit their doctor. The family doctor diagnoses the patient with depression, and notes that the abuse the patient suffered in his childhood serves as a significant risk factor for the disorder. The patient agrees to try taking antidepressants, but stops taking the drug, with their doctor’s agreement, after four weeks because it does not seem to be working and causes sexual side effects. The patient then tries psychotherapy, but because of the long wait before the start of therapy (because of a long waiting-list) and a poor therapeutic alliance with the therapist, the patient worsens. He return to his family doctor and decide to try one more medication and this one begins to work; within three weeks the patient is feeling better and in two months they are back at work. Here, the patient never even saw a psychiatrist and was treated only by a family doctor and a psychologist; they had to go through several treatments, even though they adhered to each one.

The two patients discussed above had very different journeys and challenges. As a result, any computational model or application developed to support them would need to be targeted at the appropriate part(s) of their prospective journeys.

The reminder of this chapter is structured as follows: In Section 2, we examine further details of what makes mental healthcare complex from clinical and data-driven perspectives. In Section 3, we deconstruct the patient journey down to the most common elements or steps and discuss the challenges, opportunities and use-cases for each of these, as well as important ethical considerations. Last, in Section 4 we discuss and summarize the content of this chapter.

2. What Makes Mental Healthcare Complex?

In this section we will discuss some of the challenges inherent in applying machine-learning to big-data approaches in mental health. A fundamental challenge to treating mental health problems is the lack of a mechanistic model for essentially any psychiatric disorder. Specifically, in contrast to some other branches of medicine like cardiology, we do not understand the mechanisms that lead to and sustain states such as depression or psychosis. While a wealth of results from psychological, genetic, environmental, metabolomic, epidemiological and neuroimaging approaches have advanced our understanding of the causes of psychopathology, it remains the case that we do not have a clear model that describes the development of a given mental illness, unlike the way we understand how plaque builds up in arteries and leads to a heart attack. This is not due to a lack of effort or data; rather it can be attributed to the extraordinary complexity of understanding the human brain as it develops, processes information, and interacts with the continually-changing environment which we collectively shape through high-level processes such as culture and social hierarchies. In addition, while many studies have evaluated, for instance, the link between genetic markers and the etiology of schizophrenia or the link between childhood abuse and the development of depression, it remains a challenge to integrate results across levels of investigation, from neurotransmitters and variations in genes, to brain systems, to psychological states or behaviours, and to the societal and cultural systems in which individuals are embedded. To express the problem in terms familiar to any computer...
or data scientist, we are attempting to interpret the functioning of the hidden layers of an extraordinarily complex neural network whose inputs and outputs are not easy to quantify and are subject to a lot of noise; in some respects, this is similar to the classic credit assignment problem, where determining how the success or failure of a system is due to the various contributions of the system’s components.

Different branches of science (e.g. psychology, neuroscience, and artificial intelligence) make different theoretical assumptions about the nature of mental processes and take different stances on the mind-body problem. It appears that so far most data and evidence collected has been of insufficient quantity and/or quality, or has been of the wrong kind, to afford the construction of mechanistic models. This brings us to two practical challenges raised by the lack of mechanistic models: Choosing which data to record and how it should be represented in order to provide useful insights. Specifically, the lack of mechanistic models often leads to the analyses of large datasets in a blind’ manner— that is, by training simple classifiers or related data-driven algorithms in an attempt to find some model that explains the data. While recent deep learning advances can capture the implicit relationships between features in these models, they do not provide one with the desired mechanistic model. Furthermore, in most cases, these models turn out to be extremely difficult to interpret beyond a simple understanding of which features were most important in the model. That is, the complex moderation and mediation interactions these models discover are not always accessible to human researchers and cannot readily be translated into practical insights.

Without a mechanistic model to test, we must rely on generating models from data. However, different datasets may produce different best-fit models, even when these datasets are large and the outcome being predicted is similar. A model that is significant in one dataset may or may not advance our understanding of the underlying disease, unless it replicates in other datasets and coheres with existing findings in the literature. Given the concern that bias engendered by training on non-representative datasets could creep into clinical applications, ensuring that models are generalizable is essential, which again, is very challenging.

Let us turn to the challenge of measurement, or more precisely, knowing what to measure in a cost-effective manner. This is critical because having “big data” is only useful if the dataset actually contains informative variables. As discussed above, for our purposes, the type of data one expects to be informative depends on underlying theoretical assumptions. In addition, because there are so many possible types of data to collect, and because of the often high cost of data collection, it will not be feasible in most cases to expect to overcome this challenge by simply collecting everything. In making decisions about the type of data to collect, there are also practical considerations. For example, when designing big datasets, should the budget be spent on a collection of extensive neuroimaging data, which is difficult to apply in clinical settings, or on a set of very simple measures that can be more easily collected and applicable within the clinical setting but that may lack in explanatory power? Furthermore, there is also the challenge of operationalizing the constructs to be measured. Should we attempt to work with written case records via natural language processing- and if so, how do we deal with the differing terminologies, writing styles, and the fact that, often,
two healthcare professionals with the same training will disagree on the diagnosis or treatment plan for the same patient \[17\]? How do we combine existing datasets in a valid manner, understanding that they were all collected for different purposes and often using different tools and questionnaires? These are among some of the questions that must be addressed.

Unlike most other disorder types, mental illnesses diagnoses are based entirely on their phenomenology—that is, on descriptions of symptom clusters and patient presentations amalgamated over time by the psychiatric and psychological community \[18\]. Sometimes diagnostic categories can seem arbitrary or overly rigid. For example, while anxiety symptoms are very common in depression, anxiety is not one of nine symptoms included in the official diagnosis of depression \[3\] even though anxiety seems to be both neurobiologically related to depression \[19\] and an important predictor of whether or not people will respond to antidepressant treatment \[20\]. In order to be of clinical use, diagnostic tools based on big data and machine-learning should be validated against these admittedly imperfect diagnostic criteria. One caveat is that this need for validation against diagnostic criteria may lead to a situation in which a tool that, for example, tracks user anxiety and sleep might be more reflective of the putative underlying neurobiology of depression, but may or may not have acceptable performance when detecting depression according to the formal criteria. This would depend on how well anxiety correlates with the other official symptoms.

In terms of outcome measurement, in mental health this is usually accomplished by means of validated questionnaires such as the Quick Inventory of Depressive Symptomatology (QIDS) \[21\] or the Patient Health Questionnaire (PHQ-9) \[22\]. These are also often used for screening, determination of illness severity, and in some cases diagnosis. These questionnaires are themselves imperfect, with their accuracy varying depending on their length, whether they are patient-self report or clinician-rated, and in the latter case the level of training of the clinician. In addition, they are often validated by coherence with older questionnaires that measure the same construct. Other, ‘harder’ outcomes can also be collected, such as employment, service utilisation costs, and suicide. This, however, may be subject to strong correlations as a patient may or may not find employment because of prevailing economic conditions or other factors. This problem can be worsened because of the prevalence of comorbidity and the intersection of mental illness with social, cultural, and economic realities \[23\] making it very difficult to understand the trajectories of many of the more severe patients in the mental healthcare system. It is also important to note that although the patient is the expert on his or her own experience, the information that the patient can provide is limited especially in cases where executive functions such as attention, memory and others are impaired as is often the case in mental illness \[24\]. These difficulties are compounded by several factors. Firstly, many patients see multiple providers \[25\] and can have chaotic or irregular contact with the health system. Furthermore, it can be difficult to accurately measure a patient’s social situation both because of the challenge of operationalizing a patient’s social network and the limitations of available technologies. For example, even with the advent of social media monitoring, it is not clear whether these techniques capture important social connections \[26\]. Furthermore, missing data is ubiquitous and can introduce bias into the dataset.
Given the advent of big data (large volumes of heterogeneous variables) and improvements in processing power, machine-learning (see [27]) presents itself as a promising avenue to offer solutions to some of the aforementioned complexities inherent to treating mental health problems [28, 29]. However, the promise comes in hand with challenges of applying big data analytics to mental health problems. Though the heterogeneity of clinical, sociodemographic, neuroimaging, genomic, immune, and other measures is advantageous from a research standpoint, it is challenging to deal with the impact of high dimensionality, especially when the number of features exceeds the number of subjects. On the other hand, much of the data collected may not be informative towards making a diagnosis or predicting treatment response, drastically reducing the number of features that are actually needed. The challenge is to separate the useful from the less useful features. It is equally important to consider the generalizability of machine-learning models outside the training sample. Insufficient sample size and underrepresentation of minority groups also make it difficult to interpret machine-learning models for some populations. An additional important challenge is that many machine-learning models cannot be easily understood by humans, commonly functioning as “black boxes”.

3. Opportunities and Limitations for AI and Big Data in Mental Health

Understanding the complexities inherent in the conceptualization, diagnosis and treatment of mental illness as well as how these complexities impact on the use of machine learning and big data in this space helps contextualize a discussion of potential and current use-cases for AI and Big Data in mental health. In the following section, we have grouped these use cases to reflect a patient’s clinical course.

The first step in this trajectory is diagnosis. Mental illnesses are best treated if diagnosed early [30], and many cases of mental illness could even be prevented with the right interventions (including societal and population-level interventions) [2]. Here, big data and machine-learning can help us better understand which people in the general population are at risk for developing mental illness, helping us deliver interventions that could save lives and costs by preventing the illness from fully manifesting or intensifying. On a population level, the use of machine-learning could help us identify population trends and variables that could be targeted by social programs to reduce the incidence of mental illness.

Once a person is diagnosed or considered to be at-risk, they often want to know what their chances of recovery are, and many clinicians want to know about their risk of suicide or violence; this understanding of the likely course a patient’s illness will take is called the prognosis. Here, predictive tools could help patients better understand their illness and help their families plan for different clinical courses. Clinicians do not perform well when trying to predict which patients are at risk of suicide, and so better tools for this have the potential to fill a clinical gap and save lives.

Simply knowing a patient’s prognosis does not necessarily lead to being able to help them manage their illness. For this, an optimal patient management strategy must be selected. This is where treatment selection tools come in; these are tools aimed at using patient information to select the optimal treatment
or intervention, from a range of psychiatric interventions that often do not separate by efficacy at the group level.

Once a treatment is selected, one must choose how to deliver treatment, and here, AI can help by providing virtual therapists or personalizing patient experiences in digital therapeutics applications. While these are unlikely to replace medications and traditional psychotherapy, they may prove to be a powerful ally in augmenting traditional therapies, improving access, and acting as low-intensity interventions that can be delivered in a preventative manner, before a patient requires more skilled or advanced care.

Next, the monitoring of patients’ condition and symptoms is needed in order for clinicians to get a deeper understanding of the patient’s illness. Typically, non-hospitalized patients do not see their clinician on a very frequent basis and therefore the treatment is mostly based on the patients’ (sometimes biased) report and condition during the appointments. Automated or semi-automated monitoring can mitigate this limitation.

Finally, it is crucial to discuss the ethical considerations: each of these use-cases must be with a respect for patient welfare, dignity, rights and current medical ethics, while endeavouring to address the more novel ethical considerations that come from the use of AI.

3.1. Diagnosis

Diagnosis is an important initial step in the treatment of mental illness and relies heavily on nosology, the study of the categorization and explanation of disease. Three main nosological systems can be used:

1. an etiological system (i.e. defined based on the cause(s) of a disease)
2. a pathophysiological or mechanistic system (e.g. diabetes type 1 is defined through the absence of insulin production)
3. a symptom-based system (i.e., defined by clusters of symptoms)

Psychiatry previously relied on an etiological nosological system centered around psychoanalytic theories. However, as discussed before, the field of psychiatry have moved to adopt the current “atheoretical” symptom-based model, as present in the Diagnostic and Statistical Manual of Mental Disorders from its 3rd edition onwards. This radical paradigm shift ushered in issues of validity. The primary issue was and remains the fact that diagnosis in a symptom-based nosological model cannot be incorrect. That is, there is no other test or gold-standard diagnostic procedure; if the symptoms are present and meet criteria, the diagnosis is valid even if there may be reasons to doubt this conclusion. Furthermore, heterogeneity in symptom presentation and high levels of comorbidity obscure the boundaries of the disease categories leading to high false positive and false negative rates. In response to these limitations, researchers have begun to identify biomarkers and underlying neurobiological mechanisms to guide mental health diagnosis and treatment, though this work is still in the exploratory phase.

Considering the difficulties facing psychiatric diagnoses, machine-learning and big data offer a unique opportunity to improve our understanding of and ability to diagnose diseases. We have identified three areas that could benefit from the right application of machine-learning and big data; namely, improved data
collection, a better understanding of symptom clusters, and a redefinition of diseases with respect to function and quality of life.

The popularization of AI, big-data approaches, and data collection technology development is encouraging the collection and analysis of unprecedented amounts of data, from a wider range of sources than ever before. Examples of these new data sources and analysis efforts in our context include:

- The spread of electronic medical records, allowing for more access to healthcare data.
- Social media which offers the opportunity to mine data to both inform diagnosis and examine the impact of disease. Internet users with various mental illnesses can be characterized by their social media use, text generation, and other online behaviours (e.g., [33, 34, 35]). Social media analysis can also serve to inform our understanding of the sometimes-difficult changes in self-perception and identity that can occur after a diagnosis (see [36]).
- Passive sensing of movement, location, social media, calling, and text message use through mobile phones [37] (e.g., the Beiwe platform[1]). This data may help us gain a deep understanding of the patterns and changes in patterns associated with mental illness, suicidality, and response to treatment.
- Ambulatory assessment, which includes wearable sensor technologies that collect momentary data that do not depend on self-reports, context sensors (e.g., noise level, pollution), and biobehavioural sensors (which measure physical activity, sleep quality, blood pressure, alcohol intoxication and more) (Trull and Ebner-Priemer. 2013). Much like passive sensing from mobile phones, this kind of highly personalized data offers insights into realms of human behaviour and functioning, such as sleep and movement, that are directly relevant to diagnosis.

Moreover, by accumulating all this information on patients, symptoms like “mood” or “appetite” that often mean different things to different patients could be more accurately assessed within a patient-specific model trained on one patient’s past data to predict outcomes for them.

AI may facilitate the deconstruction of clinical labels into more biologically-grounded transdiagnostic features. As we mentioned, the research community is struggling to understand underlying mechanisms specific to the currently labeled mental disorders. This is most likely explained by a many-to-many relationship between neurobiological processes and syndromes, or even symptoms. In other words, a neurobiological alteration could potentially give rise to multiple symptoms, and many symptoms could be resulting from more than one underlying process. Machine learning offers the chance to predict the different dimensions of symptomatology which a patient might experience. Meaningful clusters can then be found in this multi-dimensional landscape, and these might be stable across patients, allowing for new symptom clusters to be identified. For example, clustering techniques have been able to show important clustering between brain

[1]http://wiki.beiwe.org
regions and some transdiagnostic features or dimensions of mental disorders, like mood, psychosis, disruptive
behavior, or anhedonia \[38, 39\]. In these applications agglomerative hierarchical clustering techniques \[40\]
were used to devise clusters of symptom scores, showcasing the power of machine-learning for psychiatry.
This is in line with recent theoretical attempts to move from symptom-based categorization towards a more
pathophysiological nosology, such as the symptom network theory \[41\]. As such, AI (supported by access to
big data) can help realign psychiatric diagnosis with biology.

Finally, machine-learning can offer a functional perspective on disease. Indeed, some would argue that
attempting to isolate clinically-relevant neurobiological mechanisms from clusters of symptoms is unrealistic
as the interaction between trauma, neurobiological alterations and symptom experience is neither unidirec-
tional nor direct \[42\]. Instead, a diverse set of bodily, cognitive, social and cultural influences mediate these
interactions at different time scales to maintain the clinical suffering. AI and big data technologies could
help us monitor patients’ ability to perform in daily activities and enjoy daily life, and model the individual
factors relevant to each person’s quality of life. As such it may no longer be necessary to categorize patients
in a strict sense and the concept of psychiatric diagnosis could become obsolete. Instead, an understanding
of each patient’s genetic vulnerabilities, neurobiological states, clinical presentation, personal narratives and
life trajectories and their interactions with others, as captured by an integrative AI model, would help clini-
cians target treatment and interventions without the need to label the patient with a diagnosis. This would
create a new nosological system based on functionality and quality of life, which would more closely match
patient needs and concerns \[43\].

3.2. Prognosis

One of the most complex steps in mental healthcare concerns prognosis, the understanding of which is
important both on an individual patient level and from a public health policy standpoint. A prognosis is a
prediction about the likely outcome of a patient’s current disease (i.e. risk/chance of recovery, death, etc.).
Prognosis for mental illness is often fairly unpredictable due to the following:

1. Our perfunctory understanding of disease pathophysiology.
2. Lack of well-documented and standardized longitudinal data on patients.
3. Insufficient follow-up and dosage modulation from physicians.

During recovery from mental illness, symptom improvement is not directly proportional to time elapsed
during treatment (i.e. it is non-linear). However, by knowing the likely course a disease will take early on
in the treatment process, including the likelihood of relapses and recurrences, we can better know which
treatment to provide. For example, if we can predict that a given patient is likely to experience a relapse of
the condition within a given time frame, it may be worth administering prophylactic treatment or scheduling
more regular follow-ups with the clinician. Knowledge on the most likely course of a disease can also increase
the efficiency of resource allocation and delivery of mental healthcare services. In particular, a patient’s
clinical team can better structure a long-term, integrative, and multifaceted care plan. Using AI, we can create personalized preventative mental health treatment based on these predictions.

AI in mental illness prognosis can not only have a drastic impact on individuals, but also on society as a whole. Many countries, especially low-income and middle-income countries classify addressing mental health as low priority [44]. Developing countries tend to prioritise the control of infectious diseases and reproductive health, which makes sense due to their urgency. That being said, in order to understand the public health impact of mental illness, we must consider that most mental disorders are diagnosed at a young age, where 75% have an onset below the age of 24 [44]. This is a vital point in an individual’s life, both academically and socially, as this is the stage when these young adults begin their career, develop romantic relationships and life-long friendships. However, mental illness can have a drastic impact on the these seemingly normal steps in social development [45]. Additionally, several studies have correlated poor mental health with lower educational achievement [46]. Currently, a poor understanding of prognosis in psychiatry means that it may take several years for a patient to be properly treated [46]. On a population level, this leads to large groups of people missing the opportunity to pursue higher education and develop the appropriate social skills to become impactful members of society. In developing countries, this impact may be even higher as the future of the country relies on the development of an educated population who can contribute to the country’s evolution. Hence, it would be worthwhile for developing countries to invest in the implementation of these AI-based technologies to help clinicians understand prognosis, thereby allowing patients to be properly treated at a younger age, and continue their pursuit of academic, professional and social success. A non-equitable implementation of AI-based care globally would further perpetuate the cycle of inequality facing persons in the developing world.

Furthermore, the high comorbidity rate between mental illness and other diseases indicates that improved prognosis in mental health could have a drastic impact even beyond the realm of psychiatry, also impacting diseases including cardiovascular illness and diabetes. Again, it is important for us to consider the complex relationships between mental illness and other diseases. It is possible that shifting a country’s public health priority towards one that includes mental health may have a wider impact on other health conditions which are considered a priority. In terms of cost, a 2007 study discusses the economic impact of a phase-specific intervention program built for teens affected by psychotic disorders [46]. Importantly, the researchers identified that this method proved to be more cost-effective as costs shifted from in-patient services to community care. Employing AI to improve prognosis in mental health could allow for the development of improved, phase-specific interventions in depression as well.

The use of AI technologies offers potential to gain greater insight on disease progression, potentially having a significant impact on healthcare delivery as a whole. The implementation of AI systems can help to shift the delivery of mental healthcare from a reactive response to a proactive response.
3.3. Treatment Selection

While determining prognosis can be helpful, it is often claimed that a prediction model is only as good as the system which uses it [47]. In other words, instead of simply determining which patients will or will not improve- we should be evaluated based on the assignment of patients to the treatments that are most likely to be effective for them. This is often referred to as personalized, or precision, medicine.

Let us examine the treatment selection problem more closely. In mental health, many kinds of treatments exist- a range of pharmacotherapies, a range of psychotherapies, and neuromodulation techniques such as repetitive transcranial magnetic stimulation and electroconvulsive therapy. In addition ‘lifestyle’ interventions, such as exercise, mindfulness, and meditation, have also been found to be effective for certain milder disorders or as adjuncts to medication or psychotherapy. What is striking is that most of the non-lifestyle interventions have been found to be roughly equally effective, despite disparate mechanisms and routes of administration [48] (with the exception of electroconvulsive therapy, which for many conditions has superior efficacy but which is far more resource intensive than most other treatment options [49]. In addition, we must face the reality of resource restriction and the need to match patients to the right treatment intensity. This is exemplified by the ‘stepped care’ approach [50], where patients are given access to the level of intervention they require and ‘stepped up’ to more intense (and costly) services as needed. For example, in the UK’s adult Improving Access to Psychological Therapies (IAPT) program [51], patients are streamed towards ‘low intensity’ treatment (online resources and infrequent visits) or ‘high intensity’ (weekly visits with a therapist). Patients are either streamed in to low intensity treatment first and are then moved up to high intensity treatment if the low intensity treatment fails, or they can be streamed directly into high intensity services based on diagnosis or symptom severity. Finally, because of the way mental health services are organized, it is often necessary to decide if a patient should be put on the waitlist for psychotherapy, should be started on medication, or should pursue medication and therapy concurrently.

In addition, when one is training a machine-learning model aimed at improving treatment selection, one must decide the ‘success’ criteria. One could aim for the greatest amount of symptom reduction, though this may not always correlate with function or fully represent patient goals. One might aim for a reduction in suicide, though very large datasets may be needed in order to reliably detect such an effect given the low incidence of suicide. One might try and optimize cost effectiveness, though this might lead to slightly worse outcomes for many patients. Finally, when pursuing treatment selection it must be understood whether one is building a general model that can be applied to any patient population with a similar socio-demographic profile to the training set, or if one is optimizing a model which will help make treatment decisions within a specific healthcare system or institution. As such, it is clear that the treatment selection problem can be carved in many different ways, and important progress is now starting to be made on several different fronts and using a number of approaches. This progress, which we will now discuss, increases the hope that the right kind of big data, combined with a clear understanding of the treatment selection problem at hand and algorithms that are appropriate for solving it, can help significantly improve mental healthcare, reducing the
time it takes for patients to find a treatment that works for them while reducing systemic costs by avoiding failed treatment courses.

Recent work has investigated several different perspectives of treatment selection prediction in depression. The Leeds Risk Index (LRI) identifies pre-treatment variables to predict treatment outcome and allows patients to be stratified into groups of low, moderate, or high risk for poor treatment response based on these LRI scores [52]. The baseline variables used to predict depression outcomes contain demographic and clinical information, including measures of age, employment status, disability status, and intellectual functioning. This type of risk index is proposed to have clinical relevance in directing patients towards treatment options of different intensity levels based on the predicted advantage for patients grouped by LRI scores. For example, the authors describe the value of this index in psychiatric treatment systems with discrete steps of treatment intensity such as those within the IAPT program; i.e. lower intensity treatment options such as providing support and teaching strategies based on Cognitive Behavioral Therapy (CBT), and higher intensity treatment options such as depression counselling or CBT sessions. The work suggests that low intensity treatment interventions may be the most cost-efficient approach for depressed patients with low LRI scores, while depression cases with high LRI scores may benefit more from high intensity treatment options and should avoid lower intensity treatment alternatives due to predicted higher dropout rates. This predictive insight has the potential to improve patient care at an individual level by assisting physicians in guiding patients towards the most effective treatment option, and improve patient care at a population level by distributing patients between differing treatment intensities based on predicted response patterns. This predictive approach to treatment selection has the potential to improve the efficiency of mental health treatment systems; in this case, by providing informed predictions to help patients and physicians navigate systems with discrete levels of treatment intensity.

Neuroimaging data can also be used for differential treatment prediction. For example, positron emission tomography (PET) imaging can be used to measure pre-treatment brain glucose metabolism in patients with depression receiving either escitalopram or CBT as treatment to predict response to treatment [53]. The treatment-specific neuroimaging biomarker described by McGrath et al. suggests that distinct, observable, physiological differences can be measured using existing neuroimaging techniques to predict patient outcomes to different treatments. On the other hand, the LRI suggests that stratification of patients with depression based on baseline demographic and clinical variables can predict the most beneficial treatment intensity level in a stepwise treatment system. These approaches, rather than competing, may provide complementary information regarding both the type of treatments and the intensity of the treatments that are most effective in individual cases.

In related work, [54] created the Personalized Advantage Index (PAI). The PAI can be used to identify both the most effective treatment as well as the magnitude of this benefit for an individual patient. The PAI identifies individuals who would benefit differentially between different treatments. Out of 154 patients in their study, 60% of the sample displayed a clinically meaningful PAI score for one treatment compared to
the other, meaning these patients are predicted to respond better to one of the two treatments. This PAI score was calculated by predicting symptom severity after treatment for each patient for paroxetine and CBT separately, then comparing the two estimates to determine the more beneficial treatment option. Clinically, identifying which patients would benefit differentially between treatments would allow for the prescription of the more effective treatment option for these individuals, and also allow patients without any discernible advantage for a specific treatment to select treatments based on personal patient values and potentially choose more cost efficient options. An important distinction was made by the authors of this work between prognostic variables, which predict non-specific treatment outcome, and prescriptive variables, which predict differential treatment outcomes.

Overall, the above three approaches to differential treatment selection provide intriguing insight into the potential power of statistical analysis and modelling of data to more effectively guide treatment selection in the context of depression. From these different methodologies, it is clear that the future holds many exciting paths to improve treatment selection for mental healthcare upon the foundations of big data and rapidly advancing analytical and predictive tools.

A recent successful application of machine-learning for treatment selection is [55]. The system, known as Aifred, offers a neural network model that allows for differential prediction between the four different antidepressant drug categories. The model is capable of determining the overall likelihood of remission given each drug category. Using an extensive evaluation protocol, the system is found to provide a significant advantage over random drug allocation. The major contribution of this model is the extension of a differential benefit treatment selection process to more than two treatments, which is key because of the large number of treatments available. A significant limitation of this analysis was the class imbalance in the training data—there were far more patients being treated with ‘citalopram’, than with any other drug. As such, we expect analyses of more balanced datasets to yield larger differential treatment prediction effect sizes.

3.4. Treatment Delivery

Psychotherapy is an ancient form of healthcare that persists as an effective treatment option for a variety of mental illnesses, particularly affect disorders. However, psychotherapy delivery is hampered by two human-derived issues:

1. Limited access to appropriately qualified healthcare professionals due to cost and other logistical issues.
2. Variability in the quality of care.

These limitations are now being addressed with machine-learning-based natural language processing and big data techniques.

A prominent example is Woebot [56], a commercially-available psychotherapist, primarily powered by AI, with demonstrated short-term efficacy in reducing PHQ-9 scores amongst college students.

[^woebot]: https://woebot.io/
with self-identified symptoms of depression and anxiety. Users interact with Woebot via an instant messaging app, and these conversations are reviewed (typically at a later time) by a trained psychologist. Woebot’s natural language is modelled after social discourse, and its response function decision tree is trained in CBT using three clinical sources. Six key process-oriented treatment features are prioritised: empathy, personalisation, goal-setting, accountability, motivation and reflection. Interestingly, some Woebot users who participated in the RCT by reported feeling a “real person concern” as a “most favoured feature” during intervention review, indicating that natural language is approaching the level of sophistication needed for elements of psychotherapy. Not all post-RCT reviews were positive of course, with complaints that Woebot “got a little repetitive” and that the conversations were inflexible and unnatural.

Another example is reSET (Pear Therapeutics Inc.). reSET is a mobile app adjunct therapy for substance use disorder for patients abusing alcohol, cocaine, marijuana or stimulants. While reSET does not appear to directly utilise big data or machine-learning for therapy delivery, it does collect the types of patient data that could be leveraged to improve treatment prognosis. The more important aspect of reSET in the context of this chapter however, is in becoming the first FDA-approved digital therapeutic.

In recent years, mindfulness meditation has surfaced as popular resilience training technique and there are hundreds of readily-available wellness apps claiming to be able to train users in mindfulness meditation. Unfortunately, the explosion of mindfulness apps in recent years has not been matched by a parallel explosion in RCTs examining mindfulness app efficacy, and it is still debated if these products can deliver tangible benefit, given mixed early results. To the authors’ knowledge, to date only a handful of RCTs using active controls have interrogated commercially available mindfulness apps, most recently. These RCTs show a different outcome. In an examination of the app Headspace (Headspace) as a 6-week intervention in undergraduate students, no benefits on wellbeing, affect, cognitive function or mindfulness abilities were revealed, either through within-subject pre-post analysis or in comparison to the active control. In contrast, in an examination of the app Wildflowers (Mobio Interactive Inc., of which BS and MT are a part) as a 3-week intervention in undergraduate students, benefits to well-being and stress-resilience were revealed in both within-subject analysis as well as in comparison to the active control.

Interestingly, a unique aspect of Wildflowers and its sister products developed by Mobio Interactive is the use of big data and machine-learning. For example, Wildflowers leverages computer vision to extract heart rate variability through photoplethysmographic imaging of user selfie videos. Since heart rate variability is negatively correlated with cognitive stress, this technology has the potential to objectively quantify stress. According to the Mobio Interactive website, over 100,000 pairs of selfie videos and self-assessments of mood and stress from users throughout the world are currently being leveraged to train deep neural networks that both objectively and remotely predict stress changes in the end user, and then

---

[https://peartherapeutics.com/](https://peartherapeutics.com/)
[https://www.headspace.com/](https://www.headspace.com/)
[http://www.midigitaltherapeutics.com/](http://www.midigitaltherapeutics.com/)
personalise psychotherapy accordingly. It remains to be determined if the use of big data and machine-learning in this context contributes to clinical efficacy, but given how effectively big data and machine-learning have been applied in the various contexts described throughout this chapter, it seems likely that such practices will ultimately give rise to more efficacious digital therapeutics for the patient.

3.4.1. Special Opportunities

Real World Validation. With almost as many cell-phone subscriptions as there are humans and penetration rates in developing countries averaging 90%, the potential to use mobile devices for health-related data generation is unsurpassed by any other previously available data collection method in history. With these real world data comes the potential for verifying real world efficacy, i.e. obtaining real world validation. Real world validation offers an unprecedented opportunity for transparency in healthcare. Digital therapeutics like the ones mentioned above and others may one day soon stream live anonymous and objective data on stress and wellbeing, continually monitoring the real world efficacy of each product in realtime.

Big Data Loop. Without question, the greatest promise of combining big data and machine-learning with digital therapeutics is the generation of a “Big Data Loop” that enables seamless feedback circuitry to continuously refine therapy and prognosis in realtime as data stream in for analyses. In this context, the real-time collection and analysis of real world data from digital therapeutics plays a central role in redefining the relationship between large numbers of patients and health care providers in some cases providing the first, or even the only, point of contact between health care systems and individuals challenged with mental health conditions.

3.4.2. Specific Challenges

Public Acceptance and Adoption. Pharmaceuticals have dominated healthcare for about a century, and became a first-line treatment option for mental illness beginning in the 1970’s. At present, it is well accepted that small molecule pharmaceuticals have definitive biological effect, and often of a net-positive nature. The same patient confidence cannot be stated for the digital forms of therapy that are guided by AI or required to gather critical patient data. This lingering skepticism is likely to slow adoption of digital products until sufficient real world efficacy permeates the public consciousness.

Differentiation. Given that much of the public already demonstrates clear confusion between approved clinical practices and medical hoaxes (e.g. homeopathy), it should be expected that at least as much of the public will find it difficult to differentiate between digital therapeutics that are backed by scientific evidence from the large number that are not, or that have even failed RCTs. The generation of a consumer friendly and tightly controlled cross-border e-commerce site (i.e. a “medical app store”) for public-facing digital therapeutics may be one viable solution.

While these are still early (albeit exciting) days, AI-powered and/or big data collecting psychotherapeutic interventions like Woebot, reSET and Wildflowers are likely to have a massive positive impact on treating
mental health, globally. People in all countries and from all walks of life use their mobile devices every day. These interfaces may soon deliver affordable and effective mental health care.

3.5. Monitoring

Continuous monitoring of patients plays a critical role in mental healthcare, for many reasons: Firstly, the mental health clinician (psychiatrist, therapist, etc.) receives a very partial view of the full condition of the patient. Typically, non-hospitalized patients do not see their clinician on a very frequent basis and therefore the treatment is based only on the report of patient at the appointments. Secondly, symptoms can change significantly over a short period and thus necessitate more immediate intervention. In addition, mental illness is often episodic, in particular for patients suffering from depression or schizophrenia in which recurrences or relapses are common. Such patients would benefit from their clinician receiving regular updates of their symptoms.

A possible naïve approach for performing monitoring would be to manually contact the patient frequently in order to receive reports of mood and symptoms. However, this approach is not-efficient since it requires great effort from both the patient and the clinician. In addition, self reporting suffers from a lack of accuracy. Therefore, in the past two decades, many different methods and applications have been developed for automatic monitoring of mental health.

Advances in technology enable the effective collection of monitored data through several forms and means. Specifically, smartphones are an extremely valuable tool for monitoring mentally ill patients, since they have become very common among the overall population in Western countries and specifically among mental health patients and are carried by the patients throughout most of the day [67]. In addition, smartphones are continuously improving in memory storage and processors capabilities for recording and processing information. Other forms of collection of monitored data can be done through computers and designated wearable devices. Automatic monitored data can be classified in two types:

1. **Subjective data**, such as patient’s self report of mood and symptoms in response to a mobile application’s daily inquiry.

2. **Objective data**, such as behavioral data (e.g., activity, phone usage), physiological data (e.g. heart rate, body temperature) or environmental information (e.g. location, outdoor exposure).

Each of these types of data have advantages and limitations: Objective measures are naturally more accurate and can capture a large amount of information without interrupting the patient’s daily routine. However, these measures are limited since in many mental-illnesses the diagnosis depends to a great extent on the patient’s description of feeling and mood. Subjective measures, on the other hand, are often affected by the context of their assessment and biased by the mood of the patient.

The research in the field of automatic monitoring of mental health has focused mainly on the feasibility of collection of data and on finding associations between the monitored data and the patient’s mood and symptoms. However, almost none of these studies have attempted to create an application which would
utilize the data to assist in real time decision making regarding treatments. Some studies have introduced systems which perform interventions in the treatment, however the intervention are relatively simple, and to the best of our knowledge, no application includes advanced tools of AI, such as autonomous agents.

In the following, we will describe the existing research and the applications of monitoring mental health, and we will layout future directions for research.

3.5.1. Symptom Monitoring

Many of the studies in the field of symptom monitoring have explored the association of clinical states, or transitions in mood states, with monitored data that can be automatically and passively monitored.

Some studies have found that physiological measures can predict clinical states. For example, Lantana et al. introduce PSYCHE, a personalized wearable monitoring system, designed to improve the management of patients suffering from mental disorders and specifically Bipolar Disorder. PSYCHE is a t-shirt with embedded sensors, which monitor the Heart-Rate Variability. The authors demonstrate that PSYCHE is successful in assessing transitions from pathological mood states.

Other studies have shown that the phone usage patterns of patients can indicate patients’ mood state. For example, Grünerbl et al. found that the duration and frequency of phone calls increase for individuals with mild depressive disorders compared to individuals with severe depression or a normal mood state. In addition, physical activity has been shown to be linked to affective states. In general, individuals with affective disorders tend to have lower activity energy and acceleration compared to healthy individuals. Furthermore, studies have found a relationship between the emotional state and the following categories of data monitored by smartphones: voice features, light exposure, and location changes.

Monitored data can also be useful for predicting and preventing relapse. Relapse prevention is specifically an important issue among patients diagnosed, hospitalized, and treated for schizophrenia, since up to 40% of those discharged may relapse within a year (even with appropriate treatment). In Barnett et al., identified statistically significant anomalies in patient behavior, as measured through smartphone use, in the days prior to a relapse.

A major part of the research in the field has focused on the feasibility of using monitoring devices and patients’ adherence to user guidelines. Many studies which evaluated smartphone-based monitoring have reported patient compliance as a limitation, as some patients did not carry their phones with them all of the time or occasionally turn their phones off. In one study, patients noted that they would be interested in using the monitoring smartphone more regularly if transparency concerning the recorded data was guaranteed.

Only a small portion of the studies in this field have investigated the clinical outcomes of automated monitoring for mental health. In Saunders et al. conducted a longitudinal study in which individuals with bipolar disorder monitored their mood daily using a smartphone application for twelve weeks. In a follow-up interview, half of the participants noted that they had improved their mood since they were able to
better recognize their feelings, and half of the participants also reported a change in behavior (e.g. increased exercise levels). In [81], Wu et al. evaluated in a six-month study an automated telephone assessment system which monitored patients with depression and type 2 diabetes by calling them regularly. The call contents were individually determined through an algorithm that scanned patient medical records and call histories to determine applicable questions. The system also alerted emergency responders to contact immediately patients who exhibited suicidal ideation. The automated system significantly increased both associated depression remission and patient satisfaction compared to the control group.

3.5.2. Monitoring Compliance to Treatment

Another form of monitoring which has been investigated in research is the monitoring of patient compliance with treatment. Non-adherence to psychotropic medication is a significant issue in mental health treatment. For example, in Bipolar Disorders, estimates of non-adherence range between 20% and 60% treatment, with non-adherence often leading to negative outcomes [82].

Some studies have tested the effect of medication-adherence tele-monitoring systems which record the date and time of the medication bottle openings. For example, Frangou et al [83] evaluated a system that included an electronic dispenser that fits on the medicine bottle cap and records the date of each bottle opening. The data was automatically transmitted online to clinicians who received alerts if adherence dropped below 50%. They tested the systems efficacy among individual with schizophrenia and found that it significantly improved medication adherence and improved the psychotic symptoms in comparison to the control group.

Bickmore et al [84] tested an automated system, including of an animated agent, which conducts simulated conversations in order to promote medication adherence in individuals with schizophrenia by establishing an emotional relationship with the patient and providing consistent social support. They conducted a one-month pilot study, in which individuals with schizophrenia were instructed to have daily interactions with the agent. During the interaction, the agent inquired about medication adherence and provided tips and suggestions for solving adherence problems. They found that the agent was successful in increasing the rate of adherence among the participants.

An additional problem (regarding compliance to treatment) associated with poor therapeutic outcomes is non-attendance of psychotherapy sessions. In [85], Bruehlman-Senecal et al. found that automated mood-monitoring text messages can be used as a predictor of psychotherapy attendance.

3.6. Ethical Considerations

Psychiatry faces unique challenges in addition to those common to all health care disciplines. While we have discussed how AI can offer promising solutions to those challenges, from diagnosis to treatment selection, such implementations create important ethical considerations that need to be addressed if the benefits are to be realized without causing undue harm. This section focuses on ethical issues specific to the use of AI and big-data approaches in mental health.
AI algorithms are only as good as the data they are trained on. A widely-discussed concern with the use of AI in high-stakes applications like healthcare involves the quality and quantity of data needed and the possible replication or amplification of biases present in the data. This issue is particularly concerning in the mental health sector. First, mental health conditions will probably require more and more diverse data than physical conditions to accurately picture their complexity. Indeed, mental disorders are multisystem disorders- affecting mood, perception, cognition and volition- and are caused by a complex interaction of more proximal biological causes and more distal environmental causes. The absence of any accurate etiological or pathophysiological models prevent us from pre-selecting relevant features as we do not know how they interact. While it is hoped that AI will help us uncover such interactions, extensive data from every levels or dimensions is deemed necessary to avoid biases. Second, many factors also threaten the quality of mental health data: patients with mental disorders are more subject to treatment non-compliance and high drop-out rates in clinical studies. Also, the prominent stigmatisation around mental health can threaten reliability of patients’ reports. Moreover, the lack of mental illness biomarkers renders mental health data less quantifiable in general compared to other health conditions. Psychiatric terminology often involves concepts that are subjective and can be interpreted in many ways, making comparing stories of individual patients sometimes more difficult. All of this increases the risk that the algorithm makes erroneous advice in a mental health context. Potential social or governmental action to improve mental health services in order to ensure optimal data accessibility and quality may help avoid any added discrimination (i.e. via biased algorithm results, or lack of access to useful algorithms because of a paucity of quality data) in an already heavily stigmatized population.

Another well-acknowledged issue in AI relates to the interpretability or transparency of the algorithm, that is the ability to understand the step-by-step path taken by the algorithm to arrive at its conclusion. Transparency seems necessary in order to avoid conflict of interest and potential malicious use of Clinical Decision-Support Systems (CDSS) that are aimed at helping clinicians and patients make decisions. For example, a treatment selection CDSS could be programmed to output certain drugs more often in order to generate higher profits for their designers instead of prioritizing clinical outcomes. This is particularly relevant in mental health care where many lines of treatment exist, but there is no systematic procedure for selecting between them (as discussed before). Moreover, as comprehensibility of an algorithmic decision cannot be made without full knowledge of all features that are inputted, transparency runs against other ethical ideals, like privacy of data subjects. Medical confidentiality is a prime principle of medical care, of special importance in the psychiatric setting considering the high level of stigma around mental health. If any third party is in charge of interpreting and explaining a CDSS output to the physician or patient, this could jeopardize medical confidentiality, as they would potentially have access to the patient’s sensitive features. To prevent such concerns, efforts and resources should be directed to train the physician and patient on the AI tools and ensure their autonomy on CDSS usage and interpretability, or ensure that interpretability report generation by third parties occurs without these parties having access to identifying patient information.
Third, a trusting patient-physician relationship represents a central component of mental health care. AI products will undoubtedly re-shape this relationship’s dynamics, whether it is a CDSS used only by the physician, an interface to improve daily communication between the patient and their physician or an automated conversational agent used only by the patient. An evident related concern is the responsibility and liability associated with algorithmic decisions. It seems collectively understood that AI should not replace clinical judgement and that physician input should remain critical at every stage of the clinical process. While relying on physician judgement seems justified for now as algorithms are still limited and laden with potential biases, it will become less evident as this technology continues to develop and improves in accuracy and quality. Would a physician be liable if they disregard advice of a high-quality CDSS and this results in harm coming to the patient? There are also more subtle ways in which AI can be detrimental to the patient-physician relationship. The AI “narrative”, i.e. the ways of talking about AI and the terms used by the physician in their clinical encounter with the patient, will most certainly have dramatic effects on patient wellbeing. The placebo effect and physician and patient expectations have long been recognized as playing a significant role in treatment efficacy. This is particularly true in the field of psychiatry where we do not know exactly how most treatments work to relieve symptoms. Considering the hype around AI on the one hand, but the distorted views of its potential risks being presented to the public on the other hand, it will be imperative to regulate the place of AI in the patient-physician relationship and educate clinicians and patients on AI, big data, and its limitations to avoid deception or a blind compliance of the patient or clinician with AI recommendations.

4. Conclusions

As reviewed in this chapter, the significance of AI and big data in mental healthcare cannot be overstated. The use of these technologies will facilitate diagnosis, prognosis prediction, treatment selection and delivery, disease monitoring, and will optimize the allocation of healthcare resources, all of which be utilized to inform public health policy. Making use of technological innovations in the field of mental healthcare is primordial in the quest to tackle the current inefficiency of the system, especially considering the fact that the expected burden of mental illnesses is rising over time. Indeed, medical professionals are increasingly recognizing the importance of harnessing big data to rectify the dysfunction inherent in the current system, which is one of the reasons that clinicians are adopting the framework set forth by the National Institute of Mental Health (NIMH) called the Research Domain Criteria (RDoC) of mental health classification. The data-driven RDoC is “[...] an attempt to create a new kind of taxonomy for mental disorders by bringing the power of modern research approaches in genetics, neuroscience, and behavioral science to the problem of mental illness.” This quantitative system focused on biology, while still making use of symptom tracking and other subjective metrics, plays a new and important role by filling in pieces that have been missing from the complex puzzle of mental illness diagnosis and treatment.

While the introduction of big data into mental healthcare will bring about widespread social and economic
benefits, it will also generate its own unique and unprecedented challenges. The most salient of these challenges will be to enforce an ethical development and equitable delivery of AI solutions. Additionally, any robust AI model must be built with comprehensive data to encompass all possible treatments types. Importantly, data from people of all races, ethnicities, and socioeconomic backgrounds must be used in model training to avoid bias.

Using big data and machine-learning to capture and quantify the heterogeneity within patient diagnosis and treatment response can elucidate the biological mechanisms underlying the diseases themselves. In other words, the data collected to feed an AI model will inevitably prompt research questions and hypotheses by highlighting particular variables that are salient in the model’s decision-making processes. For example, if the AI finds that a series of immune markers were heavily weighted in comparing predictions of treatment outcome between two antidepressant medications, then this implies that one medication may be targeting some sort of immune dysregulation, adding weight to the hypothesized link between depression and the immune system. AI is therefore necessary in mental health research in order to disentangle the non-linear relationships between potential predictive factors and distill individual factors with robust predictive power. In short, data from basic research will feed the AI, and results from the AI will also feed basic research.

While this is an exciting time for mental healthcare, a technological reform of such a scale must be implemented in a proactive, careful, and deliberate manner. One must remember that data points in a machine learning model are representative of real people who are suffering from real mental illnesses. Therein lies the true value of big data in mental health - bringing personalized treatment to a field of medicine in which it is so desperately lacking.

References

References

[1] National Institute of Mental Health, Any Mental Illness (AMI) Among Adults. [Online; accessed 9-October-2018] (2017). URL http://www.nimh.nih.gov/health/statistics/prevalence/any-mental-illness-ami-among-adults.shtml

[2] World Health Organization, Suicide Prevention. [Online; accessed 9-October-2018] (2018). URL http://www.who.int/mental_health/suicide-prevention/en/

[3] American Psychiatric Association, Diagnostic and statistical manual of mental disorders (DSM-5), American Psychiatric Publishing, 2013.

[4] M.-J. Fleury, A. Imboua, D. Aubé, L. Farand, Y. Lambert, General practitioners’ management of mental disorders: A rewarding practice with considerable obstacles, BMC Family Practice 13 (1) (2012) 19.
[5] National Institute for Health and Care Excellence. Depression in adults: recognition and management [Online; accessed 9-October-2018] (2018). URL https://www.nice.org.uk/guidance/cg90/chapter/1-Guidance

[6] K. Malki, R. Keers, M. G. Tosto, A. Lourdusamy, L. Carboni, E. Domenici, R. Uher, P. McGuffin, L. C. Schalkwyk, The endogenous and reactive depression subtypes revisited: integrative animal and human studies implicate multiple distinct molecular mechanisms underlying major depressive disorder, BMC medicine 12 (1) (2014) 73.

[7] R. B. Ardito, D. Rabellino, Therapeutic alliance and outcome of psychotherapy: historical excursus, measurements, and prospects for research, Frontiers in psychology 2 (2011) 270.

[8] G. R. Bond, R. E. Drake, The critical ingredients of assertive community treatment, World Psychiatry 14 (2) (2015) 240–242.

[9] K. S. Kendler, Explanatory models for psychiatric illness, American Journal of Psychiatry 165 (6) (2008) 695–702.

[10] Q. J. Huys, T. V. Maia, M. J. Frank, Computational psychiatry as a bridge from neuroscience to clinical applications, Nature neuroscience 19 (3) (2016) 404.

[11] C. R. Marshall, D. P. Howrigan, D. Merico, B. Thiruvahindrapuram, W. Wu, D. S. Greer, D. Antaki, A. Shetty, P. A. Holmans, D. Pinto, et al., Contribution of copy number variants to schizophrenia from a genome-wide study of 41,321 subjects, Nature genetics 49 (1) (2017) 27.

[12] M. R. Infurna, C. Reichl, P. Parzer, A. Schimmenti, A. Bifulco, M. Kaess, Associations between depression and specific childhood experiences of abuse and neglect: a meta-analysis, Journal of affective disorders 190 (2016) 47–55.

[13] M. Minsky, Steps toward artificial intelligence, Proceedings of the IRE 49 (1) (1961) 8–30.

[14] H. Robinson, Dualism, in: E. N. Zalta (Ed.), The Stanford Encyclopedia of Philosophy, fall 2017 Edition, Metaphysics Research Lab, Stanford University, 2017.

[15] Y. LeCun, Y. Bengio, G. Hinton, Deep learning, nature 521 (7553) (2015) 436.

[16] D. Castelvecchi, Can we open the black box of ai?, Nature News 538 (7623) (2016) 20.

[17] A. Aboraya, E. Rankin, C. France, A. El-Missiry, C. John, The reliability of psychiatric diagnosis revisited: The clinician’s guide to improve the reliability of psychiatric diagnosis, Psychiatry (Edgmont) 3 (1) (2006) 41.

[18] S. E. Hyman, Diagnosing the dsm: diagnostic classification needs fundamental reform, in: Cerebrum: the Dana forum on brain science, Vol. 2011, Dana Foundation, 2011.
[19] J. W. Tiller, Depression and anxiety, The Medical Journal of Australia 199 (6) (2013) 28–31.

[20] R. Saveanu, A. Etkin, A.-M. Duchemin, A. Goldstein-Piekarski, A. Gyurak, C. Debatista, A. F. Schatzberg, S. Sood, C. V. Day, D. M. Palmer, et al., The international study to predict optimized treatment in depression (iSPOT-D): outcomes from the acute phase of antidepressant treatment, Journal of psychiatric research 61 (2015) 1–12.

[21] A. J. Rush, M. H. Trivedi, H. M. Ibrahim, T. J. Carmody, B. Arnow, D. N. Klein, J. C. Markowitz, P. T. Ninan, S. Kornstein, R. Manber, et al., The 16-item quick inventory of depressive symptomatology (qids), clinician rating (qids-c), and self-report (qids-sr): a psychometric evaluation in patients with chronic major depression, Biological psychiatry 54 (5) (2003) 573–583.

[22] K. Kroenke, R. L. Spitzer, J. B. Williams, The phq-9: validity of a brief depression severity measure, Journal of general internal medicine 16 (9) (2001) 606–613.

[23] S. Stewart-Brown, P. C. Samaraweera, F. Taggart, N.-B. Kandala, S. Stranges, Socioeconomic gradients and mental health: implications for public health, The British Journal of Psychiatry 206 (6) (2015) 461–465.

[24] M. W. Musso, A. S. Cohen, T. L. Auster, J. E. McGovern, Investigation of the montreal cognitive assessment (MoCA) as a cognitive screener in severe mental illness, Psychiatry research 220 (1-2) (2014) 664–668.

[25] E. H. Rubin, C. F. Zorumski, Perspective: upcoming paradigm shifts for psychiatry in clinical care, research, and education, Academic Medicine 87 (3) (2012) 261–265.

[26] Z. I. Santini, A. Koyanagi, S. Tyrovolas, C. Mason, J. M. Haro, The association between social relationships and depression: a systematic review, Journal of affective disorders 175 (2015) 53–65.

[27] S. Shalev-Shwartz, S. Ben-David, Understanding machine learning: From theory to algorithms, Cambridge university press, 2014.

[28] R. Iniesta, D. Stahl, P. McGuffin, Machine learning, statistical learning and the future of biological research in psychiatry, Psychological medicine 46 (12) (2016) 2455–2465.

[29] I. C. Passos, B. Mwangi, F. Kapczinski, Big data analytics and machine learning: 2015 and beyond, The Lancet Psychiatry 3 (1) (2016) 13–15.

[30] V. Bird, P. Premkumar, T. Kendall, C. Whittington, J. Mitchell, E. Kuipers, Early intervention services, cognitive–behavioural therapy and family intervention in early psychosis: systematic review, The British Journal of Psychiatry 197 (5) (2010) 350–356.

[31] K. Kendler, Introduction: Why does psychiatry need philosophy, Philosophical Issues in Psychiatry: Explanation, Phenomenology, and Nosology (2008) 1–16.
[32] M. S. Klinkman, J. C. Coyne, S. Gallo, T. L. Schwenk, False positives, false negatives, and the validity of the diagnosis of major depression in primary care, Archives of Family Medicine 7 (5) (1998) 451.

[33] M. L. Birnbaum, S. K. Ernala, A. F. Rizvi, M. De Choudhury, J. M. Kane, A collaborative approach to identifying social media markers of schizophrenia by employing machine learning and clinical appraisals, Journal of medical Internet research 19 (8).

[34] M. De Choudhury, S. Counts, E. Horvitz, Predicting postpartum changes in emotion and behavior via social media, in: Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, ACM, 2013, pp. 3267–3276.

[35] B. Saha, T. Nguyen, D. Phung, S. Venkatesh, A framework for classifying online mental health-related communities with an interest in depression, IEEE journal of biomedical and health informatics 20 (4) (2016) 1008–1015.

[36] M. Conway, D. OConnor, Social media, big data, and mental health: current advances and ethical implications, Current opinion in psychology 9 (2016) 77–82.

[37] R. Wang, M. S. Aung, S. Abdullah, R. Brian, A. T. Campbell, T. Choudhury, M. Hauser, J. Kane, M. Merrill, E. A. Scherer, et al., Crosscheck: toward passive sensing and detection of mental health changes in people with schizophrenia, in: Proceedings of the 2016 ACM International Joint Conference on Pervasive and Ubiquitous Computing, ACM, 2016, pp. 886–897.

[38] C. H. Xia, Z. Ma, R. Ciric, S. Gu, R. F. Betzel, A. N. Kaczkurkin, M. E. Calkins, P. A. Cook, A. G. de la Garza, S. N. Vandekar, et al., Linked dimensions of psychopathology and connectivity in functional brain networks, Nature communications 9 (1) (2018) 3003.

[39] K. A. Grisanzio, A. N. Goldstein-Piekarski, M. Y. Wang, A. P. R. Ahmed, Z. Samara, L. M. Williams, Transdiagnostic symptom clusters and associations with brain, behavior, and daily function in mood, anxiety, and trauma disorders, JAMA psychiatry 75 (2) (2018) 201–209.

[40] W. H. Day, H. Edelsbrunner, Efficient algorithms for agglomerative hierarchical clustering methods, Journal of classification 1 (1) (1984) 7–24.

[41] D. Borsboom, A. O. Cramer, Network analysis: an integrative approach to the structure of psychopathology, Annual review of clinical psychology 9 (2013) 91–121.

[42] D. E. Hinton, L. J. Kirmayer, Local responses to trauma: Symptom, affect, and healing (2013).

[43] S. M. Robertson, Neurodiversity, quality of life, and autistic adults: Shifting research and professional focuses onto real-life challenges, Disability Studies Quarterly 30 (1).

[44] M. Prince, V. Patel, S. Saxena, M. Maj, J. Maselko, M. R. Phillips, A. Rahman, No health without mental health, The lancet 370 (9590) (2007) 859–877.
[45] A. Mezulis, R. H. Salk, J. S. Hyde, H. A. Priess-Groben, J. L. Simonson, Affective, biological, and cognitive predictors of depressive symptom trajectories in adolescence, Journal of abnormal child psychology 42 (4) (2014) 539–550.

[46] V. Patel, A. J. Flisher, S. Hetrick, P. McGorry, Mental health of young people: a global public-health challenge, The Lancet 369 (9569) (2007) 1302–1313.

[47] A. Rosenfeld, S. Kraus, Predicting human decision-making: From prediction to action, Synthesis Lectures on Artificial Intelligence and Machine Learning 12 (1) (2018) 1–150.

[48] M. Bares, M. Kopecek, T. Novak, P. Stopkova, P. Sos, J. Kozeny, M. Brunovsky, C. Höschl, Low frequency (1-hz), right prefrontal repetitive transcranial magnetic stimulation (rtms) compared with venlafaxine er in the treatment of resistant depression: a double-blind, single-centre, randomized study, Journal of affective disorders 118 (1-3) (2009) 94–100.

[49] H. A. Sackeim, Modern electroconvulsive therapy: vastly improved yet greatly underused, JAMA psychiatry 74 (8) (2017) 779–780.

[50] P. Bower, S. Gilbody, Stepped care in psychological therapies: access, effectiveness and efficiency: narrative literature review, The British Journal of Psychiatry 186 (1) (2005) 11–17.

[51] D. M. Clark, Implementing NICE guidelines for the psychological treatment of depression and anxiety disorders: the iapt experience, International Review of Psychiatry 23 (4) (2011) 318–327.

[52] J. Delgadillo, O. Moreea, W. Lutz, Different people respond differently to therapy: A demonstration using patient profiling and risk stratification, Behaviour Research and Therapy 79 (2016) 15–22.

[53] C. L. McGrath, M. E. Kelley, P. E. Holtzheimer, B. W. Dunlop, W. E. Craighead, A. R. Franco, R. C. Craddock, H. S. Mayberg, Toward a neuroimaging treatment selection biomarker for major depressive disorder, JAMA psychiatry 70 (8) (2013) 821–829.

[54] R. J. DeRubeis, Z. D. Cohen, N. R. Forand, J. C. Fournier, L. A. Gelfand, L. Lorenzo-Luaces, The personalized advantage index: translating research on prediction into individualized treatment recommendations. a demonstration, PloS one 9 (1).

[55] D. Benrimoh, R. Fratila, S. Israel, K. Perlman, N. Mirchi, S. Desai, A. Rosenfeld, S. Knappe, J. Behrmann, C. Rollins, et al., Aifred health, a deep learning powered clinical decision support system for mental health, The NIPS 17 Competition: Building Intelligent Systems The Springer Series on Challenges in Machine Learning (2018) 251287doi:10.1007/978-3-319-94042-7_13

[56] K. K. Fitzpatrick, A. Darcy, M. Vierhile, Delivering cognitive behavior therapy to young adults with symptoms of depression and anxiety using a fully automated conversational agent (woebot): A randomized controlled trial, JMIR Mental Health 4 (2). doi:10.2196/mental.7785
[57] D. D. Burns, When panic attacks: the new, drug-free anxiety therapy that can change your life, Morgan Road Books, 2007.

[58] D. D. Burns, Feeling good: the new mood therapy, Harper, 2009.

[59] J. Towery, The anti-depressant book: a practical guide for teens and young adults to overcome depression and stay healthy, Jacob Towery, 2016.

[60] M. Bradway, R. Joakimsen, A. Grttland, E. rsand, The potential use of patient-gathered data from mhealth tools: suggestions based on an rct-study, International Journal of Integrated Care 16 (5) (2016) 8.

[61] C. Kennedy, Pear approval signals fda readiness for digital treatments, Nature biotechnology 36 (6) (2018) 481.

[62] R. J. Davidson, J. Kabat-Zinn, J. Schumacher, M. Rosenkranz, D. Muller, S. F. Santorelli, F. Urbanowski, A. Harrington, K. Bonus, J. F. Sheridan, Alterations in brain and immune function produced by mindfulness meditation, Psychosomatic medicine 65 (4) (2003) 564–570.

[63] C. Noone, M. J. Hogan, Improvements in critical thinking performance following mindfulness meditation depend on thinking dispositions, Mindfulness 9 (2) (2018) 461–473.

[64] B. Chwyl, A. G. Chung, R. Amelard, J. Deglint, D. A. Clausi, A. Wong, Sapphire: Stochastically acquired photoplethysmogram for heart rate inference in realistic environments, in: Image Processing (ICIP), 2016 IEEE International Conference on, IEEE, 2016, pp. 1230–1234.

[65] B. Chwyl, A. G. Chung, R. Amelard, J. Deglint, D. A. Clausi, A. Wong, Time-frequency domain analysis via pulselets for non-contact heart rate estimation from remotely acquired photoplethysmograms, in: Computer and Robot Vision (CRV), 2016 13th Conference on, IEEE, 2016, pp. 201–207.

[66] J. F. Thayer, F. Åhs, M. Fredrikson, J. J. Sollers III, T. D. Wager, A meta-analysis of heart rate variability and neuroimaging studies: implications for heart rate variability as a marker of stress and health, Neuroscience & Biobehavioral Reviews 36 (2) (2012) 747–756.

[67] J. Firth, J. Cotter, J. Torous, S. Bucci, J. A. Firth, A. R. Yung, Mobile phone ownership and endorsement of mhealth among people with psychosis: a meta-analysis of cross-sectional studies, Schizophrenia bulletin 42 (2) (2015) 448–455.

[68] S. J. Russell, P. Norvig, Artificial intelligence: a modern approach, Malaysia; Pearson Education Limited,, 2016.

[69] A. Lanata, G. Valenza, M. Nardelli, C. Gentili, E. P. Scilingo, Complexity index from a personalized wearable monitoring system for assessing remission in mental health., IEEE J. Biomedical and Health Informatics 19 (1) (2015) 132–139.
[70] M. N. Burns, M. Begale, J. Duffecy, D. Gergle, C. J. Karr, E. Giangrande, D. C. Mohr, Harnessing context sensing to develop a mobile intervention for depression, Journal of medical Internet research 13 (3).

[71] A. Grünerbl, P. Oleksy, G. Bahle, C. Haring, J. Weppner, P. Lukowicz, Towards smart phone based monitoring of bipolar disorder, in: Proceedings of the Second ACM Workshop on Mobile Systems, Applications, and Services for HealthCare, ACM, 2012, p. 3.

[72] A. Muaremi, F. Gravenhorst, A. Grünerbl, B. Arnrich, G. Tröster, Assessing bipolar episodes using speech cues derived from phone calls, in: International Symposium on Pervasive Computing Paradigms for Mental Health, Springer, 2014, pp. 103–114.

[73] S. Abdullah, M. Matthews, E. Frank, G. Doherty, G. Gay, T. Choudhury, Automatic detection of social rhythms in bipolar disorder, Journal of the American Medical Informatics Association 23 (3) (2016) 538–543.

[74] T. Beiwinkel, S. Kindermann, A. Maier, C. Kerl, J. Moock, G. Barbian, W. Rössler, Using smartphones to monitor bipolar disorder symptoms: a pilot study, JMIR mental health 3 (1).

[75] M. Faurholt-Jepsen, S. Brage, M. Vinberg, E. M. Christensen, U. Knorr, H. M. Jensen, L. V. Kessing, Differences in psychomotor activity in patients suffering from unipolar and bipolar affective disorder in the remitted or mild/moderate depressive state, Journal of affective disorders 141 (2-3) (2012) 457–463.

[76] R. F. Dickerson, E. I. Gorlin, J. A. Stankovic, Empath: a continuous remote emotional health monitoring system for depressive illness, in: Proceedings of the 2nd Conference on Wireless Health, ACM, 2011, p. 5.

[77] A. Gruenerbl, V. Osmani, G. Bahle, J. C. Carrasco, S. Oehler, O. Mayora, C. Haring, P. Lukowicz, Using smart phone mobility traces for the diagnosis of depressive and manic episodes in bipolar patients, in: Proceedings of the 5th Augmented Human International Conference, ACM, 2014, p. 38.

[78] I. Barnett, J. Torous, P. Staples, L. Sandoval, M. Keshavan, J.-P. Onnela, Relapse prediction in schizophrenia through digital phenotyping: a pilot study, Neuropsychopharmacology (2018) 1.

[79] M. Dang, C. Mielke, A. Diehl, R. Haux, Accompanying depression with fine-a smartphone-based approach., in: MIE, 2016, pp. 195–199.

[80] K. Saunders, A. Bilderbeck, P. Panchal, L. Atkinson, J. Geddes, G. Goodwin, Experiences of remote mood and activity monitoring in bipolar disorder: a qualitative study, European Psychiatry 41 (2017) 115–121.

[81] S. Wu, K. Ell, H. Jin, I. Vidyanti, C.-P. Chou, P.-J. Lee, S. Gross-Schulman, L. M. Sklaroff, D. Belson, A. M. Nezu, et al., Comparative effectiveness of a technology-facilitated depression care management
model in safety-net primary care patients with type 2 diabetes: 6-month outcomes of a large clinical trial, Journal of medical Internet research 20 (4).

[82] J. B. Levin, J. Sams, C. Tatsuoka, K. A. Cassidy, M. Sajatovic, Use of automated medication adherence monitoring in bipolar disorder research: pitfalls, pragmatics, and possibilities, Therapeutic advances in psychopharmacology 5 (2) (2015) 76–87.

[83] S. Frangou, I. Sachpazidis, A. Stassinakis, G. Sakas, Telemonitoring of medication adherence in patients with schizophrenia, Telemedicine Journal & E-Health 11 (6) (2005) 675–683.

[84] T. W. Bickmore, K. Puskar, E. A. Schlenk, L. M. Pfeifer, S. M. Sereika, Maintaining reality: relational agents for antipsychotic medication adherence, Interacting with Computers 22 (4) (2010) 276–288.

[85] E. Bruehlman-Senecal, A. Aguilera, S. M. Schueller, Mobile phone–based mood ratings prospectively predict psychotherapy attendance, Behavior therapy 48 (5) (2017) 614–623.

[86] B. D. Mittelstadt, P. Allo, M. Taddeo, S. Wachter, L. Floridi, The ethics of algorithms: Mapping the debate, Big Data & Society 3 (2).

[87] K. F. Schaffner, Etiological models in psychiatry: Reductive and nonreductive approaches.

[88] A. Chen, Noncompliance in community psychiatry: a review of clinical interventions, Psychiatric Services 42 (3) (1991) 282–287.

[89] D. S. Char, N. H. Shah, D. Magnus, Implementing machine learning in health care addressing ethical challenges, The New England journal of medicine 378 (11) (2018) 981.

[90] Ordre National des médecins, Doctors and patients in the world of data, algorithms and artificial intelligence.

[91] B. Friedman, H. Nissenbaum, Bias in computer systems, ACM Transactions on Information Systems (TOIS) 14 (3) (1996) 330–347.

[92] H. Benson, M. D. Epstein, The placebo effect: A neglected asset in the care of patients, Jama 232 (12) (1975) 1225–1227.

[93] I. Kirsch, Antidepressants and the placebo effect., Zeitschrift für Psychologie 222 (3) (2014) 128.

[94] M. Thyloth, H. Singh, V. Subramanian, et al., Increasing burden of mental illnesses across the globe: Current status, Indian Journal of Social Psychiatry 32 (3) (2016) 254.

[95] T. R. Insel, J. A. Lieberman, Dsm-5 and rdoc: Shared interests (2013). URL http://publichealthunited.org/pressreleases/DSM5andRDoCSSharedInterests.pdf