A Unified Cognitive Learning Framework for Adapting to Dynamic Environment and Tasks

Qihui Wu, Tianchen Ruan, Fuhui Zhou, Yang Huang, Fan Xu, Shijin Zhao, Ya Liu, and Xuyang Huang

Abstract

Many machine learning frameworks have been proposed and used in wireless communications for realizing diverse goals. However, their incapability of adapting to the dynamic wireless environment and tasks and of self-learning limit their extensive applications and achievable performance. Inspired by the great flexibility and adaptation of primate behaviors due to the brain cognitive mechanism, a unified cognitive learning (CL) framework is proposed for the dynamic wireless environment and tasks. The mathematical framework for our proposed CL is established. Using the public and authoritative dataset, we demonstrate that our proposed CL framework has three advantages, namely, the capability of adapting to the dynamic environment and tasks, the self-learning capability and the capability of “good money driving out bad money” by taking modulation recognition as an example. The proposed CL framework can enrich the current learning frameworks and widen the applications.
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I. INTRODUCTION

MACHINE learning (ML) has received an increasing attention and made great development in wireless communications [1]. It enables wireless communication systems to automatically learn and improve performance from experience without being explicitly programmed [2]. Note that the
traditional ML algorithms significantly depend on a large amount of expert knowledge and require a large amount of high-quality annotated data [3]. Moreover, a proper set of models and parameters is of great importance for the traditional ML algorithms. In this case, once the training is complete, the model and parameters are determined, and the ML algorithms can only perform the function that is trained. This results in the inadaptability of the new task and practically dynamic wireless environment [3]. For example, it is difficult to design resource allocation schemes that can adapt to dynamic wireless environment and the changing user task requirement by using the existing machine learning frameworks.

In order to overcome this challenge, the ML algorithms need to learn from the previous experiences and continuously accelerate and improve the learning ability for new tasks. Along this line of thought, inspired by educational psychology, meta-learning has been proposed in machine learning and statistics [4]. It is also known as “learning to learn”. It learns from the previous experiences (also called meta data), which are obtained from the observation of the performance achieved by different machine learning methods performed on a wide range of learning tasks. When the task that exists in the experiences changes, it only needs to fine-tune the parameters. Thus, it can adapt to the change of task. In [4], a general framework for meta-learning was presented. The most key components of this framework are meta-features and meta-knowledge base. Due to its advantages, meta-learning has been widely used for algorithm selection and hyper-parameter optimization in wireless communications, such as traffic predication [5], multiple-input and multiple-output (MIMO) detectors [6], etc.

It is worth noting that when a bran-new task that does not exist in the experiences comes, the performance achieved by using meta-learning is poor and even meta-learning cannot work [7]. Moreover, meta-learning requires a large number of task data sets and usually assumes that tasks are independently and identically distributed [8]. It ignores the situation of non-stationary distribution. If the task data changes dynamically and does not have the same distribution, meta-learning cannot adapt to the change timely [8]. Furthermore, meta-learning cannot exploit the performance information obtained from the actual tests to improve the learning model. In this case, it is difficult for meta-learning to tackle complex data and complex learning environment, such as dynamic wireless communication environment [3]. Online learning considers that the training data is sequently and continuously obtained [7]. It can quickly adjust the model based on the feedback data, which improves the accuracy of the model. However, the online learning process only focuses on optimizing the current problem. When a new task arrives, the learning speed and accuracy may be decreased since the previous task information is not exploited to obtain an initial parameter of the model [8].

The authors in [9] have combined meta-learning with online learning and proposed online meta-
learning, which uses the previous experience to obtain a priori knowledge and can adapt to the current task. However, similar to meta-learning, online meta-learning can only adapt to the change of task that exists in the experience and cannot adapt to the brand-new task and environment. Moreover, the performance of the online meta-learning is significantly decreased when there exist bad training samples in the meta-knowledge base [9].

To the authors’ best knowledge, there are no ML frameworks that not only can quickly adapt to the dynamic environment and new tasks with the help of the increase of new knowledge, such as experience, but is robust to the bad data, e.g. mislabeled data or outliers. Motivated by the brain cognitive mechanism [10], [11] that enables primate to quickly adapt to dynamic environment and execute complex plans when exposes to new environment and tasks, a unified cognitive learning (CL) framework is proposed in this paper. The mathematical framework for our proposed CL framework is also established. There are three advantages of our proposed CL framework, namely, the ability of adapting to the change of the dynamic environment and tasks, the ability of self-learning and the capability of “good money driving out bad money”. We demonstrate those advantages by taking algorithm and hyper-parameters selection as examples with the public and authoritative dataset for modulation recognition.

The remainder of this paper is organized as follows. Section II presents our proposed cognitive learning. The simulation results are presented in Section III. Finally, Section IV concludes the paper.

II. COGNITIVE LEARNING

A. Brain Cognitive Mechanism

The brain cognitive mechanism is shown in Fig. 1(a). It consists of two modes, namely, the executive control process and the introspection process [10]. The executive control is a complex cognitive process that individuals dynamically and flexibly regulate activities of multiple cognitive subsystems during the goal-directed behavior process. It operates on external tasks and data, and is associated with two broad types of cognitive manipulation. Specifically, the body makes plans to guide behavior. And in case of accidents, the body timely changes gear, which is identified as the rapid adjustment or gating mechanism. This mechanism enables primate to quickly switch behaviors in the dynamic environment [11]. However, the executive control is a rapid process and may result in inappropriate motor responses [12]. By introspecting the events stored in the internal memory that result in inappropriate motor responses, the introspection process can perform more appropriate motor responses [11]. It is a spontaneous mental activity that has nothing to do with the current task or the sensory environment. The details of the executive control and the introspection process are presented as follows.
Fig. 1. **Overview of the brain cognitive mechanism and CL framework.**

**a.** The brain cognitive mechanism. The yellow area represents the outside dynamic environment and dynamic task while the gray brain area represents the brain. The brain contains the sensory cortex, the prefrontal cortex, the premotor cortex, the anterior cingulate cortex (ACC) and the memory center.

**b.** Our proposed cognitive learning framework. It can flexibly select the most suitable algorithm and hyper-parameters according to the dynamic tasks and environment. It has five main modules, namely, the cognitive feature extraction, the cognitive control, the learning network, the cognitive evaluation and the memory module. The memory module has three spaces, namely, a data base (DB), a cognitive case base (CCB), and an algorithm and hyper-parameter base (AHB).

As the blue solid line shown in Fig. **(a)**, the executive control process has four steps. Firstly, the sensory cortex receives data from the dynamic environment and tasks and performs feature extraction from them. Secondly, the prefrontal cortex (PFC) integrates features from the sensory cortex and retrieves the related experience knowledge from the memory center. Thirdly, based on the feature information and the related experience knowledge, the PFC exerts cognitive control in order to obtain the stimulus-response association information. Finally, the premotor cortex obtains the specific motor plans based on the stimulus-response association information. Those motor plans are responded to the dynamic environment.

As the red dot line shown in Fig. **(a)**, the introspection process has five steps. Firstly, features of the dynamic environment and tasks are stored in the memory center. Secondly, the PFC integrates features from the memory center and retrieves the related experience knowledge from the memory center. The third and fourth steps of the introspection process are similar to those of the executive control process. The only difference is that the motor plans are exported to the anterior cingulate cortex (ACC). Finally, the ACC monitors the conflict response in the premotor cortex and feeds back the conflict information to the PFC. The stimulus-response association information is stored in the memory center. In this case, PFC can regulate cognitive control and attention resources, and a better decision can be made. Thus,
introspection can correct inappropriate responses and make better decisions.

B. Cognitive Learning Framework

Motivated by the brain cognitive mechanism, as shown in Fig. 1(b), a CL framework is proposed to achieve the adaptive capability for the dynamic environment and dynamic tasks and the self-learning capability for making better decisions. Note that in Fig. 1(b) the modules used in the same color are correspondent. Similar to the brain cognitive mechanism, our proposed CL framework also consists of two processes, namely, the online process and offline self-learning process that are corresponding to the executive control and introspection process of the brain cognitive mechanism, respectively.

As the blue solid line shown in Fig. 1(b), similar to the executive control process of the brain cognitive mechanism, the online process of our proposed CL framework also has four steps. Firstly, the cognitive feature extraction module extracts features from the dynamic environment and tasks. Secondly, the cognitive control module addresses those features and establishes the matching relationship between the obtained features and the selection of the appropriate algorithm type and hyper-parameters in order to obtain the appropriate algorithm type and hyper-parameters. Thirdly, based on the selected algorithm type and hyper-parameters, the cognitive control module acquires the specific algorithm and hyper-parameter values from the memory module, and then reconstructs the selected algorithm. Finally, the learning network module performs the selected algorithm based on the data and obtains the learning results. The results are responded to the dynamic environment.

The online process cannot guarantee to obtain the most appropriate algorithm type and hyper-parameters. In contrast, as the red dotted line shown in Fig. 1(b), the offline self-learning process continually updates the matching relationship between features of the dynamic environment and tasks and more appropriate selection of the algorithm type and hyper-parameters in order to obtain the most appropriate algorithm type and hyper-parameter values. Specifically, the cognitive evaluation module in the offline self-learning process compares the current learning result with the previous learning results. Then, the cognitive control module adjusts the selection of the algorithm type and hyper-parameters based on the performance evaluation result. If the performance of the current learning result is the best, that is, the offline self-learning process obtains the most appropriate algorithm type and hyper-parameter values, the offline self-learning process is complete. Otherwise, this process is continually performed. Thus, the offline self-learning process can improve the algorithm and hyper-parameter selection performance.

The pivotal modules of our proposed CL framework are the cognitive feature extraction, cognitive control, cognitive evaluation and cognitive case space. The cognitive feature extraction not only can obtain the feature of the dynamic environment and tasks, but can reflect the dynamic change of the
environment and tasks, which are helpful for the cognitive control module to quickly select the appropriate candidate algorithm types and hyper-parameters when the environment and tasks change. The cognitive control establishes the matching relationship between the obtained features of the dynamic environment and tasks and the selection of the appropriate algorithm type and hyper-parameters, which enables our proposed CL framework to adapt to the change of the environment and task. Moreover, in the offline self-learning process, the matching relationship can be continuously updated and thus the knowledge can be cumulated, which are beneficial for selecting the most appropriate algorithm type and hyper-parameters. The cognitive evaluation module evaluates the performance of the selected algorithm type and hyper-parameters, which enables the cognitive case space to accumulate better knowledge. For the cognitive case space, the knowledge about the relationship between features of the dynamic environment and tasks and the selected algorithm and hyper-parameter can be cumulated, which decreases the impact of the bad knowledge about the inappropriate matching relationship.

C. Mathematical Framework for Cognitive Learning

Based on our proposed CL framework, a mathematical framework for CL is established, as shown in Fig. 2. This framework is obtained from the mathematical framework presented in [13]. It consists of online and offline self-learning process, which are respectively represented by the solid line and dotted line arrow. The denotations of operations involved in our proposed CL mathematical framework is shown in Table 1.

![Mathematical framework for our proposed cognitive learning.](image-url)
As shown in Fig. 2, the input of the mathematical framework is the data (denoted by \( d \)) related to the dynamic environment and dynamic tasks, which are denoted by \( e \) and \( x \) respectively. \( D, E \) and \( X \) denote the set of data, dynamic environment and dynamic tasks, respectively. Note that “dynamic” means that the environment and tasks are dynamically changed, which may be the same as or different from the existing environment and tasks. Those data of dynamic environment and dynamic tasks (denoted by \( e^* \) and \( x^* \)) are also stored in the data space of the memory module for the future utilization, where \( * \) denotes the historical data instead of the real-time data of the environment and tasks. The memory module also has cognitive case space and algorithm and hyper-parameter space. The cognitive case space consists of the learning result set denoted by \( Y \) and the cognitive space denoted by \([f(e,x),(a^*,\lambda^*)]\) where \( f(e,x) \) denotes the feature of the dynamic environment and tasks and \((a^*,\lambda^*)\) denotes the selected algorithm type and hyper-parameters. The algorithm and hyper-parameter space consists of the available algorithm type set denoted by \( A \) and the hyper-parameter set denoted by \( \Lambda \).

Besides the above-mentioned two modules, the mathematical framework have four other modules. Firstly, the cognitive feature extraction module extracts features of the dynamic environment and dynamic tasks denoted by \( f(e,x) \), which are input into the cognitive control module and stored in the cognitive case space. Secondly, the cognitive control module establishes the matching relationship between features of the dynamic environment and dynamic tasks and the selection of the algorithm type and hyper-parameters, denoted by \( S[f(e,x)] \), which can be updated in the offline self-learning process in order to obtain the selection of the most appropriate algorithm type and hyper-parameters. Thirdly, the learning network module performs the algorithm with the input data and obtains the learning result. Finally, the cognitive
evaluation module evaluates the performance of the current learning result based on the previous results, and then feeds the evaluation value $p$ back to the cognitive control module to regulate the selection of the algorithm type and hyper-parameters.

D. Advantages of Cognitive Learning

Compared with the existing learning frameworks, e.g., meta-learning, our proposed CL has three advantages. The details are presented as follows.

Firstly, CL can exploit features of the dynamic environment and tasks and the learning results stored in the cognitive case space to improve the learning performance. The reason is that the cognitive control module can adjust and update the matching relationship between features of the dynamic environment and tasks and the selection of the appropriate algorithm type and hyper-parameters based on the cognitive evaluation result. In this case, a more appropriate algorithm type and hyper-parameters can be selected. Thus, our proposed CL framework has the ability of self-learning.

Secondly, since the learning result is influenced by the environment and the task, when the environment or task changes, the learning results can be very different. As shown in Fig. 1(b), the cognitive feature extraction module extracts new features of the dynamic environment and task when the environment or task changes. Based on the matching relationship between features of the dynamic environment and task and the selection of the algorithm type and hyper-parameters, the cognitive control module can change the selection of the algorithm type and hyper-parameters based on the new features. Thus, our proposed CL can adapt to the dynamic environment and dynamic tasks.

Finally, CL has the ability of “good money driving out bad money”. In the cognitive case space, training samples may have mislabels, that is, for certain task or environment, the algorithm type or the hyper-parameters that are not the most appropriate are labeled as the most appropriate one, which decreases the performance of the learning results. In our proposed CL framework, the cognitive evaluation module can compare the current learning result with the previous results. In this case, the good training samples can be stored in the cognitive case space and the bad training samples can be reduced, which improves the performance of the learning result.

III. Simulation Results

Simulation results are given to compare our proposed CL framework with the meta-learning (MtL) framework in terms of three key capabilities, namely, the capability of self-learning, the capability of adapting to dynamic environments and tasks, and the capability of “good money drives out bad money”. Those results are obtained by modulation recognition conducted on the public and authoritative datasets
and the selection of the modulation recognition algorithm and hyper-parameters (HP) is taken as examples. The RadioML 2016.10A dataset is used [14] [15], which contain 11 different modulations (8 for digital modulations, 3 for analog modulations) with different signal to noise ratios (SNRs range from -20dB to 18dB with step of 2dB). There are 1000 samples for each group of modulation and SNR. The length of each sample is 128 and is represented by its in-phase and quadrature components.

For our proposed CL framework, the neural network is exploited as the cognitive control module, which establishes the matching relationship between the input features and the selection of the appropriate algorithm type or hyper-parameters. The inputs of the neural network are features of the problem while the output is the selected algorithm or hyper-parameters. In order to obtain the optimal modulation recognition algorithm and hyper-parameters for the modulation recognition problem, features of the problem consist of features of the RF signal dataset (where the modulation classification task comes from) and the performance requirements in terms of modulation classification. The performance requirements consist of the accuracy of modulation recognition and the completion time for modulation recognition. In the simulations, the selection of an appropriate algorithm or hyper-parameters means that the selected algorithm or hyper-parameters can satisfy the performance requirements while the selection of the most appropriate algorithm or hyper-parameters means that the selected algorithm or hyper-parameters obtain the optimal performance for the given RF signal dataset and performance requirements. The modulation recognition environment change means that SNR, the number of training samples and the number of modulation types in the dataset used for modulation recognition are changed. In the simulation, five sub-datasets from RadioML 2016.10A dataset are generated, namely, dataset1, dataset2, dataset3, dataset4, and dataset5. There are 1000 training samples in dataset1-4 while 500 training samples exist in dataset5; dataset1-3 and dataset5 have 11 modulation types while dataset4 has AM-DSB, BPSK, CPFSK, GFSK, PAM4 and QPSK. The SNRs of dataset1, dataset4 and dataset5 are 18 dB while SNR of dataset2 is -16 dB and that of dataset3 is 2 dB.

A. Capability of Self-Learning

We perform extensive tests to demonstrate the advantage of our proposed CL framework in terms of the capability of self-learning compared with the MtL framework. Fig. 3(a) and Fig. 3(b) respectively show the performance of the algorithm selection accuracy and modulation recognition accuracy versus the index of the test while Fig. 3(c) and Fig. 3(d) respectively show the performance of the hyper-parameter selection accuracy and modulation recognition accuracy versus the index of the test. The algorithm or hyper-parameter selection accuracy is evaluated by checking whether the selected algorithm or hyper-parameters are the labeled ones or not while the modulation recognition accuracy is evaluated by
performing modulation recognition with the selected algorithm or hyper-parameters and checking whether
the classification results are correct or not. If the modulation recognition task cannot be completed in the
given time (i.e. the running time requirement), the modulation recognition accuracy is set as zero.

Fig. 3. **CL versus MtL in terms of the capability of self-learning.** a, Algorithm selection accuracy. c, Hyper-parameter
selection accuracy. b and d, Modulation recognition accuracy achieved by the selected algorithm and hyper-parameters,
respectively. The increase of the symbols size represents the increase of the number of cognitive cases.

Since our proposed CL framework has cognitive case space that can store the test cases, the size of
the cognitive case space can be enlarged as the test continuously be conducted. In simulations, before
the first test, for each RF signal dataset, 10 cognitive cases are used to train the neural network, and in
the first test the selection performance is evaluated by using additional 10 testing cases. Those testing
cases are added into the cognitive case space. Thus, in each dataset, there are 20 cognitive cases, which
are exploited to train the neural network. In the second test, 10 testing cases are used to evaluate the
selection performance. Similarly, those testing cases are then added into the cognitive case space. In Fig. 3(a), the number of testing cases is 30, 40, 200 and 200 for the 3rd, 4th, 5th, and 6th test, respectively. On the contrary, due to the lack of cognitive case space, the space of meta examples of the MtL-based selection remains constant. Therefore, the MtL-based selection is pre-trained with given meta examples before testing. In Fig. 3(c) and Fig. 3(d), the number of the given meta examples is 10, 20 and 100 while in Fig. 3(a) and Fig. 3(b), the number of the given meta examples is 10, 20 and 100.

It is seen from Fig. 3 that the algorithm or hyper-parameter selection accuracy and the modulation classification accuracy increase with the index of test achieved by using our proposed CL framework while those performances obtained with the MtL framework are almost the same for different indexes when the number of meta examples is constant. This is due to the fact that in contrast to the MtL framework, the CL framework can enlarge the cognitive case space by absorbing testing cases, which are used as training samples to train the neural network. Thus, for the same dataset, the test error of the neural network for the algorithm or hyper-parameter selection can be reduced with the increase of the cognitive cases. However, for the MtL framework, the number of the meta examples is a constant and cannot be increased during the algorithm or hyper-parameter selection process. This result demonstrates that our proposed framework has the capability of self-learning.

B. Capability of Adapting to Dynamic Environment and Tasks

To demonstrate that our proposed CL framework has the capability of adapting to the dynamic environment and tasks, performance comparison between our proposed CL framework and the MtL framework is provided. The dynamic environment means the change of dataset while the dynamic tasks indicate the change of the performance requirements. In simulations, the change of environment results in the change of features of the RF signal dataset and the changes of the performance requirements are the completion time and the algorithm or hyper-parameter selection accuracy.

Fig. 4(a) and Fig. 4(b) show the algorithm and hyper-parameter selection accuracy when the environment or tasks change. Those results are achieved by using our CL framework and the MtL framework. The following results can be both seen from Fig. 4(a) and Fig. 4(b) Before the first test, the neural network for the algorithm or hyper-parameter selection is pre-trained on dataset1 to satisfy the “completion time in priority” requirement. Based on the pre-trained model for the “completion time in priority” requirement, the 1st and the 2nd tests are carried out to evaluate the accuracy of the algorithm or hyper-parameter selection on dataset1. Both frameworks work well. When the requirement changes in the 3rd test, the performances of those two frameworks are significantly decreased, irrespective of the algorithm or hyper-parameters selection. It is also seen that the algorithm selection accuracy achieved by using our proposed
CL framework is quickly increased from the 4th to the 7th test and the hyper-parameter selection accuracy achieved by using our proposed CL framework is quickly increased from the 4th to the 9th test and eventually reaches a high level around 90.8%. However, the algorithm and hyper-parameter selection accuracy achieved with the MtL framework remains a low level. Dataset change occurs on the 11th test both for the algorithm selection and the hyper-parameter selection. It is seen that the performance achieved by using our proposed CL framework or the MtL framework is significantly decreased. As the test continues, the performance achieved by using our proposed CL framework is quickly increased and reaches a new high level while the MtL method stays at original level.

Fig. 4. Cognitive learning versus meta learning in terms of the capability of adapting to the dynamic environment and tasks. The cycle highlights the changes of tasks and environment. a, Algorithm selection accuracy. b, Hyper-parameter selection accuracy.
The above results are due to the fact that for the algorithm or hyper-parameter selection based on our proposed CL framework, the new test cases with respect to a new dataset or a new performance requirement can be added to the cognitive case space. Thus, by training with these new cognitive cases, the new matching relationship between new features of the new environment and new tasks and the selection of the algorithm and hyper-parameters can be added to the neural network for the algorithm or hyper-parameter selection, thus contributing to a better performance for the algorithm or hyper-parameter selection under changes of requirement or dataset. Those results demonstrate that our proposed CL framework has the capability of adapting to the dynamic environment and tasks. On the contrary, since the MtL framework does not have this capability, the performance achieved with the MtL framework is poor when the environment and tasks change.

C. Capability of “Good Money Driving Out Bad Money”

We also perform extensive tests to demonstrate that our proposed CL framework has the capability of “good money driving out bad money”. The bad money refers to the mislabeled cases from the cognitive case space. The degree of bad money is represented by the ratio of the mislabeled cases. In simulations, for the algorithm or hyper-parameter selection, training cases for the algorithm or hyper-parameter selection may be mislabeled, and thus, for given dataset and performance requirements, the output algorithm or hyper-parameters from the neural network for the algorithm or hyper-parameter selection are inappropriate.

We consider two cases in the simulation. One is that the ratio of the mislabeled cases is 10% and the other is that the ratio of the mislabeled cases is 30%. Fig. 5(a) and Fig. 5(c) show the algorithm and hyper-parameter selection accuracy versus the index of the test achieved with our proposed CL framework and those obtained with the MtL framework under different ratios of the mislabeled cases while Fig. 5(b) and Fig. 5(d) show the corresponding modulation recognition accuracy. It is seen that the performance achieved based on our proposed framework is better than that obtained with the MtL framework, irrespective of the algorithm or hyper-parameter selection accuracy, or the modulation recognition accuracy.

Moreover, the performance achieved based on our proposed framework increases with the index of the test while the performance achieved based on the MtL framework fluctuates in a range. Those results can be explained by two aspects. On one hand, in our proposed CL framework, the cognitive evaluation module can compare the current learning result with the previous results and feeds back the evaluation result to the cognitive control module.
Fig. 5. Performance of the algorithm selection and hyper-parameter selection with mislabeled training samples. a, Algorithm selection accuracy. c, Hyper-parameter selection accuracy. b and d, modulation recognition accuracy achieved by the selected algorithm and hyper-parameters respectively.

In this case, a better algorithm type or hyper-parameters can be selected and a better matching relationship between features of the environment and tasks and the selection of an appropriate algorithm type or hyper-parameters can be established and stored in the cognitive case space, which are helpful to improve the training results. On the other hand, the ratio of the mislabeled cases in the cognitive case space decreases with the index of the test since more better matching relationship between features of the environment and tasks and the selection of an appropriate algorithm type or hyper-parameters are stored in the cognitive case space when the test increases. Those results demonstrate that our proposed CL framework has the capability of “good money driving out bad money”. However, for the MtL framework,
the ratio of the mislabeled cases is a constant during the learning process and thus the performance cannot be improved with the increase of the index of the test.

IV. DISCUSSION AND CONCLUSION

A CL framework was proposed for the dynamic wireless environment and tasks motivated by the brain cognitive mechanism. Our proposed CL framework also has two processes, namely, the online process and offline self-learning process. The online process quickly performs the selected algorithm on the data and responses to the environment while the offline self-learning process improves the performance by selecting more appropriate algorithm and hyper-parameters. The mathematical framework was established for our proposed CL framework. Simulation results have demonstrated that our proposed CL framework has three advantages, namely, the capability of adapting to the dynamic environment and tasks, the self-learning capability, and the capability of “good money driving out bad money”. Our proposed CL framework enriches the machine learning frameworks and open many new avenues for future machine learning investigations.

Our future works will focus on two aspects. On one hand, we will study how to exploit our proposed framework to tackle the issues existing in the wireless communications, such as resource allocation, interference classification, etc. On the other hand, we will investigate the data and knowledge dual-driven learning mechanism facilitated by our proposed framework since the cognitive case space contains knowledge.

REFERENCES

[1] C. Jiang, H. Zhang, Y. Ren, Z. Han, K. C. Chen, and L. Hanzo, “Machine learning paradigms for next-generation wireless networks,” IEEE Wireless Commun., vol. 24, no. 2, pp. 98-105, April 2017.
[2] M. Chen, U. Challita, W. Saad, C. Yin, and M. Debbah, “Artificial neural networks-based machine learning for wireless networks: A tutorial,” IEEE Commun. Surveys Tuts., vol. 21, no. 4, pp. 3039-3071, FourthQuarter, 2019.
[3] T. Hospedales, A. Antoniou, P. Micaelli, and A. Storkey, “Meta-learning in neural networks: A survey,” Preprint at http://arxiv.org/abs/2004.05439, 2020.
[4] J. Vanschoren, “Meta-learning: A survey,” Preprint at http://arxiv.org/abs/1810.03548, 2018.
[5] Q. He, A. Moayyedi, G. Dán, G. P. Koudouridis and P. Tengkvist, ”A meta-learning scheme for adaptive short-term network traffic prediction,” IEEE J. Sel. Areas Commun., vol. 38, no. 10, pp. 2271-2283, Oct. 2020.
[6] J. Zhang, Y. He, Y. W. Li, C. K. Wen and S. Jin, “Meta learning-based MIMO detectors: Design, simulation, and experimental Test,” IEEE Trans. Wireless Commun., to be published, 2021.
[7] M. Zinkevich, “Online convex programming and generalized infinitesimal gradient ascent,” In Proc. of the 20th International Conference on Machine Learning (ICML-03), pp. 928-936.
[8] S. Shalev-Shwartz, “Online learning and online covex optimization,” In Foundations and Trends in Machine Learning, 2011.
[9] C. Finn, A. Rajeswaran, S. Kakade, and S. Levine, “Online meta-learning,” In Proc. of the 36th International Conference on Machine Learning (ICML-19), pp. 1920-1930.

[10] V. Mante, D. Sussillo, K. V. Shenoy, and W. T. Newsome, “Context-dependent computation by recurrent dynamics in prefrontal cortex,” Nature, vol. 503, pp. 78-84, 2013.

[11] M. Siegel, T. J. Buschman, and E. K. Miller, “Cortical information flow during flexible sensorimotor decisions,” Science, vol. 348, pp. 1352-1355, 2015.

[12] F. A. Mansouri, K. Tanaka, and M. J. Buckley, “Conflict-induced behavioural adjustment: a clue to the executive functions of the prefrontal cortex,” Nat. Rev. Neurosci., vol. 10, no. 2, 141-152, Feb. 2009.

[13] D. H. Wolpert, and W. G. Macready, “No free lunch theorems for optimization,” IEEE Trans. Evol. Comput., vol. 1, no. 1, pp. 67-82, 1997.

[14] P. Qi, X. Zhou, S. Zheng, and Z. Li, “Automatic modulation classification based on deep residual networks with multimodal information,” IEEE Trans. on Cogn. Commun. & Netw., vol. 4, no. 1, pp. 1206-1217, 2020.

[15] S. Huang, R. Dai, J. Huang, Y. Yao, Y. Gao, F. Ning, and Z. Feng, “Automatic modulation classification using gated recurrent residual network,” IEEE Internet of Things Journal, vol. 4, no. 1, pp. 1-12, 2020.