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Abstract—This paper presents an analysis of the stability and quality of the distributed generation planning problem’s investment solution. The entry of distributed generators power based on non-conventional energy sources has been extensively promoted in distribution grids. In this paper, a two-stage stochastic programming model is used to find the optimal distributed generators’ installed capacities. We emphasize the design of scenarios to represent the stochasticity of power production on renewable sources. In the scenario generation, a method is proposed based on the clustering of real measurements of meteorological variables. We measure the quality and stability of the investment solution as a function of the number of scenarios. The results show that a reduced selection of scenarios can give an inadequate solution to distributed generators’ investment strategy.

Index Terms—Clustering, Distributed generators, Investment solution, Stochasticity.

I. INTRODUCTION

In modern distribution networks, users can inject active power into the grid by small power plants [1]. The power plants connected near the demand buses are called distributed generation units (DG units) [2]. Large amounts of power are being injected through DG units due to policies that promote non-conventional renewable energies in different countries [3]–[5]. With DG’s widespread deployment, the distribution system operator needs to plan and coordinate the new DG units’ installation capacity. DG planning can reduce operating costs or solve technical restrictions [6].

The investment solution in distribution networks refers to determine the installed capacities and locations of DG units. When DG units are power-based on non-conventional renewable technologies, they behave as non-controllable and stochastic negative load. Thus, we need to capture the uncertainty associated with meteorological measurements [7]. Modeling the stochasticity of renewable generation sources has been widely confronted by several authors [2], [6], [8], [9]. Jooshaki et al. [10] propose a tool to integrate DG units using a mixed-integer linear stochastic model and perform a case study on a 24-node distribution network. In [11], the authors proposed a methodology using mixed-integer stochastic programming to find the best reinforcement plan for mitigating greenhouse gas emissions. In [12], a stochastic model is proposed to address the problem of distribution system expansion with uncertainties of DG units and issues related to CO2 emissions [13].

Stochastic programming is a mathematical framework that lets capturing the uncertainty of power production from non-conventional renewable sources [14], [15]. It has been proposed in [16] to use Sample Average Approximation (SAA) to generate scenarios in the planning problem with stochastic parameters. Nevertheless, scenario generation techniques are limited because they are an approximation (discrete scenarios) of real distribution. Therefore, the stochastic model relies on scenario representation, and if scenario representation is deficient, information about the actual probability distribution may be lost. This work proposes a two-stage stochastic programming model that provides an investment solution considering short-term uncertainty in a long-term planning problem. We propose the k-means clustering technique for the scenario generation to reduce the problem’s dimensionality and capture the underlying correlation between the random variables. We analyze the quality of the investment solution as a function of the number of scenarios used. We calculate the expected value and the dispersion of the solution obtained and upper and lower bound of the investment solution for each number of scenarios.

The main contribution of this work is the analysis of the quality and stability of the investment solution in the DG planning problem using empirical measurements. We assess how the investment solution deviates from its ground-truth value when we use an inadequate description of the problem’s stochasticity (few numbers of scenarios). The work is organized as follows: Section II describes the two-stochastic programming model and the estimation of the upper and lower boundaries. Section III introduces the case study and the scenario generation technique. Section IV shows the findings and simulations performed on a test distribution system with real measurements. Section V provides the discussions and conclusions of the observed empirical stability.

II. METHODOLOGY

Stochastic programming provides solutions using scenarios to represent possible realizations of the uncertainty. This section describes our methodology for solving the problem of investment in DG units using stochastic programming. In Section II-A, we briefly describe the model used and in Section...
II-B, we describe the metrics to evaluate the quality of the solution obtained.

A. Two-stage problem formulation

This article addresses the problem of DG planning through a two-stage stochastic programming approach (Fig. 1). The first stage consists of the investment solution of the DG units. Three technologies of DG units are considered: solar photovoltaic (PV), wind turbines (WT), and conventional generators (CG). The first-stage variables are integers since the power plant units are manufactured in discrete modules of installed power. The second stage consists of the computation of the operation and maintenance cost for every scenario. The second stage calculates the expected value of the power produced by the newly installed DG units. The uncertainty of power production and energy balance is associated with the meteorological variables of solar radiation, wind speed, temperature, and energy demand. The evaluation of the expected value of power production given an investment decision requires numerous second-stage optimization problems that depend on the number of scenarios. In summary, this stochastic DG planning problem involves a large number of scenarios and integer variables in the first stage.

![Figure 1. Two-stage stochastic approach.](image)

The objective function (1) minimizes the system’s energy cost over the analyzed time horizon. The energy cost is the sum of the investment cost and the total cost of operation and maintenance. The investment cost (2) is equal to the sum of the installation costs per technology in each node. The total cost of operation and maintenance (3) is the sum of the probability of occurrence multiplied by operation and maintenance costs in each of the scenarios generated. Each scenario’s operation and maintenance costs depend on the costs of active power losses, the energy imported from the power grid, and the new DG units’ power production costs. Demand profiles and weather conditions only depend on the scenario and not on the system nodes since distribution networks cover the same area.

The constraints of the stochastic DG planning approach are divided into physical law constraints (8)-(10) and engineering constraints (15)-(20). The physical law constraints are the active and reactive power balance constraints (generated power must supply the demand power) and the power flow constraints through the transmission lines. The power flow constraints are modeled through the DistFlow equations [17], [18]. The McCormick envelope (11)-(14) is used as a relaxation technique to solve the product of two bounded variables in calculating the apparent power of the DistFlow equations. Engineering constraints are set by the distribution system operator and include node voltage limits, line loadability limits, installed DG capacity limits, reactive power DG limits set by power factors, and investment limits determined by the available budget (21).

B. Quality and stability of the solution

Our investment problem formulation described in Model 1 can be compactly summarized as a classical two-stage stochastic optimization problem (22).
\[ z^* = \min \; c^T x + \mathbb{E}_P \left[ d^T y \right] \quad (22a) \]
\[ \text{s.t.:} \; x \in X \quad (22b) \]
\[ y \in Y(x) \quad (22c) \]

The vector \( x \) is representing investment decisions at the first stage while the random vector \( y \) represents the operational decisions at the second stage. The objective (22a) aims to minimize the capital and expected operational costs. At the same time, the budget-limit constrains and power grid operational feasibility constraints are represented by (22b) and (22c), respectively. The symbol \( \mathbb{E}_P \) is the expected operator over the random parameter distribution \( P \). If \( P \) represents a continuous distribution vector, this problem is infinite-dimensional, and different approaches have been proposed for solving it.

In rest of this subsection, we describe the metrics to evaluate the investment solution’s quality and stability. We will use the sample-average approximation (SAA) method, [16] for approximating the problem (22).

A particular feature of this work is that data is collected from a real grid. Thus, instead of inferring continuous parameter distributions, we use directly observed data in the investment problem addressed here. Still, data can potentially be massive, so we need to find means to reduce the problem’s computational complexity. We denote by \( N \) to the total number of collected data points, i.e., scenarios.

In this work, the scenarios are generated using the k-means clustering technique explained in Section III-A. To discuss the optimal value limits, we assume the following: (i) the solution has a mean and finite variance. (ii) scenario sampling can be generated in different numbers. (iii) the objective function can be evaluated for the stochastic parameters of the generated outputs.

1) Lower bound estimation: Using the SAA algorithm, we estimate the value of the lower bound of the DG planning problem’s investment solution. To evaluate the lower bound, we solve \( m \) replicas of the two-stage problem (22) with \( n \) scenarios (where \( n < N \)). We initially generate \( m \) sample candidates independently with \( n \) scenarios and then solve the approximated sample-based optimization problem (23).

Optimal objective of this problem is a lower bound of the original problem (22), i.e., \( \text{LB}_m(n) \leq z^* \) for any replica \( m \). Because the \( n \)-drawn scenarios are random, the \( \text{LB} \) is also random parameter.

\[ \text{LB}_m(n) = \min \; c^T x + \frac{1}{n} \sum_{k=1}^{n} d^T y_k \quad (23a) \]
\[ \text{s.t.:} \; x \in X \quad (23b) \]
\[ y_k \in Y_k(x) \quad (23c) \]

2) Upper bound estimation: Given a trial (not necessarily optimal) solution for the first stage decision variables denoted by \( \hat{x} \), we can compute an upper bound of the original problem (22) by (24), i.e., \( z^* \leq \text{UB}_m(\hat{x}) \).

\[ \text{UB}_m(\hat{x}) = c^T \hat{x} + \mathbb{E}_P \left[ \min_{y \in Y(\hat{x})} d^T y \right] \quad (24) \]

Optimization problem (24) is scenario-decomposable due to the fixed value of the first-stage decision variables. When the probability distribution function \( P \) is discrete, the expected value can be computed exactly compute for each possible random states that can be observed (scenarios). However, if the number of discrete values of the probability distribution \( P \) is large or \( P \) is continuous, we can approach the upper bound by the (25) – Law of large numbers.

\[ \text{UB}_m(\hat{x}, \bar{N}) = c^T \hat{x} + \frac{1}{\bar{N}} \sum_{k=1}^{\bar{N}} \min y_k \quad (25a) \]
\[ \text{s.t.:} \; y_k \in Y_k(\hat{x}) \quad (25b) \]

The first observation is that \( \text{UB}_m(\hat{x}, \bar{N}) \) is random when \( \bar{N} \) random scenarios are drawn. The second observation is that for discrete distributions, as in this paper, the random \( \text{UB}_m(\hat{x}, \bar{N}) \) should be approaching to the deterministic \( \text{UB}_m(\hat{x}) \) when \( \bar{N} \rightarrow N \).

Finally, we can estimate the optimal solution gap between the lower and upper bounds (26), that gives statistical information about the stability of the problem.

\[ \text{gap}_m(\hat{x}, n, \bar{N}) = \text{UB}_m(\hat{x}, \bar{N}) - \text{LB}_m(n) \quad (26) \]

III. SCENARIO GENERATION AND TEST CASE

There are several methods for generating scenarios from a known probability distribution or a large historical data set. In this section we present the scenario generation technique based on clustering (Section III-A). In addition, we present a description of the case study for the computational tests in Section III-B.

A. Scenario generation

In the stochastic programming model, we analyze four parameters of uncertainty: solar radiation (W/m2), wind speed (m/s), temperature (°C), and active power consumption (W). We use a set of historical data measured with a weather station for weather data and a power meter for active power data. The database has hourly measurements of the uncertainty parameters over one year of recording. The technique used for the generation of scenarios is the k-means clustering technique [19]. The k-means technique is a method to create representative clusters of a data group, whose partitions are given in \( k \) clusters. All \( k \) clusters have a centroid representing the mean value of the uncertainty parameters contained in that set, minimizing variances within each cluster.

The generation of scenarios is done using the historical record of uncertainty parameters (Fig. 2). Initially, we generate a \( k \) number of clusters containing representative data of solar radiation, wind speed, temperature, and power demand. Then we calculate the probability of occurrence of that scenario
depending on the cluster’s size (amount of data it represents) over the total of registered empirical scenarios. Then, the weather variables are the input to the power production models (27)-(29) of the DG units. The power production model of the PV units depends on solar radiation and ambient temperature, as worked in [20], [21]. The power production model of WT depends only on wind speed. All variables are standardized to fit later on the distribution system.

\[ P_{PV} = Y_{PV} \left( \frac{G_T}{G_{STC}} \right) \left[ 1 - \alpha (T_c - T_{cSTC}) \right] \] (27)

\[ T_c = T_a + \frac{G_T}{G_{NOCT}} (T_{cNOCT} - T_{aNOCT}) \] (28)

\[ P_{WT} = \begin{cases} Y_{WT} \frac{v - v_i}{v_r - v_i}, & v_i \leq v < v_r \\ Y_{WT}, & v_r \leq v < v_o \\ 0, & \text{otherwise} \end{cases} \] (29)

**B. Case study**

The stability analysis of the investment solution is applied to the 34-node distribution system with the topology presented in [22]. The total installed demand of the system is 5.4 MW with an average power factor of 0.85 in the lag. Historical data was recorded from January 1 to December 31, 2018 with a weather station with an elevation of 36m and 11.02°N - 74.85°W. The two-stage stochastic programming problem was formulated using JuMP v0.21.3 and Gurobi v9.0.1 which provides a solver for the stochastic programming framework. The test machine features OS Name Microsoft Windows Server 2016 Standard, Intel(R) Xeon(R) Gold 6148 CPU @ 2.40GHz, 2394 Mhz, 20 Core(s), 40 Logical Processor(s), Total Physical Memory 256 GB.

**IV. RESULTS AND SIMULATIONS**

For the DG planning problem, we apply stability tests for the investment solution with different numbers of generated scenarios. For scenario size \( n \), we solve the optimization problem a total of 10 times (replications). The reference value for the solution that we call ground truth is calculated with the maximum number of scenarios that we computationally manage to solve \( (n' = 5000) \).

Fig. 4 shows the optimal solution’s value solution from (1), the estimated lower boundary, and the estimated upper bound. We can see that the lower bound varies with the number of scenarios generated. The optimal solution’s value improves, and the optimality gap size narrows when we increase the generated scenarios’ size. This mainly results from the fact that the lower bounds variance decreases as we approach the full empirical distribution. This occurs because the generated scenarios are clustered, and their values may be outside the initial set. The previous problem can be solved with much higher replication values, but it would considerably increase the simulation time (Fig. 5).

The results show that using a few scenarios to solve a stochastic programming problem can lead to substantial errors and sub-optimal solutions. Additionally, the actual probability distribution and stochasticity may not be properly represented in the generated scenarios.

Fig. 6 shows the in-sample stability calculated as the optimal solution’s relative value in the \( n \) scenario vs. the optimal ground actual value. Also, Fig. 6 shows that in-sample stability is improved when we increase the number of scenarios used significantly. On the other hand, Fig. 7 shows the out-of-sample stability for different numbers of scenarios. The in-
sample stability is calculated using the equations and based on our previous notation; the optimal derived values are calculated using the different scenarios (M sets of scenarios with N scenarios each). On the other hand, to calculate out-of-sample stability, we will insert the fixed first-stage solution of each sample m with n size into an optimization problem using the N-scenarios, representing the true distribution. From the figures, we can conclude that high variability in in-sample stability is correlated with high out-of-sample variability.

Additionally, we plot the distribution of technologies in a normalized fashion under different numbers of generated scenarios. Fig. 8 shows the mix of installed capacities when there is no budget constraint. We can see that the installed capacities highly fluctuate when we have a small number of scenarios, while that variability becomes smaller when we have a more significant number of scenarios. Analogously,

V. CONCLUSIONS

This paper applies the SAA technique and stability tests to evaluate the distributed network investment solution’s quality using empirical measurements. We show that an investment solution based on a few scenarios can lead to misestimates and deviations from the true solution. On the other hand, the representation of stochasticity and scenarios’ use affects the quality of the solution obtained when we have several parameters of uncertainty. From the stability perspective, we can conclude that the solution satisfies the criteria of in-sample and out-of-sample stability when the number of scenarios generated surpasses 1000 data points for this particular distribution grid. In perspective with the stability tests, we can conclude that the model has a good out-of-sample stability performance (the deviations from the optimum relative value are less than 10% for all scenarios). For the in-sample stability test, we can conclude that for a number of scenarios greater than 500, the deviations from the optimal value are less than 10%. The SAA algorithm evaluates the solution’s quality with the optimality gap using the estimated lower and upper limits. We can conclude that the quality of the solution depends on the number of scenarios used. The optimality gap is reduced to the variability of less than 10% when the number of scenarios generated is higher than 1000. The optimal of the shared technologies depends on the number of scenarios used; few scenarios lead to a high energy mix variation. A poor representation of the scenarios can lead to an oversize of conventional technologies that derive excess operational costs for the distribution network operator. Finally, we recommend using scenario generation techniques to capture and represent the uncertainty parameters’ real distributions adequately. Besides, using as large a number of scenarios as is computationally feasible is highly recommended to find stable and quality solutions to stochastic DG planning.
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