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Abstract
There are now many theoretical explanations for why Benford’s law of digit bias surfaces in so many diverse fields and data sets. After briefly reviewing some of these, we discuss in detail recurrence relations. As these are discrete analogues of differential equations and model a variety of real world phenomena, they provide an important source of systems to test for Benfordness. Previous work showed that fixed depth recurrences with constant coefficients are Benford modulo some technical assumptions which are usually met; we briefly review that theory and then prove some new results extending to the case of linear recurrence relations with non-constant coefficients. We prove that, for certain families of functions \( f \) and \( g \), a sequence generated by a recurrence relation of the form \( a_{n+1} = f(n)a_n + g(n)a_{n-1} \) is Benford for all initial values. The proof proceeds by parameterizing the coefficients to obtain a recurrence relation of lower degree, and then converting to a new parameter space. From there we show that for suitable choices of \( f \) and \( g \) where \( f(n) \) is nondecreasing and \( g(n)/f(n)^2 \to 0 \) as \( n \to \infty \), the main term dominates and the behavior is equivalent to equidistribution problems previously studied. We also describe the results of generalizing further to higher-degree recurrence relations and multiplicative recurrence relations with non-constant coefficients, as well as the important case when \( f \) and \( g \) are values of random variables.
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1 Introduction

1.1 History

If $x > 0$ we can write $x$ as $S_b(x) \cdot b^{k(x)}$, where $S_b(x) \in [1, b)$ is the significand of $x$ base $b$ and $k(x)$ is an integer. We let $D_{n,b}(x)$ denote the $n$th digit base $b$; thus $D_{1,b}(x)$ is the first or leading digit of $x$, and it is natural to ask how it is distributed for various data sets. Rediscovering an observation of Newcomb from the 1880s, in 1938 Frank Benford (1938) observed that often the leading digit is not equidistributed among $\{1, \ldots, b - 1\}$, as one might expect, but instead heavily biased towards low digits, particularly 1. In his honor we now say a sequence $\{a_n\}_{n=1}^{\infty}$ is Benford base $b$ if

$$\lim_{N \to \infty} \frac{\# \{ n \leq N : D_{1,b}(a_n) = d \}}{N} = \log_b(1 + 1/d),$$

and is strong Benford base $b$ if for any $s \in [1, b)$ we have

$$\lim_{N \to \infty} \frac{\# \{ n \leq N : S_b(a_n) \leq s \}}{N} = \log_b(s);$$

the corresponding definitions for continuous systems replace the cardinalities of the sets with their measures. Not surprisingly strong Benford implies Benford (subtracting the probability with $s = d$ from $s = d + 1$ gives the probability of a first digit of $d$). Often in the literature when one says Benford what is meant is strong Benford; we follow that convention here, and say a system that is Benford follows Benford’s Law. Base-10 the probabilities range from about 30% for a first digit of 1, down to about 4.6% for a leading digit of 9. See Berger and Hill (2009, 2015), Hill (1996) and Miller (2015) and the references therein for some of the history, theory and applications. In addition to being of theoretical interest, Benford’s Law has found applications in numerous fields from data integrity (used to detect tax, voter and data fraud) to computer science (designing optimal systems to minimize rounding errors); many of these diverse systems are discussed in detail in the edited book (Miller 2015).

To give just a few examples, in Berger et al. (2005) and Kontorovich and Miller (2005) it was proved that many dynamical systems exhibit Benford behavior, including most power, exponential and rational functions, and linearly-dominated systems, non-autonomous dynamical systems, the Riemann zeta function, the $3x + 1$ Problem, and more. Depending on the structure of the system, different techniques are better suited for the analysis. Below we assume our numbers are positive and work in base 10; one can easily generalize to other bases, and if we have complex numbers we can look at their absolute value (though we must exclude zeros). Most of these methods start with the following observation; note $y$ modulo 1 (or $y$ mod 1) means the fractional part of $y$.

**Lemma 1.1** A sequence $\{a_n\}$ is Benford if and only if the sequence $\{\log_{10} a_n\}$ is equidistributed modulo 1.
To see this, write \( x = S_{10}(x)10^{k(x)} \) as above. As \( \log_{10} x \mod 1 = \log_{10} S_{10}(x) \in [0, 1) \), two numbers \( x \) and \( \tilde{x} \) have the same leading digits if and only if they have the same significand. The logarithms modulo one being equidistributed means that for a sequence \( \{x_n\} \) with \( y_n = \log_{10} x_n \mod 1 \) for any \( [a, b) \subset [0, 1] \) that

\[
\lim_{N \to \infty} \frac{\# \{n \leq N : y_n \in [a, b]\}}{N} = b - a. \tag{1.3}
\]

The equivalence of this equidistribution and Benford’s law is immediate. For example, taking \( [a, b) = [\log_{10}(d), \log_{10}(d + 1)] \) gives \( b - a = \log_{10}(1 + 1/d) \), and the \( y_n \in [a, b) \) are just those where the first digit of \( x_n \) is \( d \) (from exponentiating).

We end this subsection by recording a useful observation for proving Benfordness.

**Lemma 1.2**  If a sequence \( \{a_n\} \) is Benford and \( \lim_{n \to \infty} (b_n - a_n) = 0 \), then \( \{b_n\} \) is Benford as well.

The above lemma is false if the sequence is not strong Benford, because a tiny perturbation can influence the behavior of the leading digit of a Benford sequence. Our goal below is to highlight the main ideas behind one of the most common methods of proving Benford behavior, Weyl’s Theorem, and apply it to recurrence relations.

### 1.2 Results

We concentrate on recurrence relations for several reasons. As they are discrete analogues of differential equations, they model many natural phenomena. Further, the proof for the case of linear recurrences of fixed depth and constant coefficients, which are very important cases, are easily analyzed. These have long been known to obey Benford’s Law (see for example Miller and Takloo-Bighash 2006; Nagasaka and Shiue 1987), and have applications ranging from the Fibonacci numbers to the stock market to analyzing gambling strategies to population dynamics. After briefly reviewing these proofs, we extend these results to new families of linear recurrences with non-constant coefficients and non-linear recurrences.

To motivate our question, we quickly review a representative example from mathematical biology. Consider a population where for simplicity there are only four groups: those just born, and those that are 1, 2 or 3 years old. Assume each pair that is 1 year old gives birth to two new pairs, and each pair that is two years old gives birth to one pair. If we let \( a(n) \) denote the number of pairs of newborns at time \( n \), \( b(n) \) the number of pairs of 1 year olds at time \( n \), and so on, we have the following relation:
While the above model has the advantage of being mathematically tractable and we can write down a closed form expression for the population at time \( n \), it suffers from unrealistic assumptions that the birth rate is constant every year, and that each member of the community never dies until year four, when they all die together. A more accurate model would replace the constants with random variables; here in the first row we might have variables with means respectively 2 and 1, while in the other rows they would probably be random variables with means a little below 1 (to account for natural deaths or predation):

\[
\begin{pmatrix}
    a(n+1) \\
    b(n+1) \\
    c(n+1) \\
    d(n+1)
\end{pmatrix}
= 
\begin{pmatrix}
    0 & 2 & 1 & 0 \\
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 \\
    0 & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
    a(n) \\
    b(n) \\
    c(n) \\
    d(n)
\end{pmatrix}.
\] (1.4)

It is our desire to understand problems such as the above that motivated this work. We begin by considering a simpler case, families of sequences generated by recurrence relations of the form

\[
\begin{align*}
    a_{n+1} & = f(n)a_n + g(n)a_{n-1}.
\end{align*}
\] (1.6)

We are not able to use any of the standard methods, such as characteristic polynomials, which work for linear recurrences, but we still want a closed form for the sequence. To this end, we introduce auxiliary functions \( \lambda(n) \), \( \mu(n) \) satisfying

\[
\begin{align*}
    a_{n+1} - \lambda(n)a_n & = \mu(n)(a_n - \lambda(n-1)a_{n-1});
\end{align*}
\] (1.7)

we show in Sect. 3 that this can be done by taking \( \lambda(n), \mu(n) \) to satisfy

\[
\begin{align*}
    f(n) & = \lambda(n) + \mu(n), \\
    g(n) & = -\lambda(n-1)\mu(n).
\end{align*}
\] (1.8)

These auxiliary functions make it possible to effectively reduce the degree of the recurrences when we consider the related sequence \( \{a_n - \lambda(n-1)a_{n-1}\} \). This results in the closed form

\[
\begin{align*}
    a_{n+1} & = (a_2 - \lambda(1)a_1) \left( \sum_{k=2}^{n} \prod_{i=k+1}^{n} \lambda(i) \prod_{j=2}^{k} \mu(j) \right) + a_2 \prod_{i=2}^{n} \lambda(i).
\end{align*}
\] (1.9)

Although this formula is not reasonable to work with directly, under certain conditions on \( f \) and \( g \) it splits into an error term and a main term. The error term converges to zero in the limit, and the main term is simple enough to analyze, letting us study the Benfordness of \( \{a_n\} \). Our main result is the following.
Theorem 1.3 Let \( a_{n+1} = f(n)a_n + g(n)a_{n-1} \). Suppose the functions \( f(n) \) and \( g(n) \) satisfy \( f(n) \) is non-decreasing and

\[
\lim_{n \to \infty} \frac{g(n)}{f(n)^2} = 0.
\]

Then \( \{a_n\} \) is Benford if and only if \( \left( \prod_{i=1}^{n} \mu(i) \right) \) is Benford, where \( \mu(n) \) is the auxiliary function described in (1.7).

Section 4 gives some examples of recurrent sequences which our results show are Benford, including cases when \( f(n) \) and \( g(n) \) are random variables. We give two representative examples here. The coefficients for the recurrence relations are deterministic functions in the first and random variables in the second.

Example 1.4 If \( \mu(k) = \exp(\alpha h(k)) \) where \( \alpha \) is irrational and \( h(k) \) is a monic polynomial, then \( \{a_n\}_{n=1}^{\infty} \) follows Benford’s law.

Example 1.5 Suppose \( \mu(n) \sim h(n)U_n \), where \( U_n \) are independent random variables uniformly distributed on \([0, 1]\) and \( h(n) \) is a deterministic function in \( n \) such that \( \prod_{i=1}^{n} h(i) \) is Benford. Then \( \{a_n\}_{n=1}^{\infty} \) follows Benford’s Law.

In Sect. 5 we show that this result can be generalized to higher-degree recurrences \( a_{n+1} = f_1(n)a_n + f_2(n)a_{n-1} + \cdots + f_k(n)a_{n-k+1} \). In Sect. 6 we formulate analogous results on Benford behavior of sequences generated by multiplicative recurrence relations

\[
A_{n+1} = A_{n}^{f_1(n)}A_{n-1}^{f_2(n)}\cdots A_{n-k+1}^{f_k(n)}.
\]

Using the closed form of the sequence generated by its corresponding linear recurrence we find that the sequence \( \{A_n\} \) is Benford if and only if the main term of \( \{a_n\} \) is equidistributed modulo 1.

2 Fixed depth constant coefficient linear recurrences

We briefly review the theory of fixed depth constant coefficient linear recurrences (see Miller and Takloo-Bighash 2006 for complete details); these are relations of the form

\[
a_{n+1} = c_1a_n + \cdots + c_La_{n+1-L},
\]

where \( c_1, \ldots, c_n \) are fixed complex numbers and \( L \) is a positive integer. We first quickly derive a tractable closed form expression for the solutions, and then show that for most recurrences and most initial conditions, one has Benford behavior.

It has long been known that almost all sequences defined by linear recurrences with constant coefficients and fixed depth obey Benford’s law. The main ingredient in these proofs is Weyl’s equidistribution theorem (see for example Miller and Takloo-Bighash 2006, or the arXiv version of this paper).
Theorem 2.1  (Equidistribution theorem) If \( \alpha \) is irrational, then the sequence \( nx \) is equidistributed modulo 1.

In addition to being sufficient, this condition is also necessary; if \( \alpha \) is rational, say \( \alpha = p/q \), then \( nx \mod 1 \) only takes on finitely many values (in this case, at most \( q \)).

For example, if \( a_{n+1} = 2a_n \) and \( a_1 = 1 \) then \( a_n = 2^n \). To see if it is Benford, we compute

\[
y_n = \log_{10}(2^n) \mod 1 = n \log_{10} 2 \mod 1; \tag{2.2}
\]

thus \( \{2^n\} \) is Benford base 10 as \( \log_{10} 2 \) is irrational.\(^1\) Not surprisingly, if instead we had \( a_{n+1} = 100a_n \) then \( a_n = 100^n = 10^{2n} \) which is clearly not Benford, as each number has first digit 1; note \( \log_{10}(100) = 2 \), which is rational and not irrational.

2.1 Generalized Binet’s formula

The simplest case of (2.1) is when \( L = 1 \), in which case

\[
a_{n+1} = ca_n, \tag{2.3}
\]

which has the solution \( a_n = ca_1^n \).

Depth one constant coefficient linear recurrences are trivially solved, as we have \( a_n = cr^n \) for some constants \( c \) and \( r \), and \( \{a_n\} \) will be Benford if and only if \( \log_{10} r \) is irrational. For the general case as in (2.1), we have a similar relation. The most famous depth two relation is the Fibonacci, where \( F_{n+1} = F_n + F_{n-1} \) and \( F_1 = F_2 = 2 \); in this case we find

\[
F_{n+1} = \frac{1}{\sqrt{5}} \left( \frac{1 + \sqrt{5}}{2} \right)^n - \frac{1}{\sqrt{5}} \left( \frac{1 - \sqrt{5}}{2} \right)^n. \tag{2.4}
\]

We briefly sketch the proof, and then discuss how to generalize to other recurrences.

As \( F_n \geq F_{n-1} \) we have

\[
2F_{n-1} \leq F_{n+1} \leq 2F_n. \tag{2.5}
\]

Thus the first inequality tells us every time \( n \) increases by 2 our number at least doubles, so \( F_n \geq \sqrt{2^n} \), while the second inequality tells us every time \( n \) increases by 1 our number at most doubles, so \( F_n \leq 2^n \). As \( F_n \) is sandwiched between two exponentially growing functions, it is reasonable to guess that \( F_n \) equals \( r^n \). Substituting that into the recurrence, we get

\[
r^{n+1} = r^n + r^{n-1}, \tag{2.6}
\]

which leads to the characteristic polynomial

\[
r^2 - r - 1 = 0, \tag{2.7}
\]

which has solutions

\(^1\) If \( \log_{10} 2 = p/q \) then \( 2 = 10^{p/q} \), so \( 2^{q-p} = 5^p \) and thus \( p = q - p = 0 \), which is impossible.
\[ r_1 := \frac{1 + \sqrt{5}}{2} \quad \text{and} \quad r_2 := \frac{1 - \sqrt{5}}{2}. \] (2.8)

As we have a linear relation, note that any linear combination of solutions is a solution, and thus the most general solution to the Fibonacci recurrence is

\[ F_n = \gamma_1 r_1^n + \gamma_2 r_2^n. \] (2.9)

To determine \( c_1 \) and \( c_2 \) we just use the initial conditions that \( F_1 = F_2 = 1 \) (or \( F_0 = 0 \) and \( F_1 = 1 \)). After some straightforward algebra, we reach (2.4), which is known as Binet’s Formula.

A similar formula holds for the more general recurrence in (2.1). We again try \( a_n = r^n \), and obtain the characteristic polynomial

\[ r^L - c_1 r^{L-1} - \cdots - c_2 r - c_1 = 0. \] (2.10)

If this polynomial has \( L \) distinct roots, then a similar argument shows that given any set of \( L \) initial conditions there are \( L \) constants \( \gamma_1, \ldots, \gamma_L \) such that

\[ a_n = \gamma_1 r_1^n + \cdots + \gamma_L r_L^n. \] (2.11)

If there are repeated roots the above must be modified slightly; while we will only discuss distinct roots in the next subsection, for completeness we state the general case.

**Lemma 2.2** (Generalized binet formula) If the characteristic polynomial (2.10) associated to a constant coefficient linear recurrence relation of depth \( L \) has roots \( r_1, \ldots, r_k \) with multiplicities \( m_1, \ldots, m_k \) (so \( m_1 + \cdots + m_k = L \)), then the general solution is

\[ a_n = (\gamma_{1,1} n^{m_1-1} + \gamma_{1,2} n^{m_2-2} + \cdots + \gamma_{1,m_1}) r_1^n + \cdots + (\gamma_{k,1} n^{m_k-1} + \gamma_{k,2} n^{m_k-2} + \cdots + \gamma_{k,m_k}) r_k^n. \] (2.12)

**Remark 2.3** As frequently the proof of Lemma 2.2 is given only when the characteristic polynomials has distinct roots, such as the Fibonacci recurrence above, we briefly remark on why the general case (2.12) is a linear combination of polynomials times exponentials; see Section 3.7 of Goldberg (1961) for a proof. Considering a depth two relation with the two roots equal; the argument below readily generalizes, and suffices to highlight the idea. We slightly perturb the recurrence by some small parameter \( \epsilon \) so that the two roots are distinct, and we can thus write the general solution to this modified recurrence as

\[ a_n(\epsilon) = \gamma_1(\epsilon) r_1(\epsilon)^n + \gamma_2(\epsilon) r_2(\epsilon)^n \]

\[ = \tilde{\gamma}_1(\epsilon) \frac{r_1(\epsilon)^n - r_2(\epsilon)^n}{r_1(\epsilon) - r_2(\epsilon)} + \tilde{\gamma}_2(\epsilon) \frac{r_1(\epsilon)^n + r_2(\epsilon)^n}{r_1(\epsilon) + r_2(\epsilon)}; \] (2.13)

note the second equality follows from elementary algebra, and is permissible as the
roots are distinct so the denominator is non-zero. If we take the limit as the perturbation \( \epsilon \) tends to zero, the two roots both converge to \( r \) and the first term converges to a constant times \( nr^{n-1} \) while the second converges to a constant times \( r^{n-1} \). As \( r \) is a non-zero constant, we can write each \( r^{n-1} \) as \( r^{-1}r^n \), and absorb the \( r^{-1} \) into the constants.

### 2.2 Benford behavior

We follow the presentation in Miller and Takloo-Bighash (2006). We concentrate on the simpler case with distinct roots, though with slightly more effort one could handle the case of repeated roots. Note that almost surely a random polynomial has distinct roots (and similarly for the other conditions we assume below). We do need to assume the largest root is not of absolute value 1, as if that happened we could have all the terms of approximately the same magnitude.

**Theorem 2.4** Let \( a_n \) satisfy the recurrence relation (2.1) and assume there are \( L \) distinct roots. Assume \( |r_1| \neq 1 \) with \( |r_1| \) the largest absolute value of the roots. Further, assume the initial conditions are such that the coefficient of \( r_1 \) is non-zero in the Generalized Binet Formula expansion of \( a_n \). If \( \log_{10} |r_1| \notin \mathbb{Q} \), then \( a_n \) is Benford.

**Proof** By the generalized Binet formula we have for any set of initial conditions that there exist constants \( \gamma_1, \ldots, \gamma_L \) such that

\[
an = \gamma_1 r_1^n + \cdots + \gamma_L r_L^n,
\]

where the \( r_i \) are the roots of the characteristic polynomial. By assumption, \( \gamma_1 \neq 0 \). For simplicity we assume \( r_1 > 0 \), \( r_1 > |r_2| \) and \( \gamma_1 > 0 \). Set \( y_n = \log_{10} a_n \). It suffices to show \( y_n \) is equidistributed modulo 1 to prove that \( a_n \) is Benford. We have \(^2\)

\[
a_n = \gamma_1 r_1^n \left[ 1 + O \left( \frac{L\gamma r_2^n}{r_1^n} \right) \right],
\]

where \( \gamma = \max_i |\gamma_i/\gamma_1| + 2 \) (so \( L\gamma > 1 \) and the big-Oh constant is 1). Thus taking logarithms, and using \( \log(1+x) = O(x) \), we find

\[
\log_{10} a_n = n \log_{10} r_1 + \log_{10} \gamma_1 + O \left( \frac{L\gamma r_2^n}{r_1^n} \right).
\]

Since \( \log_{10} |r_1| \notin \mathbb{Q} \), both \( n \log_{10} r_1 \) and \( n \log_{10} r_1 + \log_{10} \gamma_1 \) are uniformly distributed modulo 1. The big-Oh error term rapidly converges to zero since \( |r_2/r_1| < 1 \). Thus \( \log_{10} a_n \) is uniformly distributed modulo 1 as well, and Lemma 1.1 now yields that \( a_n \) is Benford. \( \square \)

---

\(^2\) We are using big-Oh notation: \( f(x) = O(g(x)) \) at infinity if there exists an \( x_0 \) and a \( C > 0 \) such that for all \( x \geq x_0 \) we have \( |f(x)| \leq Cg(x) \); it is big-Oh at zero if instead it is true for all \( x \leq x_0 \).
3 Linear recurrence relations with non-constant coefficients

3.1 Set-up

Building on our successful analysis of recurrence relations with constant coefficients, we turn to our new results for recurrences with non-constant coefficients. We start with recurrences of the form

\[ a_{n+1} = f(n)a_n + g(n)a_{n-1} \] (3.1)

where \( f \) and \( g \) are fixed functions and \( g \) is never zero, and we choose initial values \( a_1 \) and \( a_2 \). We explore conditions on \( f \) and \( g \) such that the sequence generated obeys Benford's Law for all non-zero initial values.

We begin by introducing auxiliary functions \( k \) and \( l \) and reduce (3.1) into a new recurrence with lower degree. This idea is similar in spirit to the approaches to solve the cubic and quartic by looking at related polynomials with lower degree.\(^3\) The goal is to obtain a recurrence relation where the \((n+1)\)th term only depends on the \(n\)th and these new functions, as then we can immediately read off solutions. Suppose there were \( \lambda(n), \mu(n) \) such that

\[ a_{n+1} - \lambda(n)a_n = \mu(n)(a_n - \lambda(n-1)a_{n-1}) \] (3.2)

for \( n \geq 2 \). Now we can define an auxiliary sequence \( \{b_n\}_{n=1}^\infty \) by

\[ b_n = a_{n+1} - \lambda(n)a_n \] (3.3)

for \( n \geq 1 \). We get recurrence relations of degree 1 for both \( \{a_n\} \) and \( \{b_n\} \):

\[ a_{n+1} = \lambda(n)a_n + b_n \] (3.4)

and

\[ b_n = \mu(n)b_{n-1}. \] (3.5)

These recurrence relations with lower degree make the following computations much easier.

We simplify (3.2) to

\[ a_{n+1} = (\lambda(n) + \mu(n))a_n - \mu(n)\lambda(n-1)a_{n-1}. \] (3.6)

Comparing coefficients with those of the original recurrence relation, we see that it suffices for \( \lambda(n), \mu(n) \) to satisfy

\[ f(n) = \lambda(n) + \mu(n), \]
\[ g(n) = -\lambda(n-1)\mu(n). \] (3.7)

Therefore, if given \( f(n) \) and \( g(n) \) we can find such functions \( \lambda \) and \( \mu \), we obtain recurrence relations of degree 1. In Lemma 3.4 we prove that functions \( \lambda \) and \( \mu \)

\(^3\) Unlike our case, for roots of polynomials this process breaks down for degree five and higher.
always exist for any given pair \( f(n), g(n) \), and in Lemma 3.5 we show that they may be chosen so the sequence \( \{ b_n \} \) is non-vanishing. We remark that the functions \( \lambda \) and \( \mu \) will not be unique; in fact there will be infinitely many, parametrized by a real number. We move these calculations to Sect. 3.3 so as not to interrupt the flow of the proof, as the constructions are straightforward.

We proceed to solve for the closed form of \( \{ a_n \} \) in terms of \( \lambda \) and \( \mu \). We first discuss the \( b_n \)'s, which are non-zero. By (3.5), we have

\[
\begin{align*}
    b_n &= \mu(n)b_{n-1} = \mu(n)\mu(n-1)b_{n-2} = \cdots = \left( \prod_{i=2}^{n} \mu(i) \right) b_1. 
\end{align*}
\]

By (3.4), we get

\[
\begin{align*}
    a_{n+1} &= \frac{a_n}{\prod_{i=1}^{n} \lambda(i)} + \frac{b_n}{\prod_{i=1}^{n} \lambda(i)}. 
\end{align*}
\]

In the previous recurrence, we replace \( n \) with \( 1, 2, \ldots, n-1 \) and substitute the results into the RHS of equation (3.9). This gives

\[
\begin{align*}
    a_{n+1} &= \frac{a_2}{\lambda(1)} + \sum_{i=2}^{n} \frac{b_i}{\prod_{j=1}^{i} \lambda(j)}. 
\end{align*}
\]

We then multiply through by the denominator \( \prod_{i=1}^{n} \lambda(i) \) and substitute in the closed form for \( b_i \) from (3.8). This gives us the closed form of the sequence \( \{ a_n \} \),

\[
\begin{align*}
    a_{n+1} &= b_1 \left( \sum_{k=2}^{n} \prod_{i=k+1}^{n} \lambda(i) \prod_{j=2}^{k} \mu(j) \right) + a_2 \prod_{i=2}^{n} \lambda(i). 
\end{align*}
\]

To simplify notation we define

\[
\begin{align*}
    r(n) &:= b_1 \prod_{i=2}^{n} \mu(i) \quad \text{and} \quad p(n) := \frac{\lambda(n)}{\mu(n)}; 
\end{align*}
\]

we know \( \mu \) is non-vanishing as \( g \) is never zero and \( g(n) = -\lambda(n-1)\mu(n) \). Under this notation, we rewrite the closed form of \( \{ a_n \} \) as

\[
\begin{align*}
    a_{n+1} &= r(n) \left( 1 + \frac{\lambda(n)}{\mu(n)} + \frac{\lambda(n)\lambda(n-1)}{\mu(n)\mu(n-1)} + \cdots + \frac{a_2 \lambda(n) \cdots \lambda(2)}{b_1 \mu(n) \cdots \mu(2)} \right) \\
    &= r(n) \left( 1 + \sum_{k=3}^{n} \prod_{i=k}^{n} p(i) + \frac{a_2}{b_1} \prod_{i=2}^{n} p(i) \right). 
\end{align*}
\]

### 3.2 Analysis of main and secondary terms

We now perform an asymptotic analysis and show, for suitable choices of \( \mu \) and \( \lambda \), that the main term dominates and the behavior is equivalent to equidistribution.
problems that are previously studied or tractable. We give further conditions on \( p(n) \) such that \( a_{n+1} \) is asymptotically equivalent to \( r(n) \) as \( n \to \infty \).

**Lemma 3.1** Let \( p(n) \) be a function from \( \mathbb{N} \) to \( \mathbb{R} \) such that \( \lim_{n \to \infty} p(n) = 0 \). Then \( \lim_{n \to \infty} (a_{n+1} - r(n)) = 0 \) and \( \lim_{n \to \infty} (\log_{10} a_{n+1} - \log_{10} r(n)) = 0 \).

**Proof** We first show \( \lim_{n \to \infty} (a_{n+1} - r(n)) = 0 \); the claim on logarithms follows similarly. As previously computed, the closed form of \( \{a_n\} \) is given by (3.13), so

\[
|a_{n+1} - r(n)| \leq |r(n)| \left( \sum_{k=3}^{n} \prod_{i=k}^{n} |p(i)| + \frac{|a_2|}{|b_1|} \prod_{i=2}^{n} |p(i)| \right) \leq |r(n)| \left( \max \left( 1, \frac{|a_2|}{|b_1|} \right) \sum_{k=2}^{n} \prod_{i=k}^{n} |p(i)| \right). \tag{3.14}
\]

Therefore, to show that \( r(n) \) is the dominating part of \( a_{n+1} \), it suffices to show that

\[
\lim_{n \to \infty} \sum_{k=2}^{n} \prod_{i=k}^{n} |p(i)| = 0. \tag{3.15}
\]

Without loss of generality, suppose \( p(n) \) is positive for all \( n \). Denote \( q(n) := \sum_{i=2}^{n} \prod_{i=k}^{n} p(i) \). Then we have that \( q(n + 1) = p(n + 1)(1 + q(n)) \) and that \( q(n) > 0 \). Fix \( \epsilon > 0 \). There exists \( N \) such that for all \( n > N \), \( |p(n)| < \epsilon \). So

\[
q(N + 1) < p(N + 1)(1 + q(N)) < \epsilon + \epsilon q(N),
\]

\[
q(N + 2) < p(N + 2)(1 + q(N + 1)) < \epsilon + \epsilon^2 + \epsilon^2 q(N),
\]

\[
\vdots
\]

\[
q(N + k) < p(N + k)(1 + q(N + k - 1)) < \epsilon + \epsilon^2 + \cdots + \epsilon^k + \epsilon^k q(N).
\]

For any given \( \epsilon \), \( q(N) \) is also fixed. Taking the limit as \( k \to \infty \), we get that

\[
q(N + k) < \epsilon + \epsilon^2 + \cdots + \epsilon^k + \epsilon^k q(N) \to \frac{\epsilon}{1 - \epsilon}. \tag{3.17}
\]

Then computing the limit as \( \epsilon \to 0 \), we see \( q(N + k) \) converges to 0 as well, which implies (3.15).

To show \( \lim_{n \to \infty} (\log_{10} a_{n+1} - \log_{10} r(n)) = 0 \), taking the logarithm of (3.13) yields

\[
\log_{10} a_{n+1} = \log_{10} r(n) + \log_{10} \left( 1 + \sum_{k=3}^{n} \prod_{i=k}^{n} p(i) + \frac{a_2}{b_1} \prod_{i=2}^{n} p(i) \right). \tag{3.18}
\]

We showed above that \( \left| \sum_{k=3}^{n} \prod_{i=k}^{n} p(i) + \frac{a_2}{b_1} \prod_{i=2}^{n} p(i) \right| \) rapidly tends to zero. The proof is completed by using \( \log(1 + x) = O(x) \).
The previous lemma gives conditions on the function $p(n) = \lambda(n)/\mu(n)$ for the sequence $\{a_n\}$ to be dominated by the main term, $r(n)$. We give some other conditions which will yield $p(n)$ tending to zero.

**Lemma 3.2** Given functions $f(n)$ and $g(n)$ with $f$ non-decreasing and their resulting auxiliary functions $\lambda(n)$ and $\mu(n)$ as above, then $\lim_{n \to \infty} p(n) = 0$ implies $\lim_{n \to \infty} g(n)/f(n)^2 = 0$. Conversely if $\lim_{n \to \infty} g(n)/f(n)^2 = 0$ and also there exists an $M > 0$ such that for all $n$ sufficiently large either $|\mu(n)/\mu(n+1)|$ or $|\lambda(n-1)/\lambda(n)|$ is at least $1/M$ then $\lim_{n \to \infty} p(n) = 0$.

**Proof** Because $f$ is non-decreasing, we have that for all $n$,

$$f(n) = \lambda(n) + \mu(n) \geq \lambda(n-1) + \mu(n-1) = f(n-1). \quad (3.19)$$

So for each $n$, either $\lambda(n) \geq \lambda(n-1)$ or $\mu(n) \geq \mu(n-1)$ (or both).

First assume that $\lim_{n \to \infty} p(n) = 0$. Then since

$$f(n) = \lambda(n) + \mu(n) = (1 + p(n))\mu(n),$$

$$g(n) = -\lambda(n-1)\mu(n) = -p(n-1)\mu(n-1)\mu(n),$$

we have

$$\lim_{n \to \infty} \frac{g(n)}{f(n)^2} = \lim_{n \to \infty} \frac{-p(n-1)\mu(n-1)\mu(n)}{(1 + p(n))^2 \mu(n)^2} = -\lim_{n \to \infty} p(n-1) \frac{\lambda(n-1)}{\lambda(n)} \quad (3.21)$$

and since at least one of $\mu(n-1)/\mu(n)$, $\lambda(n-1)/\lambda(n)$ is less than or equal to 1 for each $n$, the limit goes to zero.

On the other hand, suppose $\lim_{n \to \infty} g(n)/f(n)^2 = 0$ and there exists an $M > 0$ such that for all $n$ sufficiently large either $|\mu(n)/\mu(n+1)|$ or $|\lambda(n-1)/\lambda(n)|$ is at least $1/M$. Then by (3.21) we see the limit of $p(n)$ times a factor at least $1/M$ in absolute value tends to zero, so $p(n)$ tends to zero.

**Theorem 3.3** Suppose functions $f(n)$ and $g(n)$ with $f$ non-decreasing have the associated $p(n)$ tending to zero. Then $\{a_n\}$ is Benford if and only if $r(n)$ is Benford.

**Proof** As $p(n)$ tends to zero, by Lemma 3.1 we have $\lim_{n \to \infty} (a_n - r(n)) = 0$. Hence by Lemma 1.2, if $r(n)$ is Benford then $a_{n+1}$ is Benford, which is equivalent to $a_n$ being Benford; and similarly if $a_n$ is Benford, then $r(n)$ is Benford.
3.3 Constructing and parametrizing the coefficient functions

In this section, we provide a construction for the desired auxiliary functions $\lambda$ and $\mu$, and show that this can be done in a way that avoids vanishing denominators in the computations of the previous section.

**Lemma 3.4** Given functions $f, g : \mathbb{N}_{\geq 2} \to \mathbb{R}$, there exist functions $\lambda : \mathbb{N}_{\geq 1} \to \mathbb{R}$ and $\mu : \mathbb{N}_{\geq 2} \to \mathbb{R}$ such that for all $n \geq 2$,
\[
\begin{align*}
    f(n) &= \lambda(n) + \mu(n), \\
    g(n) &= -\lambda(n-1)\mu(n).
\end{align*}
\] (3.22)

**Proof** Let $\{x_n\}_{n=1}^{\infty}, \{\beta_n\}_{n=1}^{\infty}$ be the sequences both satisfying the same recurrence relation
\[
\begin{align*}
    x_{n+1} &= f(n)x_n + g(n)x_{n-1}, \\
    \beta_{n+1} &= f(n)\beta_n + g(n)\beta_{n-1}
\end{align*}
\] (3.23)
with initial terms
\[
\begin{align*}
    x_1 &= 0, x_2 = 1, \\
    \beta_1 &= 1, \beta_2 = 0.
\end{align*}
\] (3.24)

Choose $c \in \mathbb{R} \setminus \{-\beta_k/x_k : k \in \mathbb{N}, x_k \neq 0\}$ to be an arbitrary constant. Now we define
\[
\begin{align*}
    \lambda_c(n) &= \frac{x_n c + \beta_n}{x_{n-1} c + \beta_{n-1}}, \\
    \mu_c(n) &= f(n) - \lambda_c(n).
\end{align*}
\] (3.25)

For any choice of $c$ as above, setting $\lambda = \lambda_c$ and $\mu = \mu_c$ satisfies (3.22), by the following. The equation
\[
    f(n) = \lambda_c(n) + \mu_c(n)
\] (3.26)
follows from the way we’ve specified $\mu_c$. Now, let $\lambda_c(1) = c$. Then
\[
    g(n) = -\lambda_c(n-1)\mu_c(n)
\] (3.27)
follows by induction on $n$; since we chose the constant $c \notin \{-\beta_k/x_k : k \in \mathbb{N}, x_k \neq 0\}$, the denominator of our expression for $\lambda_c$ never vanishes. \hfill \Box

**Lemma 3.5** Given a choice of initial terms $a_1, a_2$ for the recurrent sequence, we can find $\lambda, \mu$ as above so that the sequence $\{b_n\}_{n=1}^{\infty}$ defined by

---

4 These functions are not uniquely determined by $f, g$; however, they are completely determined by a choice of $\lambda(1)$. © Springer
does not vanish.

**Proof** The sequence \( \{b_n\} \) satisfies the recurrence

\[
b_n = \mu(n)b_{n-1}
\]

for \( n \geq 2 \); moreover, \( \mu \) is non-vanishing, since we required \( g \) to be non-vanishing and

\[
g(n) = -\lambda(n-1)\mu(n).
\]

Hence as long as \( b_1 \neq 0 \), the entire sequence \( \{b_n\} \) is never zero. Since

\[
b_1 = a_2 - \lambda(1)a_1,
\]

we only need \( \lambda(1) \neq a_2/a_1 \). Since the constant \( c = \lambda(1) \) was arbitrarily chosen in Lemma 3.4 from the real numbers minus a countable set, we can still choose \( c \) to avoid one more number, so that \( c \neq a_2/a_1 \).

4 Examples of Benford behavior in non-constant recurrences

We saw in previous sections that as long as the coefficient functions \( f \) and \( g \) satisfy certain conditions, the error term vanishes in the limit, and hence by Lemma 1.2 the main term \( r(n) = b_1 \prod_{i=2}^{n} \mu(i) \) dominates. Then by Lemma 1.1, Benfordness is equivalent to an equidistribution problem. Since Benfordness is preserved under translation and dilation, it suffices to study \( \prod_{i=1}^{n} \mu(i) \). For simplicity, we redefine

\[
r(n) = \prod_{i=1}^{n} \mu(i).
\]

In this section, we give several examples of \( \mu(n) \) that make \( \{a_n\} \) a Benford sequence.

**Example 4.1** If \( \mu(k) = ak \) where \( a \in \mathbb{R} \), then \( r(n) = a^n n! \). In this case, \( r(n) \) follows Benford’s Law. In the special case where \( a = 1 \), we get the factorial function.

**Proof** Theorem 3 of Diaconis (1977) shows that the factorial function is Benford; the proof uses the lemma that \( f(n) = b(n + \frac{1}{2}) \log n + cn \) is equidistributed mod 1 \((b, c \) are constants). Taking \( b = 1 \) and \( c = \log a \) gives that \( \{(n + \frac{1}{2}) \log n + n \log a\} \) is equidistributed mod 1. Since equidistribution is preserved under translation, it follows from Stirling’s formula and Lemma 1.2 that

\[
\log r(n) = \left(n + \frac{1}{2}\right) \log n + n \log a + \frac{1}{2} \log 2\pi
\]

is equidisitributed mod 1. Consequently, \( r(n) \) is a Benford sequence.
Example 4.2 If \( \mu(k) = k^z \) where \( z \in \mathbb{R} \), then \( r(n) = (n!)^z \) follows Benford’s Law.

Proof It suffices to show \( \log r(n) = z \log(n!) \) is equidistributed mod 1. By Example 4.1, we know \( \{\log(n!)\} \) is equidistributed mod 1. The result follows immediately since multiplying by a constant preserves equidistribution.

Lemma 4.3 (Weyl equidistribution theorem for polynomials) Let \( s \geq 1 \) be an integer, and let \( P(n) = z_sn^s + \cdots + z_0 \) be a polynomial of degree \( s \) with \( z_0, \ldots, z_s \in \mathbb{R} \). If \( z_s \) is irrational, then \( n \mapsto P(n) \) is asymptotically equidistributed on \( \mathbb{Z} \).

See Tao (2010) for a proof of the above lemma, which we use to construct the following example.

Example 4.4 If \( \mu(k) = \exp(\zeta h(k)) \) where \( \zeta \) is irrational and \( h(k) \) is a monic polynomial, then \( r(n) \) follows Benford’s law.

Proof Note that \( \log r(n) = \zeta \sum_{k=1}^n h(k) \). Since \( h(k) \) is a monic polynomial, the sum \( P(n) = \sum_{k=1}^n h(k) \) is a polynomial with rational leading coefficient. By Lemma 4.3, \( \log r(n) = \zeta P(n) \) has irrational leading coefficient, so it is asymptotically equidistributed mod 1. Thus \( r(n) \) is Benford.

In the above examples, \( f(n) \) and \( g(n) \) are all deterministic functions. However, we may not be able to find the exact forms of \( f \) and \( g \) in many cases, or as we saw in the introduction we may wish them to be random variables to model non-deterministic real world processes. Here we extend our results and give an example where \( \mu \) is a random variable.

Example 4.5 Suppose \( \mu(n) \sim h(n)U_n \), where \( U_n \) are independent random variables uniformly distributed on \([0, 1]\) and \( h(n) \) is a deterministic function in \( n \) such that \( \prod_{i=1}^n h(i) \) is Benford. Then \( r(n) \sim \prod_{i=1}^n h(i) \prod_{i=1}^n U_i \), and \( r(n) \) follows Benford’s Law.

Remark 4.6 As in Lemma 1.2 of Jang et al. (2009), one can show that chains of uniform distributions converge to Benford’s Law rapidly using the Mellin transform. A chain of uniform distributions multiplied together, as in \( \prod_{i=1}^n U_i \), follows Benford’s Law. The product of \( h(n) \) will be Benford if \( h \) is \( \mu \) from any one of the above examples. Upon taking logarithms, both \( \log(\prod_{i=1}^n U_i) \) and \( \log(\prod_{i=1}^n h(i)) \) will be equidistributed mod 1. Since the sum mod 1 of two independent equidistributed sequences is again equidistributed mod 1, in these cases \( r(n) \) will be a Benford sequence.

5 Generalization to higher depth recurrence relations

In this section, we generalize some of the results to linear recurrence relations of larger depth. A general recurrence relation of depth \( L \) is of the form...
\[ a_{n+1} = f_1(n) a_n + f_2(n) a_{n-1} + \cdots + f_L(n) a_{n-L+1}. \quad (5.1) \]

As before, our goal is to find a closed form expression for the recurrent sequence, then to isolate a main term with simpler form which dominates. Our technique is again to reduce the degree of the recurrence by introducing auxiliary functions.

Here we demonstrate the process for computing an (asymptotic) closed form of a sequence satisfying a recurrence relation of degree 3. For recurrent sequences of higher degree, we can repeat similar processes until we reduce to the previously studied case of a recurrent sequence of degree 2.

Suppose the sequence \( \{a_n\}_{n=1}^{\infty} \) is defined by the recurrence
\[ a_{n+1} = f_1(n) a_n + f_2(n) a_{n-1} + f_3(n) a_{n-2} \quad (5.2) \]
for \( n \geq 3 \), and has initial values \( a_1, a_2, a_3 \). If we consider a linear combination of the adjacent terms of this sequence, the resulting sequence should satisfy a recurrence relation of degree 2. This suggests that we should define an auxiliary sequence \( \{b_n\}_{n=1}^{\infty} \) by
\[ b_n = a_{n+1} - \lambda(n) a_n, \quad (5.3) \]
(with the function \( \lambda(n) \) still to be determined) and posit the existence of functions \( g_1, g_2 \) so that it satisfies the recurrence relation
\[ b_n = g_1(n-1) b_{n-1} + g_2(n-1) b_{n-2}. \quad (5.4) \]

We next substitute (5.3) into (5.4) and compare coefficients with (5.2) to determine functions \( \lambda, g_1 \) and \( g_2 \):
\[ a_{n+1} = (\lambda(n) + g_1(n-1)) a_n + (-g_1(n-1) \lambda(n-1) + g_2(n-1)) a_{n-1} + (-g_2(n-1) \lambda(n-2)) a_{n-2}. \quad (5.5) \]

We see that the previous relations hold if we can ensure that the following hold:
\[ f_1(n) = \lambda(n) + g_1(n-1), \]
\[ f_2(n) = -g_1(n-1) \lambda(n-1) + g_2(n-1), \]
\[ f_3(n) = -g_2(n-1) \lambda(n-2). \quad (5.6) \]

We will show in Lemma 5.1 that we can always find \( \lambda, g_1, g_2 \) which satisfy these relations.

Consider the recurrence relation (5.4) satisfied by \( b_n \). By the results in previous sections, we can find auxiliary functions \( \mu_1(n) \) and \( \mu_2(n) \) so that
\[ g_1(n) = \mu_1(n) + \mu_2(n), \]
\[ g_2(n) = -\mu_1(n-1) \mu_2(n). \quad (5.7) \]

By Lemma 3.2 in Sect. 3, if \( \mu_1(n)/\mu_2(n) \to 0 \) as \( n \to \infty \), then \( \{b_n\} \) is dominated by the product \( \prod_{i=1}^{n} \mu_2(i) \). By (5.3), we can solve for \( a_n \):
\[ a_{n+1} = b_1 \left( \sum_{k=2}^{n} \prod_{i=k+1}^{n} \lambda(i) \prod_{j=2}^{k-1} \mu_2(j) \right) + a_2 \prod_{i=2}^{n} \lambda(i). \]  

(5.8)

As before, if \( \lambda(n)/\mu_2(n) \to 0 \), then \( a_{n+1} - \prod_{i=1}^{n} \mu_2(i) \to 0 \) as \( n \to \infty \).

The relationship between the functions given in the recurrence relations and the auxiliary functions are given in (5.6). Thus, under the conditions that \( \mu_1(n)/\mu_2(n) \to 0 \) and \( \lambda(n)/\mu_2(n) \to 0 \), we have

\[
\begin{align*}
  f_1(n) &= \mu_2(n) \left( 1 + \frac{\lambda(n)}{\mu_2(n)} \right) \sim \mu_2(n), \\
  f_2(n) &= \mu_2(n)^2 \left( -\frac{\lambda(n)}{\mu_2(n)} - \frac{\mu_1(n)}{\mu_2(n)} \right), \\
  f_3(n) &= \mu_2(n)^3 \frac{\lambda(n)}{\mu_2(n)} \frac{\mu_1(n)}{\mu_2(n)},
\end{align*}
\]

(5.9)

and thus

\[
\frac{f_2(n)}{f_1(n)^2} \to 0 \quad \text{and} \quad \frac{f_3(n)}{f_1(n)^3} \to 0. 
\]

(5.10)

Conversely, we can show that, for suitable functions \( f_1, f_2, f_3 \), if (5.10) holds, then \( \{a_n\} \) is dominated by a multiplicative term. By Lemma 1.2, it suffices to consider Benfordness of the main term of \( \{a_n\} \). Examples are given in Sect. 4.

The above is the case of degree 3. For even higher degree recurrences, similar results will hold, as long as a main term can be isolated; we can repeatedly introduce auxiliary sequences satisfying recurrence relations of lower degree, eventually reaching the degree 2 case we have studied. Along the way, we will need to impose conditions on the coefficient functions so that we can ignore lower degree terms.

**Lemma 5.1** Given functions \( f_1, f_2, f_3 \), there exist \(^5\) functions \( \lambda, g_1, g_2 \) such that equations

\[
\begin{align*}
  f_1(n) &= \lambda(n) + g_1(n - 1), \\
  f_2(n) &= -g_1(n - 1)\lambda(n - 1) + g_2(n - 1), \\
  f_3(n) &= -g_2(n - 1)\lambda(n - 2)
\end{align*}
\]

(5.11)

hold.

**Proof** Let \( \{z_n\}, \{\beta_n\}, \{\gamma_n\} \) be sequences satisfying the same recurrence relation

\[
\begin{align*}
  z_n &= f_1(n)z_{n-1} + f_2(n)z_{n-2} + f_3(n)z_{n-3}, \\
  \beta_n &= f_1(n)\beta_{n-1} + f_2(n)\beta_{n-2} + f_3(n)\beta_{n-3}, \\
  \gamma_n &= f_1(n)\gamma_{n-1} + f_2(n)\gamma_{n-2} + f_3(n)\gamma_{n-3}
\end{align*}
\]

(5.12)

with initial terms

\(^5\) As in Lemma 3.4, these functions are not unique, but are completely determined by \( \lambda(1), \lambda(2) \).
\[ a_0 = 0, \ a_1 = 0, \ a_2 = 1, \]
\[ \beta_0 = 0, \ \beta_1 = 1, \ \beta_2 = 0, \]
\[ \gamma_0 = 1, \ \gamma_1 = 0, \ \gamma_2 = 0. \]

Choose \((c, d) \in \mathbb{R}^2 \setminus \{(r, -(\alpha_k r + \gamma_k)/\beta_k) : r \in \mathbb{R}, \beta(k) \neq 0\}\) to be an arbitrary constant. Now we define

\[
\lambda_{c,d}(n) = \frac{\alpha_n c + \beta_n d + \gamma_n}{\alpha_{n-1} c + \beta_{n-1} d + \gamma_{n-1}},
\]
\[ g_{1,c,d}(n) = f_1(n + 1) - \lambda_{c,d}(n + 1), \]
\[ g_{2,c,d}(n) = f_2(n + 1) + g_{1,c,d}(n)\lambda_{c,d}(n). \]

The definitions of \(g_{1,c,d}, g_{2,c,d}\) ensure that first two equations of (5.11) both hold; the third equation follows by induction. Since we chose \((c, d) \notin \{(r, -(\alpha_k r + \gamma_k)/\beta_k) : r \in \mathbb{R}, \beta_k \neq 0\}\), the denominator of our expression for \(\lambda_{c,d}\) never vanishes.

### 6 Generalization to multiplicative recurrence relations

So far, we have found that a large family of sequences defined by linear recurrences follow Benford’s law. Inspired by an idea\(^6\) in Romano and McLaughlin (2011), we consider sequences generated by multiplicative recurrence relations. We find that we can use our results from the previous section to give conditions under which the sequence obeys Benford’s law.

Suppose \(f_1, f_2, \ldots, f_k\) are functions on \(\mathbb{N}_\geq 0\) and define the sequence \(\{A_n\}_{n=1}^\infty\) by the multiplicative recurrence relation

\[ A_{n+1} = A_n^{f_1(n)} A_{n-1}^{f_2(n)} \ldots A_{n-k+1}^{f_k(n)} \]

with initial values \(A_1, \ldots, A_k\). We see that \(A_n\) is a product of powers of the initial terms \(A_1, \ldots, A_k\); the exponents satisfy the recurrence (5.1).

In this section, we use \(k = 2\) as an example to illustrate the relationship between (6.1) and (5.1), and then give a simple example of a sequence \(\{A_n\}\) that obeys Benford’s law.

Define sequence \(\{A_n\}_{n=1}^\infty\) by the recurrence relation

\[ A_{n+1} = A_n^{f_1(n)} A_{n-1}^{f_2(n)} \]

with initial values \(A_1, A_2\). Then we can express the elements of the sequence in terms of \(A_1\) and \(A_2\).

---

\(^6\) Generalizing the recurrence relation of Fibonacci \(k\)-step numbers, the authors proved the recursive sequence \(x_n = \prod_{i=1}^k x_{n-i}\) to be Benford. Each term \(x_n (n > k)\) is the product of powers of \(x_1, \ldots, x_k\) with Fibonacci \(k\)-step numbers as the exponents.
Lemma 6.1  Let the sequence \( \{A_n\}_{n=1}^{\infty} \) be as given above. Then the closed form of \( A_n \) is \( A_n = A_2^{x_n} A_1^{y_n} \), where the exponents \( \{x_n\} \) and \( \{y_n\} \) satisfy the linear recurrence relations

\[
\begin{align*}
x_{n+1} &= f(n)x_n + g(n)x_{n-1}, \\
y_{n+1} &= f(n)y_n + g(n)y_{n-1}
\end{align*}
\]

with initial values

\[
\begin{align*}
x_1 &= 0, x_2 = 1, \\
y_1 &= 1, y_2 = 0.
\end{align*}
\]

Proof  Here we proceed by induction. The base cases are easily established by substituting in the initial values of the sequences \( \{x_n\} \) and \( \{y_n\} \). Now assume the recurrences hold for \( n \leq N \). As

\[
A_{n+1} = A_n^f(n) A_{n-1}^g(n) \\
= \left( A_2^{x_n} A_1^{y_n} \right)^{f(n)} \left( A_2^{x_{n-1}} A_1^{y_{n-1}} \right)^{g(n)} \\
= A_2^{f(n)x_n + g(n)x_{n-1}} A_1^{f(n)y_n + g(n)y_{n-1}},
\]

we get

\[
\begin{align*}
x_{n+1} &= f(n)x_n + g(n)x_{n-1}, \\
y_{n+1} &= f(n)y_n + g(n)y_{n-1}.
\end{align*}
\]

Since both sequences \( \{x_n\} \) and \( \{y_n\} \) are generated by the same recurrence as (3.1), by Sect. 3.3 we can find auxiliary functions \( \hat{\lambda}(n) \) and \( \mu(n) \). If the functions \( f(n) \) and \( g(n) \) satisfy the hypotheses of Lemma 3.2, then both \( \{x_n\} \) and \( \{y_n\} \) have asymptotic forms

\[
\begin{align*}
x_{n+1} &\rightarrow (x_2 - \hat{\lambda}(1)x_1) \prod_{i=2}^{n} \mu(i) = \prod_{i=2}^{n} \mu(i), \\
y_{n+1} &\rightarrow (y_2 - \hat{\lambda}(1)y_1) \prod_{i=2}^{n} \mu(i) = -\hat{\lambda}(1) \prod_{i=2}^{n} \mu(i)
\end{align*}
\]

as \( n \rightarrow \infty \).

Therefore, under this condition,
\[
\log(A_{n+1}) \to \left( \prod_{i=2}^{n} \mu(i) \right) \log(A_2) + \left( -\lambda(1) \prod_{i=2}^{n} \mu(i) \right) \log(A_1) \\
= \left( \prod_{i=2}^{n} \mu(i) \right) (\log(A_2) - \lambda(1) \log(A_1)).
\] (6.8)

By Lemmas 1.1 and 1.2, if \( \{c_0 \prod_{i=2}^{\infty} \mu(i)\}_{n=2}^{\infty} \) is equidistributed mod 1 where \( c_0 = \log(A_2) - \lambda(1) \log(A_1) \) is a constant, then \( \{A_n\} \) is a Benford sequence.

Example 6.2 Let \( \log(A_2) - \lambda(1) \log(A_1) = c_0 \not\in \mathbb{Q} \) and \( \mu(i) = \frac{P(i)}{P(i-1)} \) where \( P(n) \) is a non-vanishing monic polynomial.

This construction is immediately suggested by Lemma 4.3.

7 Questions and future research

1. In Sect. 3, we mainly consider the case when \( \lambda(n)/\mu(n) \to 0 \) as \( n \to \infty \). The case \( \lambda(n)/\mu(n) = r \) where \( r \in \mathbb{R} \) for all but finitely many \( n \) can also be analyzed in a similar fashion, and \( \{a_n\} \) is again dominated by a multiplicative term. The challenge is when \( \lambda(n)/\mu(n) \to \infty \). In this case, there is no single main term (at least the way we have chosen to reduce our sequences).

2. In Example 4.5, we explore the case where \( f \) and \( g \) are random variables. This differs from the case where they are explicit functions, in that we have allowed randomness. Many processes, such as the example in the introduction from mathematical biology, can be described as recurrences with random variables as coefficients and thus it would be worthwhile exploring the Benfordness of such systems.
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