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Abstract—In this article, we aim at developing computationally tractable methods for nonlinear model/controller reduction. Recently, model reduction by generalized differential (GD) balancing has been proposed for nonlinear systems with constant input-vector fields and linear output functions. First, we study incremental properties in the GD balancing framework. Next, based on these analyses, we provide GD linear quadratic Gaussian (LQG) balancing and GD $H_{\infty}$-balancing as controller reduction methods for nonlinear systems by focusing on linear feedback and observer gains. Especially for GD $H_{\infty}$-balancing, we clarify when the closed-loop system consisting of the full-order system and a reduced-order controller is exponentially stable. All provided methods for controller reduction can be relaxed to linear matrix inequalities (LMIs).

Index Terms—Balancing, contraction, controller reduction, model reduction, nonlinear systems.

I. INTRODUCTION

A N IMPORTANT but difficult challenge for model/controller reduction of nonlinear systems is to establish computationally tractable methods while guaranteeing stability properties of reduced-order systems/systems controlled by reduced-order controllers. Most of existing methods focus on one aspect; see e.g., [1]–[5] for computational tractability and e.g., [6]–[11] for theoretical analysis. A few papers [12]–[15] aim at balancing these two. It is worth emphasizing that these papers study model reduction only. In contrast to linear systems [16]–[19], controller reduction has been rarely studied for nonlinear systems. A few papers [20], [21] proceed with theoretical analysis based on solutions to Hamilton–Jacobi equations/inequalities (HJE/HJI). As well recognized, solving HJE/HJI is a computationally challenging problem.

As computationally tractable nonlinear model reduction methods with theoretical analysis, generalized incremental (GI) balancing [12] and generalized differential (GD) balancing [13] are proposed for nonlinear systems with constant input-vector fields and linear output functions, in the contraction [22]–[29] and incremental stability (IS) [30] frameworks, respectively. However, in GD balancing [13], the main focus is not on the original systems, but their variational systems. In other words, properties of the full/reduced-order original (i.e., non-variational) systems are not well studied in GD balancing [13].

Toward developing controller reduction methods for nonlinear systems in the GD balancing framework, the first objective in this article is to study IS properties [23], [30] (i.e., stability properties of any pair of trajectories) for the original system based on GD balancing. We show that a system admitting a GD controllability Gramian is incrementally exponentially stable (IES) as a control system, and a similar statement holds for a GD observability Gramian. The IS properties guaranteed by this article are preserved under model reduction by GD balanced truncation. Moreover, an upper bound on the reduction error is estimated. Note that [12] for GI balancing does not study a convergence between a pair of trajectories.

GD balancing is applicable only for stable systems. In the linear case, LQG balanced truncation [16], [17] is known to be a model reduction method for unstable systems. The second objective in this article is to extend LQG balancing in the GD balancing framework; the proposed approach is called GD LQG balancing. As for linear systems, GD LQG balancing has strong connections with GD coprime factorizations proposed in this article, as extensions of coprime factorizations. As a byproduct of GD LQG balancing analysis with GD coprime factorizations, we present an observer-based dynamic stabilizing controller while the separation principle does not hold for nonlinear systems in general. This dynamic controller raises the question of whether its reduced-order controller stabilizes the full-order system. However, the answer is not clear even in the linear case, while there are research works in this direction [16], [17].

For stabilizing reduced-order control design, $H_{\infty}$-balancing has been proposed for linear systems [18] and extended to nonlinear systems [20], [21] with HJE/HJI. The last and main objective of this article is to develop GD $H_{\infty}$-balancing based on GD balancing and GD LQG balancing. The main difference from [20] and [21] is that the proposed method can be achieved by solving sets of linear matrix inequalities (LMIs) instead of nonlinear partial differential equations/inequalities. In other words, this article can be viewed as the first paper that provides a computationally tractable method for controller reduction of nonlinear systems while guaranteeing the stability of the closed-loop systems consisting of the full-order systems and reduced-order controllers. Such analyzable and computationally tractable methods are developed by focusing on linear feedback and observer gains.

The remainder of this article is organized as follows. In Section II, we proceed with IS analysis of GD balancing. In Sections III and IV, GD LQG balancing and GD $H_{\infty}$-balancing are developed, respectively. An example illustrates controller...
reduction based on GD $H_{\infty}$-balancing in Section V. Section VI concludes this article. All proofs are shown in Appendices.

Notation: The sets of real numbers and nonnegative real numbers are denoted by $\mathbb{R}$ and $\mathbb{R}_+$, respectively. For symmetric matrix $P \in \mathbb{R}^{n \times n}$, $\lambda_{\max}(P)$ denotes its maximum eigenvalue. The inequality $P > 0$ ($P \geq 0$) means that $P$ is symmetric and positive (semi) definite. For a vector $x \in \mathbb{R}^n$, the weighted norm by a matrix $P > 0$ is denoted by $|x|_P := \sqrt{x^TPx}$. If $P$ is identity, this is simply denoted by $|x|_1$. Also, the $\infty$-norm is denoted by $|x|_\infty := \max_{i=1,\ldots,n} |x_i|$. For a signal $u : \mathbb{R}_+ \to \mathbb{R}^m$, the $L_2$-norm is denoted by $\|u\| := (\int_0^\infty |u(t)|^2 dt)^{1/2}$. The set of signals $u$ for which $(\int_0^\infty |u(t)|^2 dt)^{1/2}$ (resp. sup$_t \in [a,b] |u(t)|$) is bounded, is denoted by $L^2(a,b)$ (resp. $L^\infty[0,\infty)$). We define another set of signals by $U := \{ \int_0^\infty v(\tau) d\tau : v \in L^2_{[0,\infty)} \} \cap L^\infty[0,\infty)$.

II. GD BALANCING

In this section, we proceed with analysis of generalized differen-
tial (GD) balancing [9], [13]. In particular, we study IS properties based on a so-called GD controllability/observability Gramian. Then, we establish the bridge between those GD Gramians and incremental energy functions. After that, we study GD balanced truncation and provide an upper error bound for model reduction.

A. GD Gramians

Consider the system

\[ \begin{align*}
    \dot{x} &= f(x) + Bu \\
y &= Cx
\end{align*} \]

where $x(t) \in \mathbb{R}^n$, $u(t) \in \mathbb{R}^m$, and $y(t) \in \mathbb{R}^p$ denote the state, input, and output, respectively. The function $f : \mathbb{R}^n \to \mathbb{R}^n$ is of class $C^1$, $B \in \mathbb{R}^{n \times m}$, and $C \in \mathbb{R}^{p \times n}$. Let $\phi(t, x_0, u)$ denote the solution $x(t)$ to the system (1) at time $t \in \mathbb{R}_+$ starting from $x(0) = x_0 \in \mathbb{R}^n$ with $u(t) \in \mathbb{R}^m$. Note that if $u(\cdot)$ is continuous, the solution $\phi(t, x_0, u)$ is a class $C^1$ function of $t$ and $x_0$ as long as it exists.

The differential balancing framework is developed by using the system (1) and its variational system

\[ \begin{align*}
    \dot{\delta x} &= \delta f(x)\delta x + B\delta u \\
    \delta y &= C\delta x
\end{align*} \]

where $\delta x(t) \in \mathbb{R}^n$, $\delta u(t) \in \mathbb{R}^m$, and $\delta y(t) \in \mathbb{R}^p$ denote the state, input, and output of the variational system, respectively, and $\delta f(x) := \partial f(x)/\partial x$, $x \in \mathbb{R}^n$.

Using the variational system, a GD controllability Gramian and GD observability Gramian are, respectively, defined as solutions $X > 0$ and $Y > 0$ ($X, Y \in \mathbb{R}^{n \times n}$) to the following GD Lyapunov inequalities for $\varepsilon > 0$:

\[ \begin{align*}
    \dot{\delta f(x)X + X\delta f(x)^T + BB^T + \varepsilon X} &\leq 0, \quad \forall x \in \mathbb{R}^n \\
    \dot{\delta f(x)Y + Y\delta f(x)^T + C^T C + \varepsilon Y} &\leq 0, \quad \forall x \in \mathbb{R}^n
\end{align*} \]

The above inequalities look like slight extensions of the original definitions of GD Gramians [9], [13], where $\varepsilon = 0$ is assumed. However, our main interest is in the case $\varepsilon > 0$. In this case, we can guarantee stability properties of the system (1) based on the GD Gramians [i.e., based on the variational system (2)], as is investigated in the Section III.

At present, the existence of each GD Gramian is not clear. For another GD Lyapunov inequality, [26], Proposition 3 shows that an IES system admits a matrix-valued solution. It is not yet clear when this becomes a constant. On the other hand, there can be multiple GD controllability/observability Gramians. In bounded real or positive real balancing, the corresponding Riccati equations admit multiple solutions, and the concept of the minimal and maximal solutions have been introduced [31]. However, for the inequalities, the minimal or maximal solutions may not exist because the inequality relaxation makes the class of solutions wider, which allows us to impose additional requirements for model reduction such as structure-preservation; see e.g., Remark 2.12 below.

B. Incremental Stability Analysis

In the original work for differential balancing, properties of variational systems are investigated [9], [13]. As known in contraction analysis [23], [24], properties of variational systems have strong connections with incremental properties, i.e., system properties stated in terms of a pair of trajectories. In this section, we investigate incremental stability (IS) by using GD Gramians. To this end, we use the auxiliary system [30] consisting of the system (1) and its copy

\[ \begin{align*}
    \dot{x} &= f(x) + Bu \\
    \dot{x}' &= f(x') + Bu' \\
y &= Cx \\
    y' &= Cx'.
\end{align*} \] (5)

First, we recall the definition of incremental exponential stability (IES) as a property of trajectories $(x(t), x'(t))$ of the auxiliary system for the same input $u(t) = u'(t)$.

Definition 2.1 (see[23], [30]): The system (1) is said to be IES (with respect to $u(t) \in \mathbb{R}^m$) if $\phi(t, x_0, u) \in \mathbb{R}^n$ for each $x_0 \in \mathbb{R}^n$ and $t \in \mathbb{R}_+$, and there exist $k, \lambda > 0$ such that

\[ |\phi(t, x_0, u) - \phi(t, x'_0, u)| \leq ke^{-\lambda t}|x_0 - x'_0|, \quad \forall t \in \mathbb{R}_+ \]

for any $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$.

Now, we are ready to state the first result. Thanks to newly introduced $\varepsilon > 0$, IS properties can be studied by using the GD controllability Gramian, differently from the existing works for GD balancing [9], [13].

Theorem 2.2: Given $\varepsilon > 0$, if the system (1) has a GD controllability Gramian $X \succ 0$, then

1) $|\phi(t, x_0, u) - \phi(t, x'_0, u')|$, $t \in \mathbb{R}_+$ exists for any $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$ and $(u, u')$ such that $u - u' \in L^m_2[0,\infty)$ and $u', u' \in U$.

2) $\lim_{t \to -\infty} |\phi(t, x_0, u) - \phi(t, x'_0, u')| = 0$ for any $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$ and $(u, u') \in U \times U$ such that $u - u' \in L^m_2[0,\infty)$.

3) The system is IES with respect to each $u \in U$.

4) For each constant input $u = u' \in \mathbb{R}^m$, the system has the globally exponentially stable (GES) equilibrium point $x^* \in \mathbb{R}^n$.

5) For each $x_0 \in \mathbb{R}^n$ and $u \in L^m_2[0,\infty)$, $|\phi(t, x_0, u)|$ is a bounded function of $t \in \mathbb{R}_+$.

Remark 2.3: As can be noticed from the proof of Theorem 2.2, the condition $u \in U$ (resp. $u' \in U$) can be replaced with $u \in L^m_2[0,\infty)$ (resp. $u' \in L^m_2[0,\infty)$) in items 1) - 3).\n
We have a similar result for observability.

Theorem 2.4: Given $\varepsilon > 0$, if the system (1) has a GD observability Gramian $Y \succ 0$, then

1) $|\phi(t, x_0, u^*) - \phi(t, x'_0, u^*)|$, $t \in \mathbb{R}_+$ exists for any $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$ and $u^* \in \mathbb{R}^m$.
2) For each constant input \( u = u^* \in \mathbb{R}^m \), the system is IES and has the GES equilibrium point \( x^* \in \mathbb{R}^n \).

**Remark 2.5:** In contraction analysis of autonomous systems, a considered set \((\mathbb{R}^n \text{ in this case})\) is typically assumed to be positively invariant, see e.g., [23, 25, 26]. However, we do not assume that \( \mathbb{R}^n \) is robustly positively invariant [32] (positive invariance as a control system) in Theorems 2.2 and 2.4. Namely, IES is guaranteed without any assumption for positive invariance. Furthermore, we can conclude that the system has a unique equilibrium point for each constant input, which is also a new finding of this article. These are benefits of newly introduced \( \varepsilon > 0 \). In fact, this is the first paper studying IES in the balancing framework. In particular, there is no study for IS properties based on a controllability Gramian other than Theorem 2.2; even the paper [12] on GI balancing has not studied IS properties. Only a statement similar to that of item 1) in Theorem 2.4 for an observability Gramian is found in [12, Lemma 2]. In other words, item 2) is also a new finding of this article.

**Remark 2.6:** Even when \( \varepsilon = 0 \), item 1) of each Theorems 2.2 and 2.4 can be shown. Moreover, the existence of a GD observability Gramian \( Y \succ 0 \) for \( \varepsilon = 0 \) implies
\[
\lim_{t \to \infty} |y(t) - y'(t)| = 0
\]
for each constant input \( u = u' = u'' \). In addition, if the system has the detectability property
\[
\lim_{t \to \infty} |u(t) - u'(t)| = 0, \quad \lim_{t \to \infty} |y(t) - y'(t)| = 0
\]

then
\[
\lim_{t \to \infty} |\phi(t, x_0, u) - \phi(t, x_0', u')| = 0
\]

The inequality (3) or (4) is not only helpful for studying stability properties, but also characterizes structures of the mapping \( f \). itself.

**Corollary 2.7:** Given \( \varepsilon > 0 \), if either (3) or (4) holds, then \( f : \mathbb{R}^n \to \mathbb{R}^n \) is a globally diffeomorphism.

### C. Connections With Incremental Energy Functions

Linear/nonlinear balancing has a strong connection with the so-called controllability and observability functions [6, 33]. By using the auxiliary system, define the following incremental controllability and observability functions, respectively,

\[
J_u(x_0, x_0') := \lim_{t \to \infty} \int_{t=0}^{\infty} |u(t) - u'(t)|^2 dt \quad (7)
\]
and

\[
J_y(x_0, x_0', u^*) := \int_{t=0}^{\infty} |y(t) - y'(t)|^2 dt
\]

\[
(x(0), x'(0)) = (x_0, x_0'), \quad u = u' = u'' \in \mathbb{R}^m.
\]

**Remark 2.8:** The incremental controllability and observability functions (7) and (8) are slightly different from those in [8]. When compared to the incremental controllability function based on the sum \( u + u' \) in [8, Definition 6], (7) can be regarded in a more natural incremental function as the difference \( u - u' \) is considered (and we do not require additionally \( x(-\infty) = x'(-\infty) = 0 \)). The incremental observability function in [8, Definition 5] is defined as the supremum over all input functions.

A GD controllability/observability Gramian naturally provides a lower/upper bound on these incremental energy functions, as is stated next.

**Theorem 2.9:** Consider the system (1) and its auxiliary system (5). Suppose that

I) \( J_u(x_0, x_0') \) in (7) exists for any \( (x_0, x_0') \in \mathbb{R}^n \times \mathbb{R}^n \);

II) given \( \varepsilon > 0 \), a GD controllability Gramian \( X > 0 \) exists.

Then,
\[
|y_0 - y_0'|^2_{Y^{-1}} \leq J_u(x_0, x_0')
\]

for any \( (x_0, x_0') \in \mathbb{R}^n \times \mathbb{R}^n \).

**Theorem 2.10:** Consider the system (1) and its auxiliary system (5). Suppose that

I) \( J_y(x_0, x_0', u^*) \) in (8) exists for some constant input \( u^* \in \mathbb{R}^m \) and for any \( (x_0, x_0') \in \mathbb{R}^n \times \mathbb{R}^n \);

II) given \( \varepsilon > 0 \), a GD observability Gramian \( Y > 0 \) exists;

III) the system (1) has the detectability property (6).

Then,
\[
|y_0 - y_0'|^2 \leq |x_0 - x_0'|^2_Y
\]

for any \( (x_0, x_0') \in \mathbb{R}^n \times \mathbb{R}^n \).

### D. Model Reduction

GD balanced truncation has been developed based on the following proposition. Originally, this is shown for \( \varepsilon = 0 \) [13, Theorem 19.17], but holds for each \( \varepsilon \geq 0 \).

**Proposition 2.11:** Given \( \varepsilon \geq 0 \), if a system (1) has both GD controllability and observability Gramians \( X \succ 0 \) and \( Y \succ 0 \), then there exist GD balanced coordinates in which

\[
X = Y = \Sigma := \text{diag}\{\sigma_1, \ldots, \sigma_n\}, \quad \sigma_1 \geq \cdots \geq \sigma_n > 0
\]

hold.

A change of coordinates \( z = Tx \) into GD balanced coordinates can be constructed similarly as for balanced coordinates between the controllability and observability Gramians of linear systems [33, 34]. Hereafter in this section, suppose that the system (1) has both positive definite GD controllability and observability Gramians \( X \) and \( Y \). For the sake of simplicity of the description, we further suppose that a realization (1) is GD balanced, namely \( X = Y = \Sigma \).

For \( r \) satisfying \( \sigma_r \geq \sigma_{r+1} \), define

\[
\Sigma_1 := \text{diag}\{\sigma_1, \ldots, \sigma_r\}, \quad \Sigma_2 := \text{diag}\{\sigma_{r+1}, \ldots, \sigma_n\}.
\]

Correspondingly, we divide the system (1) into

\[
x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \quad f(x) = \begin{bmatrix} f_1(x_1, x_2) \\ f_2(x_1, x_2) \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}
\]

\[
C = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}.
\]

A reduced-order model by GD balancing is constructed as

\[
\begin{cases}
x_r = f_1(x_r + c_1 c_2 + B_1 u) \\
y_r = C_1(x_r + c_1) + C_2 c_2
\end{cases}
\]

where \( c := [c_1 c_2]^\top \in \mathbb{R}^n \) is arbitrary.

In the balanced coordinates, \( \Sigma \) is both GD controllability and observability Gramians. Namely, the system (12) satisfies (3) and (4) for \( X = Y = \Sigma \). Now, the GD Lyapunov inequality (3) becomes

\[
\begin{bmatrix}
\partial_{x_1} f_1 & \partial_{x_2} f_1 \\
\partial_{x_1} f_2 & \partial_{x_2} f_2
\end{bmatrix} \Sigma_1 + \Sigma_2 \leq \begin{bmatrix}
\partial_{x_1} f_1 & \partial_{x_2} f_1 \\
\partial_{x_1} f_2 & \partial_{x_2} f_2
\end{bmatrix} \Sigma_1
\]

\[
+ \begin{bmatrix} B_1 B_1^\top & B_1 B_2^\top \\ B_2 B_1^\top & B_2 B_2^\top \end{bmatrix} + \epsilon \begin{bmatrix} \Sigma_1 & \Sigma_2 \\ \Sigma_2 & \Sigma_1 \end{bmatrix} \leq 0
\]
where $\partial_x f_j := \partial f_j / \partial x_i$, $i, j = 1, 2$. From the (1,1)th block diagonal element, one notices that $\Sigma_1 > 0$ is a GD controllability Gramian for the reduced-order model (13). A similar discussion holds for a GD observability Gramian. Therefore, similar statements as Theorems 2.2 and 2.4 hold for the reduced-order model. That is, GD balanced truncation preserves stability properties.

Remark 2.12: As mentioned in the previous section, there can be multiple GD Gramians. This is beneficial, for instance, for structure-preserving model reduction. Consider the interconnection of two subsystems

$$\begin{cases} \dot{x}_1 = f_1(x_1) + g_1(x_2) + B_1 u_1 \\ \dot{x}_2 = f_2(x_1) + f_2(x_2) + B_2 u_2 \\ y_1 = C_1 x_1, \quad y_2 = C_2 x_2. \end{cases}$$

If we specify the structures of GD Gramians $X$ and $Y$ as block-diagonal matrices, i.e., $X = \text{diag}\{X_1, X_2\}$ and $Y = \text{diag}\{Y_1, Y_2\}$ with the compatible dimensions, then we can achieve model reduction of each subsystem separately, which preserves the interconnection structure.

An error between the full-order system and reduced-order model can be estimated for a specific drift vector field. In fact, a similar error bound can be established by combining [8, Theorem 3] and [8, Theorem 18]. However, our result is more general, and the proof is used later in analysis of controller reduction.

**Theorem 2.13:** Suppose that

I) given $\varepsilon \geq 0$, the system (1) has both GD controllability and observability Gramians $X > 0$ and $Y > 0$;

II) $\sigma_r > \sigma_{r+1}$;

III) in GD balanced coordinates, there exists $c \in \mathbb{R}^n$ such that $f(x_r + c_1, c_2) = -f(-x_r + c_1, c_2)$ for all $x_r \in \mathbb{R}^n$.

Then, the outputs of the system (1) and its reduced-order model (13) satisfy

$$\|y - y_r\| \leq 2 \sum_{i=r+1}^n \sigma_i \|u\|. \quad (14)$$

for any $u \in L^2[0, \infty)$ under the initial states $x(0) = c$ and $x_r(0) = 0$.

**Remark 2.14:** In Theorem 2.13, if $\varepsilon > 0$, the constant $c$ can be chosen as zero without loss of generality. First, item IV) of Theorem 2.2 for $u = 0$ implies that there exists a unique equilibrium $x^*$. Next, for $x_r = 0$, the condition in item III) of Theorem 2.13 becomes $2f(c_1, c_2) = 0$, which implies $c = x^*$. In the new coordinates $\hat{x} := x - x^*$, the equilibrium point is zero, and the condition in item III) of Theorem 2.13 holds for $c = 0$. On the other hand, in the $\hat{x}$-coordinates, the output becomes an affine function $y = C(\hat{x} + x^*)$. However, one can define the new outputs $\hat{y} := y - Cx^* = C\hat{x}$. Note that the GD Gramians do not depend on the shifts of coordinates $\hat{x} = x - x^*$ and outputs $\hat{y} = y - Cx^*$, since the variational system (2) is independent from them.

Hereafter, to reduce the complexity of discussions, we impose the following without loss of generality.

**Standing Assumption 2.15:** $f(0) = 0$ in (1) and $c = 0$ in (13).

**Remark 2.16:** Under $f(0) = 0$, if (3) has a solution $X > 0$ on a convex set $D \subset \mathbb{R}^n$ containing the origin, then any trajectory starting from $D$ with the zero input converges to the origin. More generally, as long as $\phi(t, x_0, u) \in D$, $t \in \mathbb{R}_+$, the trajectory converges to the origin for any $x_0 \in D$ and $u \in U$. Therefore, the obtained results for GD balancing in this section can be extended to model reduction on $D$.

Under Assumption 2.15, item III) of Theorem 2.13 requires that $f$ is an odd function. That is, each $f_{ij}, i = 1, \ldots, n$ is odd. Odd nonlinearities naturally appear in physical systems such as nonlinear pendulums [35], ball and beam systems [36], mass-spring-damper systems with hardening springs [35], and van der Pol oscillators (or more generally negative resistance oscillators) [35]. Moreover, relays and saturations, standard static nonlinearities [35] can be approximated by $\arctan(x)$ that is an odd function.

Note that we assume $f$ to be odd in error analysis of model reduction and later in controller reduction to guarantee the stability of the closed-loop system with a reduced-order controller. Otherwise, this assumption is not required. In fact, (3) and (4) can have solutions without this assumption. Consider the following scalar system: $\dot{x} = -x - x^2 - x^3 + u$, where $f$ is not odd. One can confirm that $X = 2$ is a solution to (3) for $\varepsilon = 0.1$.

### III. GD LQG Balancing

As balanced truncation for linear systems is applicable only for stable systems, GD balancing requires that the system (1) has IS properties. For unstable linear/nonlinear systems, so-called LQG balancing has been proposed [16], [17], [37]. In this section, to deal with non-IES systems, we develop a new LQG balancing method in the GD balancing framework, which we call GD LQG balancing. Next, inspired by results on LQG balancing, we also propose GD coprime factorizations and investigate its GD balancing in terms of GD LQG balancing of the system (1). Based on the results on coprime factorizations, we study stabilizing dynamic controller design.

#### A. GD Riccati Equations

Motivated by LQG balancing [16], [17], [37], we consider the following past energy function:

$$J_-(x_0, x'_0) = \inf_{u \in U} \int_{-\infty}^{t_0} \eta(t) dt \quad (15)$$

and post energy function

$$J_+(x_0, x'_0) = \inf_{u \in U} \int_{t_0}^{\infty} \eta(t) dt \quad (16)$$

where $\eta(t) := |y(t) - y'(t)|^2 + |u(t) - u'(t)|^2$.

As done for the incremental controllability/observability function in the previous section, we first estimate their lower/upper bound by using each solution $P > 0$ or $Q > 0$ ($P, Q \in \mathbb{R}^{n \times n}$) to the following GD control Riccati inequality or GD filter Riccati inequality for $\varepsilon \geq 0$

$$P \partial f(x) + \partial^T f(x) P - PBB^T P + C^T C + \varepsilon P \preceq 0, \forall x \in \mathbb{R}^n \quad (17)$$

$$\partial f(x) Q + Q \partial^T f(x) - QCC^T Q + B B^T + \varepsilon Q \preceq 0, \forall x \in \mathbb{R}^n. \quad (18)$$

An upper bound on $J_+(x_0, x'_0)$ can be estimated by using the GD control Riccati inequality (17) as stated below.
Theorem 3.1: For the system (1) and its auxiliary system (5), suppose that
1) $J_+(x_0, x'_0)$ in (16) exists for any $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$;
2) given $\varepsilon \geq 0$, the GD control Riccati inequality (17) admits a solution $P > 0$;
3) the system has the detectability property (6).

Then,
\[
J_+(x_0, x'_0) \leq |x_0 - x'_0|^2_P,
\]
for any $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$.

A similar result is obtained for a lower bound on $J_-(x_0, x'_0)$ and the GD filter Riccati inequality (18) as stated below.

Theorem 3.2: For the system (1) and its auxiliary system (5), suppose that
1) $J_-(x_0, x'_0)$ in (15) exists for any $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$;
2) given $\varepsilon \geq 0$, the GD filter Riccati inequality (18) admits a solution $Q > 0$.

Then,
\[
|x_0 - x'_0|^2_{Q^{-1}} \leq J_-(x_0, x'_0)
\]
for any $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$.

If GD Riccati inequalities (17) and (18) have solutions $P > 0$ and $Q > 0$, respectively, then as for GD Gramians $X, Y > 0$, there exist coordinates, named GD LQG balanced coordinates, in which
\[
P = Q = \Pi := \text{diag}\{\pi_1, \ldots, \pi_n\}
\]
\[
\pi_1 \geq \cdots \geq \pi_n > 0.
\]
Let $\pi_r > \pi_{r+1}$, and define $\Pi_1 := \text{diag}\{\pi_1, \ldots, \pi_r\}$. Then, in the GD LQG balanced coordinates, model reduction of the system (1) can be achieved in a similar manner as GD balancing. Furthermore, $\Pi_1$ satisfies both GD Riccati inequalities (17) and (18) for the reduced-order model (13).

Finally, it is remarked that the GD controllability and observability Gramians $X$ and $Y$ satisfy the GD Riccati inequalities (18) and (17), respectively. This implies that GD LQG balancing can be applied to a wider class of systems than GD balancing.

B. GD Right Coprime Representations

LQG balancing has been understood as balanced truncation of the so-called right coprime representation, i.e., the closed-loop system designed by the stabilizing solution to the control Riccati equation [17], [37]. Motivated by this, we define a GD right coprime representation (RCR) with a solution $P > 0$ to the GD control Riccati inequality (17) as follows:
\[
\dot{x} = f(x) - BB^T Px + Bv
\]
\[
y = \begin{bmatrix} C \\ -B^T P \\ 0 \end{bmatrix} \begin{bmatrix} x \\ 0 \\ J_m \end{bmatrix} v
\]
where $v(t) \in \mathbb{R}^m$ is the new input.

Similarly to the linear case, both GD controllability and observability Gramians for the GD RCR are constructed from solutions to the GD Riccati inequalities (17) and (18) as stated below.

Theorem 3.3: Consider the system (1). Suppose that given $\varepsilon \geq 0$, the GD Riccati inequalities (17) and (18) admit solutions $P > 0$ and $Q > 0$, respectively. Then, $(P + Q^{-1})^{-1}$ (resp. $P$) is a GD controllability (resp. observability) Gramian of the GD RCR (22).

Remark 3.4: Theorem 3.3 implies that the GD RCR (22) satisfies similar statements as Theorems 2.2 and 2.4 for stability. That is, $u = -B^T Px$ is a stabilizing controller of the system (1) if $\varepsilon > 0$. In fact, in Theorem 3.1, the detectability property is not necessarily if $\varepsilon > 0$.

From Theorem 3.3, GD LQG balanced coordinates of the system (1) are also GD balanced coordinates of the GD RCR (22). Indeed, from (21), it follows that
\[
(P + Q^{-1})^{-1} = (\Pi + \Pi^{-1})^{-1} = \text{diag}\{\pi_1/(1 + \pi_1^2), \ldots, \pi_n/(1 + \pi_n^2)\}.
\]

Therefore, in GD LQG balanced coordinates, the GD controllability Gramian $(\Pi + \Pi^{-1})^{-1}$ and GD observability Gramian $\Pi$ of the GD RCR (22) are diagonal. In these coordinates, one can achieve GD balanced truncation of the GD RCR. A reduced-order model of the GD RCR is a GD RCR of the reduced-order model (13), i.e., a constructing reduced order model and computing a GD RCR are commutative. Furthermore, an error bound for GD balanced truncation of the GD RCR can be estimated as in Theorem 2.13.

C. GD Left Coprime Representations

Next, we consider an extension of the left coprime representation (LCR) [17], [37], which is defined by using a solution $Q > 0$ to the GD Riccati inequality (18) as follows:
\[
\dot{z} = f(z) - QC^T Cx + [B \quad QC^T] \begin{bmatrix} u \\ y \end{bmatrix}
\]
where $z(t) \in \mathbb{R}^p$ is the new output.

As for the GD RCR, both GD controllability and observability Gramians of the GD LCR are obtained from the GD Riccati inequalities (17) and (18) as follows.

Theorem 3.5: Consider the system (1). Suppose that given $\varepsilon \geq 0$, the GD Riccati inequalities (17) and (18) admit solutions $P > 0$ and $Q > 0$, respectively. Then, $Q$ (resp. $(P + P^{-1})^{-1}$) is a GD controllability (resp. observability) Gramian of the GD LCR (23).

GD LQG balanced coordinates of the system (1) are also GD balanced coordinates for the GD LCR (23). Therefore, one can achieve GD balanced truncation, and the obtained reduced-order model is a GD LCR of the reduced-order model (13).

As briefly mentioned in Remark 3.4, the GD RCR (22) corresponds to the closed-loop system with a stabilizing controller $u = -B^T Px$. In fact, the GD LCR (23) corresponds to observer dynamics. Consider the following system having the same dynamics as the GD LCR:
\[
\dot{\hat{x}} = f(\hat{x}) - QC^T C \hat{x} + [B \quad QC^T] \begin{bmatrix} u \\ y \end{bmatrix}.
\]

If its initial state is the same as the initial state of the system (1), i.e., $\hat{x}(0) = x_0$, then $\hat{x} = \hat{x}$. Therefore, if (24) is IES with respect to the external inputs $(u, y)$, then $\hat{x}(t) - \hat{x}(t) \to 0$ as $t \to \infty$ for arbitrary $x_0, \hat{x}(0) \in \mathbb{R}^n$, which implies that (24) is an observer of (1). If $\varepsilon > 0$, the IES of (24) can be shown by combining Theorems 2.2 and 3.5.
D. Dynamic Stabilizing Controllers

As mentioned in the previous subsections, the GD RCR and LCR correspond to a static stabilizing controller and observer, respectively. Thus, it is expected that a dynamic stabilizing controller can be constructed by combining them. In this section, we show that this is true even though the separation principle does not hold for nonlinear systems in general.

As a dynamic controller, we consider the following observer based stabilizing controller:

\[
\begin{align*}
\dot{x} &= f(x) + Bu - QC^\top(Cx - y) \\
u &= -B^\top P x_c.
\end{align*}
\]  

(25)

The closed-loop system consisting of (1) and (25) is

\[
\begin{aligned}
\dot{x} &= f(x) - BB^\top P x_c \\
\dot{x}_c &= f(x_c) - BB^\top P x_c - QC^\top(Cx - x_c).
\end{aligned}
\]

(26)

This closed-loop system is stable, which is stated formally.

**Theorem 3.6:** Consider the system (1). Suppose that \( \varepsilon > 0 \), the GD Riccati inequalities (17) and (18) admit solutions \( P > 0 \) and \( Q > 0 \), respectively. Then, the closed-loop system (26) is GES at the origin (recall Assumption 2.15). \( \Box \)

Since \( \Pi_1 \) satisfies both GD Riccati inequalities (17) and (18) for the reduced-order model (13) (constructed by GD LQG balancing), the following controller:

\[
\begin{align*}
\dot{x}_c &= f_1(x_c, 0) - B_1 u - \Pi_1 C_1^\top(C_1 x_c - y_r) \\
u &= -B_1^\top \Pi_1 x_c
\end{align*}
\]

is a dynamic stabilizing controller of the reduced-order model (13) with \( \varepsilon = 0 \). Then, one may ask whether this reduced-order controller stabilizes the full-order system (1). However, the answer is not very clear even in the linear case while there are research works in this direction, e.g., [16], [17]. Toward designing a reduced-order stabilizing controller, in the next section, we develop another balancing method as an extension of \( H_\infty \)-balancing [18].

IV. GD \( H_\infty \)-Balancing

In this section, we extend the so-called \( H_\infty \)-balancing in the GD balancing framework. The objective is to design a reduced-order controller, which stabilizes the system (1). We first design a full-order dynamic stabilizing controller and then consider reducing its dimension while guaranteeing closed-loop stability.

A. Full-Order Dynamic Controller Design

Now, we consider the generalized plant corresponding to the system (1)

\[
G: \begin{cases}
\dot{x} = f(x) + Bu + Bw_c \\
\dot{z}_u = u \\
y = Cx + w_y
\end{cases}
\]

where \( w(t) := [w_u^\top(t) \ w_y^\top(t)]^\top \in \mathbb{R}^{m+p} \) and \( z := [z_u^\top(t) \ z_y^\top(t)]^\top \in \mathbb{R}^{m+p} \).

The first goal is to design an output feedback controller solving a standard \( L_2 \) (\( H_\infty \)) control problem [38], [39].

**Problem 4.1:** For the system (27), find a controller such that

1) the \( L_2 \)-gain of the closed-loop system from \( w \) to \( z \) is not greater than a prescribed value \( \gamma > 1 \), namely \( \|z\| \leq \gamma \|w\| \) for the zero initial state;
2) the closed-loop system is GES at the origin when \( w = 0 \) (recall Assumption 2.15). \( \Box \)

This problem can be solved by the following procedure. Define

\[
\beta := \sqrt{1 - \gamma^{-2}} > 0.
\]

First, given \( \varepsilon \geq 0 \), we find a solution \( P_\infty > 0 \) (\( P_\infty \in \mathbb{R}^{n \times n} \)) to the following GD Riccati inequality:

\[
P_\infty \partial f(x) + \partial^\top f(x) P_\infty - \beta^2 P_\infty BB^\top P_\infty + C^\top C + \varepsilon P_\infty \leq 0, \forall x \in \mathbb{R}^n.
\]

(29)

This corresponds to the \( H_\infty \)-control algebraic Riccati equation in the linear case. Similarly, one can infer a counterpart of the \( H_\infty \)-filter algebraic Riccati equation (HFARE). However, when an equality is relaxed to an inequality, we need a modification to solve Problem 4.1; a similar modification can be found in the Hamilton–Jacobi approach [39]. In fact, we use a lower bound on the left-hand side of (29), namely the following \( R_\infty(x) \geq 0 \): \( R_\infty(x) \in \mathbb{R}^{n \times n} \), \( x \in \mathbb{R}^n \):

\[
-R_\infty(x) \leq P_\infty \partial f(x) + \partial^\top f(x) P_\infty - \beta^2 P_\infty BB^\top P_\infty + C^\top C + \varepsilon P_\infty, \forall x \in \mathbb{R}^n.
\]

(30)

Then, we consider the following inequality for \( Q_\infty > 0 \) (\( Q_\infty \in \mathbb{R}^{n \times n} \)) as an extension of HFARE:

\[
\partial f(x) Q_\infty + Q_\infty \partial^\top f(x) - \beta^2 Q_\infty C^\top C Q_\infty + BB^\top + \varepsilon Q_\infty \leq -\gamma^{-2} Q_\infty R_\infty(x) Q_\infty, \forall x \in \mathbb{R}^n.
\]

(31)

As the first result of this section, we show that if the above GD Riccati inequalities (29) and (31) have solutions, then Problem 4.1 can be solved.

**Theorem 4.2:** For the system (27), suppose that

I) given \( \varepsilon \geq 0 \), the GR Riccati inequality (29) admits a solution \( P_\infty > 0 \);

II) for \( R_\infty(x) \geq 0, x \in \mathbb{R}^n \) satisfying (30), the GR Riccati inequality (31) admits a solution \( Q_\infty > 0 \);

III) \( \gamma^2 > \lambda_{\text{max}}(P_\infty Q_\infty) \).

Then, the following dynamic controller solves item 1) of Problem 4.1:

\[
K: \begin{cases}
\dot{x}_c = f_1(x_c, 0) - B_1 u - \Pi_1 C_1^\top(C_1 x_c - y_r) \\
u = -B_1^\top \Pi_1 x_c
\end{cases}
\]

(32)

Moreover, if \( \varepsilon > 0 \), this controller solves item 2) of Problem 4.1. \( \Box \)

Next, we investigate the connection between the \( L_2 \)-gain of the closed-loop system \( \gamma > 0 \) and \( \varepsilon > 0 \). It is possible to show that \( \gamma \) can be made smaller by selecting a smaller \( \varepsilon \).

**Theorem 4.3:** For the system (27), suppose that items I)–III) of Theorem 4.2 hold for \( \varepsilon > 0 \). Next, consider \( \varepsilon_1, \varepsilon_2 > 0 \) and \( 0 < \alpha < \beta^2 \) such that \( \varepsilon = \varepsilon_1 + 2\varepsilon_2 \) and

\[
\alpha P_\infty BB^\top P_\infty \leq \varepsilon_2 P_\infty
\]

(33)

\[
\alpha Q_\infty C^\top C Q_\infty \leq \varepsilon_2 Q_\infty
\]

(34)

Then, \( P_\infty, \ R_\infty(x) := R_\infty(x) + \varepsilon_2 P_\infty, \) and \( Q_\infty \) satisfy (29), (30), and (31) for \( \tilde{\gamma} := \gamma/\sqrt{1 + \alpha^2} \), respectively. \( \Box \)

Theorem 4.3 implies that \( \gamma \) can be made smaller by finding \( \alpha > 0 \) and \( \varepsilon_2 > 0 \) under the constraints (33), (34), \( \alpha < \beta^2 \), and \( 2\varepsilon_2 < \varepsilon \). Namely, the GD Riccati inequalities (29) and (31) hold for \( \tilde{\gamma} := \gamma/\sqrt{1 + \alpha^2} \) if such \( \alpha \) and \( \varepsilon_2 \) exist. Finding \( \alpha \) and \( \varepsilon_2 \) can be formulated as a convex problem by relaxing \( \geq \) to \( \geq \) with a small positive constant. Furthermore, the maximum \( \alpha \) can
be computed. A larger $\alpha$ gives a smaller $\tilde{\gamma}$, and a small $\gamma$ is beneficial to reduce the dimension of a controller while guaranteeing closed-loop stability as will be clear in Theorem 4.4. Moreover, for the new $\gamma = \tilde{\gamma}$, we can again solve the GD Riccati inequalities to obtain better solutions, e.g., for reducing the dimension of a stabilizing controller.

### B. Controller Reduction

As for GD balancing/LQG balancing, if the GD Riccati inequalities (29) and (31) have solutions $P_\infty > 0$ and $Q_\infty > 0$, respectively, then there exist coordinates, named GD $H_\infty$-balanced coordinates, in which

$$P_\infty = Q_\infty = \Pi := \text{diag}\{\pi_1, \ldots, \pi_n\}$$

$$\pi_1 \geq \cdots \geq \pi_n > 0$$

(35)

where we use the same symbol $\Pi$ as GD LQG balancing by abuse of notation. Let $\pi_r > \pi_{r+1}$, and define $\Pi_1 := \text{diag}\{\pi_1, \ldots, \pi_r\}$. Hereafter, suppose that the realization (27) is GD $H_\infty$-balanced. Then, in a similar manner as GD balancing/GD LQG balancing, a reduced-order model of the generalized plant (27) can be constructed as follows:

$$G_r := \begin{cases} 
\dot{x}_r = f(x_r, 0) + B_1 u + B_1w_{ur} \\
\quad z_{ur} = u \\
\quad z_{yr} = y_r = C_1x_r \\
\quad y = C_1x_r + w_{yr} 
\end{cases}$$

(36)

where $w_{ur}(t) := [w_{ur}^\top(t) w_{yr}^\top(t)]^\top \in \mathbb{R}^{m+p}$ and $z_{r}(t) := [z_{ur}^\top(t) z_{yr}^\top(t)]^\top \in \mathbb{R}^{m+p}$. For the sake of later analysis, we use different symbols from $w$ and $x$.

Note that $\Pi_1$ satisfies both GD Riccati inequalities (29) and (31) for the reduced-order model (36), where the (1,1)th block diagonal element of $R_\infty(x)$ in the GD $H_\infty$-balanced coordinates is considered. Moreover, $\gamma^2 > \lambda_{\max}(P_\infty Q_\infty) = \lambda_{\max}(\Pi^2) = \pi_1^2$ implies $\gamma^2 > \lambda_{\max}(\Pi^2) = \pi_1^2$. Therefore, all conditions in Theorem 4.2 and $\pi_r > \pi_{r+1}$ hold, the following reduced-order controller solves Problem 4.1 for the reduced-order model (36):

$$K_r := \begin{cases} 
\dot{x}_{cr} = f(x_{cr}, 0) - \beta^2 B_1B_1^\top \Pi_1 x_{cr} - \Pi_1^{-1} - \gamma^{-2} \Pi_1^{-1} C_1^\top (C_1x_r - y) \\
\quad u = -B_1^\top \Pi_1 x_{cr} 
\end{cases}$$

(37)

If this reduced-order controller satisfies some additional conditions, the closed-loop system consisting of the full-order plant (27) and reduced-order controller (37), denoted by $\Gamma(G, K_r)$, is exponentially stable. The following theorem is the main result of this section, and the next section is dedicated to proving this.

**Theorem 4.4:** For the system (27), suppose that

I) items I) – III) of Theorem 4.2 hold;

II) $\pi_r > \pi_{r+1}$;

III) $f$ is an odd function;

IV) $\rho_r(1 + \gamma \beta^{-1}) < 1$, where

$$\rho_r := 2 \sum_{i=r+1}^n \frac{\beta \pi_i}{\sqrt{1 + \beta^2 \pi_i^2}}$$

(38)

Then, the following holds.

1) the closed-loop system $\Gamma(G, K_r)$ consisting of the full-order plant (27) and reduced-order controller (37) satisfies

$$\|z\| \leq \beta \gamma^{-1} + \rho_r(\gamma + \beta) ||w||$$

(39)

for the initial states $x(0) = 0$ and $x_r(0) = 0$.

Furthermore, if $\epsilon > 0$ and $w = 0$, then

2) $\Gamma(G, K_r)$ is GES at the origin.

**Remark 4.5:** Even in the linear case, there is no inequality relaxation of $H_\infty$-balancing. Therefore, Theorem 4.4 is a new result even for linear systems.

Item IV) of Theorem 4.4 can be useful for deciding the dimension $r$ of a reduced-order controller. Given $\gamma > 0$, (28) determines $\beta$. Then, $\pi_1$ is obtained by solving the GD Riccati inequalities (29) and (31) and by computing GD $H_\infty$-balanced coordinates as in (35). Thus, $r$ is only the design parameter in item IV) of Theorem 4.4. The smallest $r$ satisfying the condition is the lowest dimension of a reduced-order controller for which Theorem 4.4 guarantees the closed-loop stability.

Note that our methods are based on matrix inequalities (29) – (31). They can be reduced into LMIs. For instance, consider (29) and define $P_\infty := P_\infty^{-1}$. Multiplying $P_\infty^{-1}$ from both sides leads to the following LMIs for $P_\infty$:

$$P_\infty > 0$$

$$\left[ \begin{array}{c}
\partial f(x) P_\infty + P_\infty \partial^\top f(x) - \beta^2 BB^\top + \epsilon P_\infty \hat{P}_\infty C^\top \\
CP_\infty 
\end{array} \right] - I \leq 0$$

(40)

This consists of an infinite family of LMIs for each fixed $x \in \mathbb{R}^n$. An approximation solution can be constructed for instance by taking finite sampling points $x(i) \in \mathbb{R}^n$, $i = 1, \ldots, D$. To find an exact solution, a convex relaxation can be used. Let $A := \{A_1, \ldots, A_L\} \subset \mathbb{R}^{n \times n}$ be a family of matrices such that

$$\partial f(x) \in \text{ConvexHull}(A), \forall x \in \mathbb{R}^n.$$
Closed-loop system \(\Gamma(G_r, K_r)\) consisting of the full-order plant (27) and reduced-order controller (37).
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Consider the system (27). Suppose that the output of the reduced-order closed-loop system \(\Gamma(G_r, K_r)\) is not bounded. In this case, we can apply a convex relaxation for model/controller reduction on a bounded convex set.

Theorem 4.7: Consider the system (27). Suppose that given \(\varepsilon \geq 0\), the GD Riccati inequalities (29) and (31) admit solutions \(P_\infty > 0\) and \(Q_\infty > 0\), respectively. Then, \((\beta^2 P_\infty + Q_\infty)^{-1}\) (resp. \(\beta^2 P_\infty\)) is a GD controllability (resp. observability) Gramian of the GD RCR (44).

An important fact is that this is a GD RCR of the reduced-order model (43) with the weighted output \(\tilde{z}_y = \beta z_y = \beta C x\) by \(\beta\). Now, we are ready to introduce \(v, e, \Delta\) in Fig. 1. First, we decompose the reduced-order GD RCR (45) into two subsystems \(M_r^{-1}: u_r \rightarrow v\) and \(N_r: v \rightarrow \tilde{z}_y\) found in Fig. 1 as follows:

\[
\begin{align*}
\dot{x}_r &= f_1(x_r, 0) - \beta^2 B_1^T P_\infty x_r + B_1 v \\
\tilde{z}_y &= \beta C_1 x_r + B_1 v
\end{align*}
\]

where the initial states \(x_r(0)\) of both subsystems are the same. One notices that their series interconnection \(\beta N_r \circ M_r^{-1}\) is the reduced-order model (13) with the weighted output \(\tilde{z}_y = \beta z_y = \beta C_1 x_r\) by \(\beta\), denoted by \(\Gamma(G_r, K_r)\) in Fig. 1.

Now, \(v\) is obtained as the output of \(M_r^{-1}\). To proceed with further analysis, we substitute

\[
v = -\beta^2 B_1^T P_\infty (x_r - x_r) + w_{ur}
\]

following from (37) and (43) into \(v\). Then, \(v\) is described as the output of the reduced-order closed-loop system \(\Gamma(G_r, K_r)\):

\[
v = -\beta^2 B_1^T P_\infty (x_r - x_r) + w_{ur}
\]

According to the previous section, the gain from \(w_r\) to \(z_r\) of the reduced-order closed-loop system \(\Gamma(G_r, K_r)\) is not greater than \(\gamma\). Based on this, we can estimate an upper bound on the gain of \(\Gamma(G_r, K_r)\): \(\tilde{w}_r \rightarrow \tilde{e}\) as stated below. For the sake of later analysis, we decompose \(\tilde{w}_r\) as \(\tilde{w}_r = \tilde{w} + \tilde{e}\), where \(\tilde{e}\) will be introduced later.

Lemma 4.8: For the system (27), suppose that items I) and II) of Theorem 4.4 hold. Then, for the reduced-order closed-loop system \(\Gamma(G_r, K_r)\), it holds that

\[
||v|| \leq (1 + \gamma\beta^{-1}) ||\tilde{w}_r|| \leq (1 + \gamma\beta^{-1}) (||\tilde{e}|| + ||\tilde{w}||)
\]

for the initial states \(x_r(0) = 0\) and \(x_{cr}(0) = 0\).

Next, we estimate the gain of the perturbation \(\Delta\) in Fig. 1 by using the GR RCR (44) and its reduced-order model (45) again.

\[
\begin{align*}
\dot{x}_r &= f_1(x_r, 0) - \beta^2 B_1^T P_\infty x_r + B_1 v \\
\tilde{z}_y &= \beta C_1 x_r + B_1 v
\end{align*}
\]

This is a GD RCR of the system (1) with the weighted output \(\tilde{z}_y = \beta z_y = \beta C x\) by \(\beta\). As Theorem 3.3 for GD LQG balancing, its reduced-order model can be computed by using GD \(H_\infty\)-balancing of the system (1); the proof is similar and thus is omitted.

\[
\begin{align*}
\dot{x}_r &= f_1(x_r, 0) - \beta^2 B_1^T P_\infty x_r + B_1 v \\
\tilde{z}_y &= \beta C_1 x_r + B_1 v
\end{align*}
\]
One notices that \( \bar{e}_y = \bar{z}_y - \bar{z}_y r \) and \( e_u = z_u - z_u r \), i.e.

\[
\Delta := \begin{bmatrix} \beta \Delta N_r & \Delta M_r \end{bmatrix} = \begin{bmatrix} \beta N - \beta N_r & M - M_r \end{bmatrix}.
\]

Therefore, \( \Delta \) can be represented as error dynamics between the GD RCR (44) and its reduced-order model (45). Since model reduction is achieved by GD balanced truncation, an error bound is obtained as a direct application of Theorems 2.13 and 4.7 without the proof.

**Corollary 4.9:** For the system (27), suppose that items I) – III) of Theorem 4.4 hold. Then, for the GD RCR (44) and its reduced-order model (45), we have

\[
\|e\| \leq \rho_r \|v\|, \quad \rho_r := 2 \sum_{i=r+1}^{n} \frac{\beta \pi_i}{\sqrt{1 + \beta^2 \pi_i^2}}
\]

where \( x(0) = 0 \) and \( x_r(0) = 0 \).

Now, upper bounds on the gains of \( \Gamma(G_r, K_r) : \bar{w} + \bar{e} \to v \) and \( \Delta : v \to \bar{e} \) are provided by Lemma 4.8 and Corollary 4.9, respectively. Therefore, the small gain theorem for their interconnection yields Theorem 4.4.

**V. EXAMPLE**

In this section, the proposed method for controller reduction based on GD \( H_\infty \)-balancing is illustrated by an example. Consider the following mechanical model controlled by a dc motor:

\[
\begin{align*}
\dot{z} + \frac{\kappa}{m} \dot{z} + k(z) &= a i_c \\
L \dot{i}_c + R i_c + k_i \dot{z} &= u \\
y &= \begin{bmatrix} z \\ \dot{z} \end{bmatrix}
\end{align*}
\]

where \( z \) and \( i_c \) denote the position of the mass and the current of the circuit, respectively. The control input \( u \) is the voltage. The parameters are \( c = 2 \), \( a = 1 \), \( L = 1/5 \), \( R = 1 \), and \( k_i = 1 \). The nonlinear function is chosen as \( k(z) = -\sin z \).

Then, \( \partial k(z)/\partial z \in [-1, 1] \) for all \( z \in \mathbb{R} \).

We take the state as \( x := [z \ z i_c]^\top \). To compute \( P_\infty \) and \( Q_\infty \), we use the convex relaxations like (42) with

\[
A_1 = \begin{bmatrix} 0 & 1 & 0 \\ 1 & -2 & 1 \\ 0 & -5 & -5 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 1 & 0 \\ -1 & -2 & 1 \\ 0 & -5 & -5 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 5 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}
\]

where \( A_1 \) is not Hurwitz.

Let \( \gamma^2 = 2 \). For \( \varepsilon = 0.01 \), solutions to (42) and a similar relaxation of (31) are obtained as

\[
P_\infty = \begin{bmatrix} 3.20 & 0.888 & 0.163 \\ 0.888 & 0.477 & 0.0778 \\ 0.163 & 0.0778 & 0.0154 \end{bmatrix}, \quad Q_\infty = \begin{bmatrix} 0.993 & -0.0848 & 0.104 \\ -0.0848 & 0.338 & 0.0737 \\ 0.104 & 0.0737 & 2.43 \end{bmatrix}.
\]

Then, the matrix \( \Pi \) in (35) is computed as follows:

\[
\Pi = \text{diag}\{1.78, 0.400, 0.192\}.
\]

The conditions in Theorem 4.4 hold for \( r = 2 \), but not for \( r = 1 \). Therefore, from Theorem 4.4, the system can be stabilized by the full-order or 2-D reduced-order controller. Fig. 2 shows the trajectories of the system controlled by the full-order or reduced-order controllers. Although Theorem 4.4 does not guarantee the stability for the 1-dimensional (1-D) reduced-order controller, all controllers stabilize the system in simulation. This implies that Theorem 4.4 can be conservative, since this theorem is derived based on the small gain theorem. Developing a less conservative stability condition is included in future work.

**VI. CONCLUSION**

In this article, we have developed GD balancing methods. First, for GD balancing, we have shown that a nonlinear system admitting a GD controllability Gramian is IES as a control system and have estimated an upper error bound for GD balanced truncation. Next, we have proposed GD LQG balancing that has been studied relating to GD RCR/LCR. As a byproduct, we have obtained observer-based stabilizing controllers while the separation principle does not work for nonlinear systems in general. Finally, we have established GD \( H_\infty \)-balancing for controller reduction and presented a stability condition for the closed-loop system consisting of the full-order system and a reduced-order controller. These three GD balancing methods can be relaxed to LMIs. Future work includes extending the results of this article to more general nonlinear systems by considering matrix-valued solutions to GD Lyapunov or Riccati inequalities.

**APPENDIX A**

**PROOFS FOR GD BALANCING**

**A. Proof of Theorem 2.2**

Before proving each item, we show that for each input \( u \in U \), the solution to the system (1) exists. Using (3), compute

\[
d \frac{df(x) + Bu^2_{X^{-1}}}{dt} = \left( f(x) + Bu \right)^\top X^{-1} \times \left( \frac{\partial f(x)}{\partial x} X + X \frac{\partial f(x)}{\partial u} \right) X^{-1} (f(x) + Bu) \\
+ 2u^\top B^\top X^{-1} (f(x) + Bu) \\
\leq - \left| B^\top X^{-1} (f(x) + Bu) \right| - \varepsilon |f(x) + Bu|_{X^{-1}}^2 \\
+ 2u^\top B^\top X^{-1} (f(x) + Bu) \\
= -\varepsilon |f(x) + Bu|_{X^{-1}}^2 - |B^\top X^{-1} (f(x) + Bu) - \dot{u}|^2 + |\dot{u}|^2 \\
\leq -\varepsilon |f(x) + Bu|_{X^{-1}}^2 + |\dot{u}|^2.
\]
With the comparison principle [35, Lemma 3.4], the time integration over the interval \([0, t]\) yields

\[ |f(x(t)) + Bu(t)|^2_{X^{-1}} \leq e^{-\varepsilon t}|f(x(0)) + Bu(0)|^2_{X^{-1}} + \int_0^t e^{-\varepsilon(t-\tau)}|u(\tau)|^2d\tau. \]  

(49)

Therefore, \(|\dot{x}(t)| = |f(x(t)) + Bu(t)|\) is a bounded function of \(t \in \mathbb{R}_+\) for each \(u \in \mathcal{U}\). This implies that \(|\dot{x}(t)|\) exists for any \(t \in \mathbb{R}_+\), but does not guarantee the boundedness of \(|\dot{x}(t)|\).

Now, we are ready to prove each item.

**Proof of item 1):** Consider the line segment \(\gamma(s) = sx + (1 - s)x', s \in [0, 1]\). Then,

\[ f(x) - f(x') = \int_0^1 \frac{df(\gamma(s))}{ds}ds = \int_0^1 \partial f(\gamma(s))(x - x')ds. \]  

(50)

Using (3) and (50), similar computations as the previous give

\[
\frac{d}{dt}|x - x'|^2_{X^{-1}} = 2(x - x')^\top X^{-1}(f(x) - f(x') + B(u - u')) \\
= \int_0^1 (x - x')^\top X^{-1}(\partial f(\gamma(s))X \\
+ X_0^\top f(\gamma(s))X)X^{-1}(x - x')ds \\
+ 2(x - x')^\top X^{-1}B(u - u') \\
\leq -|B^\top X^{-1}(x - x')|^2 - \varepsilon|x - x'|^2_{X^{-1}} \\
+ 2(u - u')^\top B^\top X^{-1}(x - x') \\
= -|u - u'|^2 - |x - x'|^2_{X^{-1}} \\
+ 2(u - u')^\top B^\top X^{-1}(x - x') \\
\leq -\varepsilon|x - x'|^2_{X^{-1}} + |u - u'|^2. 
\]

(51)

With the comparison principle, the time integration over the interval \([0, t]\) yields

\[ |x(t) - x'(t)|^2_{X^{-1}} \leq e^{-\varepsilon t}|x(0) - x'(0)|^2_{X^{-1}} + \int_0^t e^{-\varepsilon(t-\tau)}|u(\tau)|^2d\tau. \]  

(52)

Recall \(x'(t) = \phi(t, x_0, u') \in \mathbb{R}^n, t \in \mathbb{R}_+\) for each \(x_0 \in \mathbb{R}^n\) and \(u' \in \mathcal{U}\). Thus, (52) implies the statement of item 1).

**Proof of item 2):** The time integration of (51) over the interval \([0, t]\) yields

\[ |x(t) - x'(t)|^2_{X^{-1}} + \varepsilon \int_0^t |x(\tau) - x'(\tau)|^2_{X^{-1}}d\tau \\
\leq |x_0 - x_0'|^2_{X^{-1}} + \int_0^t |u(\tau) - u'(\tau)|^2d\tau, \forall \tau > 0. \]  

(53)

Since \(\varepsilon > 0\) and \(u - u' \in L^2_{\varepsilon}[0, \infty), \) taking \(\tau \to \infty\) implies \(x - x' \in L^2[0, \infty)\). Note that any \(x(t)\) with \(u \in \mathcal{U}\) is uniformly continuous with respect to \(t \in \mathbb{R}_+\), since its derivative \(\dot{x}(t) = f(x(t)) + Bu(t)\) is bounded as shown in (49). Therefore, the statement of item 2) follows from Barbalat’s lemma [35, Lemma 8.2].

**Proof of item 3):** IES follows from (52) with \(u = u'\).

**Proof of item 4):** For \(u = u' = u^* \in \mathbb{R}^m\), (52) implies that \(|\phi(t, x(0), u^*) - \phi(t, x'(0), u^*)|^2_{X^{-1}} \leq e^{-\varepsilon t}|x(0) - x'(0)|^2_{X^{-1}}, \forall t \geq 0 \).

(54)

for any \((x(0), x'(0)) \in \mathbb{R}^n \times \mathbb{R}^n\). Fix some \(t > 0\). Then, \(e^{-\varepsilon t} < 1\), and thus \(x \mapsto \phi(t, x, u^*)\) is a contraction mapping. From the Banach fixed point theorem [40], there exists a unique \(x^* \in \mathbb{R}^n\) such that \(\lim_{n \to \infty} \phi(n\varepsilon, x, u^*) = x^*\) as \(n = 1, 2, \ldots\) for any \(x \in \mathbb{R}^n\). Substituting \(x(0) = x^*\) and \(x'(0) = \phi(n\varepsilon, \dot{x}, u^*)\) into (54) yields

\[ |\phi(t, x^*, u^*) - \phi(t, x^*, u^*)|^2_{X^{-1}} \leq e^{-\varepsilon t}|x^* - x^*|^2_{X^{-1}}, \forall t \geq 0. \]

Taking \(n \to \infty\) as \(n = 1, 2, \ldots\) leads to

\[ |\phi(t, x^*, u^*) - x^*|^2_{X^{-1}} = 0, \forall t \geq 0. \]

Thus, \(x^*\) is an equilibrium point of the system and GES.

**Proof of item 5):** This can be confirmed by substituting \(u' = 0\) and the corresponding equilibrium point \(x^* = x^*\) into (52).

**B. Proof of Theorem 2.4**

**Proof:** Similarly to the proof of Theorem 2.2, one can compute the following with (4):

\[
\frac{d}{dt}|f(x) + Bu|^2_Y \leq -|f(x) + Bu|^2_Y - |C(f(x) + Bu)|^2 \\
+ 2u^\top B^\top Y(f(x) + Bu). 
\]

and

\[
\frac{d}{dt}|x - x'|^2_Y \leq -|x - x'|^2_Y - |y - y'|^2 \\
+ 2(u - u')^\top B^\top Y(x - x'). 
\]

(55)

For \(u = u' = u^* \in \mathbb{R}^m\), one has the statements of the theorem as the proof of Theorem 2.2.

**C. Proof of Corollary 2.7**

**Proof:** According to [41, Corollary 4.3], it suffices to show that \(\partial f(x)\) is nonsingular at each \(x \in \mathbb{R}^n\), and \(\lim_{|x| \to \infty} |f(x)| \to \infty\). From (3), one notices that all real parts of the eigenvalues of \(\partial f(x)\) is not greater than \(-\varepsilon/2 < 0\), which implies that \(\partial f(x)\) is nonsingular at each \(x \in \mathbb{R}^n\).

Next, from item 4) of Theorem 2.2, there exists \(x^* \in \mathbb{R}^n\) such that \(f(x^*) = 0\). Substituting \(x' = x^*\) and \(u = u' = 0\) into (51) leads to

\[ |x - x^*|^2_{X^{-1}} + 2(1/\varepsilon)(x - x^*)^\top X^{-1}f(x) \leq 0. \]

Adding \(|f(x)|/\varepsilon^2_{X^{-1}}\) to both sides yields

\[ |x - x^* + f(x)/\varepsilon|_{X^{-1}} \leq |f(x)/\varepsilon|_{X^{-1}}. \]

From the triangular inequality, we have

\[ |x - x^*|_{X^{-1}} - |f(x)/\varepsilon|_{X^{-1}} \leq |f(x)/\varepsilon|_{X^{-1}}. \]

Therefore, \(|f(x)| \to \infty\) as \(|x| \to \infty\).
D. Proof of Theorem 2.9

Proof: In (51), taking the time integration in \([-t,0]\) instead of \([0,t]\) yields

\[ |x_0 - x_0'|_\mathcal{X} \leq |x(-t) - x'(-t)|^2_{\mathcal{X}} + \int_{-t}^{0} |u(\tau) - u'(\tau)|^2 d\tau, \forall t > 0. \]

Therefore, (9) holds for any pair \((u,u')\) achieving \(\lim_{t \to \infty} (x(-t) - x'(-t)) = 0.\)

E. Proof of Theorem 2.10

Proof: The time integration in \([0,t]\) of (55) with \(u = u' = u^*\) leads to

\[ |x(t) - x'(t)|^2_{\mathcal{X}} + \int_0^t |y(\tau) - y'(\tau)|^2 d\tau \leq |x_0 - x_0'|^2_{\mathcal{X}}, \forall t > 0. \]

Since the system has the detectability property (6), we have (10) by taking \(t \to \infty\); see Remark 2.6 also.

F. Proof of Theorem 2.13

Proof: Suppose that \(r = n - 1\). Define a function \(V\) as

\[ V(x, x_r) = \sigma_n^{-2} \left| x - c - \begin{bmatrix} x_r \\ 0 \end{bmatrix} \right|^2 + \left| x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right|^2 \Sigma^{-1}. \]

(56)

Its time derivative along the trajectories of the systems (1) and (13) can be shown to read

\[ \frac{dV(x, x_r)}{dt} = \sigma_n^{-2} W_1(x, x_r) + W_2(x, x_r) + W_3(x, x_r) \]

where

\[ W_1(x, x_r) := 2 \left( x - c - \begin{bmatrix} x_r \\ 0 \end{bmatrix} \right)^\top \Sigma \left( f(x) - \begin{bmatrix} f_1(x_r + c, c_2) \\ 0 \end{bmatrix} \right) \]

\[ W_2(x, x_r) := 2 \left( x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right)^\top \Sigma^{-1} \left( f(x) + \begin{bmatrix} f_1(x_r + c, c_2) \\ 0 \end{bmatrix} \right) \]

\[ W_3(x, x_r) := 4 \left( x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right)^\top \Sigma^{-1} Bu. \]

In order to proceed with further computations, define

\[ \gamma_-(s) = sx + (1-s) \begin{bmatrix} c \\ x_r \end{bmatrix} \]

\[ \gamma_+(s) = sx + (1-s) \begin{bmatrix} c \\ -x_r \end{bmatrix}. \]

Then,

\[ f(x) - f(x_r + c_1, c_2) = \int_0^1 \partial f(\gamma_-)(s) ds \left( x - c - \begin{bmatrix} x_r \\ 0 \end{bmatrix} \right). \]

(57)

Also, from \(f(x_r + c_1, c_2) = -f(-x_r + c_1, c_2)\)

\[ f(x) + f(x_r + c_1, c_2) = f(x) - f(-x_r + c_1, c_2) \]

\[ = \int_0^1 \partial f(\gamma_+)(s) ds \left( x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right). \]

(58)

It follows from (4) and (57) that

\[ W_1(x, x_r) \]

\[ = 2 \left( x - c - \begin{bmatrix} x_r \\ 0 \end{bmatrix} \right)^\top \Sigma \left( f(x) - f(x_r + c_1, c_2) \right) \]

\[ + 2 \left( x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right)^\top \Sigma \left[ f_2(x_r + c_1, c_2) \right] \]

\[ = \left( x - c - \begin{bmatrix} x_r \\ 0 \end{bmatrix} \right)^\top \int_0^1 (\partial f(\gamma_-)(s)) ds \left( x - c - \begin{bmatrix} x_r \\ 0 \end{bmatrix} \right) \]

\[ + 2\sigma_n (x_2 - c_2)^\top f_2(x_r + c_1, c_2) \]

\[ \leq -\|y - yr\|^2 + 2\sigma_n (x_2 - c_2)^\top f_2(x_r + c_1, c_2) \]

\[ - \varepsilon \left| x - c - \begin{bmatrix} x_r \\ 0 \end{bmatrix} \right|^2. \]

Similarly, it follows from (3) and (58) that

\[ W_2(x, x_r) \]

\[ = 2 \left( x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right)^\top \Sigma^{-1} \left( f(x) + f(x_r + c_1, c_2) \right) \]

\[ - 2 \left( x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right)^\top \Sigma^{-1} \left[ f_2(x_r + c_1, c_2) \right] \]

\[ = \left( x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right)^\top \int_0^1 (\partial f(\gamma_+)(s)) ds \left( x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right) \]

\[ - 2\sigma_n (x_2 - c_2)^\top f_2(x_r + c_1, c_2) \]

\[ \leq -\|B^\top \Sigma^{-1} \left( x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right)\|^2 \]

\[ - 2\sigma_n (x_2 - c_2)^\top f_2(x_r + c_1, c_2) \]
\[-\varepsilon \left| x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \right|^2 .\]

Combining the above computations leads to
\[
dV(x, x_r) \leq -\sigma_n^{-2} |y - y_r|^2 + 4|u|^2 - \varepsilon V(x, x_r) - 2u - B^T\Sigma^{-1} \begin{bmatrix} x - c - \begin{bmatrix} -x_r \\ 0 \end{bmatrix} \end{bmatrix}^2 .\]

The time integration over the interval $[0, t]$ yields
\[
\sigma_n^2 V(x(t), x_r(t)) + \varepsilon \int_0^t \sigma_n^2 V(x(\tau), x_r(\tau)) d\tau + \int_0^t |y(\tau) - y_r(\tau)|^2 d\tau \leq \sigma_n^2 V(x(0), x_r(0)) + 4\sigma_n^2 \int_0^t |u(\tau)|^2 d\tau , \forall t > 0 .
\]

Note that $V(c, 0) = 0$ and $V(x, x_r) \geq 0$ for all $(x, x_r) \in \mathbb{R}^n \times \mathbb{R}^r$.
Then, for $x(0) = c$ and $x_r(0) = 0$, we obtain
\[
\|y - y_r\| \leq 2\sigma_n\|u\| .
\]

Recursively using the triangular inequality leads to (14). Although $\sigma_{n-1} > \sigma_n$ is assumed, the proof can be extended to the case where $\sigma_r > \sigma_{r+1} = \cdots = \sigma_n$.

\section*{G. Preliminary Analysis for Proving Theorem 4.4}

For the sake of latter analysis, we compute a dissipation type inequality for 2-D model reduction obtained from (59) when $c = 0$.
From the definition of reduction $V(x, x_r)$ in (56) with $c = 0$, there exists $\zeta_n > 0$ such that $\zeta_n \|x\|^2 \leq \sigma_n^2 V(x, x_r)$. Also, when $x_r = 0$, there exists $\bar{\sigma}_n > 0$ such that $\sigma_n^2 V(x, 0) \leq \bar{\sigma}_n \|x\|^2$.
Therefore, (59) with $x_r(0) = 0$ leads to
\[
\zeta_n \|x(t)\|^2 + \varepsilon \int_0^t \zeta_n \|x(\tau)\|^2 d\tau + \int_0^t |y(\tau) - y_r(\tau)|^2 d\tau \leq \zeta_n \|x(0)\|^2 + 4\sigma_n^2 \int_0^t |u(\tau)|^2 d\tau , \forall t > 0 .
\]

Next, let $\bar{x}_r$ and $\bar{y}_r$ be the state and output of the $n-1$ reduced-order model, and $V(\bar{x}_r, \bar{x}_r)$ denote the corresponding function to (56) with $c = 0$.
Again, there exist $\zeta_{n-1} > 0$ such that $\zeta_{n-1} \|\bar{x}_r\|^2 \leq \sigma_{n-1}^2 V(\bar{x}_r, \bar{x}_r)$ and $\bar{\sigma}_{n-1} > 0$ such that for $x_r = 0$, $\sigma_{n-1}^2 V(0, \bar{x}_r) \leq \bar{\sigma}_{n-1} \|\bar{x}_r\|^2$.
Again, (59) with $x_r(0) = 0$ leads to
\[
\zeta_{n-1} \|\bar{x}_r(t)\|^2 + \varepsilon \int_0^t \zeta_{n-1} \|\bar{x}_r(\tau)\|^2 d\tau + \int_0^t |y_r(\tau) - \bar{y}_r(\tau)|^2 d\tau \leq \zeta_{n-1} \|\bar{x}_r(0)\|^2 + 4\sigma_{n-1}^2 \int_0^t |u(\tau)|^2 d\tau , \forall t > 0 .
\]

Combining these two yields
\[
\left( \zeta (|x| + |\bar{x}_r|)^2 + \varepsilon \int_0^t \zeta (|x| + |\bar{x}_r|)^2 d\tau + \int_0^t |y - \bar{y}_r|^2 d\tau \right)^{1/2} \leq \left( \zeta_n |x|^2 + \varepsilon \int_0^t \zeta_n |x|^2 d\tau + \int_0^t |y - y_r|^2 d\tau \right)^{1/2} + \varepsilon \int_0^t \zeta_n |x|^2 d\tau + \int_0^t |y_r - \bar{y}_r|^2 d\tau \right)^{1/2} \leq \zeta \|x(0)\| + 2(\sigma_n + \sigma_{n-1})\|u\| \leq 2(\sigma_n + \sigma_{n-1})\|u\|
\]

for some constants $\zeta, \tau > 0$, where the triangular inequality is used in the first and last inequalities. Equivalently, we have
\[
\zeta(|x(t)| + |\bar{x}_r(t)|)^2 + \varepsilon \int_0^t \zeta(|x| + |\bar{x}_r|)^2 d\tau + \int_0^t |y - \bar{y}_r|^2 d\tau \leq (1 + 1/\theta) \zeta(|x(0)| + |\bar{x}_r(0)|)^2 + 2(\sigma_n + \sigma_{n-1})\|u\|^2 .
\]

By repeating similar procedure, for the $r$-dimensional reduced-order model, we have
\[
\zeta(|x(t)|^2 + |x_r(t)|^2)^2 + \varepsilon \int_0^t \zeta(|x(\tau)|^2 + |x_r(\tau)|)^2 d\tau + \int_0^t |y - \bar{y}_r|^2 d\tau \leq (1 + 1/\theta) \zeta(|x(0)|^2 + |\bar{x}_r(0)|^2) + 4(1 + \theta) \left( \sum_{i=r+1}^n \sigma_i \right)^2 \int_0^t |u(\tau)|^2 d\tau , \forall t \in \mathbb{R}_t^+ .
\]

\section*{APPENDIX B
PROOFS FOR GD LQG BALANCING

\section*{A. Proof of Theorem 3.1

\textbf{Proof:} Since $J$ is defined by taking the infimum, it suffices to show
\[
\int_0^\infty (|u(\tau) - y(\tau)|^2 + |y(\tau) - y'(\tau)|^2) d\tau \leq \int_0^\infty (|u(\tau) - u'(\tau)|^2 + |y(\tau) - y'(\tau)|^2) d\tau .
\]

for some pair $(u, u')$ satisfying $u - u' \in L_1^2([0, \infty))$ and achieving $x(\infty) = x'(\infty)$ for any $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$.
As such a pair of inputs, we choose $u = -B^TPx$ and $u' = -B^TPx'$. One notices that $P^{-1}$ is a GD controllability Gramian of the closed-loop system $\dot{x} = f(x) - BB^TPx + Bv$.
Applying (49) to the closed-loop system with $v = 0$ implies the existence of its
solution for any $t \geq 0$ and initial state $x(0) \in \mathbb{R}^n$ even when $\varepsilon = 0$. In addition, (52) with $x'(0) = 0$ and $v = v'$ = 0 concludes that the solution is a bounded function of $t \geq 0$, and consequently uniformly continuous, where we use Assumption 2.15 that the origin is an equilibrium point.

In a similar manner as the proof of Theorem 2.2, it follows from (17) and (50) that
\[
\frac{d}{dt}(x - x')_{\|p} = 2(x - x')^T P(f(x) - f(x') + B(u' - u')) \leq (x - x')^T PBB^T P(x - x') + 2(x - x')^T PB(u - u') \leq (x - x')^T PBB^T P(x - x') + 2(x - x')^T PB(u - u') - |y - y'|^2 \leq |u - u' + B^T P(x - x')|^2 - |u - u'|^2 - |y - y'|^2.
\]
The time integration over $[0, t]$ yields
\[
|x(t) - x'(t)|_{\|p} \leq |x(0) - x'(0)|_{\|p} + \int_0^t \left( |u(\tau) - u'(\tau)| + B^T P(x(\tau) - x'(\tau)) \right)^2 d\tau.
\]
For $u = -B^T P x$ and $u' = -B^T P x'$, we have
\[
\int_0^t \left( |u(\tau) - u'(\tau)|^2 + |y(\tau) - y'(\tau)|^2 \right) d\tau \leq |x(0) - x'(0)|^2.
\]
Taking $t \to \infty$ concludes $u - u' = -B^T P(x - x') \in L_2^\infty[0, \infty)$ for any pair $(x_0, x'_0) \in \mathbb{R}^n \times \mathbb{R}^n$. Since as mentioned above, $x(t)$ and $x'(t)$ are uniformly continuous, Barbalat’s lemma concludes
\[
\lim_{t \to \infty} |x(t) - x'(t)| = 0, \quad \lim_{t \to \infty} |y(t) - y'(t)| = 0.
\]
The detectability property (6) implies $\lim_{t \to \infty} |x(t) - x'(t)| = 0$.

### B. Proofs of Theorem 3.2

**Proof:** In a similar manner as the proof of Theorem 2.2, it follows from (18) that
\[
\frac{d}{dt}|x - x'|_{Q^{-1}} \leq 2(x - x')^T Q^{-1}(f(x) - f(x') + B(u - u')) \leq |x(0) - x'(0)|_{Q^{-1}} + \int_0^t \left( |u(\tau) - u'(\tau)|^2 + |y(\tau) - y'(\tau)|^2 \right) d\tau.
\]
Therefore, $Q$ is a GD detectability Gramian of the GD LCR (23).

### D. Proof of Theorem 3.5

**Proof:** First, (18) can be rewritten as
\[
(Q + P^{-1})(\partial f(x) - QC^T C) + Q(\partial f(x) - QC^T C)^T \leq -[B \quad QC^T][B \quad QC^T]^T - \varepsilon P.
\]
Therefore, $Q$ is a GD detectability Gramian of the GD LCR (23). Next, direct computations with (17) and (18) lead to
\[
(Q + P^{-1})(\partial f(x) - QC^T C) + (\partial f(x) - QC^T C)^T(Q + P^{-1})^{-1} \leq -C^T C - \varepsilon(Q + P^{-1})^{-1}
\]
Therefore, $(Q + P^{-1})^{-1}$ is a GD observability Gramian of the GD LCR (23).
E. Proof of Theorem 3.6

Proof: After the change of coordinates $\xi = x_c - x$ for the controller dynamics, the closed-loop system (26) becomes

$$\begin{cases} 
\dot{x} = f(x) - BB^T P x - BB^T P \xi + Bu \\
\dot{\xi} = f(\xi + x) - f(x) - QC^T C \xi.
\end{cases}$$

This change of coordinates does not affect stability properties, and thus we analyze this system.

First, we consider $\xi$. By using the path $sx + x$, we have

$$f(\xi + x) - f(x) = \int_0^1 \partial f(sx + x) \xi ds.$$

Then, it follows from (18) and (62) that

$$\frac{d}{dt} \|\xi\|^2 = 2\xi^T Q^{-1}(f(\xi + x) - f(x) - QC^T C \xi) = \int_0^1 \xi^T (Q^{-1} \partial f(sx + x) + \partial f(sx + x) Q^{-1}) \xi ds - 2|C\xi|^2 \leq \xi^T (Q^{-1} (QC^T CQ - BB^T - \varepsilon Q) Q^{-1} - 2|C\xi|^2 \leq -\varepsilon \|\xi\|^2.$$

Next, we consider $x$. From Assumption 2.15, $f(0) = 0$. By using the path $sx$, we obtain

$$f(x) - BB^T P x = \int_0^1 (\partial f(sx) - BB^T P) x ds.$$}

Then, it follows from (61) and (64) that

$$\frac{d}{dt} \|x\|^2 = 2x^T (P + Q^{-1})(f(x) - BB^T P x) - 2x^T (P + Q^{-1}) BB^T P \xi = \int_0^1 x^T ((P + Q^{-1})(\partial f(sx) - BB^T P) + (\partial f(sx) - BB^T P) (P + Q^{-1})) x ds - 2x^T (P + Q^{-1}) BB^T P \xi \leq -2x^T (P + Q^{-1}) |x|^2 - 2\|x\|^2 (P + Q^{-1}) |x|^2 \leq -\varepsilon \|x\|^2 + |B^T P \xi|^2.$$

There exists a sufficiently large $c > 0$ satisfying

$$-\varepsilon Q^{-1} + PBB^T P < 0.$$

Therefore, from (63) and (65), $\varepsilon \|x\|^2 + \|x\|^2 (P + Q^{-1})$ is a Lyapunov function for GE at the origin.

APPENDIX C

PROOFS FOR GD $H_{\infty}$-BALANCING

A. Proof of Theorem 4.2

Proof: In the new coordinates $\xi = x_c - x$, the closed-loop system becomes

$$\begin{cases} 
\dot{x} = f(x) - BB^T P x - BB^T P \xi + Bu \\
\dot{\xi} = f(\xi + x) - f(x) - (Q z_c - \gamma^2 P) C^T (C \xi - w), \\
\dot{z} = -B^T P (x + \xi), \quad \dot{z} = C x.
\end{cases}$$

From Assumption 2.15, $f(0) = 0$, and thus the origin is an equilibrium point when $w = 0$.

By using the path $sx$ and (29), direct computations with $z_y = C x$ yield

$$\frac{d}{dt} \|x\|^2 = 2x^T P (f(x) - BB^T P x - BB^T P \xi + Bu) \leq -(1 + \gamma^2) x^T P x + BB^T P \xi \leq -2x^T P x |BB^T P \xi x + 2\|x\|^2 - x^T P Bw - |C x|^2 - \varepsilon x P \xi x \leq -x^T P x BB^T P \xi x - 2x^T P x BB^T P \xi x \leq -\gamma^2 |BB^T P \xi x - \gamma^2 w_x|^2 + \gamma^2 |w_x|^2 - \varepsilon |x|^2 P \xi x.$$
B. Proof of Theorem 4.3

Proof: First, \( \varepsilon = \varepsilon_1 + 2\varepsilon_2 \), (29) and (33) yield
\[
P_x \partial f(x) + \partial^2 f(x) P_x - (\beta^2 - \alpha) P_x B B^T P_x + C^T C + (\varepsilon_1 + \varepsilon_2) P_x \preceq 0
\]
and thus \( P_x \) satisfies (29) for \( \hat{\beta} := \sqrt{\beta^2 - \alpha} > 0 \). Next, from (30), one can confirm that its left-hand side is lower bounded on \( -R_\infty(x) \). In addition, from (29), \( Q_\infty \) satisfies
\[
\partial f(x) Q_\infty + Q_\infty \partial^2 f(x) - \beta^2 Q_\infty C C^T Q_\infty + BB^T + \varepsilon Q_\infty - \varepsilon \gamma^2 Q_\infty P_x Q_\infty \preceq -\gamma^2 Q_\infty \tilde{R}_\infty(x) Q_\infty.
\]
Item 3) of Theorem 4.2 and (34) imply that \( Q_\infty \) satisfies (31) for \( \hat{\beta} \). Finally, it follows that \( \hat{\beta} = \sqrt{1 - \gamma^2} \).

C. Proof of Lemma 4.8

Proof: Let \( \xi_r := x_r - x_r \) and \( V_r(x_r, \xi_r) := |x_r|^2_{\Pi_1} + |\xi_r|^2_{\gamma^2 \Pi_1^{-1}} \). Then, in a similar manner as the proof of Theorem 4.2, it follows that
\[
\frac{d}{dt} V_r(x_r, \xi_r) + \varepsilon V_r(x_r, \xi_r)
\leq -(|u_r|^2 + |y_r|^2) + (1 + \gamma^{-1} \beta^2)|\tilde{w}_r|^2
\]
where again recall the definitions of \( \tilde{w}_r \) in (43).

On the other hand, let \( \Pi_1 := \beta^2 \Pi_1 \). For the system \( M_1^{-1} \) in (46), the direct computation with (29) yields
\[
\frac{d}{dt} |x_r|^2_{\Pi_1} + \varepsilon |x_r|^2_{\Pi_1}
\leq |x_1 + B_0 \Pi_1 x_r| + 2yx_{\Pi_1} - \beta^2 |C_1 x_r|^2
\]
\[
= |B_1 \Pi_1 x_r + u_r|^2 - |u_r|^2 - \beta^2 |C_1 x_r|^2
\]
\[
= (1 + \gamma^{-1} \beta^2 - \beta^2)|x_r|^2_{\Pi_1} + (1 + \gamma^{-1} \beta)|\xi_r|^2_{\gamma^2 \Pi_1^{-1} - \Pi_1}.
\]
Note that \( 1 + \gamma^{-1} \beta - \beta^2 > 0 \). Therefore, \( W_r(x_r, \xi_r) \) is positive definite. We compute its time derivative. From (66) and (68) are based on the same inequality (29), by decomposing the time derivative of \( (1 + \gamma^{-1} \beta - \beta^2)|x_r|^2_{\Pi_1} \) into two parts, we obtain from (67) and (68)
\[
\frac{d}{dt} V_r(x_r, \xi_r) + \varepsilon V_r(x_r, \xi_r)
\leq -|v|^2 + (1 + \gamma \beta^{-1})^2 |\tilde{w}_r|^2.
\]
Recall \( \tilde{w}_r = \tilde{e} + \tilde{w} \) in (43). By taking its time integration over \([0, \infty)\) and using the triangular inequality, we obtain the statement of this lemma.

D. Proof of Theorem 4.4

Proof of item 1): By using Lemma 4.8, Corollary 4.9, and the counterpart of Theorem 4.2 to the reduced-order closed-loop system \( G_r, K_r \), item 1) can be shown by following a similar procedure as the proof of [20, Theorem 4.4], where \( \varepsilon \in [0] \) is \( \rho_r / \beta \) of this paper.

Proof of item 2): We consider the perturbation \( \Delta \). The modification of (60) to the GD RCR (44) is
\[
\frac{d}{dt} \|x(t)\|^2 + |x_r(t)|^2 + \varepsilon \int_0^t |z(t)|^2 + |x_r(t)|^2) dt + \int_0^t |e(t)|^2 dt
\]
\[
\leq \left( \frac{1}{1 + 1/\theta} \right) \varpi(|x(0)|^2 + |x_r(0)|^2) + \rho_r^2(1 + \theta) \int_0^t |v(t)|^2 dt
\]
for any \( \theta > 0 \), where the initial states of \( r + 1 \) to \( n - 1 \)-D reduced-order models are zero.

Next, we study the feedback interconnection of \( G_r, K_r \) : \( \hat{e} \rightarrow v \) and \( \Delta : v \rightarrow \tilde{e} \) for \( \tilde{w} = 0 \). Let \( V_r(x_r, \xi_r, x_r) := \rho_r^2(1 + \theta) W_r(x_r, \xi_r) + \varpi(x)^2 + |x_r|^2 \) for \( W_r(x_r, \xi_r) \) in (69).

Then, the two inequalities (69) with \( \tilde{w}_r = \tilde{e} + \tilde{w} \) (70) yield
\[
V(x_r(t), \xi_r(t), x_r(t)) + \varpi \int_0^t \varpi(t) dt + \int_0^t (1 + 1/\theta)(1 + \gamma^{-1} \beta^2)|\tilde{e}(t)|^2 dt
\]
\[
\leq \rho_r^2(1 + \theta) W_r(x_r(0), \xi_r(0)) + (1 + 1/\theta)\varpi(|x(0)|^2 + |x_r(0)|^2).
\]
From item II), \( 1 - \rho_r^2(1 + \gamma^{-1} \beta^2)^2 > 0 \), which implies that there exists a sufficiently small \( \theta > 0 \) such that
\[
1 - \rho_r^2(1 + \theta)(1 + \gamma^{-1} \beta^2)^2 > 0.
\]
Also, there exists \( \dot{e} > 0 \) such that
\[
\rho_r^2(1 + \theta) W_r(x_r, \xi_r) + (1 + 1/\theta)\varpi(|x|^2 + |x_r|^2)
\leq \dot{\varepsilon} V(x_r, \xi_r, x_r).
\]

Therefore, we obtain
\[
V(x_r(t), \xi_r(t), x_r(t)) + \varpi \int_0^t \varepsilon(t) dt + \int_0^t \varpi(t) dt
\]
\[
\leq \dot{\varepsilon} V(x_r(0), \xi_r(0), x_r(0), x_r(0)), \forall t \in R_+.
\]

From the Gronwall inequality [35, Lemma A.1], the inter-connected system of \( G_r, K_r \) and \( \Delta \) is GES at the origin. When \( x_r(0) = 0 \), this implies the GES at the origin of the closed-loop system \( G_r, K_r \) with the states \( x \) and \( x_r \).
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