ABSTRACT: Significant protein rearrangement upon excitation and energy transfer in Fenna–Matthews–Olson protein of Prosthecochloris aestuarii results in a modified energy landscape, which induces more changes in pigment site energies than predicted by the “standard” hole-burning theory. The energy changes are elucidated by simulations while investigating the effects of site-dependent disorder, both static (site-energy distribution widths) and dynamic (spectral density shapes). The resulting optimized site energies and their fluctuations are consistent with relative differences observed in inhomogeneous widths calculated by recent molecular dynamic simulations. Two sets of different spectral densities reveal how their shapes affect the population dynamics and distribution of exciton lifetimes. Calculations revealed the wavelength-dependent distributions of exciton lifetimes ($T_\text{r}$) in the femtosecond to picosecond time frame. We suggest that the calculated multimodal and asymmetric wavelength-dependent $T_\text{r}$ distributions offer more insight into the interpretation of resonant hole-burned (HB) spectra, kinetic traces in two-dimensional (2D) electronic spectroscopy experiments, and widely used global analyses in fitting data from transient absorption experiments.

1. INTRODUCTION

The well-studied Fenna–Matthews–Olson (FMO) protein homotrimer binds a minimum of seven bacteriochlorophyll (BChl) molecules per monomer, as confirmed by multiple crystal structures over the years. $^3$ An eighth BChl a pigment in Chlorobaculum tepidum FMO has been resolved at the interface between monomers $^4$ but with variable occupancy (based on X-ray crystallography and oxidation experiments). $^7,8$ However, a very recent structure of Prosthecochloris aestuarii FMO resolved only seven BChls per monomer. $^1$ In fact, all P. aestuarii samples studied in our laboratory contained only seven BChls per monomer. The eighth pigment is either lost during protein isolation and/or purification procedures. $^2$ Although several spectral assignments for BChl $a$, based on the simulations of various optical spectra $^{10,14}$ or theoretical calculations $^{15,15–18}$ have been proposed, the pigment site energies, energy landscape, and excitation energy transfer (EET) pathways in the P. aestuarii FMO complex are not fully determined. In particular, it is not obvious whether all monomer pigments have different shapes of phonon spectral densities. Nevertheless, there is an overwhelming consensus that BChl $a$ 3 is the lowest energy pigment, $^{8,9,12,17–19}$ being located near the membrane-bound reaction center (RC) $^2$, and that BChl $a$ 4 has minor contribution to the lowest energy state. $^2,20$ It is assumed that pigments near the baseplate most likely contribute to the high-energy states, $^{15}$ however, assignments of the site energies of BChls are not well established. This is especially true of P. aestuarii FMO, which has been studied less in recent years than Calosoma tepidum FMO.

There is also no consensus as to the origin and nature of the resonant and nonresonant hole-burned (NRHB) spectra, although various interpretations have been proposed. $^{21–24}$ In general, there are differences between the shapes of the reported absorption, circular dichroism (CD), emission, and NRHB spectra $^{12,25}$ complicating the proper assignment of BChl site energies in P. aestuarii FMO complexes. Therefore, heterogeneity of the isolated FMO complexes and the efficiency of uncorrelated EET between monomers need to be considered before the differences observed between the nonresonant and resonant HB spectra are assigned to processes responsible for observed spectral features, as suggested in ref 21. For example, it was proposed that the broad absorbance changes and the relatively sharp features (resonant with the burn wavelength) are induced by different mechanisms, with the former likely due to protein conformational changes. $^{21}$ Furthermore, the small features (bleaches) observed in ref 23 and assigned to the energy levels of the individual exciton states in the Qy band were not reproduced in ref 21.

Very recently, it was demonstrated experimentally by two-dimensional electronic spectroscopy (2DES) that the short lifetime of electronic coherence in FMO, LHCII, and PSI RC...
complexes prevents the development of long-lived oscillations related to exciton coherence and is unimportant with respect to the EET in the typical photosynthetic protein complexes at ambient temperature. However, numerous previously published papers revealed different dynamics of excitonic populations and coherence, both experimentally and theoretically. Thus, the lack or presence of long-lived quantum coherence in EET in P. aestuarii complexes is still a matter of debate and more information on the excitonic structure is needed. Resonant HB experiments of C. tepidum FMO and its mutants suggest that relaxation of low-energy and high-energy exciton states occurs on a picosecond and sub-picosecond time scale, respectively.

We studied many P. aestuarii complexes during the last decade to address their intactness and/or heterogeneity, as well as the controversial issues mentioned above. In this work, we apply HB spectroscopy and modeling studies of absorption, emission, CD, and resonant/NRHB spectra to provide more insight into its excitonic structure and dynamics. Here, we only note that P. aestuarii displays type 1 absorption spectra (where the 12 280 cm$^{-1}$ band is most intense) and C. tepidum displays a type 2 absorption spectrum (with the 12 400 cm$^{-1}$ band carrying most intensity), although these complexes are structurally very similar. Figure 1A shows FMO trimer of P. aestuarii. Figure 1B illustrates high structural homology between FMO complexes of FMO from C. tepidum (green), P. aestuarii (cyan), and Pelodictyon phaeum (magenta). These complexes, based on ref 2, contain eight BChls per monomer. Although phytyl tails have been truncated for clarity, the alignment algorithm of crystal structures took phytyl tails into consideration when minimizing the root-mean-square deviation. It is apparent that the arrangements of the BChls in all three FMO complexes are very similar. The latter, however, does not mean that all FMO complexes have the same energy landscape and/or propensity to light-induced protein conformational changes. A comparison of monomer structures of the P. aestuarii FMO with only seven BChls, i.e., the 3EOJ (green; BChl 8 is not shown) and 6MEZ (cyan) structures, is shown in Figure 1C.

Below, we describe the spectral differences observed in P. aestuarii FMO trimers and discuss various Hamiltonians that can simultaneously describe multiple optical spectra, including HB spectra obtained for our intact complexes. We discuss the influence of the number and shape of phonon spectral densities (SDs) for individual pigments on exciton population dynamics, exciton lifetimes, and temperature dependence of absorption spectra (for comparison, we show Hamiltonians describing the absorption and CD spectra of Vulto et al. in the Supporting Information). Finally, the recently calculated site energies and site inhomogeneities of individual pigments are contrasted with the parameters obtained from our modeling studies. The main objective, however, is to provide insight into population dynamics and to distinguish between regular HB and possible additional light-induced protein conformational changes, both experimentally and via modeling studies. In particular, we show below that (i) due to site-dependent fluctuations static disorder at 5 K is site-specific, i.e., inhomogeneous broadening varies from pigment to pigment, but it is much smaller than that calculated by recent molecular dynamic (MD) simulations at room temperature; (ii) we argue that in all FMO samples from P. aestuarii studied in this laboratory BChl 8 is absent; (iii) we provide further evidence that the site energy of BChl 8 most likely lies near 805–806 nm, in agreement with refs 8, 18, and 35, not near 780–787 nm as suggested in refs 9 and 17; (iv) we suggest that the Drude–Lorentz shapes of phonon SDs cannot describe the experimentally observed low-temperature phonon sideband; (v) we reason that the exciton population dynamics must be consistent with both time- and frequency-domain data, reflecting experimentally observed picosecond and femtosecond exciton lifetimes; and (vi) we suggest that the shape of P. aestuarii FMO NRHB spectra are affected by long-range protein conformational changes not present in C. tepidum FMO.

2. MATERIALS AND METHODS

2.1. Sample Preparation. Isolated FMO complexes were prepared as described previously with a 50 mM Tris-HCl buffer and stored at 0 °C. All samples over the years were prepared by students and postdocs in Prof. R. Blankenship’s laboratory. A glass-forming solution of glycerol and ethylene glycol (55/45 v/v) was added to all samples before low-temperature experiments.

2.2. Experimental Procedures. A Bruker HR125 Fourier transform spectrometer was used to measure low-temperature absorption and HB spectra. In absorption and NRHB measurements, the resolution was set to 4 cm$^{-1}$, while for resonant HB, a spectral resolution of 1 cm$^{-1}$ was used. Fluorescence spectra were collected with a resolution of 0.1 nm by a Princeton Instruments Acton SP-2300 spectrograph equipped with a back-illuminated CCD camera (PI Acton Spec10, 1340 x 400). The excitation source for both NRHB and fluorescence spectra was 488.0 and/or 496.5 nm laser lines from a Coherent Innova-90 argon ion laser. In resonant HB experiments, the tunable excitation came from a Coherent 899-01 Ti:Sapphire laser (line width of 0.07 cm$^{-1}$) pumped by a Millenia 10s (Spectra-Physics) diode-pumped solid-state laser at 532 nm. Power from the laser output was stabilized with a Laser Power Controller (Brockton Electro-Optics Corp.) and
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precisely set by a continuously adjustable neutral density filter. All experiments were performed inside a Janis 8-DT Super Vari-Temp liquid helium cryostat controlled by a Lakeshore Cryotronic model 330 temperature controller.

2.3. Modeling Studies. Our modeling approach is described in ref 8 and Section S1 of the Supporting Information. In brief, the disorder is introduced into the diagonal matrix elements (i.e., $E_n^0$) by a Monte-Carlo approach with normal distributions centered at $E_n^0$ ($n$ labeling various pigments, i.e., $n = 1–21$ or 1–24) and with full width at half maximum (fwhm) representing $\Gamma_{inh}$ which can be site dependent. Eigendecomposition of the interaction matrix provides eigencoeficients ($\alpha^{(n)}$) and eigenvalues ($\omega^{(n)}$). Phonon and vibrational Huang–Rhys factors ($S$), used as free parameters, are optimized simultaneously against the experimental spectra. In model I, we assume that the phonon spectral density (weighted phonon profile) is well described by a continuous function, which is chosen to be a lognormal distribution, as illustrated in ref 41. We use experimentally determined phonon spectral density $J_{ph}(\omega)$ for BChl 3 and a broader spectral density shape for the remaining pigments (for details see refs 8 and 41), and vibrational spectral density $J_{vib}(\omega)$. Intramolecular vibrational modes ($J_{vib}$) are considered to be dynamically localized. $S_{inh}$ = 0.4 while the total sum of all individual vibration $S$-factors, $S_{inh}$ = 0.17 and 0.3 for absorption and emission spectra, respectively. In model II, we use modified Drude–Lorentz SDs; details are given below and in the Supporting Information.

In simulations of optical spectra, we use a non-Markovian reduced density matrix theory with a Nelder–Mead simplex algorithm for parameter optimization. Our in-house written software can simultaneously fit several types of experimental spectra at different temperatures, providing constraints on the pigment site energies of interest. We model NRHB spectra in the following way; after diagonalization of the Frenkel Hamiltonian, a preburn absorption spectrum is calculated from Redfield theory. The low-fluence approximation is used, which allows to burn (change energy) only for pigments that contribute to the thermally allowed lowest energy exciton states. That is, we select the burning pigment randomly, in proportion to pigments’ thermal occupation numbers. The latter are calculated by finding thermal occupation numbers for each exciton state, followed using squared eigenvectors to sum pigment contributions to these states. The postburn site energy of the burned pigment is selected randomly either from the same site-distribution function (SDF) or, if the energy landscape is modified, the distribution’s width and mean can change. All other diagonal elements of the Hamiltonian are unchanged. The Hamiltonian is again diagonalized and a postburn absorption spectrum is calculated. The resulting HB spectrum is calculated as the preburn absorption subtracted from the postburn absorption spectrum. However, our algorithm allows additional site-energy changes for some or all of the pigments (with variable probability) to describe the experimentally observed spectral changes (see Section 4.4). Each calculated spectrum is a result of 400 000 accumulated Monte-Carlo realizations and Gaussian smoothing (fwhm = 11 cm$^{-1}$). Exciton lifetimes ($T_1$) are calculated from exciton line widths using Redfield theory (see the Supporting Information); $T_1$ values are averaged and plotted as a function (histogram) of exciton energy. The spectral resolution for calculations is 1 cm$^{-1}$, which is also the bin size of the histogram. $T_1$ distributions (averaged over a desired wavelength range) are plotted as a function of time; in this case, the binning width is 2 fs and the total time range is 0–20 ps. Each exciton lifetime distribution is a result of 50 000 000 Monte-Carlo realizations.

3. RESULTS

3.1. Experimental Results. 3.1.1. Absorption and Fluorescence Spectra. Figure 2A shows typical differences observed in the absorption and nonresonant HB spectra (λ$_b$ = 496.5 nm) of P. aestuarii samples measured in our laboratory at $T = 5$ K during the last decade. Spectra of partly destabilized and our best (most intact) FMO complexes are shown as curves a and b, respectively. While the first and third absorption bands in curve a shift blue by about 0.5 nm, the second band near 814 nm shifts slightly red. The corresponding nonresonant HB spectra (curves d and c, respectively) are also different. Noticeably, the depth of the hole near 814 nm (∼12 280 cm$^{-1}$) in the partly destabilized complexes (curve d) is deeper when spectra are normalized to the low-energy hole at 827.1 nm (12 090 cm$^{-1}$). Remarkably, absorption near 806.5 nm (12 400 cm$^{-1}$) in curve a has larger oscillator strength than curve b, possibly due to a small contribution from BChl 8 in this particular sample, though...
slightly different baseline could also account (at least in part) for this effect. However, the overall shapes of nonresonant HB spectra (sample-dependent) are consistent with earlier studies.\textsuperscript{21,32} Our extensive studies of multiple \textit{P. aestuarii} FMO samples during the last decade suggest that, in general, the blue-shifted spectra are likely due to sample destabilization.

So far there were no attempts to describe the HB spectra theoretically. We hasten to add that the absorption spectra of aged complexes (kept in the freezer for 1–3 years), again with variable oscillator strength near 805–807 nm, are similar to spectrum a in Figure 2A suggesting that partial destabilization can also occur during extended storage (spectra not shown for brevity). It appears that \textit{P. aestuarii} FMO trimers, as previously reported for \textit{C. tepidum} FMO,\textsuperscript{34} also exhibit sample-dependent shifts of absorption, emission, and HB spectra. The differences between spectra a and b shown in Figure 2 (as well as HB spectra; curves d and c, respectively) are discussed in Section 4.1. Since the \textasciitilde 825 nm absorption bands in spectra a and b in Figure 2A are slightly shifted, the emission spectra originating from the corresponding lowest energy state should also be shifted with somewhat different shapes, in particular, when destabilization would affect the efficiency of the EET between monomers of the trimer. This is indeed observed, i.e., Figure 2B shows that the emission spectrum obtained for partly destabilized FMO (curve a) is broader and blue-shifted in comparison with spectrum b obtained for intact FMO (with a maximum near 827.5 nm). Curve c is the difference between spectra a and b, which is assigned (at least in part) to the emission from the destabilized complexes with a maximum near 826.5 nm.

3.1.2. Hole-Burned (HB) Spectra Burned at $\nu_b = 12284$ cm\textsuperscript{-1}. Curves b–f in Figure 3 are HB spectra burned at the maximum of the most intense absorption band near 814 nm of the FMO trimer with an increasing fluence. The HB spectra consist of a ZPH at the burning frequency and a broad NRHB spectrum due to EET to the lowest energy exciton state. That is, the bleach of the lowest energy exciton state occurs after light-induced coherences vanish and uncorrelated Förster-type EET between the lowest energy excitons of the three monomers (of the intact FMO trimers) takes place.

The red curve, f–d, at the bottom of Figure 3 is the difference between spectra f and d with ZPH subtracted. Interestingly, this curve reveals a typical nonresonant bleach (similar to that observed in \textit{C. tepidum} FMO)\textsuperscript{34} with a smaller ratio of 814 to 827 nm bleach (in contrast with curve c in Figure 2A). Moreover, in contrast to HB spectra shown in Figure 3, the (f–d) difference spectrum does not show the positive band near 12 440 cm\textsuperscript{-1} (803.9 nm), see an asterisk.

3.1.3. Frequency-Dependent Resonant Holes Obtained Using Constant Burning Fluence. Figure 4A compares HB spectra excited at $\lambda_b = 820.81$ nm (i.e., at the high-energy side of the 825 nm band (curve d)) and $\lambda_b = 496.5$ nm (curve c) for intact FMO sample; its absorption spectrum (curve a) is shown for a comparison. Curve b is the absorption spectrum obtained after burning at $\lambda_b = 496.5$ nm. Thus, curve c = b – a. The narrow and deepest hole in curve d (coincident with $\lambda_b = 820.81$ nm) is referred to hereafter as the resonant hole, while the broad bleach within the 825 nm band is due to EET to the lowest energy exciton. The ZPH width at $\lambda_b = 820.81$ nm ($\nu_b = 12 183.1$ cm\textsuperscript{-1}) corrected for spectral resolution is 3.2 cm\textsuperscript{-1} and corresponds to the EET time of \textasciitilde 3 ps (see Figure 4B). Curve d also resolves two narrow vibrational holes at 36.5 and 75.1 cm\textsuperscript{-1}, which arise due to rapid vibrational relaxation in the excited state of a pigment followed by hole burning; these (pseudo-) vibrational satellite holes are marked with arrows. Typically, 36 and 70 cm\textsuperscript{-1} modes were observed in fluorescence line-narrowed (FLN) spectra in ref 47, while 46 and 68 cm\textsuperscript{-1} modes were also observed in delta FLN spectra obtained for \textit{C. tepidum} FMO.\textsuperscript{42} Note that these satellites holes are superimposed on a broad bleach with a minimum near 826 nm that is very similar to that obtained for NRHB, clearly indicating the presence of uncorrelated EET from higher-lying exciton states to the lowest energy exciton state of the trimer. We have shown before that the trimeric organization of FMO (with the same SDF for each BCHl 3 mostly contributing to the 825 nm absorption band) leads to a triple splitting\textsuperscript{4,49} (see Figure S1 of the Supporting Information (SI)).

To obtain more information on the excited-state lifetimes ($T_1$) and interexciton level relaxation, eight high-resolution (resonantly burned) ZPHs, burned in the spectral region of 810–821 nm (12 180–12 345 cm\textsuperscript{-1}) with a low constant fluence of 0.4 J/cm\textsuperscript{2}, are presented in Figure 4B. The shallow ZPH holes were also superimposed on a broad bleach (not shown) very similar to the bleach obtained with $\lambda_b = 820.81$ nm (curve d in Figure 4A), which was subtracted. As mentioned above, such a broad spectral bleach is caused by excitonic relaxation followed by nonresonant burning of the lowest energy exciton state. Similar data were observed in WT \textit{C. tepidum} FMO.\textsuperscript{20,29} Solid black lines in Figure 4B are fitted Lorentzians plotted on top of the experimental (noisy) holes. The excited-state lifetimes that are related to the so-called homogeneously broadened lines, $\Gamma_{\text{hom}}$, where $\Gamma_{\text{hom}} = 1/2 \Gamma_{ZPB}$ can be obtained from eq 1

$$\frac{1}{T_2} = \pi c \Gamma_{\text{hom}} = \frac{1}{2T_1} + \frac{1}{T_2^*}$$  \hspace{1cm} (1)$$

where $T_2$ is the total dephasing time and $T_2^*$ is the pure dephasing time that strongly depends on temperature since dephasing is caused by phonon scattering; $c$ is the velocity of light (cm s\textsuperscript{-1}). At $T = 5$ K, $\Gamma_{\text{hom}}$ obtained for excitonically coupled systems are strongly dominated by the exciton level decay times ($T_1$), with $T_2^*$ being just a minor contribution.

Figure 3. Figure shows 5 K absorption (curve a) and resonant ($\nu_b = 12 284$ cm\textsuperscript{-1}) HB spectra (curves b–f) of \textit{P. aestuarii} FMO as a function of burning fluence from 0.5 to 4 J/cm\textsuperscript{2}. The red curve in the bottom is shifted apart for clarity and amplified \times 4. It is the difference between spectra f and d with the ZPH subtracted. An asterisk indicates the location of a band that forms in the beginning phase of hole burning (see text).
Therefore, $T_1 \sim (2\pi c \Gamma_{\text{hom}})^{-1}$. As in the case of C. tepidum FMO and its several mutants, for low fluence no sharp holes could be burned at wavelengths shorter than $\sim 804$ nm, indicating very fast relaxation times of high-energy excitons that decrease the quantum yield of the HB process. The experimentally determined $T_1$ values based on the ZPHs, corrected for spectral resolution, are given in black in Table 1 and are further discussed in Section 4.5. For comparison, blue, pink, and green colors indicate values obtained by Franken et al., Louwe et al., and Vulto et al., respectively.

#### 3.2. Simulation of Optical Spectra, Population Dynamics, and Exciton Lifetimes

To provide insight into the excitonic structure and dynamics of the trimer, one needs to provide a properly parametrized (structure-based) Hamiltonian that is consistent with various types of experimental data. As mentioned in the Introduction section, there have been several attempts to calculate and/or extract (via simulations) the excitation (site) energies of BCHls in various FMO complexes.

Several methods exist to calculate parameters such as electronic couplings between BCHls, optical transition energies of pigments in their protein binding site (site energies), and spectral densities of pigment–protein couplings. However, calculated site energies have to be further tuned using various algorithms to simultaneously describe multiple experimental data. Our modeling studies discussed below show that even perfect fits of multiple spectra may not provide experimentally determined exciton lifetimes and/or expected exciton population dynamics. Very recently Saito et al. using molecular dynamic (MD) simulations and a quantum mechanical/
molecular mechanical (QM/MM) methodology, obtained individual site energies and spectral densities of BChls in *P. australis* FMO complexes. These calculations revealed remarkably large site-energy fluctuations due to heterogeneity of the protein environment of individual BChls at both room temperature and 77 K. Although their site energies described well the room-temperature absorption, they could not reproduce the shape of the 77 K absorption spectrum. Moreover, very recent calculations of Kim et al., † using classical MD simulations for *C. tepidum* FMO, followed by the partial correction of pigment structures by constrained QM/MM geometry optimization (with effective fragments potential), also revealed large standard deviations (σ) for individual BChls in *P. australis* FMO, varying from about 55 to 146 cm⁻¹ (i.e., with fwhm of 130–340 cm⁻¹). While the MD simulations reported in ref 18 were performed at room temperature, the same values were used to model their 77 K absorption and CD spectra. Importantly, similar σ-values (68–144 cm⁻¹, i.e., fwhm of 160–340 cm⁻¹) were obtained in ref 17. Therefore, it is crucial to test the influence of multiple spectral densities (and their shapes), as well as variable distributions (static disorder) of site energies, on the quality of our optical spectra and resulting exciton lifetimes/population dynamics. Calculations are performed for FMO trimers with 21–24 BChls using the structure from the 3EOJ pdb file.²

3.2.1. Phonon Spectral Densities. In ref 41, we provided a critical assessment of typical phonon SDs, used to describe linear and nonlinear optical spectra in various photosynthetic complexes. For example, we have argued that the shapes of the overdamped Brownian oscillator (OBO, also called Drude–Lorentz) and Ohmic SDs, often used in the modeling of excitonic structure and dynamics of FMO complexes at cryogenic temperatures, are qualitatively wrong in comparison to the experiment, especially at very low frequencies.¹¹ Although the shape of the B777 SD often used in modeling studies, it can be used if its parameters are properly adjusted to fit experimental delta fluorescence line-narrowing (ΔFLN) spectra.¹⁵,⁴¹,⁴⁴ We have also shown the experimentally measured SDs of FMO;⁹ the CP29 antenna complex of PSII,⁵⁵ CP47,⁵⁶ and WSCP⁵⁷ can be described using a lognormal distribution function. Moreover, often it is assumed that all pigments have the same shape of SD, but this does not have to be the case, as experimentally determined SDs (via ΔFLN experiments) correspond only to pigment(s) largely contributing to the lowest energy exciton.

It is widely accepted that proper SD shapes are critical, as they describe the frequency-dependent coupling of the system to its bath.⁵⁸,⁵⁹ SDs are also important components in calculations of EET times and exciton population dynamics.⁶⁰ Therefore, we also consider the recently calculated Drude–Lorentz SDs defined as \( C'(\omega) = \omega^2 J(\omega) \), where \( J(\omega) \) directly determines both spectral characteristics and exciton relaxation dynamics.⁵¹ However, \( J(\omega) = C'(\omega)/\omega^2 \) extracted from Drude–Lorentz SD displays qualitatively wrong behavior when compared to the low-temperature phonon SD at zero frequency, where it should go to zero.⁴¹ Therefore, all Drude–Lorentz SDs from ref 17, used in our modeling of 5 K optical spectra shown below, are slightly modified in the low-frequency region (≤ 20 cm⁻¹). The modification described below allows one to define the Huang–Rhys factor (S).⁴¹ \( J_1(\omega) \) and \( J_2(\omega) \), shown in Figure S5A (i.e., curves a (black) and b (blue), respectively) are the lognormal SDs used previously to model various optical spectra of *C. tepidum* FMO;²⁰,³³,⁶² (see the SI for details). Figure SB shows the recently calculated Drude–Lorentz SDs for BChls 2, 3, and 5 (solid lines) from ref 17, compared with the corresponding modified shapes (\( C'(\omega)_{\text{mod}} \)) in the low-frequency region (dashed lines) to eliminate divergence of the line shape function at zero frequency. The modification (see the SI for details) is made because the S-factor is the standard metric used to discuss electron–phonon coupling strength in HB spectroscopy (as opposed to reorganization energy used by theorists) and practically eliminates the low-frequency divergence. The remaining \( C'(\omega)_{\text{mod}} \) for BChls 1, 4, and 6–8 are shown in Figure S2 in the SI. The \( C'(\omega)_{\text{mod}} \) SDs for all BChls are referred to as SD1(\( \omega) \), SD2(\( \omega) \), etc., SD8(\( \omega) \). In Model I (Hamiltonian I; Table S1), we use \( J_1(\omega) \) (obtained from the fit of the *C. tepidum* ΔFLN spectrum)¹¹ for BChl 3, while \( J_2(\omega) \) is used for all remaining BChls.⁷ In modeling, described below, we consider trimers with the variable number of pigments, i.e., 21–24 BChls. In Model II (Hamiltonian II; Table S2), we use the \( C'(\omega)_{\text{mod}} \) Drude–Lorentz SDs. Notice that differences between \( C'(\omega)_{\text{mod}} \) (dashed lines) and Drude–Lorentz SDs (solid lines), as illustrated in Figure SB, are...
very small. Below we discuss in detail data obtained for Models I and II (with 21 BChls per trimer).

3.2.2. Simultaneous Fits of Multiple Optical Spectra. Filled spectra in Figure 6 are the experimental 5 K absorption (blue), emission (pink), and HB (green) spectra, obtained for our most intact P. aestuarii FMO (see Section 2 for experimental procedures). The 5 K emission spectrum was obtained with an excitation frequency of 20 490 cm$^{-1}$. Curve labeled NRHB+ is the nonresonant HB spectrum, i.e., subtracted absorption before and after nonresonant illumination at 20 490 cm$^{-1}$. Curve labeled NRHB is the red curve (f − d) from Figure 3. Curve NRHB can be fitted in the standard HB paradigm, where the pigments participating in the lowest exciton state can change their energy via tunneling in an electronically excited state. Parts of the curve labeled NRHB+, however, cannot be modeled in this paradigm—to explain the observed deep hole at ∼12 287 cm$^{-1}$ and positive HB signal at 12 435 cm$^{-1}$, one needs to let few other pigments (not participating in the lowest exciton state) to change energy in addition (and hence the + sign), vide infra. Solid curves in Figure 6 show the best-calculated spectra (absorption, black; emission, red; HB spectra, green). In this case, as before for C. tepidum FMO trimers, we use $f_1(\omega)$ for BChl 3 and $f_2(\omega)$ for remaining pigments. That is, for BChl 3 (mostly contributing to the lowest energy exciton in FMO) we use a lognormal $f_1(\omega)$ (with $\omega_c = 38$ cm$^{-1}, \sigma = 0.7$) determined from experimentally measured ΔFLNS$^{39}$ for C. tepidum FMO.$^{41}$ For higher-energy pigments, we use a lognormal $f_2(\omega)$ (with $\omega_c = 45$ cm$^{-1}, \sigma = 0.85$). At least two spectral densities were needed to model C. tepidum exciton dynamics and temperature-dependent spectra; the same is true for P. aestuarii FMO (data not shown). The parameters for $f_2(\omega)$ were determined from excitation-dependent FLN spectra of the B777 complex$^{35}$ (for a BChl a bound to a single α-helix protein). The S-factor in Model I (Hamiltonian (H I), Figure 6A) was assumed to be site-independent. Very good fits of the absorption, emission, and regular NRHB spectra were obtained with the same Huang–Rhy factor ($S = 0.4$).

Regarding the calculated spectra shown in Figure 6A (H I; see Table S1 for details), we note that the best simultaneous fit was obtained assuming 21 BChls per trimer and that ∼19% of emission likely originates from monomers that that did not transfer energy into the lowest-energy exciton state of the trimer (see band 1 in Figure 5A). The calculated contribution to the measured emission spectrum from the monomer emission is indicated in Figure 6A,B as dark red curves labeled by asterisks. The best fits of HB spectra also allowed 19% of bleach to occur in monomers. No good fits were obtained assuming 22–24 BChls per trimer (data not shown); apparently, this sample (as all other P. aestuarii samples studied in this laboratory) does not contain any BChl 8. In the fits shown in Figure 6B (for H II; see Table S2), modified Drude–Lorentz SDs were used in calculations. Calculated S-factors are: SD1 ($S = 0.49$), SD2 ($S = 1.66$), SD3 ($S = 0.5$), SD4 ($S = 0.36$), SD5 ($S = 1.21$), SD6 ($S = 0.41$), and SD7 ($S = 0.51$). In this case, the emission spectrum also contains 19% contribution from FMO monomers, while 81% originates from the lowest exciton of the FMO trimer (band 1 in Figure 5A). The same is true for the HB spectra, that is, 19% bleach within the 825 nm band originates from the monomers (see Figure S3 in the SI). BChl 1−7 contributions ($d_6(\omega)$) to the calculated absorption spectra shown in Figure 6A,B are shown in frames A and B, respectively, of Figure S4 in the SI. Seven exciton states (and their averaged energies) calculated for P. aestuarii monomer based on the optical spectra fitted in Figure 6A (two SDs; H I) and 6B (seven SDs; H II) are shown in Figure S5 in the Supporting Information. Wavelength-dependent distributions of exciton lifetimes for the last two Hamiltonians are illustrated in Figure S6.

Although the analysis of the spectra shown above suggests that P. aestuarii FMO samples studied in our laboratory contained 21 BChls per trimer, the latter does not mean that BChls 8 are always lost in FMO complexes. In fact, as shown in the SI, good fits of optical spectra adopted from ref 12 were obtained assuming 24 BChls per trimer. However, these spectra were digitized from old papers so there may be small spectral shifts in digitized spectra. Thus, the fits shown in Figure S7 are only shown for comparison. Hamiltonians III (with two SDs) and IV (with eight modified Drude–Lorentz SDs) and Tables S7 and S8 are briefly discussed in the SI. Here, we only note that fits of
also tested; however, none of them provided good combinations of SDs (and partial occupation of BChl 8) were length-Dependent Exciton Lifetimes.

The black squares in B. Blue circles are T1 times calculated based on T2 times obtained from HB data reported in ref 21. Green diamonds are T1 from 10 K time-resolved absorption measurements. The pink asterisk is the 2 ps T1 time from accumulated photon echo measurements. Brown/green curves in frames A and B show averaged T1 values for H I/II and H I’/II’, respectively. Filled blue curves show the 5 K FMO absorption spectra for comparison.

Vulto et al. data suggest that BChl 8 contributes near 805 nm in agreement with previously published experimental and modeling data obtained for C. tepidum FMO. Interestingly, the site energy of BChl 8 revealed by our modeling is in good agreement with the calculated value reported in ref 18, though it is at much lower energy than that calculated in ref 17. Nevertheless, it is likely that some samples may contain eight BChls per monomer. Several other models with different combinations of SDs (and partial occupation of BChl 8) were also tested; however, none of them provided good fits of our spectra (data not shown for brevity).

3.2.3. Experimentally Determined and Calculated Wave-length-Dependent Exciton Lifetimes. The black squares in Figure 7 are obtained from the ΓZPH at different burn wavelengths (λb) shown in Figure 4B. Recall that the fwhm of the resonant holes (ΓZPH) shown in Figure 4B depend on the burning frequency and reveal frequency-dependent exciton lifetimes. The blue circles were previously obtained from HB data, though at larger burning fluence compared to this work (96 versus 0.4 J/cm2). Lower fluences minimize saturation and fluorescence broadening, so it is possible that the T1 values represented by the blue circles could be somewhat larger. The green diamonds and pink asterisk correspond to T1 times obtained by pump-probe and 2D photon echo spectra, respectively. The filled blue curve is the absorption spectrum shown for an easy comparison. As in other FMO complexes (including various FMO mutants), at low fluence, no well-resolved holes were bleach at wavelengths shorter than ~803–804 nm, indicating that the lifetimes of the exciton states in this spectral region are too short for HB to be observed. That is, in such a case very fast EET removes the excitation from a given exciton and reduces the probability of nonphotochemical HB (NPHB). This behavior was also observed in several FMO mutants from C. tepidum, each showing a different wavelength dependence of T1.

Figure 7A compares calculated (averaged) exciton lifetimes obtained with H I (brown curve) and H II (green curve) with experimentally determined T1 values from different types of experiments mentioned above. The brown and green curves in Figure 7B are obtained with H I’ and H II’, respectively. We emphasize that the calculated curves are obtained for FMO trimers while neglecting the three lowest energy exciton states (see Figure S1 in the Supporting Information). This is because in the ~819–830 nm region one would have to consider simultaneously a non-Markovian reduced density matrix theory and the uncorrelated disorder-averaged Förster EET time between FMO monomers using generalized Förster theory. This has not been done as yet; thus, the discrepancy between the calculated and experimental data in the spectral region about 819–830 nm was anticipated. Nevertheless, based on the width of the ZPHs (burned in P. aestuarii within the 810–818 nm spectral range), we conclude that the experimentally determined excited-state lifetimes vary from about 0.7–2.5 ps (see Table 1 for details).

Comparison of the averaged T1 values for H I (brown curve) and H II (green) with experimentally determined T1 values in Figure 7A clearly indicates that calculated maxima near 810 nm are inconsistent with the experimental data, although simultaneous fits of various optical spectra shown in Figure 6 are very good. Extensive modeling studies using our fitting algorithm could not eliminate the 810 nm maximum in Figure 7A by changing BChl site energies and/or inhomogeneous broadenings. Note that different shapes of phonon spectral densities used to obtain H I and H II weakly affect the general shape of averaged T1 distributions, i.e., in both cases, there is a maximum near 810 nm. However, the TrEsp calculated coupling matrix
elements ($V_{nm}$) do not have to be perfect and their values (and/or possible distributions) can also affect exciton dynamics. Indeed, we found that the maximum in $T_1$ values near 810 nm (see Figure 7A) is very sensitive to several coupling constants. For example, changing $V_{1,4}/V_{2,4}/V_{7,1}$ by only $-5 \text{ cm}^{-1}$ and $V_{6,2}$ by $+5 \text{ cm}^{-1}$ significantly decreases the maximum near 810 nm.

This is illustrated in Figure 7B where the brown and green curves are calculated using $H_\text{I}'$ (brown curve) and $H_\text{II}'$ (green curve) with slightly modified $V_{1,4}, V_{2,4}, V_{7,1}$, and $V_{6,2}$ parameters. Thus, we conclude that the calculated 2–5 ps $T_1$ values in the 808–812 nm region (see Figure 7A) are not real, as clearly indicated by the data points from the frequency- and time-domain.
experiments. This modification led to slightly modified site energies and site-dependent inhomogeneities as illustrated in Figures 12B and 13B. We hasten to add that H I’ and H II’ also provide very good fits of our optical spectra (see Figure 8). We focus below on the excitonic structure and dynamics described by H I’ and H II’ as they provide better agreement with experimental data. A small modification of coupling constants in H I’ and H II’ is justified as in the TrEsp methodology; there is uncertainty concerning calculated transition densities (and, therefore, partial charges) and ambiguity regarding the influence of the polarizability of the dielectric environment.

3.2.4. Frequency-Dependent Exciton Lifetimes and Their Distributions. Frames A and B in Figure 9 show wavelength-dependent distributions (with normalized amplitudes) of exciton lifetimes averaged over ±0.5 nm at 800 (black), 805 (blue), 810 (red), and 815 nm (green) using H I’ (A) and H II’ (B), respectively. Note that at these wavelengths it is enough to use a non-Markovian reduced density matrix. Color-coded average lifetimes for each curve are listed in the lower right corners; the inset in frame B shows expanded distribution onsets for H II’. The distribution shapes depend strongly on wavelength. For example, H II’ (obtained with seven SDs; Figure 9B) reveals several wavelength-dependent maxima. For example, at 810 nm, the maxima are at 80, 136, 180, and 440 fs in agreement with DDES experiments. At 800 nm, the maxima are at about 70 and 220 fs, while at 805 nm, the maxima are near 100 and 250 fs. Rapid decaying electronic quantum coherence on the time scale of 60 fs was also observed in C. tepidum FMO. For H I’ at 800 and 805 nm, the maxima are at 190 and 230 fs. At 810 nm, there are two peaks at 220 and 770 fs, while at 815 nm, the peak is located near 460 fs. Full three-dimensional (3D) distributions of averaged exciton lifetimes (plotted versus wavelength and time) are shown in frames C and D for H I’ and H II’, respectively, see Section 5.5 for more details.

3.2.5. Calculated Population Dynamics. The resulting population dynamics for our best Hamiltonians (H I’ and H II’; see Tables S1, S2, S13, and S15) calculated for a monomer containing seven BChls are plotted in Figure 10A, B, respectively. In both cases, the initial populations are calculated assuming excitation by a 50 fs laser pulse at 12 626 cm⁻¹ as in ref 60. Data shown in frames A and B are obtained with two and seven SDs as discussed above. Note that for stronger electron–phonon couplings and seven SDs (frame B) the exciton population dynamics is faster than that shown in frames A for two SDs. In both cases, however, states 5, 6, and 7 have the largest initial populations, with the lowest energy state 1 having a negligible initial population. By 5 ps, the population of state 1, in frames A and B, is approximately 72 and 88%, respectively. Note very fast decaying dynamics of high-energy states is observed in the first 500 fs. For H I’ (frame A) and H II’ (frame B), exciton 2 decays slowly. The population dynamics is strongly dependent on the assumed shape of phonon spectral densities (see Figure 10A,B) as well as the interpigment coupling (data not shown).

Similar dynamics was obtained with Hamiltonians III and IV fitting spectra from ref 12 (see Figure S9 in the SI). Interestingly, Hamiltonians II’ and IV (both calculated with seven and eight site-dependent SDs, respectively) accelerate overall population dynamics. Note that exciton state 3 (calculated with H II’) decays faster than exciton 2. Similar behavior was observed in Hamiltonian IV, probably due to better overlap with exciton 1. In addition, the EET time from BCHI 8 (placed in a separate domain) to the adjacent monomer, using generalized Förster theory, is about 7 ps.

4. DISCUSSION

4.1. 5 K Absorption, Emission, and NRHB Spectra. Small differences between absorption spectra a and b in Figure 2A are likely caused by different preparation/purification and/or storage procedures. However, the differences between HB spectra (curves c and d), in particular different hole depths near 814 nm, are most likely caused by sample-dependent protein conformational changes during the nonphotochemical HB process. Since the small shifts of the absorption spectra are sample-dependent and blue shifts are more visible in purposely aged samples, we suggest that both curves a and b in Figure 2A could be mixtures with different ratios of intact to partly destabilized complexes. However, it is difficult to estimate a contribution from destabilized complexes since their contribution varies from sample to sample (data not shown) affecting the shape of HB spectra, especially the hole depth near 814 nm (12 287 cm⁻¹) and the positive band near 804 nm (12 435 cm⁻¹) (see hole burned curves in Figure 6A/B). A simple scaling/subtraction method suggests that even our best sample (characterized by curves b and c in Figure 2A) could contain about 20% of partly destabilized complexes.

Recall that the ratios of the two lowest energy bleaches in spectra c and d in Figure 2A are very different from the ratio...
observed in the extracted HB spectrum (f – d) shown in Figure 3. In Figures 6A and 8A, these curves are referred to as regular NRHB+ since they can be described theoretically assuming that only BChls 3 and 4 (contributing to the lowest energy state) are bleached, in agreement with the standard HB theory24 (in H only BChls 3 and 4 (contributing to the lowest energy state) are NRHB since they can be described theoretically assuming that NRHB+ spectrum. The small shift of the BChl 6 on the energy landscape provides the product signal around near 804 nm, i.e., the second positive bump near 12 435 cm−1.

Since the ~825 nm bands in spectra a and b in Figure 2A are slightly shifted, also the emission spectra originating from their lowest energy states should be shifted and may have somewhat different shapes. This is indeed observed in Figure 2B where spectrum a (measured on a more destabilized sample) is broader and blue-shifted in comparison with spectrum b obtained for the more intact FMO. Curve c is the difference between spectra a and b, which we assign mostly to the emission from partly destabilized complexes. However, analysis of multiple spectra (in agreement with modeling studies; vide infra) suggests that both emission spectra (curves a and b) possess some contribution from monomer emission due to imperfect EET between monomers in a particular FMO trimer. The shape of curve c (Figure 2B) suggests that emission represented by curve a has a larger contribution from second and third lowest energy excitonic states of the trimer, in agreement with calculated spectra shown in Figure 6A/B. Thus, a weak contribution from monomer emission (~19%) is observed due to imperfect EET between 3 → 2, 2 → 1, and 3 → 1 exciton states within the lowest energy 825 nm absorption band. (Three lowest energy exciton states calculated for P. aestuarii using H I and H II are plotted in Figure S1 in the Supporting Information.) Although emission in trimers with efficient EET between monomers originates mostly from substate 1, calculations show that at 5 K for all four Hamiltonians (H I/H I′ and H II/H II′), there is a small probability that about 4% of emission may still originate from the second and third excitons of the trimer.
4.2. Hole-Burned (HB) Spectra Burned at $\nu_B = 12\text{ 284 cm}^{-1}$. As mentioned above, FMO samples might be a mixture of intact and destabilized (minor contribution) proteins and EET between monomers could be absent in a fraction of complexes. Moreover, if there is a broad distribution of EET rates, HB may occur in some monomers before EET between monomer takes place. Furthermore, we cannot exclude that during the HB process in destabilized proteins pigments other than those contributing to the lowest energy exciton may tunnel on the energy landscape of the protein. That is, if significant nonradiative decay processes occur, the energy deposited into the nuclear motion of the pigment–protein complex could lead to small protein conformational changes, rearranging some pigments on the relatively smooth energy landscape.

The complex structure of the nonresonant holes shown in Figure 3 suggests that the NPHB mechanism in $P. aestuarii$ varies
from that observed in *C. tepidum* FMO, and two different burning mechanisms likely contribute to the nonresonant holes shown in Figure 3. We propose that the deeper bleach near 814 nm is contributed to by tunneling of chromophore(s) not contributing to the lowest energy exciton in a fraction of complexes. This possibility was tested by the modeling study. That is, we showed that only the bleach represented by the red curve (f−d) in Figure 3 results from a regular NRHB process, where only pigments contributing to the lowest energy state are bleached (i.e., randomly shifted to different energies via tunneling on the protein energy landscape) as predicted by the standard HB theory and observed for *C. tepidum* FMO. Moreover, we showed that the nature of additional bleaches (if present) could be exposed by our fitting algorithm. In fact, it was already suggested in ref 21 that some of the broad spectral changes observed in *P. aestuarii* FMO can be induced by protein conformational change, though its nature and/or theoretical description was not provided at that time. If a resonant hole is burned into the center of the 814 nm band, two processes compete—resonant hole burning at $\nu_a$ and fast EET to the lowest state, followed by energy changes of the lowest energy pigments (BChls 3 and 4) due to NRHB. The latter creates broad and featureless changes in the spectrum on top of which appears a weak resonant ZPH.

### 4.3. Temperature Dependence of Absorption Spectra—Effect of Different Shapes of Spectral Densities.

Curves a in frames (A−C) of Figure 11 (dashed lines) are the experimental 77 K absorption spectra of *P. aestuarii* FMO adopted from refs 2, 2S, and 68. Spectrum a’ in frame A is the calculated 77 K absorption spectrum of *P. aestuarii* (with seven modified Drude−Lorentz SDs and site energies and site-dependent $\Gamma_{\text{inh}}$ from ref 17). Curve a’ is nearly identical as the calculated 77 K absorption with Drude−Lorentz SDs in ref 17. Curves b and c in frame B are the calculated 77 K absorption spectra (no optimization) using the site energies, $\Gamma_{\text{inh}}$, and S-factors used to calculate S K spectra shown in frames A and B of Figure 6, respectively. Spectrum d in Figure 11C is 77 K absorption calculated with our site energies listed in H II, seven modified SDs, but $\Gamma_{\text{inh}}$ calculated by Saito et al. showing that these $\Gamma_{\text{inh}}$ values are overestimated and poorly describe 77 K (or S K, not shown) absorption spectra. That the calculated room-temperature disorder is significantly larger is not surprising since as temperature increases so does the energy disorder. However, as demonstrated below, the trend in site energies and extent of site-dependent disorder is in very good agreement with our modeling studies (see Figures 12 and 13).

Spectra a and b in Figure 11D are the experimental absorption spectra obtained at S K (this work) and 77 K from ref 2. The slightly shifted spectrum b must correspond to a partly destabilized sample, as indicated by small shifts of the 825 nm band; nevertheless, the temperature effect is clearly visible and can be compared with our calculated S and 77 K spectra, i.e., curves c/d and e/f shown in frames E and F, respectively. Spectra c/d and e/f were calculated using H I and H II, respectively. The above analysis also holds for calculated spectra using H I’ and H II’ (data not shown). It appears that both sets of SDs describe well the weak temperature dependence of absorption spectra, suggesting that the shapes of SDs itself cannot differentiate which set of parameters best describes the excitonic structure of the *P. aestuarii* complex. Recall that all four Hamiltonians describe data shown in Figures 6A/B and 8A/B very well with only slightly modified sets of site energies and inhomogeneities (see Tables S13/S15 and Figures 12B/13B).

The latter is not surprising since the utilization of different SDs and small changes in coupling constants required an adjustment of site energies and site-dependent inhomogeneities, i.e., these parameters are partly interdependent.

### 4.4. Possible Mechanisms for NRHB+ Burning.

In the standard theory of NRHB processes, only a single pigment contributing to the lowest energy state changes energy. It is because of the assumption that excitonic and vibrational relaxation are so fast that the amount of “hot” HB is insignificant. To fit the NRHB+ spectra (see Figures 6A/B and 8A/B), it was necessary to assume that other pigments (than the ones, which contribute to the lowest energy state) can also change energy due to nonresonant excitation. The modified algorithm to calculate HB spectra in this case is as follows: First, the algorithm checks whether a particular pigment contributes to the lowest energy state; if yes, then its site energy is allowed to change (the regular NRHB process). That is, any pigment can burn regardless of its site energy, but the probability to do so is proportional to pigment’s thermal occupation number when it is also contributing to the lowest exciton state. Second, if the particular pigment does not contribute to the lowest energy exciton, its site energy can also be changed with some probability. Whether the pigment has the lowest energy or not, the photoproduct site-energy values are taken randomly from the same SDF. If all probabilities are zero, NRHB+ will be identical to the regular NRHB. Pre- and postburn pigment energies in our density matrix approach are uncorrelated, i.e., they are randomly picked from two independent Gaussian SDFs.

The mechanism for NRHB+ could arise from a non-photochemical HB mechanism, where the amorphous medium (protein scaffolding) around the chromophore reorganizes in response to perturbation caused by the electronically excited state, allowing the chromophore to tunnel. After the chromophore relaxes to the ground state, the chromophore has a different energy. The energy change of a chromophore is caused by conformational changes in its environment. It is entirely possible that the rearrangement around the lowest energy pigment induced changes in the scaffolding around few other pigments. Due to the random nature of chromophore scaffolding, some configurations are more stable than others and, thus, there is a finite less-than-one probability that some other pigments may also undergo tunneling.

Another NRHB+ mechanism is also possible. Calculations show that (independent of Hamiltonian tested) BChl 3 contributes about 90% to the lowest energy exciton. Assume that its HB quantum yield ($\phi_{\text{HB}}$) is very low, i.e., the protein scaffolding around this chromophore is very rigid. If $\phi_{\text{HB}}$ of BChls 4 and 6 are significantly higher (due to favorable energy landscapes around these pigments), all three pigments may participate in the HB process in close proportions. In NRHB, the photosystem is excited at very high energy from where it relaxes to the lowest energy state. That is, the higher-energy pigments stay excited for a few picoseconds and relax to the lowest state that stays excited for a few nanoseconds. In most photosynthetic systems, the lowest pigment’s HB contribution is therefore about 1000 times more efficient than HB from the intermediate (i.e., “hot” states). However, in systems where the lowest state hardly burns, the “hot” states HB may become observable. This mechanism would then be an analogue to the hot luminescence, i.e., hot HB. This would not change the emission’s nature, as it still occurs from the lowest exciton state with the same lifetime and it still competes with the regular NRHB from the lowest state. We hasten to add that the NRHB+ mechanism was
introduced only because the experimental spectrum could not be explained by pure excitonic effects as observed in C. tepidum FMO and CP43/CP47 photosynthetic antenna complexes, where we demonstrated that the NPHB spectra are dominated by the statistical reshuffling of site energies and by altered excitonic transition energies of both excitonic states (in contrast with only the lowest state). That is, although shifting the site energies of FMO pigments contributing to the lowest energy exciton also produces changes in the higher-exciton levels, the latter effect by itself could not explain the large bleach near 814 nm (see Figure 6A/B).

4.5. Experimentally Determined and Calculated Wavelength-Dependent Exciton Lifetimes. As shown above, the calculated $T_1$ values for H I and H II are inconsistent with the experimental HB and time-domain data near the 810 nm spectral region. Much better agreement is obtained using Hamiltonians H I’ and H II’. The calculated decay from the higher-energy exciton state(s) occurs on a sub-picosecond time scale and is very short at $\lambda_0 < 803$–804 nm in agreement with time-domain data. However, $T_1$ values calculated from ZPHs are also in qualitative agreement with pump-probe and 2DES data (see green diamonds and asterisk) within the 812–818 nm region. For example, the average exciton lifetime calculated at 800 ± 0.5 nm (based on H I’ and H II’) is ~230 fs, but the maximum of the time distribution is near 80 fs (see Figure 9B). We assign the femtosecond components to a rapid loss of absorption, i.e., EET from excitonic states located near 12 420–12 500 cm$^{-1}$ to the lowest energy exciton state in agreement with pump-probe experiments and 2DES data, which revealed extremely short-lived ~40–200 fs intramonomer EET times of higher-energy (>12 460 cm$^{-1}$) excitons. In contrast, the $T_1$ values calculated with H I/H II were slower (see Figure S6 in the Supporting Information) and in poor agreement with frequency- and time-domain data, although, as shown in Figure 6A, the fits of the optical spectra for H I are very good. Calculated and experimentally observed sub-picosecond exciton lifetimes are also consistent with experimental $T_1$ values measured in C. tepidum FMO and its several mutants. Thus, intramonomer energy transfer is found to proceed largely on sub-picosecond time scales with higher-exciton states extremely short lived, in qualitative agreement with 2DES experiments reported for C. tepidum FMO. However, we cannot exclude that additional small changes in coupling constants could further improve agreement with experimental data. Thus, due to a large number of interdependent parameters, it is unworkable to pinpoint exact values of site energies (i.e., average values and distribution widths). This is not surprising since site-energy distributions, site-dependent spectral densities, and distributions in coupling matrix elements ($V_{nm}$) cannot be exactly calculated, while all are very important in the optimization of EET.

In summary, we emphasize that very short exciton lifetimes are associated with very broad and shallow ZPHs as a result such holes cannot be easily observed by NPHB spectroscopy as HB quantum yield decreases for very short $T_1$ values. Thus, exciton lifetimes calculated from ZPHs likely represent an upper limit of $T_1$ values. Although resonant HB spectra cannot directly reveal a “multibranching”, interconnected network of transfer into a number of other states, they reveal that the excited-state lifetimes are wavelength-dependent, with wavelength-dependent distributions, and cover broad fs to ps time scale. We believe that the calculated multimodal and asymmetric wavelength-dependent $T_1$ distributions may shed more light on the interpretation of time-domain data. However, research is still needed to show the wavelength-dependent distributions of exciton lifetimes within the 818–830 nm spectral range, work which is beyond the scope of this manuscript (research in progress).

4.6. Comparison of BCHl Site Energies. Figure 12A compares simulation extracted site energies from ref 25 (blue squares) and ref 9 (red circles) with the recently calculated site energies by Saito et al. (P. aestuarii FMO; blue triangles), using the MMSIC method, and Kim et al. (black pentagons obtained for C. tepidum FMO). Kim et al. used classical MD simulations followed by partial correction of pigment structures by constrained QM/MM geometry optimization; electronic states were calculated with the TD-DFT PBE0/6–31G(d) approach. Notably, the trend in calculated and simulation extracted site-dependent energies (this work; see frame B) is similar, except for BCHls 2 and 8. Some of the observed differences might be attributed to variations between species. However, the calculated values are higher than those obtained from the simulations of optical spectra. We hasten to add that site energies plotted in Figure 12A could not fit our data very well. Much better fits are obtained with site energies plotted in Figure 12B. Recall that both H I/H II and H I’/H II’ provided excellent fits of spectra shown in Figures 6A/B and 8A/B, respectively. For fits with H III and H IV, using a different set of optical spectra adopted from ref 12, see Figure S7 in the Supporting Information; site energies and inhomogeneities obtained for H III and H IV are plotted for comparison in Figures 12C and 13C, respectively (see also Tables S13/S15 in the Supporting Information). Our site-energy values are most similar to those calculated recently in refs 17 and 18. The calculated site energy for BCHl 8 at 12 770 cm$^{-1}$ is similar to the previously calculated value for P. aestuarii FMO (i.e., 12 700 cm$^{-1}$, see Figure 12A). These values, however, are significantly larger when compared with the results of oxidation experiments and simultaneous fitting of multiple spectra shown in Figure S7. Interestingly, the recently calculated site energy of BCHl 8 near 12 475 cm$^{-1}$ (i.e., after its site energy using QM/effective fragment potential is shifted by ~2430 cm$^{-1}$) is in very good agreement with our data (see Figure 12B) and oxidation experiments mentioned above. BCHl 5 has a site energy much higher than that of the other chromophores in agreement with data reported in refs 9, 13, and 15. However, this is only the case for P. aestuarii as in C. tepidum FMO the highest energy was assigned to BCHl 6.

Note that the fitting of various optical spectra shown in Figures 6A/B, 8A/B, and S7 provided the same energetically ordered pigments (with similar site energies), which are moderately different from the data reported in refs 13, 15, 17, 25, and 71. Comparison of literature reported site energies for P. aestuarii is shown Table S14 in the Supporting Information.

4.7. Comparison of Site-Dependent Inhomogeneities. The local environment of the FMO protein surrounding a BCHl produces disorder in site energies. At 5 K, slow thermal motion (compared to the BCHl natural lifetime) of the protein is frozen, leading to inhomogeneous, or static, disorder. The top two sets of data in Figure 13A show the calculated $\Gamma_{inh}$ values obtained for P. aestuarii reported in refs 17 and 18, as blue triangles and yellow diamonds, respectively. The agreement is good, with the largest difference of about 50–80 cm$^{-1}$ calculated for BCHls 1, 5, and 8. The black squares below correspond to $\Gamma_{inh}$ obtained from modeling studies discussed in ref 15. The blue asterisk indicates the fixed $\Gamma_{inh}$ value of 80 cm$^{-1}$ used for all BCHls to fit
spectra reported in ref 25. Figure 13B shows $\Gamma_{\text{inh}}$ values obtained from the modeling of spectra shown in Figures 6A (H I), 6B (H II), 8A (H I'), and 8B (H II'). Frame C in Figure 13 shows calculated $\Gamma_{\text{inh}}$ based on fits shown in Figures S7A (H III) and S7B (H IV). Interestingly, also in this case, the trend is similar to data plotted in frame B and data obtained by recent MD simulations (frame A) with the exception of $\Gamma_{\text{inh}}$ obtained for BChl 8 for which calculated $\Gamma_{\text{inh}}$ is significantly larger than that obtained to fit data shown in Figure S7. Although the $\Gamma_{\text{inh}}$ values revealed by all six Hamiltonians reported in this work are smaller in comparison with the values obtained via MD simulations, the trend is similar. It is likely that the calculated $\Gamma_{\text{inh}}$ values are larger since room-temperature MD simulations sample unique room-temperature conformations. This could be the reason why Saito et al.17 could fit 300 K absorption but not the 77 K spectrum. We hasten to add that the authors of refs 17 and 18 used the calculated $\Gamma_{\text{inh}}$ values to fit both the 300 and 77 K spectra.

Since our site energies and $\Gamma_{\text{inh}}$ values fit well absorption spectra at both 5 and 77 K, we conclude that our Hamiltonians can be used to describe the electronic structure and dynamics of P. aestuarii FMO complexes at 5−77 K. That is, site energies and inhomogeneities (as calculated via MD simulations) should not be used to model low-temperature spectra, although it is very promising that the first principles-based calculations reproduce well the trend of both site-dependent energies and inhomogeneities.7,14 In fact, disagreement between low- and high-temperature $\Gamma_{\text{inh}}$ values is expected since at low temperatures much protein motion is “frozen out” leading to smaller site inhomogeneities, in agreement with our modeling studies.

4.8. Comparison of Exciton Energies. Energy landscapes in P. aestuarii FMO based on H I' and H II' are illustrated graphically in Figure 14. (Nearly identical energy landscape was observed for H I and H II; data not shown.) That is, the disorder-averaged exciton states (obtained based on the fits of spectra shown in Figures 8A (two SDs) and 8B (seven SDs)) are plotted on the left and right side of Figure 14, respectively. Calculations are performed for monomers of the FMO trimer. All three monomer subunits within the trimer are assumed to be identical (with identical SDFs). In this case, the intermonomer coupling is neglected. Plotting exciton energy distributions (ranked from lowest to highest energy) for the 21 exciton states of the trimer would lead to a triple splitting of each excitonic state (data not shown for brevity). However, as an example, Figure S1 in the SI shows the abovementioned splitting for the 825 nm band calculated with H I and H II. Averaged exciton band energies (horizontal bars) are plotted in the center for an easy comparison.

Note that similar energies of exciton states are obtained, though the use of seven SD shifts averaged energy levels of excitons 5, 6, and 7 somewhat to lower energies. The largest difference is observed for exciton 7. For contribution numbers (1 $c_{\text{inh}}$)$^{2}$ of pigments m to monomeric excitonic states M, see Tables S3 and S4 in the SI. (Exciton states calculated using Hamiltonians H III and H IV (for fits shown in Figure S7) are given in Figure S8 for comparison.)

4.9. Effect of Spectral Densities on Population Dynamics. Very recently, by considering the fluctuations of the external electrostatic potential and BChl structure, it was shown that the spectral densities of individual BChls can be obtained theoretically.7,12 As discussed above, the authors of refs 17 and 18 found site-dependent static disorder due to the local protein environment with a similar trend in relative values obtained in our modeling studies. As shown in Figure 10B, population dynamic calculations with seven (slightly modified) SDs from ref 17 provide faster dynamics, which is in better agreement with time-domain data.37 In the non-Markovian density matrix theory, the EET rates between excitons depend on the amplitude of spectral densities at the exciton energy gap.60 Thus, both higher average S-factors and shapes of the modified SDs facilitate faster population dynamics. Recall that both set of SDs discussed above provided good fits of low-T optical spectra (Figures 6A/B and 8A/B) with a small deviation in pigment site energies and $\Gamma_{\text{inh}}$ values as illustrated in Figures 12B and 13B (see Tables S13 and S15 for details). The latter is not surprising considering that the optical spectra of FMO are characterized by both relatively small electron–photon coupling and large site-dependent inhomogeneous broadening.

Thus, very good fits to various types of optical spectra are not enough to suggest that a corresponding Hamiltonian properly describes the system. It is necessary to provide a proper account of the experimentally observed exciton lifetimes. Based on the calculated population dynamics and averaged exciton lifetimes, we suggest that H II' is most consistent with HB (this work) and the time-domain data.38,73,74 However, more experimental data and application of more advanced theories to simultaneously describe the dynamics in the entire Q-region could potentially provide a better Hamiltonian. Summarizing, Figure 15 shows the dominant channels of EET in a monomer of P. aestuarii complex calculated using the density matrix approach for H II'. We suggest that site-dependent spectral densities and coupling matrix elements are critical to describe simultaneously frequency- and time-domain data obtained for various light-harvesting photosynthetic antennas.

5. CONCLUDING REMARKS

Based on the modeling study of various low-temperature optical spectra reported above, we believe that all P. aestuarii FMO trimers studied in this work, as most FMO trimers whose data were reported in the literature,11,12,25,73 contained 21 BChl per trimer. However, P. aestuarii complexes studied by Vulto et al.,12,26 briefly discussed in the Supporting Information, could most likely contain a full occupation of BChl 8 (i.e., 24 BChls per trimer). Unfortunately, none of the samples studied in our laboratory showed similar absorption spectra revealing the
presence of BChl 8. A comparison of data for complexes with 21 and 24 pigments per trimer allowed to elucidate the site energy of BChl 8 near ~12 425 cm$^{-1}$ (~805 nm). This energy is very similar to that observed for C. tepidum FMO with the main oxidative bleach observed near 12 407–12 422 cm$^{-1}$, but very different from the theoretical values (12 750–13 900 cm$^{-1}$) reported recently in refs 17 and 18. Interestingly, the recently calculated site energy of BChl 8 near 12 475 cm$^{-1}$ is in very good agreement with our modeling studies and oxidation experiments. As BChl a 8 is located at the interface between protein subunits and is very weakly coupled with the remaining pigments, it may be lost during FMO isolation/purification processes. It is not clear, however, to what extent the loss of BChl 8 destabilizes the FMO trimer. Besides, we cannot entirely exclude that naturally occurring trimers are very heterogeneous and contain variable number of BChls per complex. Therefore, optical spectra of both 21 and 24 BChls per trimer were analyzed theoretically; both trimers have similar BChl site energies and pigment-dependent inhomogeneities.

Two sets of different spectral densities revealed how their shapes affect the population dynamics and exciton lifetime distributions. As a result, four Hamiltonians are discussed. The latter allowed the calculation of average exciton lifetimes that are compared with relaxation times obtained in this work, via resonant HB, and with the literature data obtained by femtosecond one- and two-color pump-probe measurements and 2DES experiments. We emphasize that exciton lifetimes obtained from the resonant HB spectra may not be directly comparable with the calculated averaged $T_1$ values, since low-fluence, resonant holes do not probe the entire exciton lifetime distribution. Nevertheless, the HB data are in good agreement with pump-probe measurements. The experimental values constrain which combination of spectral densities (i.e., which Hamiltonian) provides most reliable site energies of individual BChls and their standard deviations at low temperature (i.e., the inhomogeneous broadening). While all four Hamiltonians tested in this work provided similar site energies and inhomogeneous broadenings as illustrated in Figures 12 and 13 (see also Tables S1, S2, S7, and S8), only H II$^+$ (with slightly modified coupling constants) provides a reasonable agreement between frequency- and time-domain data, at least within the 802–816 nm region. Thus, we suggest that H II$^+$ with seven modified spectral densities provides a better description of exciton structure and relaxation dynamics for P. aestuarii with 21 BChls per trimer. In turn, Hamiltonian IV (discussed briefly in the Supporting Information) seems to be most consistent with data describing FMO complexes with 24 BChls per trimer. Finally, in agreement with theoretical calculations, BChls 2 and 5 in all our Hamiltonians have highest site energies; however, we do not find any evidence that the site energy of BChl 8 has very high energy as suggested by theoretical calculations reported in refs 9 and 17. Most importantly, however, our algorithm simultaneously fitting multiple spectra revealed a similar trend of the distribution of site energies (and inhomogeneities) of the individual sites in good agreement with calculations reported recently in refs 17 and 18. That is, narrowest distributions are obtained for BChls 1, 3, 4, 6, and 7 and broadest distributions for BChls 2 and 5, although calculated distributions (via MD simulations) are larger than those obtained from our modeling studies. However, we suggest that site-energy fluctuations revealed via MD simulations are more appropriate to model room-temperature spectra. In fact, disagreement between low- and high-temperature $\Gamma_{\text{EET}}$ values was expected since at low temperatures much protein motion is “frozen out” leading to smaller site inhomogeneities. The fact that better agreement between frequency- and time-domain data (within the 800–818 nm spectral range) is provided using H II$^+$ (which slightly modifies coupling constants) suggests that TrEsp calculated $V_{nm}$ parameters are not perfect and future modeling should include their distributions.

In summary, we conclude that although simultaneously fitted multiple spectra provide more constraints on the resulting excitonic structure, very good fits of multiple optical spectra may not be sufficient to determine optimal Hamiltonians. Additional frequency- and time-domain data are needed to provide more consistent description of excitonic structure and exciton lifetimes. In addition, more advanced theories should be used to describe the experimental data shown in Figure 7. Although the resonant HB spectra cannot reveal a multibranching, interconnected network of transfer into a number of other states, resonant HB spectra provide average excited-state lifetimes $T_1$, which are strongly wavelength dependent. These averages, however, do not have to be identical to the calculated averaged $T_1$ values since the latter values calculated using the non-Markovian density matrix approach do not take into account differences in HB quantum yield ($\phi$), which not only depend on excitons and fluorescence lifetimes but also on the tunneling parameter ($\lambda$). Unfortunately, the tunneling parameter, which depends on $\lambda = \exp(-2\lambda)$, and distribution of $\lambda$ are unknown. That is, tunneling in the excited state that is the dominant process responsible for NPHB processes may also change across the absorption bands due to the very complex energy landscape in the protein configurational space. Nevertheless, calculations revealed multimodal, wavelength-dependent distributions in the fs to ps time frame in reasonable agreement with experimental data. We suggest that the multimodal and asymmetric, wavelength-dependent $T_1$ distributions could be compared with the future two-dimensional matrix of kinetic traces in 2DES experiments for P. aestuarii, possibly offering more insight on the interpretation of $T_1$ values obtained from the resonant holes burned across the absorption spectrum.
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