Reduction of discrete interval system using clustering of poles with Padé approximation: a computer-aided approach
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Abstract

This paper presents a method for the order reduction of discrete interval systems using pole-clustering method along with Padé approximation technique. For a given discrete high-order interval system (HOIS), the denominator of the reduced-order interval model (ROIM) is obtained by pole-clustering while the numerator is obtained by minimizing errors between first $r$ time moments of the HOIS to those of its ROIM where $r$ is the order of ROIM. Inverse distance measure (IDM) criterion is used for clustering of poles of HOIS whereas the time moments of HOIS (or ROIM) are obtained without inverting the denominator of transfer function and presented in generalized form. The error function which is weighted squared sum of errors between first $r$ time moments of HOIS and those of its ROIM is carried out by the algorithm due to Luus-Jaakola. The distinctive feature of this method is that the numerator coefficients are treated free in the process of minimization. A numerical example is given to illustrate the procedure.
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1. Introduction

Due to several advantages e.g. reduced computational effort in simulation, simplified understanding of system, simpler control laws etc., model reduction has been ample area of research. Several methods have been proposed for reduction of continuous-time and discrete-time systems (Shamash, 1974; Aoki, 1968; Glover, 1984; Sinha and Kusztta, 1983; Huttan and Friedland, 1975; Shamash, 1975; Rao el al., 1978; Singh el al., 2004; Singh et al., 2004; Prajapati et al., 2007). Among them, Padé approximation method (Shamash, 1974) has found to be very useful in theoretical physics research (Baker and Graves-Morris, 1981; Baker, 1975) due to being computationally simple but the reduced-order model obtained using Padé approximation method often leads to be unstable even though the high-order system is stable. To overcome limitation, many improvements have been proposed (Huttan and Friedland, 1975; Shamash, 1975; Rao el al., 1978; Singh el al., 2004; Singh et al., 2004; Prajapati et al., 2007) in literature.

The order reduction of HOISs has also attracted researchers since the pioneering work by Kharitonov (Kharitonov, 1978). Some methods have been presented for order reduction of HOISs (Bandyopadhyay et al., 1994; Dolgin and Zeheb, 2003; Bandyopadhyay et al., 1997; Sastry et al., 2000; Ismail and Bandyopadhyay, 1995; Ismail et al., 1997; Singh and Chandra, 2011). Among these, Routh-Padé approximation (Bandyopadhyay et al., 1994) has been presented for continuous HOISs in which the numerator is obtained by matching the time moments and the denominator is obtained by direct truncation of the Routh table. However, Dolgin and Zeheb (Dolgin and Zeheb, 2003) showed that a stable interval polynomial may provide an unstable interval polynomial if it is obtained by direct truncation of the Routh table as in (Bandyopadhyay et al., 1994).

In (Bandyopadhyay et al., 1997), a ROIM is proposed for model reduction of continuous HOISs using parameters. But this method becomes complex as it requires both tables for obtaining ROIM. An improvement (Sastry et al., 2000) in which the numerator and denominator of ROIM both are obtained using parameters is suggested over (Bandyopadhyay et al., 1997). A
method for reduction of discrete HOISs (Ismail et al., 1997) using Padé approximation and retention of dominant poles is proposed where Padé approximation is applied for obtaining the numerator and the denominator is obtained by retaining dominant poles of HOIS.

In this paper, a method, inspired by (Singh et al., 2004; Singh et al., 2004), for the model reduction of discrete HOISs is proposed where the time moments are obtained without inverting the denominator of transfer function of HOIS (or ROIM) in contrast to (Bandyopadhyay et al., 1994) in which the denominator is first inverted then time moments are determined. The denominator is obtained by pole-clustering technique (Vishwakarma and Prasad, 2008) and the numerator is obtained by matching the first r time moments of HOIS to those of its ROIM. IDM method is used for clustering of poles of HOIS and the minimisation of error function, which is weighted squared sum of errors between first r time moments of HOIS and those of its ROIM, is carried out by the algorithm due to Luss-Jaakola (Luus and Jaakola, 1973). The distinctive feature of proposed method is that the numerator coefficients are treated as free parameters in the process of minimization. The brief outline of this paper is as follows: section-2 covers problem formulation, section-3 contains algorithm due to Luss-Jaakola, section-4 contains numerical example and conclusion is given in section-5.

2. Problem Formulation

Consider a stable discrete HOIS given by the transfer function

\[ G(z) = \frac{[b_0^-, b_0^+] + [b_1^-, b_1^+]z + \cdots + [b_{n-1}^-, b_{n-1}^+]z^{n-1}}{[a_0^-, a_0^+] + [a_1^-, a_1^+]z + \cdots + [a_n^-, a_n^+]z^n} \]

(1)

where \([b_i^-, b_i^+]\) for \(i = 0, 1, \cdots, n-1\) and \([a_i^-, a_i^+]\) for \(i = 0, 1, \cdots, n\) are the interval parameters. \(b_i^-\) and \(b_i^+\) are the lower and upper bounds of interval \([b_i^-, b_i^+]\), respectively and \(a_i^-\) and \(a_i^+\) are the lower and upper bounds of interval \([a_i^-, a_i^+]\), respectively.

For \(i = 0, 1, \cdots, n\) the numerator and denominator of above expression can be written as

\[ \frac{\sum_{i=0}^{n} b_i^- z^i}{\sum_{i=0}^{n} a_i^- z^i} \] and \[ \frac{\sum_{i=0}^{n} b_i^+ z^i}{\sum_{i=0}^{n} a_i^+ z^i} \]

(2)

respectively.

Assuming \([b_i^-, b_i^+]\) = \(b_i\) for \(i = 0, 1, \cdots, n-1\); \([a_i^-, a_i^+]\) = \(a_i\) for \(i = 0, 1, \cdots, n\) and \([t_i^-, t_i^+]\) = \(t_i\) for \(i = 0, 1, \cdots\) (1)-(2) become (3)-(4), respectively.

\[ G(z) = \frac{\sum_{i=0}^{n} b_i^- z^i}{\sum_{i=0}^{n} a_i^- z^i} \]

(3)

and

\[ = t_0 + t_1 (z-1) + \cdots + t_n (z-1)^n + \cdots \]

(4)

Suppose, it is desired to obtain a stable r-th order \((r < n)\) model given as

\[ G_r(z) = \frac{[\hat{b}_0^-, \hat{b}_0^+] + [\hat{b}_1^-, \hat{b}_1^+]z + \cdots + [\hat{b}_{r-1}^-, \hat{b}_{r-1}^+]z^{r-1}}{[\hat{a}_0^-, \hat{a}_0^+] + [\hat{a}_1^-, \hat{a}_1^+]z + \cdots + [\hat{a}_r^-, \hat{a}_r^+]z^r} \]

(5)

\[ = [\hat{t}_0^-, \hat{t}_0^+] + [\hat{t}_1^-, \hat{t}_1^+] (z-1) + \cdots + [\hat{t}_r^-, \hat{t}_r^+] (z-1)^r + \cdots \]

(6)

where \([\hat{b}_i^-, \hat{b}_i^+]\) for \(i = 0, 1, \cdots, r-1\) and \([\hat{a}_i^-, \hat{a}_i^+]\) for \(i = 0, 1, \cdots, r\) are the interval parameters. \(\hat{b}_i^-\) and \(\hat{b}_i^+\) are the lower and upper bounds of interval \([\hat{b}_i^-, \hat{b}_i^+]\), respectively and \(\hat{a}_i^-\) and \(\hat{a}_i^+\) are the lower and upper bounds of interval \([\hat{a}_i^-, \hat{a}_i^+]\), respectively.

For \(i = 0, 1, \cdots, n\) the numerator and denominator of above expression can be written as

\[ \frac{\sum_{i=0}^{r} \hat{b}_i^- z^i}{\sum_{i=0}^{r} \hat{a}_i^- z^i} \] and \[ \frac{\sum_{i=0}^{r} \hat{b}_i^+ z^i}{\sum_{i=0}^{r} \hat{a}_i^+ z^i} \]

(7)

respectively.

Assuming \([\hat{b}_i^-, \hat{b}_i^+]\) = \(\hat{b}_i\) for \(i = 0, 1, \cdots, r-1\); \([\hat{a}_i^-, \hat{a}_i^+]\) = \(\hat{a}_i\) for \(i = 0, 1, \cdots, r\) and \([\hat{t}_i^-, \hat{t}_i^+]\) = \(\hat{t}_i\) for \(i = 0, 1, \cdots\) (5)-(6) become (7)-(8), respectively.

\[ G_r(z) = \frac{\hat{b}_0 + \hat{b}_1 z + \cdots + \hat{b}_{r-1} z^{r-1}}{\hat{a}_0 + \hat{a}_1 z + \cdots + \hat{a}_r z^r} \]

(7)

\[ = \hat{t}_0 + \hat{t}_1 (z-1) + \cdots + \hat{t}_r (z-1)^r + \cdots \]

(8)

2.1 Calculation of Poles of HOIS:

Consider interval polynomial \(F(z)\) given by
The poles (Bandyopadhyay et al., 1997) of discrete interval polynomial \( F(z) \) are calculated as:

\[
F(z) = \left[ f_0^-, f_0^+ \right] + \left[ f_1^-, f_1^+ \right] z + \cdots + \left[ f_{n-1}^-, f_{n-1}^+ \right] z^{n-1} + z^n
\]

(9)

Let \( F \) be the interval matrix given as

\[
F = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & 1 \\
-f_0^- & -f_1^- & -f_2^- & \cdots & -f_{n-1}^-
\end{bmatrix}
\]

(10)

The interval matrix \( F \) can be written as

\[
F = [F_C - \Delta F, F_C + \Delta F]
\]

(11)

where

\[
f_{c,ij} = \frac{1}{2}(f_{ij}^- + f_{ij}^+) \quad i, j = 1, 2, \cdots, n
\]

(12)

and \( f_{ij}^-, f_{ij}^+ \) are the lower and upper bounds of \( ij \)th element of \( F \).

The real part \( \lambda_i^R \) and imaginary part \( \lambda_i^I \) of the \( i \)th eigenvalue \( \lambda_i^F \) of \( F \) are given as

\[
\lambda_i^R(F) = [\lambda_i^R(F_C - \Delta F \circ U^i), \lambda_i^R(F_C + \Delta F \circ U^i)]
\]

\[
\lambda_i^I(F) = [\lambda_i^I(F_C - \Delta F \circ V^i), \lambda_i^I(F_C + \Delta F \circ V^i)]
\]

(13)

where \( \circ \) denotes component wise multiplication and elements of matrices \( U^i \) and \( V^i \) are given by

\[
U_{k,j}^i = \text{sgn}(n_{rk}^i m_{rk}^i + n_{kj}^i m_{kj}^i)
\]

(14)

\[
V_{k,j}^i = \text{sgn}(n_{rk}^i m_{rk}^i - n_{kj}^i m_{kj}^i)
\]

where \( m \) and \( n \) are, respectively, the \( i \)th eigenvector and reciprocal eigenvector of \( F_C \), with \( R \) and \( I \) denoting the real and imaginary parts, respectively.

2.2 Calculation of Time Moments of HOIS and ROIM:

Putting \( z = p + 1 \) in (3), \( G(z) \) becomes

\[
G(p) = \frac{b_0 + b_1 (p + 1) + \cdots + b_{n-1} (p + 1)^{n-1}}{a_0 + a_1 (p + 1) + \cdots + a_n (p + 1)^n}
\]

(15)

\[
= \frac{B_0 + B_1 p + \cdots + B_{n-1} p^{n-1}}{A_0 + A_1 p + \cdots + A_n p^n}
\]

(16)

\( G(p) \) given by (16) can be expanded through interval arithmetic (Appendix I) around \( p = 0 \) as given in (17)-(18):

\[
G(p) = \tau_0 + \tau_0 \tau_1 p + \tau_0 \tau_1 \tau_2 p^2 + \cdots + \left( \prod_{i=0}^{n} \tau_i \right) p^n + \cdots
\]

(17)

\[
= t_0 + t_1 p + t_2 p^2 + \cdots + t_n p^n + \cdots
\]

(18)

where

\[
t_k = \prod_{i=0}^{k} \tau_i \quad k = 0, 1, 2, \cdots
\]

(19)

with
\[
\tau_k = \begin{cases} 
\frac{B_0}{A_0} & k = 0 \\
\frac{P_k - Q_k}{A_0} & k = 1 \\
\left( P_k - Q_k \right) - \sum_{j=1}^{k-1} Q_j \left( \prod_{j=1}^{k-1} \tau_j \right) + \left( \prod_{j=1}^{k-1} \tau_j \right) & k \geq 2 
\end{cases}
\]  

(20)

where

\[
P_j = \begin{cases} 
\frac{B_j}{B_0} & \forall j \in [0, n-1] \\
0 & \forall j \geq n 
\end{cases}
\]

(21)

and

\[
Q_j = \begin{cases} 
\frac{A_j}{A_0} & \forall j \in [0, n] \\
0 & \forall j \geq n+1 
\end{cases}
\]

(22)

Putting \( p = z - 1 \), (18) becomes

\[
G(z) = t_0 + t_1 (z - 1) + t_2 (z - 1)^2 + \cdots + t_n (z - 1)^n + \cdots
\]

(23)

Therefore, the time moments of discrete HOIS (Shamash, 1974; Hwang and Shih, 1981) are

\[
T_i = \begin{cases} 
t_i & i = 0 \\
(-1)^i \sum_{j=1}^{i} \frac{1}{j!} (\zeta)^j w_{ij} (t_j) & i = 1, 2, \cdots 
\end{cases}
\]

(24)

where \( \zeta \) is the sampling frequency and \( w_{ij} \) is defined as

\[
\begin{cases} 
1 & \text{for } j = 1 \\
0 & \text{for } i < j \\
1 & \text{for } i = j \\
w_{i-1,j-1} + j w_{i-1,j} & \text{for } i > j 
\end{cases}
\]

(25)

Similarly, time moments of the ROIM are given by

\[
\hat{T}_i = \begin{cases} 
\hat{t}_i & i = 0 \\
(-1)^i \sum_{j=1}^{i} \frac{1}{j!} (\zeta)^j \hat{w}_{ij} (\hat{t}_j) & i = 1, 2, \cdots 
\end{cases}
\]

(26)

where \( \zeta \) is sampling frequency, \( \hat{w}_{ij} \) is given by (25) and \( \hat{t}_i \) for \( i = 0, 1, 2, \cdots \) have the same meaning as \( t_i \) for \( i = 0, 1, 2, \cdots \) in (19) for HOIS.

2.3 Procedure to Obtain Denominator Coefficients of ROIM:

In pole clustering method, cluster center is obtained by grouping of poles which is based on relative distance between the poles and desired order of ROIM in the process of modeling. In this process, each cluster is replaced by a single pole or a pair of complex conjugate poles. Separate clusters should be made for real poles and complex conjugate poles while all the poles on imaginary axis must be retained when obtaining ROIM through pole clustering method. The cluster center is obtained using IDM criterion (Vishwakarma and Prasad, 2008).

The IDM criterion is explained as follows:

The cluster center based on IDM criterion is given as

\[
C^c = \left\{ \frac{1}{\sum_{i=1}^{k} \left( \frac{1}{h_i} \right) + k} \right\}^{-1}
\]

(27)

where \( C^c \) is cluster center of \( k \) real poles \( (h_1, h_2, \cdots, h_k) \) of the HOIS.
The complex conjugate cluster centers in the form of \( C^R \pm jC^I \) derived from \( k \) pairs of complex conjugate poles \( \left( \left( h_{1}^R \pm jh_{1}^I \right), \left( h_{2}^R \pm jh_{2}^I \right), \ldots, \left( h_{k}^R \pm jh_{k}^I \right) \right) \) are given as:

\[
C^R = \left( \sum_{i=1}^{k} \frac{1}{h_{i}^R} \right)^{-1}
\]

\[
C^I = \left( \sum_{i=1}^{k} \frac{1}{h_{i}^I} \right)^{-1}
\]

(28)

The denominator of ROIM can be obtained as:

**Case 1:** If all obtained cluster centers are real, the denominator of \( r \)-th-order model is given as

\[
D_r(z) = \prod_{i=1}^{r} \left( z - C_i^c \right)
\]

(29)

**Case 2:** If one pair of cluster center is complex conjugate and \((r-2)\) cluster centers are real, the denominator of \( r \)-th-order model is given as

\[
D_r(z) = \left( z - \left( C_i^R + jC_i^I \right) \right) \left( z - \left( C_i^R - jC_i^I \right) \right) \left( \prod_{i=3}^{r} \left( z - C_i^c \right) \right)
\]

(30)

**Case 3:** If all obtained cluster centers are complex conjugates, the denominator of \( r \)-th-order model is given as

\[
D_r(z) = \prod_{i=1}^{r/2} \left( z - \left( C_i^R + jC_i^I \right) \right) \left( z - \left( C_i^R - jC_i^I \right) \right)
\]

(31)

### 2.4 Procedure to Obtain Numerator Polynomial of ROIM:

The time moments of the HOIS and ROIM are obtained by (24) and (26), respectively. The numerator polynomial of ROIM is obtained by minimizing error function which is weighted square sum of errors between first \( r \) time moments of the HOIS to those of its ROIM, given by

\[
J_c = \sum_{i=1}^{r} \hat{\alpha}_i \left( T_{r-i} - \hat{T}_{r-i} \right)^2
\]

(32)

where \( \hat{\alpha}_i \) are non-negative numbers.

Error function (32) is normalized as follows:

\[
J_c = \sum_{i=1}^{r} \alpha_i \left( 1 - \frac{\hat{T}_{r-i}}{T_{r-i}} \right)^2
\]

(33)

However, in (33), it is assumed that \( T_{r-i} \neq 0 \). Using (26), (29), (30) and (31), (33) can solely be written in numerator parameters of ROIM as:

\[
J_c = (\hat{h}_0, \hat{h}_1, \ldots, \hat{h}_{r-1})
\]

(34)

### 3. Luus-Jaakola Algorithm

The error function (33) obtained is minimized using Luus-Jaakola (LJ) optimization technique (Luus and Jaakola, 1973). In Luus-Jaakola optimization algorithm, first initial test points over some region are chosen randomly after that region is contracted in every next iteration by a contraction factor while starting the iteration with the best estimate found in just previous iteration.

There is more chance to get quick convergence using LJ optimization because the searches for the optimum values take place in the neighborhood of the best estimate found in the just previous iteration. Due to ease of programming and handling inequality constraints, algorithm has been applied in a variety of problems in optimal control (Singh et al., 2004; Singh et al., 2004).

Suppose error function to be minimized is

\[
J = f(x_1, x_2, \ldots, x_N)
\]

(35)

and the constraints to be satisfied are

\[
c_i(x_1, x_2, \ldots, x_N) \geq 0 \quad i = 1, 2, \ldots, m
\]

(36)

\[
d_j(x_1, x_2, \ldots, x_N) \leq 0 \quad j = 1, 2, \ldots, n
\]

(37)

Following are the steps for L-J optimization:

**Step 1.** Choose some reasonable initial value for \( x_i \). Suppose it is \( x_i^0 \), \quad i = 1, 2, \ldots, N.

Choose reasonable initial region size for each variable. Suppose it is \( reg_i \), \quad i = 1, 2, \ldots, N.
Step. 2. Take $R$ sets of random points to be used in each iteration. These are obtained as:

$$x_i (j) = x_i^0(j) + \sigma \cdot \text{reg}(j)$$  \hspace{1cm} (38)

where $\sigma = [-0.5, 0.5]$, $i = 1, 2, \ldots, N$ and $j = 1, 2, \ldots, R$.

Step. 3. Check the feasibility of constraints (36)-(37).

Step. 4. Evaluate the value of error function, for each feasible point.

Step. 5. Choose the minimum $J$ and corresponding $x_i$, $i = 1, 2, \ldots, N$.

Replace $x_i^0$ by this new $x_i$.

Step. 6. Reduce the region size $\text{reg}(k)$ as

$$\text{reg}(k+1) = \gamma \cdot \text{reg}(k)$$  \hspace{1cm} (39)

where $\gamma$ is a region contraction factor and $k$ is the iteration number.

Step. 7. Go to step 2 and repeat above procedure (step 2-6) for $M$ iterations.

The suggested values of parameters are $R = 100$, $\gamma = 0.99$ and $M = 600$.

4. Numerical Section

Consider the transfer function (Ismail et al., 1997) of a third-order discrete interval system

$$G(z) = \frac{[1,2]z^2 + [3,4]z + [8,10]}{[6,6]z^3 + [9,9.5]z^2 + [4.9,5]z + [0.8,0.85]}$$  \hspace{1cm} (40)

Suppose, a second-order model ($r = 2$) is desired given by the transfer function

$$G^F(z) = \frac{[\hat{b}_0, \hat{b}_1^+] + [\hat{a}_0^+]}{[\hat{d}_0^- + \hat{a}_1^+]z^2 + [\hat{d}_2^- + \hat{a}_2^+]z + [\hat{d}_3^- + \hat{a}_3^+]}$$

$$= \frac{\hat{b}_0 + \hat{b}_1 z}{\hat{a}_0 + \hat{a}_1 z + \hat{a}_2 z^2} = \frac{\hat{N}_2(z)}{\hat{D}_2(z)}$$  \hspace{1cm} (41)

The poles, calculated using (13), of the HOIS (40) are

$$\lambda_1^F = [-0.5340, -0.2680]$$

$$\lambda_2^F = [-0.7125, -0.5361]$$

$$\lambda_3^F = [-0.8534, -0.7203]$$  \hspace{1cm} (42)

Since poles (42) are real, thus, using (27) the cluster center obtained, by grouping $\lambda_2^F$ and $\lambda_3^F$, is

$$C^c = [-0.7766, -0.6147]$$  \hspace{1cm} (43)

and retaining most dominant pole $\lambda_1^F$, denominator polynomial, using (29), is obtained as

$$\hat{D}_2(z) = (z - \lambda_1^F)(z - C^c)$$

$$= (z - [0.5340, -0.2680])(z - [-0.7766, -0.6147])$$

$$= [1,1]z^2 + [0.8827, 1.3106]z + [0.1647, 0.4147]$$

$$= [\hat{a}_2^- + \hat{a}_1^+]z^2 + [\hat{a}_1^- + \hat{a}_2^+]z + [\hat{a}_0^- + \hat{a}_3^+]$$

$$= \hat{a}_2^- z^2 + \hat{a}_1^- z + \hat{a}_0^-$$  \hspace{1cm} (44)

First two time moments of the HOIS (40), as given by (24), are

$$T_0 = [0.5621, 0.7729]$$

$$T_1 = [0.6783, 1.2520]$$  \hspace{1cm} (45)

and first two time moments, as given by (26), of the ROIM (41) are

$$\hat{T}_0 = \frac{\hat{b}_0 + \hat{b}_1}{\hat{a}_0 + \hat{a}_1 + \hat{a}_2}$$

$$\hat{T}_1 = -\left(\frac{\hat{b}_0 + \hat{b}_1}{\hat{a}_0 + \hat{a}_1 + \hat{a}_2}\right)\left(\frac{\hat{b}_1 - \hat{a}_1 + 2\hat{a}_2}{\hat{b}_0 + \hat{b}_1 - \hat{a}_0 + \hat{a}_1 + \hat{a}_2}\right)$$  \hspace{1cm} (46)
The Luss-Jaakola optimization algorithm is used to obtain optimal values of numerator parameters of ROIM for which (33) is minimized. Starting with various initial conditions and ranges, the algorithm converges to following optimal values

\[ \hat{b}_0 = [1.312, 2.0934], \quad \hat{b}_1 = [0.2369, 0.5384] \]  

(47)

Thus, from (44) and (47), the second-order model becomes

\[ G^\xi(z) = \frac{[1.312, 2.0934] + [0.2369, 0.5384]z}{[0.1647, 0.4147] + [0.8827, 1.3106]z + [1, 1]z^2} \]  

(48)

The second-order model presented in [19] is

\[ G^2(z) = \frac{[0.8845, 0.9] + [0.5921, 0.6055]z}{[0.1647, 0.4147] + [0.8827, 1.3106]z + [1, 1]z^2} \]  

(49)

The step responses of some of the systems constructed with the help of Kharitonov polynomials (Appendix II) of numerator and denominator of HOIS (40), ROIM (49) in (Ismail et al., 1997) and proposed ROIM (48) are shown in Figure 1-2.

![Figure 1. Step responses of HOIS and ROIMs.](image1)

![Figure 2. Step responses of HOIS and ROIMs.](image2)

It is clear from Figure 1 and 2 that the overall time response obtained by proposed method (48) is better than that of proposed in (Ismail et al., 1997). Hence, this confirms the applicability of proposed method to obtain ROIM for discrete HOISs.

5. Conclusions

A computer-aided method is proposed for obtaining ROIM of a given discrete HOIS in which the denominator of the ROIM is obtained by pole-clustering method and the numerator is obtained by minimizing an error function. The clustering of poles is done using IDM criterion and numerator parameters of ROIM are considered free in the process of minimization. The error function which is weighted squared sum of errors between first \( r \) time moments of HOIS and those of ROIM is minimized using Luus-Jaakola optimization algorithm. It is worth mentioning here the methods based on combining neural network with pole clustering...
It would be interesting to compare the proposed method with this technique (Beyene, 2007) and this problem, in this context, is open to investigation.

Appendix I

INTERVAL ARITHMETIC

The rules of interval arithmetic (Sastry et al., 2000) are defined as follows:

Suppose, \( \sigma = [\sigma^-, \sigma^+] \) and \( \rho = [\rho^-, \rho^+] \) are two intervals.

Addition:
\[
\sigma + \rho = [\sigma^- + \rho^-, \sigma^+ + \rho^+] \]

Subtraction:
\[
\sigma - \rho = [\sigma^- - \rho^+ , \sigma^+ - \rho^-] \]

Multiplication:
\[
\sigma \cdot \rho = [\min(\sigma^- \rho^- , \sigma^- \rho^+ , \sigma^+ \rho^- , \sigma^+ \rho^+) , \max(\sigma^- \rho^- , \sigma^- \rho^+ , \sigma^+ \rho^- , \sigma^+ \rho^+)] \]

Division:
\[
\frac{\sigma}{\rho} = [\sigma^- / \rho^+ , \sigma^+ / \rho^-] ; \quad \frac{\sigma}{\sigma} = [\sigma^- , \sigma^+] / [\sigma^- , \sigma^+] = 1 \]

Appendix II

KHARITONOV POLYNOMIALS

Consider a family \( f \) of real interval polynomials (Kharitonov, 1978):

\[
A(z) = [\sigma_0, \sigma_0^+] + [\sigma_1, \sigma_1^+] z + [\sigma_2, \sigma_2^+] z^2 + \cdots + [\sigma_n, \sigma_n^+] z^n
\]

The four Kharitonov polynomials associated with \( A(z) \) are given below:

\[
A^1_0(z) = \sigma_0^+ + \sigma_1^+ z + \sigma_2^+ z^2 + \sigma_3^+ z^3 + \sigma_4^+ z^4 + \cdots
\]

\[
A^1_1(z) = \sigma_0^+ + \sigma_1^+ z + \sigma_2^+ z^2 + \sigma_3^+ z^3 + \sigma_4^+ z^4 + \cdots
\]

\[
A^1_2(z) = \sigma_0^+ + \sigma_1^+ z + \sigma_2^+ z^2 + \sigma_3^+ z^3 + \sigma_4^+ z^4 + \cdots
\]

\[
A^1_3(z) = \sigma_0^+ + \sigma_1^+ z + \sigma_2^+ z^2 + \sigma_3^+ z^3 + \sigma_4^+ z^4 + \cdots
\]
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