Bidding and Scheduling in Energy Markets: Which Probabilistic Forecast Do We Need?

Mario Beykirch, Tim Janke and Florian Steinke
Energy Information Networks and Systems
TU Darmstadt
Darmstadt, Germany
{mario.beykirch, tim.janke, florian.steinke}@eins.tu-darmstadt.de

Abstract—Probabilistic forecasting in combination with stochastic programming is a key tool for handling the growing uncertainties in future energy systems. Derived from a general stochastic programming formulation for the optimal scheduling and bidding in energy markets we examine several common special instances containing uncertain loads, energy prices, and variable renewable energies. We analyze for each setup whether only an expected value forecast, marginal or bivariate predictive distributions, or the full joint predictive distribution is required. For market schedule optimization, we find that expected price forecasts are sufficient in almost all cases, while the marginal distributions of renewable energy production and demand are often required. For bidding curve optimization, pairwise or full joint distributions are necessary except for specific cases. This work helps practitioners choose the simplest type of forecast that can still achieve the best theoretically possible result for their problem and researchers to focus on the most relevant instances.
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I. INTRODUCTION

Stochastic programming based on probabilistic forecasts is often seen as a key tool for the optimal marketing and operation scheduling of energy systems under uncertainty, see e.g. [1]–[4]. Probabilistic forecasts improve over classic point forecasts, which usually only report the expected value, by predicting a probability distribution to account for the associated forecast uncertainty [5]. This distribution can either be a univariate marginal distribution corresponding to a certain dimension, e.g., in time or space, or take the form of a multivariate joint distribution, see Figure 1. When employing these approaches, one might feel inclined to use the most sophisticated forecasting methods available, e.g. [6]–[8], to forecast the full joint distribution of all uncertain factors such as market prices, variable renewable energy production, and demands. However, using such a complex forecast may often be computationally expensive and difficult to implement. We will show theoretically that in many cases simpler forecasts of the expected value or of marginal distributions will lead to equally optimal results. The efforts for producing the forecast as well as for using it in the optimization process will then be much lower. The resulting performance will even be superior in practice, since high-dimensional distributions require a larger amount of samples and thereby increase the computational costs of the optimization. Hence, it is important to know which type of forecast is actually required for the task at hand.

The goal of this paper is to examine for various common optimal scheduling and bidding setups in energy markets which type of forecast is minimally required, covering the range from the full or pairwise joint distribution, over the marginal distributions, to the expected value-only forecast. To this end, we first introduce a general stochastic programming formulation with uncertain demand, renewable energy production, and electricity prices. We then examine different special cases for market schedule or bidding curve optimization, including power plants with and without start cost, systems with and without storage, and different imbalance cost schemes. We furthermore identify key features that indicate which type of forecast is required.

We find that the full joint forecast distribution is rarely required. For optimal market scheduling, no probabilistic price prediction is required at all. Bidding curve optimization almost always requires joint forecast distributions between the price, the demand, and the renewable generation. A storage necessitates a full temporal joint distribution, a power plant with start up cost only requires distributions that are joint between adjacent time steps. In a simulation experiment for scheduling a power plant with a varying share of startup costs, we demonstrate that the necessity for probabilistic forecasts changes gradually depending on the power plant’s flexibility.

Various stochastic programming papers compare their per-
formance against a deterministic model that uses only point forecasts, e.g., for bidding curve optimization based on full multivariate probabilistic forecasts [2]-[4]. [11] examines whether the solution of the deterministic model offers any value for the stochastic problem. However, quantitatively comparing the optimal values of the deterministic model and the stochastic model does not explain the underlying reasons for the added value of the stochastic problem. To our knowledge, this paper is the first to systematically examine which type of forecast is minimally required for different stochastic problem formulations for energy systems to achieve the best possible results. Our work thus contributes to the field of research on the valuation of (probabilistic) forecasts [9].

Section II introduces notation and background theory. Section III presents the general stochastic programming formulation. In sections IV and V we examine specific setups for schedule and bidding curve optimization, respectively. A bidding curve simulation experiment is presented in VI. Key results are discussed and summarized in section VII.

II. BACKGROUND & NOTATION

A two stage stochastic optimization problem [10] can be expressed as

$$\min_{X,Y} \mathbb{E}[g(\omega, X, y(\omega))]$$

$$\text{s.t. } X \in X, y(\omega) \in G(\omega, X) \text{ a.e. } \omega \in \Omega,$$

with the first stage decision variables $X$, the second stage decision variables $y(\omega)$, and the cost function $g(\omega, X, y(\omega))$. $X$ comprises all constraints on $X$ and $G(\omega, X)$ comprises all constraints on $y(\omega)$ given the first stage decision $X$ and a realization of the random vector $\alpha(\omega)$. The random vector $\alpha : \Omega \rightarrow \mathbb{R}^k$ with dimension $k$ is defined on a probability space $(\Omega, \mathcal{F}, P)$, with sample space $\Omega$, $\sigma$-algebra $\mathcal{F}$, and probability measure $P$. For conciseness we will write $\alpha(\omega)$ as $\alpha^\omega$.

For the random vector $\alpha^\omega$ we denote the (forecasted) full joint distribution by $P(\alpha^\omega)$, the pairwise joint distributions by $\{P(\alpha^\omega, \alpha^\omega_i)\}_{i=0}^k$, the marginal distributions by $\{P(\alpha^\omega_i)\}_{i=0}^k$, the expected value of each component by $\{\mathbb{E}[\alpha^\omega_i]\}_{i=0}^k$. Note that a set of pairwise joint distributions must have consistent univariate marginal distributions, i.e., if a random variable is described by more than one multivariate distribution, all marginal distributions with regard to this random variable must be equal.

The expected value of a function of random variable $\alpha^\omega$ is

$$\mathbb{E}[u(\alpha^\omega)] = \int_\Omega u(\alpha^\omega)dP(\omega).$$

The expectation is linear, i.e., $\mathbb{E}[c_1 u(\alpha^\omega) + c_2 v(\alpha^\omega)] = c_1 \mathbb{E}[u(\alpha^\omega)] + c_2 \mathbb{E}[v(\alpha^\omega)]$ for all maps $u(.)$ and $v(.)$ and constants $c_1$ and $c_2$. If two random variables $\alpha_i^\omega$ and $\alpha_j^\omega$ are independent, $\mathbb{E}[\alpha_i^\omega \alpha_j^\omega] = \mathbb{E}[\alpha_i^\omega] \mathbb{E}[\alpha_j^\omega]$ holds.

We define the positive and the negative function as $[x]_+ = \max(x, 0)$ and $[x]_- = \max(-x, 0)$, respectively.

III. GENERAL PROBLEM FORMULATION

We first introduce a general stochastic programming formulation for the bidding and scheduling of a local energy system in interaction with energy markets. In this context we take the perspective of the operator of the local power system and neglect any grid constraints.

The formulation is based on the physical setup shown in Figure 2 which includes one controllable power plant, volatile renewable generation, electricity storage, and a power demand to be satisfied. The system can participate in the day-ahead electricity market and obtain balancing power from the grid. This setup covers many common problem instances which can be specified by setting the capacities of the different components accordingly.

Moreover, by assuming some of the parameters to be certain or uncertain we can consider the task of uncertainty management. These specific instances and the required forecasts for each situation are examined in detail below.

We consider a mixed-integer linear stochastic two stage problem where the submission of a market bid is the first stage decision and the operation of the system components and the settling of imbalances are the second stage decisions,

$$\min_{g^\omega, u^\omega, s^\omega, b^\omega, V(.)} \mathbb{E} \left[ \sum_{t \in T} \pi_t^\omega V_t(\pi_t^\omega) + c_t^b[b_t^\omega]^+ + c_t^b[b_t^\omega]^- ight.$$

$$\left. + c_t^g g_t^\omega + c_t^{ST} I_t^t(u_t^\omega, u_{t-1}^\omega) \right],$$

$$\text{s.t. } g_t^\omega + V_t(\pi_t^\omega) + s_{t-1}^\omega - s_t^\omega - \delta_t^\omega = b_t^\omega,$$

$$u_t^\omega g_t^\omega \leq g_t^\omega \leq u_t^\omega g_t^\omega,$$

$$0 \leq s_t^\omega \leq \pi,$$

$$V_t(.) \in \mathcal{V}, u_t^\omega \in \{0,1\} \text{ } \forall t \in T, \text{ a.e. } \omega \in \Omega.$$
that returns the volume purchased at the day-ahead market at a realized price $\pi^g_t$. $V_t$ is negative if energy is sold. The constraints for a valid bid curve are expressed by $V_t(\cdot) \in \mathcal{V}$. We do not consider block bids. The second stage variables are the power plant’s power generation $g^g_t$ and on/off state $u^g_t$, the energy storage’s state of charge $s^e_t$, and the resulting power imbalance $b^g_t$ that will be covered by reserve power mechanisms. Parameters considered as fixed are the power plant’s fuel and startup costs $c^f_t$ and $c^s_t$, the cost of positive and negative imbalances $c_t^{b^+}$ and $c_t^{b^-}$, the upper and lower plant minimum and maximum operating limits $\bar{g}_t$ and $\underline{g}_t$, as well as the storage capacity limit $\bar{S}$. Fees, which are not considered, would be added only to the purchase price, hence purchases and sales would need to be considered as two separate variables. The function $I^{ST}(u^g_t, u^e_{t-1})$ takes the value 1 if a power plant starts at time $t$, as indicated by $u^g_t$ and $u^e_{t-1}$, and 0 otherwise. The set $\mathcal{T}$ includes all considered time steps $t$ in the planning optimization horizon.

Such stochastic programs are typically solved using the sample average approximation (SAA). Since SAA is not important for the arguments in this work, we refer the reader to [10].

### IV. Market Schedule Optimization

We first consider a case in which the operator needs to schedule market sales or purchases day ahead, without a price-dependent bidding curve. This setup might apply, for example, if the local energy system participates in the market via an aggregating middleman that charges wholesale market prices.

Such scheduling can be modeled within our general formulation by making $V_t$ independent of the realized price $\pi^g_t$, i.e., by setting $V_t(\pi^g_t) = V_t$. In a fully liquid market the schedule optimization problem can then be simplified to

$$\min_{g^g, u^g, b^g} \mathbb{E} \left[ \sum_{t \in \mathcal{T}} \pi^g_t V_t + c^f_t [b^g_t]^+ + c^s_t [b^g_t]^− + c^E_t U_t^{ST}(u^g_t, u^e_{t-1}) \right]$$

s.t. $g^g_t + V_t + s^e_{t-1} - s^e_t - \delta^e_t = b^g_t$

$$u^g_t g_t \leq g^g_t \leq u^g_t g_t$$

$$0 \leq s^e_t \leq \bar{s}$$

$$u^g_t \in \{0, 1\}$$

$\forall t \in \mathcal{T}, \text{a.e. } \omega \in \Omega$.  \hspace{1cm} (7)

Let us examine several special instances of this setup.

1) **Uncertain price, fixed residual demand:** We first consider a case in which only the market price $\pi^g_t$ is uncertain, but the residual demand is certain, i.e., $\delta^e_t = d$. In this case, the random variable is only as a multiplier of the first stage variables in the cost function. The feasibility of all second stage optimization variables is independent of the random factor, as is their objective. Thus, they can all be chosen as equal. Due to the linearity of the expectation operator, the optimization problem then simplifies to

$$\min_{g^g, u^g} \mathbb{E} \left[ \sum_{t \in \mathcal{T}} \pi^g_t V_t + c^f_t [b^g_t]^+ + c^s_t [b^g_t]^− + c^E_t U_t^{ST}(u^g_t, u^e_{t-1}) \right]$$

s.t. $g^g_t + V_t + s^e_{t-1} - s^e_t - d_t = b^g_t$

$$u^g_t g_t \leq g^g_t \leq u^g_t g_t$$

$$0 \leq s^e_t \leq \bar{s}$$

$$u^g_t \in \{0, 1\}$$

$\forall t \in \mathcal{T}, \text{a.e. } \omega \in \Omega$.  \hspace{1cm} (8)

It only contains the expected value of $\pi^g_t$. Using the full joint forecast distribution of $\pi^g_t$ in a stochastic program could therefore not improve the results compared to using the expected value forecast. It is noteworthy that this example includes many use cases, such as battery arbitrage or the scheduling of one or more power plants with startup costs. Even more complex cost factors and operational constraints would not change the argument.

**Required forecast:** Expected price.

2) **Uncertain price and residual demand, no storage, no startup costs:** Now consider scheduling electricity purchases or sales given an uncertain residual demand and a generation unit that has either neglectable startup costs or is always running. This optimization problem reads as

$$\min_{g^g} \mathbb{E} \left[ \sum_{t \in \mathcal{T}} \pi^g_t V_t + c^f_t [g^g_t]^+ + c^s_t [g^g_t]^− + c^E_t U_t^{ST}(g^g_t) \right]$$

s.t. $g^g_t + V_t - \delta^e_t = b^g_t$

$$g \leq g^g_t \leq \bar{g}$$

$\forall t \in \mathcal{T}, \text{a.e. } \omega \in \Omega$.  \hspace{1cm} (9)

Substituting $b^g_t$ in the cost function yields

$$\min_{g^g} \mathbb{E} \left[ \sum_{t \in \mathcal{T}} \pi^g_t V_t + c^f_t [g^g_t + V_t - \delta^e_t]^+ + c^s_t [g^g_t + V_t - \delta^e_t]^− + c^E_t [g^g_t] \right]$$

(10)

The cost function now includes the expectation of non-linear expressions of random variables, namely $\delta^e_t$ in the non-linear functions $[\cdot]^+$ and $[\cdot]^−$. To calculate this expression, the distribution of $\delta^e_t$ is necessary. But since the non-linear expressions only contains $\delta^e_t$ and constraints on it do not depend on $\pi^g_t$, the marginal distributions $P(\delta^e_t)$ and the expectation of $\pi^g_t$ are sufficient. Using joint distributions of several time steps or of both random variables could not improve the results of the stochastic optimization.

**Required forecast:** Expected price, marginal residual demand distributions.

3) **Uncertain price and residual demand, procurement only, symmetrical imbalance cost:** Depending on the design of the balancing market, we can examine the following special cases. If the imbalance cost is symmetric, i.e., $c^+ = c^− = c^d$, we can use $\mathbb{E} [\alpha^+ - \alpha^-] = \mathbb{E} [\alpha^+ - \alpha^-] - \mathbb{E} [\alpha^- - \alpha^+]$ to simplify the cost function to $\sum_{t \in \mathcal{T}} \mathbb{E} [\pi^g_t V_t + c^f_t [g^g_t]^+ + c^s_t [g^g_t]^−]$ Since the term $c^d \mathbb{E} [\delta^e_t]$ is a constant summand in the cost function, the
optimal schedule is independent of it and a prediction for \( \delta^* \) is therefore not necessary. Note that this would result in arbitrage between the day-ahead market and imbalance market, which is not a realistic use case. In reality the imbalance cost is often uncertain, such as for the German balancing market. The cost function then is

\[
\min_{\pi^T} \sum_{t \in T} (E[\pi^T_t] - E[\beta^T_t])V_t + E[\delta^T_t \beta^T_t],
\]

with the uncertain imbalance cost \( \beta^T \). Only the expected values of \( \delta^T_t \) and \( \beta^T_t \) are in the cost function. Hence, the expected value forecast of each is sufficient.

**Required forecast:** Expected price, expected imbalance cost.

4) **Uncertain price and residual demand, no storage, but startup costs:** Next we consider a power plant with startup costs, which results in the stochastic program

\[
\begin{align*}
\min_{g^T, u^T, b} & \sum_{t \in T} \left[ E[\pi^T_t]V_t + c^+ \mathbb{E}[b^U_t] + c^- \mathbb{E}[b^L_t] + c^F \mathbb{E}[g^T_t] + c^ST \mathbb{E} \left[ I^ST(u^T_t, u^T_{t-1}) \right] \right] \\
\text{s.t.} & \quad g^T_t + V_t - \delta_t^U = b^U_t \\
& \quad u^T_t g^T_t \leq g^T_t \leq u^T_t \bar{g}_t \\
& \quad u^T_t \in \{0, 1\} \quad \forall t \in T, \ a.e. \omega \in \Omega.
\end{align*}
\]

The function \( I^ST(u^T_t, u^T_{t-1}) \) is non-linear and depends on both \( \delta^U_t \) and \( \delta^L_{t-1} \). In consequence, the joint predictive distributions \( P(\delta^U_t, \delta^L_{t-1}) \) are required. This distinction is useful, as there are more methods to predict a bivariate distribution \( P(\delta^U_t, \delta^L_{t-1}) \) than a multivariate distribution \( P(\delta^U_t) \).

**Required forecast:** Expected price, for adjacent time steps joint residual demand distributions.

5) **Uncertain price and residual demand, with storage:** In this setup, we consider scheduling the electricity sale or purchase for the provision of an uncertain residual demand with help of an energy storage. This can be expressed as

\[
\begin{align*}
\min_{s^T, b^T, g^T, u^T, \omega} & \sum_{t \in T} \left[ E[\pi^T_t]V_t + c^+ \mathbb{E}[b^U_t] + c^- \mathbb{E}[b^L_t] + c^F \mathbb{E}[g^T_t] + c^ST \mathbb{E} \left[ I^ST(u^T_t, u^T_{t-1}) \right] \right] \\
\text{s.t.} & \quad V_t + s^T_{t-1} - s^T_t = \delta^U_t \\
& \quad \delta^L_t \leq s^T_t \leq \delta^U_t \quad \forall t \in T, \ a.e. \omega \in \Omega.
\end{align*}
\]

The feasibility of \( \delta^U_t \), which is non-linear in the expectation, is dependent on the realization of \( \delta^U_t \). Due to the coupling between all adjacent time steps in the energy balance constraint, it is also dependent on all other \( \delta^U_{t \in T} \). A joint predictive distribution is therefore necessary for all time steps of the residual demand.

**Required forecast:** Expected price, full joint residual demand distribution.

V. **BIDDING CURVE OPTIMIZATION**

We now examine the setup, in which the operator can submit a bidding curve. In this case the accepted volume \( V_1(\pi^T_t) \) depends on the realized market price \( \pi^T_t \).

1) **Uncertain price, fixed residual demand, power plant without startup costs:** First, we consider optimizing the bidding curve for selling the generation of a single power plant at an uncertain price without residual demand or startup costs.

For comprehensibility we first assume no demand. We can then substitute \( g^T_t \) in the cost function with \( V(\pi^T_t) \) and obtain

\[
\max_{\pi^T_t \in \pi} \sum_{t \in T} \left( (\pi^T_t - c^F_t) V_1(\pi^T_t) \right).
\]

Expressing the expectation as an integral split at the cost \( c^F_t \)

\[
\begin{align*}
\max_{\pi^T_t \in \pi} & \sum_{t \in T} \int_{-\infty}^{c^F_t} (\omega - c^F_t) V_1(\omega) f_\omega(\omega) d\omega \\
& \quad + \int_{c^F_t}^{\infty} (\omega - c^F_t) V_1(\omega) f_\omega(\omega) d\omega.
\end{align*}
\]

Let us examine the first integral. If \( \omega < c^F_t \), then the term \( \omega - c^F_t \) is always negative. Due to the property of a probability density function we know \( f_{\pi^T_t}(\omega) > 0 \), and thus it follows that an optimal bidding curve must have \( V_1^*(\pi^T_t) = V^\min \) for \( \pi^T_t < c^F_t \), independently of \( f_\omega \). Similarly, one can show that \( V_1^*(\pi^T_t) = V^\max \) for \( \pi^T_t > c^F_t \), again independently of \( f_\omega \). Therefore, a prediction of the price is not necessary. The values of \( V^\min \) and \( V^\max \) depend on generation limits and demand. This setup applies for power plants with negligible startup costs as well as power plants that almost always run because of very high startup costs, e.g. lignite power plants. It can also be generalized to the case of multiple power plants, for which the integral has to be split into multiple intervals in ascending order given by the generation cost of each plant.

**Required forecast:** No forecast required.

2) **Uncertain price, fixed residual demand, power plant with startup costs:** We again consider a single power plant, but now include startup costs in the setup. The formulation then is

\[
\begin{align*}
\min_{\pi^T_t, g^T_t, u^T_t, \omega} & \sum_{t \in T} E[\pi^T_t V_1(\pi^T_t)] + c^F \mathbb{E}[g^T_t] \\
& \quad + c^ST \mathbb{E} \left[ I^ST(u^T_t, u^T_{t-1}) \right] \\
\text{s.t.} & \quad g^T_t + V_1(\omega^T_t) - \delta^U_t = b^U_t \\
& \quad u^T_t g^T_t \leq g^T_t \leq u^T_t \bar{g}_t \\
& \quad u^T_t \in \{0, 1\}, V_1(\cdot) \in \mathbb{V} \quad \forall t \in T, \ a.e. \omega \in \Omega.
\end{align*}
\]

The cost function includes the expectation of a non-linear combination of \( u^T_t \) and \( u^T_{t-1} \), whose feasibility is linked to \( \pi^T_t \) and \( \pi^T_{t-1} \), respectively. It follows that pairwise joint predictive distributions \( P(\pi^T_t, \pi^T_{t-1}) \) are necessary.

**Required forecast:** Pairwise joint price distributions.

3) **Uncertain price and residual demand, procurement only:** Considering imbalance cost and an uncertain residual demand,
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predicts the correct joint distribution $N(\mu, \Sigma)$, the marginal model which predicts $N(\mu, \sigma I)$, and the expected value model which only predicts $\mu$. To ensure comparability, we keep the total possible cost $c^{tot} = c^{ST} + 2c^F$ constant and vary the share of startup costs in the total cost $c^{ST}$.

Note that the true distribution influences the relevance of the type of forecast as well, e.g., if the probability of $\sum_{t \in T} \pi^t > c^{tot}$ is extremely low, probabilistic and point forecasts will perform equally well. Therefore, we chose $\mu = (0.45, 0.45)^T c^{tot}$ and $\sigma = 0.1 c^{tot}$ such that the resulting schedule is not obvious.

We solve the 2-stage stochastic program with all three forecast types, obtain each of their solutions, and then calculate the expected profit in the second stage model for each of solution. The expected profit is estimated with 10000 realizations of the true distribution. In the following, we analyze the added profit of using the marginal distribution over the expected value and the added profit of using the multivariate distribution over the expected value. The model is implemented with CVXPy [11] and solved with Gurobi [12].

### B. Results

Figure 3 confirms our theoretical findings that only if $c^{ST} > 0$, a probabilistic (marginal or multivariate) forecast can offer a benefit over the expected value forecast. However, even though a distribution is theoretically required to achieve the best possible results, the benefits of a probabilistic model differ depending on the parameters of the optimized setup: For highly flexible setups, i.e., a low share of startup costs, the added profit from using the probabilistic forecast is small but increases with higher shares of startup costs. Moreover, the added profit of using a probabilistic forecast is influenced by the correlation of the true distribution, with a higher correlation resulting in a lower advantage. Comparing the results of marginal and multivariate model shows that the advantage of the multivariate model is only significant for very strong correlations.

### VII. Discussion

We theoretically analyzed the stochastic programming formulations of scheduling and bidding in energy markets under uncertainty with respect to the required type of forecast.

We found that in the considered market schedule optimization setups a probabilistic price forecast is not necessary, whereas a probabilistic demand and renewable generation forecast mostly is. Bidding curve optimization requires forecast distributions, joint with respect to the price and the residual demand. For both market schedule and bidding curve optimization, setups including an energy storage require a full temporal joint distribution and those containing power plants with startup costs require distributions joint between adjacent time steps. Without any time step coupling, distributions that are marginal regarding the time steps are sufficient. Table I summarizes these findings.

Future work could extend the analysis to other types of optimization problems, such as optimal power flow, or analyze the quantitative value of forecasts in more depth.
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### Table I

|                | Fixed residual demand | Uncertain residual demand |
|----------------|-----------------------|--------------------------|
| Schedule       | Bidding curve         | Schedule                  |
| Power plant only, power plant without start cost | $E[\pi^\omega]$ | $P(\delta^\omega, E[\pi^\omega])$ |
|                | Bidding curve         | $P(\delta^\omega, \pi^\omega)$ |
| Power plant with start cost | $E[\pi^\omega]$ | $P(\delta^\omega, \pi^\omega) ,E[\pi^\omega]$ |
| Storage        | $E[\pi^\omega]$ | $P(\pi^\omega, \pi^\omega)$ | $P(\delta^\omega, \pi^\omega) ,E[\pi^\omega]$ |

|                | Fixed residual demand | Uncertain residual demand |
|----------------|-----------------------|--------------------------|
| Schedule       | Bidding curve         | Schedule                  |
| Power plant only, power plant without start cost | $E[\pi^\omega]$ | $P(\delta^\omega, E[\pi^\omega])$ |
|                | Bidding curve         | $P(\delta^\omega, \pi^\omega)$ |
| Power plant with start cost | $E[\pi^\omega]$ | $P(\delta^\omega, \pi^\omega) ,E[\pi^\omega]$ |
| Storage        | $E[\pi^\omega]$ | $P(\pi^\omega, \pi^\omega)$ | $P(\delta^\omega, \pi^\omega) ,E[\pi^\omega]$ |