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Abstract. Providing a human-understandable explanation of classifiers’ decisions has become imperative to generate trust in their use for day-to-day tasks. Although many works have addressed this problem by generating visual explanation maps, they often provide noisy and inaccurate results forcing the use of heuristic regularization unrelated to the classifier in question. In this paper, we propose a new general perspective of the visual explanation problem overcoming these limitations. We show that visual explanation can be produced as the difference between two generated images obtained via two specific conditional generative models. Both generative models are trained using the classifier to explain and a database to enforce the following properties: (i) All images generated by the first generator are classified similarly to the input image, whereas the second generator’s outputs are classified oppositely. (ii) Generated images belong to the distribution of real images. (iii) The distances between the input image and the corresponding generated images are minimal so that the difference between the generated elements only reveals relevant information for the studied classifier. Using symmetrical and cyclic constraints, we present two different approximations and implementations of the general formulation. Experimentally, we demonstrate significant improvements w.r.t. the state-of-the-art on three different public data sets. In particular, the localization of regions influencing the classifier is consistent with human annotations.
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1 Introduction

Deep learning (DL) models represent the state-of-the-art for many computer vision tasks, in particular in the medical image domain [5,14]. Although increasingly accurate, DL classifications models are still missing a general framework providing human readable explanation of their results. In radiology (as for other critical fields), human conclusions on images are generally communicated to peers with explanations. It aims to increase confidence by stimulating criticism or approval. Similarly, it is imperative to provide explanations for DL classification results. Their adoption in sensitive fields such as clinical practice is at
Many contributions have been made on the topic of DL interpretability and explainability (see sec. 2). Numerous methods, based on back-propagation techniques, last network layers analysis or input perturbations, produce visual explanation maps through a process that only depends on the single input image to the classifier. These methods are often not model-agnostic and/or need regularization heuristics to produce visualization maps acceptable to humans. They require significant manual adaptations when changing the DL model, especially if the application domain changes (e.g. from natural to medical images).

Our method produces a visual explanation as the difference between a stable and an adversarial generation. This idea is also used in [8], but we adopt a different point of view inspired by counterfactual perturbations [7] and domain translation [32,50]: in our approach both generators are trained to produce images that are within the distribution of real input images. In particular, the adversary is searched as the closest element to the input image within the distribution of real images classified differently. Our contributions are as follows:

(i) A new formal definition of the visual explanation task as a constrained optimization problem (sec. 3).

(ii) Two approximations and implementations using cyclic constraints, one being simpler than the other but with slightly inferior results (sec. 4 and 5).

(iii) A proposal on how to compare the capacity of two generators in producing images within a target distribution (sec. 6.3).

We validate our method on three publicly available data sets: numbers classification on MNIST, detection of pathological chest X-Rays, and brain tumors in MRI (sec. 6). Our results outperform state-of-the-art methods (sec. 6).

2 Related Works

Visual Explanation Methods Early works propose to analyze either back-propagation of gradients [38,42,41,43] or last layers activation [49,36] w.r.t. a given input. While providing reasonable outputs in some settings, these methods often present a series of drawbacks, ranging from producing noisy explanation maps [38] to not being model-agnostic [10]. In the worst scenarios, they have been found independent of both model parameters and label randomization [1].

Perturbation methods- In contrast, perturbation-based methods study the impact on the model’s output of perturbations applied on the input image. They typically compute an optimal binary mask ($M$) that determines where a perturbation function ($\Phi$) should act on the input image to change the classifier’s output. The visual explanation map is then given by $M$. For each image, [15] introduces an optimization setting to find the minimal perturbation region with the greatest impact on the classifier’s output. Building on this work, [11,22,16] propose slightly different image-wise optimization problems, whereas [9] train a neural network to generate such perturbation region on a given database. To produce acceptable visual results, these methods impose strong and specific regularization that are unrelated to the classifier to interpret.

Adversarial Examples as Explanation- Rather than using a perturbation function and optimizing a mask, [48,12] propose to find for each input image an $L_2$-
closed adversarial example (to be compared to the input) that impacts the classifier’s decision within a constrained space. More recently, [8] train two models with the same architecture and partly shared parameters to produce for a given input image, $L_1, L_2$-close images with respectively similar and opposite classifications compared to the original one. The visual explanation is then defined as the difference between the two generated images. These approaches avoid mask-related regularization heuristics. Our general formulation shares some similarities with the work of [8], especially in the use of a stable generation to improve regularity. Yet there are clear conceptual differences. First, in their formulation, nothing constrain generations (adversarial in particular) to be consistent with real distributions. Second, they impose an element-wise distance constraint ($L_2, L_1$ distances) between the adversary and the input image. This overconstrains the adversarial generation and tends to produce adversarial artefacts. It also prevents the capture of distribution specific patterns. We will show that our formulation solves these issues.

*Counterfactual Explanation*- Built upon [15] or [9], [7,30,28] propose to generate realistic perturbations with generative models attached to the input domain, e.g. perturbing by healthy tissue an image classified as pathological. However, strong regularizations on the perturbation regions are still needed. Instead, [18,44] use the minimal difference between the input image and a counterfactual images in the database. Although they capture relevant information for the classifier within the distribution of real images, they derive heuristically a region of interest and they still require a counterfactual image (with a completely different structure) to which they can compare the input image.

**Domain Translation with GANs** Independently, image-to-image translation is a common and successful application of Generative Adversarial Networks (GANs) [17]. It consists in learning a mapping between two different image domains, whether we have access to paired data [24] or not [50,29,37]. In particular, CycleGAN [50] designed for unpaired image-to-image translation, introduces a cycle-consistency constraint that enforces a certain proximity across domains. In medical imaging, a CycleGAN framework is used in [32] to emphasize important structures that differ between images from different classes. However, this framework does not interpret a classifier’s decision, but rather gives additional insights on what is different between healthy and pathological images. Another line of works directly builds interpretable classifiers [3,35] or generations [4,47] using this idea of domain translation. Finally, through latent space conditioning in [40], the authors propose a framework to align progressive plausible generations with changes of classifier’s prediction score. Note that with some adjustments, we could use their framework as an embodiment of our general formulation.
3 General Formulation

We formulate our method in the case of a binary classification problem (see suppl. section 2 for multi-class adaptation). Let $\chi$ denote the space of real images. We define the visual explanation $E$ of a classifier $f_c$ on $x \in \chi$ as the difference between two generated images $g^{s*}_{f_c}(x)$ and $g^{a*}_{f_c}(x)$. $g^{s*}_{f_c}(x)$, the stable generation, is built to be classified as $x$. $g^{a*}_{f_c}(x)$, the adversary generation, is built to be classified oppositely. The visual explanation $E$ thus reads:

$$E(x) = |g^{s*}_{f_c}(x) - g^{a*}_{f_c}(x)|$$  \hspace*{1cm} (1)

We claim that, to be acceptable, $E$ should only capture relevant, regular and consistent information on $x$ impacting the decision of $f_c$. This translates into the following conditions on $g^{s*}_{f_c}$ and $g^{a*}_{f_c}$:

**Relevance** - $g^{s*}_{f_c}(x)$ and $g^{a*}_{f_c}(x)$ should only differ in regions that are relevant to the classification of $x$ by $f_c$.

**Regularity** - Both generation process should be comparable in order to avoid differences independent from the classifier $f_c$ (residual noise imputable to generation process).

**Consistency with reality** - $g^{s*}_{f_c}(x)$ and $g^{a*}_{f_c}(x)$ should belong to the distribution of real images. This last property is essential to avoid adversarial generated artifacts (typical of adversarial attacks). It also reveals distribution-specific patterns influencing $f_c$ only visible if attacks are coherent with the distribution of real images.

Summarizing these conditions, $g^{s*}_{f_c}$ and $g^{a*}_{f_c}$ are searched as a solution couple of the following optimization problem:

$$\left(g^{s*}_{f_c}, g^{a*}_{f_c}\right) = \arg\min_{g^{s*}_{f_c}, g^{a*}_{f_c}} \left[ \underbrace{d_p(g^{s*}_{f_c}, g^{a*}_{f_c})} + \underbrace{E_x \left(d_a(x, g^{s*}_{f_c}(x)) + d_a(x, g^{a*}_{f_c}(x))\right)} \right]$$  \hspace*{1cm} (2)

(i) $\chi_0$ and $\chi_1$ are the subsets of real images classified as class $0$ and $1$ respectively by $f_c$, they form a partition of $\chi$;

(ii) $(d_a, d_s)$ are distances measuring the proximity to $x$ of each generated image;

(iii) $d_p$ is a distance between generators, its minimization aims to eliminate errors inherited from generation processes and irrelevant to $f_c$.

In the next sections, the implementations of two different approximations of this formulation are detailed.

---

Footnote:

Fig. 3a shows that, unlike other methods, our adversarial generations produce only real specific differences between a "3" and a "8" (and vice-versa).
4 SyCE: Symmetrically Conditioned Explanation

4.1 Generator definition using Symmetry

In the following embodiment we propose a built-in proximity between generators. We avoid the difficulty of explicitly introducing a proximity term $d_p$ in (19) that depends on the choice of generators. The idea is to force both adversarial and stable generations to lay in the image space of a unique generator, $g_{f_c}^*$. Both generated images are then the result of the same generation process and their difference is less subject to purely reconstruction errors.

Moreover, since we expect $g_{f_c}^*(x)$ to be the closest element to $x$ produced by the generation process, $g_{f_c}^*(x) \approx x$ should be constrained. Combined with the built-in proximity between generators, this induces a symmetry constraint on $g_{f_c}^*$: $g_{f_c}^{*2}(x) \approx x$. As supported by empirical results in [50,37], adversarial generation $g_{f_c}^*$ should also be in the proximity of $x$. The symmetry constraint compels $g_{f_c}^*$ to transpose elements from one classification space to the other ($\chi_0 \iff \chi_1$) and "easily" return. The embodiment of problem (19) then reads

$$g_{f_c}^* = \arg\min_{g_{f_c}} \mathbb{E}_{x \in \chi} \left(||x - g_{f_c}^{*2}(x)||_{1,2}\right)$$

(3)

where we implicitly minimize $d_g$ and $d_a$ through the optimization constraints and explicitly set and optimize $d_s$ using a combination of $L_1$ and $L_2$ (see suppl. section 1).

In practice, to train a unique generator results in a too restrictive setting. Adversarial and stable generations are in general too close and the adversary fails to fall into the opposite distribution (see suppl. section 6.1).

To alleviate this, we relax the formulation and search for two auxiliary generators $g_0^*$ and $g_1^*$ defined on $\chi$, but verifying the above properties only on elements of $\chi_0$, respectively $\chi_1$. Thus, they should satisfy symmetry constraints respectively on $\chi_0$ and $\chi_1$:

$$\forall x \in \chi_0, g_0^{*2}(x) \approx x ; \forall x \in \chi_1, g_1^{*2}(x) \approx x$$

(4)

Figure[1] gives an illustration of the mappings built by $(g_0^*, g_1^*)$. We can then define adversarial and stable generations as

$$g_{f_c}^{*}(x) = \begin{cases} g_0^*(x) \in \chi_1 \text{ if } x \in \chi_0, \\ g_1^*(x) \in \chi_0 \text{ if } x \in \chi_1 \end{cases}$$

$$g_{f_c}^{*2}(x) = \begin{cases} g_0^{*2}(x) \in \chi_0 \text{ if } x \in \chi_0, \\ g_1^{*2}(x) \in \chi_1 \text{ if } x \in \chi_1 \end{cases}$$

(5)

In [8], the $L_2$ distance between network parameters is penalized but may not be adapted to another type of generators.

---

4 In [8], the $L_2$ distance between network parameters is penalized but may not be adapted to another type of generators.
And the relaxed version of (3) reads

\[(g^*_0, g^*_1) = \arg\min_{g_0, g_1} \left[ E_{x \in \chi_0} \left( ||x - g^2_0(x)|| \right) + E_{x \in \chi_1} \left( ||x - g^2_1(x)|| \right) \right] \tag{6} \]

\[s.t. \]
\[g_0(\chi_0) \subset \chi_1, g_1(\chi_1) \subset \chi_0 \]
\[g^*_0(\chi_0) \subset \chi_0, g^*_1(\chi_1) \subset \chi_1 \]

Finally, the expression of visual explanation is

\[E(x) = \begin{cases} |g^*_{02}(x) - g^*_{0}(x)| & \text{if } x \in \chi_0 \\ |g^*_{12}(x) - g^*_{1}(x)| & \text{if } x \in \chi_1 \end{cases} \tag{7} \]

Fig. 1: **Generators mappings in SyCE.** \(g^*_0\) maps each element \(x_0 \in \chi_0\) to an element \(x^*_0 \in g^*_0(\chi_0) \subset \chi_1\). By reapplying \(g^*_0\), given the symmetry constraint, this element \(x^*_0 \in g^*_0(\chi_0)\) is mapped back to an element \(x_0^* \in g^*_0(\chi_0) \subset \chi_0\) very close to the original image \(x_0\). \(g^*_1\) acts similarly on \(x_1 \in \chi_1\).

### 4.2 Weak Formulation

Formulation [3] can be further approximated into an unconstrained min-max optimization problem commonly used to optimize GANs [17].

\[
\min_{g_0, g_1} \max_{D_0, D_1} L_{Tot}(x, g_0, g_1, D_0, D_1) \tag{8}
\]

where \(D_0\) (resp. \(D_1\)) is a domain specific discriminator in charge of distinguishing real images in \(\chi_0\) (resp. \(\chi_1\)) from outputs of \(g_1\) (resp. \(g_0\)). \(L_{Tot}\) is the loss function necessary to weakly approximate (6) and whose components are now detailed. We denote \(c_f(x) \in \{0, 1\}\) the class of \(x\) predicted by \(f_c\) and obtained from \(f_c(x)\) by a threshold.

**Adversarial Generation** For a real image \(x \in \chi_0\), \(g_0(x)\) should be classified as of class 1, and reciprocally, if \(x\) is a real image in \(\chi_1\), \(g_1(x)\) should be classified
Fig. 2: Overview of the SyCE optimization framework. Training step of $g_1$ and $g_0$ for an original image $x_1 \in \chi_1$. The terms $L_i^1$ are the $L_i$ parts that act on $x_1 \in \chi_1$. **Note:** the training step is similar for an original image $x_0 \in \chi_0$ with corresponding loss terms $L_i^0$.

as of class 0 by $f_c$. We thus introduce into $L_{Tot}$ the term:

$$L^a_{f_c}(x, g_0, g_1) = \mathbb{E}_{x \in \chi_0} L_{bce}(1 - c_{f_c}(x), f_c(g_0(x))) + \mathbb{E}_{x \in \chi_1} L_{bce}(1 - c_{f_c}(x), f_c(g_1(x)))$$  \hspace{1cm} (9)

where $L_{bce}$ is the binary cross entropy loss function. This term constitutes a typical “attack” on classifier $f_c$ and does not enforce generated images to belong to the distributions of “real” images in $\chi_0$ or $\chi_1$. To cope with this, we introduce into $L_{Tot}$ a classical GAN term

$$L^*_{D}(x, g_0, g_1, D_0, D_1) = \mathbb{E}_{x \in \chi_0} [L_{bce}(1, D_1(x)) + L_{bce}(0, D_0(g_0(x)))] + \mathbb{E}_{x \in \chi_1} [L_{bce}(1, D_0(x)) + L_{bce}(0, D_0(g_1(x)))]$$  \hspace{1cm} (10)

where $D_0$ and $D_1$ are trained to minimize it while $g_0$ and $g_1$ to maximize it.

**Symmetry**- Symmetry objectives of problem (6) are directly enforced in $L_{Tot}$ by training $g_0$ and $g_1$ to minimize

$$L^*_d(x, g_0, g_1) = \mathbb{E}_{x \in \chi_0} \|x - g_0^2(x)\|_{1,2} + \mathbb{E}_{x \in \chi_1} \|x - g_1^2(x)\|_{1,2}$$  \hspace{1cm} (11)

Using the average of $L_1$ and $L_2$ distances produces better results in our experiments. Additionally, to drive the classification of generated elements $g_0^2(x)$ and $g_1^2(x)$ towards $c_{f_c}(x)$, we add the loss term:

$$L^*_{f_c}(x, g_0, g_1) = \mathbb{E}_{x \in \chi_0} L_{bce}(c_{f_c}(x), f_c(g_0^2(x))) + \mathbb{E}_{x \in \chi_1} L_{bce}(c_{f_c}(x), f_c(g_1^2(x)))$$  \hspace{1cm} (12)

**Cyclic Consistency**- Constraints in (6) only induce $g_0 \circ g_1(\chi_1) \subset \chi_1$ and $g_1 \circ g_0(\chi_0) \subset \chi_0$. In practice, enforcing a stronger relation between $g_0$ and $g_1$ increases convergence speed and encourages the minimisation of $d_g$ in (19). As in [50], we introduce in $L_{Tot}$

$$L^*_d(x, g_0, g_1) = \mathbb{E}_{x \in \chi_0} \|x - g_1(g_0(x))\|_{1,2} + \mathbb{E}_{x \in \chi_1} \|x - g_0(g_1(x))\|_{1,2}$$  \hspace{1cm} (13)
and thus couple optimizations of \( g_0 \) and \( g_1 \). Finally, to also ensure that cyclic terms are classified as \( x \) we add consistency loss

\[
L_{cy}^f(x, g_0, g_1) = \mathbb{E}_{x \in \chi_0} L_{bce}(c_{f_c}(x), f_{c}(g_1(g_0(x)))) + \\
\mathbb{E}_{x \in \chi_1} L_{bce}(c_{f_c}(x), f_{c}(g_0(g_1(x))))
\]  

(14)

In experiments, we observe that \( L_{cy}^f \) has a smaller effect than \( L_{sf}^f \) yet it slightly improves the cycle consistency.

The global loss function of the optimization problem (8) then reads

\[
L_{Tot} = \lambda_s d L_{sd} + \lambda_{cy} d L_{cyd} + \lambda_{af} f_c L_{afc} + \lambda_{sf} f_c L_{sf} + \lambda_{cy} f_c L_{cyf} + \lambda_D L_D
\]  

(15)

where parameters \( \lambda_s d, \lambda_{cy} d, \lambda_{af} f_c, \lambda_{sf} f_c, \lambda_{cy} f_c \) and \( \lambda_D \in \mathbb{R}^+ \) control the relative importance of the different terms. Figure 2 shows an overview of the whole framework.

5 CyCE: Cyclic Conditioned Explanation

Inspired by the CycleGAN framework used in [32,47], we also propose a simpler embodiment of the general formulation (19). As in equation (5), we introduce generative models \( g_0^* \) and \( g_1^* \) to define the conditional adversary generator \( g_{a^*} \).

In contrast, we relax the formulation and define \( g_{s^*} \) as the identity. The visual explanation becomes \( E(x) = ||x - g_1^*(x)|| \) if \( x \in \chi_0 \), \( E(x) = ||x - g_1^*(x)|| \) otherwise.

In this formulation, we directly compare the adversary to the original image removing both constraints \( d_g \) and \( d_s \). We trade potential reconstruction errors against a better proximity of the generated elements to the adversary class. Concerning \( d_a \), the cycle consistency term encourages the proximity to the input.

The approximated problem reads

\[
(g_0^*, g_1^*) = \arg\min_{g_0, g_1} \left[ \mathbb{E}_{x \in \chi_0} (||x - g_1(g_0(x))||) \right] + \\
\left[ \mathbb{E}_{x \in \chi_1} (||x - g_0(g_1(x))||) \right]
\]  

(16)

In practice, the optimization framework is very close to the one presented in Section 4.2. We only remove the terms related to symmetrical elements \( g_0^* \) and \( g_1^* \) i.e. \( L_{sd} \) and \( L_{sf}^f \) (see suppl. sections “Reminder” and 5.1).

We have mainly presented two possible embodiments of problem (19), which will be compared in the following. Others are considered in the suppl. section 1. For instance, we further describe the single generator version introduced in section 4.1 (see equation (3)), and propose a cyclic variation of the work of [8].

6 Experiments

6.1 Datasets and Classifiers

Digits Identification - MNIST- We designed a binary classification task on the MNIST datasets [27] that consists in distinguishing digits "3" from digits
We extracted digits "3" and "8" from the original dataset to create training, validation and test sets of respectively 9585, 2397 and 1003 samples. The original images of size 28 x 28 are normalized to [0, 1]. We trained a convolutional network based on LeNet [26] to minimize a binary cross entropy. The classifier reaches an AUC very close to 1.0 (and accuracy of 0.997) on the test set.

**Pneumonia detection - Chest X-Rays** - We created a chest X-Rays dataset from the available RSNA Pneumonia Detection Challenge which consists of 26684 X-Ray dicom exams extracted from the NIH CXR14 dataset [45]. As in [8], we only kept the healthy and pathological exams constituting a binary database of 14863 samples (8851 healthy / 6012 pathological). Pathological cases are provided with bounding box annotations around opacities. We randomly split the dataset into train (80 %), validation (10 %) and test (10 %) sets. A ResNet50 [20] and a DenseNet121 [23] were trained to minimize a binary cross entropy loss, on images rescaled from 1024 x 1024 to 224 x 224 and normalized to [0, 1]. They respectively achieve 0.974 and 0.978 AUC scores on the test set.

**Brain Tumor localization - MRI** - Finally, we consider the problem of localizing brain tumor in Magnetic Resonance Imaging (MRI) volumes as a binary classification task. We propose to classify each slice (2D image) along the axial axis as containing either at least one tumor region (class "1"), or none (class "0"). The brain MRI dataset comes from the Medical Segmentation Decathlon Challenge [39]. In this work, we only use the contrasted T1-weighted (T1gd) sequence and transform the expert multi-level annotations into binary mask annotation with which we obtain the class label of each slice. The train-validation-test split consists of 46900, 6184, and 9424 slice images of size 224 x 224. We also train a ResNet50 and a DenseNet121 with the same settings as the Chest X-Rays problem described above, except that they are trained to minimize a weighted binary cross entropy and achieve test set AUC values of 0.975 and 0.980.

For all the problems, we use the Adam optimizer [25] with an initial learning rate of 1e-4. Random geometric transformations such as zoom, translations, flips or rotations are introduced during training. A more detailed presentation of the datasets, annotations and classifiers is given in the supplementary materials (see sections 3 and 4).

### 6.2 Visual explainer implementation

**Our methods** - For both SyCE and CyCE, the generators $g_0$ and $g_1$ have the same structure and follow a UNet-like [33] architecture as introduced in [24] for image-to-image translation. The discriminators $D_0$ and $D_1$ consist of convolutional downsampling blocks followed by a dense linear layer.

The models are trained using Adam with an initial learning rate of 1e-4 for the generators and 2e-4 for the discriminators. In practice, we compute one optimization step for $g_0$ and $g_1$ given a batch of images $x$ in the source domain $\chi_0$, and target domain $\chi_1$. We proceed symmetrically after switching the source and the target domains for a batch of images in $\chi_1$. Then, we optimize the two discriminators. We elaborate more about the model architectures, the training implementation, and give the weighting parameters $\lambda_i$ in supp. section 5.1).
Comparison to Baselines- We compare our proposed methods against several state-of-the-art visual explanation approaches: GradCAM [30], Gradient [38], Integrated Gradient [43], BBMP [15], MGen [9] and SAGen [8]. Further details regarding these implementations are provided in supp. section 5.2.

6.3 Assessing the quality of domain translation

Since there is no global consensus on how to measure the proximity between real and generated image distributions for domain translation, we revisit some methods and propose a novel evaluation. We propose to learn an embedding function independent from the visual explanation method that can separate in the latent space the distribution of real images predicted in class 0 from real images predicted in class 1. This embedding is constructed by training a variational autoencoder (VAE) coupled with a multilayer perceptron that learns to classify if the mean encoded vector $\mu$ comes from an image in $\chi_0$ or $\chi_1$. We use two different metrics to measure the distance between encoded distributions. The first is inspired by the Fréchet Inception Distance [21] where the Inception Network embedding (trained on natural images from ImageNet) is replaced by our VAE embedding in order to compute the Wasserstein-2 distance [46]. It is denoted by $FD_\mu$. The second is based on kernel probability density estimation [34] performed on a 2-dimensional Principal Component Analysis applied to the embedding VAE space. Real and generated densities are compared using Jenson-Shannon distance (JS) [13].

7 Results

7.1 Evaluation of domain translation

Classification Accuracy- We measure the accuracy between the classifier’s prediction on the original and the generated images to evaluate our method capacity to produce stable and adversarial images. Table 1a presents the classification accuracy of $f_c$ predictions adversarial generated images against the original prediction $c_f(x)$. Results for stable generations are given in suppl. sections 6.1. All the visual explanation methods trained with a classification target achieve to generate adversarial images classified in the opposite class. We observe that methods based on adversarial generation produce slightly better results (SAGen, CyCE and SyCE) compared to the perturbation mask approach (MGen) using Gaussian blur. For a similar architecture and training configuration, we also note that CyCE trained without classification target (CyCE w/o $L_{c_f}$) i.e. a common CycleGAN, produces much poorer classification results.

Domain Translation Quality- We recall the "embedding" metrics introduced in 6.3 Fréchet Distance on the mean encoded vector ($FD_\mu$) and the Jenson-Shannon distance (JS) on the estimated 2-dimensional distribution. Figure 3a displays some examples of adversarial generated images for different explanation approaches using a generation process (only outputs of generations
Table 1: **Domain Translation results.** (a): Accuracies computed between the original model’s decision \( c_f(x) \) and the decision on the adversarial image. (b) and (c): Fréchet Distance (\( FD_\mu \)) and Jenson-Shannon distances (\( JS \)) on the different problems for respectively LeNet and ResNet50. A stands for Adversarial and \( St \) for Stable generations.

(a) **Accuracy scores**

| Method     | Digits | Pneumonia | Tumor | Loc. |
|------------|--------|-----------|-------|------|
| MGen       | 0.176  | 0.075     | 0.156 |
| SAGen      | 0.032  | 0.103     | 0.243 |
| CyCE w/o \( L_{\alpha,\gamma} \) | 0.954  | 0.739     | 0.966 |
| CyCE       | 0.070  | 0.040     | 0.090 |
| SyCE       |        |           |       |      |

(b) \( \chi^0 \longrightarrow \chi^1 \)

| Method     | Digits | Pneumonia | Tumor | Loc. |
|------------|--------|-----------|-------|------|
| MGen       | 142.71 | 0.99      | 58.76 | 0.87 |
| SAGen      | (1.67) | (0.60)    | (0.25) | (1.54) |
| CyCE       | 4.50   | 0.55      | 1.92  | 0.31 |
| SyCE       | (0.30) | (0.41)    | (0.04) | (0.12) |

(c) \( \chi^1 \longrightarrow \chi^0 \)

| Method     | Digits | Pneumonia | Tumor | Loc. |
|------------|--------|-----------|-------|------|
| MGen       | 3.10   | 0.60      | 38.96 | 0.94 |
| SAGen      | (1.06) | (0.40)    | (0.84) | (0.33) |
| CyCE       | 9.37   | 0.75      | 1.56  | 0.25 |
| SyCE       | (0.28) | (0.36)    | (0.11) | (0.05) |

We point out several observations: (i) Except for digits in direction “8” to “3”, MGen generates adversaries that humans perceive as synthetic. (ii) SAGen produces adversarial images that are actually very similar to the original images, there is no domain transfer for human eyes. (iii) Our approaches (CyCE and SyCE) generate adversarial images which are perceived as real images of the opposite domain e.g. in MR, bright focal regions (tumors) are replaced by darker regions in the adversaries (healthy tissue). These visual findings are supported by the results shown in tables 1c and 1b as well as the PCA representations in Figures 3b and 3c. SyCE and CyCE significantly outperform both MGen and SAGen in producing adversaries closer to the opposite image distribution. SAGen sometimes has the lowest performance despite a higher perception of realism than MGen. We observe in Figures 3a and 3c (for pneumonia) that SAGen generates images (orange points) that remain very close to the original distribution while those produced by MGen (black) are often far from both real distributions. CyCE performs best in most cases in both directions (although SyCE remains competitive). Compared to the cyclic constraint in CyCE, the symmetry (in SyCE) is more restrictive and better enforces the generated adversarial images to be close to the original image. Finally, we see in tables 1c and 1b that stable images (St) produced by our method (SyCE) are often slightly closer to the real distribu-
Fig. 3: Qualitative Results. (a): Comparison of generated adversarial (or perturbed) images with other methods. (b) and (c): First 2 axes of the PCA applied on the embedded vector $\mu$ of the VAE for all images (real and generated) of the test set for Pneumonia detection. (b): Source (original) domain $\chi_0$ and Target for adversarial generation: $\chi_1$. (c): Source $\chi_1$ and Target $\chi_0$.

Limitations- CyCE and SyCE have good performances in capturing the different types and locations of impactful regions for the classifier when acting on pathological images. Yet, they fail to capture pathology variability when mapping healthy to pathological images. Healthy images are often perturbed in similar locations. This is a known drawback of symmetric and cyclic constraints forcing a one-to-one map between domains of different complexity [2].

7.2 Relevant regions found by the visual explanation

Localization Metrics- A common method to evaluate visual explanation techniques is to correlate the feature attributions they produce with human annotations. For a competitive classifier, we expect the highlighted supporting regions of the input image to match human annotations.
To evaluate this localization performance, we consider: (i) the intersection over union (IoU) computed between binary ground truth annotation and a thresholded binary explanation mask. The choice of the thresholds depends on the representative size of the annotations on the training set. For instance, if human annotations occupy in average 10% of the image, the threshold is set at the 90th percentile of the explanation map (IOU$_{90}$) in tables 2a and 2b). (ii) The normalized cross-correlation (NCC) directly computed between the binary ground truth mask and the raw visual explanation as it is not sensitive to the intensity (see suppl. section 6.2 for further details).

Visual and Quantitative Evaluations- Tables 2a and 2b show the results for these two metrics comparing our work against state-of-the-art approaches. Two trained classifier, for both Pneumonia detection and Brain tumor localization are evaluated (ResNet-50 and DenseNet-121). Our method (SyCE) outperforms all others for the two problems and for the two classifiers. Some binary visual explanations are shown in Figure 4. SyCE produces explanation maps more at-
Table 2: Localization results. Results for ResNet50 and DenseNet121 on Pneumonia detection and Brain tumor localization problems.

(a) ResNet50

| Method      | Pneumonia IoU | Pneumonia NCC | Tumor Loc. IoU | Tumor Loc. NCC |
|-------------|---------------|---------------|----------------|----------------|
| Gradient    | 0.187 0.152 0.097 0.312 0.154 0.141 0.330 0.170 0.138 0.086 0.254 |
| IG          | 0.170 0.136 0.086 0.254 0.238 0.196 0.444 0.123 0.095 0.074 0.181 |
| GCPM        | 0.195 0.138 0.070 0.325 0.173 0.115 0.389 0.233 0.174 0.085 0.193 |
| MoG         | 0.203 0.154 0.087 0.348 0.290 0.263 0.409 0.221 0.191 0.116 0.317 |
| SAGN        | 0.243 0.171 0.097 0.325 0.330 0.284 0.515 0.221 0.171 0.097 0.325 |
| CyCE        | 0.221 0.191 0.116 0.337 0.322 0.279 0.516 0.221 0.191 0.116 0.337 |
| SyCE w/o St.| 0.292 0.236 0.142 0.494 0.406 0.345 0.609 0.299 0.244 0.151 0.506 |
| SyCE        | 0.299 0.244 0.151 0.506 0.411 0.348 0.615 0.291 0.234 0.142 0.494 |

(b) DenseNet121

| Method      | Pneumonia IoU | Pneumonia NCC | Tumor Loc. IoU | Tumor Loc. NCC |
|-------------|---------------|---------------|----------------|----------------|
| Gradient    | 0.159 0.127 0.081 0.267 0.128 0.099 0.261 0.159 0.127 0.081 0.267 |
| IG          | 0.113 0.095 0.074 0.181 0.206 0.168 0.397 0.113 0.095 0.074 0.181 |
| GCPM        | 0.223 0.174 0.085 0.344 0.229 0.111 0.342 0.223 0.174 0.085 0.344 |
| MoG         | 0.264 0.202 0.105 0.338 0.333 0.284 0.519 0.223 0.174 0.085 0.344 |
| SAGN        | 0.255 0.191 0.107 0.337 0.264 0.222 0.440 0.223 0.174 0.085 0.344 |
| CyCE        | 0.254 0.205 0.111 0.393 0.264 0.236 0.424 0.223 0.174 0.085 0.344 |
| SyCE w/o St.| 0.271 0.221 0.130 0.428 0.350 0.310 0.558 0.271 0.221 0.130 0.428 |
| SyCE        | 0.284 0.235 0.144 0.460 0.372 0.329 0.582 0.284 0.235 0.144 0.460 |

attached to the image structures while pointing out different supporting regions that are human-understandable. Moreover, the contribution of the stable image is less important than what is described in [8], even if it slightly improves the localization (see tables 2a and 2b) SyCE w/o St. vs SyCE). This is due to a generation process which is not penalized with $L_p$ norms as in [8,12]. Finally, although CyCE is the best performer for domain translation (see section F.1) and is competitive with other works of the literature, it obtains poorer localization results than SyCE. Figure 4 shows that CyCE produces more irrelevant attributions, underlining the benefit of symmetrical constraints in SyCE. Compared to CyCE, SyCE perturbs less regions. Perturbed regions by SyCE are more discriminating for the classifier. Additional figures and results are provided in suppl. sections 6.2 and 7.

8 Conclusion

We have introduced a general formulation to design a visual explanation of classifier decisions. Our method captures important patterns in the input image on which the classifier relies to make its decision. We propose one implementation that strictly follows the general formulation as well as a weaker and relaxed version. Both leverage generative image-to-image translation frameworks, cycle consistency or even symmetry constraints. Compared to previous works, we show on different datasets that our symmetrical method better localizes discriminative regions for the classifier that are interpretable by humans, in particular for clinicians in the medical domain. Through a revisited use of variational autoencoders, we have successfully validated that our techniques are able to either stabilize or transpose an image to respectively its original or counterfactual image distribution, while ensuring the proximity to the input image.
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Reminder: General Formulation

Visual explanation definition-
\[ E(x) = |g_{fc}^{s*}(x) - g_{fc}^{a*}(x)| \]  

General optimization problem-
\[
(g_{fc}^{s*}, g_{fc}^{a*}) = \arg \min_{g_{fc}^a, g_{fc}^s} \left\{ d_g(g_{fc}^a, g_{fc}^s) + \mathbb{E}_x \left[ d_s(x, g_{fc}^a(x)) + d_a(x, g_{fc}^s(x)) \right] \right\}
\]

\[
\text{s.t.} \begin{cases}
g_{fc}^s(\chi_0) \subset \chi_0, & g_{fc}^a(\chi_1) \subset \chi_1 \quad \text{(Relevance)} \\
g_{fc}^s(\chi_1) \subset \chi_1, & g_{fc}^a(\chi_0) \subset \chi_0 \quad \text{(Regularity)} \\
\end{cases}
\]

\[
\text{Consistency with reality}
\]

Reminder: Proposed embodiments

SyCE: Symmetrically Conditioned Explanation

Generators definition- Introducing auxiliary generators \( g_0 \) and \( g_1 \) (see the main paper), we define \( g_{fc}^{a*} \) and \( g_{fc}^{s*} \) as follow:

\[
g_{fc}^{a*}(x) = \begin{cases} 
g_0^a(x) \in \chi_1 & \text{if } x \in \chi_0 \\
g_1^a(x) \in \chi_0 & \text{if } x \in \chi_1 
\end{cases}
\]

\[
g_{fc}^{s*}(x) = \begin{cases} 
g_0^s(x) \in \chi_0 & \text{if } x \in \chi_0 \\
g_1^s(x) \in \chi_1 & \text{if } x \in \chi_1 
\end{cases}
\]

Visual explanation-
\[
E(x) = \begin{cases} 
|g_0^a(x) - g_0^s(x)| & \text{if } x \in \chi_0 \\
|g_1^a(x) - g_1^s(x)| & \text{if } x \in \chi_1 
\end{cases}
\]
Optimization problem- Equation (6) is the proposed approximated optimization problem for SyCE.

\[
(g_0^*, g_1^*) = \arg\min_{g_0, g_1} \left[ \mathbb{E}_{x \in \chi_0} (||x - g_0^2(x)||) \right. \\
+ \left. \mathbb{E}_{x \in \chi_1} (||x - g_1^2(x)||) \right]
\]  \tag{6}

CyCE: Cyclic Conditioned Explanation

Generators definition- As presented in the main paper, CyCE is a more relaxed approximation of problem (2), where auxiliary generators \( g_0 \) and \( g_1 \) are introduced such that:

\[
g_{f_c}^{a \star} (x) = \begin{cases} 
    g_0^a (x) & \text{if } x \in \chi_0 \\
    g_1^a (x) & \text{if } x \in \chi_1
\end{cases}
\]  \tag{7}

And

\[
g_{k_c}^{s \star} (x) = x, \quad \forall x \in \chi
\]  \tag{8}

Visual explanation-

\[
\mathcal{E}(x) = \begin{cases} 
    |x - g_0^s(x)| & \text{if } x \in \chi_0 \\
    |x - g_1^s(x)| & \text{if } x \in \chi_1
\end{cases}
\]  \tag{9}

Optimization problem- Leveraging cycle consistency constraint, the approximated problem reads

\[
(g_0^*, g_1^*) = \arg\min_{g_0, g_1} \left[ \mathbb{E}_{x \in \chi_0} (||x - g_1(g_0(x)||) \right. \\
+ \left. \mathbb{E}_{x \in \chi_1} (||x - g_0(g_1(x)||) \right]
\]  \tag{10}

A Other possible embodiments of problem (2)

A.1 SSyE: Strict Symmetrical Explainer

We introduce this embodiment in the main paper at the beginning of section 4.1 to better grasp the implicit minimization of \( d_g \) and \( d_a \) through the unique generation space and the symmetry constraint (see equation (3) in the main paper).

Generators definition- In the line of the one-to-one mapping used in [37], we consider this strict symmetrical version of SyCE (denoted SSyE). A unique
generative model $g^*$ defines the adversarial generator $g^{a*}_{f_c}$. The same $g^*$ is used for the two domains $\chi_0$ and $\chi_1$.

\[ g^{a*}_{f_c}(x) = g^*(x), \ \forall x \in \chi \]  

(11)

Similar to SyCE, we impose a symmetry constraint on $g^*$ to define $g^{s*}_{f_c}$.

\[ g^{s*}_{f_c}(x) = g^2(x), \ \forall x \in \chi \]  

(12)

**Visual explanation-** The visual explanation then reads

\[ \mathcal{E}(x) = |g^2 - g^*(x)| \]  

(13)

**Optimization problem-** In this formulation, the different terms of problem (2) are approximate in the same ways as in SyCE (except that there is a unique generator). The approximated problem reads

\[ g^* = \arg\min_g \mathbb{E}_{x \in \chi} (||x - g^2(x)||) \]  

(14)

\[ \text{s.t.} \]

\[ g(\chi_0) \subseteq \chi_1, g(\chi_1) \subseteq \chi_0 \]

\[ g^2(\chi_0) \subseteq g^2(\chi_1) \subseteq \chi_1 \]

**Framework-** In practice, the optimization framework is very close to the one for SyCE. We only remove the terms related to cycle consistency (i.e. $L^c_{dy}$ and $L^y_{f_c}$) as there is a unique $g$ (See Figure 1c).

### A.2 CyCSAE: Cyclic Conditioned Stable Adversarial Explainer

**Generators definition-** we revisit and improve the "similar" / "adversarial" visual explanation method of [8]. We remove their explicit element-wise distances (adversarial-original) and (adversarial-similar). Instead, we add cyclic constraints to implicitly minimize them.

As in SyCE, we introduce conditioned auxiliary generators such that:

\[ g^{a*}_{f_c}(x) = \begin{cases} 
  g^{a*}_{f_c}(x) & \text{if } x \in \chi_0 \\
  g^{a*}_{f_c}(x) & \text{if } x \in \chi_1 
\end{cases} \]  

(15)

And

\[ g^{s*}_{f_c}(x) = \begin{cases} 
  g^{s*}_{f_c}(x) & \text{if } x \in \chi_0 \\
  g^{s*}_{f_c}(x) & \text{if } x \in \chi_1 
\end{cases} \]  

(16)

**Visual explanation-** The visual explanation now reads:

\[ \mathcal{E}(x) = \begin{cases} 
  |g^{a*}_{f_c}(x) - g^{a*}_{f_c}(x)| & \text{if } x \in \chi_0 \\
  |g^{s*}_{f_c}(x) - g^{s*}_{f_c}(x)| & \text{if } x \in \chi_1 
\end{cases} \]  

(17)

**Optimization problem-** $d_a$ is enforced by a cycle consistency term as in CyCE. For $d_y$, we use a similar constraint $d_w$ as in [8] encouraging parameters of stable
and adversarial generators \((g^s_i, g^a_i \text{ with } i \in \{0, 1\})\) to be close. The approximated problem reads

\[
(g^s_i^*, g^a_i^*) = \arg\min_{g^s_i, g^a_i \in \{0, 1\}} \sum_i \left[ \mathbb{E}_{x \in X_i} \left( ||x - g^s_i(x)|| + ||x - g^s_{i-1}|| + ||x - g^a_i(x)|| \right) \right] + d_w(g^s_i, g^a_i)
\]

(18)

Where \(g^a_{|i-1|}\) means \(g^a_i\) if \(i = 0\) (resp. \(g^a_0\) if \(i = 1\)). The unconstrained min-max approximation of \((18)\) remains quite similar to SyCE introduced in the paper.

**Framework** - In practice, \(L^\text{CyCSAE}_\text{Tot} = L^\text{SyCE}_\text{Tot} + \lambda w (d_0^w + d_1^w)\). More precisely:

- **Adversarial Generation** - Same \(L^a\), \(L^D\) are used with \(g^a_0\) and \(g^a_1\) instead of \(g^a_0\) and \(g^a_1\) (in SyCE).
- **Cycle Consistency** - Same \(L^\text{cy}^g\), \(L^\text{cy}^f\) are used with \(g^a_1 \circ g^a_0\) and \(g^a_0 \circ g^a_1\) instead of \(g^a_0 \circ g^a_1\) and \(g^a_1 \circ g^a_0\) (in SyCE).
- **Stable Generation (instead of Symmetry in SyCE)** - Same \(L^s\), \(L^s\) are used with \(g^s\) and \(g^s\) instead of \(g^s\) and \(g^s\) (in SyCE).
- **Generators Proximity Constraint** - As in \cite{8}, we use a \(L^2\) constraint to enforce the proximity between parameters of \(g^s_i (w^s_i)\) and \(g^a_i (w^a_i), i \in \{0, 1\}\).

Figure \[1d\] illustrates the corresponding optimization.
Fig. 1: Overview of the different optimization frameworks. (a) SyCE. (b) CyCE. (c) SSyE. (d) CyCSAE. Top: training step of generators for an original image \( x \in \chi_0 \). Bottom: training step for \( x \in \chi_1 \).

### B Multi-class Adaptation

#### B.1 General formulation

In a multi-classification setting, the general formulation (19) can be rewritten as:

\[
(g_r f_c^*, g_a f_c^*) = \arg \min_{g_r f_c, g_a f_c} \left( d_g(g_r f_c, g_a f_c) + E_x \left( d_s(x, g_r f_c(x)) + d_a(x, g_a f_c(x)) \right) \right) \tag{19}
\]

(i) \((d_g, d_a, d_s)\) are distances defined as in the general formulation (19);
(ii) \(\chi_i\) is the subset of real images classified as class \(i\) by \(f_c\), they form a partition
of $\chi$:

(iii) $\bar{\chi}_i$ is the subset of real images classified differently than class $i$ by $f_c$.

Combined with $\chi_i$, they form a partition of $\chi$.

B.2 Explanation objective

**Explain One class against All others** - The idea is to explain one specific predicted class against all the others. In this case, the explanation problem is transformed into a binary case, where the objective is to inform why $f_c$ predicted this class or not this class. Here, we can use similar embodiments as in the binary case. However, it might be expensive as we need to train one visual explainer for each class.

**Explain Each class against Each others** - Given an image $x$ and the classifier decision $c_{f_c}(x)$, a visual explanation should be produced to show for each different class why the classifier made this decision. For instance, in a classification problem with 10 classes, one classifier’s decision requires 9 visual explanations (comparison with each different classes). Then, for an image $x$ predicted in class $i$ by $f_c$, the set of visual explanations reads

$$E_i(x) = \{ |g_{f_c}^{s=i}(x) - g_{f_c}^{a=k}(x)| \}_{k \neq i, k \in \{1, \ldots, C\}}$$

(20)

Where $C$ is the number of classes.

In this setting, it seems difficult to use embodiment such as SyCE directly, as we should train as many generators and discriminators as there are different classes. We should rather consider a unique couple of generator and discriminator, but conditioned by $f_c$ decision as conditional GANs [31,?].

C Datasets

C.1 Digits Identification - MNIST

We design a binary classification task on the MNIST dataset [27] that consists in distinguishing digits ”3” from digits ”8”. We extracted digits ”3” and ”8” from the original training dataset to create training and validation sets of respectively 9585 and 2397 samples. Then we similarly generate a test set of 1003 samples from the first 5,000 elements of the original test set. The original images of size 28 x 28 are normalized to [0, 1].

C.2 Pneumonia detection - Chest X-Rays

We create a chest X-Rays dataset from the available RSNA Pneumonia Detection Challenge dataset which consists of X-Ray dicom exams extracted from the NIH CXR14 dataset [45]. We only use the train images (26,684 exams) as we have access to class labels as well as expert annotations. The original dataset is
composed of cases belonging to one of the three classes: "Normal", "No Lung Opacity /Not Normal" and "Lung Opacity". For our task, we keep only the healthy ("Normal") and pathological ("Lung Opacity") exams that constitute a binary database of 14863 samples (8851 healthy / 6012 pathology). Pathological cases are provided with experts bounding box annotations around opacities. We then randomly split the training dataset into train (80 %), validation (10 %) and test (10 %) sets. Original images are rescaled from 1024 x 1024 to 224 x 224 and then normalized to [0, 1].

C.3 Brain Tumor localization - MRI

Magnetic Resonance Imaging (MRI) is a medical application of nuclear magnetic resonance that generates 3D volumes of images. The localization of a tumor region on an MRI volume can be addressed as a binary classification problem. Indeed, we propose to classify each slice (2D image) along the axial axis as containing either one (or multiple) tumor region(s) [class "1"], or none [class "0"]. The brain MRI dataset comes from the training set of the Medical Segmentation Decathlon Challenge [39] which is composed of 484 exams. Each exam comes with 4 MRI modalities (FLAIR, T1w, T1gd, T2w) as well as 4 levels of segmentation annotations: background, edema, non-enhancing tumor and enhancing tumor. In this work, we only use the contrasted T1-weighted (T1gd) sequence. Ground truth mask annotation are computed by considering edema as background (class "0"), while non-enhancing and enhancing tumors are gathered in one single class: tumor (class "1"). First, we resample both the 3D T1gd volumes and the binary ground truth annotation masks from size 155 x 240 x 240 to 145 x 224 x 224. We extract the slices along the axial axis (1st axis), remove slices outside the brain (black images) and normalizing the images to [0, 1]. Then, we attribute a class label of "1" if a tumor region larger than 10 pixels (0.02 % of the image size) exists on the corresponding annotation slice; and a label of "0" otherwise. The split consists of 363 training, 48 validation and 73 test patient exams which respectively correspond to 46900 - 6184 - 9424 slice images and the following class balancement: "0": 75 % - "1": 25%.

D Classifiers

D.1 Digits Identification - LeNet

For this task we use a convolutional network based on LeNet [26] with an adapted output for binary classification (sigmoid activation applied on an output layer of size 1). The model is trained with a binary cross entropy loss function for 50 epochs with a batch size of 128.

D.2 Pneumonia detection - ResNet50 and DenseNet121

A ResNet50 [20] and a DenseNet121 [23] are used here. We used pre-trained backbone layers from ImageNet [10] for the two models. The two models are
trained with a binary cross entropy cost function for 50 epochs with batch size of 32.

D.3 Brain Tumor localization - ResNet50 and DenseNet121

We train similar ResNet50 and DenseNet121 with the same settings as the Chest X-Rays problem described above, except that they intend to minimize a weighted binary cross entropy.

For all the problems, we use the Adam optimizer [25] with an initial learning rate of 1e-4 which is divided by 3 each time a plateau is reached. Random geometric transformations such as zoom, translations, flips or rotations are introduced during training. The training of the classifier is run on 8 cpus Intel 52 Go RAM 1 V100, and last about 30 minutes for MNIST, 2 hours for Pneumonia detection and 3 hours for Brain tumor localization before convergence.

E Implementation

E.1 Ours: CyCE and SyCE

Generators For CyCE and SyCE, the generators $g_0$ and $g_1$ have the same structure and follow a UNet-like [33] architecture as suggested in [24] for supervised image-to-image translation. The encoder path is composed of 3 blocks of downsampling for the Brain tumor localization and the pneumonia detection problems. Only 2 blocks are used for the digits identification. Each block consists of one residual block followed by a maxpooling layer. At each scale level of the decoded path, we concatenate the upsampled current layer with the corresponding skip connection layer from the encoder path. Several convolutions (2-3) are applied, then the resulting layer is upsampled to the next scale. Except for the final layer, convolution blocks are composed of batch normalization, ReLU activation and a convolution layer. Dropout (rate of 0.1 - 0.2 ) may be added after convolution blocks (better results achieved empirically). For the output layer, we either use a sigmoid activation or only clip the values in $[0, 1]$ (so it can be passed to the trained classifier). Note that for the digits and brain tumor localization problems, better results are achieved with the clip.

Generators of other embodiments (sec. A)

SSyE- The unique generator $g$ is very similar to $g_0$ (and so $g_1$) in CyCE and SyCE. Experimentally, we observe that adding several convolution layers at the end of the UNet structure and before the output layer, slightly improve the optimization and localization results.

CyCSAE- We use the shared architecture between $g_0^s$ and $g_0^e$ (resp. $g_1^s$ and $g_1^e$), as described in [8]. See sec. E.2 for additional precision.
Discriminators The discriminator models $D_0$ and $D_1$ also shared the same architecture which consists of 3 convolutional downsampling blocks (2 for MNIST) followed by a dense linear layers that output a single logit vector (sigmoid cross entropy is used for the loss function). At each scale, the downsampling is achieved by a convolution layer with stride 2. We use LeakyReLU activation and no normalization layer. Note that using either ReLU or LeakyReLU with batch normalization produce similar results. For the specific “GAN” optimization, we use the common alternate optimization of corresponding pairs of generator and discriminator i.e. $(g_0, D_1)$ and $(g_1, D_0)$. In practice:

- Rather than maximizing $L_D$, $g_0$ and $g_1$ are encouraged to minimize the following term $L^g_D$ with weighting parameters $\lambda_D$:

$$
L^g_D(x, g_0, g_1, D_0, D_1) = \mathbb{E}_{x \in \chi_0} L_{bce}(1, D_1(g_0(x))) + \mathbb{E}_{x \in \chi_1} L_{bce}(1, D_0(g_1(x)))
$$

(21)

- The discriminators $D_0$ and $D_1$ respectively minimize the term $L^d_D$ that adds a gradient penalty term $L_{gp}$ [19]:

$$
L^d_D = \lambda^d_D L_D + \lambda^d_{gp} L_{gp}
$$

(22)

The models are trained on 8 cpus Intel 52 Go RAM 1 V100 for 80 epochs using Adam with an initial learning rate of 1e-4 for the generators and 2e-4 for the discriminators. We use a batch size of 64 for the MNIST dataset and 8 for the other problems. Random geometric transformations are applied with the same settings as for the classifier’s training. Optimization takes about 10 hours for CyCE and 15 hours SyCE (about the same for SSyE and CyCSAE).

Optimization Steps For both CyCE and SyCE:

- We compute one optimization step for $g_0$ and $g_1$ given a batch of images $x$ in the source domain $\chi_0$, and $\chi_1$ the target domain. The transposed images $g_0(x)$ try to fool the discriminator $D_1$. Here $g_1$ is used for the cycle consistency.

- Symmetrically, we compute one optimization step for $g_1$ and $g_0$ for a batch of images $x \in \chi_1$.

- Then, we optimize the two discriminators $D_0$ and $D_1$ to respectively identify the batch of real images $x_0 \in \chi_0$ (resp. $x_1 \in \chi_1$) from generated images $g_1(x_1), x_1 \in \chi_1$ (resp. $g_0(x_0), x_0 \in \chi_0$).

The same optimization steps are used for SSyE and CyCSAE. In Figures [1b, 1c] and [1d] we illustrate the global optimization framework of respectively CyCE, SSyE and CyCSAE (SyCE given in the paper).

Training Parameters In tables [1a] and [1b] are given respectively the weighting parameters used for CyCE and SyCE. Those parameters are selected through empirical trials when achieving both the optimization objectives, an producing the best evaluation results. Note that for most of these parameters, variations within a certain interval produce similar results.
Table 1: Training parameters for interpreters optimization

(a) CyCE

| Problem          | Classifier | $\lambda^\text{cy}_d$ | $\lambda^\text{cy}_f$ | $\lambda^\text{af}_c$ | $\lambda_D^d$ | $\lambda_D^f$ | $\lambda^\text{gp}_D$ |
|------------------|------------|------------------------|------------------------|------------------------|----------------|------------------------|------------------------|
| Digits           | LeNet      | 10.0                   | 0.2                    | 0.005                  | 0.25           | 1.0                    | 1.0                    |
| Pneumonia detect.| ResNet50   | 10.0                   | 0.05                   | 0.01                   | 0.025          | 1.0                    | 1.0                    |
|                  | DenseNet121| 10.0                   | 0.05                   | 0.01                   | 0.05           | 1.0                    | 1.0                    |
| Brain tumor loc  | ResNet50   | 20.0                   | 0.1                    | 0.01                   | 0.05           | 1.0                    | 1.0                    |
|                  | DenseNet121| 20.0                   | 0.2                    | 0.01                   | 0.05           | 1.0                    | 1.0                    |

(b) SyCE

| Problem          | Classifier | $\lambda^\text{cy}_d$ | $\lambda^\text{cy}_f$ | $\lambda^\text{af}_c$ | $\lambda_D^d$ | $\lambda_D^f$ | $\lambda^\text{gp}_D$ |
|------------------|------------|------------------------|------------------------|------------------------|----------------|------------------------|------------------------|
| Digits           | LeNet      | 10.0                   | 2.0                    | 0.2                    | 0.01           | 0.005                  | 0.25                   | 1.0                    | 1.0                    |
| Pneumonia detect.| ResNet50   | 10.0                   | 2.0                    | 0.05                   | 0.01           | 0.001                  | 0.05                   | 1.0                    | 1.0                    |
|                  | DenseNet121| 10.0                   | 2.0                    | 0.05                   | 0.01           | 0.05                   | 1.0                    | 1.0                    | 1.0                    |
| Brain tumor loc  | ResNet50   | 20.0                   | 1.0                    | 0.2                    | 0.05           | 0.01                   | 0.025                  | 1.0                    | 1.0                    |
|                  | DenseNet121| 20.0                   | 1.0                    | 0.2                    | 0.05           | 0.001                  | 0.025                  | 1.0                    | 1.0                    |

E.2 Baselines Methods

**BBMP** [15]- The best explanation maps are obtained when we start with a mask of size 56 x 56, and then filter the upsampled mask (gaussian with $\sigma = 3$) such as in [15]. We generate the explanation mask after 150 iterations. We also use a total variation regularization. The gaussian blur perturbation ($\sigma = 5$) produces the better results.

**MGen** [9]- A ResNet-50 backbone pre-trained on ImageNet (or on the task) is used for the encoder part of the model as in [9]. As suggested in [8], we adapt the architecture of MGen to a binary classification problem, and remove the class embedding input that does not improve the mask generation. For the training, we follow the directions proposed in [9]. More specifically, we alternate between gaussian blur perturbation and a mix of constant and random noise. The generator model produces masks of size 112x112 (14x14 for MNIST) that are upsampled to 224x224 (28x28 for MNIST). As in BBMP, an additional gaussian filtering helps to remove some artefacts.

**SAGen** [8]- follows the single generator version described in [8]. In practice, the architecture consists of a common UNet-like architecture (similar architecture
than our generators) and two separated final convolutional blocks: one for the stable image generation and the other for the adversarial image generation.

F Results

F.1 Evaluation of domain translation

Comparison with other embodiments- We compare domain translation achieved by the different generation methods, including embodiments SSyE and CyCSAE.

Figures 2a, 2b, 2c and 2d shows the 2-dimensional PCA representation of all generated and real images for the digits problem.

- All approximations of our general formulation achieve adversarial generations if both space translations.
- SAGen [8] (orange dots) fails to produce adversaries in the opposite distribution. Instead, they remain close to original images.
- MGen (black) achieves to generate ”3” from ”8”, but completely fails in the other direction.

Figures 3a, 3b, 3c and 3d present the same representation for the X-Rays pneumonia detection.

- SyCE (green dots), CyCE (purple dots) and CyCSAE (cyan dots) generate adversarial images close to the opposite distribution
- SSyE (lime dots) is slightly less efficient in the adversarial domain translation.

Table 2 describes the classification performances of stable and adversarial generation compared to original decision $c_f(x)$.

- All guided methods succeed in generating adversarial images for the classifier $f_c$, while
- CyCE w/o $L^{a,cy}_{f_c}$ (similar to [32]) produces much poorer classification results when generating adversarial examples for $f_c$.
- Stable generations (for methods that produce some) retain the classification score quite well.

These observations are supported by the results shown in Tables 3a and 3b. Across all experiments

- CyCSAE outperforms other methods for MNIST
- CyCE is the best performer on both chest X-Rays and brain MRI problems
- SSyE produces poorer domain translation results than other embodiments
Table 2: **Classification performances.** Accuracies of respectively LeNet on Digits and ResNet on Pneumonia detection and Brain tumor localization: \( acc_s \) and \( acc_a \) on respectively stable and adversarial generated images. The accuracy \( acc_s \) is computed between the original model’s decision \( c_f(x) \) and the decision on the stable image \( (c_f(g_s(x))) \). \( acc_a \) is computed between the original model’s decision and the decision on the adversarial image.

| Method     | Digits | Pneumonia | Tumor Loc. |
|------------|--------|-----------|------------|
|            | \( acc_s \) | \( acc_a \) | \( acc_s \) | \( acc_a \) |
| Mgen       | -      | 0.176     | -          | 0.156      |
| SAGen      | 0.991  | 0.032     | 0.981      | 0.103      |
|            | 0.957  | 0.243     |            |            |
| CyCE w/o   | -      | 0.954     | -          | 0.966      |
| \( L_{j_c}^{2csp} \) | | |            |            |
| CyCE       | -      | 0.070     | -          | 0.090      |
| SyCE       | 0.993  | 0.015     | 0.988      | 0.028      |
|            | 0.966  | 0.096     |            |            |

Table 3: **Domain Translation results** - LeNet for MNIST digits and ResNet 50 for medical imaging problems.

**Part (a) \( \chi_0 \rightarrow \chi_1 \)**

| Method     | Digits | Pneumonia | Tumor Loc. |
|------------|--------|-----------|------------|
|            | \( FD_\mu \) | \( JS_\mu \) | \( FD_\mu \) | \( JS_\mu \) |
| Mgen       | A 142.71 | 0.99 | 58.76 | 0.79 | 65.29 | 0.46 |
| SAGen      | St (1.67) | (0.68) | (0.22) | (0.09) | 1.54 | (0.14) |
|            | A 55.93 | 0.96 | 89.81 | 0.85 | 242.22 | 0.72 |
| SSyE       | St (0.39) | (0.49) | (3.00) | (0.25) | (0.01) | (0.08) |
|            | A 4.88 | 0.62 | 9.05 | 0.44 | 133.49 | 0.55 |
| CyCSAE     | St (0.01) | (0.07) | (0.07) | (0.10) | (0.04) | (0.03) |
|            | A 1.22 | 0.42 | 2.16 | 0.36 | 50.77 | 0.47 |
| CyCE       | A 4.50 | 0.54 | 1.92 | 0.34 | 2.66 | 0.29 |
| SyCE       | St (0.30) | (0.40) | (0.04) | (0.06) | (0.13) | (0.07) |
|            | A 2.84 | 0.56 | 2.12 | 0.35 | 45.85 | 0.45 |

**Part (b) \( \chi_1 \rightarrow \chi_0 \)**

| Method     | Digits | Pneumonia | Tumor Loc. |
|------------|--------|-----------|------------|
|            | \( FD_\mu \) | \( JS_\mu \) | \( FD_\mu \) | \( JS_\mu \) |
| Mgen       | A 3.10 | 0.61 | 38.06 | 0.84 | 94.70 | 0.56 |
| SAGen      | St (0.11) | (0.39) | (0.09) | (0.01) | (0.11) |
|            | A 12.04 | 0.99 | 95.17 | 0.85 | 312.64 | 0.77 |
| SSyE       | St (0.34) | (0.30) | (1.04) | (0.20) | (0.14) | (0.04) |
|            | A 0.79 | 0.79 | 14.75 | 0.45 | 281.68 | 0.74 |
| CyCSAE     | St (0.01) | (0.06) | (0.06) | (0.06) | (0.01) | (0.08) |
|            | A 3.09 | 0.50 | 3.33 | 0.31 | 69.70 | 0.47 |
| CyCE       | A 9.37 | 0.74 | 1.56 | 0.28 | 39.24 | 0.41 |
| SyCE       | St (0.30) | (0.27) | (0.36) | (0.11) | (0.05) | (0.05) |
|            | A 8.61 | 0.72 | 9.71 | 0.41 | 51.51 | 0.44 |
Fig. 2: First 2 axes of the PCA applied on the embedded vector $\mu$ of the VAE for all images (real and generated) of the test set for MNIST digits classification. From top to bottom: Adversarial generation from Source (original) domain $\chi_0$ ("3") to target domain $\chi_1$ ("8"); Stable generation in $\chi_0$; Adversarial generation from $\chi_1$ ("8") to $\chi_0$ ("3"); Stable generation in $\chi_1$. 
Fig. 3: First 2 axes of the PCA applied on the embedded vector $\mu$ of the VAE for all images (real and generated) of the test set for Pneumonia detection. From top to bottom: Adversarial generation from Source (original) domain $\chi_0$ ("Healthy") to target domain $\chi_1$ ("Pathological"); Stable generation in $\chi_0$; Adversarial generation from $\chi_1$ ("Pathological") to $\chi_0$ ("Healthy"); Stable generation in $\chi_1$
F.2 Relevant regions found by the visual explanation

**Metrics and thresholds choices** - We consider two metrics to evaluate the localization performance of visual explanation techniques: The intersection over union (IoU) and the normalized cross-correlation (NCC). As mentioned in the paper, the IoU is computed between binary ground truth annotation (e.g. filled bounding boxes for pneumonia detection, and segmentation masks for tumor localization) and a thresholded binary explanation mask.

The choice of the threshold depends on the representative size of the annotations (w.r.t the image size) on the dataset. Tables 4a and 4b show the main statistics of the size of expert annotations on the training set. We give the results as ratios of the size of the image.

For **Pneumonia expert annotations**, bounding box annotations represent 8.8% (median) of the image size whatever the number of pathological regions annotated; 4.4% when there is a unique bounding box and about 14.6% when there are at least 2 different annotations. In addition, bounding box are weaker annotations than segmentation mask as they also contain regions that are not included in the opacity (pneumonia signature).

| Annotations | Nb | Mean | Median | Std | Min | Max | 25th Perc. | 75th Perc. |
|-------------|----|------|--------|-----|-----|-----|------------|------------|
| All         |   1| 11.7 | 8.8    | 9.4 | 0.3 | 60.2| 4.5        | 16.5       |
| Bounding Box| 1  | 5.4  | 4.4    | 3.9 | 0.3 | 35.3| 2.6        | 7.1        |
| > 1         | 1  | 16.6 | 14.6   | 9.5 | 1.4 | 60.2| 9.1        | 22.7       |

To capture the variability of the size of the annotations (single and multiple), we choose the following thresholds: the 85th, 90th, 95th and 98th percentiles. These choices match with the bounding box statistics and act for annotations that cover from 2 to 15% of the size of the image. E.g. For a binary explanation map thresholded at the 95th percentile, the corresponding IoU is denoted $IoU_{95}$. Similarly for the **brain mri problem**, we set thresholds at the 97th, 98th and
99th percentiles for explanation maps. Table 4b shows that segmentation masks of the tumors have a much smaller variability i.e. $1.5 \pm 1.2\%$.

**Localization results** - Tables 5a and 5b display the localization results on the X-Ray pneumonia detection problem for the two metrics and for the two different classifiers (ResNet-50 in tab. 5a and DenseNet-121 in tab. 5b). The same results are given for brain MRI tumor localization in Tables 6a and 6b. We compare the different embodiments proposed with state-of-the-art methods.

- SyCE outperforms all other approaches (as shown in the main paper).
- For SSyE, CyCSAE and SyCE, we also show the localization results when the visual explanation is defined as $\mathcal{E}(x) = |x - g_{\theta_c}(x)|$ without the stable generation. These case are denoted with "w/o St.". In all embodiments concerned, the stable image slightly improves the localization results.
- In Table 5a we also emphasize that the cycle consistency terms $L_{f\theta}^y$ and $L_{g\theta}^y$ improve the localization results of SyCE (compared to "w/o $L_{g\theta}^y$")
- We note that SSyE produces slightly poorer localization results but remains competitive with state-of-the-art methods.
- CyCSAE generates visual explanation competitive with state-of-the-art in the brain MRI problem or even comparable to SyCE in the chest X-Rays task.

Table 5: **Localization results for X-Rays Pneumonia detection**. Comparison with state-of-the-art techniques and other embodiments (SSyE and CyCSAE).

(a) Results for ResNet-50

| Method            | IoU_{85} | IoU_{90} | IoU_{95} | IoU_{98} | NCC   |
|-------------------|----------|----------|----------|----------|-------|
| Gradient          | 0.199    | 0.187    | 0.152    | 0.097    | 0.312 |
| IG                | 0.171    | 0.170    | 0.136    | 0.086    | 0.254 |
| GradCAM           | 0.244    | 0.205    | 0.138    | 0.070    | 0.325 |
| BBMP              | 0.226    | 0.204    | 0.154    | 0.087    | 0.348 |
| AGEN              | 0.219    | 0.208    | 0.169    | 0.103    | 0.340 |
| SAGEN             | 0.250    | 0.232    | 0.173    | 0.097    | 0.325 |
| SSyE w/o St.     | 0.222    | 0.211    | 0.168    | 0.095    | 0.369 |
| SSyE              | 0.240    | 0.230    | 0.183    | 0.107    | 0.363 |
| CyCSAE w/o St.   | 0.290    | 0.286    | 0.233    | 0.142    | 0.453 |
| CyCSAE            | 0.294    | 0.291    | 0.238    | 0.147    | 0.461 |
| CyCE              | 0.219    | 0.221    | 0.191    | 0.116    | 0.337 |
| SyCE w/o $L_{f\theta}^y$ | 0.277    | 0.260    | 0.205    | 0.118    | 0.443 |
| SyCE w/o St.     | 0.313    | 0.294    | 0.238    | 0.142    | 0.498 |
| SyCE              | 0.316    | 0.299    | 0.244    | 0.151    | 0.506 |

(b) Results for DenseNet-121

| Method            | IoU_{85} | IoU_{90} | IoU_{95} | IoU_{98} | NCC   |
|-------------------|----------|----------|----------|----------|-------|
| Gradient          | 0.173    | 0.159    | 0.127    | 0.081    | 0.267 |
| IG                | 0.136    | 0.123    | 0.095    | 0.074    | 0.181 |
| GradCAM           | 0.232    | 0.223    | 0.174    | 0.085    | 0.344 |
| AGEN              | 0.276    | 0.264    | 0.202    | 0.105    | 0.338 |
| SAGEN             | 0.274    | 0.255    | 0.191    | 0.107    | 0.337 |
| SSyE w/o St.     | 0.213    | 0.191    | 0.139    | 0.070    | 0.284 |
| SSyE              | 0.242    | 0.223    | 0.168    | 0.093    | 0.378 |
| CyCSAE w/o St.   | 0.263    | 0.267    | 0.222    | 0.135    | 0.414 |
| CyCSAE            | 0.268    | 0.272    | 0.228    | 0.141    | 0.424 |
| CyCE              | 0.265    | 0.251    | 0.205    | 0.111    | 0.393 |
| SyCE w/o $L_{f\theta}^y$ | 0.277    | 0.271    | 0.221    | 0.130    | 0.428 |
| SyCE w/o St.     | 0.290    | 0.284    | 0.235    | 0.144    | 0.460 |
Table 6: Localization results for Brain MRI tumor localization. Comparison with state-of-the-art techniques and other embodiments (SSyE and CyCSAE).

(a) Results for ResNet-50

| Method         | IoU_{97} | IoU_{98} | IoU_{99} | NCC     |
|----------------|----------|----------|----------|---------|
| Gradient       | 0.156    | 0.154    | 0.131    | 0.330   |
| IG             | 0.239    | 0.238    | 0.196    | 0.444   |
| GradCAM        | 0.198    | 0.173    | 0.115    | 0.389   |
| BBMP           | 0.270    | 0.290    | 0.263    | 0.409   |
| Mgen           | 0.307    | 0.319    | 0.274    | 0.448   |
| SAGen          | 0.310    | 0.330    | 0.284    | 0.515   |
| SSyE w/o St.   | 0.255    | 0.253    | 0.208    | 0.441   |
| SSyE           | 0.275    | 0.277    | 0.229    | 0.462   |
| CyCSAE w/o St. | 0.258    | 0.287    | 0.270    | 0.463   |
| CyCSAE         | 0.272    | 0.305    | 0.287    | 0.477   |
| CyCE           | 0.308    | 0.322    | 0.270    | 0.516   |
| SyCE w/o St.   | 0.383    | 0.406    | 0.345    | 0.609   |
| SyCE           | **0.389**| **0.411**| **0.348**| **0.615**|

(b) Results for DenseNet-121

| Method         | IoU_{97} | IoU_{98} | IoU_{99} | NCC     |
|----------------|----------|----------|----------|---------|
| Gradient       | 0.139    | 0.128    | 0.099    | 0.261   |
| IG             | 0.210    | 0.206    | 0.168    | 0.397   |
| GradCAM        | 0.282    | 0.229    | 0.111    | 0.342   |
| Mgen           | 0.333    | 0.333    | 0.284    | 0.519   |
| SAGen          | 0.262    | 0.264    | 0.222    | 0.440   |
| CyCSAE w/o St. | 0.222    | 0.257    | 0.258    | 0.404   |
| CyCSAE         | 0.222    | 0.258    | 0.262    | 0.406   |
| CyCE           | 0.245    | 0.264    | 0.236    | 0.424   |
| SyCE w/o St.   | 0.324    | 0.350    | 0.310    | 0.558   |
| SyCE           | **0.345**| **0.372**| **0.329**| **0.582**|

F.3 Computation time

At test time, we generate visual explanations for the different methods either on a NVIDIA MX130 GPU or on 8 cpus Intel 52 Go RAM 1 V100 (as for the optimization). Table 7 shows the computation time for the different techniques on V100.

Table 7: Computation time. Average time (in seconds) of visual explanation generation for LeNet on MNIST digits and ResNet-50 on both X-Ray Pneumonia detection and Brain MRI tumor localization.

| Method         | Digits | Pneumonia | Tumor Loc. |
|----------------|--------|-----------|------------|
| Gradient       | 0.09   | 2.26      | 2.05       |
| IG             | 0.06   | 4.06      | 3.90       |
| GradCAM        | 0.02   | 0.50      | 0.55       |
| BBMP           | 1.26   | 17.26     | 15.38      |
| Mgen           | 0.03   | 0.06      | 0.11       |
| SAGen          | 0.03   | 0.04      | 0.04       |
| CyCE           | 0.03   | 0.11      | 0.11       |
| SyCE w/o St.   | 0.03   | 0.11      | 0.11       |
| SyCE           | 0.05   | 0.14      | 0.14       |
G  More illustrations

Additional illustrations are provided in the following.

**Domain translation** $\chi_1 \rightarrow \chi_0$ - Figures 4, 5 and 6 show some examples of adversarial generation for the three problems in direction: $8 \rightarrow 3$ for digits; Pathological $\rightarrow$ Healthy for X-Rays and MRI problems.

**Domain translation** $\chi_0 \rightarrow \chi_1$ - Figures 7, 8 and 9 present some examples of adversarial generation for the three problems in direction $3 \rightarrow 8$ for digits; Healthy $\rightarrow$ Pathological for X-Rays and MRI problems. As mentioned in the paper, we observe on Brain MRI that the same (or very similar) region is perturbed to create a pathology (see Figure 8). The generator $g_0$ does not express the variability of the pathology. This is less obvious in the other two problems (see Figure 7 and 9). Note that all generation / perturbation techniques have the same problem.

**SyCE generations** - Figures 10, 11 and 12 display some examples of stable and adversarial images as well as visual explanations generated by SyCE for the three problems.

**Relevant region localization** - Figures 13 and 14 compare visual explanation generated by CyCE and SyCE against state-of-the-art methods. Explanation maps are thresholded and compared to human expert annotations.
Fig. 4: Digits Identification Problem - LeNet - Generation $\chi_1 \rightarrow \chi_0 (8 \rightarrow 3)$ - Comparison of the generated adversarial images with other methods.
Fig. 5: Brain Tumor Localization Problem - ResNet 50 - Generation $\chi_{1} \rightarrow \chi_{0}$ (Tumor $\rightarrow$ No tumor) - Comparison of the generated adversarial images with other methods.
Fig. 6: Chest X-rays Problem - ResNet 50 - Generation $\chi_1 \rightarrow \chi_0$ (Pathological $\rightarrow$ Healthy) - Comparison of the generated adversarial images with other methods.
Fig. 7: Digits Identification Problem - LeNet - Generation $\chi_0 \rightarrow \chi_1$ (3 $\rightarrow$ 8) - Comparison of the generated adversarial images with other methods.
Fig. 8: Brain Tumor Localization Problem - ResNet 50 - Generation $\chi_0 \rightarrow \chi_1$ (No tumor $\rightarrow$ Tumor) - Comparison of the generated adversarial images with other methods.
Fig. 9: Chest X-rays Problem - ResNet 50 - Generation $\chi_0 \rightarrow \chi_1$ (Healthy $\rightarrow$ Pathological) - Comparison of the generated adversarial images with other methods.
Fig. 10: **Adversary, stable and visual explanation generations.** From left to right for MNIST digit classification: the original image; the adversarial image (for the classifier to explain); the stable image; our resulting explanation map of the classifier’s decision.
Fig. 11: **Adversary, stable and visual explanation generations.** From left to right for Chest X-Rays pneumonia detection: the original image; the ground annotations pointing out the relevant regions for humans; the adversarial image (for the classifier to explain); the stable image; our resulting explanation map of the classifier’s decision.
| Original | Annotation | Adversary | Stable | Interpretation |
|----------|------------|-----------|--------|----------------|
| ![Original Image](image1) | ![Annotation Image](image2) | ![Adversary Image](image3) | ![Stable Image](image4) | ![Interpretation Image](image5) |
| ![Original Image](image6) | ![Annotation Image](image7) | ![Adversary Image](image8) | ![Stable Image](image9) | ![Interpretation Image](image10) |
| ![Original Image](image11) | ![Annotation Image](image12) | ![Adversary Image](image13) | ![Stable Image](image14) | ![Interpretation Image](image15) |
| ![Original Image](image16) | ![Annotation Image](image17) | ![Adversary Image](image18) | ![Stable Image](image19) | ![Interpretation Image](image20) |
| ![Original Image](image21) | ![Annotation Image](image22) | ![Adversary Image](image23) | ![Stable Image](image24) | ![Interpretation Image](image25) |

Fig. 12: **Adversary, stable and visual explanation generations.** From left to right for Brain MRI tumor localization: the original image; the ground annotations pointing out the relevant regions for humans; the adversarial image (for the classifier to explain); the stable image; our resulting explanation map of the classifier’s decision.
Fig. 13: Chest X-rays Problem - ResNet 50 - Comparison with other features attribution methods and against ground truth annotation. For the visualization, all the explanation maps are thresholded at the 95th percentile (representative of the size of the ground truth annotation over the training database).
Fig. 14: Brain Tumor Localization Problem - ResNet 50 - Comparison with other features attribution methods and against ground truth annotation. For the visualization, all the explanation maps are thresholded at the 98th percentile (representative of the size of the ground truth annotation over the training database).