Agent-Based Model for Urban Administration: A Case Study of Bridge Construction and its Traffic Dispersion Effect
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Abstract: From the viewpoint of urban administration, simulation is regarded as a policy tool that provides administrators with information about the current urban situation and enables them to verify the effectiveness of urban policies. This study proposes a traffic simulation model for a real city named Sejong in South Korea. Our proposed model employs agent-based simulation with the city-level real data, which mainly focuses on describing the movement behavior of individuals using urban traffics in the real city. By aggregating the agents' decisions and interactions during the movement, the proposed model can discover a demand for the city's transportation system. To do this, this study validated the proposed model so that the modeled traffic system was similar to the real one, and then we conducted a case study to compare and analyze the effects of traffic dispersion led by the upcoming bridge construction in the real city. The case study showed that the proposed model can provide policy evaluation on the optimal location of the bridge construction considering the city traffic flow. Furthermore, the case study presented that the agent-based modeling enables micro-level analysis on the city traffic flow to understand on the policy implications.
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Introduction

1.1 As modern cities are expected to provide various functions to residents, the components associated with infrastructure have exponentially increased, and their interactions and structures have also become more complex. Recent advances in information and communication technologies (ICT), such as big data and artificial intelligence, have radically accelerated such trends. However, urban administrations, which should constructively respond to such demands and actively investigate directions for future city development, still face complex issues. This is why data-driven administration supported by ICT techniques is seen as a promising approach for handling these problems; [Broomfield & Reutter, 2021].

1.2 To better understand data-driven administration, research on urban traffic analysis deserves consideration for the following reasons: urban traffic requires infrastructure, and efficient planning and utilization of infrastructure facilitate various socio-economic activities, so it is closely related to urban administration. In this sense, urban traffic has been researched and the current research positively incorporates ICT, such as intelligent traffic systems (ITS) and new types of vehicles (e.g., personal mobility and autonomous vehicles; [Chen et al., 2020].
As urban traffic considers more components, simulation has been researched and then applied to the traffic analysis.

1.3 Traffic simulation is an abstraction of urban transportation systems. Hence, urban administrators can understand and analyze their current status through simulation results, which eventually help develop associated policies. In particular, the current issues in modern transportation and mobility systems, such as autonomous driving (i.e., self-driving vehicles), personal transportation (i.e., micromobility vehicles for transporting individuals at low speeds), and carbon neutrality (i.e., reducing carbon emissions from vehicles), have increased the need for simulation-based urban traffic analysis (Lu et al. 2020; Patella et al. 2019). The main advantage of traffic simulation is that it enables to evaluate future systems and policies which are not implemented yet (Arsham & Kahn 1990). For example, it can provide urban administrators with an awareness of where the future urban traffic systems should aim to cover, but realizing them is still complicated. In such cases, traffic simulation can be utilized as a sandbox to evaluate political considerations.

1.4 We propose a traffic simulation model and present a policy evaluation using the model. Specifically, our proposed model is an agent-based model in which agents representing city residents live their day using urban transportation, and their movements are determined by multiple decision processes derived from real data of the city residents. The proposed model estimates an urban traffic flow by aggregating individual movements, so it can be used to support urban traffic management including detecting traffic hot spots and mitigating traffic overheads. We note that while related works have often targeted simple or virtual cities, our proposed model describes a real city, Sejong, South Korea, and its population and traffic environments including road network and public transportation. Also, we utilized associated real data, such as individual characteristics (e.g., age, gender, occupation, living place) and time-use data from daily life, not only to model daily population movements, but to validate and calibrate our model.

1.5 Our case study illustrates an example of policy evaluations using the proposed traffic simulation model. As the developed model abstracts Sejong City, the case study dealt with its traffic considerations and formulated them into feasible policy candidates. We then conducted virtual experiments reflecting these policy candidates and quantitatively evaluated them using our simulation results. The main objectives of our case study were to answer the following research questions:

RQ1. Identify the traffic dispersion effect of new bridge construction according to location. In the case study, we considered the new bridge construction scenarios for Sejong. Among several predetermined location candidates for new bridge construction, we identified the best candidate to solve the traffic jams experienced on existing bridges. By simulating the proposed model, we checked the traffic volume changes of existing bridges and the traffic demands of new bridges for each construction scenario.

RQ2. Profile the traffic demands of new bridge construction according to location. We also analyzed the destinations of the traffic passing through the new bridges. We classified the new bridge traffic into subgroups by destination and specified preferred new bridge construction scenarios for each subgroup.

1.7 While the results support to identify the best option, the city administrators may doubt its credibility in practice. As such, simulation-based policy evaluation should make an effort to secure the result reliability. We made additional efforts to validate the developed model with the associated real data and to analyze the results of the virtual experiments in detail: the former was achieved by adapting real data during model validation and calibration; the latter was conducted by tracking the reasons behind evaluation results through analysis of individual movements logged during simulation execution. We noted that these efforts would help urban administrators not only to improve evaluation results’ credibility, but to gain a chance to understand multifaceted political factors and their complex relations in future city.

Related Works

2.1 This section presents a survey of the previous research related to the proposed work. We separated works into model development (including modeling theory and method) and model application (i.e., policy evaluation in urban administration) research.

Related works on traffic simulation models

2.2 Traffic simulation models are generally categorized into three types with respect to the modeling focus on the traffic system: macroscopic, microscopic, and mesoscopic model. Macroscopic model mainly focuses on capturing traffic dynamics, such as aggregated behavior about traffic flows and congestion behaviors, so it often
abstracts details on traffic processes and conditions (Lighthill & Whitham 1955). On the contrary, microscopic model describes the interactions among individuals in the traffic systems, such as vehicles and pedestrians, so it can provide more feasible parameters which are more aligned with the real world. Mesoscopic model stands between these two model types, which means that it blends the properties of macroscopic and microscopic models to discover more efficient results.

2.3 A macroscopic traffic model normally describes traffic flow from the view of aggregated behavior in a traffic system; so, for example, it often abstracts a great number of vehicles on a road as traffic density. It is a traditional way to analyze traffic systems, which mainly concentrates on traffic demand and capacity (Brilon 2000). Because traffic flow is similar to fluid dynamics, methods of developing macroscopic traffic models also come from the field of fluid dynamics, which is based on partial differential equations. Hence, macroscopic models are often developed as mathematical models representing the relationships among traffic system features, such as density, flow, and mean speed in the road network (Khan & Gulliver 2018). Since the pioneering work suggested by Lighthill & Whitham (1955), many works have been conducted: for example, Helbing et al. (2001) proposed a macroscopic traffic simulation model based on a gas-kinetic traffic equation. Their model allowed analysis of the influences of street and weather conditions, as well as freeway control measures on traffic flow. Boel & Mihaylova (2006) presented a compositional stochastic model for freeway traffic simulation for large-scale road networks. Thonhofer et al. (2018) developed a flexible macroscopic traffic model for large-scale urban traffic simulation.

2.4 Microscopic traffic model concentrates on vehicle-driver combinations (often just referred to as a vehicle) at an individual level. Individual information can be specified and recorded at all times during simulation (ELEFTERIADOU 2014). Due to such individual features, agent-based modeling (ABM) has recently been applied to develop microscopic traffic models. ABM is a general method to build simulation models through the interactions among agents (or individuals) and environments in a system (Russell & Norvig 2009; Bae & Moon 2015). For example, Hidas (2002) suggested an agent-based traffic simulation model to evaluate road congestion and dynamic route guidance. Klügl & Bazzan (2004) presented a simulation method for route choice decisions of individual drivers and traffic forecasts utilizing drivers’ decisions. Kumar & Mitra (2006) analyzed virtual traffic situations in which traffic signals malfunctioned, which were realized by modeling individual vehicles and road conditions in India.

2.5 Mesoscopic traffic model was proposed to fill the gap between the macroscopic and the microscopic traffic models. Specifically, mesoscopic traffic models generally describe the traffic entities in detail, but their behavior and interactions at a lower level of detail (Burghout 2004). The mesoscopic models can have various forms, but one representative example is Taylor (2003) where grouped vehicles are moving on the road network, and the speed of a vehicle is calculated from the speed-density function of the road that the grouped vehicles move on. The approach of Taylor (2003) has influenced to lots of later works: for example, Sun et al. (2020) evaluated the potential impacts of various levels of high occupancy vehicle lane usages with commercial mesoscopic models and Mihăiță et al. (2019) built an simulation model describes traffic environmental changes inside the neighborhood including air pollution, traffic flow or meteorological information. The proposed model is also such extension: with traffic individuals incorporating its moving behavior extracted from the real-data and elaborating on the speed-density function for its moving speed. Table shows the comparison between the proposed model and the above traffic simulation models.
Helbing et al. (2001) developed a gas-kinetic traffic equation based traffic model for traffic flow analysis.  
Boel & Mihaylova (2006) developed a compositional stochastic model for freeway traffic simulation model.  
Thonhofer et al. (2018) developed a flexible traffic model for large-scale urban traffic simulation.  
Hidas (2002) developed an agent-based traffic simulation model for evaluating road congestion and dynamic road guidance.  
Klügl & Bazzan (2004) developed a simulation model for route choice decisions of individual drivers and traffic forecasts.  
Kumar & Mitra (2006) developed a simulation model for analyzing virtual traffic situations where traffic signals malfunctioned in India.  
Taylor (2003) developed a simulation model where grouped vehicles are moving on the road network with the speed calculated by a speed density function.  
Sun et al. (2020) evaluated the potential impacts of various levels of high occupancy vehicle lane usages with commercial mesoscopic traffic simulation tools.  
Mihăiţă et al. (2019) built a simulation model describes traffic environmental changes inside the neighborhood including air pollution, traffic flow or meteorological information.  
Ours  

Table 1: Comparisons of the proposed model and the previous traffic simulation models  

Related works on simulation-based policy evaluation

2.6  
Let us introduce another view of the proposed method: the application perspective. Although there are numerous ways to utilize simulation models in socioeconomics, one of the best known and most promising methods is to use virtual experiments as a tool for complex administrative decisions or policy evaluation. Gilbert et al. (2018) stated that computation models, including simulation models, can be utilized to initiate, develop, and evaluate policies due to the policy development cycle’s complexity and variability (see HM Treasury 2013). There have been a number of works about simulation-based policy evaluation in various domains, such as economics (Coester et al. 2018; Yun & Moon 2020), demographics (Kim et al. 2017; Singh et al. 2018), and public health (Barbrook-Johnson et al. 2017; Bae et al. 2018). This research trend has also appeared in urban administrative studies using traffic simulations: for example, Adelt et al. (2018) argued that traffic simulation could be applied to analyze the governance of complex sociotechnical systems, but their efforts ended up being a conceptual framework and a virtual small example. Ge & Polhill (2016), Fagiolo & Roventini (2017) and Yücel & van Daalen (2009) all presented examples of policy evaluation based on traffic simulations.

2.7  
Before considering simulation-based policy evaluation, the validity of our simulation model should be verified. If a simulation model is not sufficiently valid, the simulation results and evaluation based on those results will be unreliable as well. For this reason, a number of simulation studies have mentioned the importance of model validation (Chu et al. 2003), but several works have provided the validity of traffic simulation models (Ziemke et al. 2021; Lengyel & Friedrich 2019). This rareness mainly results from two reasons: first, the studies were not dealing with real traffic systems, so there were no traffic data for comparison at the start; second, even if the author abstracted real datasets, the data were not readily prepared for various administrative reasons.

2.8  
We propose an urban traffic simulation model that is technically categorized as a mesoscopic traffic model: traffic flow is estimated macroscopically, and individual movement is modeled microscopically. Also, we utilized our model to evaluate urban administrative policies related to population movement. Ratrout & Rahman (2009) suggested that a traffic simulation model incorporating traffic demands would be more effective for local administrations to implement. From this perspective, our paper is a realization of this suggestion. Moreover, to enhance the reliability of our policy evaluation results, we conducted model validation with real data. Specifically, our proposed model abstracted a real city in South Korea, Sejong, to effectively validate and calibrate based on observed traffic data. We also tracked the reasons for policy evaluation results that seemed counterintuitive through simulated microscopic factors. Although detailed information follows in the Case Study.
section, we would like to note that this is why the proposed model was developed at the mesoscopic level as another approach compared to the conventional mesoscopic traffic models [Lee et al. 2001].

### Development of Sejong city model

#### 3.1 With our model, we aimed to generate the daily behavior and movement patterns of a city’s population. We modeled real-scale city infrastructure and population. Table 2 summarizes our model by listing the model’s input data, output data, and parameters. By simulating the model, we obtained behavioral and location information of individuals for each simulated time increment. It is possible to analyze the demand for transportation resources, such as road capacity and public transportation, from the movement patterns we generated. Counterfactual experiments are also possible, such as changing road networks, populations’ demographic characteristics, or populations’ preferences.

| Type     | Name                        | Implication                                      | Value (Source)                  |
|----------|-----------------------------|--------------------------------------------------|---------------------------------|
| Input    | Residence data              | Residence location data of the entire Sejong city | Sejong City Hall (private)      |
|          | MDIS data                   | Survey data on Korean’s demographics and occupations | Statistics Korea [2015]         |
|          | Time-use data               | Survey data on Korean’s time usage                | Statistics Korea [2014]         |
|          | GIS data: Road              | Sejong city road network information              | Korea Transport DB [2019]       |
|          | Business license data       | Sejong city business license registration data    | Sejong Public Data [2019a]      |
|          | Bus route data              | Sejong city bus routes                            | Sejong Public Data [2019b]      |
|          | Bus schedule data           | Sejong city bus timetables                        | Sejong Public Data [2019b]      |
| Output   | Agent log                   | Agent behavior and location information by time   | -                               |
|          | Road log                    | Road traffic volume and traffic speed information by time | -                               |
|          | Bus log                     | Bus passenger and location information by time    | -                               |
|          | Bus stop log                | Bus stop usage information by time                | -                               |
| Parameters | N                            | Number of population agents                       | 300,000                         |
|          | T                            | Simulation time (1 unit = 1 minute)              | 1,440 units                     |
|          | α (calibration target)      | Selection probability penalty in workplace assignment | 2.2357 (range: [0.1, 10])      |
|          | β (calibration target)      | Selection probability penalty in random destination selection | 5.631 (range: [0.1, 10])      |
|          | γ (calibration target)      | Conversion rate between commute time and commute distance | 2886.2 (range: [500, 5000])   |
|          | δ₁ (calibration target)     | Sigmoid slope of the first phase in traffic speed estimation | 3.5519 (range: [1.5, 6])     |
|          | δ₂ (calibration target)     | Sigmoid slope of the second phase in traffic speed estimation | 2.1608 (range: [2, 7])      |
|          | δ₃ (calibration target)     | Concatenation point adjustment between the two phases in traffic estimation | 2.0278 (range: [1, 4])     |
|          | δ₄ (calibration target)     | Weight for exponential moving average in traffic speed estimation | 0.9362 (range: [0, 1])     |
|          | κ                            | Selection probability increase rate in transportation selection | 0.001                           |

Table 2: List of input data, output data, and model parameters

#### 3.2 Our model consists of two main parts. One is the environment part, which represents urban infrastructure such as road networks, buildings, and public transportation. The other is the agent part, representing members of the population with heterogeneous occupations, such as businessman, homemaker, or teacher. Figure 1 summarizes the hierarchical structure of our model. In the following subsections, we describe the two modeling parts in detail.
Environment model

3.3 To model the city environment, we implemented a road network, buildings, and public transportation system. The environment influences population members’ behavior and movement. The road network affects the population’s movement routes. Buildings are needed for the population to perform their actions, so they serve as destinations for population movement. Last, the bus system provides an additional means of transportation for population movement besides private automobiles or walking. We implemented urban environments on the same scale as reality, using microlevel data from Sejong city. Table 3 summarizes the scale information of the model environments.

| Environment Type  | Number | Description                                               |
|-------------------|--------|-----------------------------------------------------------|
| Road network      | Node   | 1,784 Based on Sejong road GIS data                      |
|                   | Edge   | 4,727 Based on Sejong road GIS data                      |
| Buildings         | Residential | 19,443 Based on Sejong building status data               |
|                   | Nonresidential | 13,127 Corresponds to each license in the business license data base (Public institutions and schools were manually added) |
| Bus system        | Bus stops | 3,208 Based on Sejong bus stop information               |
|                   | Bus routes | 116 Based on Sejong bus route information                |

Table 3: Summary of model environment scale information

Road network

3.4 To model Sejong’s road network, we used Sejong city road geographic information system (GIS) data provided by the Korean government (Korea Transport DB 2019). The road GIS data were in the form of a graph, with nodes indicating road intersections and endpoints and edges indicating roads. We referenced the graph structure and GIS data field to the structure and state variables of road network objects. Table 4 summarizes road network objects’ state variables.
| Object | State variable | Description | Value |
|--------|----------------|-------------|-------|
| Node   | NODE_ID        | Node identification number | GIS data constant |
|        | NODE_TYPE      | Node type information | GIS data constant |
|        | Node_NAME      | Node string name | GIS data constant |
|        | TURN_P         | Dummy variable for rotation restriction | GIS data constant |
|        | GEOM           | Node coordinates (Point) | - |
| Edge   | LINK_ID        | Edge identification number | GIS data constant |
|        | F_NODE         | Edge start node identification number | GIS data constant |
|        | T_NODE         | Edge end node identification number | GIS data constant |
|        | ROAD_RANK      | Road type information | GIS data constant |
|        | ROAD_NAME      | Road string name | GIS data constant |
|        | MAX_SPD        | Maximum traffic speed | GIS data constant |
|        | LANES          | Number of lanes | GIS data constant |
|        | LENGTH         | Road length | GIS data constant |
|        | TRAFFIC_CNT    | Traffic volume of the current simulation tick | Update via simulation |
|        | TRAFFIC_SPD    | Traffic speed of the current simulation tick | Update via simulation |
|        | GEOM           | Edge coordinates (Line) | - |

Table 4: List of road network objects’ state variable

3.5 Among the road network objects’ state variables, we updated the road traffic volume and speed at every simulation tick. Each road’s traffic volume was updated as the number of vehicles that passed over the road during the current simulation tick. Motivated by Delle Monache et al. (2021), who empirically demonstrated a three-phase relationship between road density and traffic speed, we estimated road traffic speeds using a function that concatenates two sigmoids with different slopes. Figure 2 shows this road traffic speed estimation function. $\delta_1$, $\delta_2$, and $\delta_3$ are three model parameters that determine the shape of the traffic speed estimation function. First, $\delta_1$ specifies the slope of the first-phase sigmoid function. Next, $\delta_2$ specifies the slope of the second-phase sigmoid function. Last, $\delta_3$ decides the concatenation point of the two sigmoid functions.

![Figure 2: Road traffic speed estimation function using calibrated parameter values](image)

3.6 Also, we adopted an exponential moving average for the current road traffic speed estimation. Thus, the road traffic speed at the previous time affects the current road traffic speed. $\delta_4$ is a weight parameter for the current value in the exponential moving average calculation. Taken together, we estimated the road traffic speed as
follows.

\[ V_{i,t} = \delta_4 \times V_{i,t-1} + (1 - \delta_4) \times \left[ \frac{\text{max}_\text{spd}_i}{1 + e^{\frac{\text{ln}(4)}{\delta_1} (D_{i,t-1} - \delta_1 \times (\delta_3 + 1))}} \times 1_{(D_{i,t-1} \leq \delta_1 \times (\delta_3 + 1))} 
+ \frac{\text{max}_\text{spd}_i}{1 + e^{\frac{\text{ln}(4)}{\delta_2} (D_{i,t-1} - \delta_1 \times (\delta_3 + 1))}} \times 1_{(D_{i,t-1} > \delta_1 \times (\delta_3 + 1))} \right] \tag{1} \]

Here, \( V_{i,t} \) is the traffic speed of road \( i \) at time \( t \); \( \text{max}_\text{spd}_i \) is the maximum traffic speed of road \( i \) obtained from the road GIS data; \( 1_{(\text{condition})} \) is an indicator function that returns 1 when the conditions in parentheses are satisfied; \( D_{i,t} \) is the road density of road \( i \) at time \( t \), and the value is obtained from the road traffic volume divided by the road length and the number of road lanes; \( \delta_1, \delta_2, \delta_3, \) and \( \delta_4 \) are model parameters related to the traffic speed update process, and the calibrated values of each parameter are reported in Table 2.

**Buildings and public transportation**

3.7 For the building modeling, we generate several heterogeneous types of building objects. The building types are divided into residential buildings and nonresidential buildings. For the residential type building modeling, we employed Sejong city’s residence address data. This data is also used in the following agent initialization process, and detailed information about the data is summarized in Table 5. We create house type buildings at the data’s residence coordinates.

3.8 Next, to model nonresidential buildings, we use Sejong city business license data (Sejong Public Data 2019a). Sejong city licensing data has the following data fields: registered name, business type, address, and phone number. First, we converted the address information into coordinate form and then assigned each using the converted coordinates. The address’s floor information is not included in our modeling scope. Next, we assigned the building type according to the business type information. Population agents should be located in a building of the corresponding type to perform specific actions.

3.9 Last, we modeled bus routes as the model’s public transport. We implemented buses and bus stops using Sejong city bus stop data and route data (Sejong Public Data 2019b). Each bus departs from a departure station at the scheduled time. Then, it moves along the predetermined route and stops at the bus stops along the way. Finally, the bus arrives at its destination stop. Population agents are able to get on and off the bus only at the bus stops. Unlike personal vehicles, the bus’s speed is not limited by the road’s traffic speed at the time of passing. The bus has a constant moving speed, and it is not considered in the traffic volume calculation.

**Agent model**

3.10 Population agent modeling consists of two parts: the agent initialization part and the agent behavior modeling part. In the initialization step, we determined the population agents’ occupation type, then we assigned their residences and workplaces. In the behavior modeling step, we modeled decision-making rules regarding population agents’ behavior and movement.

**Agent initialization**

3.11 We use a combination of two microlevel data sets to initialize population agents. The first data set was Sejong city residence address data. It contained information on the age, gender, and detailed residence addresses of individuals living in Sejong city. The data cover the entire population of Sejong city in 2015. With this data, we performed a simulation with the actual population scale of Sejong city. However, this residence data did not include occupational information. Therefore, we could not create population agents with heterogeneous occupation types using only this residence data.
| Data                          | Properties     | Value                                                                 |
|------------------------------|----------------|----------------------------------------------------------------------|
| Residence address data       | Source         | Sejong City Hall (anonymized, private)                                |
|                              | Sample period  | 2019                                                                 |
|                              | Sample size    | 285,641 (full scale)                                                 |
|                              | Data field     | Age, gender, and residence coordinates                               |
| MDIS data (microdata integrated service) | Source     | Statistics Korea                                                     |
|                              | Sample period  | 2015                                                                 |
|                              | Sample size    | 5,220 (Sejong citizens only)                                         |
|                              | Data field     | Age, gender, occupation type, commute time, etc.                     |

Table 5: List of data sets used in agent initialization process

3.12 To fill the residence data gap, we used an extra data set, the microdata integrated service (MDIS) data [Statistics Korea 2015]. The MDIS data provides detailed demographic information from individual populations, including occupational information. However, it covers only about 2% of the total Korean population. Table 5 summarizes the two data sets we used in the population generation process.

3.13 To generate population agents with heterogeneous occupation types, what we want to do is assign occupational information to the populations in the residence data. For this occupation assignment, we adopt an iterative proportional fitting method to generate a 3-dimensional probability distribution of age, gender, and occupation type. Figure 3 summarizes the probability distribution estimation task we performed. By applying the inferred distribution, we probabilistically assign the occupation types of the individuals in the residential data set. Also, we create population agents with heterogeneous occupation types.

![Figure 3: Descriptive overview of iterative proportional fitting method](image)

3.14 Then, we determine the agents’ residences using the residence coordinates data field of the residence data. We generate residential buildings at each coordinate and assign the generated buildings to agents as their residences. Next, for the workplace assignment, we first estimate the commute time of the MDIS data as a generalized extreme value (GEV) distribution, as shown in Figure 4a. Then, we randomly sample the commute time values of individual agents using the estimated GEV distribution. Lastly, we probabilistically assign each agent’s workplace using the predetermined residence location and the sampled commute time. Figure 4b is a graphical example of the workplace assignment process. In this process, we first convert the sampled commute time into commute distance. We assume a simple proportional relationship between the commute distance and the commute time and define the degree of this proportionality as the model parameter \( \gamma \). Therefore, \( \gamma \) determines the overall commute distances of individual agents. Next, we randomly select the workplace among the candidate buildings using the following formula, which penalizes the selection probability as the distance from the predetermined residence to the candidate building differs from the estimated commute distance. \( \alpha \) is a model parameter that adjusts the selection probability penalty according to this distance gap.

\[
Prob(workplace = i) = \frac{e^{-\alpha \times |dist_{i} - \gamma \times commute\ time|}}{\sum_{i} e^{-\alpha \times |dist_{i} - \gamma \times commute\ time|}}
\]
Here, $\text{dist}_i$ is the Euclidean distance to building $i$ from the agent’s residence location; commute time is the sampled commute time value from the estimated GEV distribution; $\alpha$ and $\gamma$ are model parameters related to working place assigning process, and the calibrated values of each parameter are reported in Table 2.

Agent behavior modeling

3.15 The population agent makes a series of decisions related to their actions and movements whenever they finish an action. In action-related decision-making, the population agent determines their subsequent action and the duration of this action. In movement-related decisions, the population agent selects a destination building for performing the predetermined action. Then, if the agent’s current location and the destination location are not the same, the agent decides on the transportation means and the route. Figure 5 depicts a flow chart modeling the overall agent behavior.

3.16 To model population agents' behavioral patterns, we adopt time-use data surveying individuals' behaviors every ten minutes during the day [Statistics Korea 2014]. The time-use data were collected from 12,000 selected households, covering about 27,000 household members. The survey was conducted in three separate rounds in July, September, and November of 2014. Two days of time-use log and demographical information were surveyed for each respondent. As a result, this data’s sample size is 53,976. Table 6 summarizes the data field of the time-use data in detail.
3.17 We modeled ten types of population agent behavior: sleep, rest at home, do housework, have a meal, do leisure, get medical treatment, work, go shopping, study at school, and study at academy. We classified the state information of the time-use data into these ten assumed action types. Similarly, we categorized the occupation information of the time-used data into the modeled occupation type. Occupational information enables us to generate heterogeneous behavioral patterns for each population agent type.

3.18 Using the time-use data, we first decide the agent’s subsequent behavior and then determine the duration of this behavior. Here, we consider the current time information at which the agents decide their ensuing action in addition to the agents’ occupation types. In reality, it is natural for the agents’ likely behaviors and their durations vary by time. For example, if you compare going shopping during working hours versus going shopping after work, the frequency and duration of shopping differ. Therefore, we calculate the probability of performing a specific action by agent occupation type and the time using the following formula. Through the estimated probabilities, we determine the population agent’s subsequent action.

\[ \text{Prob}(\text{action} = s \mid \text{agent type} = j \& \text{time} = t) = \frac{\sum_i \mathbf{1}_i(j, s, t)}{\sum_i \mathbf{1}_i(j, s, t)} \]  

Here, \( \mathbf{1}_i(\text{conditions}) \) is an indicator function that returns 1 when the population \( i \), surveyed individual of time-use data, satisfies the conditions in parentheses.

3.19 Next, we decided the subsequent action’s duration using the time-use data also considering the current time information. As common temporal information is considered in both behavior and duration determination processes, the association between behavior and its duration is implemented. From the data, we first collected instances among individuals with the same occupation type who performed the same action at the current time. Then, we measure how long the action continues after that point in the collected instances. From the counted durations, we estimate the mean and standard deviation of action duration by agent type and time using the following formulas. Here, we assume the distribution of action duration as a normal distribution.

\[ \hat{\mu}_{j, s, t} = \frac{\sum_i [\text{duration}_i(t) \times \mathbf{1}_i(j, s, t)]}{\sum_i \mathbf{1}_i(j, s, t)} \]  

\[ \hat{\sigma}_{j, s, t} = \sqrt{\frac{\sum_i [\text{duration}_i(t)^2 \times \mathbf{1}_i(j, s, t)] - \hat{\mu}_{j, s, t}^2}{\sum_i \mathbf{1}_i(j, s, t)}} \]  

Here, \( \mathbf{1}_i(\text{conditions}) \) is an indicator function that returns 1 when the population \( i \), surveyed individual of time-use data, satisfies the conditions in parentheses; \( \text{duration}_i(t) \) is the duration value of the action that population \( i \) is doing at time \( t \).

3.20 After the subsequent action is determined, the population agents select their destination buildings. Except for fixed-destination behaviors, the agents randomly select one of the buildings with a type corresponding to the action as a destination building. Figure 6 summarizes the agents’ behaviors and their corresponding building types. We modeled two intuitive assumptions about destination selection. One is that agents prefer nearby destinations. The other is that this preference for distance is stronger when the action’s duration is shorter. Under these assumptions, we calculate the probability that a building will be chosen as a destination using the following formula, which penalizes selection probability as the distance to the building increases. \( \beta \) is a model parameter that specifies this selection penalty according to the distance.

\[ \text{Prob}(\text{destination} = i) = \frac{e^{-\beta / \text{dist}_i}}{\sum_i e^{-\beta / \text{dist}_i}} \]  

Table 6: Data field summarization of time-use data

| Data category | Data field name | Data type | Description |
|---------------|----------------|-----------|-------------|
| Demographics  | AGE            | double    | Respondent’s age information |
|               | GENDER         | string    | Respondent’s gender information |
|               | EMPLOYMENT     | string    | Respondent’s employment status information |
|               | OCCUPATION TYPE| string    | Industry classification of respondent’s occupation |
| Time-use      | DATE           | string    | Survey date |
|               | STATE          | list(string) | Respondent’s behavioral information during survey (The data is collected every ten minutes, 144 points per day) |
|               | LOCATION       | list(string) | Respondent’s location information during survey (The data is collected every ten minutes, 144 points per day) |
Here, \( dist_i \) denotes the Euclidean distance to building \( i \) from the agent’s current location; \( ta \) is a behavior duration; \( \beta \) is a model parameter related to the destination selection process, and the parameter’s calibrated value is reported in Table 2.

| Agent behavior       | Corresponding building type |
|----------------------|-----------------------------|
| Sleep                | Residence (fixed)           |
| Rest at home         | Residence (fixed)           |
| Do housework         | Residence (fixed)           |
| Have a meal          | Restaurant                  |
| Do leisure           | Shop                        |
| Get medical treatment| Hospital                    |
| Work (depends on agent type, fixed) | Workplace |
| Go shopping          | Shop                        |
| Study at academy     | Academy                     |
| Study at school      | School                      |

| Agent type            | Corresponding workplace type |
|-----------------------|------------------------------|
| Businessman           | Office                       |
| Homemaker             | Residence                    |
| Teacher               | School                       |
| Tele-commuter         | Residence                    |
| Medical personnel     | Hospital                     |
| Public officer        | Public office                |
| Worker                | All types available (no restrictions) |

Figure 6: Summary of agent behavior and corresponding building type information

3.21 In case the agent’s current location and destination location are different, the agents decide on a means of transportation to reach the destination. Agents with vehicles decide whether to travel by car or by public transport. The agents probabilistically select the traffic facility for each itinerary using the following formula, considering the parking location and the distance to the destination. In this formula, we make two intuitive assumptions. The first assumption is that agents will not use their car to move if the distance to pick up the car is farther than the destination. The second assumption is that the farther the destination is from the agent’s current location, the more likely the agent is to move by car. Here, \( \kappa \) is a model parameter related to the probability of moving by car according to the distance.

\[
\text{Prob}(\text{transportation} = \text{car}) = \max(1, \kappa * \text{dist}_{\text{dest}}) \times \mathbf{1}(\text{dist}_{\text{car}} \leq \text{dist}_{\text{dest}})
\]  

Here, \( \text{dist}_{\text{dest}} \) denotes the distance to the destination from the agent’s current location; \( \text{dist}_{\text{car}} \) denotes the distance to the agent’s car from their current location; \( \kappa \) is a model parameter related to the transportation selection, and the parameter’s assumed value is reported in Table 2.

3.22 Lastly, the population agents decide on their movement routes. We assume that population agents move only through the road network, except where there are no roads. If there is no road between the building and the nearest road node, the population agent moves between them in a straight line. On the road network, the population agent moves along the calculated shortest time path. For searching for the shortest time path, we adopt the Dijkstra algorithm and the A* algorithm. When calculating the shortest time path, the travel time value obtained by dividing the road length by the moving speed is used as the edge weight value. The moving speed value varies depending on the means of movement. Walking has a fixed moving speed regardless of road traffic. In the case of cars, however, their moving speed depends on the traffic speed of the road they are on. However, because we cannot predict the future road traffic speed at which the vehicle will pass, we use the most recent road traffic speed as the moving speed for the shortest time path search.

Case Study

4.1 We conducted a policy experiment for new bridge construction using the Sejong city model. In Figure 7, there are four existing bridges (Bridge A, B, C, and D) between the river’s upper and lower regions. Population agents trying to move between the two areas must go through these bridges. The bridges cannot currently meet transport demand, resulting in traffic congestion. To address the existing bridges’ traffic congestion, we want to analyze the effect of traffic dispersion according to the new bridge construction. Additionally, we intend to provide policy implications for the optimal location for the new bridge construction through comparisons between the...
location candidates. We indicate the four predetermined location candidates of the new bridge construction using dashed lines (#1, #2, #3, and #4) in Figure 7.

Output validation

4.2 Before the policy experiment, we performed output validation to ensure the model’s validity. Output validation is a type of model validation that makes the simulation output and the corresponding real-world historical data similar (Manson 2003). In the output validation process, we compared the road traffic data collected from the real-world vehicle detection system (VDS) with the traffic of the corresponding road in the model. We selected a total of 36 VDS points around the new bridge construction candidate for output validation. Figure 9a shows the VDS points’ locations for output validation on the map.

4.3 As a proxy for traffic discrepancy between simulation and reality, we evaluate how well the points, which have the VDS traffic volume and simulated traffic volume as their coordinate values, fit into an arbitrary linear model of the following form. We first estimate the linear regression model that best describes the points. Then, we calculate the R-squared statistic of the regression as a quantitative measure of this fitness.

\[
y_{i,t} = \beta_0 + \beta_1 \times x_{i,t}
\]

Here, \(y_{i,t}\) is the average traffic volume during period \(t\) of the VDS point \(i\), and \(x_{i,t}\) is the average traffic volume during period \(t\) of the corresponding road \(i\) in the model. For the time period, we divide days into day time (06:00–14:00) and evening time (14:00–22:00).
4.4 Figure 8 summarizes our entire output validation process. We first set the search space for the calibration target parameters. The lists of calibration target parameters and their range information are reported in Table 2. After that, we sample 1,000 parameter combinations in the defined parameter space using the Latin hypercube sampling method (McKay et al. 1979). We simulate ten replications for each parameter combination. Then, we calculate the R-squared value, which is the assumed proxy for the model validity, for each parameter combination. Lastly, we calibrated the model parameter values to the values of the combination with the largest R-squared value. The calibrated parameter values are summarized in Table 2. Figure 8 depicts the output validation results. In the scatter plot, each point represents a traffic volume pair of simulation output and real-world historical data for each VDS point and time. The R-squared value obtained from the best parameter combination is 0.55.

4.5 Our rationale for using the model selection metric, the R-squared statistic, as a model validity proxy is that our modeling scope covers a large area. Barde & van der Hoog (2017) asserted that a model selection metric such as Akaike information criterion (AIC) or Bayesian information criterion (BIC) may be better as a validation target in large-scale agent-based modeling. Also, some studies dealing with large urban areas adopted the R-squared discrepancies measure to check their models’ validities (Gao et al. 2010; Bieker et al. 2015).

4.6 The R-squared measure is a less intuitive discrepancy measure than the mean absolute percentage error (MAPE) or the mean squared error (MSE). The MAPE and the MSE measure discrepancy with stationary targets, whereas the R-squared measures discrepancy with the estimated linear models, which are moving targets. However, when fitting a model using the MSE measure, we experience a tendency to calibrate by focusing on a few points with large residuals. When we fit the model using the R-squared measure, although there is a large discrepancy in the overall scale, we experience that the relationships between the points are more accurately reproduced. One of our modeling purposes is to cover a large area of the city, and we want to perform a relatively even verification over the entire area. The R-squared, which fits overall trends rather than focusing on a few points, is a more suitable measure for this modeling purpose.
Policy experiment

4.7 In a policy experiment for new bridge construction, we experiment with four predetermined candidate locations (Scenarios #1, #2, #3, and #4 in Figure 7). We generate road GIS data with the new bridge for each construction scenario. We assume that the new bridge would have four lanes for every scenario, identically. The remaining input data and model parameters are the same as the baseline scenario. The baseline scenario refers to the current road GIS without new bridges. We simulated 20 iterations for each construction scenario, including a baseline scenario. We analyze the simulation results from the macroscopic and microscopic perspectives, respectively. First, as a macroscopic analysis, we check existing bridges’ and the new bridge’s traffic volume. From this result, we verify the new bridge’s traffic dispersion effect. Second, as a microscopic analysis, we performed destination profiling for the bridge passengers. The result of this profiling helps us achieve a better understanding of the new bridge’s demand.

Macroscopic result analysis

4.8 For the first part of the policy experiment, we summarize the experimental results related to RQ1 mentioned in the introduction section. To identify the traffic dispersion effect of the new bridge according to its location, we compare the traffic volume of existing bridges for each bridge construction scenario. The existing bridges’ traffic reduction amounts indicate the effectiveness of traffic dispersion according to the location of the new bridge. In other words, less traffic volume on the existing bridges implies a better new bridge location scenario.

4.9 First, we check the traffic volume change of each existing bridge during the day. Figure 10a shows the changes in traffic volume of the existing bridge A over time compared to the baseline scenario for each bridge construction scenario. Because the figure denotes the change from the baseline, the blue line representing the baseline scenario becomes a horizontal line at zero. Next, we compare the bridge traffic during the morning peak (8:00–10:00), when the traffic is most congested. In Figure 10b, we compare bridge A’s morning peak traffic volume by the scenarios. Lastly, to check the significance between the scenarios, we conduct a statistical comparison between the morning peak traffic results. Table 7 statistically verifies whether bridge A’s morning peak traffic is significantly different among the construction scenarios. As a statistical analysis method, we conduct the Tukey honest significant difference (HSD) test (Tukey 1949). This test statistically checks whether the population’s means are significantly different from scenario to scenario. In the table, rejection of the null hypothesis implies that the two scenarios’ population means have a significant difference. Also, less traffic indicates the scenario with less traffic in the two compared scenarios.

Figure 10: Traffic volume comparison by new bridge construction scenario (Bridge A)
4.10 From the results of bridge A, the first identifiable implication is that the construction of a new bridge reduces the traffic volume of the existing bridge regardless of its location. In construction scenarios #1, #2, #3, and #4, the traffic volume of bridge A decreased compared with the baseline scenario. As a second implication obtained from the results, we check an inverted U-shape relationship between the inter-bridge distance and the traffic dispersion effect. As the new bridge location gets closer to the existing bridge, the new bridge has a greater traffic dispersion effect on the existing bridge. In scenarios #2 and #3, the traffic volume of bridge A is further reduced compared with scenario #1. On the other hand, if the location of the new bridge is too close to the existing bridge, the new bridge's traffic dispersion effect on the existing bridge is rather reduced. In comparison, between scenarios #3 and #4, scenario #3 has a greater traffic dispersion effect than scenario #4 does, even though the location of scenario #4 is closer to bridge A.

4.11 Figure 11 and Table 8 show the experimental results of the traffic dispersion effect for existing bridge B. Figure 11a plots the changes in the traffic volume of bridge B over time compared with the baseline for each construction scenario. Then, Figure 11b depicts the traffic volume comparison result at the morning peak of bridge B for the construction scenarios. Finally, Table 8 statistically verifies whether the morning peak traffic of bridges significantly differs between the scenarios.
| Scenario (I) | Scenario (J) | Mean diff. (J-I) | Lower | Upper | p-value | Reject | Less traffic |
|--------------|--------------|------------------|-------|-------|---------|---------|--------------|
| baseline     | #1           | -220.65          | -284.61 | -156.69 | 0.001   | True    | #1           |
| baseline     | #2           | -232.05          | -296.01 | -168.09 | 0.001   | True    | #2           |
| baseline     | #3           | -353.20          | -417.16 | -289.24 | 0.001   | True    | #3           |
| baseline     | #4           | -284.35          | -348.31 | -220.39 | 0.001   | True    | #4           |
| #1           | #2           | -11.4            | -75.36  | 52.56   | 0.9     | False   | -            |
| #1           | #3           | -132.55          | -196.51 | -68.60  | 0.001   | True    | #3           |
| #1           | #4           | -63.70           | -127.66 | 0.26    | 0.051   | False   | -            |
| #2           | #3           | -121.15          | -185.11 | -57.19  | 0.001   | True    | #3           |
| #2           | #4           | -52.30           | -116.26 | 11.66   | 0.1625  | False   | -            |
| #3           | #4           | 68.85            | 4.89    | 132.81  | 0.028   | True    | #3           |

Table 8: Tukey HSD test (FWER = 0.05, Bridge B)

4.12 The result of bridge B provides similar implications for the case of bridge A. As the location of the new bridge approaches bridge B, the traffic dispersion effect of the new bridge on bridge B increases (until scenario #3), and when the new bridge is too close to bridge B, the dispersion effect decreases (in scenario #4). The difference between the results of bridge B and the results of bridge A is the optimal point. For bridge B, scenario #3 is a statistically significant best candidate in terms of traffic dispersion. Meanwhile, for bridge A, the traffic dispersion effect of scenarios #2 and #3 are not statistically significantly different.

4.13 Figure 12 and Table 9 show the traffic volume comparison results for the bridge construction scenarios for bridge C. Unlike the previous cases of bridge A and bridge B, we find that the traffic dispersion effect monotonically increases as the location of the new bridge approaches bridge C. Although there is no statistically significant difference between the adjacent scenarios, the mean of the traffic volume gets smaller as the new bridge location moves to the left. In addition, in the case of scenario #4, the new bridge has a statistically significantly larger traffic dispersion effect compared with the cases of scenarios #1 and #2.

Figure 12: Traffic volume comparison by new bridge construction scenario (Bridge C)
Finally, Figure 13 and Table 10 show the results of the traffic dispersion experiment for bridge D. Different from the other existing bridges (A, B, and C), the location of bridge D is on the right side. Except for in the case of the direction, bridge D's results show a similar pattern to the results of bridge C. From the results of bridge D, we find a monotone increasing pattern between the inter-bridge distance and the traffic dispersion effect. As the location of the new bridge is closer to bridge D, the new bridge's traffic-reducing effect on bridge D increases.

To comprehensively check the traffic volume changes of the existing bridges, we employed the sum of reduced traffic volume on existing bridges as an evaluation metric for construction scenarios. Figure 14 shows the sum of the traffic reductions of existing bridges by construction scenario and existing bridges' contribution to the total reduction. Similar to the inverted-U shape of bridges A and B, the total traffic reduction increases as the...
Next, we investigated the traffic volume of the new bridge, as an additional scenario evaluation metric. Figure 15 and Table 11 show the comparison results for each scenario of the new bridge traffic volume. Because the new bridge is virtual that does not currently exist, the baseline case is omitted from the figures and table related to the new bridge. Figure 15a shows the traffic volume by time of the new bridge for each scenario, and Figure 15b denotes the morning peak traffic volume of the new bridge for each scenario. Finally, Table 11 statistically compares the morning peak traffic volume of the new bridge between the location scenarios. From the results, we confirmed that the valuation of each scenario varies according to the evaluation metric. For both metrics, total traffic reduction and new bridge traffic volume, it is the same that scenario #3 is the optimal construction location. However, scenario #4 becomes the worst choice with the new bridge traffic volume metric. This implies that different evaluation metrics may lead to different decisions of policymakers.
| Scenario (I) | Scenario (J) | Mean diff. (J-I) | Lower | Upper | p-value | Reject | More demand |
|--------------|--------------|------------------|-------|-------|---------|--------|-------------|
| #1           | #2           | 242.40           | 137.38| 347.42| 0.001   | True   | #2          |
| #1           | #3           | 543.00           | 437.98| 648.02| 0.001   | True   | #3          |
| #1           | #4           | 29.25            | -75.77| 134.27| 0.874   | False  | -           |
| #2           | #3           | 300.60           | 195.58| 405.62| 0.001   | True   | #3          |
| #2           | #4           | -213.15          | -318.17| -108.13| 0.001   | True   | #2          |
| #3           | #4           | -513.75          | -618.77| -408.73| 0.001   | True   | #3          |

Table 11: Tukey HSD test (FWER = 0.05, New Bridge)

**Microscopic result analysis**

4.17 As the second part of the policy experiment, we analyze microlevel results to understand the cause of the nonlinear relationship between inter-bridge distance and the traffic dispersion effect. The results of this part are related to the RQ2 mentioned in the introduction section. We perform the destination profiling of the population passing through the new bridge.

4.18 First, we generate destination information for the population agents passing through the new bridge at the morning peak (08:00–10:00). Then, we classified the destinations of the population in four major regions. Figure 16a plots the regional classification information as well as an example of the destination distribution on the map. Finally, we calculate the volume and the proportion of the population agents who are destined for each region. Figure 16b depicts the destination classification results for each new bridge construction scenario. The graph above shows the traffic volume information, and the graph below shows the proportion information.

![Regional classification information](image1)

![Traffic volume by destination region](image2)

![Traffic proportion by destination region](image3)

4.19 From the traffic volume result, we check to see if the preferred new bridge location is different for each population subgroup. For the population subgroups heading towards the r1 and r2 regions, the preference according to the new bridge location shows an inverted-U shape. These subgroups prefer the new bridge location to be midway between existing bridges (scenario #2 and scenario #3) rather than being adjacent to the existing bridges (scenario #1 and scenario #4). This result infers that these subgroups need a detour that is differentiated from the existing route, and therefore, they prefer that the new bridge be located away from the existing bridges.
For the population subgroup heading toward the r3 region, the preference according to the new bridge location has a more complex shape. To specify the relationship pattern between the new bridge location and the preference, we need to conduct additional simulation experiments including higher resolution location scenarios. However, among the given new bridge location scenarios, scenario #3 is the most preferred location for this subgroup. Finally, for the population subgroup heading toward the r4 region, the preference according to the new bridge location monotonically increases. For this subgroup, the preference for new bridges increases as the bridge moves to the left. This result infers that this subgroup does not require a detour differentiated from the existing route. Instead, they prefer to have new bridges located close to existing bridges to solve the traffic congestion problem on the bridges, which are the bottlenecks of the existing routes.

**Discussion**

5.1 In this section, we outline the limitations of the implemented model as well as future works to improve it. The first item to be discussed is the destination selection process. The destination selection process reproduces the motives of population movement. We believe that this process is the most important part of a model aimed at predicting the demand for road infrastructure or transportation. In our implemented model, we consider only two variables, the type of building and the distance from the current location, in the destination selection process. This process is quite abstract compared with reality and needs to be more complex. We summarize the points that need to be improved or added as follows.

5.2 **Homogeneous utility modeling of buildings.** We implement the purpose of each building heterogeneously through building-type modeling. However, we do not consider the utility of the building in the destination selection process. In other words, all buildings have the same utility. In reality, the distribution of users in restaurants or stores is not uniform, which means that the utility they provide is not the same. If we consider the utility of the building in the destination selection process as well, we believe that we can advance our model validity. We are able to estimate the utility of a building from the number of visitors or from total sales information based on card usage data.

5.3 **Simple distance calculation between buildings.** We use the Euclidean distance to measure the distance between buildings in the destination selection process. Our ultimate modeling goal is to use the shortest time path considering the temporal road traffic speed instead of the Euclidean distance. In the current model, decisions about individual behavior and movement influence road traffic, but there is no channel where the traffic influences the agent's behavior. By taking the shortest time path into account in the destination selection, we are able to create a feedback loop between the agent and the road traffic. However, in the current model, we used the simple distance measure due to the expensive computation cost.

5.4 The next topic of discussion is the means of transportation. In reality, it is natural that changes in traffic infrastructure and road traffic conditions affect individual means of transportation choices. However, in our model, only walking, cars, and buses are implemented as means of transportation. Also, the means of transportation selection process considers only vehicle accessibility and distance to destination. The points required for the advancement of this process are summarized as follows.

5.5 **Diversity of means of transportation.** Our model mainly deals with road traffic, and we consider only private cars as road traffic. Accordingly, the current model implements only cars, buses, and walking as means of transportation. However, increasing the choice of transportation options is one factor that can reduce road traffic. In reality, there are many other means of transportation, such as taxis, bikes, and scooters. Increasing the diversity of means of transportation in the model is a further direction for advancement.

5.6 **Transportation costs and demographic characteristics.** In reality, transportation costs and the demographics of agents are major factors that influence transportation choice, along with distance and vehicle accessibility. Bus fares, parking lot fees, and fuel costs may be considered as examples of transportation costs. These transportation costs are introduced along with time into the agent's utility function to model more realistic transportation selection. Also, the agent's demographic characteristics are able to be taken into account in the transportation selection. For example, it is possible to implement the assumption that an agent with low income is more sensitive to cost changes by modifying the coefficients of the utility function. We can similarly apply these items to the advancement of the destination decision process.

5.7 The final discussion topic is parameter calibration from the perspective of output validation. We set model parameters that are difficult to observe from reality as values that best reproduce real traffic data. The parameter calibration process consists of two steps. We summarized the limitations of each step as follows.
5.8 Arbitrary setting of parameter range. First, we define the search space by setting the upper and lower limits of the calibration target parameters. It is necessary to estimate reasonable parameter ranges. For some parameters, such as those related to traffic speed estimation, we are able to determine a reasonable range of parameters using the traffic volume and traffic speed data pairs from the VDS (e.g., $\delta_1$, $\delta_2$, $\delta_3$, and $\delta_4$). However, it is difficult to set an appropriate range for the parameters where corresponding observations cannot be obtained. Inevitably, we arbitrarily set ranges for these unobservable parameters (e.g., $\alpha$, $\beta$, and $\gamma$). We try to compensate for this contrivance by setting the search range to be wide. However, this part also needs to be replaced with data-based estimation in further works.

5.9 Robustness and convergence check. Next, we sample the parameter combinations within a given search space. Among the sampled parameter combinations, the best one in terms of the R-squared measure is selected. However, we do not check the robustness and convergence of the selected combination. We only guarantee that it is the best among the sampled combinations. By applying the gradient-based search algorithm, we expect that robustness and convergence checks for the searched parameter combinations will be possible. However, real-scale model implementation is one of the prerequisites for our study, and thus, our simulation model requires many computational resources. One simulation run takes about 40 minutes of wall-clock time on the Xeon E5-2640 CPU. It is hard to apply the machine learning-based search algorithm with our limited computational resources, so we leave it as further work.

Conclusion

6.1 In summary, our study provides the following two implications. First, it provides policy implications about the traffic dispersion effect. We find that several relationship patterns exist between the inter-bridge distance and the traffic dispersion effect (e.g., inverted-U shape, monotonically increasing shape). Although our case alone cannot make generalizations or verify the determinants of these relationship patterns. We leave this part for further works or more empirical studies.

6.2 Next, our work provides methodological implications for urban simulation. From the microscopic results, we find evidence that the preferred location of the new bridge may be different for some population subgroups, especially depending on their destinations. Considering our model components, it is self-evident that the population’s destination distribution is the result of the interaction between the population and the urban infrastructure (e.g., the population’s residence distribution, the distribution of building locations and types, the population’s behavioral patterns). In other words, for the urban simulation to provide better policy implications for administrators, it is necessary to integrate multiple distributions of the real world into a single model. The agent-based modeling framework is one way in which to unite multiple real-world distributions and to simulate their interactions, and our study provides an appropriate example of this.

Model Documentation

The model was implemented in an extension of repast HPC [Collier & North 2013]. The model code is available at the following link, but the simulation engine and some population data are excluded due to the national institute policy and the privacy policy. https://www.comses.net/codebases/8a9678c7-e885-42bb-8430-531998e32d6c/releases/1.0.0/
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Notes

If we set $\beta_0$ and $\beta_1$ equal to 0 and 1, respectively, for all parameter combinations, the R-squared statistic is proportional to MSE.

To speculate about a reason for this tendency, because a few points with large residuals mainly affect the linear model selection, most points have relatively even residuals for the selected model. Relatively even residuals are presumed to lead to parameter calibration that takes the overall points into account.
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