Introduction

In recent years, with the development of multimedia information processing technology, the trend of utilising advanced multimedia processing methods in real world problems is beginning to emerge [1, 2]. As one of the key techniques, image retrieval, which focuses on finding images from a large image set to meet users’ needs, has received considerable attention in research and industry [3-5].

Yarn-dyed fabric, which is interwoven with dyed warp yarn and dyed weft yarn in a periodic arrangement, consists of yarn-dyed plaid fabric and striped fabric. Due to the variety of yarn colours and arrangement, yarn-dyed fabrics are more and more colourful. With the higher demands on clothing appearance, yarn-dyed fabrics are playing an increasingly important role in the textile market. As a result, all kinds of yarn-dyed fabrics are being developed by textile factories. However, as the types of yarn-dyed fabric increase, product management and retrieval are getting more complex and tedious. Therefore, an effective fabric retrieval method can greatly improve a factory’s production efficiency and bring huge economic benefits to a factory. The traditional methods of obtaining yarn-dyed fabric can be categorised into two groups: 1) The manual method, in which actual fabric samples, which are labeled and classified by a manual, are stored in a warehouse. And then a required relevant fabric can be found by a human based on the label and category. However, this method requires to preserve a large number of product samples. It not only takes up a lot of space but also the colour of samples may fade as time goes by. Furthermore, it is time-consuming work; 2) Keywords-based image retrieval. In this method, fabric images, which are described by some keywords, are saved in a database. Then the fabric image required can be obtained by inputting some relevant words. Although this method can retrieve some similar fabrics, single keyword searching cannot meet complex fabric image retrieval requirements.

In order to establish an effective and accurate image retrieval system for fabric, many image retrieval algorithms have been proposed based on image content. Low-level features, for example, colour, texture, shape and space relationship, etc. are always utilised to retrieve an image from existing research projects. Jing etc. [6] proposed a printed fabric image retrieval algorithm based on colour moments and the gist feature description method. In their works, image features were extracted by the two methods first, and then the similarity between query image features and the feature database was computed from the Euclidean distance. The experimental results indicated that the algorithm proposed was more effective and accurate than other hybrid schemes for printed fabric images in terms of precision and recall. However, this algorithm cannot be used for retrieving a yarn-dyed fabric image because of the gist features of yarn-dyed fabric images are too similar to each other. Thus, it is difficult to retrieve a yarn-dyed fabric image according to this method. Zhang etc. [7] presented a method of lace fabric image retrieval based on the multi-scale and rotating invariant LBP. In their study, the Multi-Scale and Rotation Invariant Local Binary Pattern (MRI-LBP) feature was extracted based on the texture of the lace image. However, the texture features of a yarn-dyed fabric image are not obvious because the repetition of texture is too strong [8], which leads to the texture feature of the ordinary pixel being difficult to extract from the yarn-dyed fabric image. Zand etc. [9] proposed an approach that used the Gabor wavelet and curvelet transforms to classify and retrieve a texture image. A fitting method was applied...
Current research methods

Color space transform

The choices of color space may have significant influences on the result of image retrieval. There are many kinds of color space, such as sRGB, YCbCr, YUV, HSV, CIE L*a*b*, and CIE L*u*v*. Although sRGB, YCbCr, and YUV color spaces are commonly used in raw data and coding standards, they are not close to human perceptions [10]. Moreover, CIE colour spaces are perceptually uniform but inconvenient since they require complicated computations. HSV (Hue, Saturation, Value) [11], which is shown to have better results for image retrieval than sRGB color space, is capable of emphasizing human visual perception in hues and has an easily invertible transformation from sRGB [12-13]. Thus, the pattern images of the yarn-dyed fabric are converted from sRGB color space to HSV color space first in this paper.

The conversion formula is defined as [6]:

\[
V = \max (sR, sG, sB)
\]

\[
S = \begin{cases} 
V - \min (sR, sG, sB) & \text{if } V \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]

\[
H = \begin{cases} 
\frac{60(sG - sB)}{V - \min (sR, sG, sB)} & \text{if } V = sR \\
\frac{120 + 60(sB - sR)}{V - \min (sR, sG, sB)} & \text{if } V = sG \\
\frac{240 + 60(sR - sG)}{V - \min (sR, sG, sB)} & \text{if } V = sB
\end{cases}
\]

(1)

Where, \( H, S, \) and \( V \) represent the hue, saturation, and brightness in the HSV color space, respectively; and \( sR, sG, \) and \( sB \) are the values of the red, green and blue components in the original image, respectively.

Color moments

For yarn-dyed fabrics, colour is undoubtedly one of the most important features. It is also one of the most prominent and expressive visual features in colour image retrieval and recognition. On the other hand, the colour feature is not dependent on the size, orientation, viewing angle, translation, rotation, etc. of the image itself and has strong robustness relative to the underlying features, such as texture and shape [14]. Many meth-
ods can describe the colour feature, for which the colour histogram has the advantages of speed and not being sensitive to image changes, such as translation, rotation, etc. [15,16]. The colour moment is a very simple and effective method for colour characterisation. It includes the mean (first moment), standard deviation (second moment) and skewness (third moment) of colours. Compared with the histogram, the colour moment method has a lower feature dimension. Moreover, colour information is mainly distributed in the low-end moments. Therefore, the first moment, second moment and third moment can be used to express the colour distribution of the pattern image of yarn-dyed fabric. These can be defined as follows [17]:

\[
\mu_{m,j} = \frac{1}{N} \sum_{i=1}^{N} P_{i,j} \quad j = H, S, V
\]

\[
\sigma_{m,j} = \left[ \frac{1}{N} \sum_{i=1}^{N} (P_{i,j} - \mu_{m,j})^2 \right]^{1/2}
\]

\[
\zeta_{m,j} = \left[ \frac{1}{N} \sum_{i=1}^{N} (P_{i,j} - \sigma_{m,j})^2 \right]^{1/2}
\]

(2)

Where, \( \mu_{m,j} \), \( \sigma_{m,j} \) & \( \zeta_{m,j} \) represent the first moment, second moment, and third moment, respectively, and \( P_{i,j} \) the probability of the \( j \)th colour channel in the \( m \)th block matrix of the image. \( N \) is the number of pixels in each block matrix, \( m = 1, 2, \ldots, T \) (\( T = 25 \) in this paper) is the sequence number of the block matrix in the pattern image.

For each pattern image of the yarn-dyed fabric, after feature extraction of the colour moments above, \( K (K = T \times 3 \times 3) \) components can be obtained from the colour feature vector \( F_{CM} \), which can be obtained from Equation (3):

\[
F_{CM} = \begin{bmatrix}
\mu_{H,H} & \mu_{S,H} & \mu_{V,H} \\
\sigma_{H,H} & \sigma_{S,H} & \sigma_{V,H} \\
\zeta_{H,H} & \zeta_{S,H} & \zeta_{V,H} \\
\vdots & \vdots & \vdots \\
\mu_{T,H} & \mu_{S,T} & \mu_{V,T} \\
\sigma_{T,H} & \sigma_{S,T} & \sigma_{V,T} \\
\zeta_{T,H} & \zeta_{S,T} & \zeta_{V,T}
\end{bmatrix}
\]

(3)

Perceptual hash algorithm (pHash)

The Mean hash algorithm (aHash) and Perceptual hash algorithm (pHash) are two commonly used hash algorithms. Compared to aHash, pHash is more robust because aHash is very strongly affected by the mean of the grayscale image. For example, gamma correction or histogram equalisation of the image will affect the mean value, which influences the final hash value.

In the pHash algorithm, the discrete cosine transform (DCT) is applied to obtain the low frequency components of the image. DCT is a kind of image compression algorithm which transforms the image from the pixel domain to the frequency domain. Transformation formulas for the image are depicted in the following equations [18]:

\[
F(u,v) = \alpha_u \alpha_v \sum_{x=0}^{H-1} \sum_{y=0}^{W-1} f(x,y) \cdot \cos \left( \frac{2\pi x + 1}{2H} \right) \cos \left( \frac{2\pi y + 1}{2W} \right)
\]

\( \alpha_u = \frac{1}{\sqrt{H}} \quad u = 0 \]

\( \frac{2}{\sqrt{H}} \quad 1 \leq u \leq H \)

(4)

\( \alpha_v = \frac{1}{\sqrt{W}} \quad v = 0 \]

\( \frac{2}{\sqrt{W}} \quad 1 \leq v \leq W \)

(5)

(6)

Where, \( F(u,v) \) represents the output image frequency coefficient matrix, \( f(x,y) \) the input grayscale image, and \( H & W \) are the height and width of the image.

In order to obtain the HASH coding, normally the integrated steps of pHash are described as follows[19-20]:

(i) Compress image. pHash starts with a small picture until it is more than 8*8, with 32*32 being the best. The aim is to simplify the calculation of DCT rather than reduce the frequency.

(ii) Convert to grayscale image and compute DCT. The colour image is transformed into a grayscale image, and DCT is utilised to obtain a DCT coefficient matrix of 32*32.

(iii) Reduce DCT. The 8*8 matrix in the upper left corner of the DCT coefficient matrix, which represents the lowest frequency in the image, is applied to extract the frequency coefficient.

(iv) Calculate the hash value. In the DCT 8*8 matrix, if the DCT values are larger than the mean value, the values are set as 1, and conversely set as 0. Then the 0 and 1 values constitute a 64 bit integer called HASH coding, which is the fingerprint of the input image.

## Experimental details

### Image database

In this paper, 300 yarn-dyed fabric samples, which are from an actual factory, are captured by the DigiEye system [21], and a YARN-DYED FABRIC image database is formed. The DigiEye system (Verivide, UK), which shown in Figure 2, consists of a lighted cabinet, calibrated Nikon D90 digital camera, and computer. It can not only capture the
image faster and more conveniently than a scanner, but it can also get more accurate colour values.

The yarn-dyed fabric images captured are processed using image processing methods based on previous works [22-25]. Structure parameters of the yarn-dyed fabric, which consist of the yarn colour, the layout of the colour yarn, and the weave pattern, have been determined from these previous works. Then these structure parameters are used to design and simulate the pattern image of the yarn-dyed fabric using pattern design software. The design interface of the software is shown in Figure 3. By using this software, the pattern images of all the yarn-dyed fabric images stored in the YARN-DYED FABRIC image database are simulated based on the following steps:

Step 1: Select the yarn colour (warp and weft yarn), yarn count and weave pattern according to the extraction results of structure parameters from the yarn-dyed fabric’s original image.

Step 2: Design yarn arrangement coding according to the layout of colour yarn obtained.

Step 3: Simulate the pattern images of all the yarn-dyed fabric images, and save them in the PATTERN image database.

In the experiment, MATLAB2014b is applied to retrieve the pattern image of yarn-dyed fabric. The processor is a second generation Intel Core i5-2450M dual-core 2.5 GHz, which has an 8 GB RAM running memory. The yarn-dyed fabric images which are stored and represented by sRGB colour space are divided into two categories based on their content, namely, yarn-dyed plaid fabric and striped fabric. Two kinds of captured yarn-dyed fabric images and their corresponding pattern images are shown in Figure 4.

Colour feature extraction

In order to extract the colour features, the pattern images of the yarn-dyed fabric are converted from sRGB colour space to HSV colour space first, and then the HSV image is divided into 25 regions,

![Figure 3. Interface of pattern image simulation for yarn-dyed fabric.](image)

![Figure 4. Two yarn-dyed fabric images and their corresponding pattern images: a) yarn-dyed plaid fabric image, b) yarn-dyed striped fabric image, c) pattern image of image a), d) pattern image of image b).](image)

![Figure 5. Schematic diagram of HSV: a) image and b) its 25 regions.](image)

![Figure 6. Extraction procedures and results of the spatial feature: a) the original pattern image, b) compressed image of 32 × 32 pixels, c) grayscale image of b), d) rendered image after DCT for image c), e) binary image of 8 × 8 matrix, f) 64 bit HASH coding.](image)
and the colour moments of each region are calculated. Take Figure 4.c as an example. A schematic diagram of the HSV image and its 25 regions are shown in Figure 5. The colour moments of 25 regions, shown in Figure 5.b, are calculated and saved in the $F_{CM}$ matrix based on Equation (3).

**Spatial feature extraction**

In this part, the integrated steps of pHash, as described in Perceptual hash algorithm (pHash) chapter, are carried out for extracting the spatial feature of the pattern image. The extraction procedures and results based on Figure 4.c are shown in Figure 6.

As can be seen from Figure 6, the spatial features of the pattern image are represented by the 64 bit HASH coding. Combining the $F_{CM}$ matrix and HASH coding (denoted as $F_{HC}$ matrix), the colour and spatial features of all the pattern images stored in the PATTERN image database are extracted, and the two feature vectors are saved in the FEATURE database.

**Similarity evaluation**

The similarity between the images can be measured based on the image feature vectors. The similarity between the different eigenvectors needs to be found by different measurement methods according to the characteristics of the eigenvector itself. In this paper, the similarity degree ($SD_{total}$) is defined as:

$$SD_{total} = w_1SD_{CM} + w_2SD_{HC} \quad (7)$$

Where, $SD_{CM}$ and $SD_{HC}$ represent the colour moment (colour feature) similarity and HASH coding (spatial feature) similarity, respectively. $w_1$ and $w_2$ are the weight of two similarities, which are determined experimentally.

For the extracted colour feature, the Euclidean distance is used to measure the similarity between the two $F_{CM}$ matrices of the input image and image database. The similarity degree of the colour feature ($SD_{CM}$) measurement can be defined as follows [6] Equations (8)-(10).

Where, $F_{CM}^{input}$ is the colour moment vector of the input pattern image, and $F_{CM}^{database}$ the colour moment vector of the image in the retrieval database (PATTERN image database). $E_{CM}$ is the total Euclidean distance in the H, S, and V directions, and $\omega_H$, $\omega_S$ and $\omega_V$ represent the weights of the each component in the HSV colour model, respectively. It has been indicated that the calculation of $SD_{CM}$ can obtain good result when $\omega_H = 0.25$, $\omega_S = 0.3$ & $\omega_V = 0.25$ [6]. $\epsilon_j$ is the Euclidean distance calculated for each colour channel $j$. $\mu_{w,j}$, $\sigma_{w,j}$, $\kappa_{w,j}$, $\mu_{h,j}$, $\sigma_{h,j}$, $\kappa_{h,j}$ represent the mean, standard deviation and skewness of the $m$th region of the input images and database images in each colour channel $j$, respectively.

For the HASH coding, the similarity cannot be calculated from the Euclidean distance. For this kind of coding, in this paper the Hamming distance [26] is adopted to calculate the similarity degree of the spatial feature ($SD_{HC}$) between two $F_{HC}$ vectors as follows:

$$SD_{HC} = L - \frac{\|F_{HC}^{input} \neq F_{HC}^{database}\|}{L} \quad (11)$$

Where, $L$ is the total number of elements in the HASH code (in this paper, $L = 64$). $F_{HC}^{input}$ and $F_{HC}^{database}$ are the HASH coding of the input pattern image and database image, respectively, and the symbol $\|F_{HC}^{input} \neq F_{HC}^{database}\|$ represents the number of different elements between two kinds of $F_{HC}$ matrices.

**Retrieval performance evaluation**

The accuracy and retrieval rate are the most widely used evaluation criteria for evaluating the performance of image retrieval. The accuracy rate (AR) measures the ability of the retrieval system to retrieve only models that are relevant, which is the ratio of the number of relevant images retrieved from the database to the total number of images retrieved from the database. The retrieval rate (RR) measures the ability of the system to retrieve all models that are relevant, which is the ratio of relevant images retrieved from the database to the total number of relevant images in the database. Formulas for the above-defined are as follows:

$$AR = \frac{s}{s + k} \quad (12)$$

$$RR = \frac{s}{s + v} \quad (13)$$

Where, $s$ is the number of relevant images retrieved from the database. $k$ the number of uncorrelated images retrieved from the database. and $v$ the number of relevant images which are not retrieved from the image database.

**Results and discussion**

**Different weight values**

In order to find an optimum pair of weight values between the colour feature similarity and spatial feature similarity, 300 pattern images simulated based on 300 yarn-dyed fabric images are retrieved one by one. The weight value of colour feature similarity $w_1$ is set from 0 to 1 in steps of 0.05, and the weight value of spatial feature similarity $w_2$ is set from 1 to 0 in steps of -0.05. AR and RR are calculated for different weight values. The mean of AR and RR of 300 query results for different weight values are shown in Table 1 and Figure 7.

From Table 1 and Figure 7, it can be seen that the AR and RR value firstly increases and then decreases with an increment of $w_1$ and decrement of $w_2$. The peak values of AR and RR curves are equal to 0.8550 and 0.5351, respectively, when $w_1 = 0.45$ and $w_2 = 0.55$. Therefore, in this work, the optimal weight values $w_1 = 0.45$ and $w_2 = 0.55$ are applied to retrieve the pattern image.

**Image retrieval results**

In order to display the results of image retrieval for the pattern image of yarn-dyed fabric, a GUI interface is built based on MATLAB. Four examples are given in Figure 8 retrieved for randomly selected images as a query to verify the feasibility of the image retrieval method proposed. In these figures, CMPH represents the image retrieval method proposed in this paper.
Table 1. Mean of AR and RR of 300 query results for different weight values.

| Weight Value \((w_1, w_2)\) | AR   | RR   | Weight Value \((w_1, w_2)\) | AR   | RR   |
|-----------------------------|------|------|-----------------------------|------|------|
| \((0.1, 1)\)               | 0.418| 0.341| \((0.55, 0.45)\)           | 0.772| 0.491|
| \((0.05, 0.95)\)           | 0.695| 0.436| \((0.60, 0.40)\)           | 0.756| 0.484|
| \((0.10, 0.90)\)           | 0.701| 0.440| \((0.65, 0.35)\)           | 0.732| 0.481|
| \((0.15, 0.85)\)           | 0.715| 0.452| \((0.70, 0.30)\)           | 0.715| 0.476|
| \((0.20, 0.80)\)           | 0.739| 0.467| \((0.75, 0.25)\)           | 0.712| 0.471|
| \((0.25, 0.75)\)           | 0.765| 0.481| \((0.80, 0.20)\)           | 0.712| 0.462|
| \((0.30, 0.70)\)           | 0.795| 0.491| \((0.85, 0.15)\)           | 0.712| 0.461|
| \((0.35, 0.65)\)           | 0.812| 0.503| \((0.90, 0.10)\)           | 0.712| 0.455|
| \((0.40, 0.60)\)           | 0.831| 0.505| \((0.95, 0.05)\)           | 0.714| 0.421|
| \((0.45, 0.55)\)           | 0.853| 0.535| \((1.0, 0)\)               | 0.600| 0.25 |
| \((0.50, 0.50)\)           | 0.812| 0.532|                            |      |      |

Figure 7. Average AR and RR for different weight values.

![Figure 7](image7.png)

Figure 8. Four examples of image retrieval results: a) example 1, b) example 2, c) example 3, d) example 4.

From left to right and top to bottom in the GUI interface. From the figures, it can be seen that the retrieval results obtained by using the method proposed seem to consistent with the practical situation. The top 5 images, which have a similar colour and yarn layout, are retrieved first, and then the retrieved images with similar spatial features or similar colour features are shown.

Contrast with other methods

To test the retrieval effect of different algorithms on the pattern image, the CH method (image retrieval based on a colour histogram), SURF method [27] (image retrieval based on SURF), and HASH method (image retrieval based on aHash) are selected to compare with the method proposed. An example is given in Figure 9 of retrieval using the four image retrieval methods. As shown in the figure, image retrieval results for the same input image are different using the four methods. Figure 9.a shows the result of using the CH method based on the statistical characteristics of the image colour. Due to the method losing colour spatial distribution information, the image retrieval results are very different. Figure 9.b shows the results of using the SURF operator to retrieve a pattern image, which
Pattern image retrieval results of four methods: a) CH, b) SURF, c) HASH & d) CMPH (proposed).

To compare the retrieval effect objectively, each of the 300 images in the PATTERN image database is retrieved using the four methods. The average AR, RR and retrieval time (RT) of each method is calculated, shown in Table 2 and Figure 10.

From Table 2 and Figure 10, it can be seen that the method proposed in this paper has obvious advantages over the other three methods either in accuracy and the retrieval rate. In addition to the effective comparison given in Table 2, the time taken for pattern image retrieval is 0.561, 0.598, 1.193, and 1.563 seconds, respectively, for the four image retrieval methods. Although the average retrieval time of the method proposed is more than for the other methods, the retrieval performance of the method proposed is better than for the others, and the retrieval time is not too long. The results of experiments show that the algorithm proposed is accurate and effective.

### Conclusions

In this paper, an indirect method is proposed to retrieve a yarn-dyed fabric image to greatly improve a factory’s production efficiency. Yarn-dyed fabric samples are captured by the DigiEye system first, and then pattern images of the captured fabrics are simulated by yarn-dyed fabric pattern design software based on the structure parameters of the yarn-dyed fabric. For the simulated pattern image, an effective algorithm is proposed to retrieve these kinds of images by combining the colour moment method and perceptual hash algorithm. Then the pattern images retrieved are mapped back to the

| Methods | Average AR (%) | Average RR (%) | Average RT (s) |
|---------|----------------|----------------|---------------|
| CH      | 0.6542         | 0.4421         | 0.561         |
| SURF    | 0.5076         | 0.3522         | 0.598         |
| HASH    | 0.6433         | 0.3833         | 1.193         |
| Proposed| 0.8530         | 0.5351         | 1.563         |

Figure 9. Pattern image retrieval results of four methods: a) CH, b) SURF, c) HASH & d) CMPH (proposed).
yarn-dyed fabric image so as to realise the yarn-dyed fabric image retrieval.

In the algorithm proposed, the colour moment method is adopted to extract the colour features, and the perceptual hash algorithm is utilised to calculate the spatial features of the simulated pattern image. The Euclidean distance and Hamming distance are used to compute the similarity. The experimental results show that the average accuracy rate of the method proposed is 85.30% for the PATTERN image database, which is better than other methods. It is shown that the method presented is effective for retrieving pattern images of yarn-dyed fabric.

However, this paper mainly focuses on the image retrieval of a pattern image, which is simulated based on the structure parameters of the yarn-dyed fabric image. Although the method proposed is an indirect method for retrieving a yarn-dyed fabric image, it can only avoid the image noise problems brought about by the direct method but it can also improve the retrieval accuracy. The direct method of retrieving a yarn-dyed fabric is to use the original fabric images captured by a camera. However, the cleanliness of the fabric itself, the shooting environment and the colour uniformity of yarn can have an immense impact on the results retrieved. The indirect method proposed, which uses a simulated fabric image, can avoid the problems above. By using the method proposed, the fabric surface is clear and the yarn colour shows uniformity. Therefore, it is easier to get better retrieval results. In the future, a more complete framework will be presented for pattern image retrieval. Meanwhile, direct image retrieval for a yarn-dyed fabric will be investigated in order to compare with the method proposed.
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