Machine learning quantum criticality in the spin-1/2 quantum antiferromagnets on the square lattice with plaquette structure
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The power of machine learning algorithms to automatically classify different phases of matter and detect quantum phase transitions without necessity to characterize phases by various quantities like local order parameters or topological invariants as in conventional approaches defined machine learning phases of matter as a new research frontier and basic research tool in condensed matter and statistical physics. We study quantum criticality in the spin-1/2 square-lattice $J_1$-$J_2$ model with additional plaquette structure by combination of reinforcement and supervised machine learning techniques. In our calculations the ground-state spin-spin correlation matrices for several system sizes are first found by restricted Boltzmann machine based variational Monte Carlo method, equivalent to reinforcement learning, and then used as a training data for convolutional neural network based supervised machine learning algorithm for phases classification. The model exhibits a quantum phase transition from paramagnetic plaquette resonating valence bond state to an antiferromagnetic state and has been a topic of great interest because of its close connection to cuprate superconductors and possibility of realization in cold atoms experiments. We consider both frustrated and unfrustrated regimes and compare our results with the results obtained previously with other methods. In the presence of frustration quantum Monte Carlo calculations are inhibited by negative sign problem and the results from previous calculations are available only for the unfrustrated case. We find that our results are in good agreement with the results obtained by coupled cluster and real space renormalization group methods for both frustrated and unfrustrated regimes. The quantum Monte Carlo and finite-size scaling result for the unfrustrated case however slightly differs from our result for the critical value of the inter-plaquette coupling strength, although the results are still in reasonable agreement.

PACS numbers: 71.27.+a, 75.10.Jm, 07.05.Mh

I. INTRODUCTION

Machine learning (ML) field of computer science that is core of artificial intelligence, in particular deep learning, showed to be a very powerful tool for many modern technologies tasks requiring feature learning and pattern recognition such as image classification, natural language processing, speech recognition, and video games development, with deep learning being particularly successful at uncovering features in structured data (feature learning and compression).\cite{lecun2015deep} Success of deep learning algorithms can be explained by their connection to variational renormalization group (RG)\cite{wiese2015renormalization} which is an iterative coarse-graining scheme that allows extraction of relevant features (operators) as a physical system is studied at different length scales and one of the most important and successful techniques in theoretical physics.

Recently artificial neural networks (ANN) and ML techniques also proved to be very powerful methods for studying variety of complex many-body problems\cite{smejkalova2019machine,smejkalova2020machine} and is therefore of great importance to further investigate applicability of these methods in studying challenging models for which exact solutions are not known. In this paper we study one of such models, spin-1/2 square lattice $J_1$-$J_2$ model with additional plaquette structure, and demonstrate suitability of ML techniques to study complex phases and phase transitions by comparing the ML results with the results obtained by other available methods.

ML algorithms are designed to deal with large and complex data sets and make predictions on data by classifying and extracting features from data and are therefore very successful in studying various complex quantum systems where complete description of quantum many-body states requires exponentially large data sets. Namely in ML algorithms machine is an ANN that can learn probability distribution over set of its inputs. These networks originally introduced as simplified models of human brain can also be used to construct compact representations of many-body quantum states where the many-body wave-function corresponds to the probability distribution that the network tries to approximate.

Boltzmann machines, in particular restricted Boltzmann machines (RBMs), widely used in machine learning community, showed very promising results so far since RBMs can represent many quantum states of interest and can also be efficiently numerically optimized using variational Monte Carlo (VMC) method.\cite{tanaka2020restricted} Additionally there are strong connections between restricted Boltzmann machines and some classes of tensor network states in arbitrary dimensions, for example Jastrow wave-functions, entangled plaquette states (EPS) and string-bond states (SBS).\cite{tanaka2017restricted,banerjee2018lattice} In ML language VMC optimization of an ANN is equivalent to reinforcement learning (RL)\cite{tessler2019variational,tessler2020machine} where an agent learns from an interactive environment by trial and error using feedback from its own actions and experiences. The agent takes a suitable action to maximize reward in a particular situation and creates an
standard uniform spins. Jnnian describes unconnected four-spin 1/2 with NN and NNN couplings, and for J fixed plaquette resonating valence bond state to a state with anti-λ into clusters.

to extract the features from the data or to arrange data algorithm is a set of data and the algorithm attempts matter and statistical physics to identify poorly understood interactions where classification within an ANN occurs without knowledge of the Hamiltonian or locality of in-

in the field of condensed out any knowledge of the Hamiltonian or locality of in-

power of ML techniques to extract information of phases order parameters, topological invariants or many-body fluctuations where classification within an ANN occurs with respect to a loss (cost) function by slowly adjusting the free parameters associated with connections between ANN neurons and their biases until high classification accuracy is obtained. Loss function is a function that gives information how good an ANN is for a certain task.

A typical example of SML is image recognition where a large set of labeled images is used as a training set, for example, images of cats (label 1) and dogs (label 0) with images as input and image names (labels) as output. After training procedure trained machine (ANN) that has learned key features of training set of labeled images is used to make predictions (perform a task), that is to rec-

On the other hand, the basic idea of supervised learning is to train a machine (ANN) with large previously solved data set of input-output pairs and then use trained ANN model to process, characterize and make predictions for new data. In an unsupervised ML algorithm only input to the algorithm is a set of data and the algorithm attempts to extract the features from the data or to arrange data into clusters. On the other hand, the basic idea of supervised machine learning (SML) is to train a machine (ANN) with large previously solved data set of input-output pairs and then use trained ANN model to process, characterize and make predictions for new data.

In this paper we study spin-1/2 square lattice J1-J2 model with plaquette structure using combination of RBM based RL (VMC) and CNN based SML methods. The model Hamiltonian is:

\[ H = \sum_{a=0}^{1} (\delta_{0,a} + \delta_{1,a}) \lambda (J_1 \sum_{\langle i,j \rangle} \hat{S}_i \hat{S}_j + J_2 \sum_{\langle\langle i,j \rangle\rangle} \hat{S}_i \hat{S}_j) \] (1)

where \( \hat{S}_i \) are spin-1/2 operators, \( \delta_{a,b} \) is Kronecker delta, intra- and inter-plaquette interactions correspond to \( a = 0 \) and \( a = 1 \), and \( \langle i,j \rangle \) and \( \langle\langle i,j \rangle\rangle \) denote the nearest-neighbor (NN) and the next-nearest-neighbor (NNN) pairs of sites, respectively, as illustrated in FIG. 1. Here \( J_1 \) and \( J_2 \) are intra-plaquette whilst \( \lambda J_1 \) and \( \lambda J_2 \) are inter-plaquette NN and NNN couplings with \( \lambda \) being the inter-plaquette coupling strength parameter.

The model with plaquette structure, and in general spin-1/2 antiferromagnetic Heisenberg model with various interactions, has been a topic of great interest because of its close connection to cuprate superconductors and owing to possibility of realization of such models in experiments with cold atoms in optical lattices. The model was also proposed as a possible model for \( \text{CuCl}_2 \text{LaNb}_2 \text{O}_7 \) Additionally models with quadrumerized or various other checkerboard patterns were suggested as models for \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8+\delta \) and \( \text{Ca}_{2-x}\text{Na}_x\text{CuO}_2\text{Cl}_2 \).

In these models a quantum phase transition (QPT) from paramagnetic to antiferromagnetic state occurs by competition between antiferromagnetic bonds of different strength as in well studied dimerized Heisenberg models. As expected from quantum-to-classical mapping two-dimensional quantum coupled-dimer and coupled-plaquette magnets belong in the same universality class as the class of the three-dimensional classical Heisenberg model referred to as \( O(3) \) universality class. However in some cases when the dimer-
tern lacks a certain symmetry, for example for stag-
ger dimer model also called $J$-$J'$ model which corre-
sponds to Hamiltonian $\mathbf{H}$ in the limit $J_2 \gg J_1$ that
disks discrete lattice rotational symmetry, an additional
 cubic interaction of critical fluctuations not present in
 the classical $O(3)$ model appears in the low-energy quan-
tum field theory. This cubic interaction is an inter-
esting quantum effect with no classical counterpart that
causes non-monotonic finite-size scaling behavior. Sim-
ilar non-monotonic scaling also appears for deconfined
quantum phase transitions that are characterized by ex-
otic fractionalized quasi-particles and emergent gauge
fields. Moreover $J$-$J'$ model is also connected with
Shastry-Sutherland model that explains critical proper-
ties of SrCu$_2$(BO$_3$)$_2$. In our numerical calculations we
use NetKet and TensorFlow libraries and consider the cases when $J_2 = 0$ and $J_2 = J_1$ for a range of the inter-plaquette coupling
strength parameter $\lambda$ values. To identify ordered and dis-
ordered phases and quantum phase transitions we write
the ground-state wave-function in the form of a RBM
and optimize the RBM parameters using RL (VMC)
method. For both cases we further calculate the ground-
state spin-spin correlation matrices $M_{ij} = \langle \vec{S}_i \vec{S}_j \rangle$ for a
range of inter-plaquette coupling strength parameter $\lambda$
values away from the QPT point and use images of these
matrices as input data for a CNN based SML algorithm
that detects QPT.

The unfrustrated case with the NNN couplings $J_2 = 0$ has
so far been studied by several methods, exact diagno-
salization (ED), Ising series expansion, contractor
renormalization, real space RG, coupled cluster method
and quantum Monte Carlo (QMC) methods. The results for the frustrated case have been calculated by
combining of the Lanczos ED and coupled cluster method
(CCM) which are both powerful general many-
body methods. Providing accuracy of the finite-
size scaling procedure QMC calculations are expected to
give the most accurate results in unfrustrated regime.
However in the frustrated regime QMC calculations can
not be used to study properties of the system since the
method in that case suffers from the minus sign prob-
lem. Namely, when partition function of a D dimensional
quantum system is expanded in terms of $D + 1$ dimen-
sional classical configurations, weights of these configu-
rations can be both positive and negative or complex and
thus invalidate their usual Monte Carlo interpretation as
probability distribution. Contrary to QMC method
SML combined with RBM VMC is a sign problem free
method that can provide accurate description of the sys-
tem phases and phase transitions even in the presence of
frustration.

After confirming validity of the RBM ansatz to study
ground-state properties of the system for a smaller sys-
tem size of $N = 16$ lattice sites and with periodic bound-
ary conditions for which ED calculations can be done
for comparison, we further calculate the ground-state
spin-spin correlation matrices for the system sizes of
$N = L \times L$ lattice sites with $L = 6, 8 \text{ and } 10$. For
each system size we calculate 4000 matrices for the val-
ues of the inter-plaquette coupling strength parameter
$\lambda$ deep in pRVB and AFM phases away from the QPT
point. Images are further resized to $L \times L$ pixel values
and used as a training (90\% of the images) and validation
(10\% of the images) datasets in a CNN based SML
algorithm. Trained CNN is then used to classify images of
the ground state spin-spin correlation matrices calculated
for the remaining interval of $\lambda$ values that contains QPT
point $\lambda_c$. SML calculations are performed for hundred
random choices of 10\% of the validation data and the
final probabilities for the images to belong to pRVB or
AFM class calculated as an average over hundred CNN
outputs. The point of QPT is identified as the point
where pRVB and AFM probabilities are both 50\%, that
is as the point where the network is maximally confused.

Although consideration of much larger system sizes
would be necessary to accurately extrapolate results for
finite system sizes to thermodynamic limit ($L \to \infty$)
our results show that the values for $\lambda_c(L)$ rapidly ap-
proach $\lambda_c(L \to \infty)$ values calculated previously by sev-
eral other methods. We find the best agreement with
the results obtained with real space RG method and
CCM. For the unfrustrated case with NNN couplings
$J_2 = 0$ previously obtained real space RG and CCM
results are $\lambda_c^\text{RG} \approx 0.482$ and $\lambda_c^\text{CCM} \approx 0.47$
whilst the QMC and finite-size scaling method result is
$\lambda_c^\text{SMC} \approx 0.548$. For the frustrated $J_2 = J_1$
case the CCM result is $\lambda_c = 0.301$. For the largest
system size of $N = 10 \times 10$ lattice sites we find the
values $\lambda_c \approx 0.465$ and $\lambda_c \approx 0.355$. Whilst the QMC
results suggest that the real space RG results converge
non-monotonously towards the value obtained with QMC
calculations when further excited states with more that
one quintuplet are included in the RG calculations, our
results indicate that the RG results might converge
monotonously towards the value close to the value ob-
tained with the CCM.

The paper is organized as follows. In Sec. II we
describe the RBM ansatz for the ground-state wave-
function. In Sec. III we explain RL scheme for RBM
parameters optimization and calculation of the ground-
state spin-spin correlation matrices that serve as a train-
ing data in the SML algorithm for QPT detection de-
scribed in Sec. IV. We summarize our results, draw con-
clusions and discuss future research directions in the last
section, Sec. V.

II. RESTRICTED BOLTZMANN MACHINE
REPRESENTATION OF THE GROUND-STATE
WAVE FUNCTION

To calculate the ground-state spin-spin correlation ma-
trices used to train SML algorithm described in Sec. IV
we represent the ground-state wave-function of the sys-
tem with a restricted Boltzmann machine (RBM) ansatz:

$$|\psi_{RBM}\rangle = \sum_{\{s\}} (-1)^{n_{A^{\uparrow}}} \psi_{RBM}(\{s\})|\{\tilde{s}\}\rangle,$$  \hspace{1cm} (2)

where

$$\psi_{RBM}(\{s\}) = e^{\sum_{j=1}^{N} a_j s_j} \prod_{i=1}^{M} \cosh(b_i + \sum_j w_{ij} s_j) \hspace{1cm} (3)$$

and $|\{\tilde{s}\}\rangle = |s_1, s_2, ..., s_N\rangle$ are spin-1/2 configurations for $N$ lattice sites. Here we have included basis rotation corresponding to the Marshall’s sign rule ($\text{sign}(-1)^{n_{A^{\uparrow}}}$ where $n_{A^{\uparrow}}$ is the total number of $\uparrow$ spins on A subset of the lattice sites) which speeds up the convergence of the VMC calculations by providing a good starting sign structure particularly at low frustration $^{21,142-144}$. For a bipartite lattice typical choice of the sites A corresponds to one of the two sublattices A and B in the bipartite lattice. For a square lattice A and B sublattices usually form checkerboard or collinear patterns as shown in FIG. \ref{fig1} \hspace{1cm} (a) and FIG. \ref{fig1} \hspace{1cm} (b), respectively.

RBM ansatz that encodes a many-body quantum state of spin-1/2 quantum system with $N$ spins is constructed of one visible layer with $N$ nodes (neurons, visible spins) that correspond to physical qubits ($s_1, s_2, ..., s_N$), and one hidden layer with $M$ auxiliary spin variables ($h_1, h_2, ..., h_M$) as shown in FIG. \ref{fig2} Two sets of binary units (classical spins) that correspond to visible ($s_i, i = 1, ..., N$) and hidden ($h_i, i = 1, ..., M$) neurons in Boltzmann machine architectures interact through an Ising interaction and corresponding Hamiltonian $H$ is defined as

$$H = \sum_{j=1}^{N} a_j s_j + \sum_{i=1}^{M} b_i h_i + \sum_{i<j} c_{ij} s_i s_j$$
$$+ \sum_{i,j} w_{ij} s_i v_j + \sum_{i<j} d_{ij} h_i h_j.$$

(4)

Joint probability distribution over visible and hidden units is then defined as the Boltzmann weight of this

$$P(\{s\}, \{\tilde{h}\}) = \frac{1}{Z} e^{H(\{s\}, \{\tilde{h}\})}$$

(5)

where $Z$ is the partition function $Z = \sum_{\{s\}, \{\tilde{h}\}} e^{H(\{s\}, \{\tilde{h}\})}$. Then marginal probability of a visible configuration can be obtained by summing over all possible hidden configurations

$$P(\{s\}) = \sum_{\{\tilde{h}\}} \frac{1}{Z} e^{H(\{s\}, \{\tilde{h}\})}.$$  \hspace{1cm} (6)

Here we take visible spin configurations $|s_1, ..., s_N\rangle$ as network inputs and interpret the wave-function as complex probability distribution that the network tries to approximate. Therefore the Boltzmann machine ansatz wave-function coefficients are

$$\psi_{BM}(\{\tilde{s}\}) = P(\{\tilde{s}\}).$$  \hspace{1cm} (7)

For the RBM ansatz Hamiltonian \ref{eqn4} includes only interactions $w_{ij}$ between the visible and hidden units ($c_{ij} = 0, d_{ij} = 0$) and biases $a_j$ and $b_j$. Sum over the hidden spins in \ref{eqn4} can then be performed analytically and the wave-function ansatz coefficients written as

$$\psi_{RBM}(\{\tilde{s}\}) = e^{\sum_{j=1}^{N} a_j s_j} \prod_{i=1}^{M} \cosh(b_i + \sum_j w_{ij} s_j).$$  \hspace{1cm} (8)

ANN coefficients are in general taken to be complex in order to describe both the amplitude and the phase of the wave-function. Representability theorems $^{145-149}$ guarantee existence of an ANN approximation for every sufficiently smooth and regular high-dimensional function, allowing ANN description of complicated many-body wave-functions. Quality of the ANN approximation can be systematically improved by increasing hidden variable density $\rho = M/N$ where $M$ is the number
of hidden and $N$ the number of visible neurons (spins), respectively.

In one dimension, for well studied matrix product state (MPS) ansatz hidden variable density $\rho$ is analogous to the bond dimension, that is dimension of the matrices in the MPS ansatz, which determines the space complexity of the MPS. However, unlike MPS ansatz, ANN ansatz is well suited for description of quantum states in arbitrary dimensions due to intrinsically nonlocal correlations in space generated by hidden units. In our calculations we take $\rho = 4$ which shows to be sufficient to obtain quite accurate estimates of the ground state properties of the system.

The parameters of the ANN are obtained using VMC method equivalent to a reinforcement learning scheme in which the ground-state wave-function is learned on the basis of feedback from variational principle as described in the following section.

### III. VARIATIONAL MONTE CARLO OPTIMIZATION OF THE RESTRICTED BOLTZMANN MACHINE PARAMETERS - REINFORCEMENT LEARNING OF THE GROUND-STATE WAVE-FUNCTION BASED ON FEEDBACK FROM THE VARIATIONAL PRINCIPLE

Parameters of the RBM ansatz can be optimized (trained) using VMC method through minimization of the energy expectation value

$$ E = \frac{\langle \psi_{\text{RBM}} | H | \psi_{\text{RBM}} \rangle}{\langle \psi_{\text{RBM}} | \psi_{\text{RBM}} \rangle} \quad (9) $$

with respect to the network parameters $(a_j, b_j, w_{ij})$, $i, j = 1, \ldots, N$, with $N$ being the number of lattice sites.

Energy $E$ can be optimized using several optimization approaches. Here we use stochastic reconfiguration (SR) method introduced by Sorella et al.\textsuperscript{149,150} which can be viewed as an effective approximate imaginary time evolution in the variational subspace of the full Hilbert space. The method was initially developed to stabilize and partially solve the sign instability in the Green function Monte Carlo technique for continuous models\textsuperscript{151} and then as an efficient and robust optimization scheme for lattice systems\textsuperscript{152}, small atoms\textsuperscript{153} and molecules\textsuperscript{154} that allows energy expectation value minimization for a many-parameter variational ansatz wave-function in an arbitrary functional form. SR method uses more information about the variational ansatz wave-function than other common simpler optimization protocols such as stochastic gradient descent (SGD) and therefore allows faster optimization of the many-body ansatz wave-function and more reliable convergence. Instead of optimizing energy directly the method at each step tries to maximize the overlap between the ansatz and the result of its imaginary time evolution.

For an ansatz wave-function $|\psi(\alpha_1, \alpha_2, \ldots, \alpha_N)\rangle$ with a set of variational parameters $\{\alpha_1, \alpha_2, \ldots, \alpha_N\}$ the variational subspace is spanned by the wave-function and its derivatives with respect to each variational parameter $|\psi_i\rangle \equiv \frac{\partial |\psi\rangle}{\partial \alpha_i}$, $i = 1, \ldots, N$. Within the SR method the energy of the ansatz wave-function is minimized by repeatedly applying imaginary time evolution operator $T = e^{-\tau H} \approx 1 - \tau H$ to the wave-function where $\tau$, that corresponds to the learning rate in ML language, is taken to be a small positive number and operator $T$ expanded to the first order in $\tau$. After each application of $T$ the result is projected onto variational subspace to obtain a new function of the same form and a new set of variational parameters calculated using Monte Carlo sampling. Namely, after application of the evolution operator $T \approx 1 - \tau H$ variational parameters $\{\alpha_1, \alpha_2, \ldots, \alpha_N\}$ are replaced by a new set of parameters $\{\alpha_1', \alpha_2', \ldots, \alpha_N'\}$ such that $|\psi(\alpha_1', \ldots, \alpha_N')\rangle \equiv |\psi_i\rangle$ is a good approximation to $e^{-\tau H}|\psi(\alpha_1, \ldots, \alpha_N)\rangle \approx (1 - \tau H)|\psi(\alpha_1, \ldots, \alpha_N)\rangle \equiv |\psi_i\rangle$, where $i$ is the index of the variational parameter.
that is, projection of $|\psi'\rangle$ to variational subspace.

$|\psi'\rangle$ can be found by maximizing the overlap of the unnormalized wavefunctions $|\psi\rangle$ and $|\psi'_\alpha\rangle$: 

$$|D|^2 = \frac{\langle \psi' | \psi'_\alpha \rangle \langle \psi'_\alpha | \psi' \rangle}{\langle \psi'_\alpha | \psi'_\alpha \rangle},$$  \hspace{1cm} (10)$$

that is, from the conditions:

$$\frac{\partial |D|^2}{\partial \alpha_i} = 0 \hspace{0.2cm} \forall i.$$  \hspace{1cm} (11)$$

Writing new variational parameters $\{\alpha'_1, \alpha'_2, ..., \alpha'_N\}$ as $\alpha'_i = \alpha_i + \delta \alpha_i (i = 1, ..., N)$ and keeping only terms linear in $\tau$ and $\delta \alpha_i (\forall i)$ the conditions (11) can be rewritten as:

$$\sum_j \delta \alpha_j \left[ \frac{\langle \psi' | \psi'_i \rangle}{\langle \psi | \psi \rangle} - \frac{\langle \psi | \psi \rangle}{\langle \psi | \psi \rangle} \frac{\langle \psi' | \psi'_i \rangle}{\langle \psi | \psi \rangle} \right] =$$  \hspace{1cm} (12)$$

$$\tau \left[ \frac{\langle \psi | H J \psi \rangle}{\langle \psi | \psi \rangle} - \frac{\langle \psi | H J \psi \rangle}{\langle \psi | \psi \rangle} \frac{\langle \psi' | \psi'_i \rangle}{\langle \psi | \psi \rangle} \right],$$

where $|\psi\rangle \equiv |\psi(\alpha_1, \alpha_2, ..., \alpha_N)\rangle$ and $|\psi'\rangle = \partial |\psi\rangle/\partial \alpha_i$.

To efficiently evaluate $\{\delta \alpha_1, ..., \delta \alpha_N\}$ numerically and all other expectation values in Eq. (12) are written as Monte Carlo averages with respect to quantum probability distribution 

$$P(|\{s\}\rangle) = \frac{|\langle \{s\} | \psi \rangle|^2}{\langle \psi | \psi \rangle}$$  \hspace{1cm} (13)$$

by inserting resolution of identity summation of all possible spin configurations $\sum_{|\{s\}\rangle} |\langle \{s\} | \psi \rangle|^2 = 1$ in the expectation values in Eq. (12) where $|\{s\}\rangle = |s_1, ..., s_N\rangle$ are

FIG. 5: Relative error $R = 100 \times (E_{RBM}^{ \lambda=0.5} - E_{ED}^{ \lambda=0.5}) / E_{ED}^{ \lambda=0.5}$ for the ground-state energy of the Hamiltonian (11) obtained by RBM optimization with respect to the exact ground state energy (ED result) for $J_2 = 0$ and $J_2 = J_1$ (blue and red data points, respectively) and a range of values of the inter-plaquette coupling parameter $\lambda$. Here results are for the system size of $N = 4 \times 4 = 16$ lattice sites with periodic boundary conditions. RBM hidden unit density is $\rho = 4$.

FIG. 6: The ground-state spin-spin correlation matrices $M_{ij} = \langle \vec{s}_i \vec{s}_j \rangle$ for the inter-plaquette coupling strength parameter $\lambda = 0.5$ in Hamiltonian (11) and for the system size of $N = 4 \times 4$ lattice sites with periodic boundary conditions. Figures (a) and (b) correspond to the unfrustrated case $J_2 = 0$, whilst (c) and (d) correspond to the frustrated case with $J_2 = J_1$. Matrices in figures (a) and (c) are obtained using RBM based VMC method and matrices in figures (b) and (d) using ED method. RBM hidden artificial neuron density is $\rho = 4$. 

$\vec{s}_i$ basis states. The expectation values are then written as

$$\langle \psi | H J \psi \rangle = \sum_{|{s}\rangle} P(|{s}\rangle) E(|{s}\rangle)$$  \hspace{1cm} (14)$$

and

$$\langle \psi | H J \psi \rangle = \sum_{|{s}\rangle} P(|{s}\rangle) E^* (|{s}\rangle) O_i (|{s}\rangle),$$  \hspace{1cm} (15)$$

where

$$E(|{s}\rangle) = \frac{|\langle {s} | H | \psi \rangle|^2}{|\langle {s} | \psi \rangle|^2}$$  \hspace{1cm} (16)$$

is the local energy and

$$O_i (|{s}\rangle) = \frac{\langle {s} | H | \psi \rangle}{|\langle {s} | \psi \rangle|^2} = \frac{\partial}{\partial \alpha_i} \ln |\langle {s} | \psi \rangle|.$$  \hspace{1cm} (17)$$

The Eq. (12) further becomes

$$\sum_j S_{ij} \delta \alpha_j = -\tau F_i$$  \hspace{1cm} (18)$$

with the covariance matrix $S$ and generalized forces $F_i$ defined as

$$S_{ij} = \langle O_j^* O_i \rangle - \langle O_j^* \rangle \langle O_i \rangle$$  \hspace{1cm} (19)$$
and
\[ F_i = \langle E^r_{loc} O_i \rangle - \langle E^r_{loc} \rangle \langle O_i \rangle. \] (20)

SR updates for coefficients \( \alpha \equiv \{\alpha_1, \alpha_2, ..., \alpha_N\} \) at the \( n \)-th iteration are therefore of the form
\[ \alpha(n + 1) = \alpha(n) - \tau S^{-1}(n) F(n). \] (21)

In the case of non-invertible covariance matrix \( S^{-1} \) is replaced with Moore-Penrose pseudo-inverse or a positive constant is added to the diagonal \( S \) matrix elements to obtain regularized matrix that is invertible.

To check validity of the RBM ansatz for the ground-state wave-function we first calculate the ground-state energy and spin-spin correlation matrices \( M_{ij} = \langle \vec{S}_i \vec{S}_j \rangle \) for a small system size of \( N = 4 \times 4 = 16 \) lattice sites with periodic boundary conditions and compare with the exact results obtained using ED method. ED and RBM optimization results (with \( \tau = 0.05 \) in SR) are shown in FIG. 4 - FIG. 6. In our calculations relatively small hidden unit density \( \rho = 4 \) for the RBM ansatz already provides the same accuracy of the results as obtained for other best known ansatz wave-functions, for example projected entangled-pair states (PEPS) or EPS.13,15,155,157

Monte Carlo energy estimate converges to the exact ground-state energy up to a relative error that is even in the frustrated regime smaller than 1.3% for a wide range of values of the inter-plaquette coupling strength parameter \( \lambda \). For the non-frustrated case the relative error is smaller than 0.2%.

We also note that the optimized ansatz for the frustrated case \( J_2 = J_1 \) does not have discrete lattice reflection symmetry in the line \( x = y \) defined as \( R: (x, y) \rightarrow (y, x) \) whilst the ground-state eigensate of the Hamiltonian obtained by ED method does have the reflection symmetry. Therefore, to compare ED and RBM results for \( J_2 = J_1 \), we calculate the ground state spin-spin correlation matrix in FIG. 4 (c) with the symmetrized RBM ansatz wave-function \( |\psi_{RBM}^R\rangle = |\psi_{RBM}\rangle + R|\psi_{RBM}\rangle \). The matrix elements are then \( M_{ij}^R = \langle \psi_{RBM} | \vec{S}_i \vec{S}_j | \psi_{RBM} \rangle + \langle \psi_{RBM} | \vec{S}_{R(i)} \vec{S}_{R(j)} | \psi_{RBM} \rangle \).

**IV. SUPERVISED MACHINE LEARNING OF THE ANTIFERROMAGNET TO PLAQUETTE RESONATING VALENCE BOND STATE QUANTUM PHASE TRANSITIONS**

We further use SML approach to distinguish phases and locate QPTs for both frustrated and unfrustrated parameter regimes, in particular for \( J_2 = J_1 \) and \( J_2 = 0 \). Here a phase transition occurs at some critical value \( \lambda_c \) of the inter-plaquette coupling strength parameter \( \lambda \). For \( \lambda < \lambda_c \) the system is in a paramagnetic plaquette resonating valence bond (pRVB) phase and for \( \lambda > \lambda_c \) the system exhibits antiferromagnetic ordering. When NNN coupling \( J_2 = 0 \) pRVB phase has s-wave symmetry and corresponding AFM phase Néel order (NAFM) whilst for the frustrated case with \( J_2 = J_1 \) pRVB phase has d-wave symmetry and is separated by a phase transition from corresponding AFM phase with collinear striped long range order (CAFM). Single pRVB plaquette and schematic representation of classical AFM phase for both cases are shown in FIG. 4 and FIG. 8.

In our SML calculations gray-scale images of spin-spin correlation matrices \( M_{ij} = \langle \vec{S}_i \vec{S}_j \rangle \) in AFM and pRVB part of the phase diagram are placed in two classes labeled by 0 and 1, respectively, and used as input data to train a CNN architecture that after training procedure predicts labels (classes) of new images not included in the training data set and identifies position of the QPT. Training procedure corresponds to the CNN parameters optimization with respect to a loss function here taken to be the binary cross-entropy loss function:
\[ L = -\frac{1}{N_t} \sum_{i=1}^{N_t} [y_i \log P(y_i) + (1 - y_i) \log(1 - P(y_i))] \] (22)

where \( \log \) is a base 2 logarithm, \( y_i \) is assigned label (1 or 0 for two classes), \( P(y_i) \) is the predicted probability of the input from training data set labeled by \( y_i \) belonging to class 1 and \( N_t \) is the number of training data examples. The loss function decreases as the predicted probability approaches the value of the actual label and gives information how good the CNN is to make predictions on new images not included in the training data set.

Cross-entropy is a measure from information theory that calculates difference between two probability distributions for a given random variable or set of events by calculating total entropy between two distributions. Low probability surprising events contain more information whilst high probability unsurprising events contain less information where information is defined as \(- \log(P(x))\) with \( P(x) \) being the probability of an even \( x \). For a random variable \( x \) with \( N_t \) discrete states (data set of

![FIG. 7: A singlet bond (c) and pRVB states with (a) s-wave and (b) d-wave symmetry. The s-wave pRVB state is symmetric with respect to an exchange of two diagonal spins, whilst d-wave pRVB state is antisymmetric.](image)
size $N_t$) the entropy, which is defined as the number of bits required to encode and transmit an event randomly selected from a probability distribution, is then $-\sum_{x \in N} P(x) \log(P(x))$.

On the other hand cross-entropy calculates average number of bits needed to encode data from original distribution $P$ compared to another model distribution $Q$ that approximates distribution $P$. The cross-entropy then represents the number of additional bits to represent an event using $Q$ instead of $P$ and can be calculated as $-\sum_{x \in N} P(x) \log(Q(x))$. For classification tasks class labels are known and corresponding probability distribution has no information since the outcome is certain which means that the entropy of a known class label is always zero. When two distributions are identical the cross-entropy between them is equal to the entropy for the probability distribution, which means that the cross-entropy of real and predicted probability distributions for a class label is also zero. When cross-entropy loss function is calculated for a training data set the cross-entropy is averaged over all examples in the dataset and zero loss therefore indicates that the predicted class probabilities are identical to the probabilities in the training dataset.

Binary cross-entropy can thus be used as a loss function for a binary classification task with only two classes. During the training process the loss function (22) is optimized using mini-batch SGD method. Within gradient descent (GD) optimization method values of the CNN parameters that minimize a loss function are found iteratively by updating each parameter (weight) $\alpha$ in the loss function in each iteration step $n$ according to the equation:

$$\alpha^{n+1} = \alpha^n - \nu \frac{\partial L}{\partial \alpha}.$$  
(23)

where $\nu$ is a step size hyper-parameter called learning rate in ML. The learning rate is one of the most important parameters that requires careful tuning when training an ANN to achieve fast convergence. This hyper-parameter controls the speed at which the ANN model learns. If the learning rate is too small optimization will be very slow and many iterations will be necessary to reach the minimum of the loss function, and if the rate is too large the training may not converge at all or can even diverge since weight changes can be so large that the optimizer overpasses the minimum causing an increase of the loss function value.

The mini-bath SGD algorithm is computationally more efficient than GD algorithm and allows more robust convergence. In GD optimization all training data set samples are passed through the network for a single update of the network weights. In mini-batch SGD learning algorithm instead of the whole data set a randomly selected subset of data is needed for each update where the true gradient is approximated by stochastic approximation of the gradient calculated from that randomly selected subset of data. The size of the subset is called batch size. One complete pass of all training samples through the network is called an epoch and training step usually requires more than a few epochs.

One of the most common problems in ML training step is over-fitting. Over-fit models fit very well training data. However such models are not able to classify new data not included in the training data set. In other words over-fitting leads to a model that is very well trained however unable to generalize, that is unable to correctly predict the label of a new input sample. The model just memorizes the training data and the noise and has high variance and low bias. Variance reflects model dependence on training data set and bias reflects assumptions made about the training data. Contrary to over-fit models an under-fit model has low variance and high bias. In that case the model makes strong assumptions about data and fails to capture underlying pattern in data. Over-fitting and under-fitting can be identified by calculating validation and training accuracies.

A validation data set is a set of data for which the labels that an ANN tries to predict are known and which is excluded from the training data set. Depending on the size of the available data set for which the labels are known a validation set is formed from 10-30% of the data while the rest of the data is used for training. The accuracy of a ML classification algorithm is defined as

$$A = \frac{N_c}{N_{tot}},$$  
(24)

where $N_c$ is the number of correct predictions and $N_{tot}$ is the total number of predictions. If the accuracies for the training and validation data sets are $A_t$ and $A_v$ over-fitting happens when $A_t > A_v$ and under-fitting when $A_t < A_v$. Optimally $A_t \approx A_v \approx 1$. Whilst increasing the model complexity can help with under-fitting there are several methods to reduce over-fitting, like increasing the data set size, decreasing complexity of the model, or applying various regularization techniques. In our SML calculations we set the batch size to 32, and find that the loss function (22) approaches zero and $A_t, A_v \approx 1$ already after ten training epochs.

A typical CNN architecture consists of three kinds of layers: convolutional layers, pooling layers and fully con-
nnected layers as illustrated in FIG. 9.

An input gray-scale image can be represented as a matrix of pixel values where the value of each pixel in the matrix ranges from 0 to 255 with zero indicating black and 255 indicating white. A color image can be represented with three 2D matrices each having pixel values in range 0 to 255, one for each color - red, green or blue. A color image is said to have three channels (each channel representing a component of an image), whilst a gray-scale image has just one channel.

In image processing a kernel or convolution matrix is a small matrix used for achieving a wide range of effects on an original image, for example blurring, sharpening, embossing, and edge detection. In CNN architectures and ML such kernels are used for feature extraction, that is, for determining the most important parts of an image, the process is generally referred to as convolution. Convolution is the operation of adding each element of the image to its local neighbor weighted by the kernel. The general form for convolution (* ) of two matrices A and B is:

\[
\begin{bmatrix}
    A_{11} & A_{12} & \cdots & A_{1n} \\
    A_{21} & A_{22} & \cdots & A_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    A_{m1} & A_{m2} & \cdots & A_{mn}
\end{bmatrix}
\begin{bmatrix}
    B_{11} & B_{12} & \cdots & B_{1n} \\
    B_{21} & B_{22} & \cdots & B_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    B_{m1} & B_{m2} & \cdots & B_{mn}
\end{bmatrix}
= \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} A_{(m-i)(n-j)} B_{(1+i)(1+j)}
\]

Equation 25

Within a convolution step in CNN architecture a small kernel matrix is slid across the image and convolved with small squares of input data as shown in FIG. 10. In ML algorithm CNN can learn kernel values that can extract important features. Since image features are learnt using small portions (squares) of input data convolution preserves spatial relationship between pixels. The region of the input image connected to a hidden neuron is called the receptive field of the hidden neuron. If the local receptive field is moved by S pixels at a time we say a stride length of S is used. In FIG. 10 stride length is S = 1. In practice stride lengths of S ≥ 3 are rarely used. Also, output volume spatial size can be controlled by padding the input with zeros on the border of the input volume. In our calculation kernel matrix is a 3 × 3 matrix and the stride length is set to S = 1.

Whilst for a two-dimensional (2D) convolutions, kernel is a H × W matrix, a filter is defined as a concentration of multiple kernels, each kernel assigned to a particular channel of the input. For k input channels, the filter dimension is therefore k × H × W. A general convolutional layer in a CNN architecture consists of multiple such filters. Filters’ shapes and sizes are chosen based on the dataset to create abstractions and recognize features at the proper scale. Each hidden neuron has a bias and weights connected to its local receptive field as illustrated in FIG. 10. It is important to note that within a CNN the same weights and bias are used for each hidden neuron in a given feature map, that is, for j, k-th hidden neuron the output is:

\[
\sigma \left( b + \sum_{l=0}^{W} \sum_{m=0}^{H} w_{l,m} a_{j+l,k+m} \right)
\]

Equation 26

Here \( w_{l,m} \) is an array of shared weights, \( b \) is shared bias, \( a_{x,y} \) is the input activation (value) at position \( x, y \) and \( \sigma \) is the neural network activation function like, for example, sigmoid function \( \sigma(x) = 1/(1 + e^{-x}) \) or rectified linear unit (ReLU) function \( \sigma(x) = \max(0, x) \). In practice ReLU activation is often preferred to other activation functions because it allows faster neural network training without significant penalty to generalization accu-
FIG. 10: Kernel (convolution matrix, feature detector) is a matrix of weights which are multiplied with the input to extract relevant features. A small kernel matrix is slid across the image and convolved with a restricted area of input data (typically of a square shape). Here input image is a gray-scale image with only one channel. The region in the input image connected to a hidden neuron is called local receptive field for the hidden neuron. The process of finding features within a certain window of data is continued until the entire image is covered and a feature map is obtained which is represented by simplified set of pixel values.

FIG. 11: Schematic representation of an artificial neuron. Neurons consist of a linear transformation that weights the importance of various inputs and a non-linear activation function $\sigma$ which allows the network consisting of these neurons to capture more complex patterns. Neurons are generally arranged in layers with the output of one layer serving as the input to the next layer.

In our calculations activation function for all neurons in convolutional layers and fully connected layers is ReLU, whereas activation function of the output layer neurons is the softmax function $\sigma(\vec{o}) = \frac{e^{o_i}}{\sum_{i=0}^{N-1} e^{o_i}}$ where $\vec{o} = \{o_0, ..., o_{N-1}\}$ is the output vector of the network with $N$ output classes and $N = 2$ for the problem that we have studied. The softmax function is used as an activation for the output layer to normalize total probability over predicted output classes to one.

In other words, each neuron, illustrated in FIG. 11, is a mathematical function that multiplies inputs by weights, adds them together, adds a bias $b$ which can help better fit the data, and then passes the sum to a non-linear (activation) function to become the neuron’s output. A non-linear function is applied by a neuron to introduce non-linear properties in the network and allow the network to capture more complex patterns.

A parameter sharing scheme used in CNNs is based on assumption that if a feature is useful to compute in a region of input (local receptive field) at some spatial position, then it should also be useful to compute at other positions. Such parameter sharing contributes to the translation invariance of the CNN architectures.

For image recognition more than one feature map is needed and a complete convolutional layer, which is the core building block of a CNN, consists of several different feature maps where each feature map is defined by a set of shared weights and a shared bias. Depth of a convolutional layer corresponds to the number of filters in that layer. The number of feature maps necessary in a given convolutional layer depends on the number of available examples and task complexity.

To summarize, the primary purpose of convolution is to extract features from the input image so that CNN can learn the values of feature filters (analyze important features of the image) on its own during the training process. More filters correspond to more image features extracted which allows the network to better recognize patterns in unseen images.

In addition to convolutional layers CNNs often also contain pooling layers, usually a pooling layer after each convolutional layer. The role of a pooling layer is to simplify the output from the convolutional layer and create condensed feature maps by applying spatial pooling (also called sub-sampling or down-sampling) to each feature map separately. Pooling attempts to reduce the dimensions of each feature map while keeping the most im-
important information. There are several different types of pooling, for example max, average and sum pooling. In a pooling step small regions of output from a convolutional layer are replaced by maximum, average or sum of values in each region as illustrated in FIG. 12. Pooling layers therefore coarse-grain convolutional layer output while maintaining spatial structure and locality. This pooling step is very similar to RG decimation steps.

Translational invariance built in CNN architecture, that is based on assumption that relative positions of various features are more important than exact locations of each feature, is achieved by a combination of convolutional and pooling layers. However a major issue of adding pooling layers in a CNN is that pooling can result in excess information loss. Namely, CNN with pooling layers fails to learn precise spatial correlations between different features and can thus predict inaccurate class label if all features are present even if those features are at wrong spatial positions. Therefore discarding pooling layers in CNN architecture can sometimes lead to better results. To avoid information loss in our SML calculations we thus exclude pooling layers.

Each convolutional and pooling step is a hidden layer and such hidden layers in a CNN architecture are usually followed by fully connected hidden layers and a final output layer. Whilst in a convolutional layer neurons receive input only from a subarea (receptive field) of the previous layer in a fully connected layer each neuron is connected and receives input from every neuron of the previous layer. Although high-level features obtained from convolutional and pooling layers may be sufficient for classifying an input image into different classes based on the training data set, non-linear combinations of such features might be better for the image classification. Purpose of the fully connected layer is therefore to learn non-linear feature combinations relevant for the classification task, that is prediction of the best label for an input image.

The final layer of a CNN is the output layer where each neuron has softmax activation function that predicts a single class of $K$ mutually exclusive classes and normalizes total probability over predicted output classes to one. In our calculations the number of neurons in the output layer is two corresponding to the number of different phase labels of the input data set. Output probabilities $P_1$ and $P_2$, with $P_1 + P_2 = 1$, correspond to the probabilities of the system to be in AFM or pRVB phase.

In our SML calculations the CNN consists of three convolutional layers with each layer having 256 filters, one fully connected layer with 256 neurons and an output layer that classifies an input image in one of the two classes corresponding either to pRVB or AFM phase. Calculations are performed for the system sizes of $N = 6, 8, 10$, respectively.
correlation matrix images are resized to \( L \times L \) pixel values using the OpenCV Python learning software library resize function. The ground-state spin-spin correlation matrices are calculated with the RBM based RL algorithm in the inter-plaquette coupling strength parameter \( \lambda \in [0, 0.2] \) and \( \lambda \in [0.8, 1.0] \) intervals (2000 matrices in each interval) that do not contain the transition point and random 10% of data separated as a validation data set. The remaining 90% of data is then used to train the network. The network then predicts class labels for 600 matrices calculated in the interval \( \lambda \in [0.2, 0.8] \) and detects the QPT. The probabilities are calculated as averages over hundred CNN output label predictions, each corresponding to one random choice of 10% of the validation data samples and the network training with the remaining 90% of data calculated in intervals \( \lambda \in [0, 0.2] \) and \( \lambda \in [0.8, 1.0] \). Obtained probabilities are shown in FIG. 15 for the unfrustrated case with the NNN couplings \( J_2 = 0 \) and in FIG. 14 for the frustrated case with \( J_2 = J_1 \). The QPT point corresponds to the point where the network is maximally confused, that is to the point where \( P_{pRVB} = P_{AFM} = 0.5 \).

To achieve accurate extrapolation of the results to the thermodynamic limit \( (L \to \infty) \) and find \( \lambda_c(L \to \infty) \) values it would be necessary to do all presented calculations for much larger system sizes. Particularly difficult and time consuming task would be to generate large enough training data sets for even larger system sizes with described RBM based RL method. However even from the presented results for the system sizes of \( N = L \times L \) lattice sites with \( L = 6, 8 \) and 10 and periodic boundary conditions it is clearly visible that the obtained values for \( \lambda_c(L) \) as the system size is increased rapidly approach the \( \lambda_c(L \to \infty) \) values obtained previously with other methods. In particular the values obtained with the CCM and the real-space RG method are \( \lambda_c^{CCM}(L \to \infty) = 0.47^{135} \) and \( \lambda_c^{RG}(L \to \infty) = 482^{134} \) for the unfrustrated case with \( J_2 = 0 \), and \( \lambda_c^{CCM} = 0.30^{135} \) for the frustrated case with \( J_2 = J_1 \). For the largest system size of \( N = 10 \times 10 \) lattice sites with periodic boundary conditions we obtain the values \( \lambda_c \approx 0.465 \) and \( \lambda_c \approx 0.355 \) for \( J_2 = 0 \) and \( J_2 = J_1 \), respectively, as shown in FIG. 13 and FIG. 14.

However, the result of the QMC and finite-size scaling method for the unfrustrated case is \( \lambda_c^{QMC} \approx 0.5485^{133,136,138} \). Our result that is still in reasonable agreement with the QMC result, however indicates slightly larger NAFM region than QMC calculations. To reconfirm our result for the unfrustrated case we perform further calculations with two additional CNN architectures. Both additional network architectures have one fully connected layer and three convolutional layers. The first additional architecture has 128 filters in each convolutional layer and 128 neurons in the fully connected layer, and the second architecture 64, 128 and 256 filters in three convolutional layers and 256 neurons in the fully connected layer. The results for the system size of \( N = 10 \times 10 \) lattice sites are shown in FIG. 15.

As expected for the initial CNN architecture with 256 filters in each convolutional layer variances of the predictions are smaller than for the other two CNN architectures with reduced number of filters in convolutional layers, since increasing the number of filters improves the accuracy of the predictions resulting in steeper probability lines near the transition. Nonetheless all three architectures give similar values of \( \lambda_c(L) \) confirming that overfitting does not happen in the more complex CNN model training step. Whils the QMC results suggest that the real space RG results converge non-monotonously towards the value obtained with the QMC calculations when further excited states with more that one quintuplet are included in the RG calculations, our results indicate that the RG results might converge monotonously towards the value close to the value obtained with the CCM.

V. CONCLUSIONS

In conclusion we have studied the spin-1/2 square lattice \( J_1-J_2 \) model with additional plaquette structure, relevant for the high-temperature superconducting ma-
terials and realizable in cold atom experiments, using ML techniques. We have demonstrated the power of these techniques, in particular RBM bases RL algorithm and CNN based SML method, to study complex phases and phase transitions in challenging many-body problems even in the presence of frustration where other important techniques like QMC are limited. Our results show good agreement with previously obtained results, particularly with the CCM and the real-space RG results.

An interesting direction for the future research would be to explore the power of the presented ML techniques to study dynamical properties of similar complex many-body quantum systems, particularly when the presence of certain dynamical symmetries leads to breaking of the continuous time-translation symmetry and results in existence of a set of observables that can enter robust non-equilibrium limit cycles.
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