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Abstract

An open question, raised independently by several authors, asks if a closed amenable subalgebra of $B(H)$ must be similar to an amenable $C^*$-algebra; the question remains open even for singly-generated algebras. In this article we show that any closed, commutative, operator amenable subalgebra of a finite von Neumann algebra $M$ is similar to a commutative $C^*$-subalgebra of $M$, with the similarity implemented by an element of $M$. Our proof makes use of the algebra of measurable operators affiliated to $M$.
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1 Introduction

The notion of amenability for Banach algebras, and its variants for particular classes of Banach algebra, has been much studied. By the work of several authors, we know that a $C^*$-algebra is amenable as a Banach algebra if and only if it is nuclear; one striking feature of this result is that the definition of amenability does not use any involution on the algebra. In contrast, to date there is no comparable characterization of amenable, not necessarily self-adjoint, operator algebras. (Here, and throughout this paper, the term operator algebra will always mean a norm-closed subalgebra of $B(H)$ for some Hilbert space $H$; the Hilbert space $H$ is part of the data, even if we don’t mention it explicitly.)

One way to generate examples is as follows. If $A$ is an amenable $C^*$-algebra, represented faithfully on a Hilbert space $H$, and $R \in B(H)$ is invertible, then the algebra $R^{-1}AR = \{R^{-1}aR : a \in A\}$ will be an amenable operator algebra. It has been asked by several authors, in various forms and in various contexts, if every amenable operator algebra arises in this way. As yet, the question remains unresolved – even in the singly generated case! – but there have been notable partial results:

- Gifford showed in his PhD thesis (see also [9]) that any amenable subalgebra of $K(H)$ is similar inside $B(H)$ to a $C^*$-subalgebra; this had previously been shown for singly generated subalgebras of $K(H)$ by Willis [25].

- Marcoux [11] showed that an amenable, commutative operator algebra which has enough Hilbert-space representations of a certain form must be similar to a $C^*$-algebra (and conversely, that such representations are easily obtained for any operator algebra which is similar to a commutative $C^*$-algebra).
Also worth mentioning is an older result of Curtis and Loy [4], showing that any amenable operator algebra which is generated by its normal elements is automatically self-adjoint, and hence an (amenable) C*-algebra. This extends a theorem of Sheinberg [21], who had proved that every amenable uniform algebra must be self-adjoint. In all these results, it turns out that one can replace amenability with operator amenability (to be defined below); while this is not always noted explicitly, it follows easily upon inspection of the proofs.

In this article we make a contribution in similar vein to those mentioned above, but restrict our attention to commutative, closed subalgebras of finite von Neumann algebras. (Note that several classical examples of Banach function algebras, such as Lipschitz algebras and certain algebras of differentiable functions, fall into this class.) Our main result is as follows.

**Theorem 1.1.** Let \( \mathcal{M} \) be a finite von Neumann algebra and let \( \mathfrak{A} \) be a closed, commutative subalgebra. Suppose \( \mathfrak{A} \) is operator amenable with constant \( \leq K \). Then there exists a positive invertible \( R \in \mathcal{M} \), with \( \|R\|\|R^{-1}\| \leq (1 + 2K)^2 \), such that \( R\mathfrak{A}R^{-1} \) is a self-adjoint subalgebra of \( \mathcal{M} \). Moreover, if the identity of \( \mathcal{M} \) lies in the \( \sigma(\mathcal{M}, \mathcal{M}_*) \)-closure of \( \mathfrak{A} \), then we can take \( \|R\|\|R^{-1}\| \leq K^2 \).

Since an amenable Banach algebra is operator amenable, we have the following corollary.

**Corollary 1.2.** If \( \mathfrak{A} \) is a closed, commutative, amenable subalgebra of a finite von Neumann algebra, then \( \mathfrak{A} \) is similar to an abelian C*-algebra.

The corollary appears to be new even in the case where \( \mathfrak{A} \) is singly generated, i.e. when we have \( T \in \mathcal{M} \) which is an amenable operator in the sense of [25].

**Ideas behind the proof of Theorem 1.1**

The underlying strategy behind the proof of Theorem 1.1 is to find a family of commuting idempotents in the relative bicommutant \( \mathcal{M} \cap \mathfrak{A}' \), linear combinations of which can be used to approximate the elements of \( \mathfrak{A} \) in a suitable sense; for then we can apply existing techniques to find a similarity that simultaneously renders all the idempotents self-adjoint. Making this idea precise, and setting up enough machinery to make it work, will take up most of the present paper.

Our task would be easier if we had a priori knowledge of some kind of “positivity” in the given algebra \( \mathfrak{A} \). We get round this by showing that the Gelfand transform of \( \mathfrak{A} \) must be injective with dense range (see Corollaries 2.6 and 4.3), so that \( \mathfrak{A} \) may be identified with a dense subalgebra of some \( C_0(X) \); we then show that one can, by approximation arguments, realize characteristic functions of open subsets of \( X \) as idempotents in \( \mathcal{M} \) of the desired form. (The approximation argument relies on a version of Grothendieck’s theorem, whose proof ultimately rests on the order structure available inside \( C_0(X) \); so in some sense we are still exploiting positivity, but not a priori inside \( \mathfrak{A} \).) A technical complication is that we have to first look outside \( \mathcal{M} \) for these idempotents, in the larger algebra \( \tilde{\mathcal{M}} \) of measurable operators affiliated to \( \mathcal{M} \); fortunately for us, it turns out that operator amenability of \( \mathfrak{A} \) is such a strong hypothesis that the idempotents we create in \( \tilde{\mathcal{M}} \) will be forced to actually lie in \( \mathcal{M} \).

Let us make some additional remarks to put Theorem 1.1 in further context. Firstly, note that it suffices to prove the theorem in the special case where \( \mathcal{M} \) has a faithful, normal, finite trace (which is guaranteed if we know that \( \mathcal{M} \) is \( \sigma \)-finite and finite). This is because a given finite
von Neumann algebra can always be decomposed as an $\ell^\infty$-direct sum of $\sigma$-finite ones (see [23, Corollary V.2.9]), and it is straightforward to check that if Theorem 1.1 is known to hold for each of these summands, then it will hold for the original von Neumann algebra. Secondly, note that if we could replace ‘finite’ with ‘semifinite’ in Theorem 1.1 this would prove that every commutative, operator amenable, operator algebra is similar to a $C^*$-algebra. Such a result, even if true, seems to lie beyond the reach of the present article’s techniques. Nevertheless, we hope that by using more refined tools one could make improvements.

**Overview of the contents**

The main part of the proof of Theorem 1.1 will be given in Section 4 once we have established some preliminary results in Sections 2 and 3. Some of these preliminaries concern calculations in the algebra of measurable operators affiliated to $\mathcal{M}$: for various technical details concerning this algebra, our main source is Nelson’s article [13]. Otherwise, we have tried to make the presentation in this article fairly self-contained. In Section 5 for sake of contrast, we give examples of commutative semisimple subalgebras of finite von Neumann algebras which are weakly amenable but non-amenable. Finally, we offer some closing remarks.

### 2 Preliminaries

Since the audience for this paper may include those who – like the author – have more experience working with Banach-algebraic problems than operator-algebraic ones, we have tried to make this article accessible to researchers in both areas. This has led us to include material in this preliminary section which will doubtless be already familiar to specialists.

We start with some standard notation and terminology. Throughout, the dual of a Banach space $E$ will be denoted by $E^*$. If $\mathcal{H}$ is a Hilbert space and $S \subseteq B(\mathcal{H})$ is an arbitrary subset, then $S'$ will denote the commutant of $S$ in $B(\mathcal{H})$. If $E$ and $F$ are vector spaces then $E \otimes F$ will denote their algebraic tensor product. The projective tensor product of Banach spaces will be denoted by $\hat{\otimes}$ and the operator space projective tensor product of operator spaces will be denoted by $\hat{\otimes}_{\text{op}}$. For background material on operator spaces, completely bounded maps, and the operator space projective tensor product, see [8, §7].

Throughout this paper, an *idempotent* in an algebra is merely an element equal to its own square; the term *projection* will always be reserved for a self-adjoint idempotent in a $C^*$-algebra.

#### 2.1 Operator amenability and quantitative variants

Let us briefly give some background to set up what we need in this paper.

The notion of amenability for Banach algebras was introduced by B. E. Johnson in the 1970s, motivated by problems concerning the $L^1$-convolution algebras of locally compact groups. (For a short and reader-friendly account of the basic definitions, see [3, §43].) Johnson’s original definition was phrased in terms of derivations; we shall instead use the characterization found in his later article [10] as a working definition.

**Definition 2.1.** A Banach algebra $\mathfrak{A}$ is *amenable* if and only if there exists $M \in (\mathfrak{A} \hat{\otimes} \mathfrak{A})''$ such that $a \cdot M = M \cdot a$ and $a \cdot \pi''(M) = \kappa(a)$ for all $a \in \mathfrak{A}$, where the bimodule action on $(\mathfrak{A} \hat{\otimes} \mathfrak{A})''$
is the natural one induced from $\mathfrak{A} \hat{\otimes} \mathfrak{A}$, the map $\pi : \mathfrak{A} \hat{\otimes} \mathfrak{A} \to \mathfrak{A}$ is defined by $\pi(a \otimes b) = ab$, and where $\kappa : \mathfrak{A} \to \mathfrak{A}^{**}$ is the natural embedding of $\mathfrak{A}$ in its bidual.

The element $M$ in Definition 2.1 is called a virtual diagonal for $\mathfrak{A}$, and the amenability constant of $\mathfrak{A}$ is defined to be the infimum of $\|M\|$ for all possible virtual diagonals $M$. (By weak*-compactness, the infimum is actually attained; and we may speak of $\mathfrak{A}$ being amenable with constant $\leq K$, meaning that it has a virtual diagonal of norm $\leq K$.)

**Example 2.2.** $C(X)$ is amenable for any compact Hausdorff $X$ (see [3] §43, Theorem 12). Furthermore, if $A \subseteq C(X)$ is a closed amenable subalgebra which separates points and contains the constant functions, then by a theorem of Sheinberg [21], $A$ is self-adjoint and hence all of $C(X)$ by the Stone-Weierstrass theorem.

Certain natural Banach algebras possess an operator space structure for which the multiplication map is jointly completely contractive – such objects are said to be completely contractive Banach algebras. For these, a richer theory can be obtained by using the notion of operator amenability. This was first formally introduced by Ruan in [15], and has a characterization analogous to that in Definition 2.1 – the difference is that we only require a virtual diagonal $M \in (\mathfrak{A} \hat{\otimes}_{op} \mathfrak{A})^{**}$, see [15] Proposition 2.4 or [8] Theorem 16.1.4. Every amenable Banach algebra is operator amenable (no matter what operator space structure is put on it) but the converse is not true. We have the analogous notion of $\mathfrak{A}$ being operator amenable with constant $\leq K$.

The precise nature of operator amenability will in fact not concern us much, and we will avoid overt discussion of operator space techniques, except in the next two results (Lemma 2.3 and Theorem 2.4).

**Lemma 2.3.** Let $\mathfrak{A} \subseteq \mathcal{B}(\mathcal{H})$ be an operator algebra that is operator amenable with constant $\leq K$ when equipped with the operator space structure induced from $\mathcal{B}(\mathcal{H})$. Then there exists a net $(\Delta_\alpha) \subset \mathfrak{A} \hat{\otimes} \mathfrak{A}$ such that, if we write $\Delta_\alpha$ as a finite sum $\sum_i c_i^\alpha \otimes d_i^\alpha$, then the following properties hold:

(i) The elementary operator $E_\alpha : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ defined by $E_\alpha(T) = \sum_i c_i^\alpha T d_i^\alpha$ has norm $\leq K$.

(ii) The elementary operator $F_\alpha : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ defined by $F_\alpha(T) = \sum_i d_i^\alpha T c_i^\alpha$ has norm $\leq K$.

(iii) For each $T \in \mathcal{B}(\mathcal{H})$ and $a \in \mathfrak{A}$, $\|aE_\alpha(T) - E_\alpha(T)a\| \to 0$.

(iv) For each $T \in \mathcal{B}(\mathcal{H})$ and $a \in \mathfrak{A}$, $\|F_\alpha(aT - Ta)\| \to 0$.

(v) Putting $u_\alpha = \sum_i c_i^\alpha d_i^\alpha$, the net $(u_\alpha) \subset \mathfrak{A}$ is a bounded approximate identity for $\mathfrak{A}$.

**Proof of Lemma 2.3.** By hypothesis there exists $M \in (\mathfrak{A} \hat{\otimes} \mathfrak{A})^{**}$ with (c.b.) norm $\leq K$, satisfying $a \cdot M - M \cdot a = 0$ and $a \cdot \pi^*(M) = \kappa(a)$ for each $a \in \mathfrak{A}$. As in the proof of [8] Theorem 16.1.4 – itself patterned on the standard argument for Banach algebras, see [10] Lemma 1.2 or [3] §43, Lemma 8. – we obtain a net $(M_\alpha) \subset \mathfrak{A} \hat{\otimes}_{op} \mathfrak{A}$ which satisfies $\|M_\alpha\| \leq K$ for all $\alpha$ and

$$\lim_\alpha a \cdot M_\alpha - M_\alpha a = \lim_\alpha (a\pi(M_\alpha) - a) = 0 \quad \text{for each } a \in \mathfrak{A}.$$
Furthermore, since the algebraic tensor product $\mathfrak{A} \otimes \mathfrak{A}$ is dense in $\mathfrak{A} \hat{\otimes}_{\text{op}} \mathfrak{A}$, and since $\|M_\alpha\|$ is bounded away from zero for sufficiently large $\alpha$, we can by truncating and rescaling obtain a net $(\Delta_\alpha) \subset \mathfrak{A} \otimes \mathfrak{A}$ with $\|\Delta_\alpha\| \leq K$ for all $\alpha$ and $\|\Delta_\alpha - M_\alpha\| \to 0$; clearly
\[
\lim_\alpha a \cdot \Delta_\alpha - \Delta_\alpha a = \lim_\alpha (a\pi(\Delta_\alpha) - a) = 0 \quad \text{for each } a \in \mathfrak{A}. \tag{2.1}
\]

The ‘flip map’ $\sigma : \mathfrak{A} \hat{\otimes}_{\text{op}} \mathfrak{A} \to \mathfrak{A} \hat{\otimes}_{\text{op}} \mathfrak{A}$ defined by $a \otimes b \mapsto b \otimes a$ is a complete isometry ([8, Proposition 7.1.4]). Also: it is easily checked that for each $T \in B(\mathcal{H})$, the bilinear map $\mathfrak{A} \times \mathfrak{A} \to B(\mathcal{H})$ defined by $(a, b) \mapsto aTb$ is completely bounded with norm $\leq \|T\|$, and hence ([8, Proposition 7.1.2]) induces a completely contractive linear map $\mathfrak{A} \hat{\otimes}_{\text{op}} \mathfrak{A} \to B(\mathcal{H})$, also of norm $\leq \|T\|$. Therefore, we have a contractive linear map $\Phi : \mathfrak{A} \hat{\otimes}_{\text{op}} \mathfrak{A} \to B(\mathcal{H})$ which satisfies $\Phi(a \otimes b)(T) = aTb$ for all $a, b \in \mathfrak{A}$ and $T \in B(\mathcal{H})$. We put $E_\alpha = \Phi(\Delta_\alpha)$ and $F_\alpha = \Phi(\sigma(\Delta_\alpha))$; both are elementary operators with (c.b.) norm $\leq K$, and this proves (i) and (ii).

Finally: for $a \in \mathfrak{A}$ and $T \in B(\mathcal{H})$ we have
\[
aE_\alpha(T) - E_\alpha(T)a = \Phi(a \cdot \Delta_\alpha - \Delta_\alpha \cdot a)(T) \quad \text{and} \quad F_\alpha(aT - Ta) = \Phi(\sigma(a \cdot \Delta_\alpha - \Delta_\alpha \cdot a)(T).
\]
Using (2.1) we therefore get (iii) and (iv) and (v) also follows. \qed

The next result we shall need is a slightly more precise version of a theorem of Runde, generalizing Sheinberg’s theorem to the setting of completely contractive Banach algebras.

**Theorem 2.4** (Runde). Let $X$ be a locally compact Hausdorff space, and let $B$ be a closed subalgebra of $C_0(X)$, which separates points and which is operator amenable when given its minimal operator space structure. Then $B = C_0(X)$.

The result follows from the arguments given on [18, p. 634], and we omit the details. One note of caution: the argument there takes it as read that the unitization of an operator amenable algebra is itself operator amenable; this is true, and standard folklore, but locating an explicit statement of this somewhat tricky. (Here is a sketch of a proof: if $\mathfrak{A}$ is operator amenable with constant $\leq K$, then as noted in the proof of Lemma 2.3 there is a net $(M_\alpha)_{\alpha \in \Lambda} \subset \mathfrak{A} \hat{\otimes}_{\text{op}} \mathfrak{A}$ which satisfies $\|M_\alpha\| \leq K$ for all $\alpha$ and
\[
\lim_\alpha a \cdot M_\alpha - M_\alpha a = 0 \quad \text{and} \quad \lim_\alpha a \pi(M_\alpha) = a \quad \text{for each } a \in \mathfrak{A}.
\]
Let $\mathfrak{A}^\#$ denote the forced unitization of $\mathfrak{A}$, with 1 denoting the adjointed unit, and define
\[
\Delta_\alpha = (1 - \pi(M_\alpha)) \otimes (1 - \pi(M_\alpha)) + M_\alpha + M_\alpha \cdot (1 - \pi(M_\alpha)) \in \mathfrak{A}^\# \hat{\otimes}_{\text{op}} \mathfrak{A}^\#.
\]
Straightforward calculations now show that, by taking any cluster point of the net $(\Delta_\alpha)$ in the second dual of $\mathfrak{A}^\# \hat{\otimes}_{\text{op}} \mathfrak{A}^\#$, we obtain an operator virtual diagonal for $\mathfrak{A}^\#$.)

**Remark 2.5.** The initial part of the proof in [18] can be sketched as follows: starting with an operator amenable algebra $B$, construct a certain Hilbertian representation $B \to B(\mathcal{H})$; take a suitable (i.e. non-degenerate) $B$-invariant subspace $V \subseteq \mathcal{H}$; and then use operator amenability to construct a $B$-module map $T : \mathcal{H} \to V$ satisfying $T(v) = v$ for all $v \in V$. In the context of Remark 2.5 such a map $T$ arises as a weak*-limit of the net $(E_\alpha(P))$, where $P$ is the orthogonal projection of $\mathcal{H}$ onto $V$. We will see a slightly more complicated version of the same idea later on, in the proof of Proposition 3.5.
Amenability of a Banach algebra $A$ implies the amenability of $\overline{\theta(A)}$ whenever $\theta : A \to B$ is a continuous homomorphism to another Banach algebra $B$. As observed in [10, Proposition 2.2], the same remains true if $A$ is operator amenable and $\theta$ is completely bounded (with respect to given operator space structures on $A$ and $B$). Now, given an operator space $V$, any bounded linear map from the underlying Banach space of $V$ to a commutative $C^*$-algebra is automatically completely bounded, when the latter is given its minimal operator space structure: see [3, Proposition 2.2.6]. We therefore have the following consequence of Theorem 2.4, which will be needed later.

**Corollary 2.6.** Let $A$ be a commutative Banach algebra, with non-empty character space $X$ (equipped with the Gelfand topology), and let $G : A \to C_0(X)$ be the Gelfand transform. If $A$ is operator amenable (when equipped with some operator space structure), then $G(A)$ is dense in $C_0(X)$.

### 2.2 The algebra $\widehat{M}$ and closed densely defined operators

We start with some notation. Given a von Neumann algebra $\mathcal{M}$ which has a faithful normal tracial state $\tau$, define $\|x\|_{L^1(\tau)} \overset{\text{def}}{=} \tau(|x|)$ for $x \in \mathcal{M}$. Then (see [23, §V.2, p. 320])

$$\|x\|_{L^1(\tau)} = \sup\{|\tau(xy)| : y \in \mathcal{M}, \|y\| \leq 1\}, \quad (2.2)$$

showing that $\| \cdot \|_{L^1(\tau)}$ is a norm on $\mathcal{M}$; the corresponding completion of $\mathcal{M}$ will be denoted by $L^1(\tau)$. We write $\iota_1$ for the canonical embedding $\mathcal{M} \to L^1(\tau)$; this is continuous as a linear map between Banach spaces.

Note that by Equation (2.2) and the faithfulness of $\tau$, the map $\mathcal{M} \to \mathcal{M}_*$ which is defined by $y \mapsto y \cdot \tau$ extends to an isometric isomorphism from $L^1(\tau)$ onto $\mathcal{M}_*$ ([23, Theorem V.2.18]).

For our proof of Theorem 1.1, we shall find ourselves wanting to say that certain elements of $L^1(\tau)$ are idempotents; and to do this, we need to embed $L^1(\tau)$ into some ring. Now in the case of a commutative von Neumann algebra, say $L^\infty[0, 1]$ with Lebesgue measure as a tracial normal state, a convenient way to do this is to identify the completion of $L^\infty[0, 1]$ in the $L^1$-norm with a space of (equivalence classes of) measurable functions on $[0, 1]$. In our setting, where $\mathcal{M}$ need not be commutative, we use the algebra $\widehat{\mathcal{M}}$ of ‘measurable operators’ affiliated to $\mathcal{M}$, introduced by Nelson in [13]. (See also the start of [20, Section 2] for an excellent precis of those parts of [13] which are most relevant to the present article.)

For our purposes, $\widehat{\mathcal{M}}$ can be treated as a ‘black box’, which has enough good properties that we can perform various algebraic calculations and approximation arguments inside it. Let us briefly sketch how it is defined. For each $\varepsilon, \delta > 0$ we define $N(\varepsilon, \delta)$ to be the set of all $x \in \mathcal{M}$ for which there exists a projection $p \in \mathcal{M}$ that satisfies $\tau(1 - p) \leq \delta$ and $\|xp\| \leq \varepsilon$; then the family of all such $N(\varepsilon, \delta)$ may be taken as the neighbourhood base at 0 of a translation-invariant topology on $\mathcal{M}$; and $\widehat{\mathcal{M}}$ is defined to be the completion of $\mathcal{M}$ with respect to this topology. Similarly: if $\mathcal{M}$ is represented faithfully and non-degenerately on a Hilbert space $\mathcal{H}$, then we may define $O(\varepsilon, \delta)$ to be the set of all $\xi \in \mathcal{H}$ for which there exists a projection $p \in \mathcal{M}$ that satisfies $\tau(1 - p) \leq \delta$ and $\|p\xi\| \leq \varepsilon$, and use this as the neighbourhood base at 0 for a translation invariant topology on $\mathcal{H}$; the completion of $\mathcal{H}$ in this topology will be denoted by $\hat{\mathcal{H}}$.

We now summarize the properties of $\widehat{\mathcal{M}}$ and $\hat{\mathcal{H}}$ which we need in Theorems 2.7 and 2.9 below.
Theorem 2.7. Let $\mathcal{M}$ be a von Neumann algebra equipped with a faithful normal tracial state $\tau$, and fix a Hilbert space $\mathcal{H}$ on which $\mathcal{M}$ is faithfully and non-degenerately represented. Let $\tilde{\mathcal{M}}$ and $\tilde{\mathcal{H}}$ be defined as above, let $\iota: \mathcal{M} \to \tilde{\mathcal{M}}$ denote the canonical (linear, continuous) map, and denote the canonical (linear, continuous) map $\mathcal{H} \to \tilde{\mathcal{H}}$ by $\xi \mapsto \xi^\sharp$.

(i) The multiplication map $\mathcal{M} \times \mathcal{M} \to \mathcal{M}$ extends to a separately continuous bilinear map $\tilde{\mathcal{M}} \times \tilde{\mathcal{M}} \to \tilde{\mathcal{M}}$, making $\tilde{\mathcal{M}}$ into a metrizable semitopological algebra.

(ii) The map $\iota: \mathcal{M} \to \tilde{\mathcal{M}}$ and the map $\mathcal{H} \to \tilde{\mathcal{H}}$, $\xi \mapsto \xi^\sharp$ are both injective with dense range.

Moreover, the bilinear map $\mathcal{M} \times \mathcal{H} \to \mathcal{H}$ given by $(T, \xi) \mapsto T\xi$ extends to a separately continuous bilinear map $\tilde{\mathcal{M}} \times \tilde{\mathcal{H}} \to \tilde{\mathcal{H}}$; denoting this extended map by $(x, \eta) \mapsto x[\eta]$, we have:

(iii) $\iota(T)[\xi^\sharp] = (T\xi)^\sharp$ for all $T \in \mathcal{M}$ and $\xi \in \mathcal{H}$;

(iv) $x[y[\eta]] = xy[\eta]$ for all $x, y \in \tilde{\mathcal{M}}$ and $\eta \in \tilde{\mathcal{H}}$.

Finally,

(v) there is a continuous, injective, linear map $\iota_0: L^1(\tau) \to \tilde{\mathcal{M}}$ such that $\iota = \iota_0\iota_1$.

Proof. These all follow from the results of [13]. In more detail: part (i), and the claim that the action of $\mathcal{M}$ on $\mathcal{H}$ is separately continuous in the measure topologies of $\mathcal{M}$ and $\mathcal{H}$, follow from [13, Theorem 1]. Part (ii) follows from [13, Theorem 2]; parts (iii) and (iv) follow because the map $(x, \eta) \mapsto x[\eta]$ is an extension by continuity of the given action of $\mathcal{M}$ on $\mathcal{H}$. Finally, part (v) is the case $p = 1$ of [13, Theorem 5].

Definition 2.8. For each $t \in \tilde{\mathcal{M}}$, define

$$D(M_t) \overset{\text{def}}{=} \{ \xi \in \mathcal{H} : t[\xi^\sharp] \in \mathcal{H}^\sharp \} \subseteq \mathcal{H};$$

and for each $\xi \in D(M_t)$, define $M_t\xi$ to be the unique vector in $\mathcal{H}$ satisfying $(M_t\xi)^\sharp = t[\xi^\sharp]$ (uniqueness following from injectivity of the map $\mathcal{H} \to \tilde{\mathcal{H}}, \eta \mapsto \eta^\sharp$). It is straightforward to check that the function $M_t: D(M_t) \to \mathcal{H}$ is linear.

Recall that a closed densely-defined operator $T$ on $\mathcal{H}$, with domain $D(T)$, is said to be affiliated to $\mathcal{M}$ when, for each unitary $u \in \mathcal{M}'$, we have $u(D(T)) = D(T)$ and $Tu(\xi) = uT(\xi)$ for all $\xi \in D(T)$.

Theorem 2.9. $D(M_t)$ is a dense linear subspace of $\mathcal{H}$, and $M_t: D(M_t) \to \mathcal{H}$ is a closed linear operator on $\mathcal{H}$, affiliated to $\mathcal{M}$. Moreover the domain of $M_t$ is $D(M_t)$ and its range is

$$\text{Ran}(M_t) \overset{\text{def}}{=} M_t(D(M_t)) = \{ M_t(\xi) : \xi \in D(M_t) \}.$$ 

Proof. See [13, Theorem 4].

The following is really just an observation, but has been isolated as a lemma for convenient reference.
Lemma 2.10. Let $S \in \mathcal{M}$, $t \in \widetilde{\mathcal{M}}$, and suppose $t(S)t = tS$. Then $S(D(M_t)) \subseteq D(M_t)$ and $S(Ran(M_t)) \subseteq Ran(M_t)$. Moreover, $M_t S(\xi) = SM_t(\xi)$ for each $\xi \in D(M_t)$.

Proof. Let $\xi \in D(M_t)$. Then
\[
t[(S\xi)^\sharp] = t[t(S)[\xi^\sharp]] = t(S)[\xi^\sharp] = t(S)t[\xi^\sharp] = \xi(S)[(M_t\xi)^\sharp].
\]
(by Theorem 2.7 (iii))
\[
= \xi(S)[(M_t\xi)^\sharp] = (SM_t\xi)^\sharp.
\]
(by Theorem 2.7 (iv))
This shows that $S(D(M_t)) \subseteq D(M_t)$, and (by definition of $M_t$) that $M_t S$ agrees with $SM_t$ on $D(M_t)$. The rest follows.

Of particular importance in the proof of Theorem 1.1 is the ability to manipulate idempotents in $\mathcal{M}$. The following lemma is essentially taken from parts of [20, Section 2].

Lemma 2.11 (cf. [20] Proposition 2.4). Let $e \in \widetilde{\mathcal{M}}$ be an idempotent. Then $Ran(M_e)$ is a closed subspace of $\mathcal{H}$, satisfying
\[
Ran(M_e) = \{ \xi \in \mathcal{H} : e[\xi^\sharp] = \xi^\sharp \} \subseteq D(M_e)
\]
(2.3)
so that $M_e \eta = \eta$ for all $\eta \in Ran(M_e)$. Moreover, the orthogonal projection onto $Ran(M_e)$ lies in $\mathcal{M}$.

Proof. Let $e \in \widetilde{\mathcal{M}}$ be idempotent. Firstly, if $\eta \in D(M_e)$ then $M_e \eta \in \mathcal{H}$ and
\[
e[(M_e \eta)^\sharp] = e[e[\eta^\sharp]] = e[\eta^\sharp] = (M_e \eta)^\sharp
\]
thus $Ran(M_e) \subseteq \{ \xi \in \mathcal{H} : e[\xi^\sharp] = \xi^\sharp \} \subseteq D(M_e)$. We also have $\{ \xi \in \mathcal{H} : e[\xi^\sharp] = \xi^\sharp \} \subseteq M_e(D(M_e)) = Ran(M_e)$ and thus (2.3) holds. It also follows from (2.3) that $M_e M_e \xi = M_e \xi$ for all $\xi \in D(e)$.

The fact that $Ran(M_e)$ is closed is a special case of [20, Proposition 2.4]. We give a slightly different argument. Let $(\xi_n) \subseteq D(e)$ be a sequence such that $(M_e \xi_n)$ converges to some $\eta \in \mathcal{H}$. Then $e[\xi_n^\sharp] \to \eta^\sharp$ in $\mathcal{H}$; but since the action of $\mathcal{M}$ on $\mathcal{H}$ is separately continuous as a bilinear map $\mathcal{M} \times \mathcal{H} \to \mathcal{H}$, we have
\[
\lim_n e[\xi_n^\sharp] = \lim_n e[e[\xi_n^\sharp]] = e[\lim_n e[\xi_n^\sharp]] = e[\eta^\sharp].
\]
Hence $\eta^\sharp = e[\eta^\sharp]$, so by (2.3) $\eta \in Ran(M_e)$ as required.

Finally, let $p$ be the orthogonal projection from $\mathcal{H}$ onto $Ran(M_e)$. We wish to show $p \in \mathcal{M}$; while this seems to be well known, I was unable to find a precise reference. The following argument was communicated to me by M. Argerami ([11]). It suffices (by the bicommutant theorem) to show that $pu = up$ for all $u \in \mathcal{M}'$. But since $M_e$ is affiliated to $\mathcal{M}$, for each such $u$ we have $u(D(M_e)) = D(M_e)$ and $u M_e = M_e u$ on $D(M_e)$. Therefore
\[
u(Ran(M_e)) = u M_e (D(M_e)) = M_e (D(M_e)) = (D(M_e)) = (Ran(M_e)),
\]
showing that $pup = up$ in $\mathcal{B}(\mathcal{H})$. Repeating this argument with $u$ replaced by $u^*$ gives $pu^*p = u^*p$ in $\mathcal{B}(\mathcal{H})$, and taking adjoints we get $pup = pu$, so that $up = upu = pu$ as required. \qed
3 An automatic boundedness result for certain idempotents

In our eventual proof of Theorem 3.1, a key idea will be the following result.

**Definition 3.1** (cf. [11] Lemma 3.7). Let \( B \) be an algebra and let \( \mathcal{F} \) be a set of mutually commuting idempotents in \( B \). We say that \( \mathcal{F} \) is **closed under symmetric differences** if \( E + F - 2EF \in \mathcal{F} \) for every \( E, F \in \mathcal{F} \).

**Lemma 3.2** (Unitarization lemma). Let \( \mathcal{H} \) be a Hilbert space, and let \( \mathcal{F} \subseteq B(\mathcal{H}) \) be a set of mutually commuting idempotents which is closed under symmetric differences. Suppose that \( \|2e-I\| \leq C \) for all \( e \in \mathcal{F} \). Then there exists \( R \in B(\mathcal{H}) \), positive and invertible with \( \|R\|\|R^{-1}\| \leq C^2 \), such that \( R\mathcal{F}(x)R^{-1} \) is self-adjoint for each \( e \in \mathcal{F} \). Moreover, \( R \) lies in the von Neumann algebra generated by \( \mathcal{I} \) and \( \mathcal{F} \).

Lemma 3.2 is by no means a new observation, but it seems hard to pin down a precise citation. Without the constants and the statement about von Neumann algebras, it can be found on [11, pp. 222–223]; there, Dixmier remarks that the result is related to previous work of Lorch (see also the remarks in [25]). A quantitative version can be found in [11, Lemma 3.8], but once again there is no mention that \( R \) lies in a certain von Neumann algebra. Therefore, we shall prove Lemma 3.2 from scratch, using a more general result.

**Theorem 3.3** (Day; Dixmier). Let \( G \) be a locally compact amenable group, and let \( \pi : G \to B(\mathcal{H}) \) be a uniformly bounded representation of \( G \) on some Hilbert space \( \mathcal{H} \). Then there exists a positive, invertible operator \( R \) in the von Neumann algebra generated by \( \pi(G) \), satisfying \( \|R\|\|R^{-1}\| \leq (\sup_x \|\pi(x)\|)^2 \), such that \( R\pi(x)R^{-1} \) is unitary for each \( x \in G \).

For sake of completeness we provide a full proof, using a classical averaging argument which is independently due to Day [5, Theorem 8] and Dixmier (ibid.). Our approach follows Dixmier’s closely, and is guided by an outline given in [11].

**Proof.** Let \( C \overset{\text{def}}{=} \sup_{g \in G} \|\pi(g)\| \), and fix a left-invariant mean \( \Lambda \) on \( L^\infty(G) \). For each \( \xi \in \mathcal{H} \) define \( f_\xi : G \to \mathbb{C} \) by \( f_\xi(g) = \|\pi(g)\xi\|^2 \); then \( f_\xi \in L^\infty(G) \), with

\[
C^{-2}\|\xi\|^2 \leq f_\xi(g) \leq C^2\|\xi\| \quad \text{for all } g \in G.
\]

Define \( F(\xi) \overset{\text{def}}{=} \Lambda(f_\xi) \); then since \( \Lambda \) is positive, \( F \) is a positive quadratic form on \( \mathcal{H} \) satisfying

\[
C^{-2}\|\xi\|^2 \leq F(\xi) \leq C^2\|\xi\| \quad \text{for all } \xi \in \mathcal{H}. \tag{3.1}
\]

and hence (Riesz–Fischer plus polarization) there exists a unique positive linear operator \( T : \mathcal{H} \to \mathcal{H} \) such that \( F(\xi) = \langle T\xi, \xi \rangle \) for all \( \xi \in \mathcal{H} \). By (3.1), \( T \) is invertible with \( \|T\| \leq C^2 \) and \( \|T^{-1}\| \leq C^2 \). Moreover, left-invariance of \( \Lambda \), together with the fact that \( h \cdot f_\xi = f_{\pi(h)\xi} \) for all \( h \in G \) and \( \xi \in \mathcal{H} \), yields

\[
\langle T\pi(h)\xi, \pi(h)\xi \rangle = \Lambda(f_{\pi(h)\xi}) = \Lambda(f_\xi) = \langle T\xi, \xi \rangle \quad \text{for all } \xi \in \mathcal{H}. \tag{3.2}
\]

We therefore take \( R = T^{-1/2} \); clearly it satisfies the required norm bounds, and it follows easily from (3.2) that \( R\pi(h)R^{-1} \) is unitary for each \( h \in G \). Finally, if \( U \in \pi(G)' \) is a unitary operator commuting with all \( \pi(g) \), then for each \( \xi \in \mathcal{H} \) we have \( U\xi = f_\xi \) and hence \( \langle U^*TU\xi, \xi \rangle = F(U\xi) = F(\xi) = \langle T\xi, \xi \rangle \). Therefore \( U^*TU = T \) and so \( U^*RU = R \), implying that \( R \) commutes with every unitary in \( \pi(G)' \), and hence by the double commutant theorem that \( R \) lies in the von Neumann algebra generated by \( \pi(G) \).
Lemma 3.2 now follows from Theorem 3.3 by taking $G = \{ I - 2E : E \in F \}$; for the conditions on $F$ ensure that $G$ is a bounded commutative subgroup of $B(\mathcal{H})$, and if $R(I - 2E)R^{-1}$ is unitary then $RER^{-1}$ must be self-adjoint.

**Remark 3.4.** Neither of the articles [5, 7] state explicitly that the operator $R$ implementing the similarity can be taken to lie in the von Neumann algebra generated by $\pi(G)$. The observation may well be folklore: it is explicitly mentioned in the introductory parts of [14].

In view of Lemma 3.2, we have a strategy for showing that a given commutative operator algebra is similar to a self-adjoint one: try to show that its WOT-closure contains a WOT-dense, bounded set of idempotents that is closed under symmetric differences, and then apply Lemma 3.2 (note that the idempotents need not lie in the original algebra). The problem is that in our setting, it is not clear how to produce such idempotents directly; we shall instead first produce a suitable family of commuting idempotents in the larger algebra $\tilde{M}$, and then show that in fact they must lie in $\iota(M)$, using the following technical result.

**Proposition 3.5.** Let $A$ be a subalgebra of $M$ which is operator amenable with constant $\leq K$. Let $e \in \tilde{M}$ be an idempotent, and suppose there is a sequence $(b_n)$ in the centre of $A$ such that $\iota(b_n) \to e$ in $\tilde{M}$. Then $\|M_e(\xi)\| \leq K\|\xi\|$ for all $\xi \in D(M_e)$, and we may therefore identify $e$ with an idempotent in $M$ of norm at most $K$. Moreover, if $I$ lies in the WOT-closure of $A$, then $\|2e - I\| \leq K$.

Proposition 3.5 is based on an argument of Gifford ([9, Lemmas 1.5 and 4.4]), and the core idea in our proof is the same one underlying his result. However, new complications arise since we are dealing with potentially unbounded operators, which are only densely defined; we have therefore chosen a slightly different approach to Gifford’s.

**Proof of Proposition 3.5.** Since multiplication in $\tilde{M}$ is separately continuous,

$$\iota(a)e = \lim_n \iota(ab_n) = \lim_n \iota(b_n a) = ev(a) \quad \text{for all } a \in A.$$  

Hence by Lemma 2.10 both $D(M_e)$ and $\text{Ran}(M_e)$ are $A$-invariant linear subspaces of $\mathcal{H}$. Moreover, by Lemma 2.11 $\text{Ran}(M_e)$ is closed in $\mathcal{H}$, and the orthogonal projection $P$ from $\mathcal{H}$ onto $\text{Ran}(M_e)$ is an element of $M$.

We now use Lemma 2.3. Let $E_\alpha$ be the elementary operator described there, and define $Q_\alpha \overset{\text{def}}{=} E_\alpha(P) \in M$. The net $(Q_\alpha)$ is bounded and hence has a $\sigma(M, M_\ast)$-cluster point $Q \in M$, with $\|Q\| \leq K$. Put $u_\alpha \overset{\text{def}}{=} \sum_i e_\alpha^i d_\alpha^i = E_\alpha(I)$, and recall (Lemma 2.3(v)) that $(u_\alpha)$ is a BAI for $A$ of norm $\leq K$.

In the case where $I$ is in the WOT-closure of $A$, we observe that $(u_\alpha)$ converges $\sigma(M, M_\ast)$ to $I$. (Let $e_0$ be any $\sigma(M, M_\ast)$-cluster point in $M$ of the net $(u_\alpha)_\alpha$; then $ae_0 = a$ for all $a \in A$, and since there is by assumption a net $(a_i) \subset A$ WOT-converging to $I$, for each $\xi, \eta \in \mathcal{H}$ we have $$\langle e_0 \xi, \eta \rangle = \lim_i \langle a_i e_0 \xi, \eta \rangle = \lim_i \langle a_i \xi, \eta \rangle = \langle \xi, \eta \rangle$$ so that $e_0 = I$.) Thus, in this case, $E_\alpha(2P - I) \to 2Q - I$ in the $\sigma(M, M_\ast)$ topology, yielding the improved estimate $\|2Q - I\| \leq K\|2P - I\| = K$.

Now $Q \in A'$, since for each $b \in A$ we have $\|bQ_\alpha - Q_\alpha b\| = \|bE_\alpha(P) - E_\alpha(P)b\| \to 0$ by Lemma 2.3. It follows by continuity of multiplication in $M$ and the assumption on $e$ that
\[ i(Q)e = e \tau(Q) \] By Lemma 2.10
\[ Q(\mathcal{D}(M_e)) \subseteq \mathcal{D}(M_e) \quad \text{and} \quad M_e Q(\xi) = Q(M_e \xi) \text{ for all } \xi \in \mathcal{D}(M_e). \] (3.3)

We now make the following claims:

(i) \( M_e Q \xi = Q \xi \) for all \( \xi \in \mathcal{D}(M_e) \);
(ii) \( Q(M_e \xi) = M_e \xi \) for all \( \xi \in \mathcal{D}(M_e) \).

Combining (i) and (ii) with (3.3) gives \( M_e \xi = Q M_e \xi = M_e Q \xi = Q \xi \) for each \( \xi \in \mathcal{D}(M_e) \), which would imply the desired result (since \( \mathcal{D}(M_e) \) is dense in \( \mathcal{H} \), by Theorem 2.9 and \( \| Q \xi \| \leq K \| \xi \| \)). It therefore merely remains to prove (i) and (ii).

**Proof of (i).** Since \( P(\mathcal{H}) = \text{Ran}(M_e) \) is \( \mathfrak{A} \)-invariant, \( PaP = aP \) for all \( a \in \mathfrak{A} \). Hence
\[ PQ \alpha = \sum_i P c_i^\alpha P d_i^\alpha = \sum_i c_i^\alpha P d_i^\alpha = Q \alpha \quad \text{for all } \alpha, \]
which implies \( PQ = Q \) by \( \sigma(M, M_\tau) \)-continuity. On the other hand, since \( P(\mathcal{H}) = \text{Ran}(M_e) \), Lemma 2.11 implies that \( M_e P = P \), so that \( M_e Q = M_e PQ = PQ = Q \) as required.

**Proof of (ii).** We have \( PM_e(\xi) = M_e(\xi) \) for all \( \xi \in \mathcal{D}(M_e) \). If \( b \in \mathfrak{A} \) then \( b(\text{Ran}(M_e)) \subseteq \text{Ran}(M_e) \), and so \( Pb \) and \( b \) agree on \( \text{Ran}(M_e) \). Therefore, for each \( \eta \in \text{Ran}(M_e) \),
\[ Q \alpha(\eta) = \sum_i c_i^\alpha P d_i^\alpha(\eta) = \sum_i c_i^\alpha d_i^\alpha(\eta) = u_\alpha(\eta) \in \mathcal{H} \quad \text{for all } \alpha. \] (3.4)

Let \( e_0 \in \mathcal{M} \) be a \( \sigma(M, M_\tau) \)-cluster point of the bounded net \( (u_\alpha) \); this is also a cluster point in the WOT of \( B(\mathcal{H}) \), hence \( Q(\eta) = e_0(\eta) \) by (3.4). But since \( (u_\alpha) \) is an approximate identity for \( \mathfrak{A} \) we also have \( e_0 b_n = b_n \) for all \( n \), which by (separate) continuity of multiplication in \( \mathcal{M} \) implies that \( \tau(e_0) e = e \). Therefore \( e_0 M_e \) agrees with \( M_e \) on \( \mathcal{D}(M_e) \), and so for each \( \xi \in \mathcal{D}(M_e) \) we have \( M_e \xi = e_0 M_e \xi = Q M_e \xi \) as required.

# 4 THE MAIN PROOF

Throughout this section \( \mathcal{M} \) denotes a von Neumann algebra, faithfully and non-degenerately represented on a Hilbert space \( \mathcal{H} \), and equipped with a faithful, finite, normal tracial state \( \tau \). We fix a norm-closed subalgebra \( \mathfrak{A} \subseteq \mathcal{M} \) which is operator amenable with constant \( \leq K \), but for the moment is not assumed to be commutative. Given \( x \in \mathcal{M} \), we write \( \rho(x) \) for its spectral radius.

Our starting point for the proof of Theorem 1.1 is the following result, which is the key place where we require \( \tau \) to be finite rather than merely semifinite.

**Proposition 4.1.** \( \| a \|_{L^1(\tau)} \leq K \rho(a) \) for each \( a \) in the centre of \( \mathfrak{A} \).

The proof of Proposition 4.1 is inspired by arguments from [25, p. 242], which in effect prove the following result: *if a nonzero compact operator on Hilbert space generates an amenable operator algebra, it must have a non-zero eigenvalue.* As in Willis’ proof, we exploit the presence of a trace and the submultiplicativity of spectral radius on commutative algebras, but replace his use of Lidskii’s trace theorem by the bound given in the following lemma.
Lemma 4.2. Let $B$ be a unital $C^*$-algebra and let $\tau : B \to \mathbb{C}$ be a finite trace on $B$. Then $|\tau(b)| \leq \|\tau\| \rho(b)$ for each $b \in B$.

Lemma 4.2 follows immediately from the fact (see [12 Exercise 2.6]) that in any unital $C^*$-algebra $B$ we have $\rho(b) = \inf\{\|t^{-1}bt\| : t \in B, t > 0\}$.

Proof of Proposition 4.1. Let $a$ be in the centre of $\mathfrak{A}$ and let $y \in \mathcal{M}$. With the definitions of Lemma 2.3 put $z_\alpha \overset{\text{def}}{=} F_\alpha(y) = \sum_i d_i^a y c_i^\alpha$. The net $(z_\alpha)$ is bounded in norm by $K\|y\|$, and so has a $\sigma(\mathcal{M}, \mathcal{M}_*)$-cluster point, $z$ say, which satisfies $\|z\| \leq K\|y\|$. Since $a$ is central in $\mathfrak{A}$,

$$az_\alpha = \sum_i d_i^a ay c_i^\alpha = F_\alpha(ay) \quad \text{and} \quad z_\alpha a = \sum_i d_i^a y ac_i^\alpha = F_\alpha(ya), \quad (4.1)$$

and so $\|az_\alpha - z_\alpha a\| \to 0$ by Lemma 2.3. By continuity $az = za$, and therefore

$$\rho(az) \leq \rho(a)\rho(z) \leq K\rho(a)\|y\|. \quad (4.2)$$

On the other hand, since $\tau$ is a trace, using (4.1) gives

$$\tau(az_\alpha) = \sum_i \tau(d_i^a ay c_i^\alpha) = \sum_i \tau(c_i^\alpha d_i^a ay) = \tau(u_\alpha ay)$$

and it follows (since $\tau \cdot a \in \mathcal{M}_*$ and $(u_\alpha)$ is a BAI for $\mathfrak{A}$) that

$$\tau(az) = \lim_\alpha \tau(az_\alpha) = \lim_\alpha \tau(u_\alpha ay) = \tau(ay).$$

Combining this with (4.2) and Lemma 4.2 we obtain

$$\tau(ay) = \tau(az) \leq \rho(az) \leq K\rho(a)\|y\|. \quad \square$$

In particular, $\tau(|a|) \leq K\rho(a)$ as required.

Since $\tau$ is faithful, Proposition 4.1 has the following corollary, which we would like to highlight.

Corollary 4.3. If $\mathfrak{B}$ is an (operator) amenable closed subalgebra of a finite von Neumann algebra, then the centre of $\mathfrak{B}$ is semisimple.

For the remainder of this section, we shall make the extra assumption that $\mathfrak{A}$ is commutative (as in the statement of Theorem 1.1) and non-zero. Recall that our goal is to prove the following

Theorem (Theorem 1.1 reprise.). Under the assumptions made on $\mathcal{M}$ and $\mathfrak{A}$, there exists a positive invertible operator $R \in \mathcal{M}$ such that $R\mathfrak{A}R^{-1}$ is a self-adjoint subalgebra of $\mathcal{M}$.

Proof of the theorem. Let $X$ be the character space of $\mathfrak{A}$, equipped with the Gelfand topology, and let $G : \mathfrak{A} \to C_0(X)$ denote the Gelfand transform $a \mapsto \hat{a}$. (See [3 §17] for a basic account of Gelfand theory for non-unital, commutative Banach algebras.) By Corollary 2.6 $\mathfrak{A}$ is semisimple, so $X$ is non-empty and $G$ is a norm-decreasing, injective algebra homomorphism.

By Corollary 2.6 $G(\mathfrak{A})$ is dense in $C_0(X)$. Hence, by Proposition 4.1 and the fact that $\rho(a) = \|\hat{a}\|_\infty$ for all $a \in \mathfrak{A}$, there is a unique continuous linear map $\theta : C_0(X) \to L^1(\tau)$, of norm $\leq K$, which makes the diagram in Figure 1 commute.
Let $S$ be the ring of subsets of $X$ generated by the open sets (so we allow complements, finite unions, and finite intersections). We write $\chi_U$ for the indicator function of $U \in S$ and define $B$ to be the finite linear span in $C(X)$ of $\{\chi_U : U \in S\}$; then take $\tilde{B}$ to be the closure of $B$ in the uniform norm on $X$. It is straightforward to check that $C_0(X) \subseteq \tilde{B}$. We shall now extend $\theta$ to a continuous linear map $\tilde{\theta} : \tilde{B} \to L^1(\tau)$; the images of characteristic functions under $\iota_0 \tilde{\theta}$ will be idempotents in $\tilde{M}$, and with a little book-keeping we can then apply our version of Gifford’s argument (Proposition 3.5).

We obtain this extension of $\theta$ using a result of Tomczak-Jaegermann, which can be thought of as an intermediate stage between (one version of) the classical Grothendieck inequality and the later, noncommutative versions of Pisier and Haagerup.

**Theorem 4.4** (Tomczak-Jaegermann). Let $\mathcal{M}$ be a von Neumann algebra, let $\Omega$ be a locally compact Hausdorff space, and let $T : C_0(\Omega) \to \mathcal{M}_*$ be a bounded linear map. Then there exists a finite, positive, regular Borel measure $\mu$ on $\Omega$, such that

$$\|T(f)\| \leq \left( \int_{\Omega} |f(x)|^2 d\mu(x) \right)^{1/2} \quad \text{for all } f \in C_0(\Omega).$$

(4.3)

**Proof.** First suppose that $\Omega$ is compact. Then the result is given by [24, Theorem 4.2]. In slightly more detail: it is shown in [24] that the predual of any von Neumann algebra is a Banach space of cotype 2; hence by a variant of Grothendieck’s theorem, the map $T$ is 2-summing, and the existence of a measure $\mu$ with the stated properties now follows from the Pietsch domination theorem. For further details see [6, Corollary 2.15 and Theorem 11.14].

In the general case, where $\Omega$ need not be compact, the simplest approach is to observe that $T : C_0(\Omega) \to \mathcal{M}_*$ can always be extended continuously to $T^\#: C(\Omega^\#) \to \mathcal{M}_*$, where $\Omega^\#$ is the one-point compactification of $\Omega$; the result for the compact case yields a (finite, positive, regular) measure on $\Omega^\#$, whose restriction to $\Omega$ has the required properties. (Alternatively, one could adapt the proofs of the results used in the compact case to the locally compact setting, but this is rather time-consuming.)

By Theorem 4.4 there exists a positive finite regular Borel measure $\mu$ on $X$, such that

$$\|\theta(f)\|_{L^1(\tau)} \leq \|f\|_{L^2(\mu)} \quad \text{for all } f \in C_0(X).$$

(4.4)

(Note that, a priori, $\| \cdot \|_{L^2(\mu)}$ might only be a seminorm on $\tilde{B}$, rather than a norm.) Our next lemma is a slightly more precise version of the following assertion: there is a continuous linear map $\tilde{\theta} : \tilde{B} \to L^1(\tau)$ which makes the diagram in Figure 1 commute.

![Figure 1: Extending to $C_0(X)$](image-url)
Lemma 4.5. There exists a unique linear map \( \tilde{\theta} : \tilde{B} \to L^1(\tau) \) with the following properties:

(i) \( \tilde{\theta}(f) = \theta(f) \) for all \( f \in C_0(X) \);

(ii) \( \tilde{\theta} \) takes \( \| \cdot \|_{L^2(\mu)} \)-Cauchy sequences in \( \tilde{B} \) to Cauchy sequences in \( L^1(\tau) \).

Moreover, \( \iota \tilde{\theta} : \tilde{B} \to \tilde{M} \) is a homomorphism.

Proof. Clearly the restriction of \( \mu \) to \( X \) is finite, Borel and regular, so by Lusin’s theorem (see e.g. [17, Theorem 2.4]) the canonical map \( C_0(X) \to L^2(X, \mu) \) has dense range. In particular,

for each \( h \in \tilde{B} \) there exists a sequence \( (f_n) \subset C_0(X) \) such that \( \|h - f_n\|_{L^2(\mu)} \to 0. \) (*)

(We can bypass the explicit use of Lusin’s theorem to prove (*), at the expense of a slightly longer argument; see Remark 4.6.) Now put \( \tilde{\theta}(h) = \lim_n \theta(f_n) \), the limit existing by (4.4). It is routine to check that \( \tilde{\theta} \) is well-defined, linear, and satisfies (i) and (ii); uniqueness can also be easily verified.

It remains to show that \( \iota \tilde{\theta} : \tilde{B} \to \tilde{M} \) is a homomorphism. We shall proceed in some detail. Let \( g, h \in \tilde{B} \) and let \( (a_n), (b_m) \) be sequences in \( \mathfrak{A} \) such that \( \lim_n \| \tilde{\theta}(a_n - g) \|_{L^2(\mu)} = 0 \) and \( \lim_m \| \tilde{\theta} (b_m - h) \|_{L^2(\mu)} = 0 \). Then from (4.4) we have

\[
\lim_n \| t_1(a_n) - \tilde{\theta}(g) \|_{L^1(\tau)} = 0 \quad \text{and} \quad \lim_m \| t_1(b_m) - \tilde{\theta}(h) \|_{L^1(\tau)} = 0, \tag{4.5}
\]

\[
\lim_n \| \tilde{\theta}(a_n h - gh) \|_{L^1(\tau)} = 0 \quad \text{and} \quad \lim_m \| \tilde{\theta}(a_n b_m - a_n h) \|_{L^1(\tau)} = 0 \quad \text{for each} \ n. \tag{4.6}
\]

Therefore, inside \( L^1(\tau) \) we have

\[
\tilde{\theta}(gh) = \lim_n \tilde{\theta}(a_n h) = \lim_n \lim_m \tilde{\theta}(a_n b_m) = \lim_m \lim_n \tilde{\theta}(a_n b_m) = \lim_m t_1(a_n b_m) \quad \text{by (4.6)}
\]

so that, by continuity of \( \iota_0 \), we have \( \iota_0 \tilde{\theta}(gh) = \lim_n \lim_m \iota(a_n b_m) \). On the other hand

\[
\iota_0 \tilde{\theta}(g) \iota_0 \tilde{\theta}(h) = \lim_n \iota(a_n) \lim_m \iota(b_m) = \lim_n \lim_m \iota(a_n) \iota(b_m)
\]

where in each equality, we used (4.5) and separate continuity of multiplication in \( \tilde{M} \). Since \( \iota : \mathfrak{A} \to \tilde{M} \) is a homomorphism we are done. \( \square \)
**Remark 4.6.** The claim in [1] can be proved directly by using some of the ideas that go into proving Lusin’s theorem. For the reader’s convenience we sketch an argument for doing this. Since convergence in the uniform norm implies || · ||_{L^2(\mu)}-convergence, it suffices to prove that [1] holds for each h ∈ B; then, by linearity, we can reduce further to the case where h = χ_U for some open U ⊆ X. Fixing an open subset U ⊆ X, regularity of µ (as a measure on X) implies we can find an increasing sequence K_1 ⊆ K_2 ⊆ ⋯ ⊆ U of compact subsets with µ(K_n) → µ(U).

For each n, Urysohn’s lemma ensures there exists h_n ∈ C_0(X) with 0 ≤ h_n ≤ 1, h_n(x) = 0 for all x ∈ X \ U, and h_n(x) = 1 for all x ∈ K_n; it follows that ∥h_n − χ_U∥_{L^2(\mu)} ≤ µ(U \ K_n)^{1/2} → 0, and so [1] is proved.

**Proposition 4.7.** There exists a commuting family (e_U)_{U ∈ S} of idempotents in \textcal{M}, such that \tilde{\theta}(\chi_U) = \iota(e_U) for all U ∈ S. We have sup_U ||e_U|| ≤ K, and if I is in the WOT-closure of \textcal{A} we have sup_U ||2e_U − I|| ≤ K. Moreover, e_U e_V = e_{U \cap V} for all U, V ∈ S.

Consequently, there exists R ∈ \textcal{M}, positive and invertible with ||R||||R^{-1}|| ≤ (1 + 2K)^2, such that Re_U R^{-1} is self-adjoint for each U ∈ S. If I is in the WOT-closure of \textcal{A} we have ||R||||R^{-1}|| ≤ K^2.

**Proof.** Let U ∈ S. By Lemma 4.5, i(\tilde{\theta}(\chi_U)) is a homomorphism, and so i(\tilde{\theta}(\chi_U)) is an idempotent in \textcal{M}. By using the claim [1] from the proof of Lemma 4.5 and the density of G(\textcal{A}) in C_0(X), we can extract a sequence (b_n) ⊆ \textcal{A} such that

i(\tilde{\theta}(\chi_U)) = \lim_n \tilde{\theta}(b_n) = \lim_n \tilde{\theta}(b_n).

Hence by Proposition 3.5 there is a unique idempotent e_U ∈ \textcal{M} with i(e_U) = i(\tilde{\theta}(\chi_U)); moreover, ||e_U|| ≤ K, and if I is in the WOT-closure of \textcal{A} we have ||2e_U − I|| ≤ K. Finally, if U, V ∈ S then i(e_U e_V) = i(\tilde{\theta}(\chi_U)) i(\tilde{\theta}(\chi_V)) = i(\tilde{\theta}(\chi_U \cap V)), and thus e_U e_V = e_{U \cap V} = e_V e_U.

This last identity implies that the family (e_U)_{U ∈ S} is closed under symmetric differences, and therefore by applying our unitarization lemma (Lemma 3.2), we see that there exists R ∈ \textcal{M}, positive and invertible, such that Re_U R^{-1} is self-adjoint for each U ∈ S and ||R||||R^{-1}|| ≤ sup_U ||2e_U − I||^2 ≤ (1 + 2K)^2. As observed earlier in the proof, if I lies in the WOT-closure of \textcal{A} then this can be improved to K^2. \hfill \square

**Proposition 4.8.** There exists a (norm-)continuous algebra homomorphism φ : \textcal{B} → \textcal{M} such that iφ = i(\tilde{\theta}). For each h ∈ \textcal{B}, we have ||Rφ(h) R^{-1}|| ≤ ||h||_\infty and

\[(R\phi(h)R^{-1})^* = R\phi(h)R^{-1} \quad (4.7)\]

**Proof of Proposition 4.8.** We shall initially define φ on the dense subalgebra B and then show it can be extended by continuity.

Thus, given f ∈ \textcal{B} = lin\{\chi_U : U ∈ S\}, we know by Proposition 4.7 that i(\tilde{\theta}(f)) ∈ i(\textcal{M}). Let φ(f) be the unique element of \textcal{M} satisfying i(φ(f)) = i(\tilde{\theta}(f)). It is easily checked that φ : \textcal{B} → \textcal{M} is an algebra homomorphism, since i(\tilde{\theta}) is an algebra homomorphism and i is injective.

Given c_1, . . . , c_n ∈ \text{C} and pairwise disjoint U_1, . . . , U_n ∈ S, we have

\[R\phi\left(\sum_{i=1}^{n} c_i \chi_{U_i}\right) R^{-1} = \sum_{i=1}^{n} c_i R\phi(U_i) R^{-1}, \quad (*)\]
and since $Re UR^{-1}$ is self-adjoint for each $U \in S$, it follows from Equation (**) that

$$(R \phi(f) R^{-1})^* = R \phi(f^*) R^{-1}$$

for all $f \in B$. (**) Moreover, if $f \in B$ we may write it as $f = \sum_{i=1}^{m} c_i \chi_{U_i}$, as in Equation (4.7), so that

$$\|R \phi(f) R^{-1}\| = \| \sum_{i=1}^{m} c_i Re U_i R^{-1} \| = \max_{1 \leq i \leq m} |c_i| = \|f\|_{\infty},$$

using the fact that the $Re U_i R^{-1}$ form a family of pairwise orthogonal projections. Thus $\phi$ is continuous as a linear map from the normed space $(B, \| \cdot \|_{\infty})$ to the Banach space $(M, \| \cdot \|)$, and hence has a unique (norm-)continuous extension $\tilde{\phi} : B \to M$, which we also denote by $\phi$. Since $\phi|_B$ is an algebra homomorphism, so is $\tilde{\phi}$. Equation (4.7) now follows by continuity from the special case (**) It remains only to note that if $h \in B$, and $(f_n)$ is any sequence in $B$ with $\|f_n - h\|_{\infty} \to 0$, then

$$\iota \phi(h) = \iota \left( \lim_n \phi(f_n) \right) = \lim_n \iota(\phi(f_n)) = \lim_n \iota_0 \tilde{\phi}(f_n) = \iota_0 \tilde{\phi}(h);$$

thus $\iota \phi = \iota_0 \tilde{\phi}$, and the proof of the proposition is complete.

We can now complete the proof of Theorem 1.1. For each $a \in A$, we know that $\iota(a) = \iota_0 \tilde{\phi}(\widehat{a})$; but by Proposition 4.8 we also have $\iota_0 \tilde{\phi}(\widehat{a}) = \iota \phi(\widehat{a})$. Since $\iota$ is injective this implies that the inclusion map $A \to M$ factors as $\phi G$, and so $G$ is bounded below as a linear map; since $G$ has dense range by Corollary 2.6, this forces it to be surjective. Hence, given $a \in A$, there exists $b \in A$ such that $\widehat{b} = \overline{a}$, and applying (4.7) gives

$$(R a R^{-1})^* = (R \phi(\widehat{a}) R^{-1})^* = R \phi(\widehat{b}) R^{-1} = R b R^{-1} = R A R^{-1}.$$ 

Thus $R A R^{-1}$ is a self-adjoint subalgebra of $\tilde{M}$, as required.

Remark 4.9. Once we know $A$ is similar to a self-adjoint subalgebra of $M$, it is immediate that the Gelfand transform is bijective. However, at present I don’t see how to show that $A$ is similar to a self-adjoint subalgebra without first proving that the Gelfand transform is surjective.

5 An example for contrast

It follows from Theorem 1.1 that $\tilde{A}^{WOT}$ has a large supply of idempotents, as it is similar to an abelian von Neumann algebra. If we had been able to find such idempotents in advance, then the proof of Theorem 1.1 would have been easier and shorter. However, there are examples of semisimple, regular, commutative subalgebras of 2-homogeneous von Neumann algebras, whose WOT-closures contains no idempotents other than 0 or $I$. This suggests that, given a commutative subalgebra $A$ of a finite von Neumann algebra, any attempt to produce non-trivial idempotents in $\tilde{A}^{WOT}$ has to use some reasonably strong hypotheses on $A$.

Such an example may be found within the class of (isomorphic images of) little Lipschitz algebras on compact metric spaces, whose definition we briefly recall. Let $(X,d)$ be a compact,
infinite metric space; let $Y = \{(x, y) \in X \times X : x \neq y\}$; and let $0 < \alpha < 1$. The little Lipschitz algebra $\text{lip}_\alpha(X, d)$ is the space of all functions $f : X \to \mathbb{C}$ for which the associated function

$$\Delta_\alpha f : Y \to \mathbb{C}; \quad (x, y) \mapsto \frac{f(x) - f(y)}{d(x, y)^\alpha}$$

belongs to $C_0(Y)$. Equipped with the norm $\|f\|_\alpha \overset{\text{def}}{=} \|f\|_\infty + \|\Delta_\alpha f\|_\infty$, $\text{lip}_\alpha(X, d)$ is a regular, semisimple, commutative Banach algebra [22, §2]; it is shown in [2] that $\text{lip}_\alpha(X, d)$ is weakly amenable (see that paper for the definition) when $\alpha < 1/2$, yet is never amenable.

We write $\mathbb{M}_2$ for the algebra of $2 \times 2$ complex matrices, and define $\mathcal{M}$ to be the (2-homogeneous) von Neumann algebra

$$\ell^\infty(Y, \mathbb{M}_2) \equiv \ell^\infty(Y) \otimes \mathbb{M}_2 \equiv \prod_{(x, y) \in Y} \mathbb{M}_2.$$

If $T \in \mathcal{M}$ and $(x, y) \in Y$, we write $T(x, y)$ for the $2 \times 2$ matrix that occurs as the “$(x, y)$th coordinate” of $T$. The predual of $\mathcal{M}$ is $\ell^1(Y, \mathbb{M}_2) \equiv \ell^1(Y) \hat{\otimes} \mathbb{M}_2$, with duality implemented by the pairing

$$(S, T) \mapsto \sum_{(x, y) \in Y} \text{tr}(S(x, y)T(x, y)).$$

The following observation appears to be folklore (the author learned of it from M. C. White).

**Lemma 5.1.** Let $0 < \alpha < 1$. There is an injective, continuous algebra homomorphism $\theta : \text{lip}_\alpha(X, d) \to \mathcal{M}$ with norm-closed range, which satisfies

$$\theta(f)(x, y) = \begin{bmatrix} f(x) & \Delta_\alpha f(x, y) \\ 0 & f(y) \end{bmatrix} \quad \text{for all } (x, y) \in Y. \quad (5.1)$$

**Outline of proof.** Given $(x, y) \in Y$, define $\theta_{x, y} : \text{lip}_\alpha(X) \to \mathbb{M}_2$ by setting $\theta_{x, y}(f)$ to be the right-hand side of (5.1). Straightforward calculations show that $\theta_{x, y}$ is a homomorphism of norm $\leq 2$, and that $2 \sup_{(x, y) \in Y} \|\theta_{x, y}(f)\| \geq \|f\|_\infty + \|\Delta_\alpha f\|_\infty$. \hfill \Box

We let $\mathfrak{A}$ denote $\theta(\text{lip}_\alpha(X, d))$. This is a commutative operator algebra contained in $\mathcal{M}$, and we define $\mathfrak{B}$ to be its $\sigma(\mathcal{M}, \mathcal{M}_*)$-closure.

**Proposition 5.2.** Let $T \in \mathfrak{B}$. Then there exists a unique function $h : X \to \mathbb{C}$ such that $T(x, y) = \theta_{x, y}(h)$ for all $(x, y) \in Y$. Moreover, $h$ is continuous.

**Proof.** If $a \in \mathfrak{A} = \theta(\text{lip}_\alpha([0, 1]))$, then

$$a(x, y)_{11} = a(x, z)_{11} = a(y, x)_{22} = a(z, x)_{22} \quad \text{whenever } x \neq y \text{ and } x \neq z$$

$$a(x, y)_{21} = 0 \quad \text{whenever } x \neq y$$

$$a(x, y)_{11} - a(x, y)_{22} = d(x, y)^\alpha a(x, y)_{21} \quad \text{whenever } x \neq y \quad (5.2)$$

Hence, by $\sigma(\mathcal{M}, \mathcal{M}_*)$-continuity, these identities also hold for $T \in \mathfrak{B}$. We may therefore define $h : X \to \mathbb{C}$ by setting $h(x) = T(x, y)_{11}$ (this does not depend on the choice of $y$). Since $T$ satisfies (5.2), it can be checked that $\theta_{x, y}(h) = T(x, y)$ whenever $x \neq y$; and clearly $h$ is the unique function with this property. Finally, for each $x \neq y$ we have

$$|h(x) - h(y)| = |d(x, y)^\alpha T(x, y)_{12}| \leq \|T\|d(x, y)^\alpha$$

and thus $h$ is continuous. \hfill \Box
It follows that if $X$ is connected, then $\mathfrak{B}$ contains no non-trivial idempotents.

6 SOME CLOSING REMARKS

ATTEMPTING TO USE THE TOTAL REDUCTION PROPERTY The articles [9] and [11] work with a property that is weaker than operator amenability, namely the total reduction property (see the first of these articles for the definition and further discussion). The second half of the argument in Section 4 (once we have set up the map $\eta_0 : C_0(X) \to \widetilde{M}$) might remain valid if we only assume the total reduction property, especially since Proposition 3.5 is modelled on arguments from [9]. However, the first half of our argument seems to crucially use some version of amenability rather than merely the total reduction property, because we are looking at a certain $\mathfrak{A}$-bimodule action on $\mathcal{M}$, and not just at actions of $\mathfrak{A}$ on Hilbert space.

OPERATOR-COHNES-AMENABLE CASES For certain completely contractive Banach algebras which have natural preduals, one can consider the notion of operator-Connes-amenability. (This notion seems to have been first formally introduced in the article [19], to which we refer the reader for the context, definition, and further references to the literature). I suspect that one could extend the method of proof in this article, to show that if a weak*-closed, commutative subalgebra of a finite von Neumann algebra is operator-Connes-amenable, then it is similar inside $\mathcal{M}$ to a self-adjoint subalgebra. On the other hand, such a proof would require extra technical baggage, and does not seem to lead to greater generality in practice: for in all examples I know of, an (operator-)Connes-amenable dual Banach algebra has a norm-closed and weak*-dense subalgebra which is (operator) amenable, and Theorem 1.1 may be applied directly to that subalgebra to obtain the desired similarity.

A POSSIBLE ALTERNATIVE PROOF Inspection of our proof of Theorem 1.1 shows that a key step involved, in passing, the construction of a large supply of closed $\mathfrak{A}$-invariant subspaces in $\mathcal{M}$ – namely, the ranges of the idempotents $e_U$ that were discussed in Proposition 4.7 – which give a kind of spectral decomposition for elements of $\mathfrak{A}$. With this in mind, it seems plausible that the spectral subspaces and unbounded-idempotent-valued-measure discussed in [20] might, in combination with some variant of Proposition 3.5, provide another way to obtain our result. However, those constructions rest on deep and hard results of Haagerup and Schultz on (hyper)invariant subspaces for arbitrary operators in II$_1$ factors, whose proofs appear to require a formidable amount of work. The approach taken in Section 4 seems to use less machinery and is relatively self-contained, save for Theorem 4.4 (It is worth remarking that the algebra $\mathcal{M}$ is also needed in the aforementioned work of Haagerup and Schultz, for similar reasons to the present article; one is trying to construct idempotents using some kind of functional calculus, but without a priori resolvent estimates one has to look in a larger space than $\mathcal{M}$ for the limits of approximating sequences.)

ACKNOWLEDGEMENTS

The work here was partly supported by an internal grant for new faculty from the University of Saskatchewan, and partly by an NSERC Discovery Grant.
I would like to thank Martin Argerami for kindly supplying part of the argument in the proof of Lemma 2.11 and Serban Belinschi, Ebrahim Samei and Stuart White for their constructive feedback on earlier versions of this article. Matthew Daws was a careful reader and made several useful suggestions and corrections; I would also like to thank him for valuable discussions of [25], back in 2006, and for later bringing [13] to my attention.

The diagrams in this article were prepared using Paul Taylor’s diagrams.sty macros.

REFERENCES

[1] M. Argerami, personal communication, http://mathoverflow.net/questions/36605 (version: 2010-08-26).

[2] W. G. Bade, P. C. Curtis, Jr., and H. G. Dales, Amenity and weak amenability for Beurling and Lipschitz algebras, Proc. London Math. Soc. (3) 55 (1987), no. 2, 359–377. [MR 88f:46098]

[3] F. F. Bonsall and J. Duncan, Complete normed algebras, Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 80, Springer-Verlag, New York, 1973. [MR 54 #11013]

[4] P. C. Curtis, Jr. and R. J. Loy, A note on amenable algebras of operators, Bull. Austral. Math. Soc. 52 (1995), no. 2, 327–329. [MR 96f:47093]

[5] M. M. Day, Means for the bounded functions and ergodicity of the bounded representations of semi-groups, Trans. Amer. Math. Soc. 69 (1950), 276–291. [MR 13,357e]

[6] J. Diestel, H. Jarchow, A. Tonge, Absolutely summing operators, Cambridge Studies in Advanced Mathematics, vol. 43, Cambridge University Press, Cambridge, 1995. [MR 96i:46001]

[7] J. Dixmier, Les moyennes invariantes dans les semi-groups et leurs applications, Acta Sci. Math. Szeged 12 (1950), 213–227. [MR 12,267a]

[8] E. G. Effros and Z.-J. Ruan, Operator spaces, London Mathematical Society Monographs. New Series, vol. 23, The Clarendon Press Oxford University Press, New York, 2000. [MR 2002a:46082]

[9] J. A. Gifford, Operator algebras with a reduction property, J. Aust. Math. Soc. 80 (2006), no. 3, 297–315. [MR 2007b:46087]

[10] B. E. Johnson, Approximate diagonals and cohomology of certain annihilator Banach algebras, Amer. J. Math. 94 (1972), 685–698. [MR 47 #5598]

[11] L. W. Marcoux, On abelian, triangularizable, total reduction algebras, J. Lond. Math. Soc. (2) 77 (2008), no. 1, 164–182. [MR 2009e:47235]

[12] G. J. Murphy, C*-algebras and operator theory, Academic Press Inc., Boston, MA, 1990. [MR 91m:46084]

[13] E. Nelson, Notes on non-commutative integration, J. Functional Analysis 15 (1974), 103–116. [MR 50 #8102]
[14] G. Pisier, *Simultaneous similarity, bounded generation and amenability*, Tohoku Math. J. (2) **59** (2007), no. 1, 79–99. [MR 2008d:46075]

[15] Z.-J. Ruan, *The operator amenability of $A(G)$*, Amer. J. Math. **117** (1995), no. 6, 1449–1474. [MR 96m:43001]

[16] ———, *Amenability of Hopf von Neumann algebras and Kac algebras*, J. Funct. Anal. **139** (1996), no. 2, 466–499. [MR 98c:46077]

[17] W. Rudin, *Real and complex analysis*, third ed., McGraw-Hill Book Co., New York, 1987. [MR 88k:00002]

[18] V. Runde, *The operator amenability of uniform algebras*, Canad. Math. Bull. **46** (2003), no. 4, 632–634. [MR 2004h:46050]

[19] V. Runde and N. Spronk, *Operator amenability of Fourier-Stieltjes algebras*, Math. Proc. Cambridge Philos. Soc. **136** (2004), no. 3, 675–686. [MR 2005b:46106]

[20] H. Schultz, *Brown measures of sets of commuting operators in a type II$_1$ factor*, J. Funct. Anal. **236** (2006), no. 2, 457–489. [MR 2008k:46191]

[21] M. V. Šelënberg, *A characterization of the algebra $C(\Omega)$ in terms of cohomology groups*, Uspehi Mat. Nauk **32** (1977), no. 5(197), 203–204. [MR 57 #1150]

[22] D. R. Sherbert, *The structure of ideals and point derivations in Banach algebras of Lipschitz functions*, Trans. Amer. Math. Soc. **111** (1964) 240-272. [MR 28 #4385]

[23] M. Takesaki, *Theory of operator algebras. I*, Encyclopaedia of Mathematical Sciences, vol. 124, Springer-Verlag, Berlin, 2002, Reprint of the first (1979) edition. [MR 2002m:46083]

[24] N. Tomczak-Jaegermann, *The moduli of smoothness and convexity and the Rademacher averages of trace classes $S_p(1 \leq p < \infty)$*, Studia Math. **50** (1974), 163–182. [MR 50 #8141]

[25] G. A. Willis, *When the algebra generated by an operator is amenable*, J. Operator Theory **34** (1995), no. 2, 239–249. [MR 97f:47044]

Address:
Department of Mathematics and Statistics
McLean Hall
University of Saskatchewan
106 Wiggins Road, Saskatoon, SK
Canada, S7N 5E6
Email: choi@math.usask.ca