LEAST ZERO OF A CUBIC FORM

YIXIU XIAO AND HONGZE LI

Abstract. An explicit upper bound is established for the least non-trivial integer zero of an arbitrary cubic form \( C \in \mathbb{Z}[X_1,\ldots,X_n] \), provided that \( n \geq 14 \).

1. Introduction

Let \( n \geq 3 \) and \( F \in \mathbb{Z}[X_1,\ldots,X_n] \) be an indefinite cubic form, with coefficients of maximum modulus \( \|F\| \) and greatest common divisor 1. It is very natural to determine whether or not the equation \( F = 0 \) is soluble in integers. When there is a non-zero solution \( \mathbf{x} = (x_1,\ldots,x_n) \in \mathbb{Z}^n \) to the equation \( F = 0 \), let \( \Lambda_n(F) \) denote the smallest positive integer \( A \) such that there exists a non-zero solution \( \mathbf{x} = (x_1,\ldots,x_n) \in \mathbb{Z}^n \) to the equation \( F = 0 \) with \( \max_{1 \leq i \leq n} |x_i| \leq A \).

The best known result is due to Browning, Dietmann and Elliott \([1]\), in which they obtain a good upper bound for \( \Lambda_n(C) \) when \( n \geq 17 \). They show that for a cubic form \( C \in \mathbb{Z}[X_1,\ldots,X_n] \) with \( n \geq 17 \), defining a hypersurface with at most isolated ordinary singularities, then for any \( \varepsilon > 0 \), one has

\[
\Lambda_n(C) \leq c_{n,\varepsilon} \|C\|^{e_1(n) + \varepsilon},
\]

where \( c_{n,\varepsilon} > 0 \) is some constant, and

\[
e_1(n) = \begin{cases} 
\frac{22n^2 + 107n^2 - 597n - 432}{(n-2)(n-9)(n-16)}, & \text{if } 17 \leq n \leq 20, \\
\frac{n^4 + 125n^3 + 1518n^2 - 7336n - 4320}{32(n-2)(n-9)}, & \text{if } n > 20.
\end{cases}
\]

Especially one has

\[
\Lambda_{17}(C) \leq c \|C\|^{1071}.
\]

And for large \( n \), one has \( e_1(n) \sim \frac{n^2}{32} \).

For arbitrary cubic form \( C \in \mathbb{Z}[X_1,\ldots,X_n] \) with \( n \geq 17 \), they also prove that

\[
\Lambda_n(C) \leq c \|C\|^{360000},
\]

for some absolute constant \( c > 0 \).
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In this paper, we consider the cubic form in $n \geq 14$ variables, and give the following result.

**Theorem 1.1.** Let $C \in \mathbb{Z}[X_1, \ldots, X_n]$ be a cubic form, with $n \geq 14$. Then there exist some constant $c_{n, \varepsilon} > 0$ such that

$$\Lambda_n(C) \leq c_{n, \varepsilon} \|C\|^{e_2(n)+\varepsilon},$$

where the exponents $e_2(n)$ are given by the Table 1.

| $n$  | 14  | 15  | 16  | 17  | $\geq 18$ |
|-----|-----|-----|-----|-----|-----------|
| $e_2(n)$  | 138500 | 87844 | 74851 | 71400 | 70932    |

After the first version of this paper, Professor T.D. Browning mentioned the work [2] of C. Bernert to us. Since the lower bound for singular series in Lemma 11 of [1] is incorrect, we cited the first part of Lemma 16 of Bernert as Lemma 4.1. After the modification, our final result of $n = 14$ seems to be worse than that of C. Bernert, but there may be an error in his article. Specifically, in his Theorem 4, his selection of $P_0$ did not satisfy the condition $(\mathcal{S}_4)$ in p30, this means that the bound is incorrect in his Theorem 4. And more, we give the upper bound for all $n \geq 14$.

For the notations in this paper, we shall use the symbols $c$ or $c_{n, \varepsilon}$ to denote various positive real constants, not necessarily the same at each occurrence. All of the implied constants in our work will be allowed to depend on $\varepsilon$ and $n$, with any further dependence being made completely explicit. We will allow $\varepsilon$ to take different values at different parts of the argument, but we shall always assume that it is very small. Throughout the remainder of the paper, we denote

$$M = \|C\|,$$

as the height of the cubic form $C$, and $|\mathbf{x}|$ as the norm $\max_{1 \leq i \leq n} |x_i|$ of any vector $\mathbf{x} \in \mathbb{R}^n$. We adopt the notation

$$\|\alpha\| = \min_{n \in \mathbb{Z}} |\alpha - n|$$

to denote the distance of a real number $\alpha$ from integers. $|x|$ and $\lceil x \rceil$ denote the greatest integer $\leq x$ and the least integer $\geq x$, respectively. Finally, we will assume that the parameter $M$ is a sufficiently large integer, and $\mathcal{L} = \log M$. 
2. The Outline of the Proof of the Theorems

For the proof of the theorem, we follow the approach in [1]. And we use the method of [3] to get explicit upper bound for the minor arcs.

We write our cubic form as

\[
C(x_1, ..., x_n) = \sum_{i,j,k} c_{ijk} x_i x_j x_k,
\]

in which the coefficients \(c_{ijk} \in \mathbb{Z}\) are symmetric in the indices \(i, j, k\). Without loss of generality, we may assume that

\[
c_{111} \gg M,
\]

for an absolute implied constant.

We define an \(n \times n\) matrix \(M(x)\) as follows

\[
M(x)_{jk} = \sum_{1 \leq i \leq n} c_{ijk} x_i.
\]

And let \(r(x) = \text{rank}(M(x))\), if for any \(\varepsilon > 0\), the following

\[
\#\{x \in \mathbb{Z}^n : |x| \leq H, r(x) = r\} \leq H^{r+\varepsilon}
\]

holds for each \(0 \leq r \leq n\) and any \(H\) in \(1 \leq H \leq M^{\vartheta}\), we will call the cubic form \(C\) \(\vartheta\)-good for \(1 \leq \vartheta \leq \infty\).

**Lemma 2.1.** Let \(n \geq 3\) and \(\vartheta \geq 1\). Then either \(C\) is \(\vartheta\)-good or

\[
\Lambda_n(C) \ll M^{\frac{n^2-1}{2} - \frac{\vartheta n(n-1)}{2}}.
\]

This is the Proposition 1 of [1].

For a \(\vartheta\)-good cubic form \(C\), we will give an upper bound for \(\Lambda_n(C)\) by circle method. For a given \(z \in \mathbb{R}^n\) and \(0 < \rho < 1\), let

\[
\mathcal{B} = \mathcal{B}(z, \rho) = \prod_{i=1}^{n} [z_i - \rho, z_i + \rho].
\]

From now on we assume that

\[
\rho \asymp M^{-2} \frac{2}{n-2}, \quad |z| \ll M^{\frac{1}{n-2}},
\]

where the choices of \(\rho, z\) come from Lemma 3.5.

We define the generating function

\[
S(\alpha) = \sum_{x \in \mathbb{Z}^n \cap \mathcal{B}, x \neq 0} e(\alpha C(x)),
\]

where \(e(\alpha) := \exp(2\pi i \alpha)\) as usual. We will always assume that \(P \geq 1\), so that the above sum is non-trivial.
Our starting point is
\begin{equation}
N(P) = N(B(P, C) = \sum_{x \in \mathbb{Z}^n \cap P \cap B(C(x) = 0} 1 = \int_{0}^{1} S(\alpha) d\alpha.
\end{equation}

Let
\begin{equation}
P_0 = M_{3675}^{\frac{3n(3n - 35)}{\sqrt{3n(3n - 35) - 18n + 210)(3n - 6\sqrt{3n(3n - 35)})}} + \varepsilon.
\end{equation}

For simplicity, we sometimes write \(P_0 = M_{eoP_0}\) in the following argument, where
\begin{equation}
eoP_0 = 3675 \frac{n}{\sqrt{3n(3n - 35)}} \frac{(\sqrt{3n(3n - 35) - 18n + 210)(3n - 6\sqrt{3n(3n - 35)})}}{+ \varepsilon}.
\end{equation}

The selection \(2.8\) for \(P_0\) comes from \(2.26\) and \(3.48\).

We define the major arcs
\begin{align*}
\mathcal{M} &= \bigcup_{q \leq P_0} \bigcup_{1 \leq a \leq q} \mathcal{M}(a, q),
\end{align*}

where
\begin{align*}
\mathcal{M}(a, q) &= \left[\frac{a}{q} - T, \frac{a}{q} + T\right],
\end{align*}

and the minor arcs \(m = [0, 1] \setminus \mathcal{M}\), defined module 1. The union of major arcs will be disjoint provided that
\begin{equation}
2TP_0^2 < 1.
\end{equation}

Let
\begin{equation}
T = \begin{cases} 
P^{-3+\varepsilon}M_{320.239}^{3}, & \text{if } n = 14, 
\end{cases}
\end{equation}

\begin{equation}
\text{(2.11) comes from (2.28) and (3.9).}
\end{equation}

Let
\begin{align*}
P &= M^{e(n)}.
\end{align*}

Substituting in our choice \(2.11\) of \(T\) and \(2.8\) of \(P_0\), \(2.10\) holds for \(n \geq 14\) provided
\begin{equation}
e(n) \geq \begin{cases} 
495.446, & \text{if } n = 14, 
\frac{4(3n^2 - 2n + 1)}{3(n - 2)} + \frac{2eoP_0}{3}, & \text{if } n \geq 15,
\end{cases}
\end{equation}

\begin{equation}
\text{For any } R \geq 1, \text{ we also define the truncated singular series, given by}
\end{equation}
\begin{equation}
\mathcal{S}(R) = \sum_{q \leq R} \sum_{1 \leq a \leq q} \frac{S(a, q)}{q^n} = \sum_{q \leq R} \sum_{1 \leq a \leq q} q^{-n} \sum_{r(\mod q)} e_q(aC(r)),
\end{equation}

where \(e_q(x) = \exp\left(\frac{2\pi ix}{q}\right)\).
For the contribution from the major arcs, we have the following Lemma.

**Lemma 2.2.** Let \( \varepsilon > 0 \) and assume that \( n \geq 14 \),

\[
e(n) \geq \begin{cases} 
904.479, & \text{if } n = 14, \\
\varepsilon, & \text{if } n \geq 15.
\end{cases}
\] (2.14)

Assume that \( C \) is \( \vartheta \)-good, where \( \vartheta \) satisfies

\[
e(n) \geq 29n^2 - 38n - 2 \frac{n(n-2)}{(n-2)(n+4)},
\] (2.15)

Then there exists a positive constant \( \mathcal{I} \) satisfying \( \mathcal{I} \gg \rho n^{-1} M^{-1} \frac{2}{n-2} \) such that

\[
\int_{\mathcal{M}} |S(\alpha)| d\alpha = \mathcal{I} \rho n^{-3} P_{n-3}
\]

\[
+ O \left( P_{n-1} M^{\frac{3\varepsilon P_{0}}{n-2}} T \right)
\]

\[
+ O \left( P_{n-\frac{9}{2}} M^{\frac{2\varepsilon P_{0}+\varepsilon}{n-2}} T^{\frac{1}{2}} \right).
\]

We will prove this Lemma in section 5.

For the contribution from the minor arcs, we have the following Lemma.

**Lemma 2.3.** Assume that \( n \geq 14 \),

\[
e(n) \geq \frac{77n^4 - 221n^3 + 180n^2 + 70n - 96}{2(n-2)(n^3 - 16n^2 + 33n - 16)} + \varepsilon.
\] (2.16)

Assume that \( C \) is \( \vartheta \)-good, where \( \vartheta \) satisfies

\[
3e(n) + \varepsilon \leq \frac{\vartheta(n+8)}{4} - \frac{6n^2 - 14n + 1}{n-2},
\] (2.17)

\[
e(n) \frac{7n}{n+4} < n\vartheta - \frac{n(12n^2 - 29n - 1)}{(n+4)(n-2)} - \varepsilon,
\] (2.18)

\[
5e(n) < (n-1)\vartheta - \frac{12n^2 - 24n - 1}{n-2} - \varepsilon,
\] (2.19)

\[
e(n) \frac{n^2 - 6n + 4}{n^2 - 11n + 8} + \varepsilon \leq \frac{\vartheta n}{4} - \frac{6n^4 - 14n^3 + 13n^2 + 10n - 12}{(n-2)(n^2 - 11n + 8)}.
\] (2.20)

Then we have

\[
\int_{m} |S(\alpha)| d\alpha \ll P_{n-3-\varepsilon} M^{\frac{8n^2 + 12n + 1}{n-2}}.
\] (2.21)
The upper bound of the integration in Lemma 2.3 is chosen in this way to ensure that the contribution of the minor arcs will be smaller than the main term in the following proof of the two theorems. We will prove these two Lemmas in section 3.

For the truncated singular series, we will prove the following Lemma in section 4.

**Lemma 2.4.** Let \( \varepsilon > 0 \) and assume that \( n \geq 14 \). Suppose that \( 2.5 \) does not hold and that \( C \) is \( \vartheta \)-good. If \( \vartheta = \infty \) then

\[
\mathcal{G}(P_0) \gg M^{-6n-\varepsilon} - M^{\frac{\vartheta}{6}n^{2} - \frac{n^{3}}{6} + \varepsilon}.
\]

If \( \vartheta < \infty \) and \( \delta \) satisfies

\[
2 < \delta < \frac{n}{6}, \quad \frac{2n}{n - 6\delta} < 1 + 2\vartheta,
\]

with \( P_0 \ll M^{1+2\vartheta} \), equivalently,

\[
e_{0}P_0 \leq 1 + 2\vartheta,
\]

then we have

\[
\mathcal{G}(P_0) \gg M^{-6n-\varepsilon} - M^{\frac{\vartheta}{6}n^{2} - \delta + \varepsilon}.
\]

We now have everything in place to prove Theorem 1.1, in which the cubic form is general. To ensure \( \mathcal{G}(P_0) > 0 \), we need

\[
M^{-6n-\varepsilon} \gg M^{\frac{\vartheta}{6}n^{2}P_0^{2} - \delta + \varepsilon},
\]

which holds providing

\[
P_0 > M^{-\frac{1}{2}}\left(\frac{n}{6}\delta + 6n\right)^{+ \varepsilon}.
\]

We regard the exponent in the right side of \( 2.24 \) as a function of \( \delta \in \left(2, \frac{n}{6}\right) \) and record it as \( f_n(\delta) \), which has a derivative with respect to \( \delta \),

\[
\frac{df_n(\delta)}{d\delta} = \frac{2n}{(\delta - 2)^2(n - 6\delta)^2}\left(-105\delta^2 + 36n\delta - n(3n + 1)\right).
\]

It is optimal to take the minimum value at

\[
\delta = \delta_0(n) = \frac{6n}{35} - \frac{\sqrt{3n(3n - 35)}}{105},
\]

where

\[
\delta_0(n) \in \left(2, \frac{n}{6}\right),
\]

and

\[
f_n(\delta_0(n)) = \frac{3675n\sqrt{3n(3n - 35)}}{(\sqrt{3n(3n - 35)} - 18n + 210)(3n - 6\sqrt{3n(3n - 35)})}.
\]
So (2.24) holds provided that

\begin{equation}
    P_0 \geq M \frac{3675 n \sqrt{3n(3n-35)}}{(\sqrt{3n(3n-35)} - 18n \sqrt{3n} + 210)(3n - 6 \sqrt{3n(3n-35)})} + \varepsilon,
\end{equation}

which is satisfied by (2.8). Comparing \( \mathcal{S}(P_0) J P_n - 3 \) with the error terms from the major arcs, it need to ensure

\[ P^{n-3} M \frac{8 n^2 + 12 n + 1}{n^2} \gg P^{n-1} M^{3 \varepsilon P_0} \frac{(n-1)(2n+1)}{n^2} T, \]

and

\[ P^{n-3} M \frac{8 n^2 + 12 n + 1}{n^2} \gg P^{n-1} \frac{9}{2} M \frac{2 n^2 + 8 n + 3}{n^2} + \varepsilon T \frac{1}{2}, \]

which hold provided that

\begin{equation}
    P^{-2-\varepsilon} M^{-3 \varepsilon P_0} \frac{n(6n-11)}{n^2} \gg T,
\end{equation}

and

\begin{equation}
    T \gg P^{-3+\varepsilon} M^{\frac{2(3n^2 - 2n + 1)}{n^2}}.
\end{equation}

Our choice (2.11) of \( T \) ensures (2.28). Furthermore, (2.27) holds provided that

\begin{equation}
    e(n) \geq \begin{cases} 
        2154.556, & \text{if } n = 14, \\
        3 \varepsilon P_0 + \frac{18 n^2 - 19 n + 4}{n^2} + \varepsilon, & \text{if } n \geq 15.
    \end{cases}
\end{equation}

And considering the requirements of the minor arcs, we need (2.16) and (2.17) hold. In addition, we also need to ensure that the conditions related to \( \vartheta \) are valid, including (2.15), (2.18), (2.19), (2.20), (2.21), (2.22), (2.23).

The final result of Theorem 1.1 comes from (2.12), (2.14), (2.16), (2.17), (2.29), and (2.15), (2.18), (2.19), (2.20), (2.21), (2.22), (2.23).

First, regardless of the restriction of the \( \vartheta \)-good, we temporarily write

\[ P = M^{E(n)}. \]

\( E(n) \) is determined by (2.12), (2.14), (2.16), (2.17), (2.29), where (2.29) is the strongest among them.

For the remaining restrictive conditions that \( \vartheta \) should satisfy, we substitute \( e(n) = E(n), \delta = \delta_0(n) \) into (2.15), (2.18), (2.19), (2.20), (2.21), (2.22), (2.23). After some calculations, we can know that (2.21) is the strongest among them. Moreover, the results of \( 14 \leq n \leq 18 \) can be given in Table 2.

Due to method limitations, the results may get worse when \( n > 18 \). To avoid this, we just need to note that if the cubic form has \( n > 18 \) variables, we can always set \( n - 18 \) of the variables equal to zero in order to obtain a cubic form in exactly 18 variables.

Hence the Theorem 1.1 follows.
Table 2. The case of $14 \leq n \leq 18$

| $n$  | 14  | 15  | 16  | 17  | 18  |
|------|-----|-----|-----|-----|-----|
| $E(n)$ | 1389.187 | 1123.474 | 984.990 | 904.562 | 855.213 |
| $\delta = \delta_0(n)$ | 2.237 | 2.369 | 2.505 | 2.642 | 2.781 |
| $\vartheta$ | 1520.904 | 835.543 | 622.688 | 523.934 | 462.548 |
| $\left\lceil \frac{n^2-1 + 2\vartheta (n-1)}{2} \right\rceil$ | 138500 | 87844 | 74851 | 71400 | 70932 |

3. The Minor Arcs

In this section, we consider the contribution from the minor arcs. For the integral over minor arcs, we follow the treatment of Heath-Brown [3], so sometimes we only give the differences. Throughout this section, we assume that $n \geq 14$.

Let

$$Q = \min \left\{ P^{\frac{2(n-3)}{n+4}} \delta M^{\frac{-2(14n^2-20n+3)}{(n+4)(n-2)}}, P^{\frac{3}{2}} M^{\frac{-5(n+1)}{2(n-2)}} \right\}.$$  

(3.1)

The first restriction in the curly brackets of (3.1) comes from the estimate of $E$, which will be presented in (3.40). For any $\alpha \in \mathfrak{m}$, by Dirichlet’s approximation theorem, there exist coprime integers $0 \leq a \leq q \leq Q$ such that

$$\left| \alpha - \frac{a}{q} \right| \leq \frac{1}{qQ}.$$  

(3.2)

Since $\alpha \notin \mathfrak{R}$, so either

$$q > P_0$$  

(3.3)

or

$$\left| \alpha - \frac{a}{q} \right| > T.$$  

(3.4)

Suppose that $H = H(R, \phi, \pm)$ is a positive integer with $H \leq P$, and consider

$$\sum (R, \phi, \pm) := \sum_{R < q \leq 2R} \sum_{\substack{a \leq q \\ (a,q) = 1 \\ \phi}} \int_{\phi}^{2\phi} \left| S\left( \frac{a}{q} \pm \nu \right) \right| d\nu$$

with

$$\phi \leq (RQ)^{-1} \text{ and } R \leq Q.$$  

(3.5)
Lemma 3.1. Let \( \varepsilon > 0 \) and assume that \( \rho P \geq 1 \). Assume that \( \alpha = \frac{n}{q} + z \) for coprime integers \( 0 \leq a \leq q \) and that \( C \) is \( \psi \)-good. Then we have
\[
S(\alpha) \ll (\rho P)^{n+\varepsilon} \left( \frac{1}{\rho^2 P^2} + M q |z| + \frac{q}{\rho^3 P^3} + \frac{1}{q} \min \left\{ M, \frac{1}{|z| \rho^3 P^3} \right\} + \frac{1}{M^{2\theta}} \right)^{\frac{n}{8}}.
\]

This is the Lemma 2 of [1].

Since \( A^\frac{1}{m} \leq B + AB^{-1} \) for any \( A, B > 0 \), by the above Lemma we can deduce that
\[
(3.6) \quad S(\alpha) \ll (\rho P)^{n+\varepsilon} \left( M q |z| + \frac{1}{q} \frac{1}{|z| \rho^3 P^3} + \frac{1}{M^{2\theta}} \right)^{\frac{n}{8}} \text{ for } q \leq M^{\frac{1}{2}} \rho^3 P^2.
\]

The second item in the curly brackets of (3.1) guarantees that (3.6) is valid in the estimation of \( \sum (R, \phi, \pm) \). So we have
\[
(3.7) \quad \sum (R, \phi, \pm) \ll R^2 \phi (\rho P)^{n+\varepsilon} \left\{ (MR\phi)^{\frac{n}{8}} + (R\phi \rho^3 P^3)^{-\frac{n}{8}} + M^{-\frac{2n}{15}} \right\}.
\]
By (3.7), we have the following result.

Lemma 3.2. We have
\[
\sum (R, \phi, \pm) \ll P^{n-3-\varepsilon} M^{-\frac{8n^2 + 12n + 1}{n-2}}
\]
providing that \( \phi \leq (RQ)^{-1} \),
\[
P^{-3+\varepsilon} M^{\frac{54n^2 - 101n - 8}{(n-2)(n-8)}} R^{-\frac{n-16}{n-8}} \ll \phi \ll P^{-n+\varepsilon} M^{\frac{49n^2 + 106n + 8}{(n-4)(n-2)}} R^{-\frac{n+16}{n+8}},
\]
and
\[
(3.8) \quad P^{3+\varepsilon} R^2 \phi \ll M^{\frac{24n^2 - 50n - 13n - 1}{n-2}}.
\]

Now we consider the case of \( R \leq P_0 \) and \( T \leq \phi \leq (RQ)^{-1} \). After some calculation, we deduce that
\[
\phi \geq T \geq P^{-3+\varepsilon} M^{\frac{54n^2 - 101n - 8}{(n-2)(n-8)}} R^{-\frac{n-16}{n-8}}
\]
holds providing
\[
T \geq \begin{cases} 
P^{-3} M^{\frac{54n^2 - 101n - 8}{(n-2)(n-8)}} P_0^{\frac{16-n-\varepsilon}{n-8}}, & \text{if } 14 \leq n \leq 15, \\
P^{-3} M^{\frac{54n^2 - 101n - 8}{(n-2)(n-8)}}^{+\varepsilon}, & \text{if } n \geq 16.
\end{cases}
\]
Substitute the definition (2.8) of \( P_0 \), specifically,
\[
(3.9) \quad T \geq \begin{cases} 
P^{-3+\varepsilon} M^{32.239}, & \text{if } n = 14, \\
P^{-3+\varepsilon} M^{167.972}, & \text{if } n = 15, \\
P^{-3+\varepsilon} M^{\frac{54n^2 - 101n - 8}{(n-2)(n-8)} + \varepsilon}, & \text{if } n \geq 16.
\end{cases}
\]

Our choice (2.11) of \( T \) satisfies the above.

And
\[
\phi \leq (RQ)^{-1} \leq P^{-n+\varepsilon} M^{\frac{49n^2 - 106n + 8}{(n-4)(n-2)}} R^{-\frac{n+16}{n+8}}
\]
holds providing
\[ P_0^{n+8} \leq P^{n+8-\varepsilon} M^{-2n+106n+8} Q. \]
Recalling the definition (2.8) of \( P_0 \), (3.1) of \( Q \), the above inequality holds provided that
\[ e(n) \geq \frac{4(n+4)}{n^2-7n-72} c_0 P_0 + \frac{77n^3 + 274n^2 - 746n + 16}{2(n-2)(n^2-7n-72)} + \varepsilon, \]
and
\[ e(n) \geq \frac{16}{3(n-8)} c_0 P_0 + \frac{103n^2 - 167n + 24}{3(n-8)(n-2)} + \varepsilon, \]
the first of which two inequalities is stronger and has been recorded as (2.16). Noting that
\[ \phi \ll P^{n+8-\varepsilon} M^{-2n+106n+8} Q \]
in this case, (3.8) turns to be
\[ 3e(n) + c_0 P_0 + \varepsilon \leq \frac{\vartheta(n+8)}{4} - \frac{6n^2 - 14n + 1}{n-2}, \]
which has been recorded as (2.18). Hence, by Lemma 3.2 we get the following result.

**Lemma 3.3.** Assuming that (2.16) and (2.18) hold, then we have
\[ \sum (R, \phi, \pm) \ll P^{n-3-\varepsilon} M^{-2n+106n+8} Q \]
providing that \( R \leq P_0 \) and
\[ T \leq \phi \leq (RQ)^{-1}. \]

From now on, we assume that \( R \leq P_0 \). Let \( H \leq \rho \) be a positive integer to be choose later, and \( f(\alpha) = e(\alpha C(\mathbf{x})) \). Then
\[ H^n S(\alpha) = \sum_{h} \sum_{\mathbf{x} + h \in \mathbb{Z}^n \cap P_{\mathcal{B}}} f(\mathbf{x} + h), \]
where the sum is for vectors with \( 1 \leq h_i \leq H \) for each \( i \). We rewrite this as
\[ H^n S(\alpha) = \sum_{\mathbf{x}} \sum_{\mathbf{x} + h \in \mathbb{Z}^n \cap P_{\mathcal{B}}} f(\mathbf{x} + h). \]
Since \( \mathcal{B} = \mathcal{B}(\mathbf{z}, \rho) = \prod_{i=1}^{n} [z_i - \rho, z_i + \rho] \) and \( H \leq \rho \), it follows that \( \mathbf{x} + h \notin \mathbb{Z}^n \cap P_{\mathcal{B}} \) unless \( x_i \in [Pz_i - P\rho - H, Pz_i + P\rho - 1] \). Hence by Cauchy’s inequality we have
\[ (3.10) \quad H^{2n} |S(\alpha)|^2 \leq (2\rho + H)^n \sum_{\mathbf{x}} \left| \sum_{\mathbf{x} + h \in \mathbb{Z}^n \cap P_{\mathcal{B}}} f(\mathbf{x} + h) \right|^2. \]
Expanding the square we have
\begin{equation}
H^{2n} |S(\alpha)|^2 \leq (3P\rho)^n \sum_h \omega(h) \sum_{y, y + h \in \mathbb{Z}^n \cap P, \rho} f(y + h) f(y),
\end{equation}
where the sum over \( h \) is for \( \| h \| \leq H \), and
\begin{equation}
\omega(h) := \# \{ h_1, h_2 : h = h_1 - h_2 \} \leq H^n.
\end{equation}
Hence
\begin{equation}
|S(\alpha)|^2 \ll H^{-n}(\rho P)^n \sum_h |T(h, \alpha)|,
\end{equation}
where
\begin{equation}
T(h, \alpha) := \sum_{y, y + h \in \mathbb{Z}^n \cap P, \rho} f(y + h) f(y).
\end{equation}

Similar to Lemma 2 of [1] and Section 3 of [3], we have
\begin{equation}
|T(h, \alpha)|^2 \ll (\rho P)^{n+\varepsilon} N(\alpha, P, h),
\end{equation}
where
\begin{equation}
N(\alpha, P, h) := \# \{ w \in \mathbb{Z}^n : |w| < \rho P, \| 6\alpha B_i(h; w) \| < (\rho P)^{-1}, \forall i \leq n \},
\end{equation}
and
\begin{equation}
B_i(h, w) := \sum_{j,k} c_{ijk} x_j x_k.
\end{equation}
By Lemma 2.2 of [3], we have
\begin{equation}
N(\alpha, P, h) \ll Z^{-n} \# \{ w \in \mathbb{Z}^n : |w| < Z \rho P, \| 6\alpha B_i(h; w) \| < Z(\rho P)^{-1}, \forall i \leq n \}
\end{equation}
for any \( 0 < Z \leq 1 \).
We define
\begin{equation}
\psi := |\theta| + \frac{1}{MH\rho^2 P^2}.
\end{equation}
If \( Z \) satisfies the following
\begin{equation}
Z \leq 1, \quad Z \ll (MHq\rho P\psi)^{-1}, \quad \text{and} \quad Z \ll q\rho P\psi,
\end{equation}
where the implicit constants are chosen suitable. Then the conditions of Lemma 2.3 of [3] are satisfied. So we have
\begin{align*}
N(\alpha, P, h) & \ll Z^{-n} \# \{ w \in \mathbb{Z}^n : |w| < Z \rho P, B_i(h; w) = 0, \forall i \leq n \} \\
& \ll Z^{-n}(Z \rho P)^{n-r(h)},
\end{align*}
where \( r(h) \) is given in section 2. By (3.13) and (3.15) we have
\begin{equation}
|S(\alpha)|^2 \ll H^{-n}(\rho P)^n \sum_h (\rho P)^{\frac{n}{2} + \varepsilon \{ Z^{-n}(Z \rho P)^{n-r(h)} \}^\frac{1}{2}}.
\end{equation}
Assuming the cubic form $C$ is $\vartheta$-good, by (2.4), we have

$$|S(\alpha)|^2 \ll (\rho P)^{2n+\varepsilon}\{(\rho P)^{-\frac{2}{3}}Z^{-\frac{2}{3}} + H^{-n}\}.$$  

We choose

$$Z \approx \min\{(MHq\rho P\psi)^{-1}, q\rho P\psi\},$$  

which automatically yields $Z \leq 1$, then we have

$$|S(\alpha)|^2 \ll (\rho P)^{2n+\varepsilon}\{(MHq\psi)^{\frac{2}{3}} + (\rho P)^{-n}(q\psi)^{-\frac{2}{3}} + H^{-n}\}.$$  

Noting the trivial upper bound of $S(\alpha)$, we can omit the restriction of $H \geq 1$ here.

It will be optimal to take

$$H = \begin{cases} \left\lfloor \left(\frac{q}{M}\right)^{\frac{2}{3}} \right\rfloor, & \text{if } |\theta| \leq q^{-\frac{1}{2}}M^{-\frac{2}{3}}\rho^{-2}P^{-2}, \\ \left\lfloor \frac{1}{M\rho^2P^2|\theta|} + \frac{1}{(Mq|\theta|)^{\frac{2}{3}}} \right\rfloor, & \text{if } |\theta| > q^{-\frac{1}{2}}M^{-\frac{2}{3}}\rho^{-2}P^{-2}. \end{cases}$$  

Since

$$q \leq Q \leq P^{\frac{2(n-3)}{n+4} - \varepsilon}M^{-\frac{2(14n^2 - 20n + 3)}{(n+4)(n-2)}},$$

to make the $H$ in (3.22) $\vartheta$-good when $|\theta| \leq q^{-\frac{1}{2}}M^{-\frac{2}{3}}\rho^{-2}P^{-2}$, it will suffice provided that

$$e(n)\frac{2(n-3)}{n+4} < 3\theta + \frac{29n^2 - 38n - 2}{(n-2)(n+4)},$$

where the inequality has been recorded as (2.15).

Substituting equation (3.22) into inequality (3.21), we deduce that when $|\theta| \leq q^{-\frac{1}{2}}M^{-\frac{2}{3}}P^{-2}$, we have

$$|S(\alpha)|^2 \ll (\rho P)^{2n+\varepsilon}\left(\frac{q^{\frac{2}{3}}}{(\rho P)^n} + \left(\frac{M}{q}\right)^{\frac{n}{3}}\right).$$  

We denote

$$S(a, q) = \sum_{r \mod q} e_q(aC(r)).$$

Substituting $\rho = 1, P = q, \theta = 0$ into (3.23), we get the following Lemma.

**Lemma 3.4.** Let $\varepsilon > 0$ and assume that $C$ is $\vartheta$-good, where $\vartheta$ satisfies (2.15). Then for $q \geq M$, we have

$$S(a, q) \ll M^{\frac{n}{6}}q^{\frac{5n}{6} + \varepsilon}.$$  

**Remark.** The estimate (3.25) is still valid for $q < M$, but it is worse than the trivial result

$$S(a, q) \leq q^n.$$
Lemma 3.5. Either

\[ \Lambda_n(C) \ll M^{\frac{1}{n-2}}, \]

or else there exists constants \( c, c' > 0 \) and a vector \( z = (\xi, y) \) such that \( C(z) = 0 \) and

\[ M^{-\frac{1}{n-2}} \ll |\xi| \ll M^{\frac{1}{n-2}}, \quad |y| \ll M^{\frac{1}{n-2}}, \]

with

\[ \partial_1 = \frac{\partial C}{\partial x_1}(\xi, y) > \frac{c}{M^{1 + \frac{4}{n-2}}} \]

and

\[ |\partial_2| = \left| \frac{\partial C}{\partial x_2}(\xi, y) \right| > \frac{c'}{M^{2 + \frac{7}{n-2}}}. \]

This is the Lemma 6 of \([1]\).

We define

\[ M(\alpha, H) = \int_{\alpha - \kappa}^{\alpha + \kappa} |S(\beta)|^2 d\beta, \]

where \( \kappa \in (0, 1) \) is a parameter to be determined. Let the center point \( z \) of \( B \) be as in Lemma 3.5. Consequently, we have

\[ G := \left| \frac{\partial C}{\partial z_1}(\xi, y) \right| \gg \frac{1}{M^{1 + \frac{4}{n-2}}}. \]

As in Section 4 of \([3]\), \( h \) is restricted by the conditions \( 1 \leq h_1 \leq \rho P \) and \( 1 \leq h_2, ..., h_n \leq H \). After some calculations similar to those in \([3]\), we get the inequality

\[ M(\alpha, H) \ll \frac{(\rho P)^{n-1}}{H^{n-1}} \sum_{h} \sum_{y \in \mathbb{Z}^n} |I(h, y)|, \]

where

\[ I(h, y) = \int_{-\infty}^{+\infty} \exp \left( -\frac{(\beta - \alpha)^2}{\kappa^2} \right) e(\beta \{C(y + h) - C(y)\}) d\beta \]

\[ = \sqrt{\pi \kappa} \exp \left( -\pi^2 \kappa^2 \{C(y + h) - C(y)\}^2 \right) e(\alpha \{C(y + h) - C(y)\}), \]

and where the sums over \( h \) and \( y \) are restricted by the condition that \( y + h \) and \( y \) belong to \( P\mathcal{B} \). By \([2.6]\), we have

\[ C(y + h) - C(y) \gg \frac{|h_1|^2 P^2}{M^{1 + \frac{4}{n-2}}}. \]

From now on we choose

\[ \kappa \asymp \frac{L^2 M^{1 + \frac{4}{n-2}}}{P^2 H}, \]
so that when \(|h_1| \geq H\), we will have
\[ C(y + h) - C(y) \geq \frac{\mathcal{L}^2}{\kappa}. \]
We therefore conclude that the contribution to (3.30) arising from those terms with \(|h_1| \geq H\) is \(O(1)\).

We may now deduce from (3.30) that
\[ M(\alpha, H) \ll 1 + \left( \frac{\rho P}{H} \right)^{n-1} \sum_{|h| \leq H} \left| \sum_{y \in \mathbb{Z}^n} I(h, y) \right|. \]

Recalling the integration definition of \(I(h, y)\) in (3.31), the range \(|\beta - \alpha| \geq \kappa L\) of \(I(h, y)\) trivially contributes \(O(1)\) in total in (3.32), whence
\[ M(\alpha, H) \ll 1 + \left( \frac{\rho P}{H} \right)^{n-1} \sum_{|h| \leq H} \left| \int_{\alpha - \kappa L}^{\alpha + \kappa L} |T(h, \beta)| \, d\beta, \right. \]
where \(T(h, \beta)\) is given by (3.14). By (3.15), we have
\[ M(\alpha, H) \ll 1 + \left( \frac{\kappa (\rho P)^{3n/2-1+\varepsilon}}{H^{n-1}} \right) \sum_{|h| \leq H} \max_{\beta \in \mathcal{I}} N(\beta, P, h)^{1/2}, \]
where
\[ \mathcal{I} = \{ \beta : |\beta - \alpha| \leq \kappa L \}. \]

Next, we consider
\[ A(\theta, R, H, P) := \sum_{R < q \leq 2R} \sum_{a \leq q} \sum_{|h| \leq H} \max_{\beta \in \mathcal{I}} N(\beta, P, h)^{1/2}, \]
with \(\alpha = a/q + \beta\). For \(|h| \leq H\) and \(|w| < \rho P\), we have \(B_i(h; w) \leq cMH\rho P\) for some positive constant \(c\). If \(\beta \in \mathcal{I}\), and \(\|6\beta B_i(h; w)\| \leq \frac{1}{\rho P}\), then we have
\[ \|6\alpha B_i(h; w)\| < \frac{1}{\rho P} + \frac{6c\mathcal{L}^3}{PM^{\frac{1}{3}}} = \frac{1}{\rho P} \left(1 + \frac{6c\mathcal{L}^3}{M^{2+\frac{1}{3}}} \right) \ll \frac{1}{\rho P}. \]
Let \(\tilde{P} \asymp \rho P, \tilde{P} = \tilde{P}/2\). Then as in section 5 of [3], we have
\[ \max_{\beta \in \mathcal{I}} N(\beta, P, h) \leq \# \left\{ w \in \mathbb{Z}^n : |w| < \rho P, \|6\alpha B_i(h; w)\| < \frac{1}{\rho P}, \forall i \leq n \right\} \]
\[ \ll Z^{-n} \# \left\{ w \in \mathbb{Z}^n : |w| < Z\tilde{P}, \|6\alpha B_i(h; w)\| < \frac{Z}{\rho P}, \forall i \leq n \right\}. \]
for any \(0 < Z \leq 1\).

We proceed to choose \(Z\) in two different ways. When \(R < q \leq 2R\), with \(\psi\) as in (3.19), we first take
\[ Z = Z_1 \asymp \min \left\{ \frac{1}{RM\rho P\psi}, R\rho P\psi \right\}, \]
with suitable implicit constants. Then the condition of Lemma 2.3 in [3] is satisfied, so

\[
\max_{\beta \in \mathcal{I}} N(\beta, P, h) \ll Z_1^{-n}\#\{w \in \mathbb{Z}^n : \|w\| < Z_1 \hat{P}, B_i(h; w) = 0, \forall i \leq n\}
\]

\[
\ll Z_1^{-n}\{1 + (Z_1 \hat{P})^{n-r}\},
\]

\[
\ll Z_1^{-n}(Z_1 \hat{P})^{n-r},
\]

where \( r = r(h) \). Thus

\[
(3.36) \quad \max_{\beta \in \mathcal{I}} N(\beta, P, h) \ll (\rho P)^n \left((RMH\psi)^r + \frac{1}{((\rho P)^2 R\psi)^r}\right).
\]

If we take

\[
Z = Z_2 \approx \min \left\{1, \frac{1}{RMH\rho P\psi}\right\},
\]

with suitable implicit constants. Again by the Lemma 2.3 in [3], we have

\[
\max_{\beta \in \mathcal{I}} N(\beta, P, h) \ll Z_2^{-n}\#\{w \in \mathbb{Z}^n : \|w\| < Z_2 \hat{P}, q | B_i(h, w), \forall i \leq n\}.
\]

Then following the argument in section 5 of [3], we can get

\[
(3.37) \quad \max_{\beta \in \mathcal{I}} N(\beta, P, h) \ll (\rho P)^n \left(\frac{1}{(\rho P)^r} + (RMH\psi)^r + \frac{1}{q_2}\right),
\]

where \( q_2 \) is defined as in [3].

We combine (3.36) with (3.37) to deduce that

\[
\max_{\beta \in \mathcal{I}} N(\beta, P, h)
\]

\[
\ll (\rho P)^n \left((RMH\psi)^r + \min \left\{\frac{1}{((\rho P)^2 R\psi)^r}, \frac{1}{(\rho P)^r} + \frac{1}{q_2}\right\}\right),
\]

\[
\ll (\rho P)^n \left((RMH\psi)^r + \frac{1}{(\rho P)^r} + \min \left\{\frac{1}{((\rho P)^2 R\psi)^r}, \frac{1}{q_2}\right\}\right).
\]

Then it follows that

\[
(3.38) \quad A(\theta, R, H, P) \ll R(\rho P)^{\frac{R}{2}} \sum_{R < q \leq 2R} \sum_{|h| \leq H} \left((RMH\psi)^{r/2} + \frac{1}{(\rho P)^{r/2}}
\]

\[
+ \min \left\{\frac{1}{(\rho P)^r(R\psi)^{r/2}}, \frac{1}{q_2^{r/2}}\right\}\right).
\]

We therefore proceed to consider

\[
V(h, R, \psi) := \sum_{R < q \leq 2R} \min \left\{\frac{1}{(\rho P)^r(R\psi)^{r/2}}, \frac{1}{q_2^{r/2}}\right\}
\]

for a given vector \( h \), with \( r(h) = r \). Following the argument in section 5 of [3], we deduce that

\[
V(h, R, \psi) \ll \mathcal{L}^2(MHR)^r \frac{R}{(\rho P)^r(R\psi)^{r/2}} \min \left\{1, ((\rho P)^2 \psi)^{\varepsilon(r)}\right\},
\]
where
\[ e(r) = \begin{cases} 
0, & \text{if } r = 0, \\
\frac{1}{2}, & \text{if } r = 1, \\
1, & \text{if } r \geq 2.
\end{cases} \]

We now see from (3.38) that
\[
A(\theta, R, H, P) \ll R^2 (\rho P)^{\frac{n}{2}} \sum_{|h| \leq H} \left( (RMH\psi)^{r/2} + \frac{1}{(\rho P)^{r/2}} + \frac{V(h, R, \psi)}{R} \right)
\]
\[
\ll R^2 (\rho P)^{\frac{n}{2} + \epsilon} \sum_{|h| \leq H} \left( (RMH\psi)^{r/2} + \frac{1}{(\rho P)^{r/2}} 
+ \frac{1}{(\rho P)^r (R\psi)^{r/2}} \min \left\{ 1, ((\rho P)^2 \psi)^{e(r)} \right\} \right).
\]

Assuming the cubic form \( C \) is \( \vartheta \)-good, by (2.4), we have
\[
A(\theta, R, H, P) \ll R^2 (\rho P)^{\frac{n}{2}} \sum_{r=0}^{n} H^n \left( (RMH\psi)^{r/2} + \frac{1}{(\rho P)^{r/2}} 
+ \frac{1}{(\rho P)^r (R\psi)^{r/2}} \min \left\{ 1, ((\rho P)^2 \psi)^{e(r)} \right\} \right)
\]
\[
\ll R^2 (\rho P)^{\frac{n}{2} + \epsilon} \left( 1 + (RMH^3\psi)^{n/2} + \frac{H^n}{(\rho P)^{n/2}} 
+ \frac{H^n}{(\rho P)^{n/2}} \min \left\{ 1, (\rho P)^2 \psi \right\} 
+ \frac{H^2}{(\rho P)^2 R\psi} \min \left\{ 1, (\rho P)^2 \psi \right\} 
+ \frac{H}{(\rho P)(R\psi)^{1/2}} \min \left\{ 1, (\rho P)^{\psi^{1/2}} \right\} \right).
\]

After a simple comparison, we only need to keep the first, second, fourth terms in the brackets. So we conclude the following lemma.

**Lemma 3.6.** Under the assumption that (2.4) holds, we have
\[
A(\theta, R, H, P) \ll R^2 (\rho P)^{\frac{n}{2} + \epsilon} \left( 1 + (RMH^3\psi)^{n/2} 
+ \frac{H^n}{(\rho P)^{n/2}} \min \left\{ 1, (\rho P)^2 \psi \right\} \right).
\]

(3.39)

For \( \sum (R, \phi, \pm) \), by Cauchy’s inequality we can deduce that
\[
\sum (R, \phi, \pm) \ll \phi^\frac{1}{2} R \left( \sum_{R, q \leq 2R} \sum_{\substack{a \leq q \leq R \\ (a, q) = 1}} \int_0^{2\phi} \left| S \left( \frac{a}{q} \pm \nu \right) \right|^2 d\nu \right)^\frac{1}{2}.
\]
We cover the interval $[\phi, 2\phi]$ with $O(1+\frac{\phi}{\kappa})$ intervals of the form $[\theta - \kappa, \theta + \kappa]$ with $\phi \leq \theta \leq 2\phi$. Hence, we have

$$\sum (R, \phi, \pm) \ll \phi^2 R \left( 1 + \frac{\phi}{\kappa} \right)^{1/2} \left( \sum_{R < q \leq 2R} \sum_{a \leq q \atop (a, q) = 1} M \left( \frac{a}{q}, \theta, H \right) \right)^{1/2},$$

for some $\theta$ in the range $\phi \leq |\theta| \leq 2\phi$. By (3.33) and (3.35), we have

$$\sum (R, \phi, \pm) \ll \phi^2 R \left( R^2 + \frac{\kappa (\rho P)^{3n/2-1+\varepsilon}}{H^{n-1}} A(\theta, R, H, P) \right)^{1/2}.$$

Then by (3.39), we have

$$\sum (R, \phi, \pm) \ll \phi^2 R^2 \left( 1 + \frac{\phi}{\kappa} \right)^{1/2} \left( 1 + \frac{\kappa}{H^{n-1}} (\rho P)^{2n-1+\varepsilon} E \right)^{1/2},$$

where

$$E = 1 + (RMH^3 \psi)^n/2 + \frac{H^n}{(\rho P)^n (R\psi)^n/2} (\rho P)^2 \psi,$$

$\psi$ is given in (3.19). Noting that

$$\frac{\psi}{\kappa} = \frac{\phi}{\kappa} + \frac{M^{2+\frac{6}{n-2}}}{L^2} \gg \frac{\phi}{\kappa} + 1,$$

we deduce that

$$\sum (R, \phi, \pm) \ll \phi^2 R^2 \left( \frac{\psi}{\kappa} \right)^{1/2} \left( 1 + \frac{\kappa}{H^{n-1}} (\rho P)^{2n-1+\varepsilon} E \right)^{1/2}$$

$$\ll \phi^2 R^2 \psi^{1/2} \left( \frac{(\rho P)^2 H M^{3+\frac{6}{n-2}}}{L^2} + \frac{(\rho P)^{2n-1+\varepsilon} E}{H^{n-1}} \right)^{1/2},$$

$$\ll \phi^2 R^2 \psi^{1/2} \frac{(\rho P)^n - \frac{1}{2} + \varepsilon}{H^{n-1-\frac{1}{2}}} E^{1/2}.$$
and
\[ P^{3+\varepsilon} R^4 \phi \rho^{2n-3} \ll H^n M^{\frac{2(-8n^2+12n+1)}{n-2} + 1}. \]

We therefore take
\[ H = P^\varepsilon \max \left\{ 1, (P^5 R^4 \phi^2 M^{\frac{12n^2-24n-1}{n-2}}} \right\}, \]

More specifically, if we set
\[ \phi_0 := P^{-2} \frac{n+3}{n+4} M^{\frac{9n^2+25n-3}{(n-2)(n+1)}} R^{-\frac{4}{n+4}}, \]

we take
\[ (3.43) \quad H = \begin{cases} P^\varepsilon \max \left\{ 1, (P^3 R^4 \phi M^{\frac{3(4n^2-7n+1)}{n-2}}} \right\}, & \text{if } \phi \leq \phi_0, \\ P^\varepsilon \max \left\{ 1, (P^5 R^4 \phi^2 M^{\frac{12n^2-24n-1}{n-2}}} \right\}, & \text{if } \phi > \phi_0. \end{cases} \]

Recalling \((3.5)\), to make the \( H \) in \((3.43)\) \( \vartheta \)-good, it will suffice providing that
\[ e(n) \frac{7n}{n+4} < n\vartheta - \frac{n(12n^2-29n-1)}{(n+4)(n-2)} - \varepsilon, \]

and
\[ 5e(n) < (n-1)\vartheta - \frac{12n^2-24n-1}{n-2} - \varepsilon, \]

where the two inequalities have been respectively recorded as \((2.19)\) and \((2.20)\) before. Now, if \( \phi \leq \phi_0 \), then
\[ \psi \ll \frac{P^\varepsilon}{MHP^2}, \]

we calculate that
\[ RMH^3 \psi \ll \frac{RMH^3 P^\varepsilon}{MH(\rho P)^2}, \]
\[ \ll \frac{RH^2 P^\varepsilon}{(\rho P)^2}, \]
\[ \ll \frac{RP^\varepsilon}{(\rho P)^2} \left( 1 + \left( P^3 R^4 \phi M^{\frac{3(4n^2-7n+1)}{n-2}}} \right) \right), \]
\[ \ll \frac{Q P^\varepsilon}{(\rho P)^2} + Q^\frac{n+4}{n+1} P^\frac{n}{n-2+\varepsilon} M^{\frac{3(4n^2-7n+1)}{n-2}}} \rho^{-2}, \]
\[ \ll 1 \]

providing that
\[ Q \ll P \frac{2(n-3)}{n+4} \rho^{-\varepsilon} M^{-\frac{2(14n^2-20n+3)}{(n-2)(n+4)}}. \]

Similarly when \( \phi \geq \phi_0 \), then
\[ \psi \ll \phi, \]
we have
\[ RMH^3 \psi \ll RM\phi P^\varepsilon \left( 1 + \left( P^5 R^4 \phi^2 M \frac{12n^2 - 24n - 1}{n^2} \right)^{\frac{3}{n-1}} \right) \]
\[ \ll \frac{M P^\varepsilon}{Q} \left( 1 + \left( P^5 R^4 \frac{1}{(RQ)^2} M \frac{12n^2 - 24n - 1}{n^2} \right)^{\frac{3}{n-1}} \right) \]
\[ \ll 1 \]

providing that
\[ Q \gg P^{\frac{15n}{n-1} + \varepsilon} M^{\frac{37n^2 - 75n - 1}{(n-1)(n-2)}}. \]

The above two cases are satisfied by (3.1).

We turn now to the condition
\[ (3.44) \quad \frac{H^n}{(\rho P)^n (R\psi)^{n/2}} (\rho P)^2 \psi \ll 1. \]

When \( \phi \leq \phi_0 \), we have
\[ \psi \geq \frac{1}{MHP^2}, \]
whence (3.44) holds providing that
\[ H \ll \frac{R^{\frac{n}{2}}}{M^{\frac{n}{2}}}. \]

Substituting (3.43) into the above, this can be satisfied providing that
\[ (3.45) \quad R \gg M^{\frac{n-2}{2} + \varepsilon}, \]
and
\[ \phi \leq \min \{ \phi_0, \phi_1 \}, \]

where
\[ (3.46) \quad \phi_1 := \frac{R^{\frac{n^2 - 12n + 8}{3n - 2}}}{P^{3 + \varepsilon} M^{\frac{37n^2 - 91n^2 + 25n - 6}{(3n - 2)(n-2)}}}. \]

Similarly, when \( \phi > \phi_0 \), we have \( \psi \geq \phi \), whence (3.44) holds providing that
\[ H \ll (\rho P)^{-\frac{2n^2}{n^2}} R^{\frac{n}{2} \phi^{\frac{n}{2} - \frac{1}{2}}}. \]

Substituting (3.43) into the above, this can be satisfied providing that
\[ \phi \geq \max \{ \phi_0, \phi_2 \}, \]

where
\[ (3.47) \quad \phi_2 := \frac{M^{\frac{2(14n^3 - 29n^2 + 2)}{11n^2 - 7n + 2}}}{P^{\frac{2(n^2 - 8n + 2)}{n^2 - 7n + 2} - \varepsilon} R^{\frac{n(n-9)}{n^2 - 7n + 2}}}. \]

We now discuss the range \( R \geq P_0 \), where (3.45) always holds. When
\[ R \geq P^{\frac{3n - 2}{3n - 2 - 11n + 8 + \varepsilon}} M^{\frac{37n^3 - 81n^2 + 57n - 10}{(n-2)(n^2 - 11n + 8)}}, \]
we have \( \phi_2 \leq \phi_0 \leq \phi_1 \). So (3.44) is always true in this case. For the remaining range
\[
P_0 \leq R < P^{\frac{3n^2 - 2}{n^2 - 11n + 8}} + \varepsilon M^{\frac{37n^3 - 81n^2 + 57n - 10}{(n-2)(n^2 - 11n + 8)}},
\]
we have
\[
\phi_1 \leq \phi_0 \leq \phi_2,
\]
therefore (3.44) holds unless
\[
\phi_1 \leq \phi \leq \phi_2.
\]

We invoke Lemma 3.2 to deal with this intermediate range.

On the one hand,
\[
P - 3 + \varepsilon M^{\frac{54n^2 - 101n - 8}{(n-2)(n-8)}} R - \frac{n-16}{n-8} \leq \phi_1
\]
holds providing
\[
R \geq M^{n^4 - 225n^3 + 372n^2 - 268n + 64} + \varepsilon.
\]
Recalling the definition (2.8) of \( P_0 \), (3.48) is always valid in the range \( R \geq P_0 \).

On the other hand,
\[
\phi_2 \leq P^{\frac{24}{n+8} - \varepsilon} M^{\frac{-49n^2 + 106n + 8}{(n+8)(n-2)}} R - \frac{n+16}{n+8}
\]
holds providing
\[
R \leq P^{\frac{5n^2 - 12n + 22}{5n^2 - 19n + 16} - \varepsilon} M^{\frac{77n^4 - 283n^3 + 368n^2 - 152n + 16}{2(n-2)(5n^2 - 19n + 16)}}.
\]
When
\[
R < P^{\frac{3n - 2}{n-11n + 8} + \varepsilon} M^{\frac{37n^3 - 81n^2 + 57n - 10}{(n-2)(n^2 - 11n + 8)}},
\]
(3.49) holds provided that
\[
e(n) \geq \frac{77n^4 - 221n^3 + 180n^2 + 70n - 96}{2(n-2)(n^3 - 16n^2 + 33n - 16)} + \varepsilon,
\]
which has been recorded as (2.17). Substituting (3.50), and using \( \phi \leq \phi_2 \),
(3.8) holds providing that
\[
e(n) \frac{n^2 - 6n + 4}{n^2 - 11n + 8} + \varepsilon \leq \frac{\varphi n}{4} - \frac{6n^4 - 14n^3 + 13n^2 + 10n - 12}{(n-2)(n^2 - 11n + 8)},
\]
which has been recorded as (2.21).

So for the range \( R \geq P_0 \), we have
\[
\sum (R, \phi, \pm) \ll P^{n-3-\varepsilon} M^{\frac{8n^2 + 12n + 1}{n-2}},
\]providing that (2.17) (2.19), (2.20) and (2.21) hold.

Combined with the estimate for the range
\[
R \leq P_0, \quad T \leq \phi \leq (RQ)^{-1},
\]
which has been deduced in Lemma 3.3, we are now able to obtain the following Lemma.

**Lemma 3.7.** Suppose that \( n \geq 14 \), \( C \) is \( \vartheta \)-good, and \((2.16), (2.17)\) hold. Then for \( \phi \leq \frac{1}{RQ} \) and \( R \leq Q \), we have

\[
\sum (R, \phi, \pm) \ll P^{n-3-\varepsilon} M^{-\frac{8n^2 + 12n + 1}{n-2}},
\]

unless

\[(3.51) \quad R \leq P_0 \quad \text{and} \quad \phi \leq T,
\]

where \( \vartheta \) needs to satisfy \((2.18), (2.19), (2.20), (2.21)\).

We proceed to cover the bulk of the minor arcs by sets of the form

\[I(a, q) = \left\{ \alpha = \frac{a}{q} + \nu : \nu_0 \leq |\nu| \leq \frac{1}{qQ} \right\},\]

where

\[\nu_0 = \begin{cases} T, & \text{if } q \leq P_0, \\ \frac{1}{q^\varepsilon}, & \text{otherwise}. \end{cases}\]

For the interval \( \left[ \frac{a}{q} - \frac{1}{q^\varepsilon}, \frac{a}{q} + \frac{1}{q^\varepsilon} \right] \), by the trivial estimation, we have

\[
\sum_{q \leq Q} \sum_{a \leq q} \int_{\frac{a}{q} - \frac{1}{q^\varepsilon}}^{\frac{a}{q} + \frac{1}{q^\varepsilon}} |S(\alpha)| d\alpha \leq Q^2,
\]

which is \( o(P^{n-3-\varepsilon} M^{-\frac{8n^2 + 12n + 1}{n-2}}) \). By dyadic method we also have

\[
\sum_{q \leq Q} \sum_{a \leq q} \int_{I(a,q)} |S(\alpha)| d\alpha \leq L^2 \sum (R, \phi, \pm),
\]

for some \( R \leq Q \), some \( \phi \leq (RQ)^{-1} \), and some choice of \( \pm \). Hence the Lemma 2.3 follows from the Lemma 3.7.

4. **The Truncated Singular Series**

In this section we give the proof of Lemma 2.4. Let \( \Delta(C) \) be the greatest common divisor of all the \( n \times n \) subdeterminants of the \( n \times \frac{1}{2}n(n + 1) \) matrix formed from the coefficients of \( C \). This is introduced by Davenport [4] and denoted by \( h(C) \) there. It is invariant under any unimodular change of variables, and \( \Delta(C) = 0 \) if and only if \( C \) is degenerate. In [6], Lloyd shows that \( \Lambda_n(C) \ll M^{n-1} \) if \( C \) is degenerate. So we may assume that \( \Delta(C) \neq 0 \). By definition one has

\[0 < \Delta(C) \ll M^n.\]
For positive integer $k$, we let

$$\rho(p^k) := \#\{x \in (\mathbb{Z}/p^k\mathbb{Z})^n : C(x) \equiv 0 \pmod{p^k}\},$$

and $\rho^*(p^k)$ for the number of the set of non-singular solutions modular $p^k$.

Recalling the definition of $S(R)$, we have

$$S(P_0) = \sum_{q \leq P_0} A(q),$$

in which

$$(4.1) \quad A(q) = \sum_{1 \leq a \leq q \atop (a,q)=1} \frac{S(a,q)}{q^n},$$

and $S(a,q)$ is given in (3.24). It is well-known that

$$\sum_{i=0}^{k} A(p^k) = \frac{\rho(p^k)}{p^{k(n-1)}}.$$

We now define the truncated Euler product

$$S(P_0) := \prod_{p \leq P_0} k(p) \sum_{i=0}^{k(p)} A(p^i),$$

where $k(p)$ is given by (7.4) of [1]. The following Lemma gives a uniform lower bound for this quantity.

**Lemma 4.1.** Let $\varepsilon > 0$. Then we have

$$S(P_0) \gg M^{-6n-\varepsilon}.$$

This is the Lemma 16 of [2].

Define

$$\mathcal{L}(P_0) := \{q \in \mathbb{N} : q > P_0, \ p^i \mid q \Rightarrow p \leq P_0 \text{ and } i \leq k(p)\}.$$

Then we have

$$R(P_0) := |\mathcal{G}(P_0) - S(P_0)| \leq \sum_{q \in \mathcal{L}(P_0)} |A(q)|,$$

where $A(q)$ is given by (4.1). For the upper bound of $R(P_0)$, we have the following results.

**Lemma 4.2.** Assume that $C$ is $\infty$-good. Then for $n \geq 14$, we have

$$R(P_0) \ll M^{\frac{2}{n}} p_0^{-\frac{1}{n}+\varepsilon}.$$

**Proof.** It follows from Lemma 3.4 that $A(q) \ll M^{\frac{2}{n}} q^{1-\frac{1}{n}+\varepsilon}$. So we have

$$R(P_0) \ll \sum_{q > P_0} |A(q)| \ll \sum_{q > P_0} M^{\frac{2}{n}} q^{1-\frac{1}{n}+\varepsilon} \ll M^{\frac{2}{n}} p_0^{2-\frac{1}{n}+\varepsilon},$$

for $n \geq 14$. \qed
Lemma 4.3. Assume that $C$ is $\vartheta$-good, for $\vartheta < \infty$. Assume furthermore that $P_0 \ll M^{1+2\vartheta}$ and $\delta$ satisfies

\[(4.2) \quad 2 < \delta < \frac{n}{6}, \quad \frac{2n}{n-6\delta} < 1 + 2\vartheta.\]

Then we have

\[R(P_0) \ll M^{\frac{\delta}{n-6\delta}} P_0^{2-\delta+\varepsilon}.\]

Proof. We follow the approach of Lemma 13 in [1]. Let $q$ be an integer in the interval

\[(4.3) \quad M^{\frac{n}{n-6\delta}+\varepsilon} \leq q \leq M^{1+2\vartheta}.\]

In the proof of Lemma 4.2 we get $A(q) \ll M^\vartheta q^{1-\frac{n}{\vartheta}+\varepsilon}$. If $q$ satisfies (4.3), then we have

\[A(q) = O(q^{1-\delta}),\]

uniformly in $M$.

Let

\[A = \frac{n}{n-6\delta} + \varepsilon, \quad B = 1 + 2\vartheta.\]

One has $2A < B$. And for each $q \in \mathcal{L}(P_0)$, Browning and et al [1] prove that there is a factorisation

\[q = q_1\cdots q_t q_{t+1},\]

with $(q_i, q_j) = 1$ for each $1 \leq i < j \leq t+1$, where $q_i$ satisfies (4.3) for $1 \leq i \leq t$ and $q_{t+1} < M^A$. Write $q = q_0 q_{t+1}$, with $q_0 = q_1\cdots q_t$, then one has

\[R(P_0) \ll M^A \sum_{q_{t+1} < M^A} \sum_{q_0 > \frac{P_0}{q_{t+1}}} q_0^{1-\delta+\varepsilon} \ll M^{A\delta} P_0^{2-\delta+\varepsilon}.\]

Then the Lemma follows.

In this Lemma we correct an error in the treatment of Lemma 13 in [1], where the exponent of $M$ should be $\frac{n\delta}{n-8\delta} + \varepsilon$ rather than $\frac{n}{n-8\delta} + \varepsilon$.□

5. The Major Arcs

In this section we will give the proof of Lemma 2.2. For $\alpha \in \mathfrak{M}$, there exist coprime integers $a, q$ such that $1 \leq a < q \leq P_0$, and

\[\alpha = \frac{a}{q} + z, \quad |z| \leq T.\]

Let $D$ be the smallest real number exceeding 1 such that $B \in [-D,D]^n$. Then we have

\[(5.1) \quad 1 \leq D \ll 1 + |z|,\]
and
\begin{equation}
S(\alpha) = \sum_{r \mod q} e_q(aC(r)) \sum_{y \in \mathbb{Z}} e(zC(r + qy)).
\end{equation}

**Lemma 5.1.** Let \( \alpha = a/q + z \in \mathbb{M}(a,q) \), for coprime integers \( a, q \) satisfying the inequality \( 0 \leq a < q \leq P_0 \), where \( P_0 \) is given by (2.8). Assume that
\begin{equation}
P_0 TM^{\frac{3}{7}} P^2 \ll 1.
\end{equation}
Then either \( \Lambda_n(C) = O(1) \), or else we have
\[ S(\alpha) = \frac{S(a,q)I_P(z)}{q^n} + O \left( q(\rho P)^{n-1} \right), \]
where
\[ S(a,q) = \sum_{r \mod q} e_q(aC(r)), \]
and
\[ I_P(z) = \int_{P/\delta} e(zC(x)) dx. \]

**Proof.** Same as Lemma 5 of [1], it is sufficient to note that by (5.3), we have
\[ q|z|M(DP)^2 \ll P_0 TMP^2, \]
which is \( O(M^{-\eta}) \) for a certain value of \( \eta > 0 \) when \( n \geq 14 \). Substituting the definition (2.8) of \( P_0 \) and (2.11) of \( T \), (5.3) is equivalent with
\[ e(n) \geq 904.479, \quad \text{if } n = 14, \]
\[ e(n) \geq e_0P_0 + \frac{24n^2 - 13n + 2}{2(n-2)} + \varepsilon, \quad \text{if } n \geq 15, \]
which has been recorded as (2.14). \( \square \)

Following the approach of section 5 in [1], with Lemma 5.1 we deduce that
\[ \int_{\mathbb{M}} S(\alpha) d\alpha = \mathcal{S}(P_0) \mathfrak{I}(TP^3) P^{n-3} + O \left( (\rho P)^{n-1} P_0^3 T \right), \]
then
\begin{equation}
\int_{\mathbb{M}} S(\alpha) d\alpha = \mathcal{S}(P_0) V(0) P^{n-3} + O \left( (\rho P)^{n-1} P_0^3 T \right) + O \left( |\mathcal{S}(P_0)| \rho^{n-2} M^{3+\frac{11}{n-2}} (TP^3)^{-\frac{1}{2}} P^{n-3} \right),
\end{equation}
where \( V(0) \gg \rho^{n-1} M^{-1-\frac{2}{n-2}}. \)
For $n \geq 14$, we assume that $C$ is $\vartheta$-good, where $\vartheta$ satisfies (2.15). Then invoking the trivial upper bound of $S(a, q)$ and Lemma 3.4 respectively, we have

$$S(P_0) \ll \sum_{q \leq P_0} q^{1-n}|S(a, q)|$$

$$\ll \sum_{1 \leq q \leq M} q^{1-n}|S(a, q)| + \sum_{q > M} q^{1-n}|S(a, q)|$$

$$\ll \sum_{1 \leq q \leq M} q + \sum_{q > M} M^{\frac{5}{6}} q^{1-\frac{n}{6}+\varepsilon}$$

$$\ll M^{2+\varepsilon}.$$

Taking $J = V(0)$, then the Lemma 2.2 follows.
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