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Abstract

Classical approaches in cluster analysis are typically based on a feature space analysis. However, many applications lead to datasets with additional spatial information and a ground truth with spatially coherent classes, which will not necessarily be reconstructed well by standard clustering methods. Motivated by applications in hyperspectral imaging, we introduce in this work clustering models based on orthogonal nonnegative matrix factorization, which include an additional total variation (TV) regularization procedure on the cluster membership matrix to enforce the needed spatial coherence in the clusters. We propose several approaches with different optimization techniques, where the TV regularization is either performed as a subsequent postprocessing step or included into the clustering algorithm. Finally, we provide a numerical evaluation of all proposed methods on a hyperspectral dataset obtained from a matrix-assisted laser desorption/ionisation imaging measurement, which leads to significantly better clustering results compared to classical clustering models.
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1 Introduction

Cluster analysis has been studied over fifty years in the machine learning community and is one of the central topics in unsupervised learning with a wide range of possible research directions and application fields including image segmentation, document clustering and bioinformatics [1]. The general clustering problem is to partition a given set of objects \( \mathcal{O} \) into different groups, such that each object within a group are more similar to each other compared to the objects in other groups. One typical approach is based on a feature space analysis. The basic concept is to assign to each object \( \sigma \in \mathcal{O} \) a feature vector \( x_\sigma \in \mathcal{X} \) containing the characteristics of \( \sigma \), where \( \mathcal{X} \) is a suitably defined feature space. Furthermore, a similarity measure and a suitable minimization problem is defined to introduce the notion of similarity between the feature vectors and to formulate the clustering problem.

However, many types of datasets contain additional spatial information, which is typically not used in cluster analysis. Characteristic examples are images or, more generally, hyperspectral datasets, where each measured spectrum is associated to a point in a two- or three-dimensional space. Furthermore, many application fields like mass spectrometry imaging or Earth remote sensing naturally lead to datasets with spatially coherent regions. Hence, a classical cluster analysis, which is entirely based on a feature space analysis, does not lead necessarily to spatially coherent clusters and is therefore not sufficient to reconstruct the spatial coherent regions in these kind of data.

Hence, this work focuses on a combined clustering analysis, which takes into account both the feature space and the spatial coherence of the clusters. We introduce numerous clustering methods based on orthogonal nonnegative ma-
trix factorization (ONMF) for general nonnegative datasets with spatial information and include a TV regularization procedure to regularize the cluster membership matrix to induce the needed spatial coherence. Furthermore, we discuss different optimization techniques for the ONMF models and derive the corresponding minimization algorithms. Finally, we perform a numerical evaluation on a mass spectrometry imaging dataset acquired from a matrix-assisted laser desorption/ionization imaging measurement of a human colon tissue sample and compare the proposed clustering methods to classical ONMF approaches.

This paper is organized as follows. After a short description of the related work and the used notation in Section 1.1 and Section 1.2, we give a short outline of the basics of ONMF approaches, its relations to K-means clustering and details on possible solution algorithms in Section 2. In Section 3 we introduce the proposed methods in this work which are divided into so-called separated methods and combined methods. Section 4 is entirely devoted to the numerical experiments and the evaluation of the discussed methods. Finally, Section 5 concludes the findings and gives an outlook for future possible research directions.

1.1 Related Work

The natural relation between ONMF and clustering models is well studied.

One of the first theoretical analysis was provided by Ding et al. in [17]. By comparing the cost functions of different nonnegative matrix factorization (NMF) and K-means models, the authors could show in their work for example the strong relationship between K-means clustering and ONMF with an orthogonality constraint on one of the factorization matrices as well as kernel K-means and symmetric ONMF. Furthermore, the connections to spectral clustering and tri-factorizations were studied. Several works followed with a similar theoretical emphasis on tri-factorizations [18] and multiple other NMF models [37]. The previous mentioned works focus on the theoretical side but also give some first update rules to solve the corresponding ONMF problems. However, more work has been done for the algorithm development. Many classical approaches are based on multiplicative update rules [18] [13] [52] [40]. More recent works are, for instance, based on nuclear norm optimization [45], further multiplicative update schemes [43] [55], hierarchical alternating least squares [29] [36] [59], proximal alternating linearized Minimization [50], EM like algorithms and augmented Lagrangian approaches [47], deep neural networks [48] and other techniques [5] [57]. Finally, we would like to refer the interested reader at this point to two review articles on NMF methods for clustering [38] [49] and a book on NMF and nonnegative tensor factorizations [14].

While analyzing and developing optimization algorithms for NMF clustering methods is a major topic throughout the literature, studying clustering techniques with spatial coherence by incorporating the local information of the considered datapoints is far less common. Spatially coherent clusterings are primarily analyzed in the context of image segmentation problems [16] [54] [27] [42]. The subject of spatial coherence can also be found in the literature of hyperspectral image analysis. Several NMF models with total variation regularization, which include the local neighbourhood information of each datapoint, have been analyzed for the critical processing step of hyperspectral unmixing [26] [20] [21]. These articles can be considered as closest to our approach, since we also focus on the application of generalized NMF models to hyperspectral images. Further works also consider NMF models with different TV penalty terms for hyperspectral image denoising [56] [53] [34], some of which will be used in the later course of this work for the derivation of optimization algorithms of the respective clustering models.

However, all the aforementioned works only include either orthogonality constraints or TV regularization into their NMF models, whereas we focus on combining both of these properties to obtain a spatially coherent clustering method for hyperspectral datasets.

The only work which includes TV regularization as well as penalty terms to enforce an orthogonality constraint on one of the matrices is, to the best of our knowledge, the survey article [22] with a rather general focus on the development of algorithms based on surrogate functions leading to multiplicative update schemes.

1.2 Notation

Matrices will play a major role throughout this work and are denoted, unless otherwise stated, by capital Latin or Greek letters (e.g. $X$, $U$, $\Psi$, ...). The entry of a matrix $U$ in the $i$-th row and $j$-th column is indicated as $U_{ij}$. The same holds true for a matrix product, where its $ij$-th entry is given by $(UV)_{ij}$. Furthermore, we use a dot to indicate rows and columns of matrices. The $i$-th row and $j$-th column of $U$ are written as $U_{\cdot i}$ and $U_{\cdot j}$ respectively. Moreover, we denote the $i$-th iteration of a matrix $U$ in an algorithm by $U^{[i]}$. 

Spatially Coherent Clustering Based on ONMF  
A PREPRINT
What is more, we write $\|U\|_F$ and $\|U_{\ast,j}\|_2$ for the Frobenius norm of a matrix $U$ and the usual Euclidean norm of a vector $U_{\ast,j}$. We also use the notion of nonnegative matrices and write $U \geq 0$ or $U \in \mathbb{R}^{m \times n}_{\geq 0}$ with $\mathbb{R}_{\geq 0} := \{x \in \mathbb{R} \mid x \geq 0\}$ for an $m \times n$ matrix $U$, which has only nonnegative entries. The notation for the dimension of the matrices in the NMF problems are reused throughout the article and will be introduced in the following Section 2.

2 Background

2.1 Orthogonal NMF and K-means

Nonnegative matrix factorization (NMF), originally introduced by Paatero and Tapper in 1994 [44] as positive matrix factorization, is a specific matrix factorization method designed to obtain a low-rank approximation of a given and typically large nonnegative data matrix. Different from the widely used principal component analysis (PCA), which is based on the singular value decomposition and allows to compute a best rank $K$ approximation of a given arbitrary matrix, the NMF constrains the matrix factors to be nonnegative. This property makes the NMF the method of choice where the considered data naturally fulfills a nonnegativity constraint so that the interpretability of the factor matrices is ensured. NMF has been widely used for data compression, source separation, feature extraction, clustering or even for solving inverse problems. Possible application fields are hyperspectral unmixing [26, 20, 21], document clustering [28, 45], music analysis [23] but also medical imaging problems such as dynamic computed tomography to perform a joint reconstruction and low-rank decomposition of the corresponding dynamic inverse problem [4] or matrix-assisted laser desorption/ionisation (MALDI) imaging, where it can be used for tumor typing in the field of bioinformatics as a supervised classification method [35].

Mathematically, the standard NMF problem can be formulated as follows: For a given nonnegative matrix $X \in \mathbb{R}_{\geq 0}^{M \times N}$, the task is to find two nonnegative matrices $U \in \mathbb{R}_{\geq 0}^{M \times K}$ and $V \in \mathbb{R}_{\geq 0}^{K \times N}$ with $K \ll \min\{M, N\}$, such that

$$X \approx UV = \sum_{k=1}^{K} U_{\ast,k}V_{\ast,k}.$$ 

This allows the approximation of the columns $X_{\ast,n}$ and rows $X_{n,\ast}$ via a superposition of just a few basis vectors $\{U_{\ast,k}\}_k$ and $\{V_{k,\ast}\}_k$, such that $X_{\ast,n} \approx \sum_k V_{k,n}U_{\ast,k}$ and $X_{n,\ast} \approx \sum_k U_{m,k}V_{\ast,k}$. In this way, the NMF can be seen as a basis learning tool with additional nonnegativity constraints.

The typical variational approach to tackle the NMF problem is to reformulate it as a minimization problem by defining a suitable discrepancy term $D$ according to the noise assumption of the underlying problem. The default case of Gaussian noise corresponds to the Frobenius norm on which we will focus on in this work. Further possible choices include the Kullback-Leibler divergence or more generalized divergence functions [14]. Moreover, NMF problems are usually ill-posed since their solution is non-unique [40]. Thus, they require stabilization techniques, which is typically done by adding regularization terms $R_j$ into the NMF cost function $F$. However, besides the use case of regularization, the penalty terms $R_j$ can be also used to enforce additional properties to the factorization matrices $U$ and $V$. The general NMF minimization problem can therefore be written as

$$\min_{U,V \geq 0} D(X,UV) + \sum_{j=1}^{J} \alpha_j R_j(U,V) =: \min_{U,V \geq 0} F(U,V),$$

(1)

where $\alpha_j$ are regularization parameters. Common choices for $R_j$ are $\ell_1$ and $\ell_2$ penalty terms. Further possible options are total variation regularization or other penalty terms which enforce orthogonality or even allow a supervised classification scheme in case the NMF is used as a prior feature extraction step [22, 35]. In this work, we will focus on the combination of orthogonality constraints and total variation penalty terms to construct an NMF model for spatially coherent clustering methods.

On the other hand, $K$-means clustering is one of the most commonly used prototype-based, partitional clustering technique. As for any other clustering method, the main task is to partition a given set of objects into groups such that objects in the same group are more similar compared to the ones in other groups. These groups are usually referred to as clusters. In mathematical terms, the aim is to partition the index set $\{1, 2, \ldots, M\}$ of a corresponding given data set $\{x_m \in \mathbb{R}^N \mid m = 1, \ldots, M\}$ into disjoint sets $I_k \subset \{1, \ldots, M\}$, such that $\bigcup_{k=1,\ldots,K} I_k = \{1, \ldots, M\}$.

Many different variations and generalizations of $K$-means have been proposed and analyzed (see for instance [12] and the references therein), but we will focus in this section on the most common case. The method is based on two main ingredients. On the one hand, a similarity measure $\text{dist}(\cdot, \cdot)$ is needed to specify the similarity between data points. The default choice is the squared Euclidean distance $\text{dist}(x_i, x_j) := \|x_i - x_j\|^2_2$. On the other hand, so-called
representative centroids $c_k \in \mathbb{R}^N$ are computed for each cluster $\mathcal{I}_k$. The computation of the clusters and centroids is based on the minimization of the within-cluster variances given by

$$J = \sum_{k=1}^{K} \sum_{m \in \mathcal{I}_k} \text{dist}(x_m, c_k).$$

Due to the NP-hardness of the minimization problem \cite{41}, heuristic approaches are commonly used to find an approximate solution. The $K$-means algorithm is the most common optimization technique which is based on an alternating minimization. After a suitable initialization, the first step is to assign each data point $x_m$ to the cluster with the closest centroid with respect to the distance measure $\text{dist}(\cdot, \cdot)$. In the case of the squared Euclidean distance, the centroids are recalculated in a second step based on the mean of its newly assigned datapoints to minimize the sum of the within-cluster variances. Both steps are repeated until the assignments do not change anymore.

The relationship between the NMF and $K$-means clustering can be easily seen by adding proper further constraints to both problems. First of all, from the point of view of $K$-means, we assume nonnegativity of the given data and write the vectors $x_m$ row-wise to a data matrix $X$ such that $X = [x_1, \ldots, x_M]^\top \in \mathbb{R}^{M \times N}$. Furthermore, we define the so-called cluster membership matrix $\bar{U} \in \{0, 1\}^{M \times K}$, such that

$$\bar{U}_{mk} := \begin{cases} 0 & \text{if } m \notin \mathcal{I}_k \\ 1 & \text{if } m \in \mathcal{I}_k \end{cases}$$

and the centroid matrix $\bar{V} := [c_1, \ldots, c_K]^\top \in \mathbb{R}^{K \times N}$. With this and by choosing the squared Euclidean distance function, it can be easily shown that the objective function $J$ of $K$-means can be rewritten as $J = ||X - \bar{U}\bar{V}||_F^2$, which has the same structure of the usual cost function of an NMF problem. However, the usual NMF does not constrain one of the matrices to have binary entries or, more importantly, to be row-orthogonal as it is the case for $\bar{U}$. This ensures that each row of $\bar{U}$ contains only one nonzero element which gives the needed clustering interpretability.

This gives rise to the problem of orthogonal nonnegative matrix factorization (ONMF), which is given by

$$\min_{U, V \geq 0} \mathcal{F}(U, V), \quad \text{s.t. } U^T U = I,$$

where $I$ is the identity matrix. The matrices $U$ and $V$ of an ONMF problem will be henceforth also referred to as cluster membership matrix and centroid matrix respectively. In the case of the Frobenius norm as discrepancy term and without any regularization terms $\mathcal{R}_j$, it can be shown that this problem is equivalent to weighted variant of the spherical $K$-means problem \cite{47}. For further variants of the relations between ONMF and $K$-means, we refer to the works \cite{17,18,37} and the review articles \cite{38,49}.

### 2.2 Algorithms for Orthogonal NMF

Due to the ill-posedness of NMF problems and possible constraints on the matrices, tailored minimization approaches are needed. In this section, we review shortly common optimization techniques of NMF and ONMF problems which will also be used in this work for the derivation of algorithms for ONMF models including spatial coherence.

For usual choices of $\mathcal{D}$ and $\mathcal{R}_j$ in the NMF problem \cite{1}, the corresponding cost function $\mathcal{F}$ is convex in each of the variables $U$ and $V$ but non-convex in $(U, V)$. Therefore, the majority of optimization algorithms for NMF and ONMF problems are based on alternating minimization schemes

$$U^{[i+1]} = \arg \min_{U \geq 0} \mathcal{F}(U, V^{[i]}),$$

$$V^{[i+1]} = \arg \min_{V \geq 0} \mathcal{F}(U^{[i+1]}, V).$$

One classical technique to tackle these minimization problems are alternating multiplicative algorithms, which only consist of summations and multiplications of matrices and therefore ensure the nonnegativity of $U$ and $V$ without any additional projection step provided that they are initialized appropriately. This approach was mainly popularized by the works of Lee and Seung \cite{32,33}, which also brought much attention to the NMF in general. The update rules are usually derived by analyzing the Karush-Kuhn-Tucker (KKT) first-order optimality conditions for each of the minimization problems in \cite{2} and \cite{3} or via the so-called majorize-minimization (MM) principle. The basic idea of the latter technique is to replace the NMF cost function $\mathcal{F}$ by a majorizing surrogate function $Q_F : \text{dom}(\mathcal{F}) \times \text{dom}(\mathcal{F}) \rightarrow \mathbb{R}$, which is easier to minimize and whose tailored construction leads to the desired multiplicative updates rules defined by

$$x^{[i+1]} := \arg \min_{x \in \text{dom}(\mathcal{F})} Q_F(x, x^{[i]}).$$
With the defining properties of a surrogate function that $Q_{x}$ majorizes $F$ and $Q_{x}(x, x) = F(x)$ for all $x \in \text{dom}(F)$, it can be easily shown that the above update rule leads to a monotone decrease of the cost function $F$. However, the whole method is based on an appropriate construction of the surrogate functions which is in general non-trivial. Possible techniques for common choices of $D$ and $R_{j}$ in the NMF cost function are based on the quadratic upper bound principle and Jensen’s inequality [22]. Overall, multiplicative algorithms offer a flexible approach to various choices of NMF cost functions and will also be used in this work for some of the proposed and comparative methods.

Another classical method are alternating (nonnegative) least squares (ALS) algorithms. They are based on the estimation of the stationary points of the cost function with a corresponding fixed point approach and a subsequent projection step to ensure the nonnegativity of the matrices. In case of the standard NMF problem with $D$ being the Frobenius norm and without additional regularization terms, this leads for example to the update rules

$$U[i+1] = [(XV[i]^{T}(V[i]V[i]^{T})^{-1})]_{+}, \quad (4)$$
$$V[i+1] = [(U[i+1]^{T}U[i+1])^{-1}U[i+1]^{T}X]_{+}, \quad (5)$$

where $[.]_{+}$ denotes a suitable projection step to enforce the nonnegativity of all matrix entries.

An extension to this approach is given by hierarchical alternating (nonnegative) least squares (HALS) algorithms, which solve nonnegative ALS problems column-wise for both matrices $U$ and $V$ [29, 36] and will also be used as a comparative methodology.

An optimization approach which was recently used for NMF problems is the widely known proximal alternating linearized minimization (PALM) [50] together with its extensions including stochastic gradients [19]. As a first step, the cost function is split up into a differentiable part $F_{1}$ and a non-differentiable part $F_{2}$. In its basic form, the PALM update rules consist of alternating gradient descent steps for $U$ and $V$ with learning rates based on the Lipschitz constants of the gradient of $F_{1}$ in combination with a subsequent computation of a proximal operator of the function $F_{2}$. Some of these techniques will be used for the proposed methods in this work and will be discussed in more detail in Section 3.

Further well-known techniques are for example projected gradient algorithms consisting of additive update rules, quasi-Newton approaches based on second-order derivatives of the cost function or algorithms based on an augmented Lagrangian concept [14, 47].

All these methods can be also used to derive suitable algorithms for ONMF problems. Common approaches to include the orthogonality constraints are the use of Lagrangian multipliers [18, 13, 52, 29, 36] or the replacement of the hard constraint $U^{T}U = I$ by adding a suitable penalty term into the NMF cost function to enforce approximate row-orthogonality for $U$ controlled by a regularization parameter [40, 43, 55, 22]. Other methods include optimization algorithms on the Stiefel manifold [57], the use of sparsity and nuclear norm minimization [28, 45] or other techniques [47, 5, 50].

In the next section, we will introduce the considered NMF models in this work and derive the corresponding optimization algorithms.

### 3 Orthogonal NMF with Spatial Coherence

In this section, we present the spatially coherent clustering methods based on ONMF models together with the derivation of their optimization algorithms. Different from classical clustering approaches via ONMF, our proposed technique include the local information of a measured datapoint into the clustering process. This is done by including a TV regularization procedure on the cluster membership matrix $U$, which naturally leads to spatially coherent regions while preserving their edges.

This is, for instance, especially helpful for clusterings of hyperspectral data. If the neighbourhood of a measured spectrum $X_{m, \bullet}$ is associated to one cluster $I_{k}$, the inclusion of spatial coherence in the clustering model makes it more likely that $X_{m, \bullet}$ will be also classified to $I_{k}$. This spatial coherence can be also observed in many spectral imaging applications like Earth remote sensing or MALDI imaging, where locally close spectra have a higher probability to belong to the same class.

In the following, we divide our proposed techniques into so-called separated and combined methods.

#### 3.1 Separated Methods

One straightforward approach to design a spatially coherent clustering method is to compute a clustering based on a classical ONMF model and subsequently perform a postprocessing on the obtained cluster membership matrix based
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on total variation denoising. The general workflow is provided in Algorithm 1 and will be henceforth referred to as ONMF-TV.

**Algorithm 1 ONMF-TV**

1: **Input:** $X \in \mathbb{R}^{M \times N}$, $\tau > 0$, $\theta \in \mathbb{R}^I$
2: **Initialize:** $U^{[0]} \in \mathbb{R}^{M \times K}$, $V^{[0]} \in \mathbb{R}^{K \times N}$
3: $(U, V) \leftarrow \text{ONMF}_\theta(X, U^{[0]}, V^{[0]})$
4: $U \leftarrow \text{TVDenoiser}_\tau(U)$

After a suitable initialization of the cluster membership matrix and the centroid matrix in Line 2, a classical ONMF model is used in Line 3 to perform a clustering of the given data $X$, where $\theta$ are possible hyperparameters which typically have to be chosen a priori. These ONMF models will be chosen based on some of the works described in Section 2.2 and will be specified in more detail in Section 4.2. Afterwards, a TV denoising algorithm is applied on the cluster membership matrix $U$ obtained by ONMF$_\theta$ to induce the spatial coherence in the clustering. In this work and for all considered separated methods, the denoising step is based on evaluating the proximal mapping column-wise on $U$, which is defined by the minimization problem

$$\text{prox}_{\tau \| \cdot \|_{TV}}(x) := \arg \min_{y \in \mathbb{R}^M} \left\{ \frac{1}{2} \| y - x \|^2 + \tau \| y \|_{TV} \right\}. \quad (6)$$

Here, $\tau > 0$ is a regularization parameter and $\| \cdot \|_{TV}$ denotes the classical isotropic TV [11, 2] and corresponds to the definition in [8] with $\varepsilon_{TV} = 0$ if $\| \cdot \|_{TV}$ is applied on a matrix $U$. Afterwards, every negative entry of $U$ is projected to zero to ensure the corresponding nonnegativity constraint.

We consider this workflow as baseline for our comparison with the combined methods presented in the following Section 3.2.

### 3.2 Combined Methods

In this section, we present the so-called combined methods together with different optimization algorithms for their numerical solution. Different from the separated methods in Section 3.1, this coupled approach includes a total variation penalty term into the ONMF model to induce the spatial coherence in the clustering. The combination of orthogonality constraints and a total variation penalty term in the NMF problem leads in general to a higher effort to derive suitable solution algorithms. However, the main motivation is that this joint workflow allows the clustering process to take advantage of the TV regularization leading to better local minima, which could therefore enhance the quality of the clustering compared to classical approaches or the previous described separated methods, where the spatial coherence is just enforced in an independent subsequent TV denoising step.

In the following, we will present different multiplicative update rules and algorithms based on proximal gradient descent approaches. Furthermore, we analyzed a combined approach based on an alternating least squares procedure, which can be found in [14, Section 4.3]. However, first numerical tests showed that this approach does not deliver satisfactory clustering results. Hence, this method will be omitted in the later numerical evaluation of this work.

The choice of the stopping criteria and of the hyperparameters for all considered approaches will be described in Section 4 of the numerical experiments of this work.

#### 3.2.1 Multiplicative Update Rules

Our first multiplicative algorithm is taken from the work [22] without any modification and is based on the ONMF model

$$\min_{U, V \geq 0} \frac{1}{2} \| X - UV \|_F^2 + \frac{\sigma}{2} \| I - UTV \|_F^2 + \frac{\tau}{2} \| U \|_{TV,TV}, \quad (7)$$

where $\sigma, \tau \geq 0$ are regularization parameters and $\| \cdot \|_{TV,TV}$ is the smoothed, isotropic total variation [15] [22] defined by

$$\| U \|_{TV,TV} := \sum_{k=1}^K \sum_{m=1}^M \| \nabla m U \| := \sum_{k=1}^K \sum_{m=1}^M \sum_{n \in N_m} \varepsilon_{TV}^2 + \sum_{n \in N_m} (U_{mk} - U_{nk})^2. \quad (8)$$

Furthermore, $\varepsilon_{TV} > 0$ is a positive, small, predefined constant to ensure the differentiability of the TV penalty term, which is needed due to the MM principle for the optimization approach. Furthermore, $N_m$ are index sets referring to
spatially neighboring pixels. The default case in two dimensions for the neighborhood of a non-boundary pixel in \((i, j)\) is \(\mathcal{N}_{(i,j)} = \{(i + 1, j), (i, j + 1)\}\) to obtain an estimate of the gradient components in both directions.

The derivation of the solution algorithm is described in [22] and is based on the MM principle mentioned in Section 2.2. The surrogate function \(Q_\mathcal{F}(x, \alpha)\) of such approaches majorizes \(\mathcal{F}\) and is typically quadratic in \(x\). In order to avoid complications in constructing a suitable surrogate function for the cost function in (7), the fourth order terms from \(\|I - U^T U\|_F^2\) have to be avoided. In [22], this problem is solved by introducing an auxiliary variable \(W \in \mathbb{R}_{\geq 0}^{M \times K}\) and by reformulating the minimization problem in (7) as

\[
\min_{U, V, W \geq 0} \frac{1}{2} \|X - UV\|_F^2 + \frac{\sigma_1}{2} \|I - W^T U\|_F^2 + \frac{\sigma_2}{2} \|W - U\|_F^2 + \frac{\tau}{2} \|U\|_{TV,TV}.
\]

For this problem, a suitable surrogate function and a multiplicative algorithm can be derived. The details of the derivation will not be discussed here and can be found in [22] in all details. We also provide a short outline of the derivation in Appendix A. However, we describe the final update rules obtained by the MM principle in Algorithm 2 and define for this purpose the matrices \(P(U), Z(U) \in \mathbb{R}_{\geq 0}^{M \times K}\) as

\[\begin{align*}
P(U)_{mk} &:= \frac{1}{\bar{N}_m U} \sum_{\tilde{m} \in \mathcal{N}_m} \frac{1}{|\mathcal{N}_{\tilde{m}} U|}, \\
Z(U)_{mk} &:= \frac{1}{P(U)_{mk}} \left( \frac{1}{|\mathcal{N}_{mk} U|} \sum_{\tilde{m} \in \mathcal{N}_m} \frac{U_{mk} + U_{\tilde{m}k}}{2} + \sum_{\tilde{m} \in \mathcal{N}_m} \frac{U_{mk} + U_{\tilde{m}k}}{2 |\mathcal{N}_{\tilde{m}} U|} \right)
\end{align*}\]

where \(\mathcal{N}_m\) is the so-called adjoint neighborhood given by \(\tilde{m} \in \mathcal{N}_m \Leftrightarrow m \in \mathcal{N}_{\tilde{m}}\).

**Algorithm 2 ONMFTV-MUL1**

1. **Input** \(X \in \mathbb{R}_{\geq 0}^{M \times N}\), \(\sigma_1, \sigma_2, \tau > 0\), \(i = 0\)
2. **Initialize** \(U[0], W[0] \in \mathbb{R}_{\geq 0}^{M \times K}\), \(V[0] \in \mathbb{R}_{\geq 0}^{N \times N}\)
3. **repeat**
   4. \(U[i+1] = \left[ U[i] \circ \left( \frac{X V[i]^T + \tau P(U[i]) \circ Z(U[i]) + (\sigma_1 + \sigma_2) W[i]}{\tau P(U[i]) \circ U[i] + \sigma_2 U[i] + U[i] V[i]^T V[i] + \sigma_1 W[i] W[i]^T U[i]} \right) \right]_{>0}\)
   5. \(V[i+1] = \left[ V[i] \circ \left( \frac{U[i+1]^T X}{U[i+1]^T U[i+1] V[i]} \right) \right]_{>0}\)
   6. \(W[i+1] = \left[ W[i] \circ \left( \frac{(\sigma_1 + \sigma_2) U[i+1]}{\sigma_1 U[i+1] U[i+1]^T W[i] + \sigma_2 W[i]} \right) \right]_{>0}\)
4. **until** Stopping criterion satisfied

We denote by \(\circ\) as well as the fraction line the element-wise (Hadamard) multiplication and division respectively. Due to the multiplicative structure of the update rules, the nonnegativity of the iterates is preserved. However, a strict positive initialization of \(U, V\) and \(W\) is needed to avoid numerical instabilities and the zero locking phenomenon caused by zero entries in the matrices, which is characteristic for all algorithms based on multiplicative update rules (see e.g. [43]). For the same reason, we perform a subsequent element-wise projection step for every matrix defined by \(|J|_{>0} := \max \{\lambda, \varepsilon P_0\}\) with \(\varepsilon P_0 = 1 \cdot 10^{-16}\). Analogously, a projection step is applied for too large entries with \(\varepsilon P_0 = 1 \cdot 10^{35}\) being the corresponding parameter. Finally, the above algorithm ensures a monotone decrease of the cost function in (9) due to its construction based on the MM principle [22].

**Theorem 3.1 (ONMFTV-MUL1)** The Algorithm 2 ensures a monotone decrease of the cost function defined by the NMF model in (9).

**ONMFTV-MUL2** In this section, we derive another multiplicative algorithm following the ideas in the work [34] based on a continuous formulation of an isotropic and differentiable version of the TV penalty term given by

\[
TV_{\varepsilon \text{TV}}(u) := \int_{\Omega} \|\nabla u\|_{\varepsilon \text{TV}} \, d(x_1, x_2)
\]

(12)
for $\Omega \subset \mathbb{R}^2$, a sufficiently smooth $u : \Omega \to \mathbb{R}$ with bounded variation (see e.g. [11]) and for

$$\|\nabla u\|_{TV} := \sqrt{\left(\frac{\partial u}{\partial x_1}\right)^2 + \left(\frac{\partial u}{\partial x_2}\right)^2 + \varepsilon_{TV}^2}$$

(13)

with a small $\varepsilon_{TV} > 0$. The application of the TV regularization on the discrete matrix $U$ is done via a subsequent discretization step, which is specified in more detail in Appendix B. Thus, we consider in this section the orthogonal NMF model

$$\min_{U,V,W} \frac{1}{2} \|X - UV\|_F^2 + \frac{\sigma_1}{2} \|I - UT\|_F^2 + \frac{\sigma_2}{2} \|W - U\|_F^2 + \tau \|U\|_{TV},$$

(14)

with the notation of TV$_{TV}(U)$ for the matrix $U$, where the discretization step is implicitly included. Different from the model ONMFTV-MUL1 in the previous section, we do not include any auxiliary variable $W$.

The update rule for $U$ is based on a classical gradient descent approach

$$U^{[i+1]} := U^{[i]} - \Gamma^{[i]} \circ \nabla_U \mathcal{F}(U^{[i]}, V^{[i]}),$$

(15)

with a step size $\Gamma^{[i]} \in \mathbb{R}^{M \times K}_{>0}$. By computing the gradient $\nabla_U \mathcal{F}(U^{[i]}, V^{[i]})$ and choosing an appropriate step size $\Gamma^{[i]}$, this leads to the multiplicative update rule shown in Algorithm 3. For the minimization with respect to $V$, we simply choose the multiplicative update rule given in Algorithm 2. The term $\text{div} (\nabla U^{[i]} / \|\nabla U^{[i]}\|_{TV})$ is again an abuse of notation and implicitly includes a discretization step (see Appendix B.2). It can be seen as the gradient of the TV penalty term and is obtained by analyzing the corresponding Euler-Lagrange equation (see Appendix B.1). Note that in discretized form, it is a matrix of size $M \times K$ and can also contain negative entries. Hence, this update step is, strictly speaking, not a multiplicative update, since it cannot enforce the nonnegativity of the matrix $U$ by itself. However, as in Algorithm 2, a projection step given by $[\cdot]_{>0}$ is applied subsequently for both matrices to avoid numerical instabilities and to ensure the nonnegativity of $U$. Different from the approach in ONMFTV-MUL1, a monotone decrease of the cost function cannot be guaranteed based on a classical surrogate functional since $\mathcal{F}$ also contains fourth-order terms due to the penalty term $\|I - UT\|_F^2$.

Furthermore, note the similarity of the update rules given in [43], where no total variation penalty term is considered. For more details on the derivation of this algorithm and the discretization of the divergence term, we refer the reader to Appendix B.

### 3.2.2 Proximal Alternating Linearized Minimization

Following the optimization procedure of the very recent work [19], we consider in this section several proximal alternating linearized minimization (PALM) schemes. For all presented methods in this section, we consider the NMF model

$$\min_{U,V,W} \frac{1}{2} \|X - UV\|_F^2 + \frac{\sigma_1}{2} \|I - WT\|_F^2 + \frac{\sigma_2}{2} \|W - U\|_F^2 + \tau \|U\|_{TV},$$

(16)

where $\|\cdot\|_{TV}$ is defined according to (6). The additional auxiliary variable $W$ is needed to ensure the Lipschitz continuity of the partial gradients of $\mathcal{F}$ and hence the convergence rates of the respective algorithms showed in [19].
The general scheme of these algorithms are based on an alternating minimization procedure with a gradient descent step with respect to the differentiable function $\mathcal{F}(U, V, W)$ via the computation of full gradients or gradient estimates and a subsequent column-wise application of the proximal operator for the non-differentiable part $\mathcal{J}$ given by the update step

$$U^{[i+1]}_{\cdot, k} := \text{prox}_{\eta \mathcal{J}} \left( U^{[i]}_{\cdot, k} - \eta (\nabla_U \mathcal{F}(U^{[i]}, V, W)_{\cdot, k}) \right)$$

(17)

for a suitable step size $\eta > 0$. Furthermore, $\nabla_U \mathcal{F}$ is either the partial derivative $\nabla_U \mathcal{F}$ of $\mathcal{F}$ with respect to $U$ or some random gradient estimate. The nonnegativity constraint of the matrices is ensured by a final projection of all negative values to zero.

As usual for PALM algorithms, adaptive step sizes based on the local Lipschitz constants of the partial gradients of $\mathcal{F}$ are used, which will be approximated via the power iteration for all considered approaches. More information on the computation of these estimates and the choice of the step sizes are given in the subsequent descriptions of the specific algorithms and in [Section 4 of the numerical experiments as well as in Appendix C] Details on the derivation of the gradients and the Lipschitz constants for the specific NMF model in [16] are given in Appendix C.

In the following, we will write in short according to the update rule in (17)

$$U^{[i+1]} := \text{prox}_{\eta \mathcal{J}} \left( U^{[i]} - \eta \nabla_U \mathcal{F}(U^{[i]}, V, W) \right)$$

for the whole matrix $U$. For convergence results on the PALM algorithms, we refer the reader to [19].

**ONMFTV-PALM** The proximal alternating linearized minimization is based on the general algorithm scheme described above. The main steps are illustrated in Algorithm 4. For the gradient descent step, the full classical partial derivatives $\nabla_U \mathcal{F}$, $\nabla_V \mathcal{F}$ and $\nabla_W \mathcal{F}$ are computed without the consideration of any batch sizes. Furthermore, the function POWERIT denotes the power method to compute the needed step sizes and $\| \cdot \|_0$ is the componentwise projection of negative matrix entries to zero. The algorithm terminates until a suitable stopping criterion is satisfied, which will be further specified in [Section 4 and Appendix D] This approach will be henceforth referred to as ONMFTV-PALM.

ONMFTV-iPALM A slightly extended version of ONMFTV-PALM is the so-called inertial proximal alternating linearized minimization (iPALM) algorithm, which introduces an additional momentum term into Algorithm 4 and hence improves the convergence rate. Since the iPALM algorithm still follows the rough outline of ONMFTV-PALM and uses the classical partial gradients of $\mathcal{F}$, we will not present the whole algorithm at this point and refer the reader to the corresponding work in [46].

This method will be referred to as ONMFTV-iPALM.

ONMFTV-SPRING The so-called stochastic proximal alternating linearized minimization (SPRING) is an extended version of the PALM method, where the full gradients are replaced by random estimates.
One basic assumption of this approach is that \( F \) is separable depending on the considered variable for which \( \xi \) function is minimized. In the case of the minimization with respect to \( U \), the function \( F \) can be expressed as

\[
F(U, V, W) = \sum_{n=1}^{N} \left[ \frac{1}{2} \| X_{\bullet, n} - UV_{\bullet, n} \|_2^2 + \sum_{k=1}^{K} \frac{\sigma_1}{2} \| I_{\bullet, k} - UT W_{\bullet, k} \|_2^2 + \frac{\sigma_2}{2} \| U_{\bullet, k} - W_{\bullet, k} \|_2^2 \right].
\]

However, since \( K \) is usually chosen to be small, we use instead the formulation

\[
F(U, V, W) = \sum_{n=1}^{N} \left[ \frac{1}{2} \| X_{\bullet, n} - UV_{\bullet, n} \|_2^2 + \frac{1}{N} \bar{F}(U, W) \right] =: \sum_{n=1}^{N} \bar{F}_n(U, V, W)
\]

to compute the estimates of the gradients based on the functions \( \bar{F}_n \). These random estimates are formed by using just a few indices of \( \bar{F}_n \), which are the elements of the so-called mini-batch \( n \in B_{i,j} \subset \{1, \ldots, N\} \), where \( i \) denotes the iteration number of the SPRING algorithm and \( j \in \{1, \ldots, s_r\} \) specifying the currently used subsample of indices with \( 1/s_r \) being the subsample ratio. One classical example of a gradient estimator, which is also used in this work, is the stochastic gradient descent (SGD) estimator given by

\[
\hat{\nabla}_U \bar{F}(U, V, W) := \sum_{n \in B_{i,j}} \nabla U \bar{F}_n(U, V, W).
\] (18)

For other possible gradient estimators like the SAGA or SARAH estimator, we refer the reader to the work [19] and the references therein.

The case of the minimization with respect to \( V \) and \( W \) is more straightforward. For \( V \), the penalty terms for the orthogonality can be dropped and we use the separability of the function with respect to the rows of \( X \) and \( U \). The computation of the SGD estimator is done analogously. For minimizing with respect to \( W \), the expression based on \( F(U, W) \) can be used by omitting the data fidelity term. However, since \( K \ll \min\{M, N\} \), we use in this work the full gradient of \( F \) for the minimization with respect to \( W \).

The main steps of the algorithm are presented in Algorithm 5, which will be referred to as \textsc{ONMFTV-SPRING}. For details on the choice of the hyperparameters and the computation of the step sizes, we refer the reader to Section 4 and Appendix C.

Algorithm 5 \textsc{ONMFTV-SPRING}

1: Input \( X \in \mathbb{R}_{\geq 0}^{M \times N} \), \( \sigma_1, \sigma_2, \tau > 0 \), \( s_r \in \mathbb{N} \), \( i = 0 \)
2: Initialize \( U^{[0,1]} \in \mathbb{R}_{\geq 0}^{M \times K} \), \( V^{[0,1]} \in \mathbb{R}_{\geq 0}^{K \times N} \)
3: repeat
4: for \( j = 1, \ldots, s_r \) do
5: \( \eta_{U_{[i,j],j}} = \text{POWERIT}_U(V_{[i,j],j}, W_{[i,j],j}) \)
6: \( U_{[i,j+1]} = \left[ \text{prox}_{\tau \eta_{U_{[i,j],j}}} \bar{F}(U_{[i,j],j} - \eta_{U_{[i,j],j}} \hat{\nabla}_U \bar{F}_n(U_{[i,j],j}, V_{[i,j],j}, W_{[i,j+1],j})) \right]_{\geq 0} \)
7: \( \eta_{V_{[i,j],j}} = \text{POWERIT}_V(U_{[i,j+1],j}) \)
8: \( V_{[i,j+1]} = \left[ V_{[i,j],j} - \eta_{V_{[i,j],j}} \hat{\nabla}_V \bar{F}(U_{[i,j+1],j}, V_{[i,j],j}, W_{[i,j+1],j}) \right]_{\geq 0} \)
9: \( \eta_{W_{[i,j],j}} = \text{POWERIT}_W(U_{[i,j+1],j}) \)
10: \( W_{[i,j+1]} = \left[ W_{[i,j],j} - \eta_{W_{[i,j],j}} \nabla W \bar{F}(U_{[i,j+1],j}, V_{[i,j+1],j}, W_{[i,j+1],j}) \right]_{\geq 0} \)
11: end for
12: \( U_{[i+1,1]} = U_{[i,s_r+1],j}, \quad V_{[i+1,1]} = V_{[i,s_r+1],j}, \quad W_{[i+1,1]} = W_{[i,s_r+1],j} \)
13: \( i \leftarrow i + 1 \)
14: until Stopping criterion satisfied

4 Numerical Experiments

4.1 Dataset

Concerning the numerical experiments of this work, we consider a hyperspectral dataset obtained from a matrix-assisted laser desorption/ionization (MALDI) imaging measurement of a human colon tissue sample [3]. This tech-
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A common mass spectrometry imaging (MALDI-MSI) method, which is able to provide a spatial molecular profile of a given analyte. Together with the technological advancements in acquisition speed and robustness over the last decade, MALDI-MSI has become a standard tool in proteomics and applications in medical research, such as characterization of tumor subtypes and extraction of characteristic spectra [35], have become feasible.

In general, a measurement with a mass spectrometer can be subdivided into three main steps: the ionization of the sample, followed by the separation and detection of the ions. Considering MALDI imaging, the ionization part is characterized by the term MALDI. Different from other ionization techniques like the so-called secondary-ion mass spectrometry (SIMS) or desorption electrospray ionization (DESI), MALDI allows to measure a wider mass range of the extracted ions. This is possible due to an application of a matrix onto the tissue sample to optimize the transfer of the ionization energy and to extract the molecules out of the analyte. The needed ionization energy is provided by a laser, which is shot on the tissue sample by following a grid pattern. The separation of the molecules is done by a mass analyzer. One typical method, which was also used for the dataset in this work, is to accelerate the ions by an electric field and to measure the time-of-flight (TOF) of the particles. The final step of the whole measurement is the detection of the ions with the help of an ion detector.

Another major aspect of the whole MALDI-MSI workflow is the preparation of the analytes before the actual measurement with a MALDI-TOF device, which follows standardized protocols. For more information, we refer the reader to [3, 2].

The structure of a typical MALDI dataset is shown in Figure 1. For every point on the tissue slide, which is shot by the laser, a whole mass spectrum is acquired leading to a hyperspectral dataset. The whole data is then written into the matrix $X \in \mathbb{R}^{M \times N}_{\geq 0}$, where each entry denotes the intensity of the detected particles of a specific mass-to-charge ratio ($m/z$-value). Typically, the measured spectra are ordered row-wise to the matrix, such that every column corresponds to an intensity plot of the whole tissue slide for a specific $m/z$-value ($m/z$-image).

Typical data sizes range from $1 \cdot 10^4$ to one million spectra and $m/z$-images respectively. Furthermore, MALDI datasets are naturally nonnegative. These properties make the NMF an ideal analyzing tool for MALDI imaging datasets due to the nonnegativity constraints leading to a meaningful physical interpretation of the acquired matrices $U$ and $V$. For more details on the application of NMF models to MALDI imaging problems and the interpretation of the factorization matrices, we refer the reader to the works [35, 22].

Figure 1: Structure of a typical MALDI Dataset (slightly changed from the original image in [22, p.1010]).

Figure 2 shows the human colon tissue dataset used for the subsequent numerical evaluation of the methods. Figure 2a is the histological image after the application of a so-called hematoxylin and eosin (H&E) staining, which allows a distinction between different tissue types. Figure 2b shows the histological annotation, which divides the dataset into six different classes and constitutes the ground truth for the subsequent numerical evaluation. The human colon dataset consists of 12049 acquired spectra, each containing 20000 measured $m/z$ values covering a mass range of 600 Da to 4000 Da. However, we only consider the actual annotated spectra to ensure that each considered spectra can be reasonably classified in one of the 6 classes shown in Figure 2b. Hence, we restrict ourselves to 8725 spectra.
leaving out the zero and the non-annotated ones, which leads to the nonnegative data matrix $X \in \mathbb{R}^{8725 \times 20000}_\geq$ for the numerical experiments.

### 4.2 Choice of Separated Methods

As discussed in Section 3.1, we consider the separated approaches based on the workflow given in Algorithm 1 as baseline for the comparison with the combined methods presented in Section 3.2. In this section, we specify shortly seven ONMF algorithms to compute the clustering in Line 3 of Algorithm 1, which are based on different works throughout the literature and will be used for the numerical comparison in Section 4.4 (see Table 1). Numerical tests for the optimization approach in [45], which is based on a sparsity and nuclear norm minimization, did not lead to satisfactory results and hence will not be presented in this work.

The choice of the hyperparameters and details on the initialization of the matrices of all separated methods are discussed in Section 4.3 and Appendix D.1.

| Separated Method | Description |
|------------------|-------------|
| K-means-TV       | Classical K-means clustering algorithm. |
| ONMF-TV-Choi     | Alternating multiplicative update rules based on [13]. |
| ONMF-TV-Ding     | Alternating multiplicative update rules based on [18]. |
| ONMF-TV-Pompili1 | Alternating expectation-maximization algorithm similar to the default spherical K-means algorithm [47][6]. |
| ONMF-TV-Pompili2 | Alternating algorithm based on an augmented Lagrangian approach with strict orthogonality constraints [47]. Nonnegativity is obtained asymptotically by using a quadratic penalty. |
| ONMF-TV-Kimura   | Hierarchical alternating least squares algorithm, which is applied column-wise on $U$ and row-wise on $V$ [29]. |
| ONMF-TV-Li       | Hierarchical alternating least squares algorithm with approximate orthogonality constraints and subsequent projection steps to ensure nonnegativity [36]. |
4.3 Setup

In this section, we describe the initialization methods and stopping criteria, the calculation of the final hard clustering, the choice of the various hyperparameters, the used cluster validation measures and we give some further details on the general numerical setup.

For every considered separated and combined method in Section 3.1 and Section 3.2 we perform 30 replicates of the experiment to get an impression of the performance stability, since the used initialization methods are partially based on randomly selected data points or matrices. For each method, we use the same random seed in the beginning of the experiment. Furthermore, we measure for each replicate the computational time including the time for the calculation of the initialization of the factorization matrices.

For the evaluation of the clusterings, we use several different clustering validation measures discussed in [51]. Due to the known ground truth of the data, we restrict ourselves to external clustering validation measures. Based on the results in this work, we primarily consider the so-called normalized van Dongen criterion (VDn) and the normalized variation of information (VDI), since they give the most representative, quantitative measures in most of the general cases. Furthermore, they are normalized into the $[0, 1]$ range and give reasonable results in cases there are clusters without any corresponding datapoints, which is different from classical measures like the purity. In addition, we consider as secondary measures the entropy (E) and the non-normalized versions of the VDn and VDI, which we will call VD and VI respectively. For all considered measures, it holds that a lower value indicates a better clustering performance.

To provide the definition of the clustering validation measures, we denote $n_{kk}$ as the number of data points in cluster $I_k$ from class $C_k$ for $k, ℓ \in \{1, \ldots, K\}$ and define

\[
\begin{align*}
    n &:= \sum_{k,k=1}^{K} n_{kk}, \\
    n_{k,\cdot} &:= \sum_{k=1}^{K} n_{kk}, \\
    n_{\cdot,\cdot} &:= \sum_{k=1}^{K} n_{kk}, \\
    p_{kk} &:= \frac{n_{kk}}{n}, \\
    p_k &:= \frac{n_{k,\cdot}}{n}, \\
    \tilde{p}_k &:= \frac{n_{\cdot,\cdot}}{n}.
\end{align*}
\]

Using this notation, the definition of all considered clustering validation measures are given in Table 2.

| Measure                      | Definition                                                                 | Range            |
|------------------------------|---------------------------------------------------------------------------|------------------|
| Entropy (E)                  | $- \sum_{k=1}^{K} p_k \left( \sum_{k=1}^{K} \frac{p_{kk}}{p_k} \log \left( \frac{p_{kk}}{p_k} \right) \right)$ | $[0, \log(K)]$  |
| Variation of Information (VI)| $- \sum_{k=1}^{K} p_k \log(p_k) - \sum_{k=1}^{K} \tilde{p}_k \log(\tilde{p}_k) - 2 \sum_{k=1}^{K} p_{kk} \log \left( \frac{p_{kk}}{p_k \tilde{p}_k} \right)$ | $[0, 2 \cdot \log(K)]$ |
| Van Dongen criterion (VD)    | $\frac{2n - \sum_{k=1}^{K} \max_k \{n_{kk}\} - \sum_{k,k=1}^{K} \max_k \{n_{kk}\}}{2n}$ | $[0, 1]$         |
| Normalized Variation of Information (VDn) | $1 + 2 \cdot \left( \frac{\sum_{k,k=1}^{K} p_k \log(p_k) + \sum_{k=1}^{K} \tilde{p}_k \log(\tilde{p}_k)}{\sum_{k=1}^{K} p_k \log(p_k)} \right)$ | $[0, 1]$         |
| Normalized van Dongen criterion (VDI) | $\frac{2n - \sum_{k=1}^{K} \max_k \{n_{kk}\} - \sum_{k,k=1}^{K} \max_k \{n_{kk}\}}{2n - \max_k \{n_{kk}\} - \max_k \{n_{\cdot,\cdot}\}}$ | $[0, 1]$         |

Concerning the initialization approaches, we consider either the classical K-means++ method or an initialization based on the singular value decomposition of the data matrix $X$ by following the works [24, 25, 10]. The initialization method, which leads to a better clustering stability and performance in terms of the VDn, is chosen. The concrete choices for every ONMF model is described in Appendix D. Regarding the stopping criteria, we simply set for the considered ONMF models a maximal iteration number until a sufficient convergence is reached except for K-means-TV, ONMF-TV-Pompi111 and ONMF-TV-Pompi112, where we use the internal stopping criteria of the respective algorithms. For more information, we refer the reader to Appendix D and the work [47].

Another aspect is the computation of the final clustering based on the cluster membership matrix $U$. Most of the considered ONMF models yield a cluster membership matrix $U$ having multiple positive entries in each row, which
is related to a soft clustering. To obtain the final hard clustering, we assign every data point to the cluster, which corresponds to the column in $U$, where the maximal value in the row is attained. In the case that there are two or more equal entries in one row, we choose the cluster by a random choice.

A main part of the whole workflow of the numerical evaluation is the choice of the various hyperparameters of the considered ONMF models. In particular, these include the regularization parameters $\sigma_1, \sigma_2$ and $\tau$ of the combined methods and the parameter $\tau$ of the TV postprocessing of the separated methods. For all considered methods, we perform various experiments for a wide range of all parameters and choose the configuration leading to the best stability and $VD_n$. More details and the specific selection of the hyperparameters are given in Appendix D.

Furthermore, we perform several projection steps to enhance the numerical stability. For all considered methods, we project the data matrix $X$ by applying $\left[ \cdot \right]_{>0}$ defined as in Section 3.2.1. Furthermore, we perform specifically for the multiplicative update rules and for ONMF-TV-Kimura the same projection step after the initialization of the matrices. For the combined method ONMFTV-SPRING, we perform an additional projection step of the parameter $\tau\eta_l$, used for the application of the proximal operator described in Algorithm 5 to avoid too large parameters for the TV regularization. A similar projection is done for the step size in each gradient descent step. More details are given in Appendix C.3.

### 4.4 Results and Discussion

In this section, we present and discuss the numerical results obtained in the evaluation discussed in the previous sections. Figure 3 shows the clusterings of the separated methods without the subsequent TV regularization step of the best performed replicate with respect to the $VD_n$, which was obtained after the TV postprocessing. In general, every separated method is able to identify all classes shown in Figure 2b except the distinction between the tumor and mucosa. Since the combined methods are also not able to distinguish between both classes (see Figure 4), this is probably due to the fundamental, underlying NMF model with the orthogonality contraints, which are not able to identify the regions in an unsupervised workflow. In the case that annotated datasets are available for training, supervised machine learning methods could lead to different results. However, this work does not focus on these kind of approaches.

Furthermore, every separated method is not able to guarantee a spatially coherent clustering in the region of the muscularis. Moreover, every method except K-means-TV does not provide any spatial coherence in any of the classes of the tissue slide. This is in contrast to the results in Figure 4, which shows the clusterings of all considered methods of the best performed replicate with respect to the $VD_n$ including the TV regularization. Every method is able to provide a spatially coherent clustering with some few exceptions in the region of the muscularis and hence leads to significantly improved clusterings in general. Comparing the results within Figure 4, the clustering of ONMFTV-SPRING seems to be the one, which best reproduces the given annotations. Furthermore, we note that some methods lead to clusterings with clusters, which do not contain any data points (see i.e. K-means-TV, ONMFTV-Pompili1, ONMFTV-PALM). However, this is also owing to the fact that the class of the lymphocytes is significantly underrepresented compared to the other ones (see Figure 2b). Furthermore, this behaviour is also dependent on the choice of the TV regularization parameter $\tau$.

For a quantitative evaluation, we provide in Figure 5 box plots of all replicates of every performed experiment and for all considered methods with respect to the $VD_n$ and $VI_n$. Furthermore, regarding the separated methods, we also plot the validation measures for the clusterings with and without the TV postprocessing. For both measures, the observations of the qualitative evaluation above can be confirmed. First, we note that for all separated methods, the TV postprocessing does indeed lead to clusterings with better cluster validation measures. Moreover, the combined methods based on the PALM scheme achieve the best results with respect to both measures. While some experiments of ONMFTV-SPRING attain the best values compared to all other methods, this approach is less stable than the non stochastische approaches ONMFTV-PALM and ONMFTV-iPALM. Furthermore, we note that both combined methods ONMFTV-MUL1 and ONMFTV-MUL2 based on the multiplicative update rules do not perform better than some of the other separated methods. Comparing the separated methods with each other, we see that ONMFTV-Li performs remarkably well with a high stability compared to the other approaches. Note that the stability also seems to depend on the initialization procedure. Regarding this, the SVD seems to favour more stable results than the K-means++ initialization. Figure 6 shows the entropy of all performed experiments for all methods. This measure also confirms the observation, that the combined methods ONMFTV-SPRING, ONMFTV-PALM and ONMFTV-iPALM achieve the best results. Concerning the other methods, the outcomes are similar to the ones of the $VD_n$ and $VI_n$ and shall not be discussed in detail. Figure 7 shows the box plot of the computational times of all replicates for every method. The combined methods ONMFTV-PALM and ONMFTV-iPALM are one of the fastest methods together with K-means-TV, which requires the least time to compute the experiments. Furthermore, we note that ONMFTV-SPRING needs significantly more
Figure 3: Clusterings of all considered separated methods without TV regularization. The best-performing replicate including the TV regularization is chosen based on the normalized van Dongen criterion.
Figure 4: Clusterings of all considered methods including the TV regularization. The best-performing replicate including the TV regularization is chosen based on the normalized van Dongen criterion.
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Figure 5: Box plots of the normalized van Dongen criterion (VD$_n$) and the normalized variation of information (VI$_n$) of all performed experiments.
Considered methods

Figure 6: Box plot of the Entropy (E) of all performed experiments.

Figure 7: Box plot of the computational times in minutes of all performed experiments.
time compared to the other PALM algorithms. The other separated methods are faster than ONMFTV-SPRING except ONMFTV-Pompili2, which needs significantly more time than every other considered approach. In Appendix E, we show further quantitative results of the clusterings in terms of the VD and the VI. As expected, these results are very similar to the ones of the VDn and VIn and hence confirm our previous observations.

All in all, based on the experiments performed on the MALDI dataset, we recommend the methods based on the PALM scheme and in particular ONMFTV-PALM as well as ONMFTV-iPALM, since they give the most stable results while achieving comparatively good results with low computational effort.

5 Conclusion

In this work, we have considered various orthogonal nonnegative matrix factorization (ONMF) models together with different optimization approaches for clustering hyperspectral data as the main application field. Furthermore, we have introduced total variation regularization in the proposed ONMF models to ensure spatial coherence in the obtained clusterings constituting the main innovation in this paper motivated by numerous spectral imaging applications, which naturally satisfy the spatial coherence in the data.

After a brief description of the main principles of ONMF models, their relation to classical clustering methods and different optimization techniques, we have proposed so-called separated methods, which apply the TV denoising step after the computation of a classical ONMF algorithm. Furthermore, we have introduced more sophisticated combined methods with different optimization procedures, which include the TV regularization into the considered ONMF model.

For the numerical evaluation, we have compared 12 different TV regularized ONMF methods on a MALDI-MSI human colon hyperspectral dataset with six different spatially coherent tissue regions, which constitute the ground truth for the clustering problem. The qualitative and quantitative results confirmed our expectation that the TV regularization significantly improves the clustering performance. Furthermore, the combined methods based on the proximal alternating linearized minimization have led to the best clustering outcomes and performance stability. Hence, based on the numerical evaluation of the MALDI dataset, we recommend the methods ONMFTV-PALM, ONMFTV-iPALM as well as ONMFTV-SPRING.

Several further research directions could be of interest. One limitation of the presented approaches is the need of a manual a-priori choice of the needed hyperparameters. Hence, a useful extension of the proposed methods could be to introduce an automated way to choose suitable parameters. Another aspect is the analysis and the derivation of optimization algorithms for the case of discrepancy terms different from the Frobenius norm. Moreover, further gradient estimators different from the SGD could be examined for the method ONMFTV-SPRING. Furthermore, another major point is the consideration of more hyperspectral datasets from different application fields and a more thorough numerical evaluation of the different ONMF methods.

Finally, a more theoretical aspect could be the investigation of spatially coherent clustering models in infinite dimension space leading to “continuous” factorization problems with gradient based penalty terms. In this setting, the analysis of first order conditions could lead to connections to corresponding K-means clustering models and partial differential equations, whose solutions give insight to the according distance measures and clusters. A first step for such an investigation could be to start with a finite dimensional space based on ONMF models.

A Derivation of the Algorithm ONMFTV-MUL1

In this section, we give an outline of the proof of Theorem 3.1. For more details on the derivation, we refer the reader to the work [21].

The update rules in Algorithm 2 are based on the majorize-minimization (MM) principle [31]. The basic idea behind this concept is to replace the cost function $\mathcal{F}$ by a so-called surrogate function $Q_{\mathcal{F}}$, whose minimization is simplified and leads to the desired multiplicative algorithms.

Definition A.1 Let $\Omega \subset \mathbb{R}^{M \times K}$ be an open set and $\mathcal{F} : \Omega \to \mathbb{R}$ a given cost function. A function $Q_{\mathcal{F}} : \Omega \times \Omega \to \mathbb{R}$ is called a surrogate function, if it satisfies the following properties:

(i) $Q_{\mathcal{F}}(U, A) \geq \mathcal{F}(U)$ for all $U, A \in \Omega$,

(ii) $Q_{\mathcal{F}}(U, U) = \mathcal{F}(U)$ for all $U \in \Omega$. 
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The minimization procedure based on the MM approach is defined by
\[ U^{[i+1]} := \arg \min_{U \in \Omega} Q_F(U, U^{[i]}). \]
Together with the properties of \( Q_F \), this leads directly to the monotone decrease of the cost function \( F \), since
\[ F(U^{[i+1]}) \leq Q_F(U^{[i+1]}, U^{[i]}) \leq Q_F(U^{[i]}, U^{[i]}) = F(U^{[i]}). \]
Tailored construction techniques for surrogate functions leads additionally to the desired multiplicative structure of the update rules and are typically based on Jensen’s inequality or the so-called quadratic upper bound principle [31, 22].

We first focus on the minimization with respect to \( U \). It can be shown that for each term of the cost function \( F \) in (9), a surrogate function can be constructed, which finally results to a suitable surrogate \( Q := Q_{F_1} + Q_{F_2} + Q_{F_3} \) defined by

\[ Q_{F_1}(U, A) := \frac{1}{2} \sum_{m=1}^{M} \sum_{n=1}^{N} (AV)_{mn} \sum_{k=1}^{K} A_{mk} V_{kn} \left( X_{mn} - \frac{U_{mk} A_{mk}}{A_{mk}} (AV)_{mn} \right)^2, \]
\[ Q_{F_2}(U, A) := \frac{\sigma_1}{2} \sum_{k=1}^{K} \sum_{l=1}^{L} \sum_{m=1}^{M} W_{mk} A_{ml} \left( \frac{\delta_{kl} - \frac{U_{ml} A_{ml}}{A_{ml}} (W A)_{lk}}{W A_{lk}} \right)^2 + \frac{\sigma_2}{2} \| W - U \|_F^2, \]
\[ Q_{F_3}(U, A) := \sum_{k=1}^{K} \sum_{m=1}^{M} \left[ P(A)_{mk} (U_{mk} - Z(A)_{mk})^2 \right] + C(A), \]
where \( C(A) \) is some function depending only on \( A \) and with \( P(A) \) and \( Z(A) \) given as in (10) and (11). Computing the first order condition \( \nabla_U Q_F(U, A) = 0 \) and applying classical calculation rules for derivatives leads then to the desired update rule given in Line 4 of Algorithm 2.

The update rules for \( V \) and \( W \) are treated similarly.

### B Details on the Algorithm ONMFTV-MUL2

#### B.1 Derivation of the Update Rules

The Algorithm 3 is based on a classical gradient descent approach with a suitably chosen step size to ensure a multiplicative structure of the update rules. We will discuss here only the derivation for the minimization with respect to \( U \). The update rules for \( V \) are classical results and can be found in various works [35, 22].

Regarding the update rule for \( U \), we consider the classical gradient descent step
\[ U^{[i+1]} := U^{[i]} - \Gamma^{[i]} \circ \nabla_U F(U^{[i]}, V) \]
given also in (15). Thus, we need an explicit expression for \( \nabla_U F(U, V) \). Classical calculation rules for derivatives yields
\[ \nabla_U F(U, V) = UVV^T - XV^T + \sigma_1 (U^T U - U) + \nabla_U TV_{\tau}V(U). \]

The gradient of \( TV_{\tau}V(U) \) can be acquired via the Euler-Lagrange equation and is a classical result. By considering the continuous case with the function \( u : \Omega \to \mathbb{R} \) of Section 3.2.1 and defining \( \mathcal{L}(x_1, x_2, u, u_1, u_2) := \| \nabla u \|_{TV} \) with \( u_i := \partial u / \partial x_i \) for \( i \in \{ 1, 2 \} \), the Euler-Lagrange Equation
\[ \frac{\partial \mathcal{L}}{\partial u} - \sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left( \frac{\partial \mathcal{L}}{\partial u_i} \right) = 0 \]
gives the formal relationship
\[ \nabla_u TV_{\tau}V(u) := - \text{div} \left( \frac{\nabla u}{\| \nabla u \|_{TV}} \right). \]
Thus, the gradient descent step is given by
\[ U^{[i+1]} := U^{[i]} - \Gamma^{[i]} \circ \left( U^{[i]}VV^T - XV^T - \tau \text{div} \left( \frac{\nabla U^{[i]}}{\| \nabla U^{[i]} \|_{TV}} \right) + \sigma_1 U^{[i]} U^{[i]T} U^{[i]} - \sigma_1 U^{[i]} \right). \]
To ensure a multiplicative structure of the update rules, we set the step size to be
\[ \Gamma^{[i]} := \frac{U^{[i]}}{U^{[i]}VV^T + \sigma_1 U^{[i]} U^{[i]T} U^{[i]}}. \]
which leads directly to the update rule in Line 4 of Algorithm 3.
B.2 Discretization of the TV Gradient

In this section, we describe the discretization procedure of the divergence term $\text{div} \left( \nabla U[i] / \| \nabla U[i] \|_{\text{TV}} \right)$, which occurs in Line 4 of Algorithm 3.

To perform such a discretization, it is needed for express the divergence term in terms of sums and products of first and second order derivatives. To simplify the notation, we stick in this first step to the continuous case and consider the function $u$ mentioned in (12). By considering the definition in (13) and applying classical calculation rules for derivatives, we get

$$
\text{div} \left( \frac{\nabla u}{\| \nabla u \|_{\text{TV}}} \right) = \frac{\varepsilon_{TV}^2}{\| \nabla u \|^3_{\text{TV}}} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + \frac{\partial u}{\partial x} \frac{\partial^2 u}{\partial y^2} + \frac{\partial u}{\partial y} \frac{\partial^2 u}{\partial x^2} - 2 \frac{\partial u}{\partial x} \frac{\partial^2 u}{\partial x \partial y} \frac{\partial^2 u}{\partial y^2}.
$$

For the discretization of this expression, we assume that $u$ is a given discretized image of size $d_1 \times d_2$. Note that in the NMF models, which are considered in this work, this would correspond to one (reshaped) column of the matrix $U$.

To approximate the partial derivatives in the above expression, we use in the following a central differencing scheme and interpret the $x$ and $y$ directions as the vertical and horizontal axis in the image $u$ respectively. Thus, we define

$$(\Delta_x u)_{ij} := \frac{u_{i+1,j} - u_{i-1,j}}{2},$$

$$(\Delta_{xx} u)_{ij} := \frac{u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{2},$$

$$(\Delta_{xy} u)_{ij} := \frac{u_{i+1,j+1} - u_{i+1,j-1} - u_{i-1,j+1} + u_{i-1,j-1}}{4},$$

The discretized gradients can also be interpreted as matrices of size $d_1 \times d_2$, which finally leads to the discretization of the divergence term

$$
\text{div} \left( \frac{\nabla u}{\| \nabla u \|_{\text{TV}}} \right) = \frac{\varepsilon_{TV}^2}{\| \nabla u \|^3_{\text{TV}}} \left( (\Delta_{xx} u)^2 + (\Delta_{yy} u)^2 \right) + \frac{\partial u}{\partial x} \frac{(\Delta_{xx} u)^2 + (\Delta_{yy} u)^2}{2 \Delta_{xy} u} \frac{\partial u}{\partial y} \frac{\partial^2 u}{\partial y^2} - 2 \frac{\partial u}{\partial x} \frac{\partial^2 u}{\partial x \partial y} \frac{\partial^2 u}{\partial y^2},
$$

where $1_{d_1 \times d_2}$ is a matrix of size $d_1 \times d_2$ with ones in every entry.

C Algorithmic Details on the Proximal Gradient Descent Approach

In this section, we give some information about the involved gradients, Lipschitz constants and the computation of the step sizes of all algorithms based on the proximal gradient descent approach (see Section 3.2.2).

C.1 ONMFW-PALM

We start in this section with details on the gradients of the algorithm ONMFW-PALM. Since the computations are straightforward, we will only state the final results of all three gradients:

$$
\begin{align*}
\nabla_U F(U, V, W) &= UVV^\top - XV^\top + \sigma_1 (WW^\top U - W) + \sigma_2 (U - W), \\
\nabla_V F(U, V, W) &= UTV^\top - U^\top X, \\
\nabla_W F(U, V, W) &= \sigma_1 (UU^\top W - U) + \sigma_2 (W - U).
\end{align*}
$$

For the calculation of the Lipschitz constants, we compute for the minimization with respect to $U$ and arbitrary matrices $U_1, U_2 \in \mathbb{R}^{M \times K}$

$$
\| \nabla_U F(U_1, V, W) - \nabla_U F(U_2, V, W) \| \leq \| (U_1 - U_2) VV^\top + \sigma_1 WW^\top (U_1 - U_2) + \sigma_2 (U_1 - U_2) \| \leq (\| VV^\top \| + \| \sigma_1 WW^\top + \sigma_2 I_{M \times M} \|) \cdot \| U_1 - U_2 \| = (\lambda_{1,U} + \lambda_{2,U}) \cdot \| U_1 - U_2 \|,
$$

where $\| \cdot \|$ is the spectral norm and $\lambda_{1,U}, \lambda_{2,U}$ the maximal absolute eigenvalue of the symmetric matrices $VV^\top$ and $\sigma_1 WW^\top + \sigma_2 I_{M \times M}$ respectively, with $I_{M \times M}$ being the identity matrix of size $M \times M$. The other cases are treated analogously and results in

$$
\| \nabla_V F(U, V_1, W) - \nabla_V F(U, V_2, W) \| \leq \| UTV^\top \| \cdot \| V_1 - V_2 \| = \lambda_{1,V} \| V_1 - V_2 \|
$$

as well as

$$
\| \nabla_W F(U, V, W_1) - \nabla_W F(U, V, W_2) \| \leq \| \sigma_1 UU^\top + \sigma_2 I_{M \times M} \| \cdot \| W_1 - W_2 \| = \lambda_{1,W} \| W_1 - W_2 \|.\]
Numerically, the eigenvalues of the matrices are approximated via the power iteration with 5 iterations. The step sizes \( \eta_U, \eta_V \) and \( \eta_W \) described in Algorithm 4 are computed based on the Lipschitz constants, which are given by \( L_U := \lambda_{1, U} + \lambda_{2, U}, L_V := \lambda_{1, V} \) and \( L_W := \lambda_{1, W} \) with the computation above. The standard choice for the step size of the ONMFTV-PALM algorithm are simply the inverse Lipschitz constants, i.e. \( \eta_U = 1/L_U, \eta_V = 1/L_V \) and \( \eta_W = 1/L_W \[9\][19].

C.2 ONMFTV-iPALM

The calculation of the gradients and Lipschitz constants for ONMFTV-iPALM are the same as in the case of ONMFTV-PALM with the slight difference that the gradients are evaluated at other points. Furthermore, the step sizes are set by \( \eta_U = 0.9/L_U, \eta_V = 0.9/L_V \) and \( \eta_W = 0.9/L_W \) according to [19]. For details, we refer the reader to [46][19].

C.3 ONMFTV-SPRING

The computation of the gradients for ONMFTV-SPRING are based on the SGD estimator given in [18]. As in the case of ONMFTV-PALM the computations are straightforward and we get by defining the mini-batch \( B_{i,j}^{u} \subset \{1, \ldots, M\} \) for the minimization with respect to \( V \) and with \( \mathcal{F}_m(U, V, W) := \frac{1}{2} \| X_m \cdot - U_m \cdot V \|^2_2 \), we compute the gradients

\[
\hat{\nabla}_U^i \mathcal{F}(U, V, W) = \sum_{m \in B_{i,j}^{u}} \left[ (UV)_{m, n} V_{n, \star} - X_{m, n} V_{n, \star} + 1/N (\sigma_1(WW^TU - W) + \sigma_2(U - W)) \right] \\
\hat{\nabla}_V^i \mathcal{F}(U, V, W) = \sum_{m \in B_{i,j}^{v}} \nabla_V \mathcal{F}_m(U, V, W) = \sum_{m \in B_{i,j}^{v}} U_{m, n} (UV)_{m, n} - U_{m, n} X_{m, n}
\]

where \( V_{m, B_{i,j}^{u}}, X_{m, B_{i,j}^{v}}, \text{ and } U_{m, B_{i,j}^{v}} \) are the submatrices of \( U, V \) and \( X \), which are constrained column-wise and row-wise based on the index sets \( B_{i,j}^{u} \) and \( B_{i,j}^{v} \) respectively. For the minimization with respect to \( W \), the full partial gradient of \( \mathcal{F} \) is used which was already computed in Appendix C.1.

The computation of the Lipschitz constants of the partial gradients of \( \mathcal{F} \) with respect to \( U \) and \( V \) is based on the SGD estimator and goes analogously to the steps in Appendix C.1. Hence, we have

\[
\| \hat{\nabla}_U^i \mathcal{F}(U_1, V, W) - \hat{\nabla}_U^i \mathcal{F}(U_2, V, W) \| \leq \left( \frac{\| V_{m, B_{i,j}^{u}} V_{m, \star} \| + \| B_{i,j}^{u} \|}{N} \| \sigma_1 WW^T + \sigma_2 I_{M \times M} \| \right) \| U_1 - U_2 \| \\
= (\lambda_{1, U} + \lambda_{2, U}) \cdot \| U_1 - U_2 \|, \\
\| \hat{\nabla}_V^i \mathcal{F}(U, V_1, W) - \hat{\nabla}_V^i \mathcal{F}(U, V_2, W) \| \leq \| U_{m, B_{i,j}^{v}} U_{m, \star} \| \cdot \| V_1 - V_2 \| = \lambda_{1, V} \| V_1 - V_2 \|
\]

together with the Lipschitz constants \( L_U, L_V \) analogously to Appendix C.1. Since we consider the full partial gradient of \( \mathcal{F} \) with respect to \( W \), we also get the same Lipschitz constant \( L_W \) as in Appendix C.1.

The choice of of the step sizes \( \eta_{U[i,j]} \) and \( \eta_{V[i,j]} \) are chosen according to the work [19] by defining

\[
\eta_{U[i,j]} := \min \left\{ \frac{1}{\sqrt{\| B_{i,j}^{u} \|/N}} \cdot L_U, \frac{1}{L_U} \right\}, \quad \eta_{V[i,j]} := \min \left\{ \frac{1}{\sqrt{\| B_{i,j}^{v} \|/M}} \cdot L_V, \frac{1}{L_V} \right\}
\]

Furthermore, as described in Section 4.3, we perform an additional projection step of the parameter \( \tau \eta_{U[i,j]} \) (see Line 6 in Algorithm 5 and the application of the \( \text{prox}_{\tau \eta_{U[i,j]} \mathcal{J}} \) operator) to avoid too large regularization parameters of the TV penalty term by applying \( \text{prox}_{\tau_{i,j} \mathcal{J}} \) with \( \tau_{i,j} := \min \{ \tau \eta_{U[i,j]}, 1 \cdot 10^{-3} \} \).

D Parameter Choice

As described in Section 4.3, we choose the regularization parameters for the numerical experiments of every considered method empirically by performing multiple experiments for different parameters and choosing the ones which leads to
stable experiments and the best \( VD_a \) and \( VI_a \). For the separated methods, we also follow partially the recommendations of the corresponding works. In the following sections, we describe the choice of these and other hyperparameters in more detail.

D.1 Separated Methods

In this Section, we describe the choice of the main hyperparameters of all separated methods. Table 3 shows the selected parameters for the numerical experiments in Section 4 along with the used stopping criteria (stopCrit) and initialization methods (initMethod).

| Method               | \( \tau \) | stopCrit       | \( i_{\text{max}} \) | initMethod          |
|---------------------|-----------|---------------|----------------|---------------------|
| K-means-TV          | 1         | Cluster assignment | –           | K-means++          |
| ONMF-TV-Choi        | \( 2 \cdot 10^{-2} \) | maxIt           | \( 6 \cdot 10^2 \) | SVD                |
| ONMF-TV-Ding        | \( 2 \cdot 10^{-2} \) | maxIt           | \( 8 \cdot 10^2 \) | K-means++          |
| ONMF-TV-Pompili1    | 1         | Cluster assignment | –           | K-means++          |
| ONMF-TV-Pompili2    | \( 4 \cdot 10^{-2} \) | Pompili Internal | –           | SVD                |
| ONMF-TV-Kimura      | \( 2 \cdot 10^{-2} \) | maxIt           | \( 7 \cdot 10^2 \) | SVD                |
| ONMF-TV-Li          | \( 3 \cdot 10^{-2} \) | maxIt           | \( 2 \cdot 10^2 \) | SVD                |

All separated methods are initialized either based on the SVD approach described in Section 4.3 or via K-means++. Both methods were tried out for every separated method in the numerical experiments and one of them was chosen based on the stability and quality measures of the results. For the specific case of ONMF-TV-Pompili1, we use a mixture of the K-means++ method and the internal initialization procedure of [47].

Furthermore, different stopping criteria were used. Besides the classical stopping criterion based on a maximal iteration number \( i_{\text{max}} \) (maxIt), the clustering algorithms K-means-TV and ONMF-TV-Pompili1 (i.e. Line 3 in Algorithm 1) are stopped until the cluster assignments in the cluster membership matrix \( U \) do not change anymore. For the special case of ONMF-TV-Pompili2, the algorithm stops until the current iterates are “sufficiently” nonnegative (Pompili Internal, see [47]).

Finally, the TV denoising algorithm in Line 4 of all separated methods is based on a fast iterative shrinkage-thresholding Algorihtm (FISTA, see [8]) with a maximal iteration number of 100.

D.2 Combined Methods

In this Section, we describe the choice of the main hyperparameters of all combined methods. As in the previous section, Table 4 shows the selected parameters for the numerical experiments in Section 4 along with the used stopping criteria (stopCrit) and initialization methods (initMethod).

| Method               | \( \sigma_1 \) | \( \sigma_2 \) | \( \tau \) | \( \varepsilon_{TV} \) | \( s_r \) | stopCrit | \( i_{\text{max}} \) | initMethod          |
|---------------------|---------------|---------------|-----------|----------------|-----------|----------|----------------|---------------------|
| ONMFTV-MUL1         | 0.5           | 0.5           | \( 5 \cdot 10^{-3} \) | \( \sqrt{1} \cdot 10^{-5} \) | –         | maxIt    | \( 8 \cdot 10^2 \) | SVD                |
| ONMFTV-MUL2         | 1             | –             | \( 1 \cdot 10^{-3} \) | \( \sqrt{1} \cdot 10^{-5} \) | –         | maxIt    | \( 7 \cdot 10^2 \) | SVD                |
| ONMFTV-PALM         | 0.1           | 0.1           | \( 1 \cdot 10^{-1} \) | –             | –         | maxIt    | \( 4 \cdot 10^2 \) | SVD                |
| ONMFTV-iPALM        | 0.1           | 0.1           | \( 1 \cdot 10^{-1} \) | –             | –         | maxIt    | \( 3 \cdot 10^2 \) | SVD                |
| ONMFTV-SPRING       | 0.1           | 0.1           | \( 1 \cdot 10^{-4} \) | –             | 40        | maxIt    | \( 1 \cdot 10^2 \) | SVD                |

All combined methods are initialized based on the SVD approach described in Section 4.3 and are stopped until \( i_{\text{max}} \) iterations are reached (maxIt). Regarding the initialization methods, kmeans++ and the SVD method were tried out and one of them was finally chosen based on the quality of the results as it is the case for the separated methods. For ONMFTV-SPRING, we choose \( s_r = 40 \) according to [19].
Furthermore, the computation of the proximal mapping for the combined methods in Section 3.2.2 is also based on the FISTA algorithm [8], where the maximal iteration number is reduced to 5.

E Further Experiments

In this section, we present further experiments, which were done on the considered MALDI dataset. Figure 8 shows the results of all performed experiments in terms of the van Dongen criterion (VD) and the variation of information (VI), which confirm the previous observations in Section 4.4.

![Box plots of the van Dongen criterion (VD) and the variation of information (VI) of all performed experiments.](image)

Figure 8: Box plots of the van Dongen criterion (VD) and the variation of information (VI) of all performed experiments.
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