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Abstract

What makes an artificial neural network easier to train and more likely to produce desirable solutions than other comparable networks? In this paper, we provide a new angle to study such issues under the setting of a fixed number of model parameters which in general is the most dominant cost factor. We introduce a notion of variability and show that it correlates positively to the activation ratio and negatively to a phenomenon called Collapse to Constants (or C2C), which is closely related but not identical to the phenomenon commonly known as vanishing gradient. Experiments on a styled model problem empirically verify that variability is indeed a key performance indicator for fully connected neural networks. The insights gained from this variability study will help the design of new and effective neural network architectures.
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1 Introduction

1.1 Overview and related works

Despite their tremendous successes, it remains to be fully understood why deep artificial neural networks (ANNs) work so well on so many tasks in machine learning. In this paper, we take an intuitive approach to providing a new angle from which one can qualitatively investigate certain behaviors of neural nets and provide explanations to some critical issues. Our new angle is based on a notion of variability for ANNs which seems to have not been sufficiently examined in the past. Our study of variability focuses primarily on function (forward propagation) values rather than the gradient (back-propagation) information of ANNs, offering different insights from gradient-based views such as vanishing gradient.

In essence, variability is a qualitative surrogate of expressivity or expressiveness for neural networks (see a recent survey paper [7] and references thereof). Instead of giving precise, quantitative analyses on what kinds of functions can or cannot be expressed by certain neural network models which in general can be exceedingly difficult, we opt to give a qualitative characterization that, to a degree, reflects the levels of expressivity, thus sidestepping hurdle in analyses while still providing useful information on the expressiveness of neural networks. In doing so, we aim to find useful guidelines for the development of new and powerful architectures. Due to space limitation, however, such a development will be left to subsequent papers.

As is well known, initialization is a critical step towards a success or failure of neural network training. We start our investigation by visualizing landscapes of neural nets with properly initialized and scaled model parameters without training. Landscapes of deep neural networks have been examined from various angles and for different purposes, for example see [14, 17, 16, 15, 4, 23]. In our case, visualization results lead to the concept of neural network variability.

An important architectural topic about neural networks is depth versus width. A variety of issues involving depth and width has been extensively studied theoretically and experimentally, see [10, 3, 20, 24, 6, 21] for a few examples. In our paper, we examine the relationship between variability and trainability in the setting where the depth and width change together so that the total number of model parameters remains unchanged. The adoption of this setting is based on the consideration that the number of model parameters is usually the dominant cost factor.

One interesting phenomenon that we pay our attention to is called Collapse to Constants (or C2C) in which the network output becomes practically constants over a part of or the entire dataset, which occurs surprisingly often in deep neural nets, but not sufficiently studied in the literature. Recently, authors in [22] studied a phenomenon called neural collapsing that occurs at the very end of training and appears quite different from what we call C2C in this work. In [2], the authors reported collapsing to constants in special-purpose networks called Siamese networks under spacial circumstances. In [19], the author reported that under ReLU activations, all neurons could become inactive, then the output collapses to a constant, leading to what the author calls the dying ReLU neural networks. In our paper, we treat the C2C phenomenon in a most general framework and our analysis turns out to be a remarkably simple one.
1.2 Main contributions

The purpose of this work is to gain further understandings and new insights about the behaviors of ANNs. Our contributions are mainly conceptual, consisting of the following aspects.

1. We introduce the notion of variability, along with a measurement for it, for artificial neural networks that adds a new angle for explaining the benefits of deep learning and the difficulties in training deep neural nets. In particular, for fully connected neural nets equipped with ReLU activations with a fixed number of parameters, we show that the measured variability rises and then falls the growth of depth.

2. A simple calculation shows that the initial rise of variability can be attributed to the increase of the activation ratio (AR). On the other hand, the fall is largely due to a phenomenon called Collapse to Constants (or C2C) which is closely related but not identical to the common phenomenon of vanishing gradient. We explain the similarities and differences between C2C and vanishing gradient via their individual characterization matrix-products, respectively. As a byproduct, we also show that the absolute-value function, when used as an activation function, is less impacted by the C2C phenomenon than the ReLU is.

3. Experiments on a styled model problem empirically verify that variability is indeed a key indicator of performance, particularly for fully connected and ReLU-activated neural networks. Overall, the concept of variability connects expressivity and trainability. Qualitatively speaking, high variability not only reflects high expressivity but also well indicates high trainability.

1.3 Notations

An artificial neural network consists of an input layer, an output layer and some hidden layers for some \(L \geq 1\). Unless otherwise specified, all hidden layers are assumed to be fully connected and parameterized by a sequence of weight matrices and a sequence of bias vectors of compatible sizes,

\[
W = \{W_1, \cdots, W_L\} \quad \text{and} \quad b = \{b_1, \cdots, b_L\}.
\]

For ease of discussions, we will tacitly assume that all weight matrices \(W_i \in \mathbb{R}^{d \times d}\) and all bias vectors \(b_i \in \mathbb{R}^d\) are of the same sizes. This assumption will have no substantive impact on our conclusions.

At a hidden layer \(k\), a hidden-layer function \(\psi_k(\cdot)\) is applied to the input of the layer, where

\[
\psi_k(\cdot) \equiv \psi_k(\cdot, W_k, b_k) := \phi(W_k(\cdot) + b_k) : \mathbb{R}^d \rightarrow \mathbb{R}^d,
\]

which is the composition of an activation function \(\phi(\cdot)\) with the affine function defined by the weight-bias pair \((W_k, b_k)\). Normally, \(\phi\) is a scalar function applied component-wise to vectors. For convenience we often drop the dependence of \(\psi_k\) on the parameter pair \((W_k, b_k)\), as is done above, whenever no confusion arises.

A neural network function aggregates all hidden layer functions to form

\[
F_L(\cdot) \equiv F_L(\cdot, W, b) := (\psi_L \circ \cdots \circ \psi_1)(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^d,
\]
which is the composition of $\psi_1$ to $\psi_L$ and parameterized by $(\mathbf{W}, \mathbf{b})$. For any given parameter pair, the network maps an input $x$ to an output $F_L(x, \mathbf{W}, \mathbf{b})$, which can be computed through the forward propagation:

$$s_0 = x; \quad z_k = W_k s_{k-1} + b_k, \quad s_k = \phi(z_k), \quad k = 1, \cdots, L.$$  \hspace{1cm} (3)

Then, $F_L(x, \mathbf{W}, \mathbf{b}) = s_L$ at the end. In the above, we set the output as $s_L$ for convenience (in most cases further operations on $s_L$ are required to generate a desired output). We will examine certain properties of the neural network function $F_L(x, \mathbf{W}, \mathbf{b})$ as the number of hidden layers $L$ increases while the number of total parameters remains approximately a constant.

In our notation, subscripts usually are reserved as indices of hidden layers. On the other hand, we use $[v]_i$ to denote the $i$-th element of a vector $v$, and similarly for matrix elements.

2 Rise and Fall of Variability

We start with a set of simple experiments in Section 2.1 to observe the landscapes of neural network functions $F_L(x)$ as the network depth increases while the total number of parameters is unchanged. That is, when we increase the depth $L$, we simultaneously decrease the width $d$ in a calculated way so that the total number of parameters is kept approximately a constant. Since the total number of parameters of a neural network is a dominant cost factor in the training and deployment of the network, it is appropriate to study the architectural issues of neural networks under a normalized setting with fixed costs.

2.1 Landscape experiments

To facilitate visualization, we add an input layer and an output layer, both of dimension 2, to the $L$ hidden layers. For convenience, we continue to use $F_L(x)$ to denote the extended network which now has become from $\mathbb{R}^2$ to $\mathbb{R}^2$. The data set is a set of grid points on the square $[-1, 1]^2 \subset \mathbb{R}^2$ over which we compute and plot (after a scaling) the surface $z = \|F_L(x, \mathbf{W}, \mathbf{b})\|^2$ for randomly sampled parameter pairs $(\mathbf{W}, \mathbf{b})$ that are selected from normal distributions

$$[W_k]_{ij}, \ i.i.d. \sim \mathcal{N}(0, \sigma), \quad [b_k]_i, \ i.i.d. \sim \mathcal{N}(0, 1),$$  \hspace{1cm} (4)

where the variance $\sigma$ for weights is set according to the activation function in use. Two activation functions, sigmoid $\phi(t) = 1/(1 + e^{-t})$ and ReLU $\phi(t) = \max(0, t)$, are used. For sigmoid function we set $\sigma = 1$, and for ReLU we set $\sigma = \sqrt{2/d}$ corresponding to Xavier/Kaiming initialization [5, 8].

More specifically, we keep the total number of parameters in $(\mathbf{W}, \mathbf{b})$ at around 10,000. For each given depth value $L$, we calculate the corresponding width $d$ (rounded to the nearest integer), then compute and plot $z = \|F_L(x, \mathbf{W}, \mathbf{b})\|^2/z_{\text{max}}$ (where $z_{\text{max}}$ is a scaling factor) over a grid on $[-1, 1]$ for 9 different samples for $(\mathbf{W}, \mathbf{b})$ from zero-mean normal distributions with appropriate variance. The resulting plots are given in Appendix A. Figures 6 to 9 are results from the sigmoid activation function for $L = 2, 4, 6$ and 8. Figures 10 to 13 are from ReLU activation for $L = 2, 10, 20$ and 40. Each figure consists of 9 plots corresponding to 9 random parameter samples.

Based on these plots, we make the following observations.
• For the sigmoid function, the surfaces \( z = \|F_L(x, W, b)\|^2 \) are rather monotonous or uneventful with few variations either in the \( x \)-space (within each plot) or in the parameter space (across the 9 plots). In particular, in the \( x \)-space, we hardly see any ups and downs or peaks and valleys.

• Most remarkably, at \( L = 8 \) the surfaces appear to tend to constants of different values. In fact, with slightly larger \( L \) values, the surfaces do uniformly becomes constants. We call this curious phenomenon “Collapse to Constants” or simply C2C.

• For the ReLU function, we see landscapes of much richer expressions in the \( x \)-space from very beginning (\( L = 2 \)). The amount of variations increases as \( L \) grows deeper from 2 to 10 and even to 20. Not unrelatedly, the amount of variations in the parameter space also increase across the 9 plots.

• However, at \( L = 40 \), the phenomenon of C2C again shows up. In fact, with a larger \( L \), all 9 plots will be uniformly constants of different values.

Upon further examinations, it is clear that for large \( L \) not only the scalar function \( \|F_L(x, W, b)\| \) tends to constants in \( x \)-space, but in fact the vector-valued function \( F_L(x, W, b) \) itself tends to constant vectors for all \( x \in [-1, 1]^2 \). We will explain this C2C phenomenon later.

2.2 Variability and a measurement for it

From the experimental results presented in the previous subsection, we witness unmistakable differences in the outputs of network functions \( F_L(x, W, b) \) from one activation function to another and as the depth \( L \) grows deeper. All the observed differences are rooted in the richness of landscape variations in the data space where \( x \) varies, as well as in the parameter space where \( (W, b) \) varies. For randomly selected parameters, large landscape variations in the \( x \) space naturally lead to considerable variations in the \( (W, b) \) space. Therefore, it should be sufficient to primarily concentrate on the \( x \) space.

For ease of references, we use the term variability to represent the richness of landscape variations of network functions. Intuitively speaking, higher variability in a network function means not only higher expressiveness in data space, but also better responsiveness to parameter changes. On the other hand, a network with low variability means that it has poor approximating powers and consequently may be difficult to train. In particular, a deep network would have lost all variability, in certain regions of the parameter space, when it becomes a constant in the entire data space for parameters from those regions.

In general, it is nontrivial how to effectively and affordably measure variability of neural networks, which should be a subject of further investigations on its own right. Here we present a variability measurement that seems to have worked reasonably well in the scope of the current work. We define

\[
V_3 := \mathbb{E}_{(W,b)} \left( \|f\|^{-2} \int_{\Omega} \sum_{i=1}^{n} \left| \frac{\partial^2 f}{\partial x_i^2} \right|^2 dx \right)
\]  

(5)
where \( f \equiv f(F_L(x; W, b)) \) is a scalar-valued function and the mean is taken over a certain region of interest in the parameter space. The quantity \( V_3 \) measures the relative size of the third partial derivatives of \( f \) with respect to each variable over a region \( \Omega \) in the data space, then takes a mean value over a relevant region in the parameter space.

In our experiment, we use the least-squares function: \( f(\cdot) := \| \cdot \|_2^2 \) and \( \Omega = [-1, 1]^2 \). The derivatives will be approximated by finite differences over the grid which is also the dataset. The mean over parameters will be computed as a sample mean. In particular, we use the geometric mean which vanished if a single sampled value is zero. Therefore, once \( F_L(x; W, b) \) becomes a constant (or linear for that matter) on \( \Omega \), variability as measured by \( V_3 \) vanishes.

In Figure 1, we plot the variability of \( F_L(x; W, b) \) on \( \Omega \), computed as described above, for network depth \( L \) varying from 3 to 45 (with increment 3). The layers are all fully connected. The \( V_3 \) values are computed over 1000 samples for \((W, b)\) selected randomly from the distributions in (4) with \(\sigma\) values corresponding to activation functions. The total number of parameters in \((W, b)\) is kept close to 3300 with small disparities due to rounding towards integers. The left plot is for ReLU activation function \( \phi(t) = \max(0, t) \) with the Xavier/Kaiming initialization \( \sigma = \sqrt{2/d} \); and the right plot is for absolute-value function with the Xavier initialization \( \sigma = \sqrt{1/d} \).

**Remark 1.** The absolute-value function \( \phi(t) = |t| \) was considered in the early days of neural network research \([1]\) and in function approximation by piecewise linear functions (see \([18]\), for example). However, it has never really been popular or widely used as a neural-net activation function. In this work, we have found that at least for fully connected (FC) networks, absolute-value activations enjoys certain advantages over the popular ReLU function in terms of enhancing network variability.

![Figure 1: Variability measured by \( V_3 \) in (5) for ReLU (left) and absolute-value (right) activations. Each bar represents a geometric mean of 1000 parameter samples. As depth \( L \) grows, the width \( d \) decreases so that the total number of model parameters is approximately 3300.](image-url)
the network output becomes constant at least at one parameter sample, making the geometric mean zero. Interestingly, on the right plot for absolute-value, besides a slightly higher profile, after the peak variability declines but does not vanish up to $L = 45$.

**Remark 2.** We emphasize that for fully connected networks (FCNets) with ReLU activations, the rise and fall of variability is a typical behavior across different settings, though the location and height of variability peak can vary with factors such as the number of total model parameters or the network width.

### 2.3 Rising with activation ratio

It should be clear that variability comes from nonlinear activations in the model. As we see from the previous variability experiments, variability initially always arises as the network depth increases until it reaches a peak. There is a simple explanation for this. That is, when the total number of parameters is fixed, the number of activations always increases with the depth.

For simplicity, let us consider fully connected (FC) network of $L$ layers for which the number of parameters in $(W, b)$ is $N_w = (d^2 + d)L$ where $d$ is the width of the layers. In this case, the number of activations is $Ld$. The activation ratio (AR) $\rho$ for this network is the total number of activations divided by the total number of parameters, i.e., $\rho = Ld/N_w$, which can be written as a function of $L$. By solving the equation $N_w = (d^2 + d)L$ for $d$, we obtain $d = (1 + \sqrt{1 + 4N_w/L})/2$. Therefore, the activation ratio is

$$\rho(L) = \frac{1}{N_w} \left( L + \sqrt{L^2 + 4LN_w} \right), \quad L \geq 1. \quad (6)$$

Furthermore, since

$$\rho'(L) = \frac{1}{N_w} \left( 1 + \frac{2N_w/L}{\sqrt{1 + 4N_w/L}} \right) > 0,$$

the activation ratio is monotonically increasing with $L$. In particular, the rate of increase is the largest at $L = 1$. This simple calculation shows that the activation ratio increases most rapidly at the beginning, explaining why variability arises quickly at the very beginning.

### 2.4 Collapse to constants and its characterization

To compute the derivative of $F_L(x, W, b)$ with respect to the parameters, one uses the chain-rule to obtain so-called back-propagation formulas, such as

$$\frac{\partial}{\partial b_1} F_L(x, W, b) = \frac{\partial s_L}{\partial b_1} = \nabla \phi(z_1) W^T_2 \nabla \phi(z_2) \cdots W^T_L \nabla \phi(z_L),$$

where $z_k$ are computed in (3), $\nabla \phi(z_k)$ are diagonal matrices with scalar-valued $\phi'$ applied component-wise. It is well-known that the behavior of the derivatives is critically determined by the properties of the above matrix product. For convenience and without loss of generality, we add $W_1$ to the product and define

$$G_L \equiv G_L(x, W, b) := \prod_{k=1}^L W^T_k \nabla \phi(z_k), \quad (7)$$
which we will simply call the $G$-matrix associated with the network $F_L(x, W, b)$. It is well known in deep learning that excessively small (or large) size of $G_L$ causes vanishing (or exploding) gradient, which is a major source of difficulty in training.

Now we define another matrix product called the $C$-matrix, by replacing the derivative $\nabla \phi(z_k)$ in (7) by the finite difference at two points $z_k$ and $\bar{z}_k$; that is,

$$C_L \equiv C_L(x, \bar{x}, W, b) := \prod_{k=1}^{L} W_k^T D\phi(z_k, \bar{z}_k),$$

(8)

where $D\phi(\cdot, \cdot) \in \mathbb{R}^{d \times d}$ is diagonal defined by

$$[D\phi(u, v)]_{ii} = \frac{[\phi(u) - \phi(v)]_i}{[u - v]_i}, \quad i = 1, \cdots, d,$$

(9)

with the convention $0/0 = 1$, $\{z_k\}$ and $\{\bar{z}_k\}$ are computed via the recursion \(3\) starting from $x$ and $\bar{x}$, respectively. By their definitions, it is clear that $G$-matrices are limits of $C$-matrices.

The next proposition shows that $C$-matrices characterize the C2C phenomenon.

**Proposition 1.** Let network $F_L(x, W, b) : \mathbb{R}^d \to \mathbb{R}^d$ be defined as in \(2\). For any two distinct points $x, \bar{x} \in \mathbb{R}^d$, there holds

$$F_L(x) - F_L(\bar{x}) = [C_L(x, \bar{x})]^T (x - \bar{x}).$$

(10)

Consequently,

$$\lim_{L \to \infty} C_L(x, \bar{x}) = 0 \implies \lim_{L \to \infty} (F_L(x) - F_L(\bar{x})) = 0.$$ (11)

The verification of this proposition is straightforward so we omit it.

We note that the difference going to zero in (11) does not imply that each individual sequence goes to the same limit. On the contrary, such limits generally do not exist if the bias sequence $\{b_k\}$ is bounded away from zero.

Regarding the C2C phenomenon, the following remarks are in order.

- Wherever $C_L(x, \bar{x})$ is sufficiently small, the output values of the network for these two inputs $x$ and $\bar{x}$ will be close to each other for large $L$.

- $C_L(x, \bar{x})$ will be small if, for all or many $k$, $\|W_k^T \phi(z_k, \bar{z}_k)\|$ are sufficiently smaller than 1 in some norm which occurs when one or both of the matrices is sufficiently small.

- If $C_L(x, \bar{x})$ is sufficiently small for all $x$ in some region, then the corresponding outputs of the network will be like a constant in this region. In particular, this can happen when weight matrices in $\{W_k\}$ are small for all or many $k$.

If the weight matrices $W_k, k = 1, \cdots, L$, are properly normalized (for example, all $W_k$ are orthogonal matrices), then the size of $C_L$ will be solely determined by that of $D\phi(z_k, \bar{z}_k)$ for a given point pair $(x, \bar{x})$, which in turn depends on activation $\phi$ in use. We consider the popular ReLU activation $\phi(t) = \max(0, t)$ and, again for the purpose of contrast, the absolute-value function $\phi(t) = |t|$. In both cases, the diagonal entries in (9) satisfy $[D\phi(u, v)]_{ii} \in [-1, 1]$.
Proposition 2. Suppose that \( u, v \in \mathbb{R}^d \) be i.i.d. random variables with

\[
\text{Prob}([u]_i \geq 0) = \text{Prob}([v]_i \geq 0) = p \in (0, 1), \quad i = 1, 2, \cdots, d.
\]

Then

\[
\text{Prob}(|\phi(u) - \phi(v)| = |u - v|) = \begin{cases} 
p^{2d}, & \phi(t) = \max(0, t) 
(p^2 + (1 - p)^2)^d, & \phi(t) = |t|
\end{cases}
\]

where the absolute values are taken component-wise.

Proof. Consider the scalar case \( d = 1 \) with \( u \neq v \). For ReLU function \( \phi(t) = \max(0, t) \),

\[
\left| \frac{\phi(u) - \phi(v)}{u - v} \right| = \begin{cases} 
1, & uv \geq 0 
< 1, & \text{otherwise}
\end{cases}
\]

where the probability for the first case (ratio equal to 1) is \( p^2 \). For absolute value \( \phi(t) = |t| \),

\[
\left| \frac{\phi(u) - \phi(v)}{u - v} \right| = \begin{cases} 
1, & uv \geq 0 
< 1, & \text{otherwise}
\end{cases}
\]

where the probability for the first case (ratio equal to 1) is \( p^2 + (1 - p)^2 \).

Since all the components are i.i.d., by raising the above probabilities to their \( d \)-th power, we obtain the corresponding probabilities for the vector case for \( d > 1 \). \( \square \)

The proposition indicates that the probability for ReLU to preserve distances in \( \mathbb{R}^d \) is much smaller than that for absolute-value. For instance,

- when \( p = 1/2 \) the above two probabilities in \((12)\) become \( 1/4^d \) and \( 1/2^d \), respectively; this is, the latter is \( 2^d \) times larger than the former;
- when \( p = 1/4 \) the above two probabilities in \((12)\) become \( (1/16)^d \) and \( (10/16)^d \), respectively; this is, the latter is \( 10^d \) times larger than the former.

Remark 3. When \( d \) is large, the probability is small for either function to maintain diagonals \( ||D\phi(u, v)||_{ii} = 1 \) for all indices \( i \). That is, probabilistically speaking, the two functions are contractive, i.e., with a high probability they shrink the distance between points after each application, while ReLU is a more forceful contraction than absolute-value is, especially when the positive probability \( p \) of input is small.

In Figure 2, we present a couple of typical experimental results on C- and G-matrices. The left plot is for ReLU activations only with random weight matrices and bias vectors specified as in \( (4) \), then multiplied by the Xavier/Kaiming initialization constant \( \sqrt{2/d} \). For a randomly select point pair \((x, \bar{x})\), we compute the corresponding C-matrix, as well as the G-matrices at these two points, for depth \( L \) from 1 to 1000. The curves depict the spectral norms of the matrices \( C_L \) and \( G_L \) (two of those) at each depth value \( L \). As we can see, although that for \( L \) large three curves roughly follow a similar pattern of up-and-downs, the C-matrix still differs significantly from the
two G-matrices in that it becomes about two-orders of magnitude smaller than the two G-matrices at the same depth. This signifies an important point that, at least in some cases, C2C should in fact be considered as the leading cause for loss of trainability, instead of vanishing gradient as commonly perceived.

Figure 2: Sizes of C- and G-matrices for ReLU and absolute-value activations

The right plot of Figure 2 is for the comparison of two different activation functions, ReLU and absolute-value. Starting from a random point-pair, we plot the C-matrices computed on a set of random weight-bias pairs as specified in (4) with initialization multipliers $\sqrt{2/d}$ and $\sqrt{1/d}$ for ReLU and absolute-value, respectively. The plot shows clearly that ReLU, with considerably smaller C-matrices, is much more prone to the negative influence of C2C than absolute-value is. At $L = 1000$, the C-matrix for ReLU is more than 3 orders of magnitude smaller than that for absolute-value.

### 2.5 Existing techniques that enhance variability

A number of existing techniques in deep learning can be interpreted from the viewpoint of enhancing variability of neural networks. For example, convolutional neural networks (CNN) use far fewer parameters, in comparison to fully connected networks, at each layer, thus greatly increasing activation ratios and subsequently enhancing variability. In this view, achieving higher activation ratios should be a significant contributing factor to the great success of CNN.

Since C2C has a close relationship with vanishing gradient, it is not surprising that existing techniques designed to alleviate the latter can also help with the former. Specifically, since G-matrices are limits of C-matrices, techniques that slow down the size decrease of G-matrices usually also slow down the size decrease of C-matrices. Such techniques include Residual Networks (or ResNet) [9] and Batch Normalizations [13]. A particularly simple and widely utilized technique is to initialize weight matrices by orthogonal matrices [11, 12].
To illustrate the effects of orthogonal initialization, we repeat the experiment in Figure 1 under the identical setting except we orthonormalize the initial weight matrices and take out the Xavier multiplier. The results are given in Figure 3. Comparing Figure 3 with Figure 1, we observe that for ReLU the profile remains the same except the calculated variability values are slightly higher. However, it has a significant effect on the behavior of absolute-value function to the extent that variability remains at a high level without a noticeable deterioration up to $L = 45$. A study on the use of absolute-value as an activation function is the subject of a forthcoming paper.

![ReLU with orthogonal/Kaiming initialization](image1)

![Abs with orthogonal initialization](image2)

Figure 3: Variability measured by $V_3$ in (5) for ReLU and absolute-value activations with orthogonal initializations. Other settings are identical to those in Figure 1.

### 3 Variability vs. Trainability

As we have seen, for fully connected neural nets with a fixed number of parameters, variability is initially small, due to low activation ratio values, and then it rises to a peak with the growth of the depth; after that it starts to fall due to the progression of C2C phenomenon. In this section, we present numerical evidence verifying that the pattern of variability change is highly correlated to the performance of corresponding neural nets. This suggests that variability may well serve as a predictive indicator on performance of suitable neural nets.

#### 3.1 Experiment setting

To facilitate visualization, our experiments are done on a styled synthetic model *checkerboard* in which the data points are the 6561 mesh points of a $81 \times 81$ grid over the square $[-1, 1]^2$ in $\mathbb{R}^2$. These mesh points are divided into two sets, one corresponding to 0-labels and another to 1-labels, so that together they form an 8 by 8 checkerboard blocks, as is shown in Figure 4, where each of the 64 squares contains 81 grid points and the surrounding edges contains 1377 points. The blocks
take either 0 or 1 (blue or red) label in an alternating pattern, and the surrounding edges all take
the 0-label. In essence, we aim to approximate the piecewise linear, non-smooth function shown in
the right plot of Figure 4.

![Figure 4: Checkerboard: left plot for data points; right plot for labels; colors match binary labels.](image)

We train fully connected, rectangular neural nets (FCNets) which have the same number of
nodes or neurons (but see below for exceptions) at each hidden layer. In each of our experiments,
when we vary number of hidden layers $L$, we adjust the width $d$ so that the total number of model
parameters (i.e., weights and biases) is kept to a prescribed constant (though, in order to do so we
sometimes have to add or delete one or two nodes from some hidden layers). It is worth noting
that as the depth grows deeper, the width becomes narrower.

We randomly split the dataset of 6561 points into two parts: 25% as a training set containing
$m = 1640$ samples, and the remaining 75% as a testing set. Denoting the training set by $\{x_i\}_{i=1}^m$,
we minimize the least squares loss function,

$$
\min_{W, b} f_L(W, b) \equiv \sum_{i=1}^m \|\hat{F}_L(x_i; W, b) - y_i\|_2^2, 
$$

where $\hat{F}_L(x, W, b) : \mathbb{R}^2 \to \mathbb{R}^2$ is constructed from the neural net function $F_L(x, W, b)$ in (2) plus
an input layer and an output layer, and each label vector $y_i \in \mathbb{R}^2$ is either $(0, 0)^T$ or $(1, 1)^T$,
representing binary labels. We refer to the objective function value as the training loss and the
percentage of correctly classified data points as the training accuracy. We note that a 100% training
accuracy generally does not imply a 0-training loss.

To ensure that the optimization calculation is done sufficiently, we apply gradient descent
method (instead of SGD) with 40000 iterations without a stopping criterion. For each run, we
always try 10 different initial learning rates (step-sizes) as in

$$
\{0.001, 0.003, 0.006, 0.01, 0.03, 0.06, 0.1, 0.3, 0.6, 1.0\}
$$

and then pick the best result for output. During the 40000 iterations, learning rates are reduced
by a factor of 5 three times at the junctures corresponding to iterations 20000, 28000 and 36000,
respectively.
We initialize weight matrices and bias vectors with i.i.d. standard normal random numbers, and the weight matrices are then scaled by the Xavier/Kaiming initialization constants \[8\]. The activation function is ReLU. All trial instances are run with 10 different samples of random initial parameters. For final output, we always record and output the best result in term of the training error regardless where it occurs during training (in the middle or at the end).

3.2 Computational Results

We fix the total number of parameters at \(N_w = 1600, 2400\) and \(3200\), then for each \(N_w\) value we solve Problem \[13\] with FCNets and ReLU activation, following the procedure described in the previous subsection, with the number of hidden layers \(L\) varying from 2 to 31 (with increment 1 up to 20 then increment 2 afterwards). The results, including training and testing losses and accuracies, are summarize in Figure 5 containing 6 plots in 3 columns corresponding to the 3 values of \(N_w\).

As previously shown (see Remark 2), when networks grow deeper, variability first increases and then decreases. As we observe from Figure 5, there are remarkably similar patterns in all curves in Figure 5 for either training and test accuracies or losses (for which the rise-and-fall pattern is flipped).

In particular, we compare the left plot of Figure 1 with the third column of Figure 5. For these two cases, the numbers of total model parameters are sufficiently close (3300 vs. 3200) so that we
can roughly examine the locations of interests. Indeed, the peak of variability occurs at $L = 12$ in the left plot of Figure 1 while the best performance of the FCNet happens between $L = 10$ and $L = 15$, as can be seen in the third column of Figure 5.

We offer the following interpretations of the experimental results, as pertinent to the relationship between network variability and trainability.

- Variability in the data space indicates a model’s expressivity, and in turn it implies sensitivity in the parameter space. A well-designed and computable measure of variability, which remains a topic of further research, could serve well as an indicator of trainability.

- With low variability, models apparently have more local traps, making training difficult. On the other hand, near or around variability peaks, there appears to exist few or no local traps, as evidenced by the middle sections in the plots of Figure 5 where the training process seems to reach global optima with few or no exceptions, at least so in over-parametrized models.

- As expected, over-parametrization helps trainability. However, it may not always benefit generalizations much or at all, as is evidenced by the curves of testing loss and accuracy in Figure 5.

Remark 4. As is mentioned earlier, under comparable conditions, the absolute-value function offers better variability than ReLU activations. We did do experiments with absolute-value activations and obtained encouraging results. However, due to space limitation, a proper and reasonably complete treatment on issues related to using the absolute-value function as an activation function will be left to another paper.

4 Concluding remarks

We have proposed a concept called variability for artificial neural networks that adds a new angle to understand and explain some consequential behaviors of neural networks. In essence, variability is a qualitative surrogate for expressivity of neural networks that sidesteps difficulties in quantitative analyses while still providing useful information on the expressiveness of neural networks. Beside being a surrogate for expressivity, variability also plays a bridging role to connect expressivity to trainability.

It should be self-evident that activation ratio is the main contributing factor to network variability. Numerical results also suggest that Collapse to Constants (C2C) can often be the leading cause for loss of variability ahead of vanishing gradient. We characterize C2C via the so-called C-matrices and have highlighted differences between C2C and vanishing gradient. We concentrate on the neural-net function values instead of gradient values to examine and explain the benefits and difficulties in deep learning.

We have performed rather extensive experiments on a styled, but nontrivial, model problem to empirically verify that variability can indeed serve as a key indicator to gauge performance of fully connected neural networks.
This study of variability is still at a preliminary stage. Yet insights gained from this work will help the design of a new architecture to increase activation ratio and prevent or reduce the deterioration of variability in deep neural networks, which will be the subject of another study.
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A Plots from Landscape Experiments

Figure 6: Sigmoid activation: depth $L = 2$
Figure 7: Sigmoid activation: depth $L = 4$
Figure 8: Sigmoid activation: depth $L = 6$
Figure 9: Sigmoid activation: depth $L = 8$
Figure 10: ReLU activation: $L = 2$
Figure 11: ReLU activation: $L = 10$
Figure 12: ReLU activation: $L = 20$
Figure 13: ReLU activation: $L = 40$