ON THE GEOMETRY OF THE COUNTABLY BRANCHING DIAMOND GRAPHS

FLORENT BAUDIER, RYAN CAUSEY, STEPHEN DIL WORTH, DENKA KUTZAROVA, N. L. RANDRIANARIVONY, THOMAS SCHLUMPRECHT, AND SHENG ZHANG

Abstract. In this article, the bi-Lipschitz embeddability of the sequence of countably branching diamond graphs \((D^k_\omega)_{k \in \mathbb{N}}\) is investigated. In particular it is shown that for every \(\varepsilon > 0\) and \(k \in \mathbb{N}\), \(D^k_\omega\) embeds bi-Lipschitzly with distortion at most \(6(1 + \varepsilon)\) into any reflexive Banach space with an unconditional asymptotic structure that does not admit an equivalent asymptotically uniformly convex norm. On the other hand it is shown that the sequence \((D^k_\omega)_{k \in \mathbb{N}}\) does not admit an equi-bi-Lipschitz embedding into any Banach space that has an equivalent asymptotically midpoint uniformly convex norm. Combining these two results one obtains a metric characterization in terms of graph preclusion of the class of asymptotically uniformly convexifiable spaces, within the class of separable reflexive Banach spaces with an unconditional asymptotic structure. Applications to bi-Lipschitz embeddability into \(L_p\)-spaces and to some problems in renorming theory are also discussed.
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1. **Introduction**

1.1. **Motivation.** One of the most natural ways to grasp the geometry of a metric space is to understand in which metric spaces, in particular which Banach spaces, it does, or it does not, bi-Lipschitzly embed. In this article the geometry of the countably branching diamond graph of depth $k$, denoted $D^k_\omega$, is studied. In this introduction only a few fundamental notions and concept from metric space and Banach space geometry are recalled and the reader is directed to the core of the article or the references [13], [36] for undefined notions.

Let $(X, d_X)$ and $(Y, d_Y)$ be two metric spaces. A map $f : X \to Y$ is called a bi-Lipschitz embedding if there exist $s > 0$ and $D \geq 1$ such that for all $x, y \in X$,

$$(1) \quad s \cdot d_X(x, y) \leq d_Y(f(x), f(y)) \leq D \cdot s \cdot d_X(x, y).$$

As usual $c_Y(X) := \inf\{D \geq 1 \mid \text{equation (1) holds for some embedding } f\}$ denotes the $Y$-distortion of $X$. If there is no bi-Lipschitz embedding from $X$ into $Y$ then we set $c_Y(X) = \infty$. A sequence $(X_k)_{k \in \mathbb{N}}$ of metric spaces is said to equi-bi-Lipschitzly embed into a metric space $Y$ if $\sup_{k \in \mathbb{N}} c_Y(X_k) < \infty$.

The research carried out in this article is motivated by exhibiting analogies or discrepancies between certain metric characterizations of local properties of Banach spaces and their asymptotic counterparts. To make this more precise some useful terminology needs to be introduced. In general, one is seeking metric characterizations in terms of metric space preclusion in a nonlinear category. For concreteness, let us state one of the numerous metaproblems that can be considered. Say, one wants to work in the uniform category where the objects are metric spaces and the morphisms are injective uniformly continuous maps. Let $P$ be a property of metric spaces or Banach spaces, and $\mathbb{C}_P$ the class it canonically defines. An interesting problem, is to find a family of metric spaces $(X_i)_{i \in I}$ such that $Y \in \mathbb{C}_P$ if and only if the family $(X_i)_{i \in I}$ does not equi-uniformly embed into $Y$. Arguably, the most interesting case belongs to the Lipschitz category and deals with Banach space properties. The following metaproblem is general enough to encompass all the known metric characterizations in terms of metric space preclusion.

**Problem 1.1** (Metric space preclusion characterizations). Fix an ambient class of Banach spaces $\mathcal{B}_{\text{amb}}$. Are there Banach space properties $P$ (or equivalently the classes they define $\mathcal{B}_P$), and families of metric spaces $(X_i)_{i \in I}$ such that if $Y \in \mathcal{B}_{\text{amb}}$, then

1. if $Y \in \mathcal{B}_P$ then $\sup_{i \in I} c_Y(X_i) = \infty$,
2. if $Y \notin \mathcal{B}_P$ then $\sup_{i \in I} c_Y(X_i) < \infty$.

Following [34], the family $(X_i)_{i \in I}$ is called in that case a family of test-spaces for $P$ (or $\mathcal{B}_P$) within the class $\mathcal{B}_{\text{amb}}$ in the Lipschitz category.

If moreover,

3. $\sup_{Y \notin \mathcal{B}_P} \sup_{i \in I} c_Y(X_i) < \infty$,

the family $(X_i)_{i \in I}$ shall be called a uniformly characterizing family for $P$ (or $\mathcal{B}_P$) within the class $\mathcal{B}_{\text{amb}}$ in the Lipschitz category.

Since we will only deal with the Lipschitz category in this article we will from now on drop the mention to the Lipschitz category. We are mainly concerned with sequences of test-spaces in this article and if the ambient class is the class of all Banach spaces one shall simply say “sequence of test-spaces” or “uniformly characterizing sequence”. Note that if $(X_k)_{k \in \mathbb{N}}$ is a sequence of test-spaces for $\mathcal{B}_P$ then $Y \in \mathcal{B}_P \iff \sup_{k \in \mathbb{N}} c_Y(X_k) = \infty$, or equivalently, $Y \notin \mathcal{B}_P \iff \sup_{k \in \mathbb{N}} c_Y(X_k) < \infty$. Remark that whenever $\mathcal{B}_P$ admits a sequence of test-spaces
then $B_P$ is stable under bi-Lipschitz embeddability, in particular $P$ must be hereditary (i.e. passes to subspaces). Also, when $\sup_{k \in \mathbb{N}} c_Y(X_k) = \infty$, estimating the rate of growth of $c_Y(X_k)$ in terms of some numerical parameter that can be associated to $B_P$ and the sequence can be fundamental for applications.

Ribe’s rigidity theorem [11] suggests that it is reasonable to believe that local properties of Banach spaces could be characterized in purely metric terms (not necessarily in terms of test-spaces though). The first successful step in the Ribe program was obtained by Bourgain when he showed that the sequence $(B_k)_{k \in \mathbb{N}}$ of binary trees of height $k$ is a uniformly characterizing sequence for super-reflexivity. We refer to [2] and [31] for a thorough description of the Ribe program and its successful achievements. It is worth noticing at this point that an analogue of Ribe’s rigidity theorem in the asymptotic setting remains elusive. Nevertheless, a viable analogue of Bourgain’s super-reflexivity characterization in the asymptotic setting was obtained in [4]. Before we state the Baudier-Kalton-Lancien characterization, let us mention that when dealing with asymptotic properties one shall restrict oneself to the class of reflexive Banach spaces. Whether reflexivity is a technical or a conceptual requirement seems to be a challenging and delicate issue. Also, the Baudier-Kalton-Lancien characterization could be considered as the first step in a certain asymptotic declination of the Ribe program which would seek for characterizations of asymptotic properties in purely metric terms. Important techniques, deep contributions, and profound ideas to tackle such a program are ubiquitous in recent work of the late Nigel Kalton (and his coauthors; c.f. [17], [18], [4], [19], [20], [21], [22]).

Recall that a Banach space $Y$ is said to be uniformly convexifiable if $Y$ admits an equivalent norm $\mathcal{Y}$ that is uniformly convex, and the convenient notation $Y \in \langle UC \rangle$ shall be used in the sequel. Similar notations and acronyms are used without further explanations for renorming with other properties. The Baudier-Kalton-Lancien characterization states that the sequence $(T_k^\omega)_{k \in \mathbb{N}}$ of countably branching trees of height $k$ is a uniformly characterizing sequence for the class of Banach spaces that are asymptotically uniformly smoothable and asymptotically uniformly convexifiable, within the class of reflexive Banach spaces. The paramount ingredient to achieve this characterization is the Szlenk index. Indeed in the reflexive setting, the Banach spaces that are asymptotically uniformly smoothable and asymptotically uniformly convexifiable are exactly those whose Szlenk index and the Szlenk index of their dual is at most $\omega$. Around the same time, Johnson and Schechtman [15] found two new uniformly characterizing sequences for super-reflexivity, namely the sequence $(D_k^2)_{k \in \mathbb{N}}$ of (2-branching) diamond graphs and the sequence $(L_k^2)_{k \in \mathbb{N}}$ of (2-branching) Laakso graphs. Very recently, Ostrovskii and Randrianantoanina [37] showed that for any $r \geq 2$ the sequence $(D_k^r)_{k \in \mathbb{N}}$ of $r$-branching diamond graphs is also a uniformly characterizing sequence for super-reflexivity. In [5], Baudier and Zhang gave a different proof that $\sup_{k \in \mathbb{N}} c_Y(T_k^\omega) = \infty$ where $Y$ is any reflexive Banach space that is asymptotically uniformly smoothable and asymptotically uniformly convexifiable. This new proof is based on the fact that such spaces have an equivalent norm that has property $(\beta)$ of Rolewicz (see [10]) and could be easily adjusted, for the same Banach space target, to show that $\sup_{k \in \mathbb{N}} c_Y(L_k^\omega) = \infty$ and $\sup_{k \in \mathbb{N}} c_Y(P_k^\omega) = \infty$ where $(L_k^\omega)_{k \in \mathbb{N}}$ (resp. $(P_k^\omega)_{k \in \mathbb{N}}$) is the sequence of countably branching Laaakso (resp. parasol) graphs. Unfortunately the geometric argument used in this proof could not settle the similar problem for the sequence of countably branching diamond graphs. This issue is resolved in this article. Also, a question that arises naturally is whether one could replace the sequence $(T_k^\omega)_{k \in \mathbb{N}}$ in the Baudier-Kalton-Lancien characterization by $(D_k^2)_{k \in \mathbb{N}}$, $(L_k^2)_{k \in \mathbb{N}}$ or $(P_k^\omega)_{k \in \mathbb{N}}$ and thus obtain another analogy between the local and the asymptotic versions of the
Ribe program. One of the main application of our work is that one cannot replace the sequence \((T^\omega_k)_{k \in \mathbb{N}}\) neither with the sequence \((D^\omega_k)_{k \in \mathbb{N}}\), \((L^\omega_k)_{k \in \mathbb{N}}\) nor \((P^\omega_k)_{k \in \mathbb{N}}\) in the Baudier-Kalton-Lancien characterization. This seemingly discrepancy between the local Ribe program and the asymptotic Ribe program is due to the fact that the class of super-reflexive Banach spaces, the class of uniformly convexifiable Banach spaces, and the class of uniformly smoothable Banach spaces form the same class in different disguise! However, the classes of uniform asymptotically convexible and uniform asymptotically smoothable spaces differ. Actually our work shows that the sequence \((D^\omega_k)_{k \in \mathbb{N}}\) is a uniformly characterizing sequence for the class of asymptotically uniformly convexifiable Banach spaces within the class of separable reflexive Banach spaces with an unconditional asymptotic structure.

1.2. Content of the article. In Section 2 two descriptions of the countably branching diamond graph \(D^\omega_k\) are given: a recursive graph-theoretical description and a non-recursive set-theoretical description. The two constructions define the same unweighted graph (up to graph isomorphism) and therefore the same metric space (up to isometry). The basic metric properties of the diamond graphs are recorded in Section 2.3 for convenience.

Section 3 is divided into four parts, three of them dealing with the embeddability of the sequence \((D^\omega_k)_{k \in \mathbb{N}}\) into certain Banach spaces. In Section 3.1 we show that for every \(k \in \mathbb{N}\), \(c_Y(D^\omega_k) \leq 6\) whenever \(Y\) contains arbitrarily good \(\ell^\omega_\infty\)-trees. In Section 3.2 a new proof is given showing that for any \(k \in \mathbb{N}\), \(D^\omega_k\) admits a bi-Lipschitz embedding into \(L_1[0,1]\) that has distortion at most 2. Note that the embedding possesses some interesting properties, such as being “vertically isometric”. Both embeddings requires the non-recursive set-theoretical description of the countably branching diamond graphs. In Section 3.4 embeddability into Banach spaces of the form \(L_p([0,1],Y)\) is discussed. It is shown that for \(1 \leq p < \infty\), if \(Y\) is not super-reflexive, then for every \(k \in \mathbb{N}\), \(c_{L_p([0,1],Y)}(D^\omega_k) \leq 2^{1+1/p}\). This result has an interesting consequence in the renorming theory that is discussed in Section 5. The remaining part, Section 3.5, is devoted to providing sufficient conditions for a Banach space to contain arbitrarily good \(\ell^\omega_\infty\)-trees of arbitrary height, and thus is essentially Banach space theoretical. In particular we show that such trees can always be found in any Banach space that contains, for all \(n \in \mathbb{N}\), \(\ell^\sigma_n\) in its \(n\)-th asymptotic structure. Combining this result with the embedding result from Section 3.4 one obtains our main embedding theorem.

**Theorem A.** If for all \(n \in \mathbb{N}\), \(\ell^\sigma_n\) is in the \(n\)-th asymptotic structure of \(Y\), then \(\sup_{k \in \mathbb{N}} c_Y(D^\omega_k) < \infty\), i.e. the sequence \((D^\omega_k)_{k \in \mathbb{N}}\) can be equi-bi-Lipschitzly embedded into \(Y\).

Finally, we show that any separable reflexive Banach space with an unconditional asymptotic structure whose Szlenk index of its dual is larger than \(\omega\) contains \(\ell^\omega_\infty\) in its \(n\)-th asymptotic structure for all \(n \in \mathbb{N}\). To achieve this, some tools and concepts from asymptotic Banach space theory (e.g. trees and branches in Banach spaces, asymptotic structure...) are needed and they are recalled in Section 3.2.1.

In Section 4 we are concerned with finding obstructions to the embeddability of the diamond graphs. The main result of this section states that one cannot embed equi-bi-Lipschitzly the sequence \((D^\omega_k)_{k \in \mathbb{N}}\) into a Banach space that is midpoint asymptotically uniformly convex. The proof of the main result builds upon two very useful techniques: an approximate midpoint argument (originally from Enflo) and the self-improvement argument à la Johnson and Schechtman. The proof can be significantly generalized to handle a quite large collection of sequences of
graphs, which in particular contains the countably branching Laakso graphs and the countably branching parasol graphs.

The article ends with a section devoted to the applications of our work in metric geometry, and in renorming theory, some of which being already mentioned in the first part of this introduction. The two main applications are a new metric characterization in terms of graph preclusion, and tight estimates on the $L_p$-distortion of the countably branching diamond graphs. Our asymptotic notation conventions are the following. Throughout this article we will use the notation $\lesssim$ or $\gtrsim$, to denote the corresponding inequalities up to universal constant factors. We will also denote equivalence up to universal constant factors by $\approx$, i.e., $A \approx B$ is the same as $(A \lesssim B) \land (A \gtrsim B)$.

**Theorem B.** Let $Y$ be a reflexive Banach space with an unconditional asymptotic structure. Then, $Y$ is asymptotically uniformly convexifiable if and only if $\sup_{k \in \mathbb{N}} c_Y(D^k_\omega) = \infty$.

**Theorem C.** i) For $1 \leq p < \infty$, $c_{\ell_p}(D^k_\omega) \approx k^{1/p}$.

ii) For $1 < p < \infty$, $c_{L_p}(D^k_\omega) \approx \min\{k^{1/p}, \sqrt{k}\}$.

We conclude this section by gathering all the known (as far as we know) metric space preclusion characterizations in the following three tables. Note that all the known sequence of test-spaces are actually uniformly characterizing sequences. We also included some interesting open problems. Needless to say that they are many more open problems.

| $B_{amb}$ | $B_p$ | test-spaces |
|----------|-------|-------------|
| all Banach spaces | | $(B_k)_{k \in \mathbb{N}}, (T^k_r)_{k \in \mathbb{N}} \ r \geq 3$ |
| super-reflexivity | $D_\omega(Y) = \omega$ | Bourgain (1986) |
| (UC) | $D_\omega(Y) = \omega$ | Baudier (2007) |
| | $D_\omega(Y^*) = \omega$ | Johnson-Schechtman (2009) |
| K-convexity | Hamming cubes $(H_k)_{k \in \mathbb{N}}$ | Ostrovskii (2014) |
| non-trivial type | | Ostrovskii-Randrianantoanina (2016) |
| non-trivial cotype | $\ell_\infty$-grids $([m^k_\infty])_{m,n \in \mathbb{N}}$ | Mendel-Naor (2008) |
| UMD | open | |
| Pisier’s property ($\alpha$) | open | |

**Table 1. Local Ribe program**
2. THE COUNTABLY BRANCHING DIAMOND GRAPHS

By a graph $G = (V, E)$ we mean a graph with vertex-set $V$ and edge-set $E$. The set of vertices or edges is allowed to be infinite however we restrict our attention to simple graphs, i.e. without multiple edges. Our graphs will always be unweighted and equipped with the shortest path distance. The geometry of the (binary or 2-branching) diamond graphs has proved to be fundamental in connection with applications in theoretical computer science (for the dimension reduction problem in $\ell_1$ see for instance [25]).

The diamond graph of depth $k$ is build in a recursive fashion starting with the 4-cycle (the diamond graph of depth 1). The diamond graph of depth 2 is obtained by replacing each edge of the diamond graph of depth 1 with a copy of the 4-cycle. The diamond graphs of higher depth are build in sim-ilar fashion. The sequence of graphs obtained, denoted $(D^2_k)_{k \in \mathbb{N}}$, is usually simply refered to as the sequence of diamond graphs. In this article we are concerned with the sequence of countably branching diamond graphs, denoted $(D^\omega_k)_{k \in \mathbb{N}}$, whose formal definition is presented in the next section.

1Note that in some articles the recursive construction is slightly different since the diamond graph of depth $k + 1$ is obtained by replacing each edge of the diamond graph of depth $k$ by a copy of itself; this actually gives a subsequence of the sequence of the diamond graphs as defined here.

| $\mathcal{B}_{amb}$ | $\mathcal{B}_P$ | test-spaces |
|---------------------|----------------|--|
| reflexive Banach spaces | $\langle AUC \rangle \cap \langle AUS \rangle$ | $(T^k_\omega)_{k \in \mathbb{N}}, T^\omega_\infty$ |
| $\langle (\beta) \rangle$ | Baudier-Kalton-Lancien (2010) |
| $\max\{\text{Sz}(Y), \text{Sz}(Y^*)\} = \omega$ | Motakis-Schlumprecht (2016) |
| reflexive Banach spaces with an unconditional asymptotic structure | $\langle AUC \rangle$ | $(D^\omega_k)_{k \in \mathbb{N}}$ |
| $\text{Sz}(Y^*) = \omega$ | this article |
| $\text{Sz}(Y) = \omega$ | open |

Table 2. Asymptotic Ribe program

| $\mathcal{B}_{amb}$ | $\mathcal{B}_P$ | test-spaces |
|---------------------|----------------|--|
| dual Banach spaces | Radon-Nikodym $D_{SC}$ | Ostrovskii (2014) |
| reflexivity | open |

Table 3. Extended Ribe program
2.1. **Graph theoretical recursive definition.** A directed $s$-$t$ graph $G = (V, E)$ is a directed graph which has two distinguished vertices $s, t \in V$. To avoid confusion, we will also write sometimes $s(G)$ and $t(G)$. There is a natural way to “compose” directed $s$-$t$ graphs using the $\odot$-product defined in \[26\]. Given two directed $s$-$t$ graphs $H$ and $G$, define a new graph $H \odot G$ as follows:

i) $V(H \odot G) := V(H) \cup (E(H) \times (V(G) \setminus \{s(G), t(G)\}))$

ii) For every oriented edge $e = (u, v) \in E(H)$, there are $|E(G)|$ oriented edges,

\[
\{(\{e, v_1\}, \{e, v_2\})| (v_1, v_2) \in E(G) \text{ and } v_1, v_2 \notin \{s(G), t(G)\}\}
\cup \{(u, \{e, w\})| (s(G), w) \in E(G)\} \cup \{(\{e, w\}, u)| (w, s(G)) \in E(G)\}
\cup \{(\{e, w\}, v)| (w, t(G)) \in E(G)\} \cup \{(v, \{e, w\})| (t(G), w) \in E(G)\}
\]

iii) $s(H \odot G) = s(H)$ and $t(H \odot G) = t(H)$.

It is also clear that the $\odot$-product is associative (in the sense of graph-isomorphism or metric space isometry), and for a directed graph $G$ one can recursively define $G^{\odot k}$ for all $k \in \mathbb{N}$ as follows:

- $G^{\odot 1} := G$.
- $G^{\odot k+1} := G^{\odot k} \odot G$, for $k \geq 1$.

Note that it is sometimes convenient, for some induction purposes, to define $G^{\odot n}$ to be the two-vertex graph with an edge connecting them. Note also that if the base graph $G$ is symmetric the graph $G^{\odot k}$ does not depend on the orientation of the edges.

Consider the complete bipartite infinite graph $K_{2,\omega}$ with two vertices on one side, (such that one is $s(K_{2,\omega})$ and the other $t(K_{2,\omega})$), and countably many vertices on the other side. The countably branching diamond graph of depth $k$ is defined as $D_k := K_{2,\omega}^{\odot k}$. If one starts with the complete bipartite graph $K_{2,r}$ for some $r \geq 2$ instead, the graph obtained is the $r$-branching diamond graph of depth $k$. In particular $D_{k}^{2} := K_{2,2}^{\odot k}$.

The recursive definition of the various types of diamond graphs (and the basic metric properties that can be derived from it) is usually sufficient to prove metric statement about them. However, in this article we will need a more “concrete” representation of the countably branching diamond graphs in order to prove our main embedding result. This representation, or coding, is the purpose of the next section.

2.2. **Non recursive definition.** We denote by $[\mathbb{N}]$ all subsets of $\mathbb{N}$, by $[\mathbb{N}]^{<\omega}$ all finite subsets, and by $[\mathbb{N}]^\omega$ all infinite subsets. For $k \in \mathbb{N}_0 := \mathbb{N} \cup \{0\}$ we denote by $[\mathbb{N}]^{\leq k}$ the subsets of $\mathbb{N}$ which have at most $k$ elements, by $[\mathbb{N}]^{<k}$ the subsets of $\mathbb{N}$ which have less than $k$ elements, and by $[\mathbb{N}]^k$, the subsets of $\mathbb{N}$, which have exactly $k$ elements. The elements of subsets of $\mathbb{N}$ are always written in increasing order, so writing $A = \{a_1, a_2, \ldots, a_n\} \in [\mathbb{N}]^{<\omega}$, or $B = \{b_1, b_2, \ldots\} \in [\mathbb{N}]^\omega$, means that $a_1 < a_2 < \ldots < a_n$, and $b_1 < b_2 < b_3 < \ldots$. For $A = \{a_1, \ldots, a_m\} \in [\mathbb{N}]^{<\omega}$, and $B = \{b_1, b_2, \ldots, b_n\} \in [\mathbb{N}]^{<\omega}$ or $B = \{b_1, b_2, \ldots\} \in [\mathbb{N}]^\omega$, $A$ is called an initial segment of $B$, or $B$ is called an extension of $A$, if $n > m$ (or $B$ is infinite), and $a_1 = b_1$, $a_2 = b_2$, $\ldots$, $a_m = b_m$, and we write in that case $A < B$. For $A = \{a_1, a_2, \ldots, a_n\} \in$
In the following lemma we gather the basic combinatorial properties of the sequence \((G_k)_{k \in \mathbb{N}}\) that will be needed in the sequel. Elements of proofs are only given for the facts that are not completely obvious.
Lemma 2.1. a) For $j, k \in \mathbb{N}$, with $j \leq k$ it follows that $V_j \subset V_k$.

b) Assume that $k \in \mathbb{N}$ and $(A, r), (B, s)$ are in $V_k$ with $\{(A, r), (B, s)\} \in E_k$.

Then it follows that $|r - s| = 2^{-k}$ and either $|A| = k$ and $|B| < k$ or $|B| = k$ and $|A| < k$.

c) Let $k \in \mathbb{N}$. If $(B, s) \in V_k$, with $B \in \mathbb{N}^k$ (and thus $s \in \mathbb{B}_k$), and if $(A, r) \in V_k$, then it follows that $\{(A, r), (B, s)\} \in E_k$ if and only if

$$A < B$$(2)

and

$$\text{either } r - s - 2^{-k} = \sum_{i=1}^{i^-} \sigma_i 2^{-i}, \text{ and } A = B|_{i^-},$$

if $i^- = \max\{1 \leq i \leq k - 1: \sigma_i = 1\}$ exists, and $A = \emptyset$ and $r = 0$ otherwise,

$$\text{or } r + s + 2^{-k} = \sum_{i=1}^{i^+} \sigma_i 2^{-i} + 2^{-i^+}, \text{ and } A = B|_{i^+}$$

if $i^+ = \max\{1 \leq i \leq k - 1: \sigma_i = 0\}$ exists, and $A = \emptyset$ and $r = 1$ otherwise.

d) For a given $(B, r) \in [\mathbb{N}]^k \times \mathbb{B}_k$ there is a unique edge $\{(B_+, r + 2^{-k}), (B_-, r - 2^{-k})\} \in E_{k-1}$, for which we have

$\{(B, r), (B_+, r + 2^{-k})\} \in E_k$ and $\{(B, r), (B_-, r - 2^{-k})\} \in E_k$.

Proof. c) Assume $k \geq 1$. From the definition of $E_k$ it follows that if for two elements $u$ and $v$ in $V_k$, say $u = (A, r)$ and $v = (B, s)$, we have $\{u, v\} \in E_k$, then either $A$ or $B$ has cardinality $k$ and the other set does have cardinality less than $k$. So assume that $|A| < |B| = k$. Then write $s$ as $s = \sum_{i=1}^{k} \sigma_i 2^{-i}$, with $\sigma_i \in \{0, 1\}$, for $i \in \{1, 2, \ldots, k\}$ and $\sigma_k = 1$. Now since $|r - s| = 2^{-k}$ and $r \in \mathbb{B}_{|A|}$ it follows that,

$$r = \begin{cases} \sum_{i=1}^{m} \sigma_i 2^{-i} & \text{if } r < s \\ \sum_{i=1}^{m-1} \sigma_i 2^{-i} + 2^{-m} & \text{if } r > s. \end{cases}$$

where $m := |A|$ and

$$|A| = \begin{cases} \max\{1 \leq i \leq k - 1: \sigma_i = 1\}, & \text{if } r < s \\ \max\{1 \leq i \leq k - 1: \sigma_i = 0\}, & \text{if } r > s, \end{cases}$$

with $\max(\emptyset) := 0$.

d) Indeed, write $r$ as

$$r = \sum_{i=1}^{k} \sigma_i 2^{-i}, \text{ with } \sigma_i \in \{0, 1\}^k, \text{ and } \sigma_k = 1.$$
with \( \max(\emptyset) := 0 \). Then letting \( B_- = B|_{t^-} \) and \( B_+ = B|_{t^+} \), we deduce that

\[
\{(B_-, r - 2^{-k}), (B_+, r + 2^{-k})\} \in E_{k-1},
\]

and

\[
\{(B, r), (B_-, r - 2^{-k}), (B_+, r + 2^{-k})\} \in E_k.
\]

The uniqueness is then clear since according to equation (2) it is necessary that \( A \sim B \) for \( \{(A, s), (B, r)\} \) to be in \( E_k \), while equation (3) allows only two possible cardinalities for \( A \).

The graph \( G_k \) introduced above is nothing else but a concrete representation of the countably branching diamond graph of depth \( k \) defined recursively in the previous section.

**Proposition 2.1.** For all \( k \geq 0 \), \( G_k \) is graph isomorphic to \( D_k^\omega \).

**Proof.** Recall that \( D_k^\omega := (V_k, E_k) \) and \( G_k := (V_k, E_k) \). We will think of \( s(D_k^\omega) \) (resp. \( t(K_{2,\omega}) \)) to be the bottom vertex (resp. the top vertex) of \( D_k^\omega \), we shall use the notation \( b_k^\omega \) for \( s(D_k^\omega) \) and \( t_k^\omega \) for \( t(D_k^\omega) \). We shall prove by induction on \( k \in \mathbb{N}_0 \) the following statement:

\( H_k: \) there exists a graph isomorphism \( \varphi_k : D_k^\omega \to G_k \) such that

i) for all \( n \leq k - 1 \), \( \varphi_k|_{D_n^\omega} = \varphi_n \),

ii) and if \( e_k^\omega = \{u, v\} \in E_k^\omega \), and if \( (A, r) = \varphi_k(u) \) and \( (B, s) = \varphi_k(v) \) then \( r = s + 2^{-k} \).

For the base case, define the map \( \varphi_0 : V_0^\omega \to V_0, t_0^\omega \mapsto (\emptyset, 1) \) and \( b_0^\omega \mapsto (\emptyset, 0) \). It is clear that \( \varphi_0 \) satisfies \( H_0 \).

Now assume that \( (H_k) \) holds and recall that \( V_{k+1}^\omega = V_k^\omega \cup \{(e^\omega, j) : e^\omega \in E_k^\omega, j \in \mathbb{N}\} \). We define, as required for the old vertices, \( \varphi_{k+1}(v) = \varphi_k(v) \) if \( v \in V_k^\omega \). For the new vertices \( (e^\omega, j) \) where \( e^\omega = \{u, v\} \in E_k^\omega \) and \( j \in \mathbb{N} \) we choose \( \varphi_{k+1}(e_{k+1}^\omega) \) as follows. If \( \varphi_k(u) = (A, r) \) and \( \varphi_k(v) = (B, s) \), then by the induction hypothesis \( \{(A, r), (B, s)\} \in E_k \), and we can, using Lemma 2.1(c), assume without loss of generality that \( B = \{b_1, b_2, \ldots, b_k\} \in [\mathbb{N}]^k \), with \( b_1 < b_2 < \ldots < b_k, s \in \mathbb{B}_k, A \sim B \) and \( r = s + 2^{-k} \in \mathbb{B}_m \), with \( m < k \).

So we put

\[
\varphi_{k+1}(e^\omega, j) := (B \cup \{b_k + j\}, \frac{r + s}{2}).
\]

First we note that since \( s \in \mathbb{B}_k \) and \( r \in \mathbb{B}_m \), for some \( m < k \), it follows that \( \frac{r + s}{2} \in \mathbb{B}_{k+1} \). Thus \( \varphi_{k+1}(e^\omega, j) \in V_{k+1} \setminus V_k \). This shows that \( \varphi_{k+1} \) is well defined, and that \( \varphi_{k+1}(V_{k+1}^\omega \setminus V_k^\omega) \subset V_{k+1} \setminus V_k \). The claim that \( \varphi_{k+1} \) is bijective and that for \( u, v \in V_k^\omega, (u, v) \in E_k^\omega \iff (\varphi_{k+1}(u, v)) \in E_n \), can be now obtained from Lemma 2.1(d) above, the definition of \( D_{k+1}^\omega \) and the induction hypothesis.

\( \square \)
2.3. Basic metric properties of the countably branching diamond graphs. In this section we discuss the basic metric properties of the countably branching diamond graphs which will be needed in the sequel.

First of all, let $d_k$ denote the shortest path metric on $D_k^n$. Since for two vertices $(A, r)$ and $(B, s)$ in $V_k$ to form an edge in $D_k^n$ it is necessary that $|r - s| = 2^{-k}$, it follows that

$$d_k((A, r), (B, s)) \geq |r - s|2^k. \tag{4}$$

Secondly we observe that for any $(A, r) \in V_k$

$$d_k((b_k^0, (A, r)) = r2^k \text{ and } d_k((A, r), t_k^0) = (1 - r)2^k. \tag{5}$$

Equality (5) can be generalized as follows. We say that two vertices $(A, r)$ and $(B, s)$ in $D_k^n$ lie on the same vertical path if there exists a simple increasing path $P = ((P_0, p_0), (P_1, p_1), \ldots, (P_n, p_n))$ of length $n$ for some $n \leq 2^k$ in $D_k^n$, i.e., $\{(P_{m-1}, p_{m-1}), (P_m, p_m)\} \in E_k$ for $m = 1, 2, \ldots, n$ and $p_0 < p_1 < \ldots < p_n$ (and thus $p_m = m2^{-k} + p_0$), such that $(A, r) = (P_0, p_0)$ and $(B, s) = (P_n, p_n)$ or $(B, s) = (P_0, p_0)$ and $(A, r) = (P_n, p_n)$. In that case we observe that $P$ is the shortest path connecting $(P_0, p_0)$ and $(P_n, p_n)$ and thus

$$d_k((A, r), (B, s)) = d_k((P_n, p_n), (P_0, p_0)) = 2^k(p_n - p_0) = 2^k|r - s|. \tag{6}$$

Note that for $k \in \mathbb{N}$ we can write $V_k$ as $V_k = \bigcup_{j=1}^{\infty} V_k^{(j,+)} \cup \bigcup_{j=1}^{\infty} V_k^{(j,-)}$ where for $j \in \mathbb{N}$,

$$V_k^{(j,+)} = \left\{ \left\{ j \right\} \cup A, \frac{r + s}{2} : (A, r) \in V_{k-1}, 0 < r < 1, \text{ and } j < \min(A) \right\} \cup \{ t_k^0, \{ (j), \frac{r}{2} \} \}$$

$$V_k^{(j,-)} = \left\{ \left\{ j \right\} \cup A, \frac{r - s}{2} : (A, r) \in V_{k-1}, 0 < r < 1, \text{ and } j < \min(A) \right\} \cup \{ b_k^0, \{ (j), \frac{s}{2} \} \}.$$  

Let $k \in \mathbb{N}$ and $i \neq j \in \mathbb{N}$. Note that

$$V_k^{(i,+)} \cap V_k^{(j,+)} = \{ t_k^0 \}, \text{ } V_k^{(i,-)} \cap V_k^{(j,-)} = \{ b_k^0 \},$$

and

$$V_k^{(j,+)} \cap V_k^{(j,-)} = \{ (j, \frac{r}{2}) \}, \text{ } V_k^{(i,+)} \cap V_k^{(j,-)} = \emptyset.$$

Secondly, there is no edge between any element of $V_k^{(i,+)} \setminus \{ t_k^0 \}$ and any element of $V_k^{(j,+)} \setminus \{ t_k^0 \}$, any element of $V_k^{(i,-)} \setminus \{ b_k^0 \}$ and any element of $V_k^{(j,-)} \setminus \{ b_k^0 \}$, any element of $V_k^{(i,+)}$ and any element of $V_k^{(j,+)}$, any element of $V_k^{(i,-)}$ and any element of $V_k^{(j,-)}$, any element of $V_k^{(i,+)} \setminus \{ (i, \frac{r}{2}) \}$ and any element of $V_k^{(i,-)} \setminus \{ (i, \frac{s}{2}) \}$. It follows therefore from (6) that,

- if $i \neq j \in \mathbb{N}$ then for all $(A, r) \in V_k^{(i,+)}$ and $(B, s) \in V_k^{(j,+)}$,
  $$d_k((A, r), (B, s)) = d_k((A, r), t_k^0) + d_k(t_k^0, (B, s)) = (2 - r - s)2^k \tag{7}$$

- if $i \neq j \in \mathbb{N}$ then for all $(A, r) \in V_k^{(i,-)}$ and $(B, s) \in V_k^{(j,-)}$,
  $$d_k((A, r), (B, s)) = d_k((A, r), b_k^0) + d_k(b_k^0, (B, s)) = (r + s)2^k \tag{8}$$
• if $i \neq j \in \mathbb{N}$ then for all $(A, r) \in V_k^{(i,+)}$ and $(B, s) \in V_k^{(j,-)}$,

$$d_k((A, r), (B, s)) = \min\left\{d_k((A, r), t_k^2), \min\{d_k((A, r), t_k^2), d_k((A, r), b_k^r + d_k((b_k^r, (B, s))\right\}\right.$$

• if $j \in \mathbb{N}$ then for all $(A, r) \in V_k^{(i,+)}$ and $(B, s) \in V_k^{(j,-)}$,

$$d_k((A, r), (B, s)) = d_k((A, r), (\{j\}, \frac{r}{s})) = (r - \frac{s}{r}) 2^k + (\frac{s}{r} - s) 2^k = (r - s) 2^k$$

We can therefore deduce from (7)-(10) that if $i \neq j \in \mathbb{N}$ then for $(A, r) \in V_k^{(i,+)}$ and $(B, s) \in V_k^{(j,-)}$,

$$d_k((A, r), (B, s)) = 2^k \cdot \min\{1 - r + \frac{s}{r} + \frac{s}{r} - s, r + s\}$$

$$= 2^k \cdot \min\{2 - r - s, r + s\}$$

$$= 2^k \begin{cases} 2 - r - s & \text{if } r + s \geq 1 \\ r + s & \text{if } r + s \leq 1. \end{cases}$$

For $j \in \mathbb{N}$, let $A + j$ (resp. $A - j$) be the set obtained by adding (resp. subtracting) $j$ to each element of $A$, with the convention that $\emptyset \pm j = \emptyset$. Define also $s_j(A) := \{j\} \cup (A + j)$ whenever $A \neq \emptyset$. Note that if $A$ is an element in $[\mathbb{N}]^{\leq k}$ for some $k$, then $s_j(A)$ belongs to $[\mathbb{N}]^{\leq k+1}$. For $j \in \mathbb{N}$, if $A = \{j, a_2, \ldots, a_m\}$ we also define $s_j^{-1}(A) := A \setminus \{j\} - j$ and note that $s_j^{-1} \circ s_j(A) = A$. Using the two combinatorial shifts $s_j$ and $s_j^{-1}$ one can define (essentially) two natural isometries based on the self-similarities of the diamond graphs. The first two isometries are

$$i_k^{(j,-)} : V_k^{(j,-)} \to V_{k-1}$$

$$(A, r) \mapsto (s_j^{-1}(A), 2r), \text{ if } (A, r) \neq b_k^r \text{ and } b_k^r \mapsto b_{k-1}^r,$$

and

$$i_k^{(j,+)} : V_k^{(j,+)} \to V_{k-1}$$

$$(A, r) \mapsto (s_j^{-1}(A), 2r - 1), \text{ if } (A, r) \neq t_k^r \text{ and } t_k^r \mapsto t_{k-1}^r,$$

which are the canonical isometries from a lower (resp. upper) diamond in $D_k^\omega$ of depth $k-1$ onto $D_{k-1}^\omega$.

The last isometry,

$$f_k^{(j,+)} : V_k^{(j,+)} \to V_{k-1}$$

$$(A, r) \mapsto (s_j^{-1}(A), 2(1 - r)), \text{ if } (A, r) \neq t_k^r \text{ and } t_k^r \mapsto b_{k-1}^r,$$

is an isometry of an upper diamond in $D_k^\omega$ of depth $k-1$ onto $D_{k-1}^\omega$ that flips the vertices upside down.

### 3. Embeddability of the Countably Branching Diamond Graphs

#### 3.1. Embeddability into Banach spaces containing particular $\ell_\infty$-trees

In this section our main embedding theorem is proven. The embedding is based on the existence of certain trees in the target space. For the sake of clarity the study of the existence in Banach spaces of this technical device is postponed to Section 3.2.
3.1.1. Good $\ell_\infty$-trees of arbitrary height. A linear ordering $(A_i)_{i \in \mathbb{N}}$ of the set $[\mathbb{N}]^{\leq n}$ is called compatible on $[\mathbb{N}]^{\leq n}$ if for any $i, j$ in $\mathbb{N}$:

\[(15) \quad \text{if } \max(A_i) < \max(A_j) \text{ then } i < j.\]

In other words, one can only assign the number $j \in \mathbb{N}$ to an element $A \in [\mathbb{N}]^{\leq n}$, if for all elements $B \in [\mathbb{N}]^{\leq n}$, with $\max(B) < \max(A)$, were already counted. It is easy to see that such a linear ordering exists and that always $A_1 = 0$, and $A_2 = \{1\}$.

**Definition 3.1.** We say that a Banach space $X$ contains $(C, D)$-good $\ell_\infty$-trees of arbitrary height if there are constants $C, D \geq 1$ such that for any $n \in \mathbb{N}$, and any compatible linear ordering $(A_i)_{i \in \mathbb{N}}$ of $[\mathbb{N}]^{\leq n}$ there is a vector-tree $(x_A)_{A \in [\mathbb{N}]^{\leq n}}$ in $S_X$ and a functional-tree $(x_A^*)_{A \in [\mathbb{N}]^{\leq n}}$ in $S_{X^*}$ satisfying the following properties:

\[(16) \quad \text{for all } A, B \in [\mathbb{N}]^{\leq n}, \text{ with } \max(B) > \max(A),\]
\[x_A^*(x_B) = 1 \text{ and } x_A^*(x_B) = 0,\]

\[(17) \quad \text{for all } (a_i)_{i=0}^n \subset \mathbb{R}, \text{ and all } B = \{b_1, b_2, \ldots, b_n\} \in [\mathbb{N}]^n,\]
\[\frac{1}{C} \|(a_i)_{i=0}^n\|_\infty \leq \|a_0 x_0 + a_1 x_{\{b_1\}} + \cdots + a_n x_{\{b_1, \ldots, b_n\}}\|_X \leq C \|(a_i)_{i=0}^n\|_\infty,\]

\[(18) \quad \text{for every } i \leq j, \text{ every } (a_m)_{m=0}^j \subset \mathbb{R}, \text{ one has}\]
\[\left\| \sum_{m=1}^i a_m x_{A_m} \right\|_X \leq D \left\| \sum_{m=1}^j a_m x_{A_m} \right\|_{X^*}.\]

If a Banach space $X$ contains for every $\varepsilon > 0, (1 + \varepsilon, 1 + \varepsilon)$-good $\ell_\infty$-trees of arbitrary height, we say that $X$ contains good $\ell_\infty$-trees of arbitrary height almost isometrically.

Note that condition (17) means that every branch $(x_A)_{A \subseteq B}$ is $C^2$-equivalent to the $\ell^{n+1}_\infty$-unit vector basis, while condition (18) says that the sequence $(x_A)_{i \in \mathbb{N}}$ (where $(A_i)_{i \in \mathbb{N}}$ is the above chosen compatible linear ordering of $[\mathbb{N}]^{\leq n}$) is basic, with a basis constant not exceeding $D$.

**Remark 3.1.** If $X$ has a bimonotone FDD (or more generally if $X$ embeds into a space with a bimonotone FDD), then the sequence $(x_A)_{i \in \mathbb{N}}$ can chosen to be block sequence of that FDD (or an arbitrary small perturbation of a block sequence), which implies that $(x_A)_{i \in \mathbb{N}}$ is also bimonotone (or has a bimonotonicity constant which is arbitrarily close to 1).

**Example 1.** If $X = c_0$, then the vector-tree $(x_A)_{A \subseteq [n]}$ together with the functional-tree $(x_A^*)_{A \subseteq [n]}$ where $x_A = e_{\max(A)}$ and $x_A^* = e_{\max(A)}^*$ form a $(1, 1)$-good $\ell_\infty$-tree of height $n$.

3.1.2. The embedding.

**Theorem 3.1.** Assume $Y$ contains good $\ell_\infty$-trees of arbitrary height almost isometrically, then for every $\varepsilon > 0$ and every $k \in \mathbb{N}$ there exists $\Psi_k : D^\infty_k \to Y$, such that if $x$ and $y$ belong to the same vertical path then
\[d_k(x, y) \leq \|\Psi_k(x) - \Psi_k(y)\| \leq (1 + \varepsilon) d_k(x, y),\]
and if \( x \) and \( y \) do not belong to the same vertical path then
\[
\frac{d_k(x, y)}{C(\varepsilon)} \leq \|\Psi_k(x) - \Psi_k(y)\| \leq (1 + \varepsilon)d_k(x, y),
\]
where \( C(\varepsilon) = 6(1 + \varepsilon) \).

Moreover, if \( Y \) contains good \( \ell_\infty \)-trees of arbitrary height almost isometrically and if \( (y_A)_{A \in \mathbb{N}} \) is isometrically and \( (y_A)_{A \in \mathbb{N}} \leq \varepsilon \) is the vector-tree, and \( (A_i)_{i \in \mathbb{N}} \) is a compatible linear ordering, then \( \Psi_k \) can be defined such that \( C(\varepsilon) = 3 \).

\textbf{Proof.} Definition of the coefficients: For \( k \in \mathbb{N} \), we define inductively a family of coefficients \( \{ c_k(i, r) : 0 \leq i \leq k, r \in \bigcup_{i \leq m \leq k} \mathbb{B}_m \} \subset \{0, 1, 2 \ldots 2^k \} \), as follows:

- for \( k = 1 \), let \( c_1(0, 1) = 2 \), \( c_1(0, 0) = 1 \), and \( c_1(0, \frac{1}{2}) = c_1(1, \frac{1}{2}) = 1 \),
- and for \( k \geq 1 \), \( c_{k+1}(i, r) \), \( 0 \leq i \leq k + 1 \) and \( r \in \bigcup_{m=0}^{k+1} \mathbb{B}_m \) will be chosen as follows:
\[
c_{k+1}(0, r) = r2^{k+1} \quad \text{for all } r \in \bigcup_{m=0}^{k+1} \mathbb{B}_m
\]
and for \( i = 1, 2 \ldots, k + 1 \) and \( r \in \bigcup_{m=0}^{k+1} \mathbb{B}_m \), we put
\[
c_{k+1}(i, r) = \begin{cases} c_k(i - 1, 2r) & \text{if } 0 < r \leq \frac{1}{2} \\ c_k(i - 1, 2(1 - r)) & \text{if } \frac{1}{2} \leq r < 1. \end{cases}
\]

Note that \( c_{k+1}(i, r) \) is well defined for all \( i = 0, 1, \ldots, k + 1 \), and \( r \in \bigcup_{m=0}^{k+1} \mathbb{B}_j \), since if \( r = \frac{1}{2} \), both formulae lead to the same term, and whenever \( r \in \mathbb{B}_m \), for some \( i \leq m \leq k + 1 \), it follows that \( 2r \in \mathbb{B}_{m-1} \), in case that \( r \leq \frac{1}{2} \), and \( 2 - 2r \in \mathbb{B}_{m-1} \) in case that \( r \geq \frac{1}{2} \).

Assume that \( Y \) contains good \( \ell_\infty \)-trees of arbitrary height almost isometrically. We shall prove by induction on \( k \in \mathbb{N} \) the following claim. The theorem follows easily.

\textbf{Claim 3.1.} For any \( \varepsilon > 0 \) there is \( \eta(\varepsilon) \in (0, \varepsilon] \) such that for every \( (1 + \eta(\varepsilon), 1 + \eta(\varepsilon)) \)-good \( \ell_\infty \)-tree whose tree or vectors (resp. tree of functionnals) is \( (y_\sigma)_{\sigma \in \mathbb{N}} \leq \varepsilon \) (resp. \( (y_\sigma^\ast)_{\sigma \in \mathbb{N}} \leq \varepsilon \)), the map
\[
\Psi_k : D_k^c \to Y, \quad (A, r) \mapsto \sum_{D \preceq A} c_k(|D|, r)y_D,
\]
has the following properties:

\begin{align}
\text{(19)} & \quad \Psi_k(b_k^c) = 0 \text{ and } \Psi_k(r_k^c) = 2^ky_0, \\
\text{(20)} & \quad y_0(\Psi_k(A, r)) = r2^k \text{ for all } (A, r) \in V_k^c, \\
\text{(21)} & \quad \Psi_k \text{ is } (1 + \varepsilon) - \text{Lipschitz},
\end{align}

if \( x, y \in V_k^c \) belong to the same vertical path
\[
\|\Psi_k(x) - \Psi_k(y)\|_Y \geq d_k(x, y)
\]
if \(x, y \in V_k^\omega\) do not belong to the same vertical path

\[
\frac{d_k(x, y)}{C(\varepsilon)} \leq \|\Psi_k(x) - \Psi_k(y)\|_Y,
\]

where \(C(\varepsilon) = 6(1 + \varepsilon)\) in full generality, and \(C(\varepsilon) = 3\) if \((y_A)_i \in \mathbb{N}\) is bimono-
tone.

We now proceed with the induction. For \(k = 1\) we proceed as follows. Consider an \((1 + \varepsilon, 1 + \varepsilon)\)-good \(\ell_\infty\)-tree of height 1 in \(Y\). Thus \(\Psi_1 : D_1^\omega \to Y\), is the following map

\[
\Psi_1(b_0^1) = 0, \quad \Psi_1(t_0^1) = 2y_0, \quad \text{and} \quad \Psi_1(\{n\}, \frac{1}{2}) = y_0 + y_{\{n\}}, \quad \text{for} \ n \in \mathbb{N}.
\]

(19) is clearly satisfied and (20) follows from condition (16).

For \(m < n \in \mathbb{N}\) it follows from (16) that

\[
\|\Psi_1(\{n\}, \frac{1}{2}) - \Psi_1(\{m\}, \frac{1}{2})\|_Y = \|y_{\{n\}} - y_{\{m\}}\|_Y \leq 1 + \varepsilon.
\]

Similarly we verify that \(1 \leq \|\Psi_1(\{n\}, \frac{1}{2}) - \Psi_1(\{m\}, \frac{1}{2})\|_Y \leq 1 + \varepsilon\). Since, moreover, \(\|\Psi_1(t_0^1) - \Psi_1(b_0^1)\|_Y = 2\|y_0\| = 2\), we deduce that (21), (22) and (23) hold.

Assume now that Claim 3.2. is true for some \(k \in \mathbb{N}\). Let \(\varepsilon > 0\) and pick \(\eta \leq \eta(\frac{\varepsilon}{2})\), to be chosen small enough later, then for all pair of trees \((y_A)_{A \in [N]}^{\leq k} \subset S_Y\), \((y_A)_{A \in [N]}^{\leq k} \subset S_Y\) that form a \((1 + \eta, 1 + \eta)\)-good \(\ell_\infty^{k+1}\)-tree one has that (19)-(23) hold for \(\frac{\varepsilon}{2}\).

Fix now a \((1 + \eta, 1 + \eta)\)-good \(\ell_\infty^{k+1}\)-tree given by \((y_A)_{A \in [N]}^{\leq k+1} \subset S_Y\) and \((y_A)_{A \in [N]}^{\leq k+1} \subset S_Y\), for some compatible linear ordering \((A_n)_n \in \mathbb{N}\) of \([N]^{\leq k+1}\). For \(A = A_m\) and \(B = A_n\), we write \(A <_{\text{lin}} B\) if \(m < n\).

For each \(j \in \mathbb{N}\) consider the trees \((y_{s_j(A)})_{A \in [N]}^{\leq k}\) and \((y_{s_j(A)}^*)_{A \in [N]}^{\leq k}\) in \(S_Y\) and \(S_Y^*\). In particular \(y_{s_j(\emptyset)} = y_{(j)}\) and \(y_{s_j(\emptyset)}^* = y_{(j)}^*\).

Define a binary relation \(<^j_{\text{lin}}\) on \([N]^{\leq k}\) by \(A <^j_{\text{lin}} B\) if and only if \(s_j(A) <_{\text{lin}} s_j(B)\). The following claim is straightforward.

Claim 3.2. For every \(j \in \mathbb{N}\), the binary relation \(<^j_{\text{lin}}\) is a compatible linear order on \([N]^{\leq k}\) for which the trees \((y_{s_j(A)})_{A \in [N]}^{\leq k}\) and \((y_{s_j(A)}^*)_{A \in [N]}^{\leq k}\), in \(S_Y\) and \(S_Y^*\) respectively, form an \((1 + \eta, 1 + \eta)\)-good \(\ell_\infty^{k+1}\)-tree.

Therefore it follows from our induction hypothesis that for \(j \in \mathbb{N}\) the map

\[
\Psi_k^{(j)} : V_k \to Y, \quad (A, r) \mapsto \sum_{D \leq A} c_k(|D|, r)y_{s_j(D)},
\]

satisfies conditions (19)-(23) with \((y_{s_j(A)})_{A \in [N]}^{\leq k}\) and \((y_{s_j(A)}^*)_{A \in [N]}^{\leq k}\) instead of \((y_A)_{A \in [N]}^{\leq k}\) and \((y_A^*)_{A \in [N]}^{\leq k}\), and \(\frac{\varepsilon}{2}\) instead of \(\varepsilon\). The map \(\Psi_{k+1}\) can actually be written in terms of the maps \(\Psi_k^{(j)}\). Indeed, if \(A = \{j, a_2, \ldots, a_m\} \in [N]^{\leq k+1} \setminus \{\emptyset\}\) and \(r \in \mathbb{B}_m\), then
\[
\Psi_{k+1}(A, r) = \sum_{D \leq A} c_{k+1}(|D|, r)y_D
\]

(24) \[= r^{2k+1}y_0 + \begin{cases} 
\sum_{(j) \leq D \leq A} c_k(|D| - 1, 2r)y_D & \text{if } 0 < r \leq \frac{1}{2} \\
\sum_{(j) \leq D \leq A} c_k(|D| - 1, 2(1-r))y_D & \text{if } \frac{1}{2} \leq r < 1 
\end{cases}\]

= \(r^{2k+1}y_0 + \begin{cases} 
\Psi_k^j(s_j^{-1}(A), 2r) & \text{if } 0 < r \leq \frac{1}{2} \\
\Psi_k^j(s_j^{-1}(A), 2(1-r)) & \text{if } \frac{1}{2} \leq r < 1.
\end{cases}\)

(25) \[= r^{2k+1}y_0 + \begin{cases} 
\Psi_k^j(r_j^{(j,-)}((A, r))) & \text{if } 0 < r \leq \frac{1}{2} \\
\Psi_k^j(F_k^{(j,+)}((A, r))) & \text{if } \frac{1}{2} \leq r < 1.
\end{cases}\]

**Verification of (19) and (20):** Elementary computations show that \(\Psi_{k+1}(b_{k+1}^\omega) = 0\), whereas \(\Psi_{k+1}(t_{k+1}^\omega) = 2^{2k+1}y_0\) follows from (24).

**Verification of (21):** In order to verify the inequality (21) we can assume that \(\{(A, r), (B, s)\} \in E_{k+1}\) and thus, there is a \(j \in \mathbb{N}\) so that \((A, r), (B, s) \in V_{k+1}^{(j,+)}\) or \((A, r), (B, s) \in V_{k+1}^{(j,-)}\). Secondly, by Lemma 2.1 (b) it follows that \(|r-s| = 2^{-(k+1)}\), and \(|B| = k+1\) and \(A \prec B\), or \(|A| = k+1\) and \(B \prec A\). Let us first assume that \((A, r), (B, s) \in V_{k+1}^{(j,+)}\), and, without loss of generality that \(A \prec B\), and \(|B| = k+1\).

- If \(A = \emptyset\), and thus \(r = 1\), \((A, r) = t_{k+1}^\omega\) and \(1-s = 2^{-(k+1)}\), it follows from (21) that

\[
\left\|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\right\|_Y = \left\|(1-s)2^{k+1}y_0 - \Psi_k^j(F_k^{(j,+)}(B, s))\right\|_Y \\
\leq (1+\eta)^2 \max \left\{1, \left\|\Psi_k^j(F_k^{(j,+)}(B, s))\right\|_Y \right\},
\]

where to get (26) we used first the upper bound in inequality (17), then the obvious fact that \(\sup_i\{|a_i|\} = \max\{|a_j|, \sup_{i \neq j}|a_i|\}\), and finally the lower bound in inequality (17). We are now in position to use the induction hypothesis

\[
\left\|\Psi_k^j(F_k^{(j,+)}(B, s))\right\|_Y = \left\|\Psi_k^j(F_k^{(j,+)}(B, s)) - \Psi_k^j(t_{k+1}^\omega)\right\|_Y \\
\leq (1 + \frac{\varepsilon}{2})d_k(F_k^{(j,+)}(B, s), F_k^{(j,+)}(t_{k+1}^\omega)) \\
= (1 + \frac{\varepsilon}{2})d_{k+1}((B, s), t_{k+1}^\omega) = (1 + \frac{\varepsilon}{2}).
\]

- If \(A \neq \emptyset\), and thus \(j = \min A\), we deduce similarly from (21) and (17) that

\[
\left\|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\right\|_Y \\
= \left\|(s-r)2^{-(k+1)}y_0 + \Psi_k^j(F_k^{(j,+)}((A, r))) - \Psi_k^j(F_k^{(j,+)}((B, s)))\right\|_Y \\
\leq (1+\eta)^2 \max \left\{1, \left\|\Psi_k^j(F_k^{(j,+)}((A, r))) - \Psi_k^j(F_k^{(j,+)}((B, s)))\right\|_Y \right\}
\]
and, using again the induction hypothesis
\[
\|\psi_k^{(j)}(F_k^{(j,+)}) - \psi_k^{(j)}(F_k^{(j,+)})\|_Y \\
\leq (1 + \frac{\varepsilon}{2})d_k(F_k^{(j,+)}, (A, r), (B, s)) \\
\leq (1 + \frac{\varepsilon}{2})d_{k+1}(A, r, (B, s)) = 1 + \varepsilon.
\]
Thus in both cases we obtain
\[
\|\psi_{k+1}(A, r) - \psi_{k+1}(B, s)\| \leq (1 + \eta)^2(1 + \frac{\varepsilon}{2}) \leq 1 + \varepsilon.
\]

The case where \((A, r), (B, s) \in V_{k+1}^{(j, -)}\), for some \(j \in \mathbb{N}\), is obtained in a similar way using the isometry \(I^{(j, -)}\).

**Verification of (22):** We observe that whenever the vertices \((A, r)\) and \((B, s)\) belong to the same vertical path, one has \(d_{k+1}(A, r, (B, s)) = 2^{k+1} |r - s|\) but by (20) and (21),
\[
2^{k+1} |r - s| = \|y_k^0(\psi_{k+1}(A, r) - \psi_{k+1}(B, s))\| \leq \|\psi_{k+1}(A, r) - \psi_{k+1}(B, s)\|_Y,
\]
which proves (22).

**Verification of (23):** We introduce the following renorming of the subspace \(Z = [y_{A_j} : j \in \mathbb{N}] := \text{span}(y_{A_j} : j \in \mathbb{N})\) of \(Y\). Recall that by assumption \((y_{A_n})_{n \in \mathbb{N}}\) is a basis for \(Z\) whose basis constant is not greater than \(1 + \eta\). So for \(z = \sum_{n=1}^{\infty} a_n y_{A_n}\) we put
\[
\|z\| = \max_{m \leq n} \left\| \sum_{j=m}^{n} a_j y_{A_j} \right\|_Y.
\]
It is well known that \((y_{A_j})_{j \in \mathbb{N}}\) becomes bimonotone with respect to \(\| \cdot \|\) and that
\[
\left\| \sum_{n=1}^{\infty} a_n y_{A_n} \right\|_Y \leq \left\| \sum_{n=1}^{\infty} a_n y_{A_n} \right\|_Y^{(s)} \leq 2(1 + \eta) \left\| \sum_{n=1}^{\infty} a_n y_{A_n} \right\|_Y.
\]
We will now show inequality (23) for \(\| \cdot \|\) with \(C(\varepsilon) = 3\), and (23) for \(\| \cdot \|_Y\) will follow from (\#). Let \(Y\) be the Banach space \(Z\) with the norm \(\| \cdot \|\), then \((y_{A_j})_{j \in \mathbb{N}}\) is a bimonotone basis of \(\tilde{Y}\).

**Claim 3.3.** The trees \((y_{A})_{A \in [\mathbb{N}]^{\leq k+1}}\) and \((z_A^*)_{A \in [\mathbb{N}]^{\leq k+1}}\), where \(z_A^* = y_A^*|_Z\) for \(A \in [\mathbb{N}]^{\leq k}\) are in \(S_{\tilde{Y}}^*\) and \(S_{\tilde{Y}}^{\#}\), respectively, and form an \((1 + \eta, 1 + \eta)\)-good \(\ell_{\infty}^k\)-tree for \(\tilde{Y}\).

The coordinate functionals, which we denote by \((\tilde{y}_{A}^*)_{j \in \mathbb{N}}\) are also a basic bimonotone sequence in \(S_{\tilde{Y}}^{\#}\).

**Remark 3.2.** It is not necessarily true that \(\tilde{y}_A^* = z_A^*\) for all \(A \in [\mathbb{N}]^{\leq k+1}\), but nevertheless the tree \((\tilde{y}_A^*)_{j \in \mathbb{N}}\) is a tree in \(S_{\tilde{Y}}^{\#}\), and form with \((y_{A_j})_{j \in \mathbb{N}}\) an \((1 + \eta, 1 + \eta)\)-good \(\ell_{\infty}^k\)-tree for \(\tilde{Y}\).
First of all, for any \((A, r) \in V_{k+1}\) it follows from (16), that
\[
\|\Psi_{k+1}(t_{k+1}^r) - \Psi_{k+1}(A, r)\| \geq \|\tilde{\gamma}_k^r(\Psi_{k+1}(t_{k+1}^r) - \Psi_{k+1}(A, r))\|
\]
\[
= 2^{k+1}(1 - r) = d_{k+1}(t_{k+1}^r, (A, r)),
\]
and
\[
\|\Psi_{k+1}(A, r) - \Psi_{k+1}(b_{k+1}^r)\| \geq |\tilde{\gamma}_k^r(\Psi_{k+1}(A, r) - \Psi_{k+1}(b_{k+1}^r))|
\]
\[
= 2^{k+1}r = d_{k+1}((A, r), b_{k+1}^r).
\]
Thus, the following five cases remain to be taken care off:

- If \((A, r), (B, s) \in V_{k+1}^{(j,+)} \setminus \{t_{k+1}^r\}\), for some \(j \in \mathbb{N}\),
  \[
  \Psi_{k+1}(A, r) - \Psi_{k+1}(B, s) = (r - s)2^{k+1}y_0 + \Psi_k^j(F_k^{(j,+)}(A, r)) - \Psi_k^j(F_k^{(j,+)}(B, s)).
  \]

And thus, using the bimonotonicity and the induction hypothesis, we deduce that
\[
\|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\| \geq \|\Psi_k^j(F_k^{(j,+)}((A, r))) - \Psi_k^j(F_k^{(j,+)}((B, s)))\|
\]
\[
\geq \frac{1}{3}d_k(F_k^{(j,+)}((A, r)), F_k^{(j,+)}((B, s)))
\]
\[
= \frac{1}{3}d_{k+1}((A, r), (B, s)).
\]

- With similar arguments we can show that for \(j \in \mathbb{N}\) and \((A, r), (B, s) \in V_{k+1}^{(j,-)} \setminus \{b_{k+1}^r\}\) we have
  \[
  \|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\| \geq \frac{1}{3}d_{k+1}((A, r), (B, s)).
  \]

- If \((A, r) \in V_{k+1}^{(j,+)} \setminus \{t_{k+1}^r\}\) and \((B, s) \in V_{k+1}^{(j,+)} \setminus \{t_{k+1}^r\}\), with \(i \neq j\).

  Let us first note that since we have already shown (22) and since \(\| \cdot \| \geq \| \cdot \|\) it follows that (22) is also satisfied for the norm \(\| \cdot \|\) instead of \(\| \cdot \|\). Let us assume without loss of generality that \(s \geq r\).

  Since \(\tilde{\gamma}_{(i)}\) is the coordinate functional for \(y_{(i)}\) (in \(Y\)) it follows from the expression of \(\Psi_{k+1}\) in (24), and the definition of the coefficients that
  \[
  \|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\| \geq |\tilde{\gamma}_{(i)}^*(\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s))|
  \]
  \[
  = 2^k \cdot 2(1 - r) = 2^{k+1}(1 - r)
  \]
  \[
  = d_{k+1}((A, r), t_{k+1}^r)
  \]
  \[
  \geq \frac{1}{2}(d_{k+1}((A, r), t_{k+1}^r) + d_{k+1}((B, s), t_{k+1}^r))
  \]
  \[
  = \frac{1}{2}d_{k+1}((A, r), (B, s)).
  \]

- If \((A, r) \in V_{k+1}^{(i,-)} \setminus \{b_{k+1}^r\}\) and \((B, s) \in V_{k+1}^{(j,-)} \setminus \{b_{k+1}^r\}\), with \(i \neq j\).

  This case can be treated with a similar argument, and the same inequality is obtained.
• \((A, r) \in V_{k+1}^{(i, +)} \setminus \{t^{\omega}_{k+1} \} \) and \((B, s) \in V_{k+1}^{(j, -)} \setminus \{b^{\omega}_{k+1} \}\), with \(i \neq j\).

We apply the functionals \(\tilde{g}^{(i)}_{ij}, \tilde{g}^{(j)}_{ij}\) and \(\tilde{g}^{(k)}_{ij}\) to the vector \(\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\) and obtain from (24),

\[
\|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\| \geq |\tilde{g}^{(i)}_{ij}(\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s))| = 2^k \cdot 2(1 - r) = 2^{k+1}(1 - r),
\]

\[
\|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\| \geq |\tilde{g}^{(j)}_{ij}(\Psi_{k+1}(B, s) - \Psi_{k+1}(A, r))| = 2^k 2s = 2^{k+1}s,
\]

\[
\|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\| \geq |\tilde{g}^{(k)}_{ij}(\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s))| = 2^{k+1}(r - s).
\]

Note that if \(r - s \leq \frac{1}{3}\), and \(s \leq \frac{1}{3}\), then \(1 - r \geq \frac{1}{3}\), and thus

\[
\|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\| \geq \frac{1}{3} 2^{k+1} = \frac{1}{3} \text{diam}(V_{k+1}, d_{k+1})
\]

which implies that

\[
\|\Psi_{k+1}(A, r) - \Psi_{k+1}(B, s)\| \geq \frac{1}{3} d_{k+1}((A, r), (B, s)),
\]

and finishes the verification of the inequality (23).

\[\square\]

### 3.2. Banach spaces containing good \(\ell_\infty\)-trees of arbitrary height.

The main goal of this section is to give sufficient conditions for a Banach space to contain good \(\ell_\infty\)-trees of arbitrary height almost isometrically. More precisely, we will show that if \(X\) is a separable reflexive Banach space which has an unconditional asymptotic structure, and with \(\text{Sz}(X^*) > \omega\), then \(X\) contains good \(\ell_\infty\)-trees of arbitrary height almost isometrically. The difficulty is to get \((1 + \varepsilon, 1 + \varepsilon)\)-good \(\ell_\infty\)-trees of arbitrary height for every \(\varepsilon > 0\) rather than merely \((C, D)\)-good \(\ell_\infty\)-trees of arbitrary height for some constant \(C, D \geq 1\). A somehow technical and lengthy argument is therefore needed. It can be split into essentially three steps. First we will show that if \(X\) is a separable reflexive Banach space with an unconditional asymptotic structure, and if \(\text{Sz}(X^*) > \omega\), then for all \(n \in \mathbb{N}\), \(\ell^n_\infty\) is in the asymptotic structure of \(X\) up to some constant \(C \geq 1\). Then we argue, using an asymptotic analogue of a classical argument of James about the non-distortability of \(\ell_\infty\), that for all \(n \in \mathbb{N}\), \(\ell^n_\infty\) is in the asymptotic structure of \(X\) (i.e. with constant \(C\) arbitrarily close to 1). Finally, we prove that if for all \(n \in \mathbb{N}\), \(\ell^n_\infty\) is in the asymptotic structure of \(X\) then \(X\) contains good \(\ell_\infty\)-trees of arbitrary height almost isometrically. In Section 3.2.1 we introduce all the ingredients needed to carry out the proof of the main theorem which forms Section 3.2.2.

### 3.2.1. Asymptotic properties and trees.

#### Unconditional asymptotic structure.

We recall the following notion which was introduced in [27]. Let \(X\) be a Banach space, and let us denote the cofinite dimensional subspaces of \(X\) by \(\text{cof}(X)\). For \(n \in \mathbb{N}\) let \(E\) be an \(n\)-dimensional Banach space with a
normalized basis \( (e_j^n)_{j=1}^n \). We say that \( E \) is in the \( n \)-th asymptotic structure of \( X \), or \( X \) contains \( E \) asymptotically and write \( E \in \{X\}_n \), if for every \( \varepsilon > 0 \),
\[
\forall X \in \cof(X), \exists x_1 \in S_{X_1}, \ldots, \forall X_n \in \cof(X), \exists x_n \in S_{X_n} \text{ such that } (x_j^n)_{j=1}^n \text{ is } (1 + \varepsilon)\text{-equivalent to } (e_j^n)_{j=1}^n.
\] (27)

For \( 1 \leq p \leq \infty \), we say that \( \ell_p^m \) is in the \( n \)-th asymptotic structure of \( X \), up to a constant \( C \geq 1 \), if for each \( n \in \mathbb{N} \) there is an \( n \)-dimensional space \( E_n \), with a normalized basis \( (e_j^{(n)})_{j=1}^n \), which is \( C \)-equivalent to the \( \ell_p^m \)-unit vector basis, so that \( E_n \in \{X\}_n \), for all \( n \in \mathbb{N} \).

We will need the following lemma which can be extracted from [27, 1.8.3]

**Lemma 3.1.** If \( \ell_\infty^m \) is contained in the \( n \)-asymmetric structure of \( X \) up to a constant \( C \), then \( \ell_\infty^m \) is in the \( n \)-th asymptotic structure of \( X \).

**Sketch of proof.** It was observed that for any \( E \in \{X\}_n \), with a normalized basis \( (e_j^n)_{j=1}^n \), and any subspace \( F \) of \( E \) which is spanned by a normalized block basis \( (f_j^n)_{j=1}^n \) of \( (e_j^n)_{j=1}^n \) is in \( \{X\}_m \). Secondly James’s result on the non distordability of \( c_0 \) implies that for any \( m \in \mathbb{N}, C > 1 \) and any \( \varepsilon \) there is an \( n := n(m, C, \varepsilon) \) so that any \( n \)-dimensional space \( E \) with a normed basis \( (e_j^n)_{j=1}^n \), which is \( C \)-equivalent to the \( \ell_\infty^m \)-unit vector basis admits a block basis of length \( m \) which is \((1 + \varepsilon)\)-equivalent to the \( \ell_\infty^m \) unit vector basis. The conclusion follows. \( \square \)

**Remark 3.3.** Actually, although not needed in this paper, the same is true for all \( 1 \leq p \leq \infty \), and follows from the quantitative version of Krivine’s Theorem proven by Rosenthal in [43, Theorem 3.6]

The following property will be crucially used in the sequel.

**Definition 3.2.** We say that a Banach space has an unconditional asymptotic structure with constant \( C \geq 1 \), or a \( C \)-unconditional asymptotic structure, if for all \( n \in \mathbb{N} \)
\[
\exists X \in \cof(X), \forall x_1 \in S_{X_1}, \ldots, \exists X_n \in \cof(X), \forall x_n \in S_{X_n} \text{ so that } (x_j^n)_{j=1}^n \text{ is } C\text{-unconditional}.
\] (28)

**Remark 3.4.** Having and unconditional asymptotic structure for a Banach space is strictly weaker than having an unconditional basic sequence. For instance, the Argyros-Delyianni space \( H \) does not have any unconditional basic sequence but has an unconditional asymptotic structure.

As noted in [27] the property of having an unconditional asymptotic structure or containing a finite dimensional space \( E \) asymptotically can be described in the language of a game between two players. Assume that for \( n \in \mathbb{N} \) the cofinite player picks a cofinite dimensional subspace \( X_1 \) and then the vector player an element \( x_1 \in S_{X_1} \). The players repeat this procedure \( n \) times to obtain cofinite dimensional subspaces \( X_1, X_2, \ldots, X_n \) and and vectors \( x_1, x_2, \ldots, x_n \). The cofinite player has won if the sequence \( x_1, x_2, \ldots, x_n \) is a \( C\)-unconditional sequence. It follows therefore that \( X \) has an \( C \)-unconditional asymptotic structure if and only if for every \( n \in \mathbb{N} \) the cofinite player has a winning strategy in that game. For \( n \in \mathbb{N} \) an \( n \)-dimensional space \( E \) with a normalized basis \( (e_j^n)_{j=1}^n \) \( E \) is in the \( n \)-dimensional asymptotic structure of \( X \) if and only if for every \( \varepsilon > 0 \) the
vector player has a winning strategy for every $\varepsilon > 0$, if his or her goal is to obtain a sequence $(x_j)_{j=1}^n$ which is $(1+\varepsilon)$-equivalent to $(e_j)_{j=1}^n$.

**Tree reformulation for spaces with separable dual.**

In this paper we will only consider trees of finite height which are countably branching, i.e. families of the form $(x_A)_{A \in [N]^{\leq n}}$ indexed by $[N]^{\leq n}$, for some $n \in \mathbb{N}$.

Let $X$ be a Banach space and let for some $n \in \mathbb{N}$, $(x_A)_{A \in [N]^{\leq n}}$ be a tree in $X$. The tree $(x_A)_{A \in [N]^{\leq n}}$ is said to be normalized if $(x_A)_{A \in [N]^{\leq n}} \subseteq S_X$. A node of $(x_A)_{A \in [N]^{\leq n}} \subseteq S_X$ is a sequence of the form $\{x_{A \setminus \{n\}} : n \in \mathbb{N}, n > \text{max}(A)\}$, where $A \in [N]^{<n}$ (i.e., $A$ is not maximal in $[N]^{\leq n}$). A tree $(x_A)_{A \in [N]^{\leq n}}$ is a weakly null tree if all nodes are weakly null sequences. A branch of $(x_A)_{A \in [N]^{\leq n}}$ is a sequence (of length $n+1$) of the form $(x_D)_{D \subseteq A}$, where $A \in [N]^{n}$ (i.e., $A$ is maximal in $[N]^{\leq n}$). The following definition is a finitary version of the unconditional tree property introduced in [16].

**Definition 3.3.** A Banach space $X$ is said to have the C-unconditional finite tree property, if for any $n \in \mathbb{N}$, any normalized weakly null tree $(x_A)_{A \in [N]^{\leq n}}$ in $X$ has a branch which is C-unconditional.

It is well-known that if a Banach space has a separable dual, a property defined in terms of a game can be reformulated in terms of containment of certain countably branching trees whose branches reflect the desired property.

**Lemma 3.2.** If $X^*$ is separable, then $X$ has a C-unconditional asymptotic structure if and only if $X$ has the C-unconditional finite tree property.

**Proof.** In the case that $X^*$ is separable, and the sequence $(x_n^*)_{n \in \mathbb{N}} \subseteq S_X$ is dense in $S_X$, we can replace in (27) and (28) the set cofinite set of cofinite dimensional subspaces $(Y_n)_{n \in \mathbb{N}}$, with $Y_n = N(x_1^*, x_2^*, \ldots, x_n^*) = \{x \in X : x_j^*(x) = 0 \text{ for } j = 1, 2, \ldots, n\}$. From this fact the conclusion follows from [32, Theorem 3.3] or [33, Corollary 1].

The next lemma can be proved along the same line and its proof is omitted.

**Lemma 3.3.** If $X^*$ is separable, then for any $n \in \mathbb{N}$ and any $n$-dimensional space $E$ with normalized basis $(e_j)_{j=1}^n$, $E$ is in the $n$-th asymptotic structure of $X$ if and only if for every $\varepsilon > 0$ there is a weakly null tree $(x_A)_{A \in [N]^{\leq n}}$ in $S_X$ all of whose branches are $(1+\varepsilon)$-equivalent to $(e_j)_{j=1}^n$. Moreover, in that case $(x_A)_{A \in [N]^{\leq n}}$ can be chosen inside every cofinite dimensional subspace.

**3.2.2. Sufficient conditions for the containment of good $\ell_\infty$-trees.** In this section we give sufficient conditions that guarantee the presence of good $\ell_\infty$-trees of arbitrary height. The good $\ell_\infty$-trees of arbitrary height are obtained by pruning carefully certain trees. The procedure of pruning a tree is what corresponds to the action of taking a subsequence for a sequence. Formally speaking we define a pruning of $(x_A)_{A \in [N]^{\leq n}}$ as follows. Let $\pi : [N]^{\leq n} \to [N]^{\leq n}$ be an order isomorphism with the property that if $F \in [N]^{<n}$, then for any $n \in \mathbb{N}$, so that $n > \text{max}(A)$ and $A \cup \{n\} \in [N]^{\leq n}$, $\pi(A \cup \{n\})$
is of the form \( \pi(A) \cup \{s_n\} \), where \((s_n)_{n \in \mathbb{N}}\) is a sequence which increases with \(n\). The family \((x_A)_{A \in [\mathbb{N}]^{\le n}}\) is called a \textit{pruning} of \((x_A)_{A \in [\mathbb{N}]^{\le n}}\). Let \(\tilde{x}_A := x_{\pi(A)}\) for \(A \in [\mathbb{N}]^{\le n}\), then \((\tilde{x}_A)_{A \in [\mathbb{N}]^{\le n}}\) is simply a \textit{relabeling} of the family \((x_A)_{A \in [\mathbb{N}]^{\le n}}\), and is also called a pruning of \((x_A)_{A \in [\mathbb{N}]^{\le n}}\). It is important to note that the branches of a pruning of a tree are a subset of the branches of the original tree, which follows from the observation that for any \(B \in [\mathbb{N}]^{\le n}\), \(\{A \in [\mathbb{N}]^{\le n} : A \prec \pi(B)\} = \{\pi(A) : A \prec B\} \). We also note that the nodes of a pruned tree are subsequences of the nodes of the original tree.

Let us finally mention, how we usually choose prunings inductively. Let \((A_i)_{i \in \mathbb{N}}\) be a compatible linear order of \([\mathbb{N}]^{\le n}\), recall that it means that for any \(i, j \in \mathbb{N}\), if \(\max(A_i) < \max(A_j)\) then \(i < j\). It follows that if \(A_i \prec A_j\), then \(i < j\), and if \(A_i = A \cup \{s\} \in [\mathbb{N}]^{\le n}\) and \(A_j = A \cup \{t\} \in [\mathbb{N}]^{\le n}\), for some \((\text{non maximal})\) \(A \in [\mathbb{N}]^{\le n}\) and \(s < t \in \mathbb{N}\), then \(i < j\). Necessarily \(A_1 = \emptyset\), so we must choose \(\pi(A_1) = \emptyset\). Assuming now that \(\pi(A_1), \pi(A_2), \ldots, \pi(A_i)\) have been chosen, then \(A_{i+1} = A_i \cup \{m\}\), with \(1 \le l \le i\) and \(m > \max(A_i)\). Moreover if, \(m > \max(A_i) + 1\) and if \(A_i \cup \{m - 1\} \in [\mathbb{N}]^{\le n}\) then \(A_i \cup \{m - 1\} = A_j\) with \(l < j < i + 1\), and \(\pi(A_j) = \pi(A_i) \cup \{s\}\) for some \(s\) which has already been chosen. Thus, we need to choose \(\pi(A_{i+1})\) to be of the form \(\pi(A_i) \cup \{t\}\), where we require that \(t > \max(\pi(A_i))\), and, if \(m > \max(A_i) + 1\) then we also need \(t > s\), where \(s\) is defined as above.

We now proceed with the study of the containment of good \(\ell_\infty\)-trees of arbitrary height almost isometrically in Banach spaces. For the convenience of the reader we reproduce below the definition of good \(\ell_\infty\)-trees of arbitrary height.

**Definition 3.1** We say that a Banach space \(X\) contains \((C, D)\)-good \(\ell_\infty\)-trees of arbitrary height if there are constants \(C, D \ge 1\) such that for any \(n \in \mathbb{N}\), and any compatible linear ordering \((A_i)_{i \in \mathbb{N}}\) of \([\mathbb{N}]^{\le n}\) there are a vector-tree \((x_A)_{A \in [\mathbb{N}]^{\le n}}\) in \(S_X\) and a functional-tree \((x_A^*)_{A \in [\mathbb{N}]^{\le n}}\) in \(S_X^*\) satisfying the following properties:

(16) for all \(A, B \in [\mathbb{N}]^{\le n}\), with \(\max(B) > \max(A)\),

\[ x_A^* (x_A) = 1 \text{ and } x_A^* (x_B) = 0, \]

(17) for all \((a_i)_{i=0}^n \subset \mathbb{R}\), and all \(B \in [\mathbb{N}]^n\),

\[ \frac{1}{C} \| (a_i)_{i=0}^n \|_\infty \le \| a_0 x_0 + a_1 x_{\{b_1\}} + \cdots + a_n x_{\{b_1, \ldots, b_n\}} \| \le C \| (a_i)_{i=0}^n \|_\infty, \]

(18) for every \(i \le j\), every \((a_m)_{m=0}^j \subset \mathbb{R}\), one has

\[ \| \sum_{m=1}^i a_m x_{A_m} \|_X \le D \| \sum_{m=1}^j a_m x_{A_m} \|_X, \]

If \(X^*\) is separable and if \(\ell_\infty^n\) is in the \(n\)-th asymptotic structure of \(X\) up to a constant \(D \ge 1\), then by Lemma 3.3 there is a normalized weakly tree all of whose branches are \(D(1 + \varepsilon)\)-equivalent to the canonical basis of \(\ell_\infty^{n+1}\). Obviously, such a tree (and any of its prunings) satisfies condition (17), but (16) and (18) might not hold. In the next lemma we show that for any compatible linear ordering there exists a pruning such that (16) and (18) hold.
Lemma 3.4. Let $X^*$ be separable. Assume that for all $n \in \mathbb{N}$, $\ell^0_\infty$ is in the $n$-th asymptotic structure of $X$ up to a constant $D \geq 1$. Then for each $\varepsilon > 0$, $X$ contains $(D(1 + \varepsilon), 1 + \varepsilon)$-good $\ell^\infty_\infty$-trees of arbitrary height. In particular, if $\ell^\infty_\infty$ is in the $n$-th asymptotic structure of $X$, then $X$ contains good $\ell^\infty_\infty$-trees of arbitrary height almost isometrically.

Proof. Let $n \in \mathbb{N}$, $\varepsilon > 0$, and let $(A_j)_{j \in \mathbb{N}}$ be compatible linear ordering of $[\mathbb{N}]^{\leq n}$. Since $\ell^\infty_\infty$ is in the $n$-th asymptotic structure of $X$ up to a constant $D \geq 1$ and $X^*$ is separable, by Lemma 3.3 there is a weakly null tree $(y_A)_{A \in [\mathbb{N}]^{\leq n}}$ in $X$ such that $\|y_A\| = 1$ all of whose branches are $D(1 + \varepsilon)$-equivalent to the canonical basis of $\ell^{n+1}_\infty$. Moreover, $(y_A)_{A \in [\mathbb{N}]^{\leq n}}$ can be chosen inside every cofinite dimensional subspace. Note that (17) is satisfied for the tree $(y_A)_{A \in [\mathbb{N}]^{\leq n}}$. We choose $0 < \delta < \varepsilon$ small enough so that the following condition holds:

(29) If $(v_j)_{j=1}^{n+1}$ is a normalized basic sequence, whose basis constant is not larger than $(1 + \varepsilon)$, then any sequence $(u_j)_{j=1}^{n+1}$, for which

$$\|u_j - v_j\| \leq \delta, \quad j = 1, 2, \ldots, n,$$

is $\sqrt{1 + \varepsilon}$-equivalent to $(v_j)_{j=1}^{n+1}$.

$X^*$ being separable, pick $(f^*_j)_{j \in \mathbb{N}}$ a dense sequence in $S_{X^*}$. Inductively we will choose for every $j \in \mathbb{N}$, an element $\tilde{A}_j \in [\mathbb{N}]^{\leq n}$, a finite set $F_j \subset S_{X^*}$, and an element $\tilde{y}_j \in B_{X^*}$ so that

(30) $\tilde{A}_1 = \emptyset$, and if $A_j = A_i \cup \{\max(A_j)\}$, for some $i < j$, then $\tilde{A}_j = A_i \cup \{m\}$, with $m > \max\{A_s : s < j\}$,

(31) $\{f^*_1, f^*_2, \ldots, f^*_j\} \subset F_j$ and there is an $\tilde{y}^*_j \in F_j$, with $\tilde{y}^*_j(\tilde{y}_j) = \|\tilde{y}_j\|$, 

(32) $\max_{f^* \in F_j} |f^*(x)| \geq \frac{1}{1 + \delta} \|x\|$ for all $x \in \text{span}(\tilde{y}^*_i)_{i=1}^j$,

(33) $f^*(\tilde{y}_j) = 0$ for all $f^* \in F_i$, with $i < j$,

(34) $\|\tilde{y}_j - y_{\tilde{A}_j}\| < \delta$, and $\|\tilde{y}_j\| = 1$.

For $j = 1$, we put $\tilde{y}_1 = y_0$, choose $\tilde{y}^*_1 \in S_{X^*}$ so that $\tilde{y}^*_1(\tilde{y}_1) = 1$, and put $F_1 = \{f^*_1, \tilde{y}^*_1\}$. (30)-(31) is then clearly satisfied. Now assume that for some $j \in \mathbb{N}$ we have chosen $\tilde{A}_i$, $F_i$ and $\tilde{y}_i$, for $i = 1, 2, \ldots, j$. First we note that (32) and (33) implies that the normalized sequence $(\tilde{y}^*_i)_{i=1}^j$ is a basic sequence which constant not exceeding $1 + \delta$. Since the linear ordering is compatible we can write $A_j$ as $A_j = A_{i_0} \cup \{t\}$ with $i_0 < j$ and $t > \max(A_{i_0})$ and let $m_0 = \max_{s < j} \tilde{A}_s$, and put

$$Y_j = \left\{x \in X : f^*(x) = 0 \text{ for all } f^* \in \bigcup_{i=1}^j F_i \right\} \in \text{cof}(X).$$

Since the tree $(y_A)_{A \in [\mathbb{N}]^{\leq n}}$ is normalized and weakly null, we can find $m > m_0$ large enough so that $\text{dist}\left(S_{Y_j}, y_{\tilde{A}_{i_0} \cup \{m\}}\right) < \delta$, and there is an $\tilde{y}_{j+1} \in Y_j$ with $\|y_{\tilde{A}_{i_0} \cup \{m\}} - \tilde{y}_{j+1}\| < \delta$ and $\|\tilde{y}_{j+1}\| = \|y_{\tilde{A}_{i_0} \cup \{m\}}\| = 1$. Letting $\tilde{A}_{j+1} = \tilde{A}_{i_0} \cup \{m\}$, we deduce (30) and (31), while (33) follow from the definition of $Y_j$ and the requirement that $\tilde{y}_{j+1} \in Y_j$. Finally we choose a finite set $F_{j+1} \subset S_{X^*}$ so that (31) and (32) hold. This finishes the inductive step of
choosing $\tilde{A}_j \in [N]^{\leq n}$, a finite set $F_j \subset S_{X^*}$, and an element $\tilde{y}_j$, for every $j \in \mathbb{N}$.

We first deduce from (30), that the map $\pi : [N]^{\leq n} \to [N]^{\leq n}, A_j \mapsto \tilde{A}_j$ is an order isomorphism, that satisfies the condition for prunings, and thus, by (31), $(\tilde{y}_j)_{j \in \mathbb{N}}$ is a $\delta$-perturbation of $(y_{A_j})_{j \in \mathbb{N}}$, which is a pruning of $(y_A)_{A \in [N]^{\leq n}}$. We define for $A \in [N]^{\leq n}$, $z_A = \tilde{y}_j$, and $z^*_A = \tilde{y}^*_j$, where $j \in \mathbb{N}$ is such that $\pi(A) = A_j$. First we deduce from (32) and (33) that $(z_A)_{j=1}^\infty$ is basic and that its basis constant (which is the same as the basis constant of $(\tilde{y}_k)_{k \in \mathbb{N}}$) is at most $1 + \delta \leq 1 + \varepsilon$, which verifies (18). Condition (16) follows from the second condition in (31) and (33). This conclude the proof of our lemma since, as we already mentioned, condition (17) follows from our assumption about the tree $(y_A)_{A \in [N]^{\leq n}}$.

We shall now introduce a crucial tool, the so-called Szlenk index. The definition of the Szlenk derivation and the Szlenk index have been first introduced in [13] and we refer to [21] or [33] for a thorough account on this central notion in asymptotic Banach space theory. Consider a real separable Banach space $X$ and $K$ a weak*-compact subset of $X^*$. For $\varepsilon > 0$ we let $\mathcal{V}$ be the set of all relatively weak*-open subsets $V$ of $K$ such that the norm diameter of $V$ is less than $\varepsilon$ and $s_\varepsilon(K) = K \setminus \cup\{V : V \in \mathcal{V}\}$. We define inductively $s^0_\varepsilon(K)$ for any ordinal $\alpha$, by $s^{\alpha+1}_\varepsilon(K) = s_\varepsilon(s^\alpha_\varepsilon(K))$ and $s^\alpha_\varepsilon(K) = \cap_{\beta < \alpha} s^\beta_\varepsilon(K)$ if $\alpha$ is a limit ordinal. Then we define $\text{Sz}(X, \varepsilon)$ to be the least ordinal $\alpha$ so that $s^\alpha_\varepsilon(B_{X^*}) = \emptyset$, if such an ordinal exists. Otherwise we write $\text{Sz}(X, \varepsilon) = \infty$. The Szlenk index of $X$ is finally defined by $\text{Sz}(X) = \sup_{\varepsilon > 0} \text{Sz}(X, \varepsilon)$. We denote $\omega$ the first infinite ordinal and $\omega_1$ the first uncountable ordinal. The Szlenk index, in particular its utilization in the next lemma, is the pivotal notion in this article since it allows us to establish a bridge between the embeddability results from Section 3 and the non-embeddability results from Section 4. Indeed, it follows from a theorem of Knaust, Odell and Schlumprecht [23] that a separable Banach space admits an equivalent asymptotically uniformly smooth norm if and only if $\text{Sz}(X) \leq \omega$. Then it is easy to see that for a reflexive Banach space the condition $\text{Sz}(X^*) \leq \omega$ is equivalent to the existence of an equivalent asymptotically uniformly convex norm on $X$. With this information at hand, we can almost forget the formulations in terms of renormings and work essentially with the notion of the Szlenk index of a Banach space.

To prove Theorem 3.2 below it would be sufficient to show that a separable reflexive Banach space $X$, that has a $C$-unconditional asymptotic structure for some $C \geq 1$ and such that $\text{Sz}(X^*) > \omega$, contains $\ell_\infty^n$ in its $n$-th asymptotic structure up to some constant. Modifying slightly the proof of Lemma 3.4 one can actually prove a little bit more.

**Lemma 3.5.** Let $X$ be a separable reflexive Banach space. Assume that $X$ has a $C$-unconditional asymptotic structure for some $C \geq 1$ and that $\text{Sz}(X^*) > \omega$. Then, there is $\eta > 0$ so that for all $\varepsilon > 0$, $X$ contains $(\sqrt{1 + \varepsilon^2 C^2 / \eta^2}, 1 + \varepsilon)$-good $\ell_\infty^n$-trees of arbitrary height. In particular, there is $\eta > 0$ so that for all $\varepsilon > 0$ and every $n \in \mathbb{N}$, $\ell_\infty^n$ is in the $n$-th asymptotic structure of $X$ up to constant $\sqrt{1 + \varepsilon^2 C^2 / \eta^2}$.
Proof. Without loss of generality (simply pass to an appropriate cofinite dimensional subspace $X_1$ if needed) we can assume that

\[(35) \forall x_1 \in S_X, \exists x_2 \in \text{cof}(X), \ldots, \exists x_{n+1} \in \text{cof}(X), \forall x_{n+1} \in S_{X_{n+1}}, \text{ so that} \]

\[(x_j)_{j=1}^{n+1} \text{ is } C\text{-unconditional.} \]

Since $X$ is separable and reflexive with $\text{Sz}(X^*) > \omega$, we can apply [39] Theorem 5.1, (i) $\Rightarrow$ (iii) to the space $X^*$, and conclude, that there is an $\eta > 0$, so that for each $k \in \mathbb{N}$ there is a tree $(x_A^{(k)})_{A \in [\mathbb{N}]^{<k}} \subset B_X$ and a weakly null tree $(x_A^{(k)})_{A \in [\mathbb{N}]^{<k}} \subset B_{X^*}$ with the following properties:

- $x_A^{(k)}(x_B^{(k)}) > \eta$, for all $A, B \in [\mathbb{N}]^{<k} \setminus \{\emptyset\}$, with $A \leq B$,
- $|x_A^{(k)}(x_B^{(k)})| < \eta/2$, for all $A, B \in [\mathbb{N}]^{<k} \setminus \{\emptyset\}$, with $A \not\leq B$,
- $\lim_{n \to \infty} x_A^{(k)}(n) = x_A^{(k)}$, for all $A \in [\mathbb{N}]^{<k}$.

We first choose a tree $(y_A)_{A \in [\mathbb{N}]^{<\omega}}$ in $X$ as follows. We put

\[(36) \quad y_0 = \frac{1}{2} x_0^{(n)}, \quad \text{and} \quad y_A = \frac{1}{2} (x_A^{(n)} - x_A^{(\max(A))}) \quad \text{for} \quad A \in [\mathbb{N}]^{<n} \setminus \{\emptyset\}. \]

It follows that $(y_A)_{A \in [\mathbb{N}]^{<\omega}}$ is weakly null and that $\frac{\eta}{4} \leq \|y_A\| \leq 1$ for all $A \in [\mathbb{N}]^{<n}$.

Let $n \in \mathbb{N}$, $\varepsilon > 0$, and let $(A_j)_{j \in \mathbb{N}}$ be a compatible linear ordering of $[\mathbb{N}]^{<n}$. Because we are now dealing with semi-normalized trees, we modify slightly condition (29) as follows. We choose $0 < \delta < \varepsilon$ small enough so that the following condition holds:

\[(47') \text{If } (v_{ij})_{j=1}^{n+1} \text{ is a basic sequence with } \|v_{ij}\| \in [\eta/4, 1], \text{ for } j = 1, 2, \ldots, n+1, \text{ whose basis constant is not larger than } (1 + \varepsilon), \text{ then any sequence } (u_{ij})_{i=1}^{n+1}, \text{ for which } \|u_{ij} - v_{ij}\| \leq \delta \text{ for every } j = 1, 2, \ldots, n+1, \text{ is } (1 + \varepsilon)-\text{equivalent to } (v_{ij})_{j=1}^{n+1}. \]

With a similar argument we can choose inductively, for every $j \in \mathbb{N}$, an element $A_j \in [\mathbb{N}]^{<n}$, a set $F_j$, an element $y_j \in B_X$ satisfying (30)-(33), and

\[(52') \quad \|y_j - y_{A_j}\| < \delta \|y_{A_j}\|, \quad \text{and} \quad \|y_j\| \in [\eta/4, 1], \]

and some crucial additional condition. Before stating this last condition we note that from (30) it follows that $I_j = \{s : A_s \leq A_j\} \subset \{1, 2, \ldots, j\}$ and we put $l := |I_j| = |A_j|$. The last condition is:

\[(37) \exists x_{i+1} \in \text{cof}(X), \forall y_{i+1} \in S_{X_{i+1}}, \ldots, \exists x_k \in \text{cof}(X), \forall y_k \in S_{X_k} \text{ so that} \]

\[\{y_{i} : s \in I_j\} \cup \{y_{i+1} : i = 1, 2, \ldots, k-l\} \text{ is } C\text{-unconditional.} \]

Note that if $l = k$, then (57) means that $\{y_{i} : s \in I_j\}$ is $C\text{-unconditional.} \]

The base case is straightforward. Now assume that for some $j \in \mathbb{N}$ we have chosen $A_i$, $F_i$ and $y_i$, for $i = 1, 2, \ldots, j$. Using (37) we can find a space $X \in \text{cof}(X)$ so that (with $I_j$ and $l$ as defined before) (37) holds $\forall y_{i+1} \in S_{X_{i+1}}, \exists x_{i+1} \in \text{cof}(X), \forall y_{i+2} \in S_{X_{i+2}}, \ldots, \exists x_k \in \text{cof}(X), \forall y_k \in S_{X_k}$ and $\{y_{i} : s \in I_j\} \cup \{y_{i+1} : i = 1, 2, \ldots, k-l\} \text{ is } C\text{-unconditional.} \]

If $l = n$, we simply put $X = X$. We define, $A_{j+1}$ similarly using

\[Z_j = X \cap \left\{ x \in X : f^*(x) = 0 \text{ for all } f^* \in \bigcup_{i=1}^{j} F_i \right\} \in \text{cof}(X), \]
instead of $Y_j$, and thus (37) follow from the definition of $Z_j$ and the requirement that $y_{j+1} \in Z_j$. This finishes the inductive step.

We define for $A \in [N]^{\leq n}$, $z_A = \frac{\tilde{y}_j}{\|\tilde{y}_j\|}$, and $z_A^* = \tilde{y}_j^*$, where $j \in N$ is such that $\pi(A) = \tilde{A}_j$. It remains to prove that (17) holds. We first note that for any $B$ in $[N]^{n+1}$, say $B = A_j$, it follows that $(z_E)_{E \preceq B} = \left(\frac{\tilde{y}_i}{\|\tilde{y}_i\|}\right)_{i \leq j, A_i \preceq A_j}$ is $(1 + \varepsilon)$-unconditional by (37). Letting $I = \{i \leq j : A_i \preceq A_j\}$, we deduce
\[
\max \left\{ \left\| \sum_{E \preceq B} \xi_{E^*} \right\| : (\xi_E)_{E \preceq B} \subseteq [-1, 1] \right\}
\leq \frac{4}{\eta} \max \left\{ \left\| \sum_{i \in I} \xi_i \tilde{y}_i \right\| : (\xi_i)_{i \in I} \subseteq [-1, 1]^I \right\} \quad \text{(since } \|\tilde{y}_i\| \geq \eta/4, \ i \in I) \]
\[
= \frac{4}{\eta} \max \left\{ \left\| \sum_{i \in I} \xi_i \tilde{y}_i \right\| : (\xi_i)_{i \in I} \subseteq \{-1, 1\}^I \right\} \quad \text{(by convexity we only need to consider the extreme points of } [-1, 1]^I \text{ which are } \{-1, 1\}^I) \]
\[
= \frac{4C}{\eta} \left\| \sum_{i \in I} \tilde{y}_i \right\| \quad \text{(by (37))} \]
\[
\leq \sqrt{1 + \varepsilon} \frac{4C}{\eta} \left\| \sum_{E \preceq E^*(B)} y_E \right\| \quad \text{(by (29) and (31))} \]
\[
= \sqrt{1 + \varepsilon} \frac{4C}{\eta} \frac{1}{2} \|x_{\pi(B)}^{(n+1)}\| \quad \text{(by (35))} \]
\[
\leq \sqrt{1 + \varepsilon} \frac{4C}{\eta} .
\]
Since $(z_E)_{E \preceq B}$ is $(1 + \varepsilon)$-unconditional it also follows that
\[
\left\| \sum_{E \preceq B} \xi_{E^*} \right\| \geq \frac{1}{1 + \varepsilon} \max_{E \preceq B} |\xi_E|, \text{ for all } (\xi_E)_{E \preceq B} \subseteq [-1, 1],
\]
which finishes the verification of (17) and thus the proof of the lemma. □

**Theorem 3.2.** Let $X$ be a separable reflexive Banach space. Assume that $X$ has an unconditional asymptotic structure, and that $Sz(X^*) > \omega$, then $X$ contains good $\ell_\infty$-trees of arbitrary height almost isometrically.

**Proof.** We will apply Lemma 3.3 and Lemma 3.4 successively as follows. First note that, by Lemma 3.3, for all $n \in N$, $\mathbb{E}_n$ is in the $n$-th asymptotic structure of $X$ up to some constant $D$. By Lemma 3.1 for all $n \in N$, it follows that $\ell_\infty^n$ is in the $n$-th asymptotic structure of $X$. An appeal to Lemma 3.4 finishes the proof. □

### 3.3. Embeddability into $L_1$

The fact that the countably branching diamond of depth 1 embeds isometrically into $L_1$ is well known and can be found implicitly in Enflo’s (unpublished) argument showing that $\ell_1$ and $L_1[0, 1]$ are not uniformly homeomorphic (cf. [6], [7], or [14]). The embedding is based on the particular behavior of Rademacher functions in $L_1[0, 1]$. Whether or not a similar embedding, for countably branching diamond graphs of arbitrary depth, can be implemented without blowing up the distortion is not
completely obvious at first sight. However, using the results from [12] and 
an ultraproduct argument it can be shown that $D^ω_k$ embeds into $L_1$ with 
distortion at most 2. In this section, an embedding using Bernoulli random 
variables (and no ultraproduct argument) that achieves the same distortion 
is given. Note that it follows from [20] that this distortion is optimal. It is 
worth noticing that in both our embedding proofs we start out with a tree 
$(x_A)_{A \in [\mathbb{N}]^{<k}}$, and in both cases the definition of of the image of $(A, r)$ only 
depends on $\{x_{A_i} : i = 1, 2, \ldots, |A|\}$. We start with the following technical 
lemma.

**Lemma 3.6.** Let $(\Omega, \Sigma, \mathbb{P})$ be an atomless probability space. For every $k \in \mathbb{N}$, 
and every $x \in V^ω_k$, there exist measurable sets $S_k(x) \subset \Omega$ such that 

\begin{align*}
(38) & \quad S_k(x) \subset S_k(y) \text{ whenever } x, y \in V^ω_k \text{ lie on the same vertical path, and} \\
(39) & \quad S_k(x) \text{ and } S_k(y) \text{ are independent if } \min(x) \neq \min(y).
\end{align*}

**Proof.** We are using the non recursive description of the diamond graph 
$D^ω_k = (V^ω_k, E^ω_k)$. Let $k \in \mathbb{N}$ be fixed. We consider a (countable) family 
$\{\varepsilon_A : A \in [\mathbb{N}]^{<k} \setminus \{\emptyset\}\}$, indexed by the elements of $[\mathbb{N}]^{<k} \setminus \{\emptyset\}$, of independent 
Bernoulli random variables, i.e., $\mathbb{P}(\varepsilon_A = 1) = \mathbb{P}(\varepsilon_A = -1) = 1/2$. For 
$(A, r) \in V^ω_k$, we will define a measurable set $S_k(A, r) \subset \Omega$ as follows. We put 
$S_k(\emptyset, 0) = \emptyset$ and $S_k(\emptyset, 1) = \Omega$. For $(A, r) \in V^ω_k$, with $A \neq \emptyset$, say $A = \{a_1, a_2, \ldots, a_n\}$ and $r = \sum_{i=1}^n \sigma_i 2^{i-1} \in \mathbb{B}_n$, (i.e., $\sigma_i \in \{0, 1\}$, $i = 1, 2, \ldots, n-1$ and $\sigma_n = 1$) we proceed as follows. For $1 \leq i \leq n$, so that $\sigma_i = 1$, define 

\begin{align*}
(40) & \quad T^i_k(A, r) := \{\varepsilon_{A_i} = 1\} \cap \bigcap_{m<i, \sigma_m = 1} \{\varepsilon_{A|_m} = -1\} \cap \bigcap_{m<i, \sigma_m = 0} \{\varepsilon_{A|_m} = 1\}.
\end{align*}

Then we put 

\begin{align*}
(41) & \quad S_k(A, r) := \bigcup_{i=1, \sigma_i = 1}^n T^i_k(A, r).
\end{align*}

Let us make some easy observations. Since for $1 \leq i < j \leq n$ with $\sigma_i = \sigma_j = 1$, it follows that 

\begin{align*}
T^i_k(A, r) \subset \{\varepsilon_{A|_i} = 1\} \text{ and } T^j_k(A, r) \subset \{\varepsilon_{A|_j} = -1\},
\end{align*}

it follows that the $T^i_k(A, r)$’s are pairwise disjoint for $1 \leq i \leq n$, with $\sigma_i = 1$. Secondly from the independence of the sequence $(\varepsilon_{A|_m})_{i=1}^n$ it follows that 

\begin{align*}
(42) & \quad \mathbb{P}(T^i_k(A, r)) = 2^{-i}, \text{ whenever } 1 \leq i \leq n, \text{ with } \sigma_i = 1.
\end{align*}

It follows therefore that 

\begin{align*}
(43) & \quad \mathbb{P}(S_k(A, r)) = \sum_{i=1, \sigma_i = 1}^n \mathbb{P}(T^i_k(A, r)) = \sum_{i=1, \sigma_i = 1}^n 2^{-i} = r.
\end{align*}

Next assume that $(A, r), (B, s) \in V^ω_k$ and $\{(A, r), (B, s)\} \in E^ω_k$. As noticed 
previously it follows that $r = s \pm 2^{-k}$. We claim that $S_k(A, r) \subset S_k(B, s)$, if 
$r = s - 2^{-k}$, and that $S_k(B, s) \subset S_k(A, r)$ if $r = s + 2^{-k}$. In order to show our 
claim we can, as noted before, assume that $B \in [\mathbb{N}]^k$, $s = \sum_{i=1}^k \sigma_i 2^{i-1} \in \mathbb{B}_k$, and that one of the two following cases holds:
Case 1. $r = s - 2^{-k}$ and

$$r = \sum_{i=1}^{i^-} \sigma_i 2^{-i}, \text{ and } A = B|_{i^-} \text{ with } i^- = \max\{1 \leq i \leq k - 1: \sigma_i = 1\}$$

if that maximum exists and otherwise $A = \emptyset$ and $r = 0$.

Case 2. $r = s + 2^{-k}$ and

$$r = \sum_{i=1}^{i^+ - 1} \sigma_i 2^{-i} + 2^{-i^+}, \text{ and } A = B|_{i^+} \text{ with } i^+ = \max\{1 \leq i \leq k - 1: \sigma_i = 0\}$$

if that maximum exists and otherwise $A = \emptyset$ and $r = 1$.

In order to show our claim in the first case we can assume that $i^-$ exists, since otherwise $S_k(A, r) = \emptyset$. Since for every $i \leq i^-$, for which $\sigma_i = 1$, we deduce that

$$T_k(A, r) = \{\varepsilon_{A|m} = 1\} \cap \bigcap_{m < i, \sigma_m = 1} \{\varepsilon_{A|m} = -1\} \cap \bigcap_{m < i, \sigma_m = 0} \{\varepsilon_{A|m} = 1\}$$

$$= \{\varepsilon_{B|i} = 1\} \cap \bigcap_{m < i, \sigma_m = 1} \{\varepsilon_{B|m} = -1\} \cap \bigcap_{m < i, \sigma_m = 0} \{\varepsilon_{B|m} = 1\}$$

$$= T_k(B, s),$$

we deduce our claim in that case.

In the second case we can similarly observe that $T_k(A, r) = T_k(B, s)$ if $i < i^+$. By definition of $i^+$, $\sigma_{i^+} = 0$ and $\sigma_i = 1$ for all $i^+ < i \leq k$. Thus we note that for all $i^+ < i \leq k$

$$T_k(B, s) =$$

$$\{\varepsilon_{B|i} = 1\} \cap \bigcap_{m = 1, \sigma_m = 1}^{i^+ - 1} \{\varepsilon_{B|m} = -1\} \cap \bigcap_{i^+ < m < i} \{\varepsilon_{B|m} = -1\} \cap \bigcap_{m = 1, \sigma_m = 0}^{i^+} \{\varepsilon_{B|m} = 1\}$$

$$\subset \bigcap_{m < i^+, \sigma_m = 1} \{\varepsilon_{B|m} = -1\} \cap \bigcap_{m < i^+, \sigma_m = 0} \{\varepsilon_{B|m} = 1\} \cap \{\varepsilon_{B|i^+} = 1\}$$

$$= \{\varepsilon_{A|i} = 1\} \cap \bigcap_{m < i^+, \sigma_m = 1} \{\varepsilon_{A|m} = -1\} \cap \bigcap_{m < i^+, \sigma_m = 0} \{\varepsilon_{A|m} = 1\}$$

$$= T_k(A, r),$$

which also implies our claim in the second case.

An easy consequence of our last observation is that $S_k(A, r) \subset S_k(B, s)$ whenever $(B, s)$ lies above $(A, r)$ on the same vertical path. From the independence condition of the family $(\varepsilon_A)_{A \in [\mathbb{N}]^{<k}}$, and since for every $(A, r) \in V_k^\mathbb{Z}$, with $A \neq \emptyset$, the set $S_k(A, r)$ is in the $\sigma$-algebra generated by the family $\{\varepsilon_C : C \in [\mathbb{N}]^{\leq k} \setminus \{\emptyset\}, \min(C) = \min(A)\}$ it follows that $S_k(A, r)$ and $S_k(B, s)$ are independent if $A, B \in [\mathbb{N}]^{\leq k} \setminus \{\emptyset\}$, with $\min(A) \neq \min(B)$. □

We finish our list of facts with a crucial observation which will allow us to prove our embedding result by induction. Assume that $k \geq 1$ and fix some $j \in \mathbb{N}$, and put $N_j = \{j + 1, j + 2, \ldots\}$. For $A \in [N_j]^{k-1}$ and $r = \sum_{i=1}^{n} \sigma_i 2^{-i} \in \mathbb{B}_n$, where $n := |A|$, (thus $(A, r) \in V_{k-1}^\mathbb{Z}$), for $1 \leq i \leq n$
we put
\[ T_{k-1}^{(i,j)}(A, r) = T_k^{i+1}(\{j\} \cup A, \hat{\varphi}) \] and \[ T_{k-1}^{(i,j,-)}(A, r) = T_k^{i+1}(\{j\} \cup A, \hat{\varphi}). \]
Note that \[ \frac{1}{2} + \sum_{i=1}^{n} \sigma_i 2^{-(1+i)} \] and \[ \frac{1}{2} = \sum_{i=1}^{n} \sigma_i 2^{-(1+i)}, \] thus \[ T_{k-1}^{(i,j)}(A, r) \] and \[ T_{k-1}^{(i,j,-)}(A, r) \] are well defined, and we put
\[ S_{k-1}^{(j,+)}(A, r) := \bigcup_{1 \leq i \leq |A|, \sigma = 1} T_{k-1}^{(i,j,+)}(A, r), \]
and
\[ S_{k-1}^{(j,-)}(A, r) := \bigcup_{1 \leq i \leq |A|, \sigma = 1} T_{k-1}^{(i,j,-)}(A, r). \]
We define \( \hat{\varepsilon}_A = \varepsilon_A|_{\{\varepsilon(j) = -1\}} \) for \( A \in [N_j]^{k-1} \). Then \((\hat{\varepsilon}_A)_{A \in [N_j]^{k-1}}\) are independent Bernoulli random variables on the probability space \((\hat{\mathbb{P}}_j, \hat{\Sigma}_j, \hat{\Omega}_j)\), with \( \hat{\Omega}_j = \{\varepsilon(j) = -1\} \), \( \hat{\Sigma}_j = \Sigma \cap \{\varepsilon(j) = -1\} \), and for a measurable \( S \subset \hat{\Omega}_j \), \( \hat{\mathbb{P}}_j(S) = \mathbb{P}(S | \{\varepsilon(j) = -1\}) = 2\mathbb{P}(S) \). For \( A \in [N_j]^{k-1} \) and \( r = \sum_{i=1}^{n} \sigma_i 2^{-1} \in \mathbb{B}_n \), where \( n = |A| \), and \( i \leq n \), with \( \sigma_i = 1 \), we note that \( T_{k-1}^{(i,j)}(A, r) = T_k^{i+1}(\{j\} \cup A, \hat{\varphi}) \)
\[ = \{\varepsilon(j) = -1\} \cap \{\varepsilon(j) \cup A|_{i+1} = 1\} \cap \bigcap_{m=2, \sigma_{m-1}=1}^{i} \{\varepsilon(j) \cup A|_{m} = -1\} \]
\[ \cap \bigcap_{m=2, \sigma_{m-1}=0}^{i} \{\varepsilon(j) \cup A|_{m} = 1\} \]
\[ = \{\varepsilon_A|_i = 1\} \cap \bigcap_{m<i, \sigma_{m-1}=1} \{\varepsilon_A|_{m} = -1\} \cap \bigcap_{m<i, \sigma_{m-1}=0} \{\varepsilon_A|_{m} = 1\}. \]
So we deduce that the sets \( S_{k-1}^{(j,+)}(A, r) \) are defined as the sets \( S_k(A, r) \) where we replace \( k \) by \( k-1 \) and the family \((\varepsilon_A)_{A \in [N]} \) by the family \((\hat{\varepsilon}_A)_{A \in [N_j]^{k-1}} \).

Similarly we can define the probability space \((\hat{\mathbb{P}}_j, \hat{\Sigma}_j, \hat{\Omega}_j)\), with \( \hat{\Omega}_j = \{\varepsilon(j) = 1\} \), \( \hat{\Sigma}_j = \Sigma \cap \{\varepsilon(j) = 1\} \), and \( \hat{\mathbb{P}}_j(S) = \mathbb{P}(S | \{\varepsilon(j) = 1\}) = 2\mathbb{P}(S) \) for a measurable \( S \subset \hat{\Omega}_j \), and on it the random variables \( \hat{\varepsilon}_A = \varepsilon_A|_{\{\varepsilon(j) = 1\}} \) for \( A \in [N_j]^{k-1} \). Then \((\hat{\varepsilon}_A)_{A \in [N_j]^{k-1}}\) are independent Bernoulli random variables with respect to \( \hat{\mathbb{P}}_j \). We deduce as before that the sets \( S_{k-1}^{(j,-)}(A, r) \) are defined as the sets \( S_k(A, r) \) where we replace \( k \) by \( k-1 \) and the family \((\varepsilon_A)_{A \in [N]} \) by the family \((\hat{\varepsilon}_A)_{A \in [N_j]^{k-1}} \). This last observation will make it possible to show the following result by a straightforward induction on \( k \in \mathbb{N}_0 \).

**Theorem 3.3.** For every \( k \in \mathbb{N}_0 \) there exists \( \Psi_k : D_k^w \to L_1[0, 1] \), such that if \( x \) and \( y \) belong to the same vertical path then
\[ \|\Psi_k(x) - \Psi_k(y)\| = d_k(x, y), \]
and if \( x \) and \( y \) do not belong to the same vertical path then
\[ \frac{d_k(x, y)}{2} \leq \|\Psi_k(x) - \Psi_k(y)\| \leq d_k(x, y). \]
Proof. For \( k \in \mathbb{N}_0 \) and \( x \in V^k_{\omega} \) let \( S_k(x) \subset [0,1] \) be defined as in Lemma 3.6 and define the map \( \Psi_k : V^k_{\omega} \to L_1[0,1], \ x \mapsto 2^k \chi_{S_k(x)}. \)

For \( k = 0 \), our claim is trivially true. Assume that our claim holds for \( k \in \mathbb{N} \cup \{0\} \). The equality (44) follows immediately from (38) and (43), and the fact (40), shown in Section 2.3, that similarly as in the previous case.

Using now (13) we conclude that
\[
\frac{d_k((A', r'), (B', s'))}{2} \leq 2^{k} \| \chi_{S_{k+1}^{(j+)}(A', r') - \chi_{S_{k}^{(j+)}(B', s')}} \|_{L_1(\tilde{\mathbb{P}}_j)} \leq d_k((A', r'), (B', s')).
\]

Using now (13) we conclude that
\[
\frac{d_{k+1}((A, r), (B, s))}{2} \leq \| \Psi_{k+1}((A, r)) - \Psi_k((B, s)) \|_{L_1[0,1]} \leq d_{k+1}((A, r), (B, s)).
\]

If \((A, r)\) and \((B, s)\) are in \(V^j_{k+1}\) for some \(j \in \mathbb{N}\), we deduce our claim similarly as in the previous case.

If \((A, r)\) \in \(V^j_{k+1}\) and \((B, s)\) \in \(V^j_{k+1}\), for some \(j \in \mathbb{N}\) (or vice versa), then \((A, r)\) and \((B, s)\) lie on the same vertical path, a case we already handled.
If \((A, r) \in V_{k+1}^{(i,+)}\) and \((B, s) \in V_{k+1}^{(j,+)}\), for \(i \neq j\), we can assume that \(r \geq s > \frac{1}{2}\) and it follows from (2) and (39) that

\[
\|\chi_{x_{k+1}}(A, r) - \chi_{x_{k+1}}(B, s)\|_{L_1[0,1]} = \|\chi_{S_{k+1}^c}(A, r) - \chi_{S_{k+1}^c}(B, s)\|_{L_1[0,1]} \\
= \mathbb{P}(S_{k+1}^c(A, r) \cap S_{k+1}^c(B, s)) + \mathbb{P}(S_{k+1}^c(A, r) \setminus S_{k+1}^c(B, s)) \\
= (1 - r) + (1 - s) - 2(1 - r)(1 - s) \\
\geq (1 - r) + (1 - s) - (1 - r) \\
= 1 - s \\
\geq \frac{1}{2}2^{-(k+1)}d_{k+1}((A, r), (B, s)),
\]
and secondly

\[
\|\chi_{x_{k+1}}(A, r) - \chi_{x_{k+1}}(B, s)\|_{L_1[0,1]} = \|\chi_{S_{k+1}^c}(A, r) - \chi_{S_{k+1}^c}(B, s)\|_{L_1[0,1]} \\
\leq \mathbb{P}(S_{k+1}^c(A, r)) + \mathbb{P}(S_{k+1}^c(B, s)) \\
= 2^{-(k+1)}d_{k+1}((A, r), (B, s)),
\]
which implies our claim in that case.

If \((A, r) \in V_{k+1}^{(i,-)}\) and \((B, s) \in V_{k+1}^{(j,-)}\), for \(i \neq j\), we can proceed in a similar way as in the previous case.

If \((A, r) \in V_k^{(i,-)}\) and \((B, s) \in V_k^{(j,+)}\) for \(i \neq j\), we first assume that \(r + s \leq 1\) and thus by (11), (2), and (39)

\[
\|\chi_{x_{k+1}}(A, r) - \chi_{x_{k+1}}(B, s)\|_{L_1[0,1]} = r + s - 2rs \leq r + s = \frac{d_{k+1}((A, r), (B, s))}{2^{(k+1)}}.
\]

Secondly the geometric-arithmetic mean inequality and the assumption that \(r + s \leq 1\) we deduce that

\[
r^{1/2}s^{1/2} \leq \frac{r + s}{2} \leq \frac{\sqrt{r + s}}{2},
\]
and thus \(2rs \leq \frac{r + s}{2}\) which implies by (11) that

\[
r + s - 2rs \geq \frac{r + s}{2} = \frac{1}{2}2^{-(k+1)}d_{k+1}((A, r), (B, s)),
\]
which implies our claim.

If \((A, r) \in V_{k+1}^{(i,-)}\) and \((B, s) \in V_{k+1}^{(j,+)}\) for \(i \neq j\), and \(r + s \geq 1\), we can proceed similarly, which finishes our induction step and the proof of our theorem.

\[3.4\text{. Embeddability into } L_p(Y). \text{ Recall that } D_k^2 \text{ stands for the 2-branching diamond of depth } k. \text{ In this section it is shown that one can build an embedding of } D_k^2 \text{ into } L_p(Y) \text{ out of an embedding of } D_k^2 \text{ into } Y. \text{ This "embedding transfer" is useful in regards of some renorming problems that will be discussed in Section } 5.\]

\[\text{Theorem 3.4. If for every } k \in \mathbb{N}, D_k^2 \text{ embeds into } Y \text{ with distortion at most } C \geq 1 \text{ then for every } k \in \mathbb{N}, D_k^2 \text{ embeds into } L_p([0, 1], Y) \text{ with distortion at most } 2^{1/p}C. \text{ More precisely, for each } k \geq 1, \text{ there exists a 1-Lipschitz}\]
map $\tilde{\phi}_k : D_k^c \to L_p([0, 1], Y)$ such that whenever $x$ and $y$ belong to the same vertical path in $D_k^c$

\begin{equation}
\|\tilde{\phi}_k(x) - \tilde{\phi}_k(y)\|_p \geq \frac{1}{C}d_k(x, y), \tag{46}\end{equation}

and whenever $x$ and $y$ do not belong to the same vertical path in $D_k^c$

\begin{equation}
\|\tilde{\phi}_k(x) - \tilde{\phi}_k(y)\|_p \geq \frac{1}{2^{1/pC}}. \tag{47}\end{equation}

Proof. Let $\| \cdot \|_p$ denotes the norm in $L_p([0, 1], Y)$ and $b_k^r$ (resp. $t_k^r$) denote the bottom vertex (resp. top vertex) of $D_k^c$. Assume, as we may, that, for each $k \geq 1$, there exists $\phi_k : D_k^c \to Y$ that satisfies for every $x, y \in D_k^c$

\begin{equation}
\frac{1}{C}d_k(x, y) \leq \|\phi_k(x) - \phi_k(y)\|_Y \leq d_k(x, y). \tag{37a}\end{equation}

We shall construct inductively, for each $k \geq 1$, a 1-Lipschitz mapping $\tilde{\phi}_k : D_k^c \to L_p([0, 1], Y)$ satisfying the following conditions:

for every $x$ and $y$ in $D_k^c$ belonging to the same vertical path

\begin{equation}
\frac{1}{C}d_k(x, y) \leq \|\tilde{\phi}_k(x) - \tilde{\phi}_k(y)\|_p, \tag{49}\end{equation}

for every $x$ and $y$ in $D_k^c$ belonging to different vertical paths

\begin{equation}
\frac{1}{2^{1/pC}}d_k(x, y) \leq \|\tilde{\phi}_k(x) - \tilde{\phi}_k(y)\|_p, \tag{50}\end{equation}

for every $x \in D_k^c$ and $u \in [0, 1]$, there exists $r \in D_k^2$ satisfying

\begin{equation}
\tilde{\phi}_k(x)(u) = \phi_k(r) \text{ and } d_k(b_k^r, x) = d_k(b_k^r, r). \tag{51}\end{equation}

One more time, we shall give ourselves once and for all a sequence of independent Bernoulli random variables defined on $[0, 1]$. Each time we will have to choose countably many independent Bernoulli random variables defined on $[0, 1]$ we will assume, as we may, that we will leave out countably infinitely many independent Bernoulli random variables from this sequence.

The initialization case goes as follows. Note that $D_1^c$ has four vertices: $t_1^r$ (top), $b_1^r$ (bottom), $v_l$ (left vertex), and $v_r$ (right vertex). Suppose we have a mapping $\phi_1 : D_1^c \to Y$ satisfying (18). Note that $D_1^c$ consists of a top vertex $t_1^r$, a bottom vertex $b_1^r$, and the sequence $(m_j)_{j \in \mathbb{N}}$ of midpoints of $t_1^r$ and $b_1^r$. Let $A := \{\varepsilon_j : j \in \mathbb{N}\}$ be a countably infinite collection of independent Bernoulli random variables defined on $[0, 1]$. Define $\bar{\phi}_1 : D_1^c \to L_p([0, 1], Y)$ as follows

\begin{equation}
\bar{\phi}_1(b_1^r) = \phi_1(b_1^r) \cdot \chi_{[0, 1]}, \quad \bar{\phi}_1(t_1^r) = \phi_1(t_1^r) \cdot \chi_{[0, 1]}, \tag{52}\end{equation}

and

\begin{equation}
\bar{\phi}_1(m_j) = \phi_1(v_l) \cdot \chi_{\{\varepsilon_j=0\}} + \phi_1(v_r) \cdot \chi_{\{\varepsilon_j=1\}}. \tag{53}\end{equation}

Condition (53) is clearly satisfied and using (37b) it is easily checked that the map is 1-Lipschitz. An appeal to (37a) will show that

\begin{equation}
\frac{1}{C}d_1(x, y) \leq \|\bar{\phi}_1(x) - \bar{\phi}_1(y)\|_p, \tag{54}\end{equation}
holds whenever $x$ and $y$ belong to the same vertical path in $D^\omega_1$, which proves (49). If $x = m_i$ and $y = m_j$, for some $i < j$, then elementary computations show that
\[
\|\bar{\phi}_1(m_i) - \bar{\phi}_1(m_j)\|_p^p \geq P(\varepsilon_i \neq \varepsilon_j)\|\phi_1(v_i) - \phi_1(v_r)\|_p^p
\geq \frac{1}{2}\|\phi_1(v_i) - \phi_1(v_r)\|_p^p
\geq \frac{1}{2Cp}d_1(v_i,v_r)^p = \frac{1}{2Cp}d_1(m_i,m_j)^p,
\]
which gives (50).

To carry out the inductive step, further notation is needed. Similarly to the notation for the countably branching diamond graph, let $D_k^{(l,+)}$, $D_k^{(r,+)}$, $D_k^{(l,-)}$, and $D_k^{(r,-)}$ denote the “top left”, “top right”, “bottom left”, and “bottom right” subdiamonds of $D_k^{(l,+)}$ of depth $k$. We identify each of them with $D^2_k$ via the canonical isometry which preserves “top”, “bottom”, “left” and “right” for all subdiamonds. Let $\phi_{k+1}$ satisfy (48) (where $k$ is substituted with $k+1$) and let $\phi_k^{(l,+)}$, $\phi_k^{(r,+)}$, $\phi_k^{(l,-)}$, and $\phi_k^{(r,-)}$ be the restrictions of $\phi_{k+1}$ to $D_k^{(l,+)}$, $D_k^{(r,+)}$, $D_k^{(l,-)}$, and $D_k^{(r,-)}$ respectively. Via the identification described above we regard $\phi_k^{(l,+)}$, $\phi_k^{(r,+)}$, $\phi_k^{(l,-)}$, and $\phi_k^{(r,-)}$ as mappings from $D_k^2$ into $Y$ satisfying (48). By the induction hypothesis, there are maps $\tilde{\phi}_k^{(l,+)}$, $\tilde{\phi}_k^{(r,+)}$, $\tilde{\phi}_k^{(l,-)}$, and $\tilde{\phi}_k^{(r,-)}$ from $D_k^2$ into $L_p([0,1], Y)$ satisfying (49) and (50). Let $(m_j)_{j \in \mathbb{N}}$ be the midpoints of $t_{k+1}^j$ and $b_{k+1}^j$ in $D_k^{(l,+)}$ and take a sequence $(\varepsilon_j)_{j \in \mathbb{N}}$ of independent random Bernoulli variables on $[0,1]$. Define $\tilde{\phi}_{k+1}: D_k^{(l,+)} \to L_p([0,1], Y)$ as follows:
\[
\tilde{\phi}_{k+1}(x) := \begin{cases} 
\tilde{\phi}_k^{(l,+)}(x) \cdot \chi(\varepsilon_i=0) + \tilde{\phi}_k^{(r,+)}(x) \cdot \chi(\varepsilon_j=1), & \text{if } x \in V_k^{(l,+)} \text{ for some } j \\
\tilde{\phi}_k^{(l,-)}(x) \cdot \chi(\varepsilon_i=0) + \tilde{\phi}_k^{(r,-)}(x) \cdot \chi(\varepsilon_j=1), & \text{if } x \in V_k^{(l,-)} \text{ for some } j
\end{cases}
\]
Note that $\tilde{\phi}_k^{(l,+)}(x)$ (resp. $\tilde{\phi}_k^{(l,+)}(x)$, $\tilde{\phi}_k^{(l,+)}(x)$, $\tilde{\phi}_k^{(l,+)}(x)$) are well-defined when we identify, as we may, $V_k^{(l,+)}$ and $V_k^{(l,-)}$ with $D^2_k$. Moreover, $\tilde{\phi}_{k+1}$ is well-defined as the two formulas coincide for $x = m_j$. Condition (51) is clearly satisfied. We now verify (49)-(50) and the 1-Lipschitz condition for $\tilde{\phi}_{k+1}$.

**Case 1:** If $x, y \in V_k^{(j,+)}$ or $x, y \in V_k^{(j,-)}$ for some $j \in \mathbb{N}$. We only treat the case $x, y \in V_k^{(j,+)}$ since the case $x, y \in V_k^{(j,-)}$ is completely similar.

(54) \[
\|\tilde{\phi}_{k+1}(x) - \tilde{\phi}_{k+1}(y)\|_p^p
= \frac{1}{2}(\|\tilde{\phi}_k^{(l,+)}(x) - \tilde{\phi}_k^{(r,+)}(y)\|_p^p + \|\tilde{\phi}_k^{(r,+)}(x) - \tilde{\phi}_k^{(r,+)}(y)\|_p^p).
\]

It now follows easily from (54) and the induction hypothesis, that if $x$ and $y$ belong to the same vertical path then
\[
\frac{1}{C}d_k(x, y) \leq \|\tilde{\phi}_k(x) - \tilde{\phi}_k(y)\|_p,
\]
and if $x$ and $y$ belong to different vertical paths

\[
\frac{1}{2^{1/p}C} d_k(x, y) \leq \|\tilde{\phi}_k(x) - \tilde{\phi}_k(y)\|_p.
\]

Moreover, if $x$ and $y$ form a pair of adjacent vertices in $D^\omega_{k+1}$ then either $x, y \in V_k^{(j, +)}$ or $x, y \in V_k^{(j, -)}$, and combining (37b) and (54) one gets

\[
\|\tilde{\phi}_{k+1}(x) - \tilde{\phi}_{k+1}(y)\|_p \leq d_{k+1}(x, y) = 1,
\]

which is sufficient to show that $\tilde{\phi}_{k+1}$ is 1-Lipschitz since the domain space is an unweighted graph equipped with the shortest path metric.

**Case 2:** If $x \in V_k^{(j, +)}$ and $y \in V_k^{(j, -)}$. In this case $x$ and $y$ belong to the same vertical path. First consider $u \in \{\varepsilon_j = 0\}$. By the induction hypothesis one can assume that $\tilde{\phi}_{k+1}(x)(u) = \phi_{k+1}(r)$ for some $r \in D_{k+1}^{(l, +)}$, with $d_{k+1}(b_{k+1}^\omega, r) = d_{k+1}(b_{k+1}^\omega, x)$, and $\tilde{\phi}_{k+1}(y)(u) = \phi_{k+1}(s)$ for some $s \in D_{k+1}^{(l, -)}$, with $d_{k+1}(b_{k+1}^\omega, s) = d_{k+1}(b_{k+1}^\omega, y)$. Then,

\[
\|\tilde{\phi}_{k+1}(x)(u) - \tilde{\phi}_{k+1}(y)(u)\|_Y = \|\phi_{k+1}(r) - \phi_{k+1}(s)\|_Y \\
\geq \frac{1}{C} d_{k+1}(r, s) \\
= \frac{1}{C} d_{k+1}(x, y).
\]

A similar inequality is obtained if $u \in \{\varepsilon_j = 1\}$. To conclude it remains to observe that

\[
\|\tilde{\phi}_{k+1}(x) - \tilde{\phi}_{k+1}(y)\|_p \geq \inf_{u \in [0, 1]} \|\tilde{\phi}_{k+1}(x)(u) - \tilde{\phi}_{k+1}(y)(u)\|_Y.
\]

**Case 3:** If $x \in V_{k+1}^{(i, \pm)}$ and $y \in V_{k+1}^{(j, \pm)}$ for some $i \neq j \in \mathbb{N}$. In this case $x$ and $y$ do not belong to the same vertical path. There are four possible choices of $\pm$ signs, but the argument is essentially the same in each case. So let us consider the case of $x \in V_{k+1}^{(i, +)}$ and $y \in V_{k+1}^{(j, +)}$ for some $i \neq j \in \mathbb{N}$. We will proceed as in Case 2 and look at pointwise inequalities. There are four subcases to consider. If $u \in \{\varepsilon_i = 0\} \cap \{\varepsilon_j = 1\}$. By the induction hypothesis one can assume that $\tilde{\phi}_{k+1}(x)(u) = \phi_{k+1}(r)$ for some $r \in D_{k+1}^{(l, +)}$, with $d_{k+1}(b_{k+1}^\omega, r) = d_{k+1}(b_{k+1}^\omega, x)$, and $\tilde{\phi}_{k+1}(y)(u) = \phi_{k+1}(s)$ for some $s \in D_{k+1}^{(r, +)}$, with $d_{k+1}(b_{k+1}^\omega, s) = d_{k+1}(b_{k+1}^\omega, y)$. Using (37a), we get

\[
\|\tilde{\phi}_{k+1}(x)(u) - \tilde{\phi}_{k+1}(y)(u)\|_Y = \|\phi_{k+1}(r) - \phi_{k+1}(s)\|_Y \\
\geq \frac{1}{C} d_{k+1}(r, s) = \frac{1}{C} d_{k+1}(x, y).
\]

A similar argument shows that (55) also holds for $u \in \{\varepsilon_i = 1\} \cap \{\varepsilon_j = 0\}$. Hence

\[
\|\tilde{\phi}_{k+1}(x) - \tilde{\phi}_{k+1}(y)\|_p \geq P(\varepsilon_i \neq \varepsilon_j) \frac{d_{k+1}(x, y)^p}{C^p} = \frac{d_{k+1}(x, y)^p}{2C^p},
\]

which gives (24a).\[\Box\]
Corollary 3.1. Suppose $1 \leq p < \infty$, and let $Y$ be a non-superreflexive Banach space. Then, for every $\varepsilon > 0$ and $k \in \mathbb{N}$, $D_k^p$ admits a bi-Lipschitz embedding into $L_p([0,1], Y)$ with distortion at most $2^{1+1/p} + \varepsilon$.

Proof. By a recent result of Pisier [39], which refines a result of Johnson and Schechtman [15], for every $\varepsilon > 0$ there exist bi-Lipschitz embeddings $\phi_k : D_k^p \to Y$ such that, for all $x, y \in D_k^p$,

$$\frac{1}{2 + \varepsilon} d_k(x, y) \leq \|\phi_k(x) - \phi_k(y)\|_Y \leq d_k(x, y).$$

The conclusion follows from Theorem 3.4. \qed

4. Non-embeddability of the countably branching diamond graphs

In a celebrated unpublished article (cf. [6], [7], or [45]), Enflo used an approximate midpoint argument to show that $L_1$ and $\ell_1$ are not uniformly homeomorphic. This simple, but clever and extremely useful argument, is based on the fact that in $\ell_1$ the size of the approximate midpoint set between two points is rather small whereas it is easy to find pairs of points in $L_1$ that have infinitely many exact midpoints that are far apart. The approximate midpoint argument has been reused many times since in various disguises. The non-embeddability result presented in this section follows from a new attempt to generalize the approximate midpoint argument of Enflo.

In order to handle “unbalanced” graphs such as the parasol graphs, it is necessary to introduce a slight generalization of the notion of $\delta$-approximate metric midpoints. Let $(X, d_X)$ be a metric space, $x, y \in X$ and $\delta, \lambda \in (0,1)$. A metric $\lambda$-barycenter between $x$ and $y$ is any point $z \in X$ satisfying $d_X(x, z) = \lambda d_X(x, y)$ and $d_X(z, y) = (1 - \lambda)d_X(x, y)$. Let us define the set of $\delta$-approximate metric $\lambda$-barycenter set between $x$ and $y$ as

$$\text{Bar}_\lambda(x, y, \delta) = \left\{ z \in X : \max \left\{ \frac{d_X(x, z)}{\lambda}, \frac{d_X(z, y)}{1 - \lambda} \right\} \leq (1 + \delta)d_X(x, y) \right\}.$$ 

When $\lambda = \frac{1}{2}$ one recovers the classical notions of metric midpoint and $\delta$-approximate midpoint set (which will be denoted by $\text{Mid}(x, y, \delta)$ in the sequel). In the Banach space setting, the two notions are related in the following elementary way.

Lemma 4.1. Let $X$ be a Banach space. Let $\delta, \lambda \in (0,1)$. Then for every $x \in X$,

$$\text{Bar}_\lambda(-\lambda x, (1 - \lambda)x, \delta) \subset \text{Mid}(-\max\{\lambda, 1 - \lambda\} x, \max\{\lambda, 1 - \lambda\} x, \delta).$$

Proof. Let $\mu := \max\{\lambda, 1 - \lambda\}$. Assume that $z \in \text{Bar}_\lambda(-\lambda x, (1 - \lambda)x, \delta)$. Since $\|z - \lambda x - (1 - \lambda)x\| = \lambda\|x\|$ one has that $\|z + \lambda x\| \leq (1 + \delta)\lambda\|x\|$ and $\|z - (1 - \lambda)x\| \leq (1 + \delta)(1 - \lambda)\|x\|$. Consider first, the case where $\mu = \lambda$. Since $\|\lambda x - (-\lambda x)\| = 2\lambda\|x\|$, by definition of the $\delta$-approximate midpoint set one simply needs to show that $\|z + \lambda x\| \leq (1 + \delta)\lambda\|x\|$ and $\|z - \lambda x\| \leq (1 + \delta)\lambda\|x\|$, and the former inequality holds. For the latter
inequality, since $\lambda \geq \frac{1}{2}$,
\[
(2\lambda - 1)\|x\| = \|(1 - \lambda)x - \lambda x\|
\geq \|z - \lambda x\| - \|z - (1 - \lambda)x\|
\geq \|z - \lambda x\| - (1 + \delta)(1 - \lambda)\|x\|.
\]
Therefore, \[\|z - \lambda x\| \leq (2\lambda - 1)\|x\| + (1 + \delta)(1 - \lambda)\|x\| \leq (1 + \delta)\lambda\|x\|.
\]
The case where $\mu = 1 - \lambda$ can be handled in a similar manner. Indeed,
\[
(1 - 2\lambda)\|x\| = \|(1 - \lambda)x - \lambda x\|
\geq \|z + (1 - \lambda)x\| - \|z + \lambda x\|
\geq \|z + (1 - \lambda)x\| - (1 + \delta)\lambda\|x\|.
\]
Therefore, \[\|z + (1 - \lambda)x\| \leq (1 - 2\lambda)\|x\| + (1 + \delta)\lambda\|x\| \leq (1 + \delta)(1 - \lambda)\|x\|.
\]

It is well-known that the size of a $\delta$-approximate metric midpoint set in an asymptotically uniformly convex Banach spaces is “small”. By “small” we mean that the set is included in the (Banach space) sum of a compact set and a ball of small radius. We shall see that $\delta$-approximate metric $\lambda$-barycenter sets in asymptotically midpoint uniformly convex Banach spaces are also “small”. Being asymptotically midpoint uniformly convexifiable is formerly weaker than being asymptotically uniformly convexifiable. However, it is still open whether asymptotic uniform convexity and asymptotic midpoint uniform convexity are equivalent notions up to renorming. As a by-product of our work we give one more insight on this problem (cf. Section 5).

Let $Y$ be a Banach space and $t \in (0, 1)$. Define
\[
\tilde{\delta}_Y(t) := \inf_{y \in S_Y} \sup_{Z \in \text{cof}(Y)} \inf_{z \in S_Z} \max\{\|y + tz\|, \|y - tz\|\} - 1.
\]
The norm of $Y$ is said to be asymptotically midpoint uniformly convex if $\tilde{\delta}_Y(t) > 0$ for every $t \in (0, 1)$. A characterization of asymptotic midpoint uniformly convex norms was given in [11] in terms of the Kuratowski measure of noncompactness of approximate midpoint sets. Recall that the Kuratowski measure of noncompactness of a subset $S$ of a metric space, denoted by $\alpha(S)$, is defined as the infimum of all $\varepsilon > 0$ such that $S$ can be covered by a finite number of sets of diameter less than $\varepsilon$. Note that it is a property of the metric.

In [11] it was shown that a Banach space $Y$ is asymptotically midpoint uniformly convex if and only if
\[
\lim_{\delta \to 0} \sup_{y \in S_Y} \alpha(\text{Mid}(-y, y, \delta)) = 0.
\]
To prove the main result of this section the following quantitative formulation of the “only if” part is needed, and the following lemma can be extracted from the proof of $ii) \implies i)$ in Theorem 2.1 from [11].
Lemma 4.2. If the norm of a Banach space $Y$ is asymptotically midpoint uniformly convex then for every $t \in (0,1)$ and every $y \in S_Y$ one has

$$\alpha \left( \text{Mid} \left(-y, y, \delta_Y(t)/4 \right) \right) < 4t.$$ 

The following lemma about smallness of $\delta$-approximate metric $\lambda$-barycenter sets in asymptotically midpoint uniformly convex spaces, now follows easily.

Lemma 4.3. If the norm of a Banach space $Y$ is asymptotically midpoint uniformly convex then for every $\lambda \in (0, 1)$, every $t \in (0, 1)$ and every $x, y \in Y$ there exists a finite subset $S$ of $Y$ such that

$$\text{Bar}_\lambda(x, y, \delta_Y(t)/4) \subset S + 4t \max \{\lambda, 1 - \lambda\} \|x - y\| B_Y.$$

Proof. Let $\delta := \delta_Y(t)/4$ and $\mu := \max \{\lambda, 1 - \lambda\}$. Assume as we may that $x \neq y$. Observe first that

$$\text{Bar}_\lambda(x, y, \delta) = (1 - \lambda)x + \lambda y + \text{Bar}_\lambda(-\lambda(y - x), (1 - \lambda)(y - x), \delta).$$

By Lemma 4.1

$$\text{Bar}_\lambda(x, y, \delta) \subseteq (1 - \lambda)x + \lambda y + \text{Mid}(-\mu(y - x), \mu(y - x), \delta) \subseteq (1 - \lambda)x + \lambda y + \mu \|x - y\| \text{Mid} \left( -\frac{y - x}{\|x - y\|}, \|x - y\|, \delta \right).$$

The conclusion follows from Lemma 4.2 and the definition of the Kuratowski measure of non-compactness. $\square$

We now describe a certain family $\mathcal{G}^\omega$ of sequences of graphs that contains the following sequences of graphs: the countably branching diamond graphs $(D^\omega_k)_{k \in \mathbb{N}}$, the countably branching Laakso graphs $(L^\omega_k)_{k \in \mathbb{N}}$, and the countably branching parasol graphs $(P^\omega_k)_{k \in \mathbb{N}}$.

A bundle with finite height is a (possibly infinite) connected graph with distinguished nodes $s$ and $t$ such that all simple $s$-$t$ paths have equal finite length. The distance between the two terminals is called the height. The simplest of all infinite (without multiple edges) bundle with finite height is the countably branching diamond graph of depth 1. A bundle $G$ with finite height has the particular property that for all vertex $x \in G$, $d_G(s, x) + d_G(x, t) = d_G(s, t) := h(G)$.

Definition 4.1. Let $\mathcal{G}^\omega$ be the family of all sequences of graphs $(G^\omega_k)_{k \in \mathbb{N}}$ satisfying the following requirements:

i) The base (directed) graph $G^\omega_1$ is an infinite bundle with finite height.

ii) $G^\omega_{k+1} := G^\omega_k \odot G^\omega_1$, for $k \geq 1$.

The graphs $G^\omega_k$ constructed above are infinite bundles with height $h(G^\omega_k)^k$. The sequence of countably branching diamond graphs is clearly obtained by taking the base graph to be the infinite bundle $D^\omega_1$, while for the countably branching Laakso graphs and the countably branching parasol graphs the base graphs are respectively the infinite bundles $P^\omega_1$ and $L^\omega_1$ depicted below. For the non-symmetric graph $P^\omega_1$ we assume that the edges are directed from the bottom of the parasol to its tip.
Lemma 4.4. Let $G^\omega_1$ be an infinite bundle whose terminal vertices are $v_b$ and $v_t$. Let $Y$ be a Banach space whose norm is asymptotically midpoint uniformly convex. If $f : G^\omega_1 \to Y$ is bi-Lipschitz embedding with distortion $C$. Then, there exists $\rho := \rho(G^\omega_1) > 0$ such that,

$$\|f(v_t) - f(v_b)\| < \text{Lip}(f) \left( 1 - \frac{1}{5} \tilde{\delta}_Y \left( \frac{1}{9\rho C} \right) \right) d_{G^\omega_1}(v_t, v_b).$$

Proof. Without loss of generality assume that $\text{Lip}(f) = 1$. Let $h := d_{G^\omega_1}(v_b, v_t)$ denote the height of the bundle. Since the bundle is infinite with finite height by the pigeonhole principle there exists a sequence of vertices $(v_i)_{i \in \mathbb{N}}$ such that $d(v_b, v_i) + d(v_i, v_t) = h$, and $k = d(v_b, v_i)$ for all $i \in \mathbb{N}$. Let $\rho := \max\{k, h - k\}$ and $\lambda := 1 - \frac{k}{h}$. Inequality (56) follows from the following claim.

Claim 4.1. There exists $j \in \mathbb{N}$ such that

$$f(v_j) \notin \text{Bar}_\lambda \left( f(v_t), f(v_b), \frac{1}{4} \tilde{\delta}_Y \left( \frac{1}{9\rho C} \right) \right).$$

Indeed, assuming the claim we have either

$$\|f(v_j) - f(v_t)\| > \lambda \left( 1 + \frac{1}{4} \tilde{\delta}_Y \left( \frac{1}{9\rho C} \right) \right) \|f(v_t) - f(v_b)\|$$

or

$$\|f(v_j) - f(v_b)\| > (1 - \lambda) \left( 1 + \frac{1}{4} \tilde{\delta}_Y \left( \frac{1}{9\rho C} \right) \right) \|f(v_t) - f(v_b)\|,$$

which implies in both cases

$$\|f(v_t) - f(v_b)\| < d(v_t, v_b) \left( 1 + \frac{1}{4} \tilde{\delta}_X \left( \frac{1}{9\rho C} \right) \right)^{-1} \leq d(v_t, v_b) \left( 1 - \frac{1}{5} \tilde{\delta}_X \left( \frac{1}{9\rho C} \right) \right).$$
It remains to prove the claim. By Lemma 4.3 there exists a finite subset $S := \{s_1, \ldots, s_n\} \subset Y$ such that

$$\text{Bar}_\lambda \left( f(v_i), f(v_b), \frac{1}{4} \delta_Y \left( \frac{1}{9\rho C} \right) \right) \subset S + \frac{4}{9\rho C} \max \{\lambda, 1 - \lambda\} \|f(v_i) - f(v_b)\| B_Y.$$ 

If for every $i$,

$$f(v_i) \in \text{Bar}_\lambda \left( f(v_i), f(v_b), \frac{1}{4} \delta_Y \left( \frac{1}{9\rho C} \right) \right)$$

then $f(v_i) = s_n_i + y_i$ with $s_n_i \in S$ and $y_i \in Y$ so that

$$\|y_i\| \leq \frac{4}{9\rho C} \max \{\lambda, 1 - \lambda\} \|f(v_i) - f(v_b)\|.$$

However, for $i \neq j$ one has

$$\|s_n_i - s_n_j\| \geq \|f(v_i) - f(v_j)\| - \|y_i - y_j\|$$

$$\geq \frac{d_G(v_i, v_j)}{C} - \frac{8}{9\rho C} \max \{\lambda, 1 - \lambda\} \|f(v_i) - f(v_b)\|$$

$$\geq \frac{1}{C} - \frac{8}{9\rho C} \max \{\lambda, 1 - \lambda\} \frac{1}{2} d_G(v_i, v_b)$$

$$\geq \frac{1}{C} - \frac{8}{9\rho C} > 0,$$

which contradicts the fact that $S$ is finite. 

□

The next proposition is the self-improvement argument à la Johnson and Schechtman adapted to our setting.

**Proposition 4.1.** Let $(G_n^\omega)_{k \in \mathbb{N}} \in \mathcal{G}$, and $Y$ be an asymptotically midpoint uniformly convex Banach space. There exists $\rho > 0$, such that if $k \in \mathbb{N}$ and $G_n^\omega_k$ embeds bi-Lipschitzly into $Y$ with distortion $C$, then $G_n^\omega_{k-1}$ embeds bi-Lipschitzly into $Y$ with distortion at most $C \left( 1 - \frac{1}{5} \delta_Y \left( \frac{1}{9\rho C} \right) \right)$.

**Proof.** Let $Y$ be a Banach space with an asymptotically midpoint uniformly convex norm. The argument is similar to the proof of Proposition 2.1 in [5] and the formal argument using set-theoretic representations of the graphs shall be simply sketched. Let $f_k$ be a bi-Lipschitz embedding of $G_n^\omega_k$ into $Y$ that is non-contracting and $C$-Lipschitz. Note that the subset of vertices $V(G_n^\omega_{k-1}) \subset V(G_n^\omega_k) := V(G_n^\omega_{k-1} \odot G_n^\omega_1)$ forms an isometric copy (up to a scaling factor $s := h(G_n^\omega_1)$) of $G_n^\omega_{k-1}$. Define $g_k$ to be the restriction of the embedding $f_k$ to the subset $V(G_n^\omega_{k-1}) \subset V(G_n^\omega_k) := V(G_n^\omega_{k-1} \odot G_n^\omega_1)$ rescaled by the factor $s$. Since in our setting it suffices to check the distortion on pair of adjacent vertices, it follows from Lemma 4.4 that $g_k$ is a bi-Lipschitz embedding with distortion at most $C \left( 1 - \frac{1}{5} \delta_Y \left( \frac{1}{9\rho C} \right) \right)$. 

□

Our last theorem is an asymptotic version of a result of Johnson and Schechtman in [15].
Theorem 4.1. Let \((G_k^\omega)_{k\in\mathbb{N}} \in G^\omega\).

If \(Y\) is a Banach space admitting an equivalent asymptotically midpoint uniformly convex norm, then \(\sup_{k\in\mathbb{N}} c_Y(G_k^\omega) = \infty\). In particular, if the equivalent asymptotically midpoint uniformly convex norm has power type \(p \in (1, \infty)\) then \(c_Y(G_k^\omega) \gtrsim k^{1/p}\).

Proof. Let \(C := c_Y(G_k^\omega)\) and assume without loss of generality that \(Y\) is a Banach space with an asymptotically midpoint uniformly convex norm. Assume that \(C := \sup_{k>1} C_k < \infty\). It follows from Proposition 4.1 and the monotonocity of the modulus that

\[
C_{k-1} \leq C_k \left(1 - \frac{1}{5}\delta_Y \left(\frac{1}{9pC_k}\right)\right) \leq C_k \left(1 - \frac{1}{5}\delta_Y \left(\frac{1}{9pC_k}\right)\right).
\]

Letting \(k\) go to infinity gives a contradiction.

If moreover there is a constant \(\gamma > 0\) such that the modulus of asymptotic midpoint uniform convexity of \(Y\) satisfies \(\delta_Y(t) \geq \gamma t^p\) for some \(p \in (1, \infty)\), then by Proposition 4.1

\[
C_{k-1} \leq C_k \left(1 - \frac{1}{5}\delta_Y \left(\frac{1}{9pC_k}\right)\right) \leq C_k \left(1 - \frac{\gamma}{5} \cdot (9pC_k)^p\right).
\]

Therefore \(C_k - C_{k-1} \geq \frac{K}{C_k}\), where \(K = \frac{\gamma}{9(p+1)}\), and hence

\[
C_k \geq \sum_{j=2}^{k} \frac{K}{C_j^{p-1}} + C_1 \geq \frac{K(k-1)}{C_k^{p-1}}.
\]

The conclusion follows easily. \(\square\)

Since property \((\beta)\) of Rolewicz implies asymptotic uniform convexity and hence asymptotic midpoint uniform convexity, Theorem 4.1 is a generalization of a result in [5] saying that if \(Y\) is a Banach space that has an equivalent norm with property \((\beta)\) of Rolewicz, then \(\sup_{k\in\mathbb{N}} c_Y(P_k^\omega) = \infty\) and \(\sup_{k\in\mathbb{N}} c_Y(L_k^\omega) = \infty\). Since there are (reflexive or not) Banach spaces that are asymptotically uniformly convexifiable but not asymptotically uniformly smoothable, neither the sequences \((L_k^\omega)_{k\in\mathbb{N}}\) nor \((P_k^\omega)_{k\in\mathbb{N}}\) are sequences of test spaces for the class of \((\beta)\)-renormable spaces. This gives a negative answer to Problem 4.1 in [5].

5. Applications

In this last section, the main applications of our work are gathered. The first application deals with the embeddability of the countably branching diamond graphs into certain Banach spaces.

Corollary 5.1.

i) There is a bi-Lipschitz embedding \(f_k\) of \(D_0^\omega\) into \(c_0^+\) with distortion at most 3 such that for all \(x \in D_0^\omega\), \(|\text{supp}(f_k(x))| \leq k + 1\).

ii) Let \(k \in \mathbb{N}\) and let \(\varepsilon > 0\). If \(p_k \geq \frac{\ln(2k+2)}{\ln(1+k)}\), then \(D_0^\omega\) admits a bi-Lipschitz embedding into \(\ell_{p_k}\) with distortion at most \(3 + \varepsilon\).

iii) Let \((p_n)_{n\in\mathbb{N}} \subset (1, \infty)\) such that \(\lim_{n \to \infty} p_n = \infty\), and let \(Y := (\sum_{n=1}^{\infty} \ell_{p_n})_{\ell_2}\), then \(c_Y(D_0^\omega) \leq 3\) for all \(k \in \mathbb{N}\).
Proof. i) It follows from Theorem 3.1 and Example 1.

ii) It follows from i) above that the support of $f_k(x) - f_k(y)$ has size at most $2k + 2$, and hence

$$\frac{\|f_k(x) - f_k(y)\|_p}{(1 + \varepsilon/3)} \leq \|f_k(x) - f_k(y)\|_\infty \leq d_k(x, y)$$

and

$$d_k(x, y) \leq 3\|f_k(x) - f_k(y)\|_\infty \leq 3\|f_k(x) - f_k(y)\|_p$$

iii) it follows clearly from the previous item.

□

The next corollary, where tight estimates for the $L_p$-spaces distortion of the countably branching diamond graphs are obtained, complements the results of Lee and Naor in [25] for the 2-branching diamond graphs.

Corollary 5.2.

i) For $1 \leq p < \infty$, $c_{L_p}(D_{\omega}^k) \approx k^{1/p}$.

ii) For $1 < p < \infty$, $c_{L_p}(D_{\omega}^k) \approx \min\{k^{1/p}, \sqrt{k}\}$.

Proof. (1) The upper estimate simply follows from Corollary 5.1 (1) and Hölder’s inequality. The lower estimate for the distortion follows from the fact that the modulus of asymptotic uniform convexity satisfies $\delta_{\ell_p}(\varepsilon) \gtrsim \varepsilon^{1/p}$.

(2) Since $L_p[0, 1]$ contains a linearly isometric copy of $\ell_2$, the upper estimate follows again from Corollary 5.1 (1) and Hölder’s inequality. For $1 < p < 2$, the lower estimate was proved for $D_2^k$ by Lee and Naor [25]. For $2 \leq p < \infty$, the lower estimate follows from the fact that the modulus of asymptotic uniform convexity satisfies $\delta_{L_p}(\varepsilon) \gtrsim \varepsilon^{1/p}$.

□

Our third application can be easily derived by combining Theorem 3.1, Theorem 3.2 and Theorem 4.1 and is the most important one. Indeed, within the class of reflexive Banach space with an unconditional asymptotic structure it resolves the metric characterization problem in terms of graph preclusion for the class of asymptotically uniformly convexifiable spaces. This metric characterization is only the third of this type in the asymptotic Ribe program after the Baudier-Kalton-Lancien characterization [4] and the Motakis-Schlumprecht characterization [30]. Note that we can omit the separability assumption since it follows from [10], that every (non-separable) reflexive Banach space $Y$ with an unconditional asymptotic structure and $\text{Sz}(Y^*) > \omega$ has a separable subspace with the same properties.

Corollary 5.3. Let $Y$ be a reflexive Banach space with an unconditional asymptotic structure. Then,

$$Y \in \langle \text{AUC} \rangle \text{ if and only if } \sup_{k \in \mathbb{N}} c_Y(D_{\omega}^k) = \infty.$$ 

More precisely, the sequence $(D_{\omega}^k)_{k \in \mathbb{N}}$ is a uniformly characterizing sequence for the class of asymptotically uniformly convexifiable spaces within the class of reflexive Banach spaces with an unconditional asymptotic structure.
The two last applications are in renorming theory. It was proven in [11], under the assumption that $Y$ has an unconditional basis (but without assuming reflexivity), that $Y \in \langle AMUC \rangle$ if and only if $Y \in \langle AUC \rangle$. Whether this equivalence holds in full generality is still open. A simple consequence of Theorem 4.1 and Corollary 5.3 is that the equivalence holds for separable reflexive Banach space with an unconditional asymptotically structure.

**Corollary 5.4.** Let $Y$ be a separable reflexive Banach space with an unconditional asymptotic structure. Then

$$Y \in \langle AMUC \rangle \text{ if and only if } Y \in \langle AUC \rangle.$$  

Also, as a consequence of Corollary 3.1 and the fact that the 2-branching diamond graphs form a sequence of test-spaces for the class uniformly convexifiable Banach spaces [13] one obtains:

**Corollary 5.5.** Let $Y$ be a Banach space and let $1 < p < \infty$. Then,

$$L_p([0,1], Y) \in \langle AMUC \rangle \text{ if and only if } Y \in \langle UC \rangle.$$  

It is worth noticing that there exist reflexive Banach spaces of type 2 that are not super-reflexive ([14], [10]). Let $Y$ be such a space, it follows that $L_2(Y)$ has type 2 but $\sup_{k \in \mathbb{N}} c_{L_2(Y)}(D_\omega^k) < \infty$.
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