Abstract

We prove bilinear inequalities for differential operators in $\mathbb{R}^2$. Such type inequalities turned out to be useful for anisotropic embedding theorems for overdetermined systems and the limiting order summation exponent. However, here we study the phenomenon in itself. We consider elliptic case, where our analysis is complete, and non-elliptic, where it is not. The latter case is related to Strichartz estimates in a very easy case of two dimensions.

1 Introduction

The aim of this paper is to provide some generalizations of the famous Gagliardo–Nirenberg inequality in its easiest form:

$$\left| \langle f, g \rangle_{L^2(\mathbb{R}^2)} \right| \lesssim \| \partial_1 f \|_{L^1(\mathbb{R}^2)} \| \partial_2 g \|_{L^1(\mathbb{R}^2)}.$$  \hfill (1.1)

Here and in what follows we write “$a \lesssim b$” instead of “$a \leq Cb$” for some uniform constant $C$” for brevity; we also write $a \asymp b$ when $a \lesssim b$ and $b \lesssim a$. The symbol $\partial_j$, $j = 1, 2$, denotes the differentiation with respect to the $j$th variable.

To be more precise, we study estimates on a scalar product of two functions in some Hilbert space (in this paper, some Sobolev space of fractional order) in terms of a product of $L_1$-norms of some
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holds true if and only if one of the numbers $k$ and $l$ is odd.

Definition 1.1. We say that the set of numbers $(k, l, \alpha, \beta, \sigma, \tau)$ is elliptic if both polynomials $\xi^k - \sigma \eta^l$ and $\xi^k - \tau \eta^l$, $\tau_1 = (2\pi i)^{l-k} \tau$, $\sigma_1 = (-1)^{l-k}(2\pi i)^{l-k} \sigma$, do not have real roots except 0.

Here and in what follows, $\tau_1$ always denotes $(2\pi i)^{l-k} \tau$, $\sigma_1$ always denotes $(-1)^{l-k}(2\pi i)^{l-k} \sigma$. In the case where one of the numbers $k$ and $l$ is odd, ellipticity means that the numbers $\tau_1$ and $\sigma_1$ are not real. When both $k$ and $l$ are even, the numbers $\sigma_1$ and $\tau_1$ may be real negative. We begin with the elliptic case.

Theorem 1.1. Suppose that $k$ and $l$ are natural and $(k, l, \alpha, \beta, \sigma, \tau)$ is elliptic. The statement $BE(k, l, \alpha, \beta, \sigma, \tau)$ holds true if and only if one of the numbers $k$ and $l$ is odd, $\alpha = \frac{k-1}{2}$, $\beta = \frac{l-1}{2}$, and the numbers $\sigma_1$ and $\tau_1$ have non-zero imaginary parts of the same sign.

The “if” part of this theorem was proved in the preprint [5]. However, we repeat it here both for the sake of completeness and because it serves as a good introduction to a similar theorem for the non-elliptic case. Theorem 1.1 has a special particular case $\sigma = \tau$.

Corollary 1.1. The statement $BE(k, l, \alpha, \beta, \sigma, \sigma)$ does not hold if $(k, l, \sigma, \sigma)$ is elliptic.

Moreover, it will follow from the proof that the inequality

$$\|f\|_{W^{\alpha, \beta}(\mathbb{R}^2)} \lesssim \|\partial_1^k - \sigma \partial_2^l\|_{L_1(\mathbb{R}^2)}$$
does not hold when \((k, l, \sigma, \tau)\) is elliptic. Theorem 1.1 is, in some sense, a surprise. Usually, if one has an embedding into \(W^{\frac{k-1}{2}, \frac{l-1}{2}}\), then it is natural to expect that it is also valid for all other pairs \((\alpha, \beta)\) that satisfy equation (1.5) (for example, all the embedding theorems from \([8]\) and \([11]\) are of this type). However, here this principle does not work, mainly due to the fact that we are working with bilinear embeddings.

The limiting case \(\sigma = \infty, \tau = 0\) was considered in \([7]\), where the inequality

\[
\left\langle f, g \right\rangle_{W^{\frac{k-1}{2}, \frac{l-1}{2}}(\mathbb{R}^2)} \lesssim \|\partial^1_k f\|_{L^1(\mathbb{R}^2)} \|\partial^2_l g\|_{L^1(\mathbb{R}^2)}
\]

was proved. As a consequence, this inequality leads to the inequality

\[
\|f\|^2_{W^{\frac{k-1}{2}, \frac{l-1}{2}}(\mathbb{R}^2)} \lesssim \|\partial^1_k f\|_{L^1} \|\partial^2_l f\|_{L^1},
\]

which is a very particular case of Solonnikov’s embedding theorem, see \([11]\) (see also \([8]\) for even stronger results and \([7]\) for a detailed explanation why this inequality follows from much more general theorems in \([11]\)). By rescaling, the latter inequality is equivalent to

\[
\|f\|_{W^{\frac{k-1}{2}, \frac{l-1}{2}}(\mathbb{R}^2)} \lesssim \|\partial^1_k f\|_{L^1} + \|\partial^2_l f\|_{L^1} \approx \|\partial^1_k f - \sigma \partial^2_l f\|_{L^1} + \|\|\partial^1_k - \sigma \partial^2_l\|g\|_{L^1}
\]

provided \(\sigma \neq \tau\). We signalize that BE\((k, l, \frac{k-1}{2}, \frac{l-1}{2}, \sigma, \tau)\) does not follow from this inequality (because by Theorem 1.1 the former statement may not hold); the multiplicative and the additive forms are not equivalent here.

When we consider non-elliptic cases and \(k \neq l\) (the case \(k = l\) is special), we are working with something like the Strichartz estimates (see, e.g. \([12]\)). This hints us that the treatment of non-elliptic cases will lead us to some oscillatory integrals (fortunately, one-dimensional) that are unavoidable when dealing with the Strichartz estimates. However, the main difficulty is still the \(L^1\)-space on the right-hand side of (1.2).

**Theorem 1.2.** Suppose that \(k\) and \(l\) are natural, one of them is odd, and \(k \neq l\). Suppose that \(\sigma\) and \(\tau\) are complex numbers such that both numbers \(\tau_1 = (2\pi i)^{l-k}\tau\) and \(\sigma_1 = (-1)^{l-k}(2\pi i)^{l-k}\sigma\) are real. In this case, BE\((k, l, \frac{k-1}{2}, \frac{l-1}{2}, \sigma, \tau)\) holds true.

A simple algebraic trick leads to some positive results for the case where both \(k\) and \(l\) are even.

**Corollary 1.2.** Suppose that both numbers \(k\) and \(l\) are even, but one of them contains 2 only in the first power. In this case, the statements BE\((k, l, \frac{k}{2}, -\frac{1}{2}, l - \frac{1}{2}, \sigma, \tau)\) and BE\((k, l, \frac{k}{2}, k - \frac{1}{2}, l - \frac{1}{2}, \sigma, \tau)\) hold true whenever \(\sigma_1\) and \(\tau_1\) are distinct positive real numbers.

We also have some negative results for non-elliptic operators.

**Lemma 1.3.** The statement BE\((k, l, \alpha, \beta, \sigma, \tau)\) does not hold when \(\sigma = \tau\) and \(k \neq l\).

This lemma will be an easy consequence of a rather standard trick called the Knapp example (see \([12]\)). We did not find an exact reference for our case, so we will repeat this standard stuff. We signalize that the effect that breaks BE in this case is totally different from the one we had in Theorem 1.1. In Lemma 1.3 it is of oscillatory integral nature, whereas in the said theorem it is a singular integral that “diverges”. We specialize the case \(k \neq l\), because it is more difficult and interesting. Surely, the conclusions of Theorem 1.2 Corollary 1.2 and Lemma 1.3 hold true (with a bit different but easier proofs) when \(k = l\). We leave this cases.

The text is organized as follows: in Section 2 we deal with the elliptic case (prove Theorem 1.1); in Section 3 we work on non-ellipticity cases; finally, in Section 4 we give an explanation why our results for
non-elliptic cases are not complete and give some related results and conjectures for linear and quadratic inequalities. In this last section we omit detailed proofs, but provide sketches (the results presented there are incomplete, they need further study; moreover, this is a related, but different story).

This paper is of technical character: we believe that neither the statements nor the proofs presented here are general enough (the worst thing is that we are working not with many variables, but with only two of them). However, the effect itself (especially for non-elliptic cases) seems to be new in its nature. Both these facts urge us to write down too many details in Sections 2 and 3, we apologize for that.
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## 2 Elliptic case

We are going to prove Theorem 1.1 in the following order: first, we prove that BE holds if the parameters satisfy the assumptions; second, we construct counterexamples that disprove BE in all the remaining cases. Unfortunately, we did not manage to formalize the latter part in a good way: though the ideology of the counterexample is clear, the technical treatment varies for different cases of parameters.

### 2.1 Proof of BE in the case of an odd number $k$

At least one of the numbers $k$ and $l$ is odd; by symmetry, we may suppose that $k$ is odd. In what follows, we assume that $\sigma_1$ and $\tau_1$ are distinct (the case where they are equal is a bit different, we treat it afterwards). The functions $f$ and $g$ belong to the Schwartz class, so, their Fourier transform is infinitely differentiable and decays rapidly at infinity. Thus, we can represent the scalar product on left-hand side of (1.2) as a limit,

$$
\int_{\mathbb{R}^2} \hat{f}(\xi, \eta)\overline{\hat{g}(\xi, \eta)}|\eta|^{l-1} d\xi d\eta = \lim_{\varepsilon, R \to 0} \int_{\Omega_{\varepsilon, \varepsilon}} \hat{f}(\xi, \eta)\overline{\hat{g}(\xi, \eta)}|\eta|^{l-1} d\xi d\eta,
$$

where $\Omega_{\varepsilon, R} = \{(\xi, \eta) \in \mathbb{R}^2 \mid \varepsilon \leq |\eta| \leq R\}$. Next, we replace the Fourier transforms in the integrand by their expressions in terms of $f_1$ and $g_1$ found from the formulas

$$
((2\pi i\xi)^k - \sigma(2\pi i\eta)^l)\hat{f}(\xi, \eta) = \hat{f}_1(\xi, \eta); \quad ((2\pi i\xi)^k - \sigma(2\pi i\eta)^l)\hat{g}(\xi, \eta) = \hat{g}_1(\xi, \eta),
$$

so, the expression $\|f_1\|_{L^1}\|g_1\|_{L^1}$ coincides with the right-hand side of (1.2). We must estimate the quantity

$$
\lim_{\varepsilon, R \to 0} \int_{\Omega_{\varepsilon, R}} \frac{|\eta|^{l-1}|\xi|^{k-1}|\hat{f}_1(\xi, \eta)\overline{\hat{g}_1(\xi, \eta)}|}{((2\pi i\xi)^k - \sigma(2\pi i\eta)^l)((-2\pi i\xi)^k - \sigma(-2\pi i\eta)^l)} d\xi d\eta.
$$

The denominator of the integrand does not vanish on $\mathbb{R}^2$ except at zero, due to the assumptions of ellipticity. Then (for $\varepsilon$ and $R$ fixed) we replace $\hat{f}_1$ and $\hat{g}_1$ in the last formula by their definitions in terms of $f_1$ and $g_1$, and change the order of integration:

$$
\lim_{R \to 0} \int_{\mathbb{R}^4} F(\varepsilon, R, x_1, x_2, y_1, y_2) f_1(x_1, x_2)g_1(y_1, y_2) dy_1 dy_2 dx_1 dx_2, \quad (2.1)
$$

where

$$
F(\varepsilon, R, x_1, x_2, y_1, y_2) = \int_{\Omega_{\varepsilon, R}} \frac{|\eta|^{l-1}|\xi|^{k-1}e^{2\pi i((x_1-y_1)\xi+(x_2-y_2)\eta)}}{((2\pi i\xi)^k - \sigma(2\pi i\eta)^l)((-2\pi i\xi)^k - \sigma(-2\pi i\eta)^l)} d\xi d\eta. \quad (2.2)
$$
To prove inequality (1.2), we must show that the modulus of the quantity (2.1) does not exceed the value \( C||f_1|| \|g_1\|_1 \). For this, we prove that the function (2.2) is bounded uniformly in all \( \varepsilon \) and \( R \), \( 0 < \varepsilon \leq R < \infty \), and almost all quads of reals \( x_1, x_2, y_1, y_2 \). The things become slightly more transparent if we integrate in (2.2) first with respect to \( \xi \) and then with respect to \( \eta \), and in the inner integral introduce a new variable \( \rho \) by setting \( \xi = \rho |\eta|^{1/k} \). This yields the formula

\[
F(\varepsilon, R, x_1, x_2, y_1, y_2) = \frac{1}{(2\pi)^{2k}} \int_{\varepsilon / |\eta| \leq R} |\eta|^{-1} \int_{-\infty}^{+\infty} \frac{\rho^{k-1} e^{2\pi i (\rho |\eta|^{1/k} + b_1 \eta)}}{(\rho^k - \tau_1 (\text{sign } \eta)) (\rho^k - \sigma_1 (\text{sign } \eta))} d\rho d\eta,
\]

where we have put \( a = x_1 - y_1 \), \( b = x_2 - y_2 \), and \( \tau_1 \) and \( \sigma_1 \) were introduced in Definition 1.1.

Here integration in \( \eta \) is over the union \([-R, -\varepsilon] \cup [\varepsilon, R]\), and we will prove the boundedness of the integral over each of these two intervals separately. Because of symmetry, we consider only the interval \([\varepsilon, R]\) (then \( \text{sign } \eta \) in the denominator disappears). For definiteness, we assume that \( a > 0 \) (the opposite case reduces to this one if we change \( \rho \) by \(-\rho\); note that we may drop the case of \( a = 0 \) because it corresponds to a set of measure 0). After that, we take \((2\pi a)^{k/2}\) for a new variable in the outer integral; this will modify the parameters \( b, \varepsilon, \) and \( R \), but will allow us to assume that \( 2\pi a = 1 \). So, finally, we must show that the following integral is bounded uniformly in \( \varepsilon, R \), \( 0 \leq \varepsilon < R \), and \( b \):

\[
\int_{\varepsilon}^{R} \eta^{-1} \left( \int_{-\infty}^{\infty} \frac{\rho^{k-1} e^{i(\rho |\eta|^{1/k} + b \eta)}}{(\rho^k - \tau_1 (\text{sign } \eta)) (\rho^k - \sigma_1 (\text{sign } \eta))} d\rho \right) d\eta.
\]

We will calculate the integral with respect to \( \rho \) with the help of the residue formula, receiving \( \rho \) as a complex variable. Since the integrand decays rapidly at infinity in the upper half-plane, integration over the contour that consists of the interval \([-r, r]\) and the upper part of the circle of radius \( r \) and centered at zero shows, after the limit passage as \( r \to \infty \), that the integral in question is \( 2\pi i \) times the sum of the residues at the poles of the integrand in the upper half-plane. All these poles are simple and are \( k \)th roots of \( \tau_1 \) or \( \sigma_1 \) (we have assumed that \( \sigma_1 \neq \tau_1 \)). Let \( u^k = \tau_1 \) (\( \Im u > 0 \)). Perceiving the integrand in question as \( \frac{e^{i(\rho)}}{e^{i(\rho)}} \) with \( \psi(\rho) = \rho^k - \tau_1 \), we use the fact that \( \psi \) is regular at \( u \) to conclude that the residue at \( u \) is

\[
\frac{u^k-1 e^{i(u |\eta|^{1/k} + b \eta)}}{kw^{k-1} (\tau_1 - \sigma_1)} = \frac{e^{i(u |\eta|^{1/k} + b \eta)}}{k(\tau_1 - \sigma_1)}.
\]

Similarly, if \( u^k = \sigma_1 \) (\( \Im v > 0 \)), the residue at \( v \) is equal to

\[
\frac{e^{i(v |\eta|^{1/k} + b \eta)}}{k(\sigma_1 - \tau_1)}.
\]

Under our assumptions on \( \sigma \) and \( \tau \), the equations \( \rho^k = \tau_1 \) and \( \rho^k = \sigma_1 \) have one and the same number of roots in the upper half-plane. This shows that, up to a constant factor, the integral (2.3) is equal to a sum of \((k \pm 1)/2\) expressions of the form

\[
\frac{1}{k(\tau_1 - \sigma_1)} \int_{\varepsilon}^{R} e^{ib\eta} \frac{e^{i(u |\eta|^{1/k} + b \eta)} - e^{i(v |\eta|^{1/k}}}{\eta} d\eta,
\]

where \( u \) and \( v \) are some \( k \)th roots of, respectively, \( \tau_1 \) and \( \sigma_1 \) in the upper half-plane (note that, happily, the denominators in the above two formulas for residues are opposite to each other).

We recall that \( b \) is real, so we estimate the absolute value of the integrand by \( C|u - v| |\eta|^{k-1} \) when \( |\eta| \leq 1 \) and by \( e^{-\Delta u |\eta|^{1/k}} + e^{-\Delta v |\eta|^{1/k}} \) when \( |\eta| > 1 \). Both integrals \( \int_{0}^{1} |\eta|^{k-1} d\eta \) and \( \int_{1}^{\infty} (e^{-\Delta u |\eta|^{1/k}} + e^{-\Delta v |\eta|^{1/k}}) d\eta \)
converge. This finishes the proof of \( \text{BE}(k, l, \frac{k-1}{2}, \frac{l-1}{2}, \sigma, \tau) \) when \( k \) is odd and \( \sigma_1 \) and \( \tau_1 \) are distinct numbers with imaginary parts of the same sign.

The case where \( \sigma_1 = \tau_1 \) can be treated in a similar way. In this case, all the poles of the function \( \rho \mapsto \frac{\rho^{k-1}e^{it(|\eta|^2+\theta)}}{(\rho^2-\tau_1)(\rho^2-\sigma_1)} \) are of the second order. After calculations, the two-dimensional integral \( (2.3) \) appears to be a linear combination of one-dimensional integrals of the form

\[
\int_{\mathbb{R}} e^{ib\eta} |\eta|^{1-k} e^{-iu|\eta|^{1/2}} d\eta.
\]

Alternatively, this can be justified by passing to the limit as \( \tau_1 \to \sigma_1 \) in formula \( (2.4) \). This integral is uniformly bounded, again because \( \Im u > 0 \).

**Remark 2.1.** In fact, we have proved that the distribution \( M_{k,l,\sigma,\tau} \) defined by formula

\[
(M_{k,l,\sigma,\tau}, \phi) = \lim_{\varepsilon \to 0} \int_{\Omega_{\varepsilon,u}} \frac{|\eta|^{t-1}e^{i\xi\eta} d\eta}{(2\pi i \xi)^k - \tau(2\pi i \eta)^l} ((-2\pi i \xi)^k - \sigma(-2\pi i \eta)^l)^{-1}, \quad \phi \in \mathcal{S}(\mathbb{R}^2), \quad (2.5)
\]

has bounded Fourier transform. We did not formulate this as a statement, because it is not clear a priori why does formula \( (2.5) \) define a distribution. By the classical Malgrange–Ehrenpreis theorem

\[
1
\]

\[
((2\pi i \xi)^k - \tau(2\pi i \eta)^l) ((-2\pi i \xi)^k - \sigma(-2\pi i \eta)^l)^{-1}
\]

is a distribution belonging to \( \mathcal{D}'(\mathbb{R}^2) \) (and even to \( \mathcal{S}'(\mathbb{R}^2) \), see [4]), however, it is not clear whether it can be multiplied by a non-smooth function \( |\eta|^{t-1} \).

### 2.2 Counterexamples

Assume that \( \text{BE}(k, l, \alpha, \beta, \sigma, \tau) \) holds. In this case, we know that \( \alpha \) and \( \beta \) must satisfy equation \( (1.5) \). In this subsection, we construct a pair of functions \( f \) and \( g \) (depending on the parameters) that will give further restrictions on the numbers \( k, l, \alpha, \beta, \sigma, \tau \). We also suppose that if at least one of the numbers \( k \) and \( l \) is even, then \( \eta \) is even.

Let \( \varphi, 0 \leq \varphi \leq 1 \), be an infinitely differentiable compactly supported function on \( \mathbb{R} \) equal to 1 near zero. We put \( \psi_1(\xi, \eta) = \varphi(\sqrt{\xi^2 + \eta^2}) \) and \( \psi_2(\xi, \eta) = \psi(\frac{\xi}{\sqrt{\xi^2 + \eta^2}}, \frac{\eta}{\sqrt{\xi^2 + \eta^2}}) \), where \( t > 0 \) should be thought of as a large number. Next, let \( V = \psi_1 - \psi_2 \), and let \( h = V \in \mathcal{S}(\mathbb{R}^2) \). Then the \( L_1(\mathbb{R}^2) \)-norm of \( h \) is dominated by a constant independent of \( t \). At the same time, \( h = V \) is equal to 0 near the origin and is equal to 1 on a large set if \( l \) is large. Note also that \( V(\xi, \eta) = \psi(\sqrt{\xi^2 + \eta^2}) \) for some \( \psi \in \mathcal{D}(\mathbb{R}) \).

Now, we find two functions \( F, G \in \mathcal{S}(\mathbb{R}^2) \) from the equations

\[
(\partial_k^t - \tau \partial_{\xi}^t) F = (\partial_k^t - \sigma \partial_{\eta}^t) G = h.
\]

These equations are easily solvable after passage to Fourier transforms:

\[
\hat{F}(\xi, \eta) = \frac{V(\xi, \eta)}{(2\pi i \xi)^k - \tau(2\pi i \eta)^l}, \quad \hat{G}(\xi, \eta) = \frac{V(\xi, \eta)}{(2\pi i \xi)^k - \sigma(2\pi i \eta)^l},
\]

and it is clear that the solutions are in the Schwartz class indeed (recall that the polynomials in the denominators do not have zeros except 0).
Now, inequality (1.2) with these $F$ and $G$ yields

$$\left| \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{|V(\xi, \eta)|^2 |\xi|^{2\alpha} |\eta|^{2\beta} \, d\xi \, d\eta}{(2\pi i \xi)^k - \tau(2\pi i \eta)^l} \right| \lesssim 1$$

independently of $t$. We transform the integral as we did it before, including the change of variables $\xi = \rho |\eta| \frac{k}{l}$, to obtain

$$\left| \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{|V(\rho |\eta| \frac{k}{l}, \eta)|^2 |\rho|^{2\alpha} \, d\rho \, d\eta}{(\rho^k - \tau_1)(\rho^k - \sigma_1)} \right| \lesssim 1.$$

The power $|\eta|^{-1}$ in the outer integral arises after a short calculation involving equation (1.5), and the signs of $\eta$ in the denominator disappear, if $l$ is even (if both $k$ and $l$ are odd, then one has twice the same integral after splitting the integral with respect to $\eta$ into integrals over $(-\infty, 0]$ and $[0, \infty)$ and making the change of variable $\rho \to -\rho$ in the first one). Changing the order of integration, we arrive at

$$\int_{-\infty}^{+\infty} \left[ \int_{0}^{+\infty} \frac{|\rho|^{2\alpha}}{(\rho^k - \tau_1)(\rho^k - \sigma_1)} \right] \int_{0}^{+\infty} \frac{v^2 (\sqrt{\rho^2 k^2 + \eta^2})}{\eta} d\eta \, d\rho.$$

An obvious change of variable shows that the integral with respect to $\eta$ is equal to $\int_{0}^{+\infty} \frac{v^2 (w^2)}{u} du$, which does not depend on $\rho$ and can be made arbitrarily large if $t$ is large. So, $BE(k, l, \alpha, \beta, \sigma, \tau)$ can only be fulfilled if

$$\int_{-\infty}^{+\infty} \frac{|\rho|^{2\alpha} \, d\rho}{(\rho^k - \tau_1)(\rho^k - \sigma_1)} = 0. \quad (2.6)$$

2.2.1 Cases where $k$ is even (both numbers $k$ and $l$ are even)

In this case the integral (2.6) can be rewritten as

$$2 \int_{0}^{+\infty} \frac{|\rho|^{2\alpha} \, d\rho}{(\rho^k - \tau_1)(\rho^k - \sigma_1)} = \frac{2}{k} \int_{0}^{+\infty} \frac{|\rho|^{2\alpha + \frac{k+1}{2}} \, d\rho}{(\rho^k - \tau_1)(\rho - \sigma_1)}.$$

Both numbers $k$ and $l$ are even, so, the situation is symmetric and we may assume that $\alpha \lesssim \frac{k-1}{2}$. The case $\alpha = \frac{k-1}{2}$ differs a bit from the other cases.

Case $\alpha = \frac{k-1}{2}$ and $\sigma_1 \neq \tau_1$. In this case, the integral in question can be computed directly:

$$\int_{0}^{+\infty} \frac{d\rho}{(\rho - \tau_1)(\rho - \sigma_1)} = \frac{\log(-\sigma_1) - \log(-\tau_1)}{\sigma_1 - \tau_1} \neq 0,$$

provided $\sigma_1 \neq \tau_1$. Here log is the branch of logarithm defined for $\arg z \in [0, 2\pi)$ such that it is real when $\arg z = 0$.

Case $\alpha = \frac{k-1}{2}$ and $\sigma_1 = \tau_1$. If $\sigma_1 = \tau_1$, then the integral (2.6) equals $\tau_1^{-1}$, which is non-zero too.
Case $\alpha < \frac{k - 1}{2}$, $\sigma_1 \neq \tau_1$. In this case, the integral can be rewritten as

$$
\int_0^\infty \frac{|\rho|^{\frac{2n-k+1}{k}}}{(\rho - \tau_1)(\rho - \sigma_1)} d\rho = \frac{1}{\sigma_1 - \tau_1} \left( \int_0^\infty \frac{|\rho|^{\frac{2n-k+1}{k}}}{\rho - \sigma_1} d\rho - \int_0^\infty \frac{|\rho|^{\frac{2n-k+1}{k}}}{\rho - \tau_1} d\rho \right).
$$

These integrals converge absolutely, because we have assumed that $\frac{2n-k+1}{k} < 0$. Thus, we have to prove that the function $\Phi$ given by the formula

$$
\Phi(\zeta) = \int_0^\infty \frac{|\rho|^{\frac{2n-k+1}{k}}}{\rho - \zeta} d\rho
$$

is an injective function on $\mathbb{C} \setminus \mathbb{R}_+$. We list the properties of the function $\Phi$.

1. The function $\Phi$ is holomorphic as a function on $\mathbb{C} \setminus \mathbb{R}_+$.
2. The function $\Phi$ is non-zero, e.g. it is positive on $\mathbb{R}_-$.
3. For any $\lambda \in \mathbb{R}_+$ one has $\Phi(\lambda \zeta) = \lambda^{\frac{2n-k+1}{k}} \Phi(\zeta)$.

The third property follows by a change of variable in the integral that defines $\Phi$. Let $\Delta(z)$ be the branch of $z \mapsto z^{\frac{2n-k+1}{k}}$ defined on $\mathbb{C} \setminus \mathbb{R}_+$ that is real positive on the negative real half-line. By the third property of the function $\Phi$, $\Phi(\zeta) = \Phi(-1)\Delta(\zeta)$ when $\zeta$ is a negative real. By the uniqueness theorem for analytic functions, $\Phi(\zeta) = \Phi(-1)\Delta(\zeta)$ for $\zeta \in \mathbb{C} \setminus \mathbb{R}_+$. But the function $\Delta$ is injective, because $\frac{2n-k+1}{k} > -1$ due to equation (1.5).

Case $\alpha = \frac{k - 1}{2}$, $\sigma_1 = \tau_1$. To treat the remaining case, we note that the integral (2.6) in question in this case equals $\Phi'(\sigma_1)$ (where $\Phi$ is the holomorphic function introduced above). This value is non-zero, because a holomorphic injective function cannot have vanishing derivative.

2.2.2 Cases where $k$ is odd

In these cases we have $|\rho|^{k-1} = \rho^{k-1}$, and (2.6) can be rewritten as follows ($s = \rho^k$):

$$
\int \frac{|\rho|^{2\alpha}}{(\rho^k - \tau_1)(\rho^k - \sigma_1)} d\rho = \frac{1}{k} \int \frac{|s|^{\frac{2n-k+1}{k}}}{(s^k - \tau_1)(s^k - \sigma_1)} ds.
$$

Case $\alpha = \frac{k - 1}{2}$, $\sigma_1$ and $\tau_1$ have imaginary parts of different signs. In this case the modulus disappears, we are integrating an analytic function. Integrating over the same contour as we did in Subsection 2.1, we see that the integral equals zero if $\sigma_1$ and $\tau_1$ have imaginary parts of the same sign, and does not equal zero if they do not.

Case $\alpha \neq \frac{k - 1}{2}$, $\sigma_1 \neq \tau_1$. We do the same trick as before and rewrite the integral as

$$
\lim_{R \to +\infty} \int_{-R}^R \left( \frac{|s|^{\frac{2n-k+1}{k}}}{s - \tau_1} - \frac{|s|^{\frac{2n-k+1}{k}}}{s - \sigma_1} \right) ds
$$
and introduce the function $\Phi$ given by formula

$$
\Phi(\zeta) = \lim_{R \to +\infty} \int_{-R}^{R} \frac{|s|^{2\alpha-k+1}}{s-\zeta} ds.
$$

Here are the properties of the functions $\Phi$ (note that we still have to prove that the limit in $R$ exists).

1. The function $\Phi$ is analytic in $\mathbb{C} \setminus \mathbb{R}$ (in particular, the limit in $R$ exists).
2. The function $\Phi$ is non-zero, e.g. it is non-zero on the imaginary axis (it is pure imaginary there).
3. For all admissible $\zeta$, $\Phi(-\zeta) = -\Phi(\zeta)$.
4. For any $\lambda \in \mathbb{R}_+$ one has $\Phi(\lambda \zeta) = \lambda^{2\alpha-k+1} \Phi(\zeta)$.

Only the first property needs a proof (together with the fact that the function $\Phi$ is well-defined). Writing

$$
\lim_{R \to +\infty} \int_{-R}^{R} \frac{|s|^{2\alpha-k+1}}{s-\zeta} ds = \int_{0}^{R} \frac{2\zeta s^{2\alpha-k+1}}{(s-\zeta)(s+\zeta)} ds,
$$

we again obtain an absolutely convergent integral, because $\frac{2\alpha-k+1}{k} < 1$ by virtue of equality (1.5).

We must prove that $\Phi$ is injective on $\mathbb{C} \setminus \mathbb{R}$. We denote by $\Delta$ the branch of the power $z^{2\alpha-k+1}$ that arises if we allow the argument to vary within $(-\pi, \pi]$ and maps $\mathbb{R}_+$ to itself. By the fact that $|\frac{2\alpha-k+1}{k}| < 1$, $\Delta$ is injective. Moreover, since $\Delta$ takes the upper half-plane either into the upper or into the lower half-plane (depending on the sign of $2\alpha - k + 1$), we see that

$$
\Delta(\zeta_1) + \Delta(\zeta_2) \neq 0 \quad (2.7)
$$

whenever $\zeta_1, \zeta_2 \in \mathbb{C}_+$.

Now, consider a point $\zeta_0$ that lies inside the first quarter. If $|\arg \lambda| < \delta$, where $\delta$ is sufficiently small, then $\lambda \zeta_0 \in \mathbb{C}_+$, and the function $\lambda \mapsto \Phi(\lambda \zeta_0)$ is analytic. But for $\lambda > 0$ we have

$$
\Phi(\lambda \zeta_0) = \Delta(\lambda) \Phi(\zeta_0)
$$

by the fourth property of $\Phi$, whence $\Phi(\lambda \zeta_0) = C \Delta(\lambda \zeta_0)$ for $|\arg \lambda| < \delta$. By the uniqueness theorem, $\Phi(\zeta) = C \Delta(\zeta)$ for all $\zeta \in \mathbb{C}_+$. Clearly, $C \neq 0$ because $\Phi$ is nonzero on the imaginary axis.

Now, we see that the restrictions $\Phi|_{\mathbb{C}_+}$ and $\Phi|_{\mathbb{C}_-}$ are injective. If $\zeta_1 \in \mathbb{C}_+$ and $\zeta_2 \in \mathbb{C}_-$, then $\Phi(\zeta_1) \neq \Phi(\zeta_2)$ by (2.7) and the fact that $\Phi$ is odd.

**Case** $\alpha \neq \frac{k-1}{2}, \sigma_1 = \tau_1$. As in the case of even parameters, the integral in question equals $\Phi'(\sigma_1)$. This value is non-zero, because it is a derivative of an injective analytic mapping.

### 3 Non-elliptic case

#### 3.1 Proof of Theorem 1.2

It is more convenient to work with compactly supported $f$ and $g$. The following claim is a straightforward consequence of the fact that $\mathcal{D}$ is dense in $\mathcal{S}$.

**Fact 1.** Suppose that inequality (1.2) holds for some $k, l, \alpha, \beta, \sigma, \tau$ with any $f$ and $g$ that belong to $\mathcal{D}(\mathbb{R}^2)$. Then $\text{BE}(k, l, \alpha, \beta, \sigma, \tau)$ also holds.
So, when proving Theorem 1.2 we may assume that \( f \) and \( g \) are compactly supported. Moreover, using rescaling, we may make their support lie inside a unit disc centered at zero.

By symmetry, we may assume that \( k \) is odd. We remind the reader that \( \text{BE}(k, l, \frac{k-1}{2}, \frac{l-1}{2}, \sigma, \tau) \) follows from the uniform boundedness of the kernel given by formula (2.2). However, in the case of real \( \sigma_1 \) and \( \tau_1 \), the situation is more complicated and the set \( \Omega_{\epsilon, R} \) is defined as

\[
\Omega_{\epsilon, R} = \left\{ (\xi, \eta) \in \mathbb{R}^2 \mid \epsilon < |\eta| < R, \ |\xi^k - \sigma_1 \eta^l| > \varepsilon g(|\eta|), \ |\xi^k - \tau_1 \eta^l| > \varepsilon g(|\eta|) \right\},
\]

where \( g \) is some positive function decaying rapidly at zero and infinity. We note that by our assumption about the supports of \( f \) and \( g \) we may assume that \( |a| < 2 \) and \( |b| < 2 \), where \( a = x_1 - x_2 \) and \( b = y_1 - y_2 \). We may assume that \( a > 0 \) and \( \varepsilon < 1 \).

We make our traditional change of variable \( \xi = \rho |\eta|^\frac{k}{l} \):

\[
\int_{\Omega_{\epsilon, R}} \frac{\xi^{k-1} e^{-2\pi i \alpha \xi + \beta}}{(\xi^k - \tau_1 \eta^l)(\xi^k - \sigma_1 \eta^l)} d\xi = \frac{1}{(2\pi)^{2k}} \int_{\varepsilon \ll \eta \ll R} |\eta|^{-1} \int_{B_{\varepsilon}(\eta)} \frac{\rho^{k-1} e^{-2\pi i (\rho |\eta|^\frac{k}{l} + \beta)}}{(\rho^k - \tau_1 (\text{sign} \ \eta) \eta^l)(\rho^k - \sigma_1 (\text{sign} \ \eta) \eta^l)} d\rho d\eta.
\]

Here \( B_{\varepsilon}(\eta) \) is given by

\[
B_{\varepsilon}(\eta) = \left\{ \rho \in \mathbb{R} \mid \text{dist}(\rho^k, \{\sigma_1 (\text{sign} \ \eta) \eta^l, \tau_1 (\text{sign} \ \eta) \eta^l\}) > \varepsilon |\eta|^{-1} g(|\eta|) \right\}.
\]

We take \((2\pi a)^k \eta\) to be a new variable, redefine \( R \) and \( b \) (but we still carry \( \varepsilon \) and \( a \) do not change them; it will be convenient to use the restrictions \( \varepsilon < 1 \) and \( a < 2 \)) and rewrite the integral as

\[
\int_{(2\pi a)^{-\frac{k}{l}} \ll \eta \ll R} |\eta|^{-1} \int_{B_{\varepsilon,a}(\eta)} \frac{\rho^{k-1} e^{i (\rho |\eta|^\frac{k}{l} + b)}}{(\rho^k - \tau_1 (\text{sign} \ \eta) \eta^l)(\rho^k - \sigma_1 (\text{sign} \ \eta) \eta^l)} d\rho d\eta, \tag{3.1}
\]

where

\[
B_{\varepsilon,a}(\eta) = \left\{ \rho \in \mathbb{R} \mid \text{dist}(\rho^k, \{\sigma_1 (\text{sign} \ \eta) \eta^l, \tau_1 (\text{sign} \ \eta) \eta^l\}) > \varepsilon [(2\pi a)^{-\frac{k}{l}} |\eta|^{-1} g((2\pi a)^{-\frac{k}{l}} \eta)] \right\}.
\]

The integral with respect to \( \rho \) can be represented as a contour integral (after rewriting \( \int_{\mathbb{R}} = \lim_{r \to \infty} \int_{-r}^r \)), see Figure 1. We denote a unique real root of the equation \( z^k = s \), \( s \in \mathbb{R} \), by \( z_0(s) \). It is not hard to see that this equation has exactly \( \frac{k-1}{2} \) roots in the upper half-plane \( \Im z > 0 \). So, if \( r \) is sufficiently large, there are exactly \( k-1 \) poles of the integrand inside the contour \( \left( \frac{k-1}{2} \right) \) matching \( s = \sigma_1 (\text{sign} \ \eta) \eta^l \) and \( \left( \frac{k-1}{2} \right) \) matching \( s = \tau_1 (\text{sign} \ \eta) \eta^l \). We also take the function \( g(\eta) \) to be so small that the small semicircles do not intersect \( (g(\eta) \leq \eta^l \) will do because \( \varepsilon < 1 \)).

We need a simple lemma on estimating the difference between the integral over a small semicircle and the “semi-residue”; this is a quantitative version of the Sokhotski–Plemelj formula.

**Lemma 3.1.** If a meromorphic function \( \psi \) has a simple pole at a point \( x_0 \) on the real line, then

\[
\left| \int_{|z-x_0|=r} \psi(z) \frac{dz}{z-x_0} + \pi i \text{Res}_{z=x_0} \psi \right| \leq \pi r \max_{|z-x_0|\leq r, \ \Im z > 0} |h'|,
\]

where \( h(z) = (z-x_0)\psi(z) \) (the semicircle of integration is oriented clockwise).

**Proof.** Since \( \psi \) has simple pole at \( x_0 \), it can be written in the form \( \psi(z) = \frac{c}{z-x_0} + \psi_1(z) \), where \( \psi_1 \) is regular near \( x_0 \). Accordingly, we write

\[
\int_{|z-x_0|=r} \psi(z) \frac{dz}{z-x_0} = \int_{|z-x_0|=r} \frac{c dz}{z-x_0} + \int_{|z-x_0|=r} \psi_1(z) \frac{dz}{z-x_0}.
\]
Since $\psi_1(z) = \frac{h(z) - h(x_0)}{z - x_0}$, the second integral is estimated as follows:

$$\left| \int_{|z-x_0|=r, \Im z>0} \psi_1(z) \, dz \right| \leq \pi r \max_{|z-x_0|=r, \Im z>0} |\psi_1| \leq \pi r \max_{|z-x_0|=r} |h'|.$$  

The first integral can be calculated with ease:

$$\int_{|z-x_0|=r, \Im z>0} \frac{e \, dz}{z - x_0} = \int_{|z|=r, \Im z>0} \frac{e \, dz}{z} = \int_0^{\frac{\pi}{2}} e^{r e^{2\pi i \theta}} \, d\theta = -\pi i c.$$  

Therefore, the sum of the integrals over the semicircles is

$$-\pi i e^{i \theta_0} e^{i \theta_0 (\sigma_1 (\text{sign} \eta)^j)|\eta|^{-\frac{j}{2}}} - e^{i \theta_0 (\tau_1 (\text{sign} \eta)^j)|\eta|^{-\frac{j}{2}}} k(\sigma_1 - \tau_1) + \varepsilon O \left( \max(1,|\eta|^{-\frac{1}{2}}) (2\pi a)^{-\frac{j}{2}} |\eta|^{-l} g((2\pi a)^{-\frac{j}{2}} |\eta|) \right).$$

The sum of residues result in a sum of integrals of the type \[2.4\], as we have seen, such integrals are uniformly bounded. However, the integral that comes from semi-residues is subtler. We begin with...
estimating the error (i.e. the part of the integral (3.1) that comes from the $O$):

$$
\varepsilon \int_{-\infty}^{\infty} \max(1, |\eta|^2)(2\pi a)^{-\frac{k}{2}}g(|(2\pi a)^{-\frac{k}{2}}|\eta)|\eta|^{-1}g(|\eta|) \frac{d\eta}{|\eta|} \lesssim \varepsilon
$$

$$
\varepsilon \int_{-\infty}^{\infty} (1 + |\eta|^2)|\eta|^{-1}g(|\eta|) \frac{d\eta}{|\eta|} \lesssim \varepsilon
$$

provided $g(z) = |z|^{2l+1}e^{-|z|}$ (we also multiply this function by a small constant to fulfill $g(|\eta|) \lesssim |\eta|^l$). So, the contribution of the error to (3.1) is uniformly bounded (and even small if $\varepsilon$ is small). The integral coming from the semi-residues looks like this (we have redenoted $\varepsilon$):

$$
\int_{\varepsilon}^{R} e^{ib\eta}(e^{ic_1|\eta|^\frac{k}{2}} - e^{ic_2|\eta|^\frac{k}{2}}) \frac{d\eta}{|\eta|},
$$

here $c_1$ and $c_2$ are some real constants (equal to $z_0(\sigma_1(\text{sign} \eta)^l)$ and $z_0(\tau_1(\text{sign} \eta)^l)$ correspondingly). The part of the integral over the interval $[0, 1]$ is bounded, so we can drop it. On the ray $(1, \infty)$, we use triangle inequality

$$
\left| \int_{1}^{R} e^{ib\eta}(e^{ic_1|\eta|^\frac{k}{2}} - e^{ic_2|\eta|^\frac{k}{2}}) \frac{d\eta}{|\eta|} \right| \leq \left| \int_{1}^{R} e^{ib\eta} \frac{d\eta}{|\eta|} \right| + \left| \int_{1}^{R} e^{ib(\eta+c_1|\eta|^\frac{k}{2})} \frac{d\eta}{|\eta|} \right|
$$

and make a change of variable $|c_{1,2}|^{\frac{k}{2}}\eta = e^x$, redefine $b$, and arrive at

$$
\left| \int_{0}^{R} e^{i(be^x \pm c^x)} \frac{dx}{x} \right|,
$$

where $\alpha = \frac{1}{k} \neq 1$. It remains to prove a simple lemma on oscillatory integrals.

**Lemma 3.2.** Let $\alpha$, $\alpha \neq 1$, be a positive fixed parameter. Then

$$
\left| \int_{0}^{R} e^{i(be^x \pm c^x)} \frac{dx}{x} \right| \lesssim 1.
$$

This lemma will be deduced from the second Van-der-Corput lemma (for example, see [3], §2.5.2) cited below.

**Lemma 3.3.** Suppose that the function $F$ is twice differentiable on $(a, b)$ and $F''$ does not have roots on this interval. In this case,

$$
\left| \int_{a}^{b} e^{iF(x)} \frac{dx}{x} \right| \leq \frac{8\sqrt{\pi}}{\min_{\xi \in (a,b)} |F''(\xi)|}.
$$
Proof of Lemma 3.2 Consider the case where $\pm$ is $-$. The remaining case is similar. For brevity, we introduce the functions $h_b$ given by $h_b(x) = bx^2 - e^{bx}$. Clearly, $h''_b(x) = bx^2 - \alpha^2 e^{bx}$, which can be zero (and thus does not allow to apply Lemma 3.3 directly). However, $h''_b(x)$ can be small only on a set of small measure. It is enough to prove that
\[ \left| \int_C^R e^{i(be^x-e^{ax})} \, dx \right| \lesssim 1, \]
where $C$ is some numeric constant that does not depend on $b$ (but will depend on $\alpha$). The function $h''_b$ changes monotonicity on $[C, \infty)$ at most once. For a monotone function, the set where its modulus does not exceed one, is an interval (or ray). Therefore, the set $\{ x \in [C, \infty) \mid |h''_b(x)| < 1 \}$ is a union of at most two intervals (this set is finite, because $|h''_b(x)| \to \infty$ as $x \to \infty$). We are going to prove that if $|h''_b(z)| < 1$, then $|h''_b(z \pm 1)| > 1$ for $z \in (C, \infty)$. If this assertion is proved, it is not hard to see that the intervals constituting the set $\{ x \in [C, \infty) \mid |h''_b(x)| < 1 \}$ have common length at most 2. The complement of this set in $[C, \infty)$ is a union of at most three intervals (one of them is a ray). On each of them, the integral can be estimated by 20 by Lemma 3.3 on the complement it is estimated by 2 and the lemma is proved.

To prove the assertion, we denote $be^x$ by $p$, and $\alpha^2 e^{ax}$ by $q$. If both $|h''_b(z)| < 1$ and $|h''_b(z \pm 1)| < 1$ (we consider this case, the case $|h''_b(z - 1)| < 1$ is similar), then
\[ q - 1 < p < q + 1 \quad \text{and} \quad e^p q - 1 < e(p+1) \] \[ e^{-q} q - 1 < e^{-q-1} \]
In this case, $e^q - 1 < e(q+1)$ and $e^{-q} - 1 < e^{-q+1}$, which is $q < \frac{e^{q+1}}{e^{q-1}}$. Taking $C > 10 + \alpha^{-1} \ln \frac{e^{q+1}}{e^{q-1}}$, we get a contradiction. The assertion is proved.

3.2 Proof of Corollary 1.2

Corollary 1.2 will be obtained by a simple algebraic trick.

Lemma 3.4. The following implication holds provided $\sigma \tau \neq 0$:
\[ \text{BE}(k, l, \alpha, \beta, \sigma, \tau) \Rightarrow \text{BE}(k, l, \alpha, \beta, -\sigma, -\tau) \] \[ \Rightarrow \text{BE}(2k, 2l, \alpha + 2k, \beta, \sigma^2, \tau^2) \Rightarrow \text{BE}(2k, 2l, \alpha, \beta + 2l, \sigma^2, \tau^2). \]

Proof. By applying the statement $\text{BE}(k, l, \alpha, \beta, \sigma, \tau)$ to the pair of functions $(\partial_k^l \pm \sigma \partial_2^2) f$ and $(\partial_k^l \pm \tau \partial_2^2) g$, we get estimates on four scalar products:
\[ \left| \left\langle (\partial_k^l + \sigma \partial_2^2) f, (\partial_k^l + \sigma \partial_2^2) g \right\rangle_{W_{2,2}^\sigma \tau} \right| \lesssim \left\| (\partial_k^l - \tau \partial_2^2) f \right\|_{L_1} \left\| (\partial_k^l - \sigma \partial_2^2) g \right\|_{L_1}. \]
It is not hard to see that one can express both $\langle \partial_k^l f, \partial_k^l g \rangle_{W_{2,2}^\sigma \tau}$ and $\langle \partial_k^l f, \partial_2^2 g \rangle_{W_{2,2}^\sigma \tau}$ as a linear combination of the four scalar products on the left-hand side, and thus estimate them by the expression on the right-hand side. We only have to use equation (1.3) to obtain $\text{BE}(2k, 2l, \alpha + 2k, \beta, \sigma^2, \tau^2)$ and $\text{BE}(2k, 2l, \alpha, \beta + 2l, \sigma^2, \tau^2)$. 

Proof of Corollary 1.2. By Theorem 1.2, the statements $\text{BE}(k, l, \alpha, \beta, \sigma, \tau)$, where $\sigma' = \sqrt{\tau}$ and $\tau' = \sqrt{\tau}$, hold true (because one of the numbers $\frac{k}{2}$ and $\frac{l}{2}$ is odd and the numbers $\pm \sigma'$ and $\pm \tau'$ are real distinct). Lemma 3.4 finishes the proof.
3.3 Proof of Lemma 1.3

We are going to disprove even a weaker statement, namely, we disprove the inequality

$$\|f\|_{W^{2,2}_n} \lesssim \|f\|_{L_1},$$  \hspace{1cm} (3.2)

The case where \((k, l, \sigma, \sigma)\) is elliptic, has been already considered. We assume that \((k, l, \sigma, \sigma)\) is not elliptic.

Let \(\zeta = (\zeta_1, \zeta_2)\) be some non-zero point in \(\mathbb{R}^2\) such that \(\zeta_1 - \sigma_1 \zeta_2 = 0\) and \(|\zeta_1| > 2, |\zeta_2| > 2\). We will consider only the functions \(f\) whose spectrum lies in a \(\frac{1}{2}\)-neighbourhood of \(\zeta\); for such functions \(f\)

$$\|f\|_{W^{2,2}_n} \approx \|f\|_{L_2},$$

because the weight \(|\xi|^{2\alpha}|\eta|^{2\beta}\) in formula (1.3) is bounded from below and above on the support of \(\hat{f}\).

Let \(\phi \in \mathcal{D}(\mathbb{R})\) be a real-valued function supported on \([-\frac{1}{2}, \frac{1}{2}]\). By \(\phi_{\lambda}\) we denote the function \(x \to \phi(\lambda x)\). The sequence \(\{f_n\}_n\) that disproves (3.2) is given by formula

$$\hat{f}_n(\xi, \eta) = \phi_n(\eta - \zeta_2)\phi_n(\xi - (\sigma_1 \eta')^{\frac{1}{2}}), \quad |\xi - \zeta_1| \leq 1, |\eta - \zeta_2| \leq 1,$$

and zero when \(\xi\) or \(\eta\) in all other cases. We see that the function \(\hat{f}_n\) is supported on a small \(n^{-1} \times n^{-2}\)-rectangle \(R_n\) that covers the \(n^{-2}\)-neighbourhood of the curve \(\gamma = \{(\xi, \eta) \in \mathbb{R}^2 : \xi^k = \sigma_1 \eta^{1/2}\}\) near the point \(\zeta\) (namely, the bigger side of \(R_n\) is parallel to the tangent to \(\gamma\) at the point \(\zeta\)). The \(L_2\)-norm on the left-hand side of (3.2) can be computed with ease,

$$\|f_n\|_{L_2}^2 = \|\hat{f}_n\|_{L_2}^2 = \int_{|\eta - \zeta_2| < \frac{1}{2}} \int_{|\xi - \zeta_1| < \frac{1}{2}} \phi_n^2(\eta - \zeta_2)\phi_n^2(\xi - (\sigma_1 \eta')^{\frac{1}{2}}) d\xi d\eta = \frac{1}{n^2} \|\hat{\phi}\|_{L_2}^2 \int \phi_n^2(\eta - \zeta_2) d\eta = \frac{1}{n^3} \|\phi\|^4_{L_2}. \hspace{1cm} (3.3)$$

If \(n\) is big enough, then

$$\|\xi^k - \sigma_1 \eta^{1/2}\| f_n(\xi, \eta) \lesssim n^{-2},$$

because on \(R_n\), where \(\hat{f}_n\) is supported, the polynomial \((\xi^k - \sigma_1 \eta^{1/2})\) does not exceed \(n^{-2}\). Consequently,

$$\|\xi^k - \sigma_1 \eta^{1/2}\| f_n \lesssim \|\xi^k - \sigma_1 \eta^{1/2}\| \lesssim n^{-5},$$

because the latter function does not exceed \(n^{-2}\) and is supported on \(R_n\) whose measure is \(n^{-3}\). Consider the polar set \(R_n^\circ\) of \(R_n\). This is a rectangle \(n \times n^2\) whose “longer axis” is perpendicular to the “longer axis” of \(R_n\) (it is parallel to the normal at \(\zeta\) to the curve \(\{\xi^k = \sigma_1 \eta^{1/2}\}\)).

**Fact 2.** For any \(\varepsilon > 0\) and any \(r > 0\) fixed we have an estimate

$$\|\xi^k - \sigma_1 \eta^{1/2}\| f_n(x, y) \lesssim n^{-3}(x^2 + y^2)^{-r}, \quad \text{dist}((x, y), R_n^\circ) \geq n^\varepsilon.$$

The proof of this fact is rather standard, but takes some place if written in detail. It is the same as the proof of the fact “the Fourier transform of an \(r\) times continuously differentiable compactly supported function decays at infinity as \(|\xi|^{-r}\) (one has to do lots of integrations by parts). With this fact at hand \((B_r(z)\) stands for the ball of radius \(r\) centred at \(z\),

$$\int\int_{\mathbb{R}^2} |(\xi^k - \sigma_1 \eta^{1/2}) f_n| = \int_{R_n^\circ \cup B_{r^*}(0)} |(\xi^k - \sigma_1 \eta^{1/2}) f_n| + \int_{(R_n^\circ \cup B_{r^*})} |(\xi^k - \sigma_1 \eta^{1/2}) f_n| \lesssim n^{-5}n^{3+2\varepsilon} + \int_{(R_n^\circ \cup B_{r^*})} n^{-3}(x^2 + y^2)^{-r} dx dy \lesssim n^{-2+2\varepsilon}.$$
4 Further development

Though we were studying bilinear inequalities, we got some additional information about quadratic inequalities of the form

\[
\|f\|_{W_2^{k,s}(\mathbb{R}^2)} \lesssim \|\partial_1^k - \sigma \partial_2^l f\|_{L_1(\mathbb{R}^2)}(\partial_1^k - \tau \partial_2^l f\|_{L_1(\mathbb{R}^2)}.
\] (4.1)

The statement that inequality (4.1) holds true will be called QE\((k,l,\alpha,\beta,\sigma,\tau)\). Surely, BE implies QE with the same parameters. So, our positive results for BE transfer to QE. Moreover, by an application of inequality between arithmetic and geometric means to formula (1.3) we see that

\[
\|f\|_{W_2^{k,s}} \lesssim \|f\|_{W_2^{k,s-}} + \|f\|_{W_2^{k,s+}}, \quad (\alpha_-, \beta_-) \text{ and } (\alpha_+, \beta_+) \text{ satisfy (1.5) and } \alpha \in (\alpha_-, \alpha_+).
\]

This, together with Corollary 1.2 shows that QE holds true when \(k \text{ and } l \) are even, but one of \(k\) and \(l\) is odd, \(\sigma_1 \) and \(\tau_1\) are real positive, \((\alpha, \beta)\) satisfies (1.5) and lies between \((\frac{1}{k} \frac{1}{2}, \frac{1}{l} - \frac{1}{2})\) and \((\frac{1}{k} \frac{1}{2}, \frac{1}{l} - \frac{1}{2})\).

The negative results for QE are poorer. We surely know that QE does not hold when \(\sigma = \tau\) (this follows from the corresponding part of the proof of Theorem 1.1 and Lemma 1.3). It seems that the quadratic inequalities resemble standard embedding theorems more than the bilinear ones.

**Conjecture 1.** The statement QE holds whenever \(\sigma \neq \tau\).

Our positive results for BE are similar in elliptic and non-elliptic cases. The situation for negative results is far from being the same. The main difficulty in constructing counter-examples in the style of Subsection 2.2 is explained by the following fact.

**Fact 3.** Consider the closure in \(L_p(\mathbb{R}^2), 1 < p < \frac{4}{3}\), of the set

\[
\left\{(\partial_1^k - \sigma \partial_2^l f \bigg| \hat{f} \in \mathcal{D}(\mathbb{R}^2)\right\}
\]

and denote this linear space by \(G_p^{k,l,\sigma}\). Suppose \(k \neq l\). If the polynomial \(\xi^k - \sigma \eta^l\) is elliptic, this space coincides with the space \(L_p(\mathbb{R}^2)\) provided \(p > 1\) and with the space \(L_p^1(\mathbb{R}^2)\) that consists of function having zero integral provided \(p = 1\). When \(\xi^k - \sigma \eta^l\) is not elliptic, the space \(G_p^{k,l,\sigma}\) is not complemented in \(L_p\).

We will not prove this fact. The first part is standard. We give an explanation about the nature of the effect hidden in the second part. Consider the set \(\gamma = \{(\xi, \eta) \in \mathbb{R}^2 \mid \xi = \sigma \eta^l\} \subset \mathbb{R}^2\). Out of zero, this is a smooth \(C^\infty\) curve (a submanifold of \(\mathbb{R}^2\)), moreover, this curve is convex. If \(p < \frac{4}{3}\) and \(K\) is some compact subset of \(\gamma\) (we suppose that \(0 \notin K\)), then the operator defined by formula

\[
R_K[f] = \hat{f}|_K, \quad f \in \mathcal{S}(\mathbb{R}^2),
\]

is continuous from \(L_p(\mathbb{R}^2)\) to \(L_1(K)\) (we equip \(K\) with the Lebesgue measure on \(\gamma\)), see e.g. [12]. Therefore, the kernel of this operator is closed in \(L_p\), denote it by \(L_p^K\). The intersection of all such spaces is again closed in \(L_p\), call it \(L_p^\gamma\). Surely, \(G_p^{k,l,\sigma} \subset L_p^\gamma\). It is a small surprise, but \(G_p^{k,l,\sigma} = L_p^\gamma\). This is a consequence of the fact that if \(\varphi \in \mathcal{D}(\mathbb{R}^2)\) and \(\varphi \equiv 0\) on \(\gamma\), then \((\xi^k - \sigma \eta^l)^{-1}\varphi\) is also in \(\mathcal{D}(\mathbb{R}^2)\), at least when \(0 \notin \text{supp} \varphi\) (some problems with zero appear, but they are negligible for the spaces of functions). The fact that \(L_p^\gamma\) is not complemented follows from a well-known principle (see, e.g. [10], Lemma 3.1 for \(p > 1\) and Theorem 1.4 for the case \(p = 1\)) that if a translation-invariant subspace of \(L_p\) is complemented, then there is a projector onto it that is also translation-invariant (i.e. a multiplier).

We state, again without proof, that when \(\frac{1}{2} \leq p < \infty\), the spaces \(L_p\) and \(L_p^\gamma = G_p^{k,l,\sigma}\) coincide.

Though Fact 3 forbids counter-examples in the style of Subsection 2.2, it may give some additional hope for embedding theorems to hold. We end the story with a small discussion of a related conjecture.
Conjecture 2. Let the set \((k, l, \sigma, \sigma)\) be non-elliptic. The inequality
\[
\|f\|_{W^{\alpha, \beta}^q} \lesssim \|\partial_1^k - \sigma \partial_2^l f\|_{L^p}
\]
holds true whenever \(\frac{1}{p} - \frac{1}{q} \geq \frac{2}{3}, 1 < p < \frac{4}{3}, q < \infty \) and
\[
\frac{\alpha}{k} + \frac{\beta}{l} = 1 - \left(\frac{1}{p} - \frac{1}{q}\right)\left(\frac{1}{k} + \frac{1}{l}\right).
\] (4.2)

The space on the left-hand side of the inequality is defined as the closure of \(S(\mathbb{R}^2)\) with respect to the norm
\[
\|f\|_{W^{\alpha, \beta}^q} = \left\|\mathcal{F}^{-1}\left[\mathcal{F}[f](\xi, \eta)\xi^\alpha|\eta|^\beta\right]\right\|_{L^q},
\]
where \(\mathcal{F}\) stands for the Fourier transform. When the set \((k, l, \sigma, \sigma)\) is elliptic, the statement holds true whenever \(p > 1\) and follows from classical embedding theorems and the fact that pure derivatives are expressed in terms of \((\partial_1^k - \sigma \partial_2^l)\) by a singular integral operator.

We are able to prove the conjecture with additional assumption \(q > 4\). This is a combination of known facts. First, the problem can be localized in spectrum, i.e. reduced to the case where \(f\) is supported near some point on the curve \(\gamma\). This is done by decomposing \(f = \sum P_j f\), where \(P_j\) is the Littlewood–Paley smoothed spectral projector, application of Littlewood–Paley inequality \(\|f\|_{L^p} \approx \left\|\left(\sum |P_j f|^2\right)^{\frac{1}{2}}\right\|_{L^p}\), Hölder inequality (for the last step, the inequalities \(p \leq 2\) and \(q \geq 2\) are of crucial importance), and anisotropic dilatation invariance of the problem given by equation (4.2). After the problem has been localized, the space on the left-hand side turns into the standard Lebesgue space \(L^q\). Thus, we are studying the continuity of the operator with the symbol \(\frac{1}{\xi^\alpha - \sigma \eta^\beta}\) as an operator from the localized space \(L^p_{\gamma}\) to \(L^q\). This is, modulo convolutions with Schwartz functions, the same as to study the operator with the symbol \(v(\text{dist}(\cdot, \gamma))^{-1}\). The continuity of a similar operator, but between standard Lebesgue spaces, had been completely studied in [1]. Namely, in this paper, the negative powers of the Bochner-Riesz operator were studied (i.e. the same-type operators, but where the degree \(-1\) can vary from \(-\frac{3}{2}\) to 0 and even be complex, but \(\gamma\) is a circumference). However, the method can be applied verbatim to the case of arbitrary smooth convex curve in place of the unit circumference. It finishes the proof of the conjecture for the cases where \(q > 4\).

However, it is not hard to see that when \(q < 4\), the corresponding operator is not continuous as an operator between the Lebesgue spaces. So, the interesting cases of the conjecture are where \(q < 4\). We believe that this is the place where the space \(L^p_{\gamma}\) can play a definite role.
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