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Abstract

Recently proposed encoder-decoder structures for modeling Hawkes processes use transformer-inspired architectures, which encode the history of events via embeddings and self-attention mechanisms. These models deliver better prediction and goodness-of-fit than their RNN-based counterparts. However, they often require high computational and memory complexity requirements and sometimes fail to adequately capture the triggering function of the underlying process. So motivated, we introduce an efficient and general encoding of the historical event sequence by replacing the complex (multilayered) attention structures with triggering kernels of the observed data. Noting the similarity between the triggering kernels of a point process and the attention scores, we use a triggering kernel to replace the weights used to build history representations. Our estimate for the triggering function is equipped with a sigmoid gating mechanism that captures local-in-time triggering effects that are otherwise challenging with standard decaying-over-time kernels. Further, taking both event type representations and temporal embeddings as inputs, the model learns the underlying triggering type-time kernel parameters given pairs of event types. We present experiments on synthetic and real data sets widely used by competing models, while further including a COVID-19 dataset to illustrate a scenario where longitudinal covariates are available. Results show the proposed model outperforms existing approaches while being more efficient in terms of computational complexity and yielding interpretable results via direct application of the newly introduced kernel.

1. Introduction

Temporal point processes are the preferred choice when modeling asynchronous (irregularly sampled) event sequences (Cox & Isham, 1980). Of particular interest is the Hawkes Process (Hawkes, 1971), a self-exciting point process that has become popular and is used in numerous applications. In finance, the Hawkes process is used to model market return events, volatility, and market stability (Yang et al., 2018; Lee & Seo, 2017; Bacry et al., 2015). In social media, it is employed to analyze malicious activity, and actions of users on social media platforms (Alvari & Shakarian, 2019; Rizoiu et al., 2017). More recently, Hawkes processes have become critical in healthcare settings, such as modeling adverse drug reactions, disease progression, and spread of COVID-19 outbreaks (Bao et al., 2017; Chiang et al., 2021; Sun et al., 2021).

Hawkes (1971) first introduced the Hawkes process to model the aftershocks of earthquakes. The self-excitation mechanism allowed for modeling the clustered behavior of aftershock occurrences. Ozaki (1979) further introduced the likelihood function for the conditional intensity for the parametric estimation of the intensity function. Non-parametric approaches based on the expectation-maximization (EM) algorithm have also been proposed to estimate the conditional intensity function (Lewis & Mohler, 2011; Chen & Hall, 2016). However, these approaches suffer from expensive computational budgets needed to solve additional ordinary differential equation terms or the choice of the kernel functions needed to estimate the intensity function.

More recently, deep learning approaches have been introduced to model the event sequences with recurrent neural networks (RNNs) and attention-based architectures. Du et al. (2016) and Mei & Eisner (2017) model the intensity as a non-linear function of the sequence history by using RNNs to characterize the behavior of past events and feed-forward decoders to model the intensity function. These approaches aim to provide a flexible estimation of the conditional intensity function by avoiding strict assumptions on its functional form. However, the lack of a closed-form solution for the intensity function necessitates computationally expensive approximation techniques such as Monte Carlo to calculate the log-likelihood function values. Shchur et al. (2020) propose to replace the decoder used in the previous models with
Attention-based models outperform their RNN counterparts with RNNs, such as vanishing or exploding gradients (Pascanu et al., 2013), or the inability to capture long-term or very short-term dependencies (Zuo et al., 2020).

Attention-based models outperform their RNN counterparts because of their ability to capture dependencies irrespective of context length. Models with architectures similar to the transformer (Vaswani et al., 2017) encode the historical influence of past events with multiple attention layers and multiple attention heads. Zhang et al. (2020), and Zuo et al. (2020) introduced transformer-based approaches for Hawkes process modeling. These models create history embeddings based on a scoring function that compares the similarity of input vectors for each event in representation space. Though these attention-based structures can predict the arrival times relatively well, they suffer from high computational and memory requirements. Their results can be more interpretable compared to RNN-based approaches, but interpretability is limited to the relative contribution of past events. More importantly, these attention-based approaches struggle to infer the underlying intensity distribution of the point processes. The predefined attention score function, e.g., the exponentiated inner product, limits their ability to capture the triggering kernels of the point process. Besides, these models fail to differentiate between triggering kernels for various event type combinations, and do not consider (longitudinal) covariates into their modeling strategy.

Motivated to address the challenges faced by RNN- and attention-based approaches to the modeling of Hawkes processes, we propose a method that replaces the complex attention mechanisms with a more efficient, flexible, and interpretable encoding structure. Specifically, our approach replaces the attention mechanism with the direct estimation of the triggering kernels by taking advantage of the resemblance between the attention scores used to create the history embedding and the triggering function of the Hawkes process itself. The resulting encoder is more efficient than both RNNs and multi-layered attention structures, while being able to learn the triggering kernels of the underlying distribution directly from data. The proposed kernel uniquely combines a sigmoid gate (Steinruecken et al., 2019) with the rational quadratic function enabling the learning of a more general family of triggering kernels, such as local-in-time triggering, as well as the standard decaying-over-time functions. To our knowledge, this is the first approach that experiments with different structures to produce general triggering kernels geared toward point process modeling.

In addition to flexibility, the proposed sigmoid gated Hawkes process (SGHP) model can also learn a different triggering kernel for each pair of event types. Utilizing the event type embeddings previously used by existing attention-based models, we can readily estimate a triggering kernel for each event type combination while preventing the rapid growth of parameters, which typically scales with the square of the number of event types. Estimating kernels for each event type pairing allows one to interpret the effect of observing a given event type conditioned on other event types by examining their intensity function.

In order to showcase the flexibility, efficiency, and interpretability of the proposed model, we present experiments on both artificial and a wide range of real-world data; including comparisons with the state-of-art models. Results indicate that our model outperforms all the baseline models in terms of arrival time prediction and reproducing underlying triggering kernels, while being very competitive for event type prediction. Finally, we present results on a timely COVID-19 dataset of the patients admitted to the emergency department at [Name] Hospital and highlight the interpretability of our model via the learned triggering kernels for several event type pairings.

2. Background

Let $S$ be a sequence consisting of $L$ observed events (timestamps) from $K$ different possible event types. Each sequence $S$ can be represented as $S_n = \{(u_i, t_i)\}_{i=1}^{N_n}$, where $u_i \in \{1, 2, \ldots K\}$, and $u_i$ and $t_i$ correspond to the type and timestamp of an observed event, respectively. We use the subscript $n$ to represent an individual sequence, and $i$ and $j$ to denote events within a given sequence. Our objective is to model the underlying distribution of the collection of sequences for a given dataset $\{S_n\}_{n=1}^{N}$ of $N$ sequences, as well as predicting the arrival times and event types of future events conditioned on the history of past events.

2.1. Temporal Point Process

Temporal point processes are most often used to model the distribution of event sequences. Specifically, each temporal point process is characterized by its unique conditional intensity function $\lambda(\cdot)$, defined as

$$\lambda(t|h_i) = \frac{f(t|h_i)}{1 - F(t|h_i)}, \quad (1)$$

where $h_i$ is the history of previous events for $t_i < t$, i.e., $h_i = \{(t_1, k_1), (t_2, k_2), \ldots, (t_{i-1}, k_{i-1})\}$, $f(t|h_i)$ is the conditional probability density function for the (next) event at time $t$ given the history of the sequence and $F(t|h_i)$ is the corresponding conditional cumulative distribution function.
2.2. Hawkes Process

The Hawkes process (Hawkes, 1971) is a special case of a temporal point process in which the intensity function is defined as follows

\[ \lambda(t) = \mu(t) + \sum_{i \in h_t} \phi(t - t_i), \]  

(2)

where \( \mu(t) \) is the exogenous background intensity and \( \phi(\cdot) \) is the \textit{triggering kernel} that allows the intensity function to depend on past events. Note that (2) is fully additive provided that both \( \mu(t) \) and \( \phi(\cdot) \) are non-negative functions. Moreover, in some practical scenarios, the background intensity is assumed to be constant (Rasmussen & Williams, 2005). Similarly, for the multivariate (multi-event) case

\[ \lambda_k(t) = \mu_k(t) + \sum_{i \in h_t} \phi_{k,k}(t - t_i), \]  

(3)

where \( \phi_{k,k}(\cdot) \) represents the triggering kernel of an event of type \( k \) on the current event type \( k \), and \( \mu_k(t) \) is the background intensity for type \( k \).

2.3. History Representations via Self Attention

Models based on self-attention have been proposed to capture the pairwise influence of all previous events in a sequence as a means to create historical representations (Zhang et al., 2020; Zuo et al., 2020). Specifically, the historical summary for event \( j \) in the sequence is represented as follows

\[ h_j = \left( \sum_{i \neq j} f(x_j, x_i)x_i \right) / \sum_{i \neq j} f(x_j, x_i), \]  

(4)

where \( x_j \) is the latent vector (embedding) of the \( j \)-th event in the sequence and is defined below, and \( f(\cdot, \cdot) \) is a similarity function usually specified as the exponentiated inner product between two embeddings, i.e.,

\[ f(x_j, x_i) = \exp(x_j, x_i^T). \]  

(5)

Note that other similarity functions are readily available and can be used in practice. However, (5) is still probably the most popular default choice.

2.4. Temporal Encoding

Attention-based models do not intrinsically capture (positional) information about the order of the events in a sequence like, for instance, RNN-based models do through recurrence. Zuo et al. (2020) introduced positional embeddings to account for such information into their encoding architecture. Further, Zhang et al. (2020) modified these embeddings for event sequences by incorporating event timestamps into the positional embeddings.

These modified positional embeddings, also known as \textit{temporal embeddings}, are represented as \( e^\text{enc}_{i,d} \) for the \( i \)-th event occurring at time \( t_i \). Assuming a temporal embedding in \( D \) dimensions, each of its elements, \( d \), are defined as follows

\[ e^\text{enc}_{i,d} = \begin{cases} \sin(w_d i + \omega_d t_i), & \text{if } d \text{ is even} \\ \cos(w_d i + \omega_d t_i), & \text{if } d \text{ is odd} \end{cases}, \]  

(6)

where \( w_d \) is defined as \( w_d = 1/(10000^{2d/D}) \). Conceptually, \( w_d \) represents the angular frequency of the \( d \)-th dimension and \( \omega_d \) is a scaling parameter that controls the weight of the time-shift and is learned from the data.

2.5. Event Type Embedding

To represent each event type in the sequence, a linear embedding layer is specified as in Zhang et al. (2020) via

\[ e^\text{enc}_i = w_i W, \]  

(7)

where \( e^\text{enc}_i \) is a \( D \)-dimensional (dense) vector representing the embedding for event at time \( t_i \), \( e_i \) its one-hot encoding, and \( W \in \mathbb{R}^{K \times D} \) is the embedding matrix, and is also learned from data. Note that there are only \( K \) distinct \( e^\text{enc}_i \) event type embeddings, which (in a slight abuse of notation) are indexed in (7) over time using the subscript \( i \).

3. Replacing Attention with a Kernel

Below we describe the proposed \textit{sigmoid gated kernel} and explain the way in which we use it as a replacement for the attention mechanism in existing architectures (Zuo et al., 2020; Zhang et al., 2020).

3.1. Self Attention via the Triggering Function

We start by noting the similarity between the weights of the previous events for the attention mechanism in (2) obtained via \( f(\cdot, \cdot) \), and the the triggering kernel \( \phi_{k,k}(\cdot) \) in (3), for a conventional Hawkes process. Note that the triggering kernel \( \phi_{k,k}(\cdot) \) captures the extent of the influence of past events, for \( t_i < t \), on the (future) event at time \( t \). Similarly, \( f(x_j, x_i) \) captures the influence of a past event \( x_i \) on the future event \( x_j \), by proxy, leveraging representations \( x_i \) and \( x_j \), for which we have \( x_i = t^\text{enc}_i + e^\text{enc}_i \), that encodes both temporal and event type information (Zhang et al., 2020). A significant difference is that in the standard Hawkes process, a triggering kernel is specified for each event-type pairwise combination, whereas in models based on the self-attention mechanism, such information is encapsulated in the event type embedding via (7). Alternatively, we propose to directly learn a flexible triggering kernel combinations for event types while still considering latent representations for the events in the history of events.

We now define the historical representation for the \( j \)-th event
in the sequence as follows

$$h_j = \sum_{i \leq j} q_{ki} k_{ij}(|t_i - t_j|) x_i,$$

(8)

where $q_{ki} k_{ij}()$ is a triggering kernel like in the standard Hawkes processes defined in (3), one for each pair of event type combinations, and $x_i$ is the embedding of the $i$-th event obtained as the concatenation of the event type and temporal embeddings, $x_i = [e_i^{\text{enc}} | t_i^{\text{enc}} | u_i^{\text{enc}}]$. Note that $i$ we concatenate the embeddings unlike $x_t = t_i^{\text{enc}} + e_i^{\text{enc}}$ in Zhang et al. (2020) to decouple the contribution of temporal and event type embeddings; $ii$ in situations when longitudinal covariates are available, they can be readily incorporated as $x_i = [e_i^{\text{enc}} | t_i^{\text{enc}} | u_i^{\text{enc}}]$, where $u_i^{\text{enc}}$ is the representation for the covariates at time $t_i$ (see Experiments for an example and Appendix B for details); and $iii$ in (8) we need not to normalize the weights as in (4) because in (8), $h_j$ is meant to represent the aggregated, historical intensity rather than the average historical embedding.

Though for large values of $K$ it may seem inefficient to specify a triggering kernel for each combination, (8) allows for the behavior of each event type combination to be modeled separately over time, unlike implicitly done so in attention-based approaches. Below we will show that kernels for all event type combinations can be obtained efficiently by specifying a flexible kernel whose parameters are set and learned separately for each event type combination.

### 3.2. Flexible Kernel with Decay and Gating Effects

A natural choice for estimating a triggering function with a decaying effect over time is the squared exponential kernel, i.e., the radial basis function (RBF), which is widely used in machine learning applications such as kernel machines (Hearst et al., 1998) and Gaussian processes (Rasmussen & Williams, 2005). Instead, we consider using the rational quadratic (RQ) kernel since it is a mixture of infinitely many squared exponential kernels, thus in principle, a more flexible yet easy to compute generalization of the squared exponential kernel (Rasmussen & Williams, 2005). For a one dimensional process (with a single event type), the rational quadratic kernel is defined as follows

$$k(d) = \sigma^2 \left(1 + \frac{d^2}{2\alpha\ell^2}\right)^{-\alpha},$$

(9)

where $\alpha > 0$ and $\ell > 0$ control the decay behavior, $\sigma$ is the scaling parameter, and $d$ is a pairwise distance function, e.g., $d = |t_i - t_j|$ in (8).

The rational quadratic function is suitable to capture mono-tonically decaying effects, which are fairly standard in Hawkes processes. However, underlying triggering kernels in real-world point processes can be often more complex. As a particular example illustrated in Figure 1, consider a situation where the effect of a past event on the current event ($t = 2$) does not decrease as the difference between event times grows but rather exhibits a localized behavior (at $t = 6$) in which the effect is maximized at certain time difference (larger than zero). Such local effect is not possible to capture with regular decaying functions. To capture these local effects, we multiply the rational quadratic kernel with a sigmoid gate function, thus allowing the resulting kernel to capture both decay and local triggering effects. The proposed triggering kernel is then

$$q(d; \theta) = \sigma^2 \left(1 + \frac{d}{2\alpha\ell^2}\right)^{-\alpha} \left(1 + e^{p-d} - s\right),$$

(10)

where the first term is the rational quadratic kernel defined in (9), the second term is the generalized logistic function (Gupta & Kundu, 2010), and $\theta = \{\sigma, \alpha, \ell, p, s\}$. We modify the sigmoid function by adding the parameters $p > 0$ and $s > 0$, which denote the location and rate of the change, respectively. As $p$ changes, the change-point moves across time, while $s$ controls the spread of the change. Moreover, $\ell$ and $\alpha$ still control the decay while $\sigma^2$ is now the scaling parameter of the whole function. Figure 2 illustrates the behavior of (10) for different parameters choices and how the kernel flexibly models different triggering functions.
3.3. Efficient Learning of Event Type Kernel Pairs

Provided the triggering kernel function being able to capture decay and local effects as defined above in (10), we can proceed to generalize it for the multivariate (multi-event) process. Inconveniently, the number of parameters for the triggering kernels scales quadratically with the number of unique event types, \( K \), which may render the modeling prohibitive even for moderately large \( K \). Specifically kernel parameters scale with \( \mathcal{O}(PK^2) \), where \( P \) is the number of free parameters for the triggering kernel, i.e., \( |\theta| = 5 \) in the proposed approach according to (10). For efficiency purposes, we estimate these parameters with feed-forward networks whose input is the concatenation of type embeddings as follows

\[
\theta_{v|u} = g(e^\text{enc}_{v|u}),
\]

where \( e^\text{enc}_{v} = [e^\text{enc}_v | e^\text{enc}_u] \) is the concatenation of embeddings for event types \( v \) and \( u \), and \( g(\cdot) \) is specified as a collection of individual fully connected networks via

\[
r_{v|u} = \text{softplus}(W^T e^\text{enc}_{v|u} + b_r),
\]

where \( r_{v|u} \) is a component of \( \theta \) and \( r = \{\sigma, \alpha, \ell, p, s\} \). The mapping in (12) indicates that each parameter in \( \theta \) has a corresponding weight vector \( W_r \in \mathbb{R}^D \) and bias \( b_r \in \mathbb{R} \). As a result, kernel parameters scale linearly with \( P \) and \( D \), i.e., \( \mathcal{O}(PD) \), thus effectively removing their dependency on \( K \). Further, the non-negativity of the parameters is ensured by the softplus activation function. Note that one could also specify a single multilayer network for all parameters, however, in practice we found it more computational expensive but without substantial performance benefits.

4. Predicting for Next Event in the Sequence

The proposed model characterizes the underlying distribution of the point process by learning (temporal and event type) embeddings and the triggering kernels during the encoding stage. This allows for added flexibility in the decoder architecture. Specifically, by directly emphasizing on the prediction of next event (arrival) times and types during the decoding stage, we can encourage the predictive ability of the model. Further, we introduce stochasticity into the decoder to increase the variation (uncertainty) in the predictions and thus being able to approximate the predictive conditional distribution function for the arrival times.

4.1. Arrival Time Prediction

Given the historical embeddings for each time step, we can focus on predicting the next arrival time at each step. A straightforward way of obtaining arrival time predictions is to use a neural network whose input is the historical representation. We define such a feed-forward neural network as follows

\[
\hat{p}_{j+1} = \text{softplus}(W^T h_j + b_t),
\]

where \( h_j \) is the encoded history vector defined in (8), \( W_t \in \mathbb{R}^D \) and \( b_t \in \mathbb{R} \) are the weight and bias of the feed-forward network, respectively. Note that \( \hat{p}_{j+1} \) stands for the arrival time prediction corresponding to event \( j + 1 \), and that we use the information (history representation) we have up to event \( j \) to predict the arrival time for the next time step \( j + 1 \). The softplus activation is added to the output layer to ensure the arrival time predictions stay non-negative.

Adding Stochasticity to Predictions As previously leveraged for generative models with adversarial learning (Goodfellow et al., 2014) (Mirza & Osindero, 2014), we introduce stochasticity into our arrival time prediction by sampling noise vectors from an easy to sample distribution and adding them to the history representations. Specifically, the stochastic layer samples noise vectors of size \( |h_j| \) from a uniform distribution. Each noise vector is passed through a linear layer before being added to \( h_j \), i.e.,

\[
\hat{p}_{j+1} = \text{softplus}(W_t(W_h h_j + W_n n_m) + b_t),
\]

where \( n_m \sim U_{[0,1]} \) is a sample from a uniform distribution, and \( W_h \) and \( W_n \) are specified accordingly to (13). The collection of \( M \) samples \( \{\hat{p}_{j+1|m}\}_{m=1}^{M} \) can be thought as implicitly sampled from the desired predicted conditional distribution, i.e.,

\[
\hat{p}_{j+1 m} = \hat{p}(\hat{p}_{j+1 | h_j}).
\]

Since the loss function (defined below) takes the predictions from all of these samples and updates the parameters of the model based on all of them, we are in principle able to approximate the conditional distribution of the arrival times. In practice, if distributional predictions are not a priority, we can simply summarize the \( M \)-sample empirical distributions with sample characteristics such as mean, median or standard deviation. In the experiments, we use the sample mean as our final prediction for the arrival times.

4.2. Event Type Prediction

For multivariate event sequences, predicting the next event type is as important as predicting the arrival times. Unlike the models that use conditional intensity values of each event type, we can specify another feed-forward network that uses the history vectors as input to predict the event types directly. The event prediction is probabilistically defined as follows

\[
p(\hat{e}_{j+1 | h_j}) = \text{softmax}(W_e h_j + b_e),
\]

where \( W_e \in \mathbb{R}^{K \times D} \) and \( b_e \in \mathbb{R}^K \) are the weights and the bias of the feed-forward network, \( h_j \) is the historical representation of event \( j \) defined in (8), and \( \hat{e}_{j+1} = \arg\max p(\hat{e}_{j+1 | h_j}) \in (0,1)^K \), i.e., the output of the softmax function produces event type probabilities that can be converted into predicted event types for time \( j + 1 \).
Flexible Triggering Kernels for Hawkes Process Modeling

4.3. Loss Function

We estimate the underlying distribution of the point process by learning the embeddings and triggering kernels, and use the next arrival times and event type as the target for the objective function. In addition to emphasize predictive ability, this allows us to avoid the integral approximations traditionally used in intensity-based decoders. (Zhang et al., 2020; Zuo et al., 2020; Shchur et al., 2020).

Since the decoders in (14) and (15) predict both the arrival times and event types, we ought to specify two different loss functions to train the model. Specifically, we use the ℓ1 loss for the arrival times and the cross-entropy loss for the event types. The complete loss is defined for the prediction of the next event at each observed timestamp as

\[
L(S_n, \Phi) = \sum_j \left( \tilde{t}^{\text{pred}}_{j+1} - t_{j+1} + \sum_{k=1}^K y_{k,j+1} \log(p_{k,j+1}) \right),
\]

where \( \tilde{t}^{\text{pred}}_{j+1} \) is a sample summary from (14), \( p_{k,j+1} \) is the \( k \)-th element of \( p^{\text{pred}}_{j+1} = h_{j} \) from (15) and \( y_{k,j+1} \) is the ground truth indicator of whether time \( j + 1 \) is of event type \( k \). Moreover, \( S_n \) indicates that the loss is for a single event. \( \Phi \) represents the set of all the parameters needed to be learned for the model. Precisely, the parameters of (i) the triggering kernel parameter estimator in (11); (ii) the arrival time and event time predictors in (14) and (15), respectively; (iii) the scaling parameters of the temporal embeddings in (6); and (iv) the event type embeddings in (7). Finally, for the minimization problem we use the ADAM (Kingma & Ba, 2015), provided it has proven to be computational efficient while requiring little parameter tuning compared to alternative algorithms.

5. Experiments

We present results on various synthetic and real-world datasets to compare the proposed sigmoid gated Hawkes process (SGHP) model against state-of-the-art Hawkes process models. Source code in Pytorch is available at https://github.com/yamacisik/gated_kernel_tpp.

5.1. Baseline Models

We consider two attention-based Hawkes process models (Zhang et al., 2020; Zuo et al., 2020) and an RNN-based log-normal mixture decoder model (Shchur et al., 2020). Further, we introduce a fourth baseline, namely, an attention-based log-normal mixture model, by replacing the RNN encoder in the original log-normal model with an attention encoder. We briefly describe the baseline models below.

Self Attentive Hawkes Process (SAHP): An attention-based model that uses multiple layers of multi-headed attention to model the intensity function based on historical embeddings. Zhang et al. (2020) introduced time-shifted positional embeddings to inject information on event time differences in addition to event temporal position. They learn the intensity function of the event sequence via maximum likelihood while using Monte Carlo sampling to approximate the cumulative intensity function.

Transformer Hawkes Process (THP): The model by Zuo et al. (2020) is a variant of an attention-based approach similar to SAHP. In addition to model the log-likelihood of the intensity function, they incorporate event time and type prediction losses for the training of their model. Like the SAHP model, the intensity function is a non-linear transformation of the base intensity with additive decay, thus the triggering kernels are not directly modeled.

Log-Normal Mixture Model (LMM): The log-normal mixture model (Shchur et al., 2020) is an intensity-free approach that models the conditional probability distribution of arrival time with a log-normal mixture model. The model uses an RNN to encode the history representations and the log-likelihood of the conditional event probabilities as their loss function, thus avoiding Monte Carlo sampling. However, to obtain the intensity function, they still need to approximate the integral of the cumulative distribution function.

LMM with Attention (LMMA): We replace the RNN decoding of the log-normal mixture model with an attention mechanism proposed in the SAHP model. This simple extension of LMM is introduced here to understand the performance of attention models with an intensity-free formulation. This is conceptually similar to our approach in that we summarize histories leveraging ideas from attention, but unlike other attention models, arrival event times and event types are predicted without the need to directly estimate the cumulative intensity function.

5.2. Datasets

We use a synthetic dataset sampled from a 2D Hawkes process and three real-word datasets previously used by the baseline models. Further, we consider a COVID-19 inpatient dataset collected at our Institution. Table 7 in the Appendix presents summary statistics for these datasets. With the exception of the COVID-19 dataset, all real-world datasets are publicly available (https://drive.google.com/drive/folders/1OB1Mcns6qvnk248Mcn2btvB99p5Dtp6).

2D Hawkes (HP): We use the same 2D Hawkes dataset used by in the SAHP (Zhang et al., 2020). For reproducibility, we resampled the dataset from the tick library with a fixed random seed. Appendix A provides details on the triggering kernels and the baseline intensities used for the synthetic dataset.
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6. Results

6.1. Capturing Triggering Kernels

We present the estimated kernels for all the models against the ground-truth triggering functions for the synthetic data and compare the goodness-of-fit to the underlying distribution. Since our approach learns the parameters for each triggering kernel, we can plot the estimation directly as a function of time. For the attention-based models, we use the attention scores for each time difference observed in the data as proxy. We further split these scores across event type pairings. Moreover, to reduce the fluctuations in the attention-based scores, we pass them through a moving average filter where we take mean scores over a small time window \( t = 0.5 \). Figure 3 shows the estimates for all models. As expected, the proposed gated kernel (SGHP) is the best match for all of the underlying triggering kernel pairings. Importantly, unlike the other models, it can accommodate to different event type pairings and capture both decaying and local effects.

6.2. Sequence Prediction

Predicting the next event arrival time is a key objective when modeling event sequences. To capture the ability all models have to learn from the sequential event information, we report the event type and event time prediction results for the last observed event in each sequence. Specifically, we report (micro) F1 scores for event types, except for the COVID data for which a high class imbalance is observed, i.e., \( 4\% \) mortality. Instead, results for mortality prediction are provided below using average precision score as performance metric. For event arrival times, we report the mean squared error (RMSE). Tables 1 and 2 show RMSE and F1 scores, respectively, for the last event predictions in the test sets of all datasets and models being evaluated. In terms of RMSE, the proposed SGHP consistently outperforms the other approaches, while in terms of event type prediction, SGHP outperforms the others on the HP and RT datasets and delivers competitive results on MMC and SOF. Interestingly the best performing event type prediction model in MMC is LMMA, which is also introduced in this paper.

| Dataset | LMM | LMMA | THP | SAHP | SGHP |
|---------|-----|------|-----|------|------|
| HP      | 2.25| 2.23 | 2.42| 2.29 | **2.11** |
| MMC     | 0.88| 0.80 | 0.859| 0.821| **0.79** |
| SOF     | 1.46| 1.49 | 1.66| 1.55 | **1.30** |
| RT      | 0.61| 0.64 | 0.18| 0.12 | **0.08** |
| COVID   | 341.5| 356.1| 374.1| 383.2| **332.2** |

Table 1. RMSE for last event arrival time prediction.
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Table 2. Micro F1 score for last event type prediction.

| Dataset | LMM | LMMA | THP | SAHP | SGHP |
|---------|-----|------|-----|------|------|
| HP      | 0.573 | 0.550 | 0.575 | 0.585 | **0.610** |
| MMC     | 0.892 | **0.900** | 0.877 | 0.646 | 0.810 |
| SOF     | 0.384 | 0.375 | **0.411** | 0.242 | 0.389 |
| RT      | 0.544 | 0.528 | 0.539 | 0.531 | **0.605** |

6.3. Mortality Predictions for Covid-19 Patients

Complementing the real-world datasets in Table 2, we also seek to test the proposed model in a more realistic healthcare setting. Specifically, we compare models in terms of their ability to predict patient mortality. We treat the mortality prediction as a binary problem, e.g., death vs. survival. Since there is a significant class imbalance, we report the average precision score (APS) as opposed to F1 or area under the receiving operating characteristic (see Appendix for these). Moreover, we incorporate patient vitals as longitudinal covariates as a means to showcase that the model can readily process covariate information. Existing approaches do not consider covariates, but we have incorporated them as embeddings as described in Appendix B for fair comparison.

Table 3 shows mortality prediction results on both variations of the COVID data (with and without vitals). Without covariates, SGHP delivers average performance while it outperforms the other approaches when longitudinal covariates (vitals) are included.

Table 3. APS results for mortality prediction on COVID data with and without patient vitals (COVID+v).

| Dataset | LMM | LMMA | THP | SAHP | SGHP |
|---------|-----|------|-----|------|------|
| COVID   | **0.18** | 0.16 | 0.07 | 0.004 | 0.12 |
| COVID+v | 0.12 | 0.21 | 0.1  | 0.005 | **0.22** |

6.4. Model Complexity

RNN-based and attention-based encoders tend to suffer from high complexity and memory requirements due to the large number of parameters that need to be estimated. Table 4 reports the total number of estimated parameters (in thousands) for each model across all the data sets. Note that all datasets use the same model architectures. We see that our model often requires a significantly smaller number of parameters for all prediction tasks, while delivering comparable or superior performance on both arrival times and event type prediction.

Table 4. Total number of learned parameters (in thousands).

| Dataset | LMM | LMMA | THP | SAHP | SGHP |
|---------|-----|------|-----|------|------|
| HP      | 17.2 | 17.2 | 25.3 | 4.1  | **2.7** |
| MMC     | 17.8 | 19.6 | 189 | 6.5  | **4.2** |
| SOF     | 15.7 | 17.8 | 1595 | 4.8  | **3.7** |
| RT      | 14.8 | 17.2 | 41.7 | 4.2  | **2.4** |
| COVID   | 14.9 | 17.3 | 23.7 | 4.2  | **3.8** |
| Average | 16.9 | 17.8 | 417.8 | 4.8  | **3.1** |

6.5. Kernels Interpretation for COVID Data

Our model learns a triggering kernel for each event type pairing. This allows one to interpret the results in terms of intensity functions. Specifically, we report the likelihood of being admitted to ICU and mortality after observing that a patient is admitted to the ED, ICU, or a step-down unit. Figure 4 shows the learned triggering kernels for some of these possible transitions. As expected, the likelihood of mortality is by far sharper for patients already admitted to the ICU, relative to patients in ED beds or step-down units. Moreover, the likelihood of being admitted to the ICU is much higher for patients originating from a step-down unit.

7. Conclusion

We introduced a flexible, efficient, and interpretable approach for modeling Hawkes processes with an encoder-decoder structure. Our approach replaced the complex and more difficult to interpret attention mechanism with directly learning the underlying triggering kernels of the point processes. The proposed encoder uniquely combines a regular decaying kernel with a sigmoid gate, thus allowing it to capture a wide range of triggering functions otherwise not possible with other attention-based approaches. We further generalized our method for the multivariate Hawkes process and incorporated longitudinal covariates into the temporal process characterization. Finally, the experiments demonstrated that the proposed approach is superior to state-of-art methods in terms of predictive and computational performance, interpretation of the kernels learned from data.
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A. Synthetic Data Set

Below we provide the formulation for each triggering function in the synthetic dataset. The baseline intensities are $\mu_1 = 0.1$ and $\mu_2 = 0.2$. There are three regular decaying kernels and a sinusoidal kernel with a local effect. Figure 5 illustrates each triggering kernel.

$$\phi_{11}(t) = 0.2 \times t(0.5 + t)^{-1.3}$$
$$\phi_{12}(t) = 0.03 \times e^{-0.3t}$$
$$\phi_{12}(t) = 0.05 \times e^{-0.2t} + 0.16 \times e^{-0.8t}$$
$$\phi_{22}(t) = \max\left(0, \sin(t)/8\right) \text{ for } 0 \leq t \leq 4$$

Figure 5. The triggering functions for all event type combinations of the synthetic dataset with their formulas.

B. Incorporating Longitudinal Covariates

We generalize the input vector to include the addition of longitudinal covariates. In order to inject the information from the covariates, we create a linear transformation that outputs a covariate embedding $u_{i,\text{enc}}$ of dimensionality $D$, consistent with the dimension of the temporal and event type embeddings. We modify the concatenated embedding vector as follows

$$x_i = [e_{i,\text{enc}} | t_{i,\text{enc}} | u_{i,\text{enc}}],$$

where $u_{i,\text{enc}}$ follows from

$$u_{i,\text{enc}} = W_u z_i + b_u,$$

Where $z_i$ is the vector of covariates for and event at time $t_i$, $W_u$ and $b_u$ are weights and the bias of the linear layer, respectively. This structure can be generalized to all encoder based models, and is used for the COVID-19 prediction results with patient vitals.

C. Additional Results

Tables 5 and 6 present additional results for event type and mortality predictions on the COVID-19 dataset, namely area under the receiving operating characteristic (AUROC) and F1 scores, respectively. In addition Figure 6 shows the ROC and Precision-Recall Curves for the same task.

| Dataset   | LMM  | LMMA | THP  | SAHP | SGHP |
|-----------|------|------|------|------|------|
| COVID     | 0.752| 0.801| 0.450| 0.448| 0.800|
| COVID+v   | 0.790| 0.880| 0.745| 0.482| 0.840|

Table 5. AUROC results for mortality prediction on COVID data with and without patient vitals (COVID+v).

| Dataset   | LMM  | LMMA | THP  | SAHP | SGHP |
|-----------|------|------|------|------|------|
| COVID     | 0.901| 0.888| 0.932| 0.762| 0.888|
| COVID+v   | 0.886| 0.901| 0.921| 0.793| 0.893|

Table 6. F1 results for last event type prediction for the COVID data with and without patient vitals (COVID+v).
Figure 6. ROC and Precision-Recall Curves for Mortality Prediction.

D. Dataset Statistics

Table 7 presents additional information on the data sets, such as the number of unique events, mean sequence lengths, the total number of sequences, and covariates.

| Dataset | Number of Types | Mean Seq. Length | Number of Sequences | Number of Covariates |
|---------|-----------------|------------------|---------------------|----------------------|
| HP      | 2               | 150              | 4000                | -                    |
| MMC     | 75              | 4                | 650                 | -                    |
| SOF     | 22              | 250              | 6633                | -                    |
| RT      | 3               | 109              | 24000               | -                    |
| COVID   | 5               | 4                | 4112                | -                    |
| COVID+v | 5               | 4                | 4112                | 5                    |