Graphs with at most two moplexes
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A moplex is a natural graph structure that arises when lifting Dirac’s classical theorem from chordal graphs to general graphs. The notion is known to be closely related to lexicographic searches in graphs as well as to asteroidal triples, and has been applied in several algorithms related to graph classes such as interval graphs, claw-free, and diamond-free graphs. However, while every non-complete graph has at least two moplexes, little is known about structural properties of graphs with a bounded number of moplexes. The
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study of these graphs is, in part, motivated by the parallel between moplexes in general graphs and simplicial modules in chordal graphs: unlike in the moplex setting, properties of chordal graphs with a bounded number of simplicial modules are well understood. For instance, chordal graphs having at most two simplicial modules are interval.

In this work we initiate an investigation of $k$-moplex graphs, which are defined as graphs containing at most $k$ moplexes. Of particular interest is the smallest nontrivial case $k = 2$, which forms a counterpart to the class of interval graphs. As our main structural result, we show that, when restricted to connected graphs, the class of 2-moplex graphs is sandwiched between the classes of proper interval graphs and cocomparability graphs; moreover, both inclusions are tight for hereditary classes. From a complexity theoretic viewpoint, this leads to the natural question of whether the presence of at most two moplexes guarantees a sufficient amount of structure to efficiently solve problems that are known to be intractable on cocomparability graphs, but not on proper interval graphs. We develop new reductions that answer this question negatively for two prominent problems fitting this profile, namely Graph Isomorphism and Max-Cut. On the other hand, we prove that every connected 2-moplex graph contains a Hamiltonian path, generalising the same property of connected proper interval graphs. Furthermore, for graphs with a higher number of moplexes, we lift the previously known result that graphs without asteroidal triples have at most two moplexes to the more general setting of larger asteroidal sets.

1 Introduction

The fundamental class of chordal graphs, i.e. graphs where every cycle of length at least four has a chord, has been extensively studied in the literature. A celebrated result by Dirac states that every non-complete chordal graph has at least two non-adjacent simplicial vertices [31]. Equivalently, every non-complete chordal graph contains at least two simplicial modules, that is, maximal clique modules containing a simplicial vertex [24, 56]. Moreover, since simplicial modules are present in every chordal graph, one could classify chordal graphs into “slices” based on how many simplicial modules they have—for instance, it is easy to observe that every chordal graph with at most two simplicial modules is an interval graph (due to a well-known connection between simplicial modules and the leafage of chordal graphs and a characterisation of interval graphs via leafage [48]).

On the other hand, there are many general graphs that do not contain any simplicial vertices, and attempting to use simplicial modules to slice up the class of all graphs in a similar manner would not be meaningful. But while simplicial modules do not have the same fundamental role in general graphs as in chordal graphs, the notion of
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moplexes introduced by Berry and Bordat [8] promises to hold precisely that role. In particular, a moplex is an inclusion-maximal set of vertices such that (1) they form a clique, (2) they form a module, and (3) their neighbourhood, if non-empty, is a minimal separator, and Berry and Bordat lifted Dirac’s theorem to general graphs by showing that every non-complete graph has at least two non-adjacent moplexes [8]. Subsequent works have pointed to connections between moplexes and asteroidal triples [9,51] as well as lexicographic searches [10,25,58,62].

Moplexes have also been used in various algorithms, e.g., for computing a minimal completion to an interval graph [54], for computing minimal triangulations of claw-free graphs [14], and for recognising diamond-free graphs without induced cycles of length at least five [12].

But in spite of these fundamental connections and useful applications, the interconnection between structural properties of graphs and their moplexes is still not well understood. In this work we initiate an investigation into what happens if one uses moplexes to slice up the class of general graphs. Do graphs containing a bounded number of moplexes have useful structural or algorithmic properties? And if chordal graphs with at most two simplicial modules form a natural subclass of the fundamental class of interval graphs, what can we say about graphs with at most two moplexes?

For a positive integer $k$, a $k$-moplex graph is a graph that contains at most $k$ moplexes, and, moreover, we let the moplex number of a graph be the number of moplexes it contains. Our first, introductory, result provides a link between the moplex number and the asteroidal number of a graph [28,37], generalising an earlier result of Berry and Bordat for graphs with at most two moplexes [9].

**Theorem 1.1.** The asteroidal number of a graph is a lower bound on its moplex number.

Theorem 1.1 immediately implies that the nice algorithmic features of graphs with bounded asteroidal number also hold for graphs with a bounded number of moplexes. This includes polynomial-time algorithms for various algorithmic problems [23,32,42,43], existence of a spanning tree approximating vertex distances up to a constant additive term [37], a constant factor approximation algorithm for treewidth [21], and an upper bound on the treewidth in terms of the maximum degree [18]. We remark that while computing the asteroidal number of a graph is NP-hard [36], the moplex number of a graph is polynomial-time computable [9].

A graph class is hereditary if it is closed under vertex deletion. The class of 1-moplex graphs is hereditary, but not of particular interest, as it is precisely the class of complete graphs. However, as one can verify using the family of paths, the class of $k$-moplex graphs is not hereditary for any $k \geq 2$. This makes understanding the structure of $k$-moplex graphs significantly more challenging: in fact, even the structure of 2-moplex graphs is not yet fully understood. Berry and Bordat [9] showed that 2-moplex graphs are AT-free and that all connected induced subgraphs of a graph $G$ are 2-moplex if and only if $G$ is a proper interval graph. We strengthen the former result and complement the
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1Precise definitions are provided in Section 2.
latter by proving further results relating the class of 2-moplex graphs to the hierarchy of hereditary graph classes. More precisely, any graph class $G$ can be naturally mapped to the following two hereditary graph classes, one contained in $G$ and one containing $G$:

(i) the class $G^-$ of graphs all of whose induced subgraphs belong to $G$, or, equivalently, the largest hereditary graph class contained in $G$, and

(ii) the class $G^+$ of all induced subgraphs of graphs in $G$, or, equivalently, the smallest hereditary graph class containing $G$.

Furthermore, if the graph class $G$ is not closed under disjoint union (as is the case for the class of 2-moplex graphs), it is also natural to consider the class $G_c$ of all graphs $G$ such that every connected component of $G$ belongs to $G$ and the corresponding two hereditary graph classes, one contained in $G_c$ and one containing $G_c$:

(iii) the class $G^-_c$ of graphs all of whose induced subgraphs belong to $G_c$, and

(iv) the class $G^+_c$ of all induced subgraphs of graphs in $G_c$.

As previously mentioned, when $G$ is the class of 2-moplex graphs, a result of Berry and Bordat shows that the corresponding class from (iii) is the class of proper interval graphs.

We determine the remaining three hereditary classes related to 2-moplex graphs. We show that the corresponding class from (i) is the class of cochain graphs, while the classes from (ii) and (iv) both coincide with the class of cocomparability graphs. In particular, we prove the following two results.

**Theorem 1.2.** Let $G$ be a graph. Then, every induced subgraph of $G$ is a 2-moplex graph if and only if $G$ is a cochain graph.

**Theorem 1.3.** The smallest hereditary graph class containing the class of 2-moplex graphs is the class of cocomparability graphs.

We then consider the question of whether the structure of 2-moplex graphs can be used to develop efficient algorithms for problems that are known to be intractable on cocomparability graphs, but not on proper interval graphs. We develop reductions showing that this is not the case for two prominent examples of such problems, namely **Max-Cut** and **Graph Isomorphism**, both of which remain as hard on 2-moplex graphs as they are on cocomparability graphs. For proper interval graphs, the complexity of **Max-Cut** is still open, while **Graph Isomorphism** is solvable in linear time [50].

**Theorem 1.4.** **Max-Cut** is **NP**-complete on cobipartite 2-moplex graphs.

**Theorem 1.5.** **Graph Isomorphism** is **GI**-complete on cobipartite 2-moplex graphs.

**Theorems 1.4** and **1.5** provide some indication that the class of 2-moplex graphs is a significant generalisation of the class of connected proper interval graphs. Nevertheless, as our final result we show that 2-moplex graphs share the well-known structural property of proper interval graphs that connectedness is a sufficient condition for the existence of a Hamiltonian path [15].
Theorem 1.6. Every connected 2-moplex graph has a Hamiltonian path.

Theorem 1.6 resolves a conjecture from the preliminary version of this paper [29]. The proof of this theorem is an interplay between properties of the class of cocomparability graphs, the Lexicographic Depth First Search algorithm, and the concept of avoidable vertices (also known as OCF-vertices) [4,20,52].

2 Preliminaries

All graphs in this paper are finite, undirected, and simple. We assume familiarity with basic concepts in graph theory as used, e.g., by West [61]. We denote the vertex set and the edge set of a graph $G$ by $V(G)$ and $E(G)$, respectively. The closed and open neighbourhoods of a vertex $v$ in $G$ are denoted as $N[v]$ and $N(v)$, respectively. These concepts are naturally extended to sets $X \subseteq V(G)$ so that $N[X]$ is defined as the union of all closed neighbourhoods of vertices in $X$, and $N(X)$ is defined as the set $N[X] \setminus X$. A clique in $G$ is a set of pairwise adjacent vertices. An independent set is a set of pairwise non-adjacent vertices. The independence number of $G$ is the maximum size of an independent set in $G$. A (connected) component of a graph is a maximal connected subgraph. We sometimes identify components of a graph with their vertex sets. Given two vertex sets $A$ and $B$ in $G$, we say that $A$ dominates $B$ if every vertex in $B$ has a neighbour in $A$.

A cut-vertex in a graph is a vertex whose deletion increases the number of connected components. For a graph $G$ and $S \subseteq V(G)$, let $G - S$ be the subgraph of $G$ induced by $V - S$; if $S = \{v\}$ then we use $G - v$ as shorthand for $G - \{v\}$. For two vertices $u,v \in V(G)$, a set $S \subseteq V(G) \setminus \{u,v\}$ is a $u,v$-separator if $u$ and $v$ belong to different components of $G - S$, and it is a minimal $u,v$-separator if additionally no proper subset of $S$ is a $u,v$-separator. A $u,v$-separator $S$ is minimal if and only if the two components of $G - S$ containing $u$ and $v$ are $S$-full, that is, these components dominate $S$. A minimal separator is a minimal $u,v$-separator for two non-adjacent vertices $u$ and $v$.

Given two graphs $G$ and $H$, we say that $G$ is $H$-free if no induced subgraph of $G$ is isomorphic to $H$. A star is a connected graph where all edges are incident to one vertex, and the claw is the star on 4 vertices. We denote by $3K_1$ the edgeless graph with three vertices, and, for $k \geq 3$, by $C_k$ the cycle of length $k$. A graph is chordal if it does not contain any induced cycle of length greater than 3.

Besides the class of chordal graphs, several other hereditary graph classes play an important role in our study. A graph $G$ is cobipartite if its complement is bipartite, that is, if the vertex set of $G$ can be partitioned into two cliques. Furthermore, $G$ is said to be a cochain graph if we can write $V(G) = X \cup Y$ where $X$ and $Y$ are disjoint cliques with $X = \{x_1, \ldots, x_k\}$ such that $N[x_i] \subseteq N[x_j]$ for all $1 \leq i < j \leq k$. A graph $G$ is an interval graph if it has an interval representation, that is, if its vertices can be put in a one-to-one correspondence with a family of closed intervals on the real line such that two distinct vertices are adjacent if and only if the corresponding intervals intersect. If $G$ has an interval representation in which no interval contains another interval, then $G$ is
said to be a proper interval graph. A vertex set $A$ in a graph $G$ is an asteroidal set if for each $a \in A$, the vertices in $A \setminus \{a\}$ are all contained in a single connected component of $G - N[a]$ [60]. Asteroidal sets of cardinality three are called asteroidal triples, and graphs not containing any asteroidal triples are called AT-free. A prominent subclass of AT-free graphs is the class of cocomparability graphs, which are graphs whose complements allow for a transitive orientation of their edges.

Roberts proved that proper interval graphs are exactly the claw-free interval graphs [55] (see also [19, 33]). This result, together with the characterisation of interval graphs due to Lekkerkerker and Boland stating that interval graphs are exactly the AT-free chordal graphs [47], implies the following result.

**Theorem 2.1.** A graph $G$ is a proper interval graph if and only if $G$ is a claw-free AT-free chordal graph.

Let us introduce some notation for orderings of the vertex set of a graph. A (vertex) ordering of a graph $G$ is a total order on its vertex set. Given an ordering $\sigma$ of a graph $G$ and two distinct vertices $x$ and $y$, we write $x <_\sigma y$ if $x$ precedes $y$ in $\sigma$. Three vertices $x <_\sigma y <_\sigma z$ of $G$ with $xy \notin E(G)$, $yz \notin E(G)$, and $xz \in E(G)$ are said to form an umbrella in $\sigma$. An ordering is umbrella-free if no three vertices form an umbrella in it. As shown by Kratsch and Stewart [44], the existence of an umbrella-free ordering characterises cocomparability graphs.

**Theorem 2.2 (Kratsch and Stewart [44]).** A graph $G$ is a cocomparability graph if and only if it has an umbrella-free ordering.

For further background on graph classes, we refer to [22].

A vertex is simplicial if its neighbourhood forms a clique. A vertex set $M$ is a module if each vertex $v \in V(G) \setminus M$ is either adjacent to every vertex in $M$ or not adjacent to any vertex in $M$. A clique module is a module that is a clique. A simplicial module is an inclusion-maximal clique module containing a simplicial vertex. Note that all vertices in a simplicial module are simplicial.

Let $v$ be a vertex in a graph $G$. An extension of $v$ in $G$ is an induced $P_3$ in $G$ having $v$ as midpoint. A vertex $v$ is avoidable in $G$ if every extension of $v$ is contained in an induced cycle. Note that every simplicial vertex is avoidable, and a vertex in a chordal graph is avoidable if and only if it is simplicial. The concept of avoidable vertices goes back to the work of Ohtsuki, Cheung, and Fujisawa [52], who proved that every graph has an avoidable vertex. Vertices having this property were later dubbed OCF-vertices [6, 7, 11, 35, 63], and very recently the notion has reemerged under the name of avoidable vertices [4, 20].

We conclude our preliminaries with a formal definition of moplexes, another strengthening of avoidable vertices, which play a central role in this paper. For purely technical reasons we use the definition from [51], which extends the one in [8] so that the vertex set of any complete graph is also a moplex (see also [13, 62]). An illustration of the notions of moplexes and avoidable vertices is provided in Figure 1.
Definition 2.3. A moplex in a graph $G$ is an inclusion-maximal clique module $X \subseteq V(G)$ such that $N(X)$ is either empty or a minimal separator in $G$. A moplex $X$ is simplicial if $N(X)$ is a clique. A vertex is moplicial if it belongs to a moplex.

Figure 1: A graph with exactly two moplexes (circled in orange) containing an avoidable vertex (the green diamond) that is neither moplicial nor simplicial.

Note that if $X$ is a moplex in a graph $G$, then the graph $G - N[X]$ contains an $N(X)$-full component. Using such a component, it can be shown that every extension of a vertex $v \in X$ is contained in an induced cycle in $G$. This leads to the following observation (as noted already in [5], and perhaps earlier).

Observation 2.4. Every moplicial vertex in a graph is avoidable.

We use this observation frequently in the paper (without explicit reference).

3 Structural properties

In this section, we focus on establishing structural properties of $k$-moplex graphs for a fixed $k$, with a special focus on the smallest nontrivial graph class defined in this way, namely the class of 2-moplex graphs. We begin by recalling a result on minimal separators and moplexes.

Theorem 3.1 (Berry and Bordat [9]). For every minimal separator $S$ in a graph $G$, each component of $G - S$ contains a moplex in $G$.

In fact, the same authors previously showed that this result holds under the assumption that the graph $G$ is chordal.

Theorem 3.2 (Berry and Bordat [8]). Let $S$ be a minimal separator in a chordal graph $H$. Then each connected component of $H - S$ contains at least one moplex.

Theorem 3.1 is stated in [9] without a proof. For the sake of completeness, we give a short proof here. To do so, we need two more results from the literature. We call a chordal graph $G'$ a minimal triangulation of a graph $G$ if $V(G) = V(G')$, $E(G) \subseteq E(G')$, and for all $F \subseteq E(G') \setminus E(G)$, the graph $(V(G), E(G) \setminus F)$ is not chordal.

Lemma 3.3 (Berry and Bordat [8]). Let $H$ be a minimal triangulation of a graph $G$ and $U$ be a moplex of $H$. Then $U$ is a moplex of $G$. 


The next theorem is an immediate consequence of [53, Theorem 4.6].

**Theorem 3.4.** Let $S$ be a minimal separator in a graph $G$. Then there exists a minimal triangulation $H$ of $G$ such that the vertex sets of the connected components of $H - S$ are the same as the vertex sets of the connected components of $G - S$.

We are now ready to prove Theorem 3.1.

**Proof of Theorem 3.1.** Let $S$ be a minimal separator in a graph $G$. According to Theorem 3.4, there exists a minimal triangulation $H$ of $G$ such that, for each connected component $C_i$ in $G - S$ there exists a connected component $C'_i$ in $H$ with $V(C_i) = V(C'_i)$. This readily implies that $S$ is a minimal separator in $H$. Then, Theorem 3.2 guarantees that there exists a moplex in each connected component of $H - S$ and Lemma 3.3 implies that these moplexes are moplexes in $G$ as well. \qed

With Theorem 3.1 at hand, we can already obtain some preliminary results on graphs with at most two moplexes. These will be useful in Section 3.4.

**Lemma 3.5.** Let $G$ be a non-complete 2-moplex graph and denote by $U$ and $W$ its two moplexes. Then the following holds:

(i) $U$ and $W$ are disjoint simplicial moplexes, and
(ii) for every minimal separator $S$ in $G$, the graph $G - S$ contains exactly two connected components, one of which contains $U$ and the other one $W$.

**Proof.** First, we show that property (i) holds. The fact that $U$ and $W$ are disjoint follows directly from the definition of a moplex, and in particular because every moplex is a maximal set of vertices with the same closed neighbourhood. Suppose without loss of generality that $U$ is not a simplicial moplex, that is, there exist two non-adjacent vertices $a, b \in N(U)$. Let $S$ be a minimal $a,b$-separator. Then $S$ contains $U$, as every vertex in $U$ is adjacent to both $a$ and $b$. However, following Theorem 3.1, the graph $G - S$ contains at least two moplexes in $G$, say $M_1$ and $M_2$. But then $M_1$, $M_2$, and $U$ are three distinct moplexes in $G$, a contradiction to $G$ being a 2-moplex graph.

Second, we show property (ii). Let $S$ be a minimal separator in $G$. If there exists a connected component of $G - S$ that does not contain $U$ or $W$, then Theorem 3.1 implies that $G$ contains at least three moplexes, a contradiction. Thus, $G - S$ must contain exactly two connected components, one of which contains $U$ and the other one $W$. \qed

### 3.1 The asteroidal number is a lower bound on the moplex number

We generalise a result by Berry and Bordat stating that a graph has an asteroidal triple of vertices if and only if it has an asteroidal triple of moplexes [9]. The **asteroidal number** of a graph $G$ is defined as the maximum size of an asteroidal set (see, e.g., [2,37,48]). An **asteroidal set of moplexes** in a graph $G$ is a set $\{X_1, \ldots, X_k\}$ of pairwise disjoint moplexes in $G$ such that for each $i \in \{1, \ldots, k\}$, the graph $G - N[X_i]$ contains all moplexes $X_j$,
A graph has an asteroidal set of vertices of size $k$ if and only if it has an asteroidal set of moplexes of size $k$.

**Proof.** Let $G$ be a graph and let $k$ be a positive integer. If $G$ has an asteroidal set of moplexes of size $k$, then $G$ has an asteroidal set of vertices of size $k$.

Let $A = \{a_1, \ldots, a_k\}$ be an asteroidal set of size $k$ in $G$ such that the number of moplecial vertices in $A$ is as large as possible. First note that since $A$ is an independent set and every moplex is a clique, no two vertices in $A$ can belong to the same moplex. Thus, to complete the proof it suffices to show that every vertex $a_i \in A$ is moplecial. Indeed, denoting by $M_i$ the moplex of $G$ containing $a_i$, for all $i \in \{1, \ldots, k\}$, we would obtain that $\{M_1, \ldots, M_k\}$ is an asteroidal set of moplexes of size $k$. Suppose that some $a_i \in A$ is not part of a moplex. Let $C$ be the component of $G - N[a_i]$ containing $A \setminus \{a_i\}$ and let $D$ be the component of $G - N[V(C)]$ containing $a_i$. Let $S = N(V(C))$ and observe that $S \subseteq N(a_i)$. This implies that both $C$ and $D$ are $S$-full components of $G - S$, and thus that $S$ is a minimal $a_i, a_j$-separator for any $a_j \in A \setminus \{a_i\}$. Hence, we can use Theorem 3.1 and obtain that $D$ contains a moplex $M_D$ in $G$. Let $x$ be a vertex in $M_D$ and $A' = (A \setminus \{a_i\}) \cup \{x\}$.

We show next that $A'$ is an asteroidal set in $G$. Fix two vertices $v, w \in A' \setminus \{x\}$. Note that $N[x] \subseteq D \cup S$, and since both $v$ and $w$ belong to $C$, there exists a $v, w$-path that does not contain any vertex from $N[x]$. Furthermore, observe that there exists a path $P$ between $a_i$ and $x$ in $D$, which does not contain any vertex in $N[w]$. Also, since $A$ is an asteroidal set, there exists a path $P'$ between $a_i$ and $v$ which does not contain any vertex in $N[w]$. Hence, the subgraph $P \cup P'$ contains a walk between $x$ and $v$ in $G - N[w]$. Therefore, $A'$ is an asteroidal set in $G$ of size $k$. However, the number of vertices in $A'$ that belong to a moplex is strictly larger than the number of vertices in $A$ that belong to a moplex, contradicting the choice of $A$. This shows that every vertex in $A$ is moplecial.

Theorem 1.1 is an immediate consequence of Theorem 3.6.

**Theorem 1.1.** The asteroidal number of a graph is a lower bound on its moplex number.

On the other hand, the gap between the moplex and asteroidal number can be arbitrarily large (consider, e.g., the class of stars).

Theorem 1.1 implies that the asteroidal number is computable in polynomial time in any class of graphs with bounded moplex number. Together with results from [32], Theorem 1.1 also implies that DOMINATING SET and TOTAL DOMINATING SET can be solved in polynomial time in classes of graphs of bounded moplex number. The same holds for INDEPENDENT SET, INDEPENDENT DOMINATING SET, and EFFICIENT DOMINATING SET, along with their weighted variants [23], for $k$-COLOURING, for any fixed $k$ [42], and for WEIGHTED FEEDBACK VERTEX SET [43]. Furthermore, for graphs
of bounded moplex number, bounded maximum degree implies bounded treewidth, as a consequence of the fact that graphs with asteroidal number at most \( k \) have chordality at most \( 2k + 1 \) and of a result by Bodlaender and Thilikos showing that bounded chordality and bounded maximum degree implies bounded treewidth \cite{18}.

For later use, we explicitly state the previous result of Berry and Bordat on 2-moplex graphs \cite{9} (which is now an immediate consequence of Theorem 1.1).

**Corollary 3.7.** Every 2-moplex graph is AT-free.

### 3.2 On vertex deletion in \( k \)-moplex graphs

Since the class of \( k \)-moplex graphs is not hereditary for any \( k \geq 2 \), it is a natural question to ask whether for all \( k \), every \( k \)-moplex graph contains a vertex whose removal results in a \( k \)-moplex graph. Unfortunately this is not the case. It is not difficult to show that, for every \( k \geq 2 \), there exists a \( k \)-moplex graph \( G_k \) such that deleting any vertex results in a graph that is not a \( k \)-moplex graph. See Figure 2 for examples of such graphs for \( k \in \{2, 3, 4\} \); the construction can be easily generalised to larger values of \( k \).

![Figure 2](https://via.placeholder.com/150)

**Figure 2:** Examples of graphs in which deleting any vertex increases the moplex number.

In all these graphs, at least one neighbour of the removed vertex becomes moplexial. Moreover, existing moplexial vertices either remain moplexial or, if deleted, lead to two neighbours becoming moplexial.

Nevertheless, we show that there are still certain vertices that, if present, can be removed without leaving the class of \( k \)-moplex graphs. To this end, we first prove the following stronger statement.

**Theorem 3.8.** Let \( G \) be a graph, \( v \in V(G) \) an avoidable vertex that is not moplexial, and \( M \subseteq V(G) \). Then \( M \) is a moplex in \( G \) if and only if it is a moplex in \( G - v \).

**Proof.** Observe that if there is a vertex \( v' \in V(G) \setminus \{v\} \) such that \( N[v'] = N[v] \), then there is a natural correspondence between the clique modules of \( G \) and those of \( G - v \), which preserves, in both directions, the property of being a moplex.\(^2\) Thus, from now on, we assume that for any vertex \( v' \neq v \) in \( G \), it holds that \( N[v'] \neq N[v] \).

\(^2\)Every neighbourhood notation of the form \( N(\cdot) \), \( N[\cdot] \) in this proof is considered to be in \( G \).
Suppose that $M$ is a moplex in $G$ but not a moplex in $G - v$, and let $S = N(M)$. By assumption, $v$ is not mpiclicial in $G$, and thus $v \notin M$. As $M$ is a clique and a module in $G - v$, there is no $S$-full component of $G - (S \cup \{v\})$ other than $M$ itself, otherwise $M$ would remain a moplex in $G - v$. Since such a component exists in $G - S$, call it $H$, we infer that $v$ belongs to this component and that there is a vertex $x \in S$ such that $v$ is the only neighbour of $x$ in $H$, that is, $N(x) \cap V(H) = \{v\}$. Let $H'$ be the connected component of $G - N[v]$ containing $M$. We claim that $H'$ is $N(v)$-full. We know that $N[v] \subseteq S \cup V(H)$. Since $M$ lies in $H'$, every vertex in $N(v) \cap S$ has a neighbour in $H'$. Consider now a vertex $w \in N(v) \setminus S$. Then $w \in V(H)$ and, since $v$ is the only vertex in $H$ that is adjacent to $x$, we infer that $w$ is not adjacent to $x$. Thus, we get an extension $wx$ and, since $v$ is avoidable in $G$, a $w,x$-path $P$ in $G - (N[v] \setminus \{w, x\})$. Let $y$ be the first vertex of $P$ not in $H$. Then $y$ belongs to $S$ and consequently to $H'$. Furthermore, since $v$ is the only neighbour of $x$ in $H$, we have $y \neq x$. Hence, the path $P'$ obtained from $P$ by removing $x$ and $w$ lies in $H'$, and so $w$ has a neighbour in $H'$. We obtain that every neighbour of $v$ has a neighbour in $H'$, and thus that $H'$ is $N(v)$-full. It follows that $\{v\}$ is a moplex in $G$, a contradiction.

For the backward direction, suppose towards a contradiction that there exists a moplex $M$ in $G - v$ which is not a moplex in $G$. Let $S$ be the neighbourhood of $M$ in $G - v$. Since $S$ is a minimal separator in $G - v$, there exists an $S$-full component $H$ in $(G - v) - N[M]$. Assume first that $v$ has no neighbours in $M$. Then $N(M) = S$, and hence the component of $G - S$ containing the vertices of $H$ contains no vertices of $M$ and is $S$-full. This implies that $M$ is a moplex in $G$, a contradiction. Hence, there exists a vertex $u \in N(v) \cap M$. We claim that $M \subseteq N(v)$. Towards a contradiction, suppose there exists a vertex $u' \in M \setminus N(v)$. Let $H'$ be the component of $G - N[v]$ containing $u'$. We show that $H'$ is $N(v)$-full in $G$. Since $u' \in M$, all the vertices in $(M \cup S) \setminus \{u'\}$ are adjacent to $u'$. Thus, as $u'$ is in $H'$, every vertex in $N(v) \cap (M \cup S)$ has a neighbour in $H'$. So, let $z \in N(v) \setminus (M \cup S)$. Note that $u \in M$ and $z \notin S \cup \{v\} = N(M)$, and hence the vertices $u$ and $z$ are non-adjacent in $G$, which implies that $uz$ is an extension of $v$. Since $v$ is avoidable, there is a $u,z$-path in $G - (N[v] \setminus \{u, z\})$. Any such path intersects $S \setminus N(v)$, and thus all its internal vertices are in the same component of $G - N[v]$ as $u'$, namely $H'$. In particular, this is the case for the neighbour of $z$ on the path. This shows that every vertex in $N(v) \setminus (M \cup S)$ has a neighbour in $H'$. We conclude that $H'$ is $N(v)$-full in $G$, as claimed. Thus, $\{v\}$ is a moplex in $G$, a contradiction.

From the previous observation that $M \subseteq N(v)$, we readily get that $v$ does not have any neighbours in $H$. Indeed, if $v$ has a neighbour in $H$, then $M$ would be a clique module in $G$ with neighbourhood $S \cup \{v\}$ and $H$ would be an $(S \cup \{v\})$-full component, and hence $M$ would be a moplex in $G$, a contradiction.

We show next that $N(v) \setminus (M \cup S)$ is non-empty. Suppose that $N(v) \subseteq M \cup S$. Recall that $N[v] \neq N[u]$. Thus, since $N[u] = M \cup S \cup \{v\}$, there exists a vertex $x \in N[u] \setminus N[v]$. Then $x \in M \cup S$; however, as $M \subseteq N(v)$, we must have $x \in S$. Following the fact that $S = N(V(H))$ and $M \subseteq N(x)$, we obtain that $(S \cup M) \setminus \{x\} \subseteq N(V(H) \cup \{x\})$, and hence $N(v) \subseteq N(V(H) \cup \{x\})$. As previously shown, $v$ has no neighbours in $H$. Hence, the vertices in $V(H) \cup \{x\}$ all belong to the same connected component of $G - N(v)$. 
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However, this implies that $N(v)$ is a minimal separator in $G$, and thus $\{v\}$ is a moplex in $G$, a contradiction. Thus, $N(v) \setminus (M \cup S) \neq \emptyset$. Let $z \in N(v) \setminus (M \cup S)$. Then $u$ and $z$ are non-adjacent in $G$ and $uvz$ is an extension of $v$. Since $v$ is avoidable, there exists an induced $u,z$-path in $G$ having all internal vertices in $G - N[v]$. In particular, this path must contain a vertex in $S \setminus N(v)$, and thus $S \setminus N(v) \neq \emptyset$. Following the fact that $N(v) \cap V(H) = \emptyset$, there exists a component $H'$ of $G - N[v]$ that contains all vertices of $H$. As every vertex of $S$ has a neighbour in $H$, we infer that every vertex in $S \setminus N(v)$ belongs to $H'$, while every vertex in $N(v) \cap S$ has a neighbour in $H'$.

We can now establish the announced claim, which is later applied in Section 5.

**Corollary 3.9.** For every positive integer $k$, the class of $k$-moplex graphs is closed under deletion of an avoidable vertex that is not moplicial.

**Proof.** Let $G$ be a $k$-moplex graph, and let $v \in V(G)$ be an avoidable vertex that is not moplicial. By Theorem 3.8, every moplex in $G - v$ is a moplex in $G$. Thus, since $G$ has at most $k$ moplexes, so does $G - v$.

### 3.3 Connections with proper interval graphs and cochain graphs

Berry and Bordat characterised graphs in which every connected induced subgraph has at most two moplexes by the well-known class of proper interval graphs. Since Theorem 3.10 was stated in [9] without a detailed proof, we offer a short proof.

**Theorem 3.10** (Berry and Bordat [9]). Let $G$ be a graph. Then, each connected induced subgraph of $G$ has at most two moplexes if and only if $G$ is a proper interval graph.

**Proof.** Suppose first that each connected induced subgraph of $G$ has at most two moplexes. Note that for every $k \geq 4$, the cycle $C_k$ is a connected graph in which every vertex forms a moplex. Furthermore, the claw is a connected graph in which every vertex of degree one forms a moplex. Thus, $G$ must be claw-free and chordal. By Corollary 3.7, this implies that $G$ is a claw-free AT-free chordal graph. Using Theorem 2.1 we conclude that $G$ is a proper interval graph.

For the converse direction, let $G$ be a proper interval graph and let $H$ be a connected induced subgraph of $G$. Then, $H$ is a connected proper interval graph. We need to show that $H$ has at most two moplexes. Since both the connectedness and the moplex number are preserved upon deleting a vertex from a pair of vertices with the same closed neighbourhoods, we may assume that no two vertices in $H$ have the same closed neighbourhood. Under this assumption, every moplex in $H$ has size one. To complete
the proof, fix a proper interval model of $H$ and let $I_1, \ldots, I_n$ be the ordering of the intervals according to their left endpoints. For $j \in \{1, \ldots, n\}$, let $v_j$ be the vertex represented by $I_j$. It now suffices to show that for all $j \in \{2, \ldots, n-1\}$, the set $\{v_j\}$ is not a moplex in $H$. Suppose towards a contradiction that $\{v_j\}$ is a moplex. Then, the graph $H - N[v_j]$ contains an $N(v_j)$-full component $C$. Since $C$ contains no vertex from the closed neighbourhood of $v_j$, no interval representing a vertex in $C$ intersects $I_j$. Furthermore, since $C$ is a connected graph, we may assume that all its vertices are represented by intervals whose left endpoints are strictly larger than the right endpoint of $I_j$. The connectedness of $H$ and the ordering of the intervals imply that $I_{j-1}$ intersects $I_j$, that is, $v_{j-1}$ is adjacent to $v_j$. However, since all intervals representing vertices in $C$ are disjoint from $I_j$ and lie entirely to the right of $I_j$, the fact that $I_{j-1}$ ends before $I_j$ ends implies that no vertex in $C$ can be adjacent to $v_{j-1} \in N(v_j)$. This contradicts the assumption that $C$ is an $N(v_j)$-full component of $H - N[v_j]$.

**Remark.** The fact that every connected proper interval graph has at most two moplexes can also be derived using known results from the literature:

(i) a result of Roberts [55] stating that every connected proper interval graph in which no two distinct vertices have the same closed neighbourhoods has at most two extreme vertices, where an extreme vertex is a simplicial vertex $s$ such that every pair of neighbours of $s$ have a common neighbour outside $N[s]$, and

(ii) the fact that for every minimal separator $S$ in a chordal graph $G$, every $S$-full component of $G - S$ has a vertex dominating $S$ (see, e.g., [46]).

At this point, let us recall the four hereditary graph classes which naturally correspond to any graph class, as mentioned in Section 1. Set $\mathcal{M}$ to be the class of 2-moplex graphs and $\mathcal{M}_c$ to be the class of graphs all the connected components of which are 2-moplex. Then the aforementioned four graph classes are:

**class $\mathcal{M}^-$**: the largest hereditary graph class contained in $\mathcal{M}$, that is, the class of graphs all of whose induced subgraphs are 2-moplex graphs,

**class $\mathcal{M}^+$**: the smallest hereditary graph class containing $\mathcal{M}$, that is, the class of all induced subgraphs of 2-moplex graphs,

**class $\mathcal{M}_c^-$**: the largest hereditary graph class contained in $\mathcal{M}_c$, that is, the class of graphs all of whose induced subgraphs only have 2-moplex graphs as connected components, and

**class $\mathcal{M}_c^+$**: the smallest hereditary graph class containing $\mathcal{M}_c$, that is, the class of all induced subgraphs of graphs in $\mathcal{M}_c$.

The following inclusion relations follow directly from the definitions:

$$
\mathcal{M}^- \subseteq \mathcal{M} \subseteq \mathcal{M}^+, \quad \mathcal{M}_c^- \subseteq \mathcal{M}_c \subseteq \mathcal{M}_c^+, \\
\mathcal{M}^- \subseteq \mathcal{M}_c^- , \quad \mathcal{M} \subseteq \mathcal{M}_c , \quad \text{and} \quad \mathcal{M}^+ \subseteq \mathcal{M}_c^+.
$$

Theorem 3.10 implies the following.
Corollary 3.11. $\mathcal{M}_c^-$ is the class of proper interval graphs.

Proof. By Theorem 3.10, it suffices to show that a graph $G$ belongs to $\mathcal{M}_c^-$ if and only if each connected induced subgraph of $G$ has at most two moplexes.

Assume first that $G$ is a graph in $\mathcal{M}_c^-$ and let $G'$ be a connected induced subgraph of $G$. Since $G \in \mathcal{M}_c^-$, each connected component of $G'$ is a 2-moplex graph, which implies that $G'$, being connected, has at most two moplexes.

Assume now that each connected induced subgraph of $G$ has at most two moplexes. To show that $G$ belongs to $\mathcal{M}_c^-$, consider an arbitrary induced subgraph $G'$ of $G$ and any component $C$ of $G'$. Then $C$ is a connected induced subgraph of $G$ and thus a 2-moplex graph by assumption. Hence, $G$ belongs to $\mathcal{M}_c^-$.

We now determine the remaining three hereditary classes, $\mathcal{M}^-$, $\mathcal{M}^+$, and $\mathcal{M}_c^+$, naturally associated with the class of 2-moplex graphs. Theorem 1.2 shows that $\mathcal{M}^-$ is the class of cochain graphs, while the results in the following subsection show that $\mathcal{M}_c^+$ and $\mathcal{M}^+$ both coincide with the class of cocomparability graphs, yielding

\[
\mathcal{M}_c^- \subset \mathcal{M} \subset \mathcal{M}_c^+ \quad \text{and} \quad \mathcal{M}_c^- \subset \mathcal{M}_c^+ \subset \mathcal{M}^+. \tag{1}
\]

Figure 3 shows a Hasse diagram summarising both chains of inclusions, for the class of 2-moplex graphs and in general.

\[\begin{align*}
\mathcal{G}_c^+ & \quad \mathcal{M}_c^+ = \mathcal{M}^+ \\
\mathcal{G}^+ & \quad \mathcal{G}^- \\
\mathcal{G} & \quad \mathcal{G}_c \\
\mathcal{G}_c & \quad \mathcal{M}_c \quad \mathcal{M}_c^-
\end{align*}\]

Figure 3: On the left, the Hasse diagram showing inclusion relations between several classes derived from an arbitrary graph class $\mathcal{G}$ (see Page 4 for the definitions). When $\mathcal{G}$ is the class $\mathcal{M}$ of 2-moplex graphs, the diagram simplifies to the diagram on the right.

Let us also comment on the remaining three inclusions $\mathcal{M}^- \subset \mathcal{M}_c^-$, $\mathcal{M} \subset \mathcal{M}_c$, and $\mathcal{M}^+ \subset \mathcal{M}_c^+$. Since $3K_1$ is a proper interval graph but not a 2-moplex graph, the inclusions $\mathcal{M}^- \subset \mathcal{M}_c^-$ and $\mathcal{M} \subset \mathcal{M}_c$ are both proper. On the other hand, the inclusion $\mathcal{M}^+ \subset \mathcal{M}_c^+$ holds with equality.
Theorem 1.2. Let $G$ be a graph. Then, every induced subgraph of $G$ is a 2-moplex graph if and only if $G$ is a cochain graph.

Proof. Suppose first that each induced subgraph of $G$ has at most two moplexes. Since for every $k \geq 4$ the cycle $C_k$ is a connected graph in which every vertex forms a moplex, $G$ is a chordal graph. Furthermore, since the graph $3K_1$ has three moplexes, $G$ has independence number at most two. As $G$ is a chordal graph, it is also perfect, and hence the vertex set of $G$ can be covered with two disjoint cliques $X$ and $Y$ (see [49]), that is, $G$ is cobipartite. Furthermore, for any two vertices $x_1, x_2$ in $X$ we must have $N(x_1) \cap Y \subseteq N(x_2) \cap Y$ or $N(x_2) \cap Y \subseteq N(x_1) \cap Y$, since otherwise $G$ would contain an induced 4-cycle. Using the fact that $X$ is a clique, we infer that $N[x_1] \subseteq N[x_2]$ or $N[x_2] \subseteq N(x_1)$; since this holds for any two vertices in $X$, we conclude that $G$ is a cochain graph.

For the converse direction, let $G$ be a cochain graph. We need to show that $G$ has at most two moplexes. If $G$ is disconnected, then $G$ is isomorphic to the disjoint union of two complete graphs, and hence has moplex number two. So we may assume that $G$ is connected. It is not difficult to see that $G$ is a chordal graph. Furthermore, since $G$ is a cobipartite graph, $G$ is also claw-free and AT-free. Thus, $G$ is a proper interval graph by Theorem 2.1. Finally, by Theorem 3.10, $G$ has at most two moplexes.

3.4 Connection with cocomparability graphs

In this subsection, we show that the smallest hereditary graph class containing the class of 2-moplex graphs is the class of cocomparability graphs. In order to prove that every 2-moplex graph $G$ is a cocomparability graph, we identify a property common to all minimal $x,y$-separators, for any two non-adjacent vertices $x$ and $y$ of $G$. We then exploit this property to orient the edges of the complement of $G$ in a transitive way.

Let $G$ be a non-complete 2-moplex graph with the two moplexes $U, W \subseteq V(G)$. For two non-adjacent vertices $x$ and $y$ we denote by $S_G(x, y)$ (or simply $S(x, y)$ if the graph is clear from the context) the set of all minimal $x,y$-separators in $G$. Given $M \in \{U, W\}$ and $S \in S(x, y)$, we say that $M$ prefers $x$ to $y$ with respect to $S$ if $M$ and $x$ lie in the same connected component of $G - S$. By property (ii) of Lemma 3.5, either $M$ prefers $x$ to $y$ with respect to $S$ or $M$ prefers $y$ to $x$ with respect to $S$. As the following key lemma shows, which of these two cases occurs is actually independent of the choice of $S$.

Lemma 3.12. Let $G$ be a non-complete 2-moplex graph and denote by $U$ and $W$ its two moplexes. Then, for each $M \in \{U, W\}$ and for every two non-adjacent vertices $x$ and $y$ in $G$ exactly one of the following conditions holds:

- $M$ prefers $x$ to $y$ with respect to all $S \in S(x, y)$, or
- $M$ prefers $y$ to $x$ with respect to all $S \in S(x, y)$.

Proof. Without loss of generality, assume that $M = U$. Suppose towards a contradiction that there exist two minimal $x,y$-separators $S$ and $S'$ such that $U$ and $x$ lie in the same component of $G - S$, and $U$ and $y$ lie in the same component of $G - S'$. Then, due
to Lemma 3.5, \( W \) and \( y \) lie in the same component of \( G - S \), and \( W \) and \( x \) lie in the same component of \( G - S' \). Clearly, \( x \notin U \), as \( x \) and \( U \) lie in different components of \( G - S' \). In a similar way we conclude that neither \( x \) nor \( y \) can belong to \( U \cup W \). Now fix any \( u \in U \) and \( w \in W \). It is easy to observe that \( \{ x, u, w \} \) is an independent set in \( G \). We conclude the proof by deriving a contradiction with Corollary 3.7. To this end, it is enough to show that \( \{ x, u, w \} \) is an asteroidal triple in \( G \).

The removal of \( N[u] \) does not affect the component of \( G - S' \) containing both \( x \) and \( w \). Similarly, the removal of \( N[w] \) does not affect the component of \( G - S \) containing both \( x \) and \( u \). Finally, consider the graph \( G - N[x] \) and first observe that it contains a \( u,y \)-path, as the removal of \( N[x] \) does not affect the component of \( G - S' \) containing \( y \) and \( u \). Similarly, \( G - N[x] \) must also contain a \( y,w \)-path, as the removal of \( N[x] \) does not affect the component of \( G - S \) containing \( y \) and \( w \). Thus, the vertices \( u \) and \( w \) are in the same component of \( G - N[x] \) and \( \{ x, u, w \} \) is an asteroidal triple, as claimed. \( \square \)

It follows from Lemma 3.12 that if for some minimal \( x,y \)-separator the vertices \( x \) and \( y \) belong to components containing the moplexes \( U \) and \( W \), respectively, then in fact for every minimal \( x,y \)-separator \( x \) and \( y \) belong to components containing the moplexes \( U \) and \( W \), respectively. Let \( M \in \{ U, W \} \). If \( M \) prefers \( x \) to \( y \) with respect to all \( S \in \mathcal{S}(x,y) \), we say that \( M \) prefers \( x \) to \( y \). Using this we define a binary relation \( R_M \) over \( V(G) \) as follows:

\[
x R_M y \iff M \text{ prefers } x \text{ to } y.
\]

By Lemma 3.12, relations \( R_U \) and \( R_W \) are well-defined. Furthermore, either \( U \) prefers \( x \) to \( y \) or \( U \) prefers \( y \) to \( x \) (in which case \( W \) prefers \( x \) to \( y \)). We thus have \( x R_U y \iff y R_W x \), that is, \( R_W = R_U^{-1} \). By definition, \( x R_U y \) (or \( y R_W x \)) implies that \( x \) and \( y \) are distinct and non-adjacent, and that \( S(x,y) \neq \emptyset \). This in turn implies that

\[
U \cap N(y) = \emptyset = W \cap N(x), \tag{2}
\]

and that there are no edges between \( U \) and \( W \).

Lemma 3.13. Let \( G \) be a non-complete 2-moplex graph and denote by \( U \) and \( W \) its two moplexes. Then, relations \( R_U \) and \( R_W \) are transitive.

Proof. Let \( x, y, z \) be vertices such that \( U \) prefers \( x \) to \( y \) as well as \( y \) to \( z \), which can be written as \( x R_U y \) and \( z R_W y \). Together with (2) and the fact that there are no edges between \( U \) and \( W \), we infer that \( \{ u, w, y \} \) is an independent set for all \( u \in U \) and \( w \in W \). We first show that if \( xz \in E(G) \), then \( \{ u, w, y \} \) must be an asteroidal triple.

Notice that \( y R_U z \) implies that the removal of \( N[w] \) preserves a \( u,y \)-path. Similarly, \( x R_U y \) implies that \( y R_W x \), and thus the removal of \( N[w] \) preserves a \( y,w \)-path. The graph \( G - N[y] \) contains a \( u \)-path, since \( x R_U y \), and, similarly, \( G - N[y] \) contains a \( z \)-path, since \( z R_W y \). Suppose \( xz \in E(G) \), then it connects both paths to a \( u,w \)-path in \( G - N[y] \), yielding that \( \{ u, w, y \} \) is an asteroidal triple. However, according
to Corollary 3.7, 2-moplex graphs are AT-free, a contradiction. Thus, \( \{x, y, z\} \) is an independent set.

To prove the transitivity of \( R_U \), it suffices to show that \( xR_Uz \). Note first that vertices \( x \) and \( z \) are distinct, since otherwise conditions \( xR_UY \) and \( yR_Ux \) would hold simultaneously. Suppose for a contradiction that \( U \) does not prefer \( x \) to \( z \). Then, since \( x \) and \( z \) are non-adjacent, \( U \) prefers \( z \) to \( x \). Furthermore, since \( \{x, y, z\} \) is an independent set, there exists a minimal \( x, z \)-separator \( S \) such that \( y \not\in S \). Recall that \( U \) and \( W \) lie in the same component of \( G - S \) as \( z \) and \( x \), respectively. Now notice that since \( S \) separates \( y \) from either \( x \) or \( z \), it follows that some \( S' \subseteq S \) is either a minimal \( x, y \)-separator, or a minimal \( y, z \)-separator.

Suppose first that \( S' \) is a minimal \( x, y \)-separator. As \( zR_Ux \) and \( S' \subseteq S \), the vertex \( x \) remains in the same component together with \( W \) in \( G - S' \), and thus \( xR_Wy \). But then \( xR_Uy \) violates the fact that \( R_W = R_U^{-1} \), a contradiction. The case when \( S' \) is a minimal \( y, z \)-separator is similar. This concludes the proof that \( xR_Uy \) and \( yR_Uz \) indeed imply \( xR_Uz \). Therefore, the relation \( R_U \) is transitive. By symmetry, so is \( R_W \).

We remark that \( R_U \) is a strict partial order on the vertices of \( G \). Furthermore, since \( R_U \) is an orientation of the edges of the complement of \( G \), Lemma 3.13 implies the main result of this section.

**Proposition 3.14.** Every 2-moplex graph is a cocomparability graph.

**Proof.** Consider a 2-moplex graph \( G \). If \( G \) is a complete graph, then \( G \) is cocomparability. Otherwise, \( G \) has exactly two moplexes \( U \) and \( W \). Consider the orientation of the edges of the complement of \( G \) obtained by orienting each edge \( \{x, y\} \in E(G) \) from \( x \) to \( y \) if and only if \( xR_Uy \). By Lemma 3.12, this orientation is well-defined. Furthermore, by Lemma 3.13, it is a transitive orientation. Thus, \( G \) is a cocomparability graph.

Proposition 3.14 is a strengthening of Corollary 3.7, with algorithmic consequences for the class of 2-moplex graphs. First, \textsc{Weighted Independent Set} is solvable in linear time in the class of cocomparability graphs [39], and thus also in the class of 2-moplex graphs. In the more general class of AT-free graphs, this problem is only known to be solvable in time \( O(|V(G)|^3) \) [40]. Furthermore, Proposition 3.14 implies that the class of 2-moplex graphs is a subclass of the class of perfect graphs, and thus \textsc{Clique} (and its weighted generalisation), \textsc{Clique Cover}, and \textsc{Colouring} are all solvable in polynomial time in the class of 2-moplex graphs [34]. Note that this conclusion cannot be derived from Corollary 3.7: since \textsc{Independent Set} and \textsc{Colouring} are \textsc{NP}-hard in the class of \( C_3 \)-free graphs (see [3, 45]), \textsc{Clique} and \textsc{Clique Cover} are \textsc{NP}-hard in the class of 3\( K_1 \)-free graphs (and thus in the more general class of AT-free graphs), while the complexity of \textsc{Colouring} is still open in the class of AT-free graphs (see [23, 42]). As we show next, the result of Proposition 3.14 is best possible.

**Proposition 3.15.** Every cocomparability graph is an induced subgraph of some connected 2-moplex graph.
Proof. Let $G$ be a cocomparability graph. By Theorem 2.2, $G$ has an umbrella-free ordering $\sigma$. Let us write $\sigma = (v_1, \ldots, v_n)$ where $i < j$ if and only if $v_i <_\sigma v_j$. Consider the graph $G'$ obtained from $G$ as follows (see Figure 4 for an illustration of the construction):

- add a set $A = \{a_1, \ldots, a_n\}$ of vertices and a vertex $u$ such that $A \cup \{u\}$ is a clique;
- add a set $B = \{b_1, \ldots, b_n\}$ of vertices and a vertex $w$ such that $B \cup \{w\}$ is a clique;
- for all $i, j \in \{1, \ldots, n\}$ such that $i \leq j$, add an edge from $a_i$ to $v_j$ and an edge from $v_i$ to $b_j$.

Clearly, $G$ is an induced subgraph of $G'$ and $G'$ is connected. It is not difficult to see that $U = \{u\}$ and $W = \{w\}$ are moplexes in $G'$. To complete the proof, it suffices to show that $G'$ has no other moplexes. Since no two distinct vertices of $G'$ have the same closed neighbourhood, every moplex in $G'$ consists of a single vertex.

We show that for all $v \in V(G') \setminus \{u, w\}$, the set $\{v\}$ is not a moplex in $G'$. By symmetry, we may assume that $v \in \{a_i, v_i\}$ for some $i \in \{1, \ldots, n\}$. Suppose first that $v = a_i$. Since $u$ is a neighbour of $a_i$ not adjacent to any vertex in $G' - N[a_i]$, no component of $G' - N[a_i]$ can be $N(a_i)$-full. Thus, $\{a_i\}$ is not a moplex. Suppose now that $v = v_i$. To show that $\{v_i\}$ is not a moplex, we need to verify that no component of $G' - N[v_i]$ is $N(v_i)$-full. Consider the vertex sets

$$X = \{u\} \cup \{a_j \mid i < j \leq n\} \cup (\{v_j \mid i < j \leq n\} \setminus N(v_i))$$

and

$$Y = (\{v_j \mid 1 \leq j < i\} \setminus N(v_i)) \cup \{b_j \mid 1 \leq j < i\} \cup \{w\},$$

and let $C$ and $D$ denote the subgraphs of $G' - N[v_i]$ induced by $X$ and $Y$, respectively. Then $C$ and $D$ are connected. Note that $G'$ contains no edges from a vertex in $A \cup \{u\}$ to a vertex in $B \cup \{w\}$ and also no edge from a vertex in $\{v_j \mid 1 \leq j < i\} \setminus N(v_i)$ to a vertex in $\{v_j \mid i < j \leq n\} \setminus N(v_i)$, since $(v_1, \ldots, v_n)$ is an umbrella-free ordering of $G$.

It follows that the graph $G' - N[v_i]$ has exactly two components, namely $C$ and $D$. By construction, $C$ contains no vertex adjacent to $b_i$ and $D$ contains no vertex adjacent to $a_i$. Since $a_i$ and $b_i$ are adjacent to $v_i$, we infer that $\{v_i\}$ is not a moplex. Therefore, $G'$ is connected 2-moplex, as claimed. \qed

Figure 4: The graph $G'$ constructed from the graph $G$ whose vertices are arranged according to a cocomparability ordering.
Let us now explain how the above results establish that both $\mathcal{M}^+$ and $\mathcal{M}_c^+$ coincide with the class of cocomparability graphs, as stated in (1).

**Corollary 3.16.** $\mathcal{M}^+ = \mathcal{M}_c^+ = \mathcal{C}$, where $\mathcal{C}$ is the class of cocomparability graphs.

**Proof.** Since $\mathcal{M}^+ \subseteq \mathcal{M}_c^+$, it suffices to show that $\mathcal{C} \subseteq \mathcal{M}^+$ and $\mathcal{M}_c^+ \subseteq \mathcal{C}$.

The inclusion $\mathcal{C} \subseteq \mathcal{M}^+$ is an immediate consequence of Proposition 3.15. For the inclusion $\mathcal{M}_c^+ \subseteq \mathcal{C}$, consider an arbitrary graph $G$ in $\mathcal{M}_c^+$. Then there exists a graph $G'$ such that every connected component of $G'$ is a 2-moplex graph and $G$ is an induced subgraph of $G'$. By Proposition 3.14, every connected component of $G'$ is a cocomparability graph. Theorem 2.2 implies that the class of cocomparability graphs is closed under disjoint union. It follows that $G'$ is a cocomparability graph, and, since the class of cocomparability graphs is hereditary, so is $G$. We conclude that $\mathcal{M}_c^+ \subseteq \mathcal{C}$, as desired. □

In particular, we have the following result announced in the introduction.

**Theorem 1.3.** The smallest hereditary graph class containing the class of 2-moplex graphs is the class of cocomparability graphs.

### 4 Hardness results

As seen in the last section, the class of 2-moplex graphs is a proper subclass of the class of cocomparability graphs. In this section we show that two classical problems, namely MAX-CUT and GRAPH ISOMORPHISM, remain as hard on the class of 2-moplex graphs as they are on cocomparability graphs.

#### 4.1 Hardness of Max-Cut on 2-moplex graphs

A *cut* $(Z_1, Z_2)$ of a graph $G$ is an ordered partition of $V(G)$ into two parts, $Z_1$ and $Z_2$. An edge of $G$ is a *cut edge* if its endpoints are in different parts of the cut, that is, if one endpoint is in $Z_1$ and the other in $Z_2$. The *size* of a cut corresponds to the number of cut edges.

The MAX-CUT problem is defined as follows.

| MAX-CUT
|---|
| **Input:** An undirected graph $G$ and $k \in \mathbb{N}$. |
| **Question:** Does $G$ contain a cut of size at least $k$? |

Recall that we have established that the class of connected 2-moplex graphs is sandwiched between the classes of connected proper interval and cocomparability graphs.

It is known that MAX-CUT is NP-complete on cobipartite graphs [17], and thus on cocomparability graphs. Interestingly, the complexity of MAX-CUT is still open on proper interval graphs [1, 16, 30, 41].
We show that the problem remains NP-complete on cobipartite graphs with only two moplexes. The hardness reduction is based on the following construction (see also Figure 5).

**Construction 4.1.** Let \( G = (A \cup B, E) \) be a cobipartite graph such that \( A \) and \( B \) are disjoint cliques. We define the graph \( G' \) obtained from \( G \) as follows:

- add a set \( A' \) containing \( |A| \) vertices and a vertex \( u \) such that \( \{u\} \cup A \cup A' \) is a clique;
- add a set \( B' \) containing \( |B| \) vertices and a vertex \( w \) such that \( \{w\} \cup B \cup B' \) is a clique;
- fix a vertex \( a^* \in A' \) and connect it to every vertex in \( B \cup B' \);
- fix a vertex \( b^* \in B' \) and connect it to every vertex in \( A \cup A' \).

\[ \begin{array}{c}
\text{A} \\
\text{B} \\
\end{array} \quad \Rightarrow \quad \begin{array}{c}
\text{A} \\
\text{B} \\
\text{A'} \\
\text{B'} \\
\end{array} \]

\( G \) is cobipartite \hspace{1cm} G' \) is a cobipartite 2-moplex graph

Figure 5: An example of Construction 4.1 used to prove Theorem 1.4. The ellipses represent cliques.

**Lemma 4.2.** Let \( G = (A \cup B, E) \) be a cobipartite graph such that \( A \) and \( B \) are disjoint cliques and \( G' \) be the graph obtained from \( G \) by Construction 4.1. Then \( G' \) is a cobipartite graph with exactly two moplexes.

**Proof.** First, notice that the sets \( A \cup A' \cup \{u\} \) and \( B \cup B' \cup \{w\} \) are cliques and form a partition of the vertex set of \( G' \). Thus, \( G' \) is cobipartite. Furthermore, it is easily observed that \( \{u\} \) and \( \{w\} \) are simplicial moplexes. Now, fix a vertex \( a \in A \cup A' \). First, observe that \( N[u] \neq N[a] \), since \( a \) is adjacent to \( b^* \) but \( u \) is not. Furthermore, since \( u \) is a neighbour of \( a \) and \( N[u] \subseteq N[a] \), no component of \( G' - N[a] \) can be \( N(a) \)-full. Hence, \( a \) does not belong to any moplex. A similar argument can be used to show that every vertex \( b \in B \cup B' \) does not belong to any moplex. Thus, \( G \) contains exactly two moplexes. \( \square \)
Theorem 1.4. Max-Cut is \( \text{NP} \)-complete on cobipartite 2-moplex graphs.

Proof. Clearly, the problem is in \( \text{NP} \). To prove \( \text{NP} \)-hardness, we make a reduction from Max-Cut on cobipartite graphs, which is \( \text{NP} \)-hard \cite{17}. Let \( G = (A \cup B, E) \) be a cobipartite graph such that \( A \) and \( B \) are disjoint cliques. Let \( G' \) be the graph obtained from \( G \) through Construction 4.1. Note that \( G' \) can be obtained in polynomial time. From Lemma 4.2, we have that \( G' \) is a cobipartite graph with exactly two moplexes. We complete the proof by showing that there exists a cut of size at least \( k \) in \( G \) if and only if there exists a cut of size at least \( (|A| + 1)^2 + (|B| + 1)^2 + k \) in \( G' \).

First, assume we have a cut \((Z_1, Z_2)\) of \( G \) of size at least \( k \). Without loss of generality, we assume that \( |A \cap Z_1| \geq 1 \) and \( |B \cap Z_2| \geq 1 \). Indeed, if, say, \( A \cap Z_1 = \emptyset \), then \( Z_1 \subseteq B \) and \( A \subseteq Z_2 \), in which case we can achieve the desired inequalities by swapping the roles of \( Z_1 \) and \( Z_2 \). We define a cut \((Z_1', Z_2')\) of \( G' \) as follows. The first step is to choose a subset \( A'_1 \subseteq A \setminus \{a^*\} \) such that \(|(Z_1 \cap A) \cup \{a^*\} \cup A'_1| = |A| + 1 \) and a subset \( B'_2 \subseteq B \setminus \{b^*\} \) such that \(|(Z_2 \cap B) \cup \{b^*\} \cup B'_2| = |B| + 1 \). Then, we define \( Z'_1 \) and \( Z'_2 \) as follows:

\[
Z'_1 = Z_1 \cup \{a^*, w\} \cup A'_1 \cup (B' \setminus (B'_2 \cup \{b^*\})) , \\
Z'_2 = Z_2 \cup \{b^*, u\} \cup B'_2 \cup (A' \setminus (A'_1 \cup \{a^*\})) .
\]

This gives us that \(|(A \cup A') \cap Z'_1| = |A| + 1 \). Using also the facts that \(|A| = |A'|\), and that \( Z_1 \) and \( Z_2 \) form a partition of \( V(G) \), we infer that \(|(A \cup A') \cap Z'_2| = |A| - 1 \). Similarly, we obtain that \(|(B \cup B') \cap Z'_1| = |B| - 1 \) and consequently \(|(B \cup B') \cap Z'_2| = |B| + 1 \). Now, we reason about the size of the cut \((Z'_1, Z'_2)\). Consider the set of cut edges with both endpoints in \( A \cup A' \cup \{u, b^*\} \). It contains \(2(|A| + 1)\) edges between \( A \cup A' \) and \( \{u, b^*\} \) and, since \( A \cup A' \) is a clique, \(|(A| + 1)(|A| - 1)| \) edges within \( A \cup A' \). Thus, there are exactly \(2(|A| + 1) + (|A| + 1)(|A| - 1) = (|A| + 1)^2\) cut edges whose both endpoints lie in \( A \cup A' \cup \{u, b^*\} \). Similarly, there are \((|B| + 1)^2\) cut edges whose both endpoints lie in \( B \cup B' \cup \{w, a^*\} \). Hence, adding the (at least \( k \)) cut edges between \( A \) and \( B \), we obtain that \((Z'_1, Z'_2)\) is a cut of size at least \((|A| + 1)^2 + (|B| + 1)^2 + k\) in \( G' \).

Second, assume that we have a cut \((Z'_1, Z'_2)\) of \( G' \) of size at least \((|A| + 1)^2 + (|B| + 1)^2 + k\). Consider the cut \((Z_1, Z_2)\) of \( G \) defined by \( Z_1 = Z'_1 \cap (A \cup B) \) and \( Z_2 = Z'_2 \cap (A \cup B) \). There are three possible cases:

(i) \( u, b^* \in Z'_1 \);
(ii) \( u \in Z'_1 \) and \( b^* \in Z'_2 \), or \( u \in Z'_2 \) and \( b^* \in Z'_1 \);
(iii) \( u, b^* \in Z'_2 \).

Consider the subgraph \( H'_A \) of \( G' \) induced by \( A \cup A' \cup \{u, b^*\} \) and let \( p = |(A \cup A') \cap Z'_1| - |A| \); intuitively, \( p \) captures the difference between how much \( Z'_1 \) intersects \( A \cup A' \), and the size of the original set \( A \). Note that \(|(A \cup A') \cap Z'_2| = |A| + p \) and \(|(A \cup A') \cap Z'_2| = |A| - p \). In case (i), the number of cut edges in \( H'_A \) is exactly \((|A| + p + 2)(|A| - p) = (|A| + 1)^2 - (p + 1)^2\).

In case (ii), the number of cut edges in \( H'_A \) is exactly \((|A| + p)(|A| - p) + (|A| + p) + (|A| - p) = (|A| + 1)^2 - (p^2 + 1)\). And finally, in case (iii), the number of cut edges in \( H'_A \) is exactly \((|A| + p)(|A| - p + 2) = (|A| + 1)^2 - (p - 1)^2\). Thus, at most \((|A| + 1)^2\)
cut edges can exist in $H'_A$. A similar approach shows that the number of cut edges in the subgraph induced by the vertices in $B \cup B' \cup \{a^*, w\}$ is bounded by $(|B| + 1)^2$. By assumption, the size of $(Z'_1, Z'_2)$ is at least $(|A| + 1)^2 + (|B| + 1)^2 + k$, which implies that the other $k$ cut edges must be between the sets $A$ and $B$, and thus $(Z_1, Z_2)$ is a cut of size at least $k$ in $G$. □

4.2 Hardness of Graph Isomorphism on 2-moplex graphs

The Graph Isomorphism problem is defined as follows.

| GRAPH ISOMORPHISM |
|-------------------|
| **Input:** Two graphs $G_1$ and $G_2$. |
| **Question:** Are $G_1$ and $G_2$ isomorphic to each other? |

The Graph Isomorphism problem is solvable in linear time in the class of interval graphs [50]. Since the problem is GI-complete on bipartite graphs [59], it is also GI-complete on cobipartite graphs, and thus on cocomparability graphs. Using a reduction from the Graph Isomorphism problem in the class of bipartite graphs, we show that the problem remains hard on cobipartite graphs with at most two moplexes.

![Figure 6: An example for the construction used to prove Theorem 1.5. The ellipses represent independent sets in $G$ and cliques in $G'$.](image)

\[ \text{G is bipartite} \quad \text{G'} \text{ is a cobipartite 2-moplex graph} \]

Theorem 1.5. Graph Isomorphism is GI-complete on cobipartite 2-moplex graphs.

Proof. We reduce from the isomorphism problem on connected bipartite graphs, which is known to be GI-complete [59]; note that the authors only claim it for bipartite graphs but the construction ensures that the obtained graph is connected.

Let $G_1, G_2$ be connected bipartite graphs with colour classes $A_1$ and $B_1$, $A_2$ and $B_2$ respectively. We construct two graphs $G'_1$ and $G'_2$ as follows. The vertex set of $G'_i$ for $i \in \{1, 2\}$ consists of the vertex set of $G_i$ together with two extra vertices $u_i$ and $w_i$. Each of the sets $A_i \cup \{u_i\}$ and $B_i \cup \{w_i\}$ forms a clique in $G'_i$, for $i \in \{1, 2\}$. Furthermore,
we add an edge to \( G'_i \) between \( x \in A_i \) and \( y \in B_i \) if and only if \( x \) and \( y \) are adjacent in \( G_i \). See Figure 6 for an illustration of this construction.

The obtained graphs are clearly cobipartite. We prove that they are also 2-moplex graphs. In each of the obtained graphs the two new vertices \( u_i \) and \( w_i \) form simplicial moplexes (of size one). So what remains to show is that there are no additional moplexes in the constructed graphs. Let \( a \in A_i \) and suppose it belongs to a moplex \( M \) in \( G'_i \). Since \( G_i \) is connected, \( a \) has a neighbour in \( B_i \), which implies \( N[a] \neq N[u_i] \), thus we have that \( u_i \notin M \). Also, \( N(M) \) is a minimal \( x, y \)-separator for two non-adjacent vertices \( x, y \in V(G'_i) \). Since \( a \in A_i \cap M_i \), we have \( A_i \cup \{u_i\} \subseteq N(M) \), thus \( \{x, y\} \subseteq B_i \cup \{w_i\} \). However, \( B_i \cup \{w_i\} \) is a clique in \( G'_i \), contradicting the fact that \( x \) and \( y \) are non-adjacent in \( G'_i \). By similar arguments no vertex of \( B_i \) is simplicial.

To complete the proof, we show that there is an isomorphism \( f : G_1 \to G_2 \) if and only if there is an isomorphism \( f' : G'_1 \to G'_2 \). Assume there is an isomorphism \( f : G_1 \to G_2 \). Since \( G_1 \) and \( G_2 \) are connected, we must have either \( f(A_1) = A_2 \) (and then \( f(B_1) = B_2 \)) or \( f(A_1) = B_2 \) (and then \( f(B_1) = A_2 \)). We extend \( f \) to an isomorphism \( f' : G'_1 \to G'_2 \) by setting
\[
(f'(u_1), f'(w_1)) = \begin{cases} (u_2, w_2), & \text{if } f(A_1) = A_2; \\ (w_2, u_2), & \text{if } f(A_1) = B_2. \end{cases}
\]

Now, assume there is an isomorphism \( f' : G'_1 \to G'_2 \). First note that \( u_i \) and \( w_i \) are the only simplicial vertices in \( G'_i \), and thus we have either \( f'(u_1) = u_2 \) and \( f'(w_1) = w_2 \), or \( f'(u_1) = w_2 \) and \( f'(w_1) = u_2 \). This immediately implies that their neighbourhoods are also mapped to each other: \( f'(A_1) = A_2 \) and \( f'(B_1) = B_2 \), or \( f'(A_1) = B_2 \) and \( f'(B_1) = A_2 \). Since \( f' \) is an isomorphism, for every \( x, y \in A_i \cup B_i \), we have \( \{x, y\} \in E(G'_i) \) if and only if \( \{f'(x), f'(y)\} \in E(G'_i) \). Using also the fact that \( A_i \) and \( B_i \) are cliques in \( G'_i \), and independent sets in \( G_i \), we infer that the restriction of \( f' \) to \( V(G_1) \) is an isomorphism between \( G_1 \) and \( G_2 \).

We note that the proofs of Theorems 1.4 and 1.5 also imply stronger statements, namely that \textsc{Max-Cut} is \textsf{NP}-complete and \textsc{Graph Isomorphism} is \textsf{GI}-complete even for cobipartite graphs with at most 2 avoidable vertices (recalling Observation 2.4).

### 5 Traceability of 2-moplex graphs

A graph is traceable if it contains a Hamiltonian path. It is well-known that every connected proper interval graph is traceable [15]. In this section, we generalise this result by proving Theorem 1.6, i.e. that every connected 2-moplex graph is traceable.

An important ingredient in this section is \textit{Lexicographic Depth First Search} (LDFS), which was introduced in 2008 by Corneil and Krueger [27]. Algorithmically, LDFS can be seen as a special case of Depth First Search (DFS) with a “lexicographic” tie-breaking rule. For our purposes, we use the corresponding (and equivalent) vertex ordering concept (see [27, Theorem 2.7]).
Definition 5.1. An ordering $\sigma$ of $G$ is an LDFS ordering if the following holds: if $a <_{\sigma} b <_{\sigma} c$ and $ac \in E(G)$ and $ab \notin E(G)$, then there exists a vertex $d$ such that $a <_{\sigma} d <_{\sigma} b$ and $db \in E(G)$ and $dc \notin E(G)$.

A DFS ordering of a connected graph $G$ is any ordering of $V(G)$ obtained by a depth first search. Note that any LDFS ordering is a DFS ordering. Recall the following properties of any DFS ordering, which we use throughout this section.

Fact 5.2. Let $G$ be a connected graph and let $(v_1, v_2, \ldots, v_n)$ be a DFS ordering of $G$. Then for any $i \in \{2, \ldots, n\}$ there exists $j < i$ such that $v_i v_j \in E(G)$. Also, if $v_i v_{i+1} \notin E(G)$ for some $i \in \{1, 2, \ldots, n-1\}$, then $i \geq 2$ and $v_i v_j \notin E(G)$ for any $j > i$.

Recall that the goal of this section is to prove that every connected 2-moplex graph is traceable. Our approach relies on the fact that every 2-moplex graph is a cocomparability graph (as proved in Proposition 3.14). A result of Köhler and Mouatadid [38] states that every cocomparability graph admits an umbrella-free LDFS ordering. It is thus natural to consider properties of orderings that are both LDFS and umbrella-free. In this case, the property from Definition 5.1 can be strengthened as follows.

Lemma 5.3 (Corneil et al. [26]). Let $\sigma$ be an umbrella-free LDFS ordering of a cocomparability graph $G$ and let $a, b, c$ be such that $a <_{\sigma} b <_{\sigma} c$, and $ac \in E(G)$, and $ab \notin E(G)$. Then, there exists a vertex $d$ such that $a <_{\sigma} d <_{\sigma} b$ and $\{a, b, c, d\}$ induces a $C_4$ in $G$.

The next lemma focuses on the local structure around the non-edges of a connected cocomparability graph $G$ whose endpoints are consecutive in an umbrella-free LDFS ordering.

Lemma 5.4. Let $G$ be a connected cocomparability graph, let $\sigma = (v_1, \ldots, v_n)$ be an umbrella-free LDFS ordering of $G$, and let $v_i v_{i+1} \notin E(G)$ for some $i \in \{1, \ldots, n-1\}$. Then $v_i$ is avoidable in $G$.

Proof. Let $v_j$ and $v_k$ be two non-adjacent neighbours of $v_i$. By Fact 5.2, we know that $v_j <_{\sigma} v_i$ and $v_k <_{\sigma} v_i$. We may assume without loss of generality that $v_j <_{\sigma} v_k <_{\sigma} v_i$. By Lemma 5.3, there exists a vertex $v_\ell$ such that $\{v_i, v_j, v_k, v_\ell\}$ induces a $C_4$ in $G$. Thus $v_i$ is avoidable. \hfill \Box

Klaus [57] introduced another useful way to break ties in a DFS (or any other vertex ordering) procedure, sometimes referred to as a “+ sweep”. The idea is to prioritise the greatest eligible element with respect to some given ordering.

Definition 5.5. Let $\tau$ be an arbitrary vertex ordering of a graph $G$ (considering the vertices sorted from smallest to largest). Then (L)DFS$^+$($\tau$) is the (L)DFS ordering of $G$ which is lexicographically maximal w.r.t. $\tau$ (where the first vertex has highest significance) among all (L)DFS orderings of $G$. In particular, (L)DFS$^+$($\tau$) always starts with the last vertex of $\tau$. We provide an example in Figure 7. \hfill \Box
Figure 7: A graph and a given ordering $\tau$ together with the orderings $\text{DFS}^+(\tau)$ and $\text{LDFS}^+(\tau)$.

We make use of the following important results on LDFS vertex orderings in the class of cocomparability graphs.

(i) As already mentioned, Köhler and Mouatadid [38] showed that every cocomparability graph admits an umbrella-free LDFS ordering.

(ii) Corneil et al. [26] showed that if $\sigma$ is an umbrella-free ordering of a graph, then so is $\text{LDFS}^+(\sigma)$.

(iii) Xu and Li [62] showed that every LDFS ordering ends in a moplexial vertex.

These three results imply the following corollary.

**Corollary 5.6.** Every cocomparability graph $G$ has an umbrella-free LDFS ordering $\sigma$ such that both first and last vertex are moplexial.

**Proof.** We first apply the approach of [38] to obtain an umbrella-free LDFS ordering $\tau$ of $G$ and then we compute $\sigma = \text{LDFS}^+(\tau)$. By [26], $\sigma$ is an umbrella-free LDFS ordering of $G$. Since $\sigma$ starts with the last vertex of $\tau$, it follows from [62] that both first and last vertices of $\sigma$ are moplexial.

**Observation 2.4** implies that every graph with at most two avoidable vertices has at most two moplexes. Using the results developed so far, we can already establish traceability for this special case of 2-moplex graphs.

**Proposition 5.7.** Every connected graph containing at most two avoidable vertices has a Hamiltonian path.

**Proof.** Let $G$ be a connected graph containing at most two avoidable vertices. Applying **Observation 2.4** and **Proposition 3.14**, we infer that $G$ is a cocomparability graph. By **Corollary 5.6**, the graph $G$ has an umbrella-free LDFS ordering $\sigma = (v_1, \ldots, v_n)$ such that vertices $v_1$ and $v_n$ are moplexial. We claim that $(v_1, \ldots, v_n)$ is a Hamiltonian path in $G$. Suppose that $v_i v_{i+1} \notin E(G)$ for some $i \in \{1, \ldots, n-1\}$. Then, by **Lemma 5.4**, $i \geq 2$ and the vertex $v_i$ is avoidable in $G$. Since $v_1$ and $v_n$ are moplexial vertices, they are also avoidable, and thus $G$ contains three distinct avoidable vertices, a contradiction.

An important ingredient in extending the statement of **Proposition 5.7** to the whole family of 2-moplex graphs is the following theorem.
Theorem 5.8 (Corneil et al. [26]). Let $\sigma$ be an umbrella-free LDFS vertex ordering of a cocomparability graph $G$. If $G$ admits a Hamiltonian path, then one such path corresponds to $\text{DFS}^+(\sigma)$.

We proceed with the proof of the main theorem of this section.

Theorem 1.6. Every connected 2-moplex graph has a Hamiltonian path.

Proof. Aiming towards a contradiction, fix a connected 2-moplex graph $G$ of minimum order that does not admit a Hamiltonian path. By Corollary 5.6 and Proposition 3.14, the graph $G$ has an umbrella-free LDFS ordering $\sigma = (v_1, \ldots, v_n)$ such that $v_1$ and $v_n$ are moplicial. Note that $n \geq 2$ since otherwise $G$ would have a Hamiltonian path. The minimality of $G$ implies that no two distinct vertices of $G$ have the same closed neighbourhood. In particular, every moplic in $G$ is of size one. Hence, since $G$ is a 2-moplex graph, $v_1$ and $v_n$ are the only two moplicial vertices of $G$. Since $N[v_1] \neq N[v_n]$, these two vertices belong to distinct moplexes.

Note that, as $G$ does not admit a Hamiltonian path, there is at least one vertex that is not adjacent to its immediate successor in $\sigma$. We next focus on how the removal of any such vertex affects the ordering $\sigma$. For $i \in \{1, \ldots, n\}$, we denote by $\sigma_i$ the ordering of $G - v_i$ obtained from $\sigma$ by removing $v_i$.

Claim 1. Suppose that $v_iv_{i+1} \notin E(G)$ for some $i \in \{1, \ldots, n-1\}$. Then, $\sigma_i$ is an umbrella-free LDFS ordering of $G - v_i$ that retains the property of starting and ending in moplicial vertices. Furthermore, we have that $v_{i-1}v_i \in E(G)$.

Proof. By Fact 5.2, we have $i \geq 2$. Every subsequence of an umbrella-free vertex ordering remains umbrella-free. To prove that $\sigma_i$ remains an LDFS ordering, observe that, by Fact 5.2, there is no neighbour $v \in N(v_i)$ such that $v_i <_\sigma v$. Consequently, for any three vertices $a, b, c$ of $G - v_i$ such that $a <_\sigma b <_\sigma c$, $ac \in E(G)$ and $ab \notin E(G)$, any vertex $d$ such that $a <_d d <_\sigma b$, $db \in E(G)$ and $dc \notin E(G)$ is different from $v_i$. So all triples satisfying the condition in Definition 5.1 remain unaffected. As $v_i \notin N[v_{i-1}]$, the vertex $v_i$ is not moplicial. By Lemma 5.4, $v_i$ is avoidable in $G$, and thus, by Theorem 3.8, $v_1$ and $v_n$ are moplicial in $G - v_i$.

We prove that $v_{i-1}v_i \in E(G)$ by contradiction, so suppose $v_{i-1}v_i \notin E(G)$. Now, observe that $N(v_i) \subseteq N(v_{i-1})$. Indeed, for every $v_j <_\sigma v_i$ with $v_jv_i \in E(G)$ and $v_jv_{i-1} \notin E(G)$, the vertices $v_j, v_{i-1}$, and $v_i$ form an umbrella. But if $N(v_i) \subseteq N(v_{i-1})$, then $N(v_i)$ is a minimal $v_{i-1}, v_i$-separator in $G$, and thus $\{v_i\}$ is a moplex. Recall that $i \geq 2$, and thus vertices $v_1, v_i$, and $v_n$ belong to three distinct moplexes, a contradiction.

Considering the ordering obtained by performing a DFS$^+$ sweep on $\sigma$, we define $<_\sigma$ as the binary relation on the vertex set of $G$ such that for every $u, v \in V(G)$ we have

$$u <_\sigma v \iff u \text{ is the immediate predecessor of } v \text{ in } \text{DFS}^+(\sigma).$$
Claim 2. Let $i \in \{1, \ldots, n-1\}$ such that $v_iv_{i+1} \notin E(G)$, and let $i', i''$ be such that $v_{i'} < v_i < v_{i''}$. Furthermore, assume that $v_n, v_{n-1}, \ldots, v_{i+1}$ appear before $v_i$ in $DFS^+(\sigma)$, and that either

(i) $i' < i'' = i - 1$, or

(ii) $i' < i'' = i - 1$ and $N(v_{i'}) \cap \{v_{i'-1}, v_{i'-2}, \ldots, v_{i'+1}\} = \emptyset$.

Then $v_i v_{i''} \notin E(G)$.

Proof. Note first that $\deg(v_i) \geq 2$, since otherwise $G$ would contain three distinct moplexes $\{v_1\}, \{v_i\}$, and $\{v_n\}$. This immediately implies that $v_{i''}$ is adjacent to $v_i$.

We claim that $v_{i'}$ is the neighbour of the vertex $v_i$ that is visited first by $DFS^+(\sigma)$. Let $v^*$ be the neighbour of the vertex $v_i$ that is visited first by $DFS^+(\sigma)$. Due to Fact 5.2 applied to $\sigma$, every neighbour $v_j$ of $v_i$ satisfies $j < i$. In particular, $v^* \prec_{\sigma} v_i$. Since $DFS^+(\sigma)$ is prioritising the choice of the maximal non-visited vertex with respect to $\sigma$ (see Definition 5.5), the assumption that $\{v_n, v_{n-1}, \ldots, v_{i+1}\}$ appear before $v_i$ in $DFS^+(\sigma)$ implies that $v_{i'} \prec v_i$. Consequently $v_{i'} = v^*$, as claimed. In particular, $v_{i'}$ is adjacent to $v_i$.

Furthermore, since $v_i v_{i'}, v_i v_{i''} \notin E(G)$, by Fact 5.2, the vertices $v_{i'}$ and $v_{i''}$ appear before $v_i$ in the ordering $\sigma$, that is, $i', i'' < i$. Suppose that $v_{i'} v_{i''} \notin E(G)$ (see Figure 8 for an illustration). By Claim 1, we have that $\sigma_i$ is an umbrella-free LDFS ordering of $G - v_i$. Furthermore, since $v_{i'}$ is the neighbour of $v_i$ that is visited first by $DFS^+(\sigma)$, the prefix of $DFS^+(\sigma)$ until the vertex $v_{i'}$ coincides with the prefix of $DFS^+(\sigma)$ until the same vertex. Next, observe that in both cases (i) and (ii) the properties of $DFS^+$ search and the assumption that $v_{i'} v_{i''} \notin E(G)$ imply that the vertex $v_{i'}$ is the immediate predecessor of $v_{i''}$ in $DFS^+(\sigma_i)$.

By Lemma 5.4, the vertex $v_i$ is avoidable in $G$. Hence $v_i$ is not a cut-vertex, that is, $G - v_i$ is connected. Furthermore, since $v_i$ is not moplecial, Corollary 3.9 implies that $G - v_i$ is a 2-moplex graph. Now, observe that by the minimality of $G$, the graph $G - v_i$ contains a Hamiltonian path, and thus by Theorem 5.8,

$$DFS^+(\sigma_i) = (v_n, \ldots, v_i', v_i'', \ldots)$$

(3)

corresponds to a Hamiltonian path of $G - v_i$. To conclude the proof it is enough to extend (3) to a Hamiltonian path $(v_n, \ldots, v_i', v_i, v_i'', \ldots)$ in $G$, contradicting the choice of $G$. Therefore, $v_i v_{i''} \notin E(G)$. □

Now fix $k$ to be the maximal integer in $\{2, \ldots, n-1\}$ such that $v_kv_{k+1} \notin E(G)$, and let $G' = G - v_k$. Applying Claim 1 yields that $\sigma_k = (v_1, v_2, \ldots, v_{k-1}, v_{k+1}, \ldots, v_n)$ is an umbrella-free LDFS ordering of $G'$ starting and ending on moplecial vertices.

Since $v_k$ is an avoidable vertex in $G$ it is not a cut-vertex, and hence $G'$ is connected. Furthermore, since $v_k$ is not moplecial, Corollary 3.9 implies that $G'$ is a 2-moplex graph. Thus, by the minimality of $G$ and by Theorem 5.8, it follows that $DFS^+(\sigma_k)$ corresponds to a Hamiltonian path of $G - v_k$. At this point, we know that $DFS^+(\sigma)$ and $DFS^+(\sigma_k)$ share the prefix $(v_n, v_{n-1}, \ldots, v_{k+1})$, and thus $v_n \prec v_{n-1} \prec \ldots \prec v_{k+1}$. Since $v_kv_{k+1} \notin E(G)$, Fact 5.2 implies that $v_{k+1}$ has at least one neighbour in $\{v_{k+1}, \ldots, v_n\}$, and hence $v_{k+1}$ must be adjacent in $G$ to its successor in $DFS^+(\sigma)$. 27
Figure 8: The vertices are drawn in order of $\sigma$. Edges are solid while non-edges are dashed. The purple, directed edges stand for the $\prec$-relation; they are solid as we know them to be edges. Claim 2 proves that $v_i v'_i$ is not an edge: the upper part shows case (i) and the lower part case (ii).

Claim 3. We have $v_{k+1} \prec v_{k-1}$.

Proof. Let $j$ be the largest integer such that $j \leq k$ and $v_j v_{k+1} \in E(G)$. The choice of $j$ implies that $v_{k+1} \prec v_j$ and $j \neq k$.

Suppose towards a contradiction that $j \neq k - 1$, that is, $v_{k+1} v_{k-1} \notin E(G)$ (see Figure 9 for an illustration). This implies that $v_j$ is adjacent to both $v_{k-1}$ and $v_k$, as otherwise either $\{v_j, v_{k-1}, v_{k+1}\}$ or $\{v_j, v_k, v_{k+1}\}$ form an umbrella in $\sigma$. By Claim 1, we also have $v_k v_{k-1} \in E(G)$, which implies $v_{k+1} \prec v_j \prec v_k \prec v_{k-1}$. As $v_j v_{k-1} \notin E(G)$ this contradicts Claim 2 (applied to $i = k$, with assumption (i)).

Figure 9: The vertices are drawn in order of $\sigma$. Edges are solid while non-edges are dashed. The purple directed edges stand for the $\prec$-relation; they are solid as we know them to be edges. Claim 3 proves that DFS$^+$($\sigma$) visits $v_{k-1}$ after $v_{k+1}$, as a different vertex $v_j$ would yield a contradiction to Claim 2.

From $v_k v_{k-1} \in E(G)$ and the definition of DFS$^+$ it follows that $v_k$ is visited immediately after $v_{k-1}$, i.e. $v_{k-1} \prec v_k$. So by now we have established $v_n \prec \ldots \prec v_{k+1} \prec v_{k-1} \prec v_k$. This corresponds to a path of length $n - k + 1$ in $G$, so in the following we assume $k > 2$.

Claim 4. We have that $v_{k-2} v_{k-1} \notin E(G)$.
**Proof.** Suppose \( v_{k-2}v_{k-1} \) is an edge (see Figure 10 for an illustration). Then \( v_{k-2}v_k \notin E(G) \), as otherwise \( v_{k+1} < v_{k-1} < v_k < v_{k-2} \), which contradicts Claim 2 (with \( i = k \) under assumption (ii)). However, since \( v_{k-2}v_k \notin E(G) \), observe that \( N(v_k) \subseteq N(v_{k-2}) \), as otherwise \( v_{k-2} \) and \( v_k \) would form an umbrella in \( \sigma \) with any neighbour \( x \) of \( v_k \) that is not a neighbour of \( v_{k-2} \), using the fact that \( x <_{\sigma} v_{k-2} \), by Fact 5.2 (with \( i = k \)), and \( x \neq v_{k-1} \). The inclusion \( N(v_k) \subseteq N(v_{k-2}) \) implies that \( \{v_k\} \) is a moplex. Since \( v_1 \) and \( v_n \) belong to distinct moplexes in \( G \) other than \( \{v_k\} \), this contradicts that \( G \) is a 2-moplex graph. \( \square \)

**Figure 10:** The vertices are drawn in order of \( \sigma \). Edges are solid while non-edges are dashed. The purple, directed edges stand for the \( \prec \)-relation; they are solid as we know them to be edges. Claim 4 shows that \( v_{k-2}v_{k-1} \) is a non-edge as otherwise \( G \) contains another moplex.

Since \( v_{k-2}v_{k-1} \notin E(G) \), we can use Fact 5.2 and Claim 1 to obtain \( k \geq 4 \) and \( v_{k-2}v_{k-3} \in E(G) \), respectively. As \( v_k \) is not moplicial, it has degree at least two. Fix \( v_j \) to be its neighbour such that the value of \( j < k - 1 \) is maximised, i.e. \( v_k \prec v_j \). We now show that no value of \( j \) is realisable.

As we know that \( v_{k-2}v_{k-1} \notin E(G) \), and since \( v_{k-2}v_k \in E(G) \) would violate \( \sigma \) being a DFS ordering (see Fact 5.2), we deduce that \( v_{k-2}v_k \notin E(G) \), and thus we have \( j \neq k - 2 \).

Suppose next that \( j = k - 3 \), or equivalently \( v_{k-3}v_k \in E(G) \). Then \( v_{k-1}v_{k-3} \in E(G) \), otherwise the vertices \( v_{k-3} \prec_{\sigma} v_{k-1} \prec_{\sigma} v_k \) violate Definition 5.1. Since \( v_{k-1} \prec v_k \prec v_{k-3} \), Claim 2 (with \( i = k \) under assumption (ii)) implies \( v_{k-1}v_{k-3} \notin E(G) \), a contradiction.

Finally, suppose that \( j < k - 3 \) and observe that \( v_{k-2}v_j \) and \( v_{k-3}v_j \) are edges, as otherwise the corresponding two vertices would form an umbrella on \( \sigma \) with \( v_k \). In particular, we have

\[
v_{k+1} \prec v_{k-1} \prec v_k \prec v_j \prec v_{k-2} \prec v_{k-3}.
\]

By Claim 2 (with \( i = k - 2 \) under (i)), we get \( v_jv_{k-3} \notin E(G) \), a contradiction. This concludes the proof of Theorem 1.6. \( \square \)

We conclude the section by mentioning that, due to [38], computing a minimum path cover can be done in linear time for cocomparability graphs. This result, along with Theorem 1.6 and Proposition 3.14, implies the following.
Corollary 5.9. Given a connected 2-moplex graph $G$, a Hamiltonian path in $G$ can be computed in linear time.

6 Concluding remarks

Moplexes provide a tool that has the potential to lift the beneficial structural properties of simplicial modules in chordal graphs to the setting of all graphs, see e.g. [6, 9, 10]. We thus believe that graphs with a bounded number of moplexes form interesting graph classes which were well overdue for further study. We introduce the moplex number of a graph, focusing our study on properties of graphs with moplex number 2, the smallest nontrivial class in the moplex-number hierarchy.

In Theorem 3.8, we identify a graph operation which preserves the moplexes, namely, the removal of an avoidable non-moplicial vertex. One can easily determine other such operations (e.g. removing a universal vertex or a true twin). It would be interesting to characterise the class of $k$-moplex graphs by identifying a set of operations and a base class that can be used to generate every member of the class. The existence of such a characterisation is still open, even when $k = 2$.

We show in Theorem 1.6 that every connected 2-moplex graph is traceable. In this respect, we conjecture the following strengthening of Theorem 1.6. (In fact, no counterexample is known even for the stronger property of pancyclicity.)

Conjecture 6.1. Every 2-connected 2-moplex graph has a Hamiltonian cycle.

Some of the questions answered for the case $k = 2$ can also be asked for $k > 2$. For instance, how do the classes of $k$-moplex graphs relate with the hierarchy of hereditary graph classes? Also, what is the complexity of CLIQUE, CLIQUE COVER, and COLOURING for $k$-moplex graphs?
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