ON DEPENDENCE STRUCTURE OF COPULA-BASED MARKOV CHAINS
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Abstract. We consider dependence coefficients for stationary Markov chains. We emphasize on some equivalences for reversible Markov chains. We improve some known results and provide a necessary condition for Markov chains based on Archimedean copulas to be exponential $\rho$-mixing. We analyse the example of the Mardia and Frechet copula families using small sets.
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1. INTRODUCTION

This work is motivated by applications in Bayesian analysis of Monte Carlo Markov chains. Longla and Peligrad [6], Longla [7] have provided several theorems on exponential $\rho$-mixing and geometric ergodicity of convex combinations of geometrically ergodic Markov chains. This work completes the ideas provided in the two cited papers, that one can read for more information on copulas and their importance in assessing the dependence structure of Markov chains. In this paper we use the following notations:

$$L^p(0,1) = \left\{ g : \int_0^1 |g|^p(x)dx < \infty \right\},$$

$$||g||_p = \left( \int_0^1 |g|^p(x)dx \right)^{1/p},$$

$$L^p_0(0,1) = \left\{ g : \int_0^1 |g|^p(x)dx < \infty, \int_0^1 g(x)dx = 0 \right\}.$$

For $i = 1, 2$, $A_i(x_1, x_2) = \frac{\partial A(x_1, x_2)}{\partial x_i}$ and $c(x, y) = C_{12}(x, y)$ is called density of the 2-copula $C(x, y)$. $\mathcal{R}$ is the Borel $\sigma$-algebra. $A^c$ is the complement of $A$, $\mu$ is the Lebesgue measure on $[0, 1]$. $I$ stands for the interval $[0, 1]$ and $[x]$ is the integer part of $x$. $\mathbb{R}^+$ is the set of positive real numbers. $\mathbb{N}$ is the set of natural numbers.

A 2-copula is a bivariate function $C : [0, 1] \times [0, 1] \rightarrow [0, 1] = I$, such that $C(0, x) = C(x, 0) = 0$ (meaning that $C$ is grounded), $C(1, x) = C(x, 1) = x$ for all $x \in [0, 1]$ (meaning that each coordinate is uniform on $I$), for all $[x_1, x_2] \times [y_1, y_2] \subset I^2$, $C(x_1, y_1) + C(x_2, y_2) - C(x_1, y_2) - C(x_2, y_1) \geq 0$. Therefore, any convex combination of 2-copulas is a 2-copula. The increased interest in the theory of copulas and its application is due to the following fact. If $X_1, X_2$ are random variables with joint distribution $F$ and marginal distributions $F_1, F_2$, then the function $C$ defined via $C(F_1(x_1), F_2(x_2)) = F(x_1, x_2)$ is a 2-copula (this is the Sklar’s theorem).

$$A \ast B(x, y) = \int_0^1 A_2(x, t)B_1(t, y)dt$$
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is a 2-copula, fold product of the 2-copulas $A(x, y)$ and $B(x, y)$. We are not using higher order copulas here. So, we will use the term copula in place of 2-copula.

Some popular examples of copulas are: the Hoeffding upper bound $M(u, v) = \min(u, v)$, the Hoeffding lower bound $W(u, v) = \max(u + v - 1, 0)$ and the independence copula $P(u, v) = uv$. Any copula has its graph between the graphs of $W$ and $M$. $P$ is the copula associated to two independent random variables. Another popular class of copulas is the Archimedean family of copulas. Given a decreasing concave up (convex) function $\varphi : [0, 1] \to [0, \infty)$ such that $\varphi(1) = 0$.

If $\varphi(0) = \infty$, then $\varphi$ is called a strict generator or generator of the strict Archimedean copula

$$C(u, v) = \varphi^{-1}(\varphi(u) + \varphi(v)), \quad \text{with} \quad c(u, v) = -\frac{\varphi''(\varphi(u) + \varphi(v))\varphi'(u)\varphi'(v)}{\left(\varphi''(\varphi(u) + \varphi(v))\right)^2}.$$  

If $\varphi(0) < \infty$, then $\varphi$ is non-strict generator or generator of the non-strict Archimedean copula

$$C(u, v) = \varphi^{-1}(\min(\varphi(u) + \varphi(v), \varphi(0))).$$

A non-strict generator can always be standardized. The standard generator satisfies $\varphi(0) = 1$. Thus, all generators of the same Archimedean copula are scalar multiples of the standard generator. So, without loss of generality we can state all results in terms of the standard generator. A stationary Markov chain can be defined by a copula and a one dimensional marginal distribution. In this set-up, we call it a copula-based Markov chain. For stationary Markov chains with uniform marginals, the transition probability for sets $A = (-\infty, y]$ is $P(x, A) = C_{1,1}(x, y)$. See [6] for more details on this topic.

Given $\sigma$-fields $\mathcal{A}$ and $\mathcal{B}$, the mixing coefficients of interest in this paper are defined as follows.

$$\beta(\mathcal{A}, \mathcal{B}) = \mathbb{E} \sup_{B \in \mathcal{B}} |P(B|\mathcal{A}) - P(B)|,$$

$$\rho(\mathcal{A}, \mathcal{B}) = \sup_{f \in L^2(\mathcal{A}), g \in L^2(\mathcal{B})} \text{corr}(f, g),$$

and

$$\phi(\mathcal{A}, \mathcal{B}) = \sup_{B \in \mathcal{B}, A \in \mathcal{A}, P(A) > 0} |P(B|A) - P(B)|.$$

Using the transition probabilities for a Markov chain generated by an absolutely continuous copula and a marginal distribution with strictly positive density, for $\mathcal{A} = \sigma(X_i, i \leq n), \mathcal{B} = \sigma(X_i, i \geq n)$, it was shown by Longla and Peligrad [6] that

$$\beta(\mathcal{A}, \mathcal{B}) = \beta_n = \int_0^1 \sup_{B \in \mathcal{R} \cap I} \left| \int_B (c_n(x, y) - 1)dy \right| dx,$$

$$\rho(\mathcal{A}, \mathcal{B}) = \rho_n = \sup_{f, g} \left\{ \int_0^1 \int_0^1 c_n(x, y)f(x)g(y)dxdy : ||g||_2 = ||f||_2 = 1, \mathbb{E}(f) = \mathbb{E}(g) = 0 \right\},$$

$$\phi(\mathcal{A}, \mathcal{B}) = \phi_n = \sup_{B \in \mathcal{R} \cap I} \text{ess sup}_{x} \int_B (c_n(x, y) - 1)dy,$$

where, $c_n$ is the density of $(X_0, X_n)$.

A stochastic process is $\rho$-mixing, if $\rho_n \to 0$. The process is exponentially mixing, if the convergence rate is exponential. A stochastic process is geometrically ergodic, if $\beta_n$ converges to 0 exponentially fast. A stationary sequence is absolutely regular, if $\beta_n \to 0$ as $n \to \infty$. It is well known (see for instance Cor. 21.7 in [3]) that a strictly stationary Markov chain is absolutely regular (i.e. $\beta_n \to 0$), if and only if it is irreducible (i.e. Harris recurrent) and aperiodic. A stationary Markov chain is irreducible if there exists a set $B$, such that $\pi(B) = 1$ and the following holds: for all $x \in B$ and every set $A \in \mathcal{R}$ such that $\pi(A) > 0$, there is a positive integer $n = n(x, A)$ for which $P^n(x, A) > 0$. An irreducible stationary Markov chain is aperiodic if and only if there is $A$ with $\pi(A) > 0$, $n > 0$, such that $P^n(x, A) > 0$ and $P^{n+1}(x, A) > 0$ for all $x \in A$. Here $\pi$ is the invariant distribution. See Theorem 3.3.1 of [4] for more. Let $(Y_n, n \in \mathbb{N})$ be an irreducible and aperiodic Markov chain with a transition measure $P^n(x, A) = P(X_n \in A|X_0 = x), n \geq 1$. S is a small set, if it is nonnull and for some $n > 0, q > 0$ and a probability measure $\nu$, such that $P^n(x, A) \geq q
\nu(A)$ for all $x \in S$ and measurable $A$.

This paper is structured as follows. In Section 2 we provide new results on exponential $\rho$-mixing and exponential $\beta$-mixing for some families of copulas. For instance, Lemma 2.1 and Theorem 2.2 deal with mixing rates of copula-based Markov chains with square-integrable copula densities. Theorem 2.3 provides a new bound on $\rho_1$ and relates it to...
our previous results. Theorem 2.8 generalizes the result of Theorem 2.5. Theorem 2.9 is about mixing rates of Markov chains generated by non-strict Archimedean copulas. In Proposition 2.14 we study convex combinations of copulas. In Theorem 2.18 we provide the mixing rates of a popular kernel, and the subsequent Lemma 2.19 exhibits a new family of copulas and the mixing rate of the Markov chains they generate. Families of copulas that generate $\rho$-mixing and $\phi$-mixing are constructed. We also apply the theory of small sets to the Frechet and Mardia copula families. We show, that Markov chains generated by these families of copulas are $\phi$-mixing, thus geometric $\beta$-mixing and $\rho$-mixing. In Section 3 we provide the proofs.

2. Mixing rates of copula-based Markov chains

A copula-based Markov chain is the representation of a stationary Markov chain by the copula of its consecutive states and an invariant distribution.

2.1. General condition for exponential $\rho$-mixing

Define the linear operator $T : \mathbb{L}^2(0,1) \to \mathbb{L}^2(0,1)$ by

$$T(f)(x) = \int_0^1 f(y)c(x,y)dy.$$ \hspace{1cm} (2.1)

It is well known that $\rho_1 = \sup_{f \in \mathbb{L}^2(0,1)} \|Tf\|_2 / \|f\|_2$. See [6] for references. Based on this fact, we derive the following.

**Lemma 2.1.** For a stationary Markov chain generated by a symmetric copula with square-integrable density, $\rho_k = \lambda_1^k$. $\rho$-mixing is equivalent to $\lambda_1 < 1$, where $\lambda_1$ is the largest eigen-value of $T$.

Combining this result with Theorem 4 of [6] leads to the following theorem.

**Theorem 2.2.** A stationary Markov chain generated by a symmetric copula with square integrable density is geometric $\beta$-mixing if and only if it is geometric $\rho$-mixing.

Beare [2] has shown that geometric ergodicity follows from $\rho$-mixing and the reverse implication uses the comment before Theorem 4 in [6].

**Theorem 2.3.**

Let $c(x, 1) - c(x, 0) \in \mathbb{L}^2(0,1)$ and $\int_0^1 |c_y(x,y)|dy \in \mathbb{L}^2(0,1)$. \hspace{1cm} (2.2)

Define $\left\| \int_0^1 |c_y(x,y)|dy \right\|_2^2 = k_1$ and $\|c(x, 1) - c(x, 0)| + \int_0^1 |c_y(x,y)|dy\|_2^2 = k_2$. \hspace{1cm} (2.3)

If $k_1 + k_2 < 12$, then the stationary Markov chain generated by $C$ is an exponential $\rho$-mixing ($\rho_1 \leq \sqrt{(k_1 + k_2)/12} < 1$). Moreover, if the density is strictly positive on a set of Lebesgue measure 1, then it is geometrically ergodic.

**Example 2.4** (the Farlie–Gumbel–Morgenstern family of copulas). The Farlie–Gumbel–Morgenstern copula family defined by

$$C(x, y) = xy + \theta xy(1-x)(1-y),$$

$\theta \in [-1,1]$, generates exponential $\rho$-mixing and exponential $\beta$-mixing for all values of its parameter.

For this family,

$$c(x, y) = 1 + \theta(1-2x)(1-2y), \quad c_y(x, y) = -2\theta(1-2x).$$

All assumptions of Theorem 2.3 are satisfied.

$$c(x, 1) - c(x, 0) = -2\theta(1-2x), \quad \int_0^1 |c_y(x,y)|dy = 2|\theta(1-2x)|$$
Theorem 2.5. If there exists nonnegative functions $\varepsilon_1, \varepsilon_2$ defined on $[0, 1]$, for which the density of the absolute continuous part of the copula satisfies the inequality $c(x, y) \geq \varepsilon_1(x) + \varepsilon_2(y)$, with $\varepsilon_1, \varepsilon_2 \in L^1[0, 1]$, such that at least one of the two functions has a non-zero integral, then the Markov chains generated by this copula are exponential $\rho$-mixing. Moreover, if the density is strictly positive on a set of Lebesgue measure 1, then these Markov chains are geometrically ergodic.

Remark 2.6. This theorem improves Theorem 4.2 of [2], by extending it to cases when the density can actually be equal to zero on a set of non-zero measure, and therefore not be bounded away from 0. In the example below, we exhibit a copula that provides exponential $\rho$-mixing, but was ruled out by Theorem 4.2 of [2].

Example 2.7. Given any bounded and integrable functions $h : [0, 1] \to [0, 1], g : [0, 1] \to [0, 1]$, let $b_1 = \sup g, a_1 = \inf g, b_2 = \sup h$ and $a_2 = \inf h$.

Functions defined in Table 1 are densities of copulas that generate exponential $\rho$-mixing Markov chains. The respective maximal correlation coefficients are bounded as shown in Table 2.

The copula densities in Table 3 generate $\phi$-mixing Markov chains. The first entry of Table 3 is bounded away from 0 for all values of the parameter $a \in (0, 1]$. The second entry of the table is bounded away from 0 when $|\theta| < 2a$. The third entry of this table generates exponential $\phi$-mixing stationary Markov chains for all $c > 0$ and $\theta \leq 2a$. Concerning the last entry, for all $c > 0$ and $0 < a \leq 1$, the density is bounded away from 0. Thus, it generates $\phi$-mixing Markov chains.

The proof of Theorem 2.5, unveils a more general result.
Let \( \varphi \) be a non-strict standard generator of an Archimedean copula not equal to the Hoeffding lower bound. Assume \( \varphi \) has a second derivative. The copula generates exponential \( \rho \)-mixing Markov chains if

\[
\int_0^1 (1 - x) \left( \frac{h(x)}{(\varphi \circ \varphi^{-1}(x))^2} \right)^2 \, dx < 1,
\]

where

\[
h(x) = \max_{0 \leq y \leq 1-x} \varphi'' \circ \varphi^{-1}(x+y).
\]

Notice that, if \( \varphi'' \) is decreasing, then \( h(x) = \varphi''(0) \), and if \( \varphi'' \) is increasing, then \( h(x) = \varphi'' \circ \varphi^{-1}(x) \). Moreover, if \( \varphi'(1) \neq 0 \), then it is enough to have

\[
\int_0^1 h^2(x)(1 - x) \, dx < (\varphi'(1))^4.
\]

Example 2.10. The Archimedean copula with generator \( \tilde{\varphi}(u) = -\ln(\theta u + 1 - \theta) \), \( \theta \in (0, 1) \).

The standard generator is

\[
\varphi(x) = \frac{\ln(\theta u + 1 - \theta)}{\ln(1 - \theta)}
\]

and

\[
\varphi^{-1}(x) = \frac{(1 - \theta)^x - 1 + \theta}{\theta}.
\]
\[ \varphi'(x) = \frac{1}{\ln(1 - \theta)(x + 1 - \frac{x}{\theta})}, \quad \varphi' \circ \varphi^{-1}(x) = \frac{\theta}{\ln(1 - \theta)(1 - \theta)^x}. \]

So,
\[ \varphi'' \circ \varphi^{-1}(x + y) = \frac{\theta^2(1 - \theta)^{-2(x+y)}}{-\ln(1 - \theta)}, \quad h(x) = \frac{\theta^2(1 - \theta)^{-2}}{-\ln(1 - \theta)}. \]

Therefore, we need
\[ \int_0^1 (1 - x) \left( \frac{h(x)}{(\varphi' \circ \varphi^{-1}(x))^2} \right)^2 \, dx = -\frac{\ln(1 - \theta)}{4(1 - \theta)^4} + \frac{1}{16} - \frac{1}{16(1 - \theta)^4} < 1. \]

Thus, copulas from this family generate exponential $\rho$-mixing Markov chains for $\theta \in (0, \theta_0)$, where $\theta_0 \approx .348$ is the unique value of $\theta$ for which the inequality becomes an equality.

**Remark 2.11.** This example is taken from the list of Archimedean copulas in Section 6 of [8]. On this example we can see that Theorem 2.9 doesn’t handle the case of $P$, corresponding to $\theta = 1$ because this copula is strict. The case $\theta = 0$ is ruled out by the assumptions.

**Example 2.12.** The non-strict generator
\[ \varphi(x) = \frac{1 - x}{1 + (\theta - 1)x} = \varphi^{-1}(x), \quad \theta \in [1, \infty). \]

\[ \varphi'(x) = -\frac{\theta}{(1 + (\theta - 1)x)^2}, \quad \varphi' \circ \varphi^{-1}(x) = \frac{(1 + (\theta - 1)x)^2}{-\theta}, \quad \varphi''(x) = -\frac{2\theta(\theta - 1)}{(1 + (\theta - 1)x)^3}. \]

For this family of copulas, $\varphi$ is decreasing. Therefore, $h(x) = -2\theta(\theta - 1)$.

\[ \rho_1^2 \leq \int_0^1 \left( \frac{1 - x)^{1/2}h(x)}{(\varphi' \circ \varphi^{-1}(x))^2} \right)^2 \, dx = \frac{2}{21} + \frac{4}{7} \theta^7 - \frac{2}{3} \theta^6 = f(\theta). \]

$f(\theta)$ is an increasing function on $[1, \infty)$ with $f(1) = 0$, $f(\infty) = \infty$. Thus, there exists a unique $\theta_0 \approx 1.388$ for which $f(\theta_0) = 1$. Therefore, the copula generates exponential $\rho$-mixing Markov chains for $\theta \in (1, \theta_0)$.

### 2.3. Convex combinations of copulas

We will use in this section various methods to assess the rate of convergence of mixing coefficients of Markov chains generated by some copula families. We will use direct computation for $\rho$-mixing. We will also show how small sets are related to geometric ergodicity, and apply Theorem 8 of [6] to the example of the Mardia and Frechet families of copulas. Longla and Peligrad [6] have shown the following.

**Lemma 2.13.** Any convex combination of geometrically ergodic reversible Markov chains is geometrically ergodic.

$\rho$-mixing and absolute regularity imply geometric ergodicity. Thus, Lemma 2.13 implies the following:

**Proposition 2.14.** The Markov chain generated by any convex combination of copulas, one of which generates $\rho$-mixing Markov chains and another one generates absolutely regular Markov chains, is geometrically ergodic and exponential $\rho$-mixing.

**Example 2.15.** Exponential $\beta$-mixing for the Frechet and Mardia families of copulas

\[ C(x, y) = \frac{\theta^2(1 + \theta)}{2} M(x, y) + (1 - \theta^2) P(x, y) + \frac{\theta^2(1 - \theta)}{2} W(x, y), \quad \theta \in [-1, 1], \quad (2.4) \]

\[ C(x, y) = C_{a, b}(x, y) = aM(x, y) + (1 - a - b) P(x, y) + bW(x, y) \quad (0 \leq a + b \leq 1). \quad (2.5) \]

(2.4) defines the Mardia family of copulas and (2.5) defines the Frechet family of copulas. Notice that a Mardia copula is a Frechet copula with $a + b = \theta^2$. Any copula from this family has a singular part (see [7] for more). We shall show the following.
Theorem 2.16. A stationary Markov chain generated by a copula from the Frechet (Mardia) family with uniform marginal has n-steps joint cumulative distribution function $C_{a_n, b_n}(x, y)$, where

$$a_n = \frac{1}{2}[(a + b)^n + (a - b)^n], \quad b_n = \frac{1}{2}[(a + b)^n - (a - b)^n].$$

(2.6)

The Markov chain is exponentially $\phi$-mixing, therefore $\rho$-mixing and geometrically $\beta$-mixing for $a + b \neq 1$. For copulas with $a + b = 1$, there is no mixing.

Remark 2.17.

1. First of all, notice that Theorem 2.5 can be applied to both families to show that we have exponential $\rho$-mixing for $a + b \neq 1$. Theorem 2.5 can’t be used for copulas with $a + b = 1$.

2. The absolute continuous part of the copula for these families has density $1 - a - b$. So, we can conclude, using Theorem 8 of [6], that this density being bounded away from zero when $1 - a - b \neq 0$, the copula families generate $\phi$-mixing. This, on its own, implies geometric ergodicity and $\rho$-mixing for the Markov chains generated by these copulas.

2.4. Practical example for simulation studies

A popular kernel that is used to generate Markov chains with a given probability of staying at the same state $x$ equal to $p(x)$, where $x \in [-1, 1]$, is defined by:

$$Q(x, A) = p(x)\delta_A(x) + (1 - p(x))\nu(A), \quad \text{where } \nu \text{ is a probability measure on } [-1, 1].$$

If $\theta = \int_{-1}^1 \frac{\nu(dx)}{1 - p(x)} < \infty$, then the invariant distribution is defined by $\pi(dx) = \frac{\nu(dx)}{\theta(1 - p(x))}$. For references on this example, see [6]. If we allow the acceptance probability to depend on a parameter $a$, then require the marginal distribution to be uniform on $[-1, 1]$ and $\nu$ absolutely continuous with respect to the Lebesgue measure, having density $h(x, a)$, then it follows that $Q(x, A) = p(x, a)\delta_A(x) + (1 - p(x, a))\nu(A)$. $\pi(dx) = \frac{1}{2}\nu(dx)$ implies $h(x, a) = k(1 - p(x, a))$, where $\theta = 2k$. To analyze the mixing structure of the Markov chain generated by this transition kernel and the given invariant distribution, we derive the corresponding copula. The corresponding copula representation of the transition probability $\mathbb{P}(x, (-1, y])$ is given by

$$C_{1,1} \left( \frac{x + 1}{2}, \frac{y + 1}{2} \right) = p(x, a)\mathbb{I}(x \leq y) + k(1 - p(x, a)) \int_{-1}^y (1 - p(t, a))dt.$$

So, using the transformation formula $(U, V) = (F(X), F(Y))$ and the Sklar’s theorem, it follows that

$$C_{1,1}(u, v) = p(2u - 1, a)\mathbb{I}(u \leq v) + k(1 - p(2u - 1, a)) \int_{-1}^{2v-1} (1 - p(t, a))dt.$$

Using the notation $f(x) = \int_{-1}^x p(t, a)dt$ and integrating with respect to $u$, we obtain the copula

$$C(u, v) = \frac{1}{2} \left[ f \left( \min(2u - 1, 2v - 1) \right) + k(2u - f(2u - 1))(2v - f(2v - 1)) \right].$$

(2.7)

If we take $p(x, a) = a|x|$ with $a \leq 1$, then

$$Q(x, A) = a|x|\delta_A(x) + k(1 - a|x|) \int_A (1 - a|t|)dt.$$

Theorem 2.18. The stationary Markov chain generated by the above transition kernel and the uniform distribution is exponential $\rho$-mixing and geometrically ergodic for $a < 1$. The Markov chain is $\beta$-mixing with rate $1/n$, but not $\rho$-mixing when $a = 1$.

Lemma 2.19. Any function of the form (2.7) with an increasing differentiable function $f$ satisfying $f(-1) = 0$ and $f(1) = 2 - 1/k$ defines a one parameter copula family for $2 \geq k > 0$. This family generates exponential $\rho$-mixing Markov chains for $0 < k < 2$. 


3. Appendix: Mathematical proofs

3.1. Lemma 2.1

The first part of the conclusion belongs to Beare [2]. Assume \((U,V)\) is a random vector with distribution \(C(u, v)\). The square integrable density of \(C\) defines a Hilbert–Schmidt operator, and therefore a compact operator. For an operator with these properties, there exists a basis of eigen-functions in \(L^2(0, 1)\). Reversibility implies a spectral representation of the kernel of \(T\) in the form

\[
c(u, v) = \sum_{i=0}^{\infty} \lambda_i \varphi_i(u) \varphi_i(v),
\]

where \(\varphi_i(u)\) are the eigen-functions corresponding to the eigen-values \(\lambda_i\) of \(T\), and form an orthonormal basis of \(L^2(0, 1)\). \(\lambda_i \in \mathbb{R}^+\) is a decreasing sequence. \(\lambda_0 = 1\) is eigen-value with eigen-function 1. Therefore, \(\lambda_k^k\) are eigen-values of the operator \(T^k\) with kernel \(c^k\) corresponding to the same eigen-functions. So,

\[
c^k(u, v) = 1 + \sum_{i=1}^{\infty} \lambda_i^k \varphi_i(u) \varphi_i(v).
\]

\(\rho_k\) coefficient becomes

\[
\rho_k = \sup_{f \neq g} \left\{ \int_0^1 \int_0^1 c^k(u, v)f(u)g(v)du dv : \mathbb{E}(f) = \mathbb{E}(g) = 0, \mathbb{E}(f^2) = \mathbb{E}(g^2) = 1 \right\}.
\]

Bounding this quantity by use of Jensen’s inequality, then Hölder’s inequality, we obtain

\[
\left| \int_0^1 \int_0^1 c^k(u, v)f(u)g(v)du dv \right| = \left| \sum_{i=1}^{\infty} \lambda_i^k \int_0^1 \varphi_i(u)f(u)du \int_0^1 \varphi_i(v)g(v)dv \right|
\leq \sum_{i=1}^{\infty} \lambda_i^k \left( \int_0^1 \varphi_i^2(u)du \right)^{1/2} \left( \int_0^1 f^2(u)du \right)^{1/2} \left( \int_0^1 \varphi_i^2(v)dv \right)^{1/2} \left( \int_0^1 g^2(v)dv \right)^{1/2} \leq \sum_{i=1}^{\infty} \lambda_i^k.
\]

So, for \(k \geq 2\), we have

\[
\rho_k \leq \sum_{i=1}^{\infty} \lambda_i^k \leq \lambda_1^{k-2} \sum_{i=1}^{\infty} \lambda_i^2 \leq M \lambda_1^k.
\]

Here

\[
M = \left( \sum_{i=1}^{\infty} \lambda_i^2 \right) / \lambda_1^2.
\]

The series converges because we have a Hilbert–Schmidt operator. Therefore, if \(\lambda_1 < 1\), then \(\rho_k\) converges to 0 exponentially fast. On the other hand,

\[
c^k(u, v) = 1 + \lambda_1^k \varphi_1(u) \varphi_1(v) + \sum_{i=2}^{\infty} \lambda_i^k \varphi_i(u) \varphi_i(v).
\]

Because the basis is orthonormal, we have

\[
corr(\varphi_1(U), \varphi_1(V)) = \int_0^1 \int_0^1 c^k(u, v) \varphi_1(u) \varphi_1(v)du dv.
\]

Therefore,

\[
corr(\varphi_1(U), \varphi_1(V)) = \lambda_1^k \int_0^1 \varphi_1^2(u)du \int_0^1 \varphi_1^2(v)dv = \lambda_1^k.
\]

Thus, \(1 \geq \rho_k \geq \lambda_1^k\). Therefore, if \(\lambda_1 = 1\), then \(\rho_k = 1\) for all \(k\). So, we have exponential \(\rho\)-mixing if and only if \(\rho_1 < 1\). By formula (5) in Longla and Peligrad [6],

\[
\rho_1 = \sup_{f \in L^2(0, 1)} \frac{||Tf||_2}{||f||_2}.
\]

In this case, this norm is \(\lambda_1\). Thus, \(\rho_1 = \lambda_1\). Also, it is well known that \(\rho_k \leq \rho_1^k\), and we have just shown, that \(\lambda_1^k \leq \rho_k\). Thus, \(\rho_k = \lambda_1^k\).
3.2. Theorem 2.2

\[
\beta_k = \int_0^1 \sup_B \left| \int_B (c(u, v) - 1) \right| dv.
\]

Using Jensen’s and Hlder’s inequalities leads to

\[
\beta_k = \int_0^1 \sup_B \left| \int_B \left( \sum_{i=1}^{\infty} \lambda_i^k \varphi_i(u) \varphi_i(v) \right) dv \right| du \leq \sum_{i=1}^{\infty} \lambda_i^k \int_0^1 \left| \varphi_i(v) \right| dv \sup_B \int_B \left| \varphi_i(u) \right| du.
\]

So,

\[
\beta_k \leq \sum_{i=1}^{\infty} \lambda_i^k \int_0^1 \left| \varphi_i(v) \right| dv \leq \left( \int_0^1 \varphi_i^2(v) dv \right)^{1/2} = \sum_{i=1}^{\infty} \lambda_i^k.
\]

Using 0 \leq \mu(B) \leq 1, B \subset [0, 1] \cap R, where \mu is the Lebesgue measure, we obtain

\[
\beta_k \leq \sum_{i=1}^{\infty} \lambda_i^k \int_0^1 \left| \varphi_i(v) \right| dv.
\]

Thus, Hlder’s inequality implies

\[
\beta_k \leq \sum_{i=1}^{\infty} \lambda_i^k \left( \int_0^1 \varphi_i^2(v) dv \right)^{1/2} = \sum_{i=1}^{\infty} \lambda_i^k.
\]

Therefore, \( \beta_k \leq M \lambda_1^k \). So, \( \beta_k \) converges exponentially to 0 when \( \rho_1 < 1 \). Now, if we have geometric ergodicity, then Theorem 4 of [6] holds. Therefore, the Markov chain is \( \rho \)-mixing.

3.3. Theorem 2.5

Let \( f, g \) be two functions with

\[
||f||_2 = ||g||_2 = 1, \quad \mathbb{E}(f(X)) = \mathbb{E}(g(Y)) = 0,
\]

where \( X \) and \( Y \) have uniform distributions on \([0, 1]\). We have

\[
2f(x)g(y) = f^2(x) + g^2(y) - (f(x) - g(y))^2.
\]

Therefore,

\[
2 \int I^2 f(x)g(y)C(dx, dy) = \int I^2 f^2(x)C(dx, dy) + \int I^2 g^2(y)C(dx, dy) - \int I^2 (f(x) - g(y))^2 C(dx, dy).
\]

Using the fact that

\[
\int I f C(dx, dy) = dx \text{ and } \int I f^2(x) dx = \int I g^2(x) dx = 1,
\]

we obtain

\[
\int I^2 f^2(x)C(dx, dy) = \int I f^2(x) \int I C(dx, dy) = \int I f^2(x) dx = 1 = \int I^2 g^2(y)C(dx, dy).
\]

On the other hand, using \( c(x, y) \geq \varepsilon_1(x) + \varepsilon_2(y) \) on a set of Lebesgue measure 1,

\[
\int I^2 (f(x) - g(y))^2 C(dx, dy) \geq \int I^2 (f(x) - g(y))^2 (\varepsilon_1(x) + \varepsilon_2(y)) dx dy
\]

\[
= \int I^2 (f^2(x) + g^2(y) - 2f(x)g(y))(\varepsilon_1(x) + \varepsilon_2(y)) dx dy
\]

\[
= I_a + I_b,
\]

where

\[
I_b = \int I^2 f^2(x)\varepsilon_2(y) dx dy + \int I^2 g^2(y)\varepsilon_2(y) dx dy - 2 \int I^2 f(x)g(y)\varepsilon_2(y) dx dy
\]
and
\[ I_a = \int_I f^2(x)\varepsilon_1(x)dx \int_I dy + \int_I \varepsilon_1(x)dx \int_I g^2(y)dy - 2 \int_I f(x)\varepsilon_1(x)dx \int_I g(y)dy. \]
The cross terms are equal to zero. Moreover, \( \int_I g^2(x)dx = 1 \) and
\[ \int_I f^2(x)\varepsilon_1(x)dx \geq 0. \]
Whence,
\[ I_a = \int_I f^2(x)\varepsilon_1(x)dx + \int_I \varepsilon_1(x)dx \geq \int_I \varepsilon_1(x)dx. \]
Similarly,
\[ I_b \geq \int_I \varepsilon_2(y)dy. \]
Thus,
\[ - \int_I (f(x) - g(y))^2 C(dx, dy) \leq - \int_I \varepsilon_1(x)dx - \int_I \varepsilon_2(y)dy. \]
Using (3.1) and integrating, we obtain
\[ 2 \int_I f(x)g(y)C(dx, dy) \leq 2 - (\int_I \varepsilon_1(x)dx + \int_I \varepsilon_2(y)dy). \]
It follows that
\[ \text{corr}(f, g) \leq 1 - \frac{1}{2}(\int_I \varepsilon_1(x)dx + \int_I \varepsilon_2(y)dy). \]
Because this holds for all such \( f \) and \( g \), it also holds for \( f \) and \( -g \). Thus,
\[ \sup_{f,g} |\text{corr}(f, g)| \leq 1 - \frac{1}{2}(\int_I \varepsilon_1(x)dx + \int_I \varepsilon_2(y)dy). \]
Provided that one of the two integrals of the right hand side is non-zero (say \( \varepsilon \)). It follows that
\[ \rho_1 \leq 1 - \frac{1}{2}\varepsilon < 1. \]
If, in addition, the density is positive on a set of Lebesgue measure 1, then the assumptions of Theorem 4 of [6] hold. Thus, geometric ergodicity follows.

### 3.4. Theorem 2.9

Let \( X = \varphi(U) \) and \( Y = \varphi(V) \), where \((U, V)\) has distribution \( C(u, v) \). The common marginal distribution function and probability distribution function of \( X \) and \( Y \) are
\[ P(X \leq x) = P(Y \leq x) = 1 - \varphi^{-1}(x), \quad f_X(x) = f_Y(x) = \frac{1}{-\varphi'(\varphi^{-1}(x))}. \]

Using this transformation and \( P(U \geq u, V \geq v) = -1 + P(U \geq u) + P(V \geq v) + P(U < u, V < v) \) yields the joint cumulative distribution function of \((X, Y)\)
\[ P(X \leq x, Y \leq y) = P(U \geq \varphi^{-1}(x), V \geq \varphi^{-1}(y)) = 1 - \varphi(x) - \varphi(y) + C(\varphi^{-1}(x), \varphi^{-1}(y)). \]
Differentiating this function gives the joint density

\[ h(x, y) = -\frac{\varphi'' \phi^{-1}(x + y)}{(\varphi' \phi^{-1}(x + y))^3} \mathbb{1}\{x + y \leq 1\}. \]

\[
\text{corr}(f(U), g(V)) = \text{corr}(f \circ \phi^{-1}(\varphi(U)), g \circ \phi^{-1}(\varphi(V))) = \text{corr}(\tilde{f}(X), \tilde{g}(Y)),
\]

with \( \tilde{f} = f \circ \phi^{-1} \) and \( \tilde{g} = g \circ \phi^{-1} \). The function \( \varphi^{-1} \) is defined on \([0, 1]\) because we are using the standard generator. So, \( \phi^{-1} \circ \varphi(X) = X \). Therefore, \( \rho_1(\sigma(X), \sigma(Y)) = \rho_1(\sigma(U), \sigma(V)) \).

Let \( f \) and \( g \) be such that \( E(f(X)) = E(g(X)) = 0 \), \( \text{Var}(f(X)) = \text{Var}(g(X)) = 1 \). Given the formula of the density, the correlation coefficient between \( f(X) \) and \( g(Y) \) can be computed by

\[
\text{corr}(f(X), g(Y)) = \int_0^1 \int_0^{1-x} \frac{\varphi'' \phi^{-1}(x + y)f(x)g(y)}{(-\varphi' \phi^{-1}(x + y))^3} \, dy \, dx.
\]

Therefore,

\[
|\text{corr}(f(X), g(Y))| \leq \int_0^1 |f(x)| \int_0^{1-x} \frac{\varphi'' \phi^{-1}(x + y)|g(y)|}{(-\varphi' \phi^{-1}(x + y))^3} \, dy \, dx.
\]

Recall, that \( \varphi^{-1} \) is decreasing because \( \varphi \) is decreasing. Thus,

\[
\forall x, y \in [0, 1], 0 = \varphi^{-1}(1) \leq \varphi^{-1}(x + y) \leq \varphi^{-1}(x) \leq \varphi^{-1}(0) = 1.
\]

So,

\[
\varphi'(0) = \varphi' \phi^{-1}(1) \leq \varphi' \phi^{-1}(x + y) \leq \varphi' \phi^{-1}(x) \leq \varphi' \phi^{-1}(0) = \varphi'(1) \leq 0
\]

because \( \varphi \) is convex.

\[
0 \leq \frac{1}{(1 - \varphi'(0))^3} \leq \frac{1}{(1 - \varphi' \phi^{-1}(x + y))^3} \leq \frac{1}{(1 - \varphi' \phi^{-1}(x))^3} \leq \frac{1}{(1 - \varphi'(1))^3}.
\]

Therefore, using (3.2) and \( h(x) = \max_{0 \leq y \leq 1-x} \varphi'' \phi^{-1}(x + y) \) leads to

\[
|\text{corr}(f(U), g(V))| \leq \int_0^1 \frac{h(x)|f(x)|}{(-\varphi' \phi^{-1}(x))^3} \int_0^{1-x} \frac{|g(y)| \, dy}{(-\varphi' \phi^{-1}(y))^3} \, dx. \tag{3.3}
\]

Using twice Hölder’s inequality in (3.3) yields

\[
|\text{corr}(f(U), g(V))| \leq \int_0^1 \frac{h(x)|f(x)|(1-x)^{1/2}}{(-\varphi' \phi^{-1}(x))^{5/2}} \, dx \leq \left( \int_0^1 \frac{h(x)}{(-\varphi' \phi^{-1}(x))^2} (1-x) \, dx \right)^{1/2}.
\]

Therefore, taking the supremum over all such \( f \) and \( g \),

\[
\rho_1^2 \leq \int_0^1 \frac{h(x)}{(\varphi' \phi^{-1}(x))^2} (1-x) \, dx.
\]

So, \( \rho_1 < 1 \), if

\[
\int_0^1 \left( \frac{h(x)}{(\varphi' \phi^{-1}(x))^2} \right)^2 (1-x) \, dx < 1 \quad \text{or} \quad \int_0^1 h^2(x)(1-x) \, dx < (\varphi'(1))^4.
\]
3.5. Theorem 2.16

Let \((Y_n, n \in \mathbb{N})\) be a Markov chain generated by \(C_{a,b}\) and the uniform distribution on \(I\). The formula of the \(n\)-steps transition copula is based on the multiplicative property of the copula families and the recurrence relationship that can be easily established between copulas of \((Y_0, Y_n)\) and \((Y_0, Y_{n+1})\).

For the proof of Doeblin recurrence, we need to show by Theorem 8 of [6], that the density \(c(u,v)\) of the absolutely continuous part of the copula is bounded away from 0 on a set of Lebesgue measure 1. This follows from the fact that \(c(u,v) > (1 - a - b)\) for all \(u, v \in [0,1]\). Therefore, the Markov chain these copulas generate are \(\phi\)-mixing for \(a + b \neq 1\). This implies geometric ergodicity and exponential \(\rho\)-mixing by the corollary to Theorem 8 of [6].

Theorem B.1.4 in [4] states the following.

\[ \int_{S^c} L(w)P(x,dw) < K, \quad \text{for all} \quad x \in S. \]

Then, \((X_n, n \in \mathbb{N})\) is geometrically ergodic.

Here, \(L\) is called the Lyapunov function. We shall use this result as follows. We will use small sets to show that the Markov chain above is geometrically ergodic, then apply Theorem 4 [6] to obtain \(\rho\)-mixing. Assume \(a + b \neq 1\). Let \(S = [1/2, 1]\). For any \(A \in \mathcal{R}, P(x, A)\) is a sum of three components, one of which is \((1 - a - b)\mu(A)\). So, \(P(x, A) \geq (1 - a - b)\mu(A)\) for all \(x \in S\). Taking \(q = 1 - a - b, \nu = \mu\) and \(n = 1\), we conclude that \(S\) is a small set.

Now, we shall show that the Markov chain generated by this copula is irreducible and aperiodic, and there exists a Lyapunov function. The density of the absolute continuous part of the copula is \(c(u,v) \geq 1 - a - b > 0\). This density being strictly positive on a set of Lebesgue measure 1, we can conclude by Proposition 2 of [6], that the stationary Markov chain it generates is absolutely regular, and thus irreducible and aperiodic.

We shall now return to the existence of the Lyapunov function for geometric ergodicity of the Markov chains generated by these copulas. Notice that, if \(x \in S\), then \(1 - x \in S^c\). Therefore, for any function \(L \in L^1(0,1),\)

\[ \mathbb{E}(L(X_1)|X_0 = x) = aL(x) + bL(1 - x) + (1 - a - b)\int_0^1 L(x)dx. \]

Let

\[ L(x) = I(x \geq 1/2) + 2I(x < 1/2). \]

Therefore,

\[ \int_0^1 L(x)dx = 3/2. \]

So, for \(x \in S^c, L(x) = 2, L(1 - x) = 1\) and

\[ \mathbb{E}(L(X_1)|X_0 = x) = 2a + b + (1 - a - b)(3/2) = 2\left(\frac{a + 3}{4}\right) - \frac{b}{2}, \]

leading to

\[ \frac{4}{a + 3} \mathbb{E}(L(X_1)|X_0 = x) = L(x) - \frac{b}{a + 3} \quad \text{for all} \quad x \in S^c. \]

So, \(r = \frac{4}{a + 3} > 1\) and \(\gamma = \frac{b}{a + 3} > 0\).

On the other hand, \(L\) being bounded on \(I\), the second condition holds. Therefore, \(L\) is a Lyapunov function for the Markov chain generated by this copula. So, by Theorem 3.1, this stationary Markov chain is geometrically ergodic for \(a + b \neq 1\).

For any convex combination of the two copulas \(M\) and \(W\) (corresponding to \(a + b = 1\)), we can compute \(\rho_1\) as follows. The corresponding transition operator acts on functions in \(L^2(0,1)\) via \(Qf(u) = af(u) + (1 - a)f(1 - u)\). Therefore, if we can find a function \(f\) defined on \(I\), such that \(\mathbb{E}(f) = 0\) and \(f(1 - u) = f(u)\) for all \(u\), then \(Qf(u) = f(u)\). The existence of such a function leads to \(\rho_1 = 1\). The function \(f(x) = \cos(2\pi x)\) satisfies these assumptions. In conclusion, the Markov chains generated by the copulas are not \(\rho\)-mixing, and due to symmetry, they are not geometrically ergodic and not Doeblin recurrent.
3.6. Theorem 2.3

Consider \( T : L^2_0(0,1) \to L^2(0,1) \), \( T(f)(x) = \int_0^1 f(y)c(x,y)dy \). We shall use the following claim.

Claim. Let \( \mathbb{H} \) be a Hilbert space. Let \( T \) be a bounded operator defined on \( \mathbb{H} \), and \( \{e_n(x), n \in \mathbb{N}\} \) be an orthonormal basis of \( \mathbb{H} \). Then,

\[
||T||^2 \leq \sum_{n \geq 1} ||T(e_n)||^2.
\]

Proof.

\[
f(x) = \sum_{n \geq 1} a_n e_n(x) \quad \text{implies} \quad ||f||^2 = \left( \sum_{n \geq 1} a_n^2 \right)^{1/2}.
\]

Also,

\[
||Tf||^2 = \left( \sum_{n \geq 1} a_n T e_n \right)^2 \leq \left( \sum_{n \geq 1} a_n^2 \right)^{1/2} \left( \sum_{n \geq 1} ||T e_n||^2 \right)^{1/2}
\]

implies

\[
\frac{||Tf||^2}{||f||^2} \leq \left( \sum_{n \geq 1} ||T e_n||^2 \right)^{1/2}.
\]

The last inequality uses Cauchy’s inequality. This leads to

\[
||T|| = \sup_f \frac{||Tf||^2}{||f||^2} \leq \left( \sum_{n \geq 1} ||T e_n||^2 \right)^{1/2}.
\]

It remains to estimate \( ||T e_n||^2 \) for the most convenient orthonormal basis of \( L^2_0(0,1) \),

\[
\left\{ e_n = \sqrt{2} \sin(2n\pi x), \quad b_n = \sqrt{2} \cos(2n\pi x), \quad n \geq 1 \right\}.
\]

Case 1. \( e_n = \sqrt{2} \cos(2n\pi x) \).

\[
\begin{align*}
(1/\sqrt{2})T e_n(x) &= \int_0^1 c(x,y) \cos(2\pi ny)dy = c(x,y) \frac{\sin(2\pi ny)}{2\pi n} \Big|_{y=0}^{y=1} - \frac{1}{2\pi n} \int_0^1 c_y(x,y) \sin(2\pi ny)dy.
\end{align*}
\]

Therefore, using \( |\sin(2\pi ny)| \leq 1 \) and (2.2), we obtain

\[
|(1/\sqrt{2})T e_n(x)| \leq \frac{1}{2\pi n} \int_0^1 |c_y(x,y)|dy.
\]

So,

\[
||T e_n||^2 \leq \frac{1}{2(n\pi)^2} \int_0^1 |c_y(x,y)|dy^2.
\]

In our notations, we obtain

\[
||T e_n||^2 \leq \frac{k_1}{2(n\pi)^2}.
\]

Case 2. \( e_n = \sqrt{2} \sin(2n\pi x) \). Same as above with the only difference that for this case, the first part is not zero, but \(-\frac{1}{2n\pi}[c(x,1) - c(x,0)]\).
So,

\[ |(1/\sqrt{2})T_{n}(x)| \leq \frac{1}{2n\pi} \left[ |c(x, 1) - c(x, 0)| + \int_{0}^{1} |c_y(x, y)|dy \right]. \]

Computing the norms yields

\[ ||T_{n}||_2^2 \leq \frac{1}{\sqrt{2}n\pi} \left[ |c(x, 1) - c(x, 0)| + \int_{0}^{1} |c_y(x, y)|dy \right]^2. \]

In our notations,

\[ ||T_{n}||_2^2 \leq \frac{k_2}{2(n\pi)^2}. \]

Taking into account both cases, using

\[ \sum_{n>0} \frac{1}{n^2} = \frac{\pi^2}{6}, \]

\[ \sum_{n>1} ||T_{n}||_2^2 = \frac{k_1 + k_2}{2(\pi)^2} \sum_{i>0} \frac{1}{i^2} = \frac{k_1 + k_2}{12}. \]

So, \( k_1 + k_2 < 12 \) implies \( \rho_1 = ||T|| < 1 \). Therefore, the generated Markov chains are exponential \( \rho \)-mixing. Moreover, if the density is strictly positive on a set of Lebesgue measure 1, then \( \beta \)-mixing follows from \( \rho \)-mixing by Theorem 4 of [6].

### 3.7. Theorem 2.18

To assess the rate of convergence of the mixing coefficient \( \beta_n \), we use Lemma 2 of [5], that can be stated as follows for the transition kernel at hands.

**Lemma 3.2.** For the algorithm of interest in Theorem 2.18, the following holds.

\[ \mathbb{E}_\pi(p^n(X, a)) \leq \beta_n \leq 3\mathbb{E}_\pi \left( p^{[n/2]}(X, a) \right). \]

Applying Lemma 3.2 and computing the necessary expected values lead to

\[ \frac{a^{n+1}}{n+1} \leq \beta_n \leq 3\mathbb{E}_\pi(p^{[n/2]}(X, a)) = 3a^{[n/2]+1} \leq C\rho^n, \quad \rho = \sqrt{a}. \]

Therefore, the Markov chain is exponential \( \beta \)-mixing when \( a < 1 \). Reversibility implies exponential \( \rho \)-mixing by Theorem 4 of [6]. For \( a = 1 \), the generated Markov chain is a \( \beta \)-mixing with decay rate \( 1/n \), but fails to be \( \rho \)-mixing. It fails to be \( \rho \)-mixing because, by Theorem 4 of [6], it would have been otherwise geometrically ergodic.
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