WARM ABSORBERS AND OUTFLOWS IN THE SEYFERT-1 GALAXY NGC 4051
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Abstract

We present both phenomenological and more physical photoionization models of the Chandra/HETG spectra of the Seyfert-1 active galactic nucleus NGC 4051. We detect 40 absorption and emission lines, encompassing highly ionized charge states from O, Ne, Mg, Si, S, and the Fe L-shell and K-shell. Two independent photoionization packages, XSTAR and Cloudy, were both used to self-consistently model the continuum and line spectra. These fits detected three absorbing regions in this system with densities ranging from $10^{10}$ to $10^{11}$ cm$^{-3}$. In particular, our XSTAR models require three components that have ionization parameters of $\log(\xi) = 4.5$, 3.3, and 1.0, and are located within the broad-line region at 70, 300, and 1300 $R_g$, respectively, assuming a constant wind density. Larger radii are inferred for density profiles which decline with radius. The Cloudy models give a similar set of parameters with ionization parameters of $\log(\xi) = 5.0$, 3.6, and 2.2 located at 40, 200, and 3300 $R_g$. We demonstrate that these regions are outflowing from the system, and carry a small fraction of material out of the system relative to the implied mass accretion rate. The data suggest that magnetic fields may be an important driving mechanism.
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1. INTRODUCTION

The advent of CCD spectroscopy with ASCA showed that the “warm absorbers” (Halpern 1984) that are present in the X-ray spectra of some Seyfert galaxies can be described with a combination of He-like O vii and H-like O viii absorption edges (Reynolds 1997). The spectral resolution of CCDs is insufficient to clearly reveal individual narrow absorption lines that should be associated with such edges. The high-resolution dispersive spectrometers on board Chandra and XMM-Newton have been able to clearly reveal such narrow absorption lines in a number of Seyfert active galactic nuclei (AGNs). Indeed, it is now clear that X-ray warm absorbers span a range of ionizations, generally have blueshifts on the order of $10^2 - 3$ km s$^{-1}$ with respect to their host galaxy, and so must be outflows (Kaastra et al. 2000; Kaspi et al. 2000, 2002).

With deep observations and careful, self-consistent photoionization studies of high-resolution spectra, the nature and constraints on the origin of these outflows can—in principle—be determined. In some warm absorbers, there is evidence that the opacity must derive partly from elements trapped on dust grains (Lee et al. 2001), suggesting that the absorption may partially originate in a parsec-scale “torus” (Antonucci 1993). Similarly, distant absorption is a viable description of the absorbers in many spectra (see, e.g., Blustin et al. 2005). These outflows are plausibly powered by radiation pressure from the central engine. In this picture, the outflows may be termed “disk winds,” but they are unlikely to provide deep insights about the nature of disk accretion for they lack the ability to transfer angular momentum out of the system.

The best spectra of Seyfert warm absorbers may suggest a different origin. The 900 ks Chandra/HETG spectrum of NGC 3783 is richly detailed, and photoionization analysis suggests that it may originate within several hundred gravitational radii ($r_g = GM/c^2$) of the black hole (Kaspi et al. 2002). Detailed spectral modeling of the X-ray absorption in NGC 4151 finds high column densities and evidence of large bulk motion that may be require large non-radial motions (Kraemer et al. 2005). This is qualitatively consistent with magnetocentrifugal disk winds of the kind described by Blandford & Payne (1982). Owing to the fact that these winds can remove angular momentum from accreting gas (thus allowing it to accrete), some warm absorbers (or the most ionized, innermost regions of warm absorbers) may hold clues to the fundamental physics of disk accretion (see, e.g., Proga & Begelman 2003; Fukumura et al. 2010) for newer theoretical models. Even stronger evidence of magnetic processes driving disk winds and a possible anti-correlation with radio jets has been found in the observations of some stellar-mass black holes (Miller et al. 2006a, 2008; Kallman et al. 2009; Luketic et al. 2010; Blum et al. 2010).

Understanding the ultimate influence of these warm outflows on host environments is also interesting and timely. Blustin et al. (2005) considered a sample of Seyfert warm absorbers, and derived typical values for these outflows. If the winds operate during the entirety of the active Seyfert/AGN phase, then warm absorbers may expel up to $10^8 M_\odot$ of material into their host galaxies. In large elliptical galaxies, this may be unimportant compared to the stellar mass. However, this may represent a substantial fraction of the gas in the central spheroid of spiral galaxies.

Estimates of the radii at which warm absorbers exist, and their total mass outflow rates, depend on detailed spectroscopy. Factors such as the gas density, covering factor, and filling factor must be estimated using line ratios and a number of physical assumptions. Indeed, the geometry of warm absorber outflows is poorly understood; at present, only lines in NGC 3783 show even modest evidence of P Cygni profiles (Kaspi et al. 2002), likely indicating that the wind is quasi-spherical. It is notable, then, that the best spectra provide the best evidence that warm absorbers may be disk winds that could be related to fundamental disk physics.

Clearly, deep observations and sensitive spectra are vital to understanding accretion onto, and mass outflows from, the...
central engine in Seyfert AGNs. To this end, we have analyzed the summed, deep-exposure Chandra/HETG spectrum of the Seyfert-1 galaxy NGC 4051. This Seyfert is close ($z = 0.00234$), and the mass of the black hole has been constrained using reverberation mapping techniques ($M_{\text{BH}} = 1.9 \pm 0.8 \times 10^6 M_\odot$, Peterson et al. 2004; $M_{\text{BH}} = 1.7 \pm 0.5 \times 10^6 M_\odot$, Denney et al. 2009). The innermost accretion flow in NGC 4051 has been studied using relativistic disk reflection (e.g., Ogle et al. 2004; Ponti et al. 2006; for a review see Miller 2007).

The X-ray warm absorber in this AGN has previously been studied (Ogle et al. 2004; Nucita et al. 2010; Steenbrugge et al. 2009; Lobban et al. 2011; Pounds & Vaughan 2011). We confirm the multiple absorbing regions with a range of ionization parameters, $1 < \log(\xi) < 3$, described in these papers. However, we do not find the various high velocity components, i.e., $> 2000$ km s$^{-1}$, claimed by Steenbrugge et al. (2009), Lobban et al. (2011), and Pounds & Vaughan (2011). Furthermore, we present evidence for material arising closer to the central engine than previously claimed, i.e., $< 13000$ R$_g$.

Herein, we present phenomenological and self-consistent, physical, photoionization models for the X-ray warm absorber observed in the time-averaged HETG spectrum of NGC 4051. We find that the wind likely originates close to the black hole, within a few hundred gravitational radii. We also find modest evidence of P Cygni profiles in the H-like charge states, suggesting that the hottest, innermost part of the wind is quasi-spherical. A cosmology of $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $q_0 = 0$, and $\Lambda_0 = 0.73$ was used throughout this analysis.

2. METHODS

2.1. Data Reduction

We have analyzed 12 Chandra high energy grating (HEG) and medium energy grating (MEG) spectra of the Seyfert-1 NGC 4051, between the dates of 2008 November 9 (MJD 54779) and 2008 November 30 (MJD 54800). The event files, redistribution matrices, and auxiliary matrices were created via the CIAO commands (version 4.2) tgextact, mkgrmf, and dmarfadd, respectively. After acquiring the data and response files, we co-added the 12 HEG and MEG observations with the HEASOFT, version 6.9, procedures mathpha, addrmf, and addarf. Although NGC 4051 is known to be highly variable, especially in the X-ray band, these data did not vary in flux by more than a factor of two and in spectral index varied from 1.7 to 2.0. Finally, by utilizing both the positive and negative first-order spectra, we were able to get over 0.17 counts s$^{-1}$ and avoid pile-up typically associated with the zeroth-order spectra. A total exposure time of 308 ks was achieved.

We utilized the Interactive Spectral Interpretation System (ISIS), version 1.6.1, as well as XSPEC, version 12.6.0, to analyze the time-average spectra employing both phenomenological and photoionization modeling techniques. The data were binned at a minimum of 10 counts bin$^{-1}$.

2.2. Phenomenological Model

Initially, we fitted the HEG and MEG broadband spectra using XSPEC between the ranges of 1.5–20 $\AA$ and 1.5–23 $\AA$, respectively. The ranges were chosen because the respective sections had the highest sensitivity for each spectrograph, ensuring a maximum signal-to-noise ratio in each spectrum. The preliminary model consisted of a power law and a disk blackbody component. The disk blackbody is not likely to be physical; however, it adequately describes the soft excess seen in NGC 4051 and many Seyfert galaxies (e.g., Reynolds 1997; Magdziarz et al. 1998; Crummy et al. 2006). We also include an effective H column density in all models with the component phabs, which is frozen at $1.15 \times 10^{20}$ atoms cm$^{-2}$ to model the line-of-sight absorption (Kalberla et al. 2005). Finally, we included a multiplicative constant, so as to account for any discrepancy between the normalization of the two spectrographs.

The best-fit parameters of the model with a $\chi^2/v = 9067/7531$ are listed in Table 1. The ratio of the data to the continuum model is plotted in Figure 1. The power-law index of $\Gamma = 1.94 \pm 0.01$ is typical of Seyfert galaxies. The disk blackbody temperature of 0.118 $\pm 0.005$ keV is also typical of Seyferts (e.g., Reynolds 1997), but again is not likely to be a physical model.

In general, this continuum-only model is a poor fit to the data, and this is clearly due to the fact that emission and absorption features are present. We note them in the residuals in Figure 1. We first employ a phenomenological model as a means of characterizing both of these features. The spectra were fitted with ISIS utilizing 2 or 3 $\AA$ sections with a local-power-law continuum and a Galactic absorption of $1.15 \times 10^{20}$ atoms cm$^{-2}$. By allowing the continuum to vary from segment to segment, we were able to precisely detect any underlying features amongst the residuals. We used a Gaussian line profile to describe the residual absorption and emission features. A total of 40 lines were detected and are listed in Tables 2 and 3. Of these lines, all but one are detected at least at the 3$\sigma$ confidence level, and the remaining line is detected at a 2$\sigma$ confidence level, but it is expected as part of a pair. The significance of each detection, which is determined using $F$-test statistics, is also listed in these tables. The column densities listed in Table 3 are also derived for each ion with known oscillator strength using the relation $N_i = (\pi e^2/m_e c^2)N_f \lambda^2 f_{ji}$, where $W_i$ is the equivalent width, $N_f$ is the column density, $\lambda$ is the rest wavelength, and $f_{ji}$ is the oscillator strength.

We detect a number of different, highly ionized charge states including species of O, Ne, Mg, Si, and Fe L-shell transitions, as well as narrow fluorescent Fe K$\alpha$ and $\beta$ lines and a broad Fe K$\alpha$ line. The median velocity of all of these features is

| Table 1 Broadband Parameters |
|-----------------------------|
| $\Gamma$ | Normalization | Diskbb | Normalization |
| $(10^{-3}$ photons cm$^{-2}$ s$^{-1}$ keV$^{-1}$) | Constant | $(\text{keV})$ | $(\text{\sqrt{R_{\odot}/\text{km s}^{-1}}})^2 \cos \theta$ |
| 1.94 ± 0.01 | 4.24 ± 0.03 | 1.062 ± 0.005 | 0.118 ± 0.005 | 6610$^{+1100}_{-900}$ |

Notes. The parameters for the broadband continuum of both the HEG and MEG spectra are given. Because of a soft excess component in the MEG spectra, a disk blackbody component was included. The disk blackbody component should not be regarded as physical. The multiplicative constant is applied to the MEG spectrum to correct for the slight discrepancy between the flux in the two spectrographs. Galactic absorption of $1.15 \times 10^{20}$ atoms cm$^{-2}$ was also included. $\chi^2/v = 9067/7531$. 
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Figure 1. Ratio of the data to the fiducial model with $\chi^2/\nu = 9607/7516$. This model only includes a power-law and disk blackbody component as well as an effective H column density and a multiplicative constant, which corrects for the normalization between the HEG and MEG spectra. Clear absorption and emission features can be seen over this simple model. The wavelength plotted is in the observed reference frame.

(A color version of this figure is available in the online journal.)

$-580 \text{ km s}^{-1}$, while the mean velocity is $-530 \text{ km s}^{-1}$ with a standard deviation of $320 \text{ km s}^{-1}$. The emission features have a slightly lower mean velocity of $-310 \text{ km s}^{-1}$ with a standard deviation of $450 \text{ km s}^{-1}$, consistent with emission in the rest frame of NGC 4051. The absorption features have a faster mean outflowing velocity of $-630 \text{ km s}^{-1}$ with a standard deviation of $200 \text{ km s}^{-1}$. The median and mean measurements do not include the unidentified lines or the fluorescence emission lines.

These velocity shifts suggest that the absorption features are produced in a region along our line of sight that is moving toward us. Furthermore, the fact that the absorption is blueshifted with respect to the emission features may suggest the evidence of P Cygni lines. These features are most clearly seen in Lyman series of both O viii and Ne x, in particular the lines with rest wavelengths of 18.96 Å, 16.01 Å, and 12.1 Å (see Figures 2 and 3). It should be noted that any emission features in the He-like forbidden or intercombination lines cannot be P Cygni features, due to the fact that they are optically thin. However, the detection of an absorption feature blueward of the emission feature in the H-like lines may give insight to the geometry of this system in the inner highly ionized region. If these two features are connected and not coincidental, then the lines suggest a spherical shell of material that is outflowing from the system, and lends itself to determining roughly the covering fraction of this system. However, we cannot rule out that the H-like lines may also be consistent with emission in the rest frame of NGC 4051 and an absorbing region further from the central engine. To date, the only evidence for P Cygni profiles in Seyfert winds is in NGC 3783 (Kaspi et al. 2002).
The line markers are in the rest frame of NGC 4051. The wavelength plotted is seen in the H-like Lyα line of Ne x which is badly blended with the absorption component, as indicated by an absorption equivalent width of O vii of 18.65 Å which is larger than the equivalent width of the 21.6 Å line (Figure 4). Therefore, the well-known G ratio is unobtainable, giving only the ratio of the forbidden (f) to intercombination (i) lines. The ratios

$$R(n_f) = \frac{f}{i}$$  \hspace{1cm} (1)

are 3.4 ± 1.6 and 1.1 ± 0.4 for the O vii and Ne ix R ratios. These R ratios are both consistent with the R ratios using the

2.3. Density Diagnostics

There are four particularly relevant sets of line detections found in these data. The first two are the He-like triplet emission lines of O vii and Ne ix, and the remaining two are the Fe L-shell doublets, Fe xxii and Fe xxiii (see Figures 4, 5, and 6). The line ratios in the triplets allow for temperature and density diagnostics. However, this assumes that the emission lines originate in the same region as the absorption features and line ratios are not also affected by the ultraviolet radiation field (e.g., Mauche et al. 2001). In addition, in the spectrum of NGC 4051, the emission component of the resonance line (r)
O vii and N vii triplets in work by Nucita et al. (2010). However, Nucita et al. (2010) do find a lower limit to the ratio of \( R \geq 5.6 \) for the Ne ix triplets which is much higher then our results.

The \( R \) ratios we present would imply densities of \( 10^{10} \) cm\(^{-3}\) and \( 10^{12} \) cm\(^{-3}\) for the ratios from O vii and Ne ix, respectively, according to the calculations of Porquet & Dubau (2000) if the UV flux is not important. However, photons near 1620 Å and 1248 Å can excite transitions from the metastable levels of O vii and Ne ix, respectively, affecting the ratio just as a high density would. We do not have simultaneous UV observations, but Collinge et al. (2001) report fluxes of about \( 2 \times 10^{-18} \) erg cm\(^{-2}\) s\(^{-1}\) Å\(^{-1}\) at both wavelengths. With oscillator strengths and \( A \) values from the CHIANTI database (Dere et al. 2009), we estimate that the UV excitation would be comparable to the radiative decay rates at distances of \( 1.8 \times 10^{15} \) cm (7200 \( R_s \)) and \( 5.7 \times 10^{14} \) cm (2300 \( R_s \)) from the central source.

While it is not possible to completely disentangle the density and distance, we can place some limits. The O vii ratio is consistent with the low density limit. It implies a density below \( 4 \times 10^{10} \) cm\(^{-3}\) and a distance from the central source above \( 1.8 \times 10^{15} \) cm (7200 \( R_s \)). The Ne ix ratio has larger uncertainties, but taken at face value it would imply a density between \( 6 \times 10^{11} \) and \( 3 \times 10^{12} \) cm\(^{-3}\) or a distance from the center of about \( 6 \times 10^{14} \) cm (2400 \( R_s \)). It seems somewhat unlikely that the Ne ix lines would be formed at a higher density and smaller distance than the O vii lines, and we conclude that one or both of the Ne ix lines is probably affected by the complex Fe absorption structure in that wavelength range.

Additional sets of line detections may suggest a higher density region that is more clearly relevant to the outflow. The previous emission lines were only assumed to originate in the same outflowing region as the absorption features. However, the detection of absorption features that also denote a similar density gives further support to this assumption. These absorption features are the Fe L-shell density diagnostics of the Fe xxii absorption pair at 11.92 Å and 11.72 Å, and the Fe xxii absorption pair at 12.285 Å and 12.38 Å. The Fe xxii pair of lines has a much weaker detection than the triplet emission lines, but
we do find the 11.72 Å line at a 99.997% confidence level, or 4σ. The weaker of the two lines, at 11.92 Å, is detected at 2σ confidence level, and we do expect this line to be present if the 11.72 Å line is observed and collisional excitation dominates. The ratio of 11.92/11.72 Å is 0.4 ± 0.2, and places the ratio in the low density limit. Using the work of Mauche et al. (2003) and Miller et al. (2008), we find an upper limit of $7 \times 10^{12}$ cm$^{-3}$. Furthermore in this density regime of $n_e < 7 \times 10^{12}$ cm$^{-3}$, we would also expect the lines from Fe xxi. We do note that the Fe xxi line at 12.285 Å is detected at a 99.99% confidence level but not the Fe xxi line at 12.38 Å (see Figure 2). An upper limit to the normalization of the 12.38 Å line is found to be $-2.6 \times 10^{-7}$ photons cm$^{-2}$ s$^{-1}$. This places an upper limit to the ratio of 12.38/12.29 Å of 0.1. Using Figure 7, this places an even stricter upper limit on this density region of $n_e < 6 \times 10^{11}$ cm$^{-3}$.

Because the data are rich with information, we further characterized the X-ray absorption and emission features by implementing more self-consistent and physical models. To do so, we used two independent photoionization codes to create these models via XSTAR, version 2.2.0, and Cloudy, version 08.00. These photoionization codes are initially set up with a simple geometry including a spherical cloud, illuminated by a central source, i.e., an AGN. Beyond this, complexity is built into the models by specifying the density, geometry, and parameters of the illuminating source. This technique using multiple photoionization models allows for rigorous tests of the components required by the data. However, a detailed comparison between the two packages is outside the scope of this paper.

We begin with our average incident source, which has an ionizing luminosity of $10^{42}$ erg s$^{-1}$, consistent with Maitra et al.
as the incident spectrum interacts with the absorbing material along our line of sight, the observed features can be produced. We derive the line widths (200 km s\(^{-1}\)) used in the simulations from the Gaussian fits to the absorption features. The covering fraction of the cloud is approximated at 75\%, taken from the evidence of P Cygni profiles (i.e., Figure 3), and average covering fractions given by Blustin et al. (2005) and Reynolds (1997). However, as will be shown below, the covering fraction only impacts the normalization of the emission lines. In addition, the inclination angle derived from the relativistic lines in the subsequent Section 2.4.3 suggests that the wind is neither a narrow wind along the polar axis nor a wind along the disk. Thus, a large covering factor is a reasonable assumption. A solar metallicity, although not derived, was assumed for each surface. Thus, a large covering factor is a reasonable assumption.

As the incident spectrum interacts with the absorbing material along our line of sight, the observed features can be produced. We derive the line widths (200 km s\(^{-1}\)) used in the simulations from the Gaussian fits to the absorption features. The covering fraction of the cloud is approximated at 75\%, taken from the evidence of P Cygni profiles (i.e., Figure 3), and average covering fractions given by Blustin et al. (2005) and Reynolds (1997). However, as will be shown below, the covering fraction only impacts the normalization of the emission lines. In addition, the inclination angle derived from the relativistic lines in the subsequent Section 2.4.3 suggests that the wind is neither a narrow wind along the polar axis nor a wind along the disk. Thus, a large covering factor is a reasonable assumption. A solar metallicity, although not derived, was assumed for each model.

Finally, the density of each cloud was set according to the tentative density limits found from our line ratios in Section 2.3. A density of \(n_e < 6 \times 10^{11}\) from Section 2.3 was used as a constraint on the initial set of models, which were created with densities of \(10^{10}\) and \(10^{11}\) cm\(^{-3}\). The density of these regions is held constant, and we find that both density regions are required by the data. The \(10^{11}\) cm\(^{-3}\) characterizes the more highly ionized regions, based on the conservative Fe xxii and Ne ix constraints, and the \(10^{10}\) cm\(^{-3}\) delineates the less ionized components at larger radii, based on the O vii triplet diagnostics.

The data require three regions for both XSTAR and Cloudy models. The absorption models were included as multiplicative three-dimensional tables varying the ionization parameter, column density, and redshift for XSTAR and inner radius, column density, and redshift for Cloudy. The emission models were included as additive four-dimensional tables, which varied the above three parameters as well as a normalization parameter. We linked the column density and ionization parameter for the XSTAR absorption and emission components, and the column density and inner radius for the Cloudy absorption and emission components. Thus, the redshift and normalization were allowed to vary in the emission components. To compare between the parameters of the two models, we use the relation

\[
\xi = \frac{L_{\text{ion}}}{n(r)r^2},
\]

where \(\xi\) is the ionization parameter, \(L_{\text{ion}}\) is the ionizing luminosity, \(n(r)\) is the electron density, and \(r\) is the radius.

### 2.4.2. Results

Various combinations of the different density regions were tried, but inevitably two faster outflowing, highly ionized regions (\(\log(\xi) \approx 3.3-5.0\)) and a slower, less ionized region (\(\log(\xi) \approx 1-2\)) were always present when globally fitting the spectra for XSTAR and Cloudy. The best fit was in fact given by three absorption regions, two at \(10^{11}\) and one at \(10^{10}\) cm\(^{-3}\) with a \(\chi^2/\nu = 8177/7516\) and \(\chi^2/\nu = 8713/7516\) for the XSTAR and Cloudy models, respectively (see Tables 4 and 5). For completeness, we found a formally worse fit with three absorbing regions, at a density of \(10^{10}\) cm\(^{-3}\), with a \(\chi^2/\nu = 8205/7516\) for the XSTAR model. Assuming this is a change of two degrees of freedom, i.e., the density, and using a \(F\)-test, we find that the XSTAR model with \(10^{11}\) cm\(^{-3}\) components is a 4\(\sigma\) improvement over models with \(10^{10}\) cm\(^{-3}\) components. Repeating this with the Cloudy models, we found a marginally better fit with three \(10^{10}\) cm\(^{-3}\) components at \(\chi^2/\nu = 8709/7516\). However, this is not statistically significant at only a confidence level of 1.2\(\sigma\). We decided to include the Cloudy models with two \(10^{11}\) cm\(^{-3}\) and one \(10^{10}\) cm\(^{-3}\) density components for like comparison with the XSTAR model (see Figures 10 and 11).

In addition to using the \(F\)-test to justify our use of the higher density models, we also refitted the spectra with and without the Fe xxii and Fe xx lines in an effort to assess the extent to which these density-sensitive lines were driving the fits. This was done only in the XSTAR models. By removing 0.3 keV regions around the Fe diagnostic lines, and refitting the data, we find that the ionization parameters of all three components

![Table 4](https://example.com/table4.png)

**Table 4**

| Density (cm\(^{-3}\)) | Column Density (10\(^{10}\) cm\(^{-3}\)) | log(\(\xi\)) (erg cm\(^{-3}\)) | Velocity (km s\(^{-1}\)) | Normalization (10\(^{-3}\)) | Velocity (km s\(^{-1}\)) | \(\Delta\chi^2\) | F-test |
|-----------------------|----------------------------------------|-------------------------------|--------------------------|---------------------------|--------------------------|----------------|---------|
| \(10^{11}\)          | 8.10\(^{+0.52}_{-0.59}\)              | 4.50\(^{-0.06}\)              | -680\(^{-90}_{+60}\)     | 19.53\(^{+0.22}_{-0.08}\) | -50\(^{-20}_{+50}\)     | 106            | \(6.3 \times 10^{-21}\) |
| \(10^{10}\)          | 10.10\(^{+0.63}_{-0.59}\)             | 3.28\(^{+0.05}_{-0.03}\)     | -630\(^{-80}_{+10}\)     | 1.01\(^{+0.59}_{-0.44}\)  | 100\(^{-10}_{+200}\)    | 1076           | \(1.8 \times 10^{-193}\) |
| \(10^{10}\)          | 1.97\(^{+0.27}_{-0.25}\)              | 1.00\(^{+0.06}_{-0.15}\)     | -400\(^{-380}_{+270}\)   | 1.08\(^{+0.27}_{-0.16}\)  | -300\(^{-70}_{+40}\)    | 248            | \(26.5 \times 10^{-48}\) |

**Notes.** The parameters of the three XSTAR model components are listed. The errors reported here are 1\(\sigma\). The actual model is as follows: \(\text{phabs*(mtable1*mtable2*mtable3(power-law+diskbb)+atable1 + atable2 + atable3)*constant}\). The symbol * denotes the model reached a maximum in the ionization parameter limits.
The ionization stays the roughly same. Conversely, when the log(ξ) = 1.97 ± 0.01, the resulting broadening would only encode 2% of the orbital motion, i.e., ~300 km s⁻¹. This is consistent with the 1σ error of our measurements. Alternatively, if the density of these regions is not constant but scales as r⁻², as thought to be typical of winds (e.g., Miller et al. 2008), or even r⁻³, then the inner radius need not be as close to the SMBH and can also remedy this discrepancy.

Where the XSTAR and Cloudy models differ seems to be predominantly in the range of 10–16 Å, and they differ mainly in the log(ξ) = 1–2 components. As seen in Figures 10 and 11, one can readily note the differences in the absorption features especially around 14 Å, which is likely the Fe L-shell charge states. The absorption discrepancy between the two models is likely to be explained by the inclusion of the Fe L-shell transitions of Fe xvii–Fe xxii. The Fe L-shell transition probabilities, ionization rates, and cross sections are less well known than the H-like and He-like transitions of O or Ne. So it should not be surprising the two models differ. The exact differences between the models are outside the scope of this paper, but we note that in a general sense the models follow the same trends.
In our model, we fixed several of the parameters of the Kerrdisk model including the energy of the line to 6.39 keV in the rest frame of NGC 4051, the emissivity index of the disk to be 3, the inner radius to be 1 $R_{\text{in}}$, and the outer radius to be 400 $R_{\text{in}}$, where $R_{\text{in}}$ is the radius of marginal stability. We find that the best-fit values using Kerrdisk at a $\chi^2/v = 8085/7507$ and the model is plotted in Figure 8. We find a normalization of $4.0 \pm 0.6 \times 10^{-5}$ photons cm$^{-2}$ s$^{-1}$, and a maximum spin of $a = 0.998 - 0.085$ with an inclination angle of $31.6^{+1.1}_{-1.7}$. A maximally spinning black hole is in agreement with the results of Ogle et al. (2004) and the inner radius is in agreement with Steenbrugge et al. (2009). However, the inclination we find is lower and inconsistent with the $48^\circ$ that both report.

In addition to the Fe Kα emission line, we also explored the possibility of a relativistic O vii Lyα line found by both Ogle et al. (2004) and Steenbrugge et al. (2009). Evidence of such a line would suggest an overabundance of oxygen, which may be similar to the overabundance of iron seen in Seyfert-1, 1H 0707-495 (Fabian et al. 2009). We include this line with Kerrdisk fixing the rest frame energy at 0.654 keV ($\chi^2/v = 8169/7513$). This component was required at a confidence level of just over 2$\sigma$, at 97.3%. The resulting parameters of the best-fit model include a spin of $a = 0.998$ (unconstrained) with an inclination of $37.6^{+0.7}_{-1.4}$ and a normalization of $1.4^{+0.7}_{-0.3} \times 10^{-4}$ photons cm$^{-2}$ s$^{-1}$. Again we find a maximally spinning black hole, although not constrained, consistent with the aforementioned Fe Kα line parameters. The inclination angle has increased but is not consistent with Steenbrugge et al. (2009) and Ogle et al. (2004).

If we tie the spin parameter, inclination angle, and inner radius of the O vii Lyα line to that of the Fe Kα line and then refit the data, we find a similar significant detection at just over 2$\sigma$, 96.9% ($\chi^2/v = 8080/7506$). However, the Fe Kα line does drive the spin to 0.998$^{+0.08}_{-0.09}$ with an inclination angle of $31.7^{+0.8}_{-0.5}$. The normalization of the O vii Lyα line is $1.2 \pm 0.5 \times 10^{-4}$ photons cm$^{-2}$ s$^{-1}$, and the normalization for the Fe Kα line is $4.0 \pm 0.6 \times 10^{-3}$ photons cm$^{-2}$ s$^{-1}$. This model, along with the aforementioned models, is plotted in Figure 9.

3. DISCUSSION

3.1. Physical Characteristics

Finding three distinct ionizing regions illuminates different attributes of the winds in NGC 4051. We are able to constrain where these components are launched, the size of the emitting regions, how ionized the regions are, and the total amount of material that is observed to leave the system.

Table 6 lists the aforementioned ionization parameters and radii of each of the three regions determined via XSTAR and Cloudy. Denney et al. (2009) use reverberation mapping techniques to place the broad-line region (BLR) at 1.87$\pm 0.5$ light days or 4.84$\pm 1.4 \times 10^{15}$ cm. The lowest XSTAR ionization component is consistent with this distance, while all the other components are interior to the BLR. This proximity to the SMBH suggests that the accretion disk may play a role in the launching mechanisms.

Also listed in Table 6 is the radial extent of each region. This is determined using the simple approximation $\Delta(r) = N_H/n$. The size of each region is between $2 \times 10^9$ and $2.2 \times 10^{10}$ cm, less than 1% of the radial distance to the source. Because each region has a relatively small radial extent, the mass outflow rate is low. Following the work of Blustin et al. (2005), the mass outflow rate is determined assuming a modified
A volume filling factor drop off as $1/r$ for spherical outflow. As Blustin et al. (2005) describe, the outflow is most likely in clouds and filaments, so caution should be taken when interpreting these results. The outflow rate is described as follows:

$$\dot{M}_{\text{out}} = r^2 \rho(r) v(r) \Omega \approx 1.23 m_p n(r) v \Omega.$$  \hspace{1cm} (3)

Here we assume solar abundances, $\rho = 1.23 m_p \times \tilde{n}(r)$, where $m_p$ is the mass of a proton, and a covering fraction of $\Omega = 0.75 \times 4\pi$. It should be noted that the density is assumed to drop off as $1/r^2$, so $n(r) = n(R) R^2/r^2$. To relate the average number density, $\tilde{n}(r)$, to the measured number density, $n(r)$, a volume filling factor, $C_v(r)$, needs to be included so

$$\tilde{n}(R) = n(R) C_v(R).$$  \hspace{1cm} (4)

A volume filling factor $C_v$ is derived for each case using the following form:

$$C_v = \frac{\xi N_H R}{L_{\text{ion}}},$$  \hspace{1cm} (5)

where $\xi$ is the ionization parameter, $N_H$ is the column density, $R$ is the distance from the source to the absorbing region, and $L_{\text{ion}}$ is the ionizing luminosity. These values are given in Table 6.

Finally, combining Equations (2)-(4) one gets

$$M_{\text{out}} \approx \frac{1.23 m_p L_{\text{ion}} C_v(R) v \Omega}{\xi}.$$  \hspace{1cm} (6)

The resulting mass outflow rates are given in Table 6. The total mass outflow predicted by XSTAR is $7.9_{-7.4}^{+1.0} \times 10^{-5} M_\odot \text{yr}^{-1}$. Cloudy models give a higher predicted outflow rate of $1.3_{-0.9}^{+0.3} \times 10^{-5} M_\odot \text{yr}^{-1}$. In both models, the less ionized and slower moving component dominates this result by almost an order of magnitude. This can be attributed to the large covering factor assumed to be 75% and the large radius at which it is observed. The outflow rates may be lower limits if gas flows at smaller radii with a very high ionization that inhibits its detection using atomic features.

The observed mass outflow rate is very low compared to the implied mass accretion rate onto the SMBH. The mass accretion rate is $M_{\text{acc}} = L_{\text{bol}}/(c^2 \eta)$, where $L_{\text{bol}}$ is the bolometric luminosity of the NGC 4051 ($L_{\text{bol}} = 10^{43.4} \text{ erg s}^{-1}$; Blustin et al. 2005) and $\eta$ is the efficiency factor, typically assumed to be 10%. With $M_{\text{acc}} = 0.0047 M_\odot \text{yr}^{-1}$, one finds that $M_{\text{out}}/M_{\text{acc}}$ is approximately 0.002 and 0.003 for XSTAR and Cloudy, respectively. For reference, the Eddington accretion rate would be $M_{\text{edd}} \approx 0.037 M_\odot \text{yr}^{-1}$, a much higher rate than either mass accretion rate or the outflow rate. The low mass outflow rate can be attributed to the very small filling factors derived from Equation (5). Blustin et al. (2005) also find a small mass outflow rate of 0.0008 $M_\odot \text{yr}^{-1}$, but it is still an order of magnitude larger than the mass outflow rates found in this paper.

### 3.2. Physical Scenario

In addition to the amount of material that is being driven from the central regions, we can also comment on the physical nature of this system. In previous work, authors have claimed evidence for both shocks and two phase regions (i.e., Pounds & Vaughan 2011; Krongold et al. 2007). Here we discuss and compare our work to previous analysis of the warm absorbing winds in NGC 4051.

The three regions in both of the XSTAR and Cloudy models follow the trend where the most ionized regions are closest to the source and fastest moving. This is in contrast to the work done by Nucita et al. (2010) who find only one absorption component, which is moderately ionized and not outflowing. The lack of blueshift may be result of the lower resolution of
the RGS spectra. In addition, Nucita et al. (2010) also find two emission components, one of which is consistent with our data are consistent with all but the largest velocities, i.e., ∼400 km s\(^{-1}\), which is outflowing very quickly at 5800 km s\(^{-1}\).

On the other hand, Lobban et al. (2011) and Pounds & Vaughan (2011) find five absorption regions with characteristics consistent with our wavelength range, but a majority of these highly ionized, high velocity components are within our range. We note that the components \(b\) and \(c\) seen in Figure 2 of Pounds & Vaughan (2011) are also clearly separated by an O VII line rather than a highly blueshifted O VIII Ly\(\alpha\) line, as shown in our XSTAR and Cloudy models (see Figures 10 and 11). Additionally, Pounds & Vaughan (2011) note that the high velocity components they observe with the EPIC CCD cameras include Mg \(\text{II}\) through Ar \(\text{XVII}\). We do not find these in our high-resolution spectra.

The multiple regions described in Lobban et al. (2011) and Pounds & Vaughan (2011) are both discussed as a continuous region that spans a variety of different ionization states in the vicinity of a shocked shell. The authors suggest that their multiple regions are consistent with a constant mass outflow rate, i.e., \(\dot{M}_{\text{out}} \propto L_{\odot} v / \xi = \text{constant}\). Figure 8 in Pounds & Vaughan (2011) demonstrates the necessary linear dependence of the observed ionization parameter and velocity. However, we do not find a similar linear dependence between the velocity

| Instrument | Our XSTAR Model (HETG) | Collinge et al. (2001) (HETG) | Krongold et al. (2007) (RGS) | Sintes & Steenbrugge (2008) (LETGS) | Nucita et al. (2010) (RGS) | Lobban et al. (2011) (HETG) | Pounds & Vaughan (2011) (RGS) |
|------------|------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| \(\log(\xi_1)\) (erg cm\(^{-1}\)) | ... | ... | ... | 0.07 ± 0.13 | ... | −0.86 ± 0.30 | 0.32 ± 24 |
| \(v_0\) (km s\(^{-1}\)) | ... | ... | ... | −210 ± 70 | ... | −180 ± 100 | +120 ± 60 |
| \(\log(n_0)\) (cm\(^{-3}\)) | ... | ... | <5.5 | ... | ... | ... | ... |
| \(\log(r_0)\) (cm) | ... | ... | >17.95 | ... | ... | ... | ... |
| \(\log(N_{H,0})\) (cm\(^{-2}\)) | 20.08 ± 0.18 | 20.48 ± 0.13 | 20.0 ± 0.1 | ... | ... | ... | ... |
| \(\log(\xi_2)\) (erg cm\(^{-1}\)) | 1.00±0.06 | 2.32 ± 0.13 | 1.96 ± 0.17 | 2.52 ± 0.07 |
| \(v_{2b}\) (km s\(^{-1}\)) | −492 ± 97 | −580 ± 50 | 0 | −820 ± 30 | −3850 ± 60 |
| \(\log(n_{2b})\) (cm\(^{-3}\)) | <7.9 | <6.7 | ... | ... | <7 | ... | <5.7 |
| \(\log(r_{2b})\) (cm) | <14.9 | >16.7 | >16.8 | ... | <18 | ... | <17.8 |
| \(\log(N_{H,2b})\) (cm\(^{-2}\)) | 20.73 ± 0.17 | 20.90 ± 0.3 | 23.36 ± 0.01 | 20.70 ± 0.16 | 21.3 ± 0.16 | 21.26 ± 0.10 | ... |
| \(\log(\xi_3)\) (erg cm\(^{-1}\)) | 3.28±0.05 | 3.19 ± 0.09 | 2.97 ± 0.10 | 2.97 ± 0.06 |
| \(v_3\) (km s\(^{-1}\)) | −620±10 | −2340 ± 130 | −4670 ± 150 | −710 ± 40 | −5880 ± 60 |
| \(\log(n_3)\) (cm\(^{-3}\)) | 11 | <10.6 | <5.4 | ... | ... | <5.7 | <5.7 |
| \(\log(r_3)\) (cm) | 13.86 ± 0.02 | >16.85 | <18.7 | ... | ... | <1.7 | <17.8 |
| \(\log(N_{H,3})\) (cm\(^{-2}\)) | 21.00±0.03 | 22.30 ± 0.3 | 21.44 ± 0.12 | 22.15 ± 0.07 | ... | ... | ... |
| \(\log(\xi_4)\) (erg cm\(^{-1}\)) | ≥4.5 | ≥4.42 ± 0.07 | 4.1 ± 0.2 | ... | ... | ... | ... |
| \(v_4\) (km s\(^{-1}\)) | −680±10 | −537 ± 130 | −5800 ± 1200 |
| \(\log(n_4)\) (cm\(^{-3}\)) | 11 | 6.8–7.3 | ... | ... | 6.8–8.8 |
| \(\log(r_4)\) (cm) | 13.25±0.03 | 15.1–15.4 | ... | ... | 15.1–16.1 |
| \(\log(N_{H,4})\) (cm\(^{-2}\)) | 20.91±0.06 | 21.42 ± 0.12 | 22.92 ± 0.12 | ... | ... | ... | ... |

Notes. The comparison between other absorption X-ray components found in the literature and the work presented in this paper.

\(a\) Used spectrum C for this comparison.

\(b\) Krongold et al. (2007) do not use \(\xi\) but instead use the ionization parameter \(U = Q(H)/4\pi^2 n_c c\), where \(Q(H)\) is the number of ionizing photons, \(r\) is the distance from the ionizing source, \(n_c\) is the electron number density, and \(c\) is the speed of light. To convert between the two, we assumed an ionizing luminosity of 10\(^{42}\).
Figure 10. HETG spectra and the best-fit XSTAR model components. The parameters for this model are given in Table 4, and the model has $\chi^2/\nu = 8177/7516$. The absorption features in the residuals as given in Figure 1 are well characterized by the XSTAR model, especially in the range of 12–18 Å. The wavelength plotted is in the observed reference frame.

and ionization parameters. Our ionization parameters span four orders of magnitude while the velocity shifts only span one.

Steenbrugge et al. (2009) also find a number of ionization regions in their variability study of NGC 4051 using Chandra/LETGS. In their highest signal-to-noise spectrum, $C$, they note four regions with ionization parameters ranging from $\log(\xi) = 0.07$ to 3.19. Instead of evidence for a shocked flow, Steenbrugge et al. (2009) state that the ionized regions must originate within a 0.02–1 pc distance of the central engine, i.e., much closer than Pounds & Vaughan (2011) and Lobban et al. (2011). This distance is more consistent with our results but still formally discrepant. Further, Steenbrugge et al. (2009) do note a lack of variation in three ionizing absorbers, placing a lower limit on the distance to the source; we suggest that there is a different scenario that could account for the lack of variability. If there is a continuous, flat distribution of absorbing column density as a function of ionization parameter, a change in the ionizing flux could shift the ionization parameters in such a way that there would be little change in the absorption lines;
likewise, one would not see the associated variability following a change in the continuum. This allows the material to lie closer than previously derived from reionization timescales. We note that one component does show slight variability: component 2, which shows a 2.3σ drop in ionization parameter over the four epochs. This is discrepant with this scenario. However, Steenbrugge et al. (2009) note that they freeze the column density for the spectra with low signal to noise, which could influence the ionization parameters because the two parameters are not clearly independent of one another. This may influence the aforementioned variability.

In addition, Steenbrugge et al. (2009) find a range of velocities for their absorbing regions, from $-210$ to $-4670$ km s$^{-1}$. Again, we do not find that our velocities are in agreement with the highest outflows. This is the result that our highest ionizing component, log($\xi$) > 4.5 characterizes the Fe L-shell transitions, instead of the C vi and N vii Lyα lines. The velocity as well as ionization parameters also given in Table 7 for easy comparison.

Conversely, Krongold et al. (2007) find a two-phase medium which is not consistent with the shocks described by Pounds & Vaughan (2011) and Lobban et al. (2011) or the multiple regions

Figure 11. HETG spectra and the best-fit Cloudy model. The parameters for this model are given in Table 5 and the model has $\chi^2/\nu = 8713/7516$. The wavelength plotted is in the observed reference frame.

(A color version of this figure is available in the online journal.)
given by Steenbrugge et al. (2009). Instead, the authors conclude that the two absorbing regions are in pressure equilibrium with a pressure on order of $10^{12}$ K cm$^{-3}$. A constant pressure would conflict with a constant mass outflow rate. In our work, we constrain the temperature to be $5 \times 10^{5}$ K in XSTAR, forcing the two highly ionized regions to be in pressure equilibrium, and the third region not in equilibrium. Cloudy finds the equilibrium temperature which varies slightly between the models resulting in temperatures of approximately $4 \times 10^{3}$, $3 \times 10^{5}$, and $7 \times 10^{5}$ K for the components of log($n_e$) = 10, 11, and 11, respectively. Because the Cloudy fit is poor, there is only suggestive evidence that the components are not in pressure equilibrium. We would expect the temperature to increase with decreasing density for a constant pressure.

Krongold et al. (2007) also find a lower electron number density than we do, by 3–4 orders of magnitude, using variability analysis of an approximately 50 ks XMM-Newton RGS spectrum. They also find higher ionization parameters than we find, and their photoionization model fails to characterize particular absorption features, most notably the Fe xvi line at 15 Å (see Table 7). This discrepancy may be the result of the Chandra/HETG spectra used in our work, which affords us a better sensitivity. However, we would like to note a similar trend between our work and Krongold et al. (2007), in that we find at least two regions with ionization parameters that differ by more than two orders of magnitude.

In general we can make these conclusions following a detailed comparison to the literature.

1. NGC 4051 is highly variable and discrepancies between different observations are to be expected. Moreover, the different resolutions and wavelength ranges of XMM-Newton and Chandra will emphasize different features.

2. We find a low ionization component between log($\xi$) = 1–3 that is blueshifted at rate of 200–600 km s$^{-1}$ consistent with other work on NGC 4051 (e.g., Krongold et al. 2007; Steenbrugge et al. 2009; Lobban et al. 2011; Pounds & Vaughan 2011).

3. We do not find components log($\xi$) < 1, unlike Steenbrugge et al. (2009), Lobban et al. (2011), and Pounds & Vaughan (2011).

4. We do not find the high velocity components, i.e., >2000 km s$^{-1}$ (Collinge et al. 2001; Steenbrugge et al. 2009; Lobban et al. 2011; Pounds & Vaughan 2011). These high velocity, highly ionized components characterize C vii and N vii Ly$\alpha$ lines (Steenbrugge et al. 2009) as well as the O viii Ly$\alpha$ lines (Pounds & Vaughan 2011) and the Fe xxv and Fe xxvi lines at 6.8 and 7.1 keV, respectively (Lobban et al. 2011). The velocity shifts that these authors find, although high, are inconsistent with one another (see Table 7). Our work shows the highest ionization parameters are required by the Fe L-shell charge states but not at such velocities. Furthermore, the high velocity component c in Figure 2 of Pounds & Vaughan (2011), the O viii Ly$\alpha$ line, can also be interpreted as the O vii 18.627 Å absorption line. The 1s2–1s3p line at 18.6 Å is expected to be 1/4 as strong as the 21.6 Å 1s2–1s3p line, but Pounds & Vaughan (2011, Figures 2 and 3) show it to be approximately the same strength. We interpret this as partial filling of the 21.6 Å absorption feature by the resonance line emission that must be present along with the observed forbidden and intercombination lines. However, this could also be due to saturation of the 21.6 Å line.

5. Steenbrugge et al. (2009) discuss lower limits to radii due to lack of variability in the ionization parameters; we suggest that a continuous set of ionization parameters could also account for the lack of variability at smaller radii.

6. Following Ogle et al. (2004) and Steenbrugge et al. (2009), we can also report the possibility of an O vii Ly$\alpha$ relativistic line. In addition, we find that the data require an Fe K relativistic line. Taken literally, the fits suggest a maximally spinning black hole, $a = 0.998 \pm 0.08$, with an inclination angle of $31.7^\circ \pm 0.8^\circ$, when these parameters are linked between these two relativistic lines.

Our analysis shows characteristic traits in common with both the two-phase medium, i.e., at least two components that span a wide range of ionization parameters, and the continuous range in ionization parameters and velocities. However, neither of these scenarios is entirely consistent with the data treated in this paper. As a result, we believe that we may be seeing at least two regions separated by a large distance. The innermost absorbing region is within a few hundred $R_g$ and is made up of at least two highly ionized components, i.e., log($\xi$) > 3.3, which may be in pressure equilibrium. In fact, there may even be a range of ionization parameters in this region. The other component which is further out is also outflowing, but may not be related to the inner part of the accretion flow. The outer component is not in pressure equilibrium and could be slowing down due to interactions with the host galaxy. It is interesting to note that Dettmers et al. (2011) describe in Seyfert Mrk 509 a two-component absorbing region with high ionization parameters, and a tentative third lower ionization region. Similar to this work, Dettmers et al. (2011) describe two discrete components which show a range in ionization states within each component but are not continuous between the two. In addition, the two faster outflowing components at $-319$ and $-770$ km s$^{-1}$ found in Mrk 509 are also similar to our work (Dettmers et al. 2011).

3.3. Launching Mechanisms

Regardless of the exact geometry, it is quite intriguing that both of the photoionization codes place a portion of the absorbing material very close to the central engine, suggesting that it is launched in the vicinity of the accretion disk. At such small radii, thermal pressure is ruled out as a mechanism for driving the winds. The escape temperature at a few hundred gravitational radii is greater than $10^{11}$ K, while the gas temperature in our models is only on order of $5 \times 10^{5}$ K making escape due to thermal motions quite difficult. Consequently, either radiation pressure or magnetic fields are needed to drive the winds. To be driven by radiation pressure, the winds need to have a strong source of UV radiation as well as a large cross section to interact with the UV photons. However, each of these absorbing regions has an ionization above log($\xi$) > 3.3, which lowers the radiation pressure multiplier to very close to 1 (Kallman & McCray 1982). Therefore, the gas does not gain any significant additional acceleration from radiation pressure at these high ionization states (e.g., Proga et al. 2000).

This leaves the most probable launching mechanism to be magnetic fields. One particular scenario is described by Blandford & Payne (1982) who suggest that the winds can be launched from magnetic field lines that are tied to the accretion disk. The ionized gas flows along the magnetic field lines and, due to the rotation of the disk, centrifugal forces launch the ionized material. In this picture, the wind would carry away most of the angular momentum and much of the energy of
the accreting gas. Therefore, the standard estimates for mass accretion rate based on luminosities would be an underestimate. Another way to launch the winds via magnetic fields is through magnetic pressure generated through the magnetorotational instabilities (MRIs). Proga & Begelman (2003) predict this type of wind to generally have high density and low velocity, which is in accordance with our observations. One of the main differences in these two models is that the centrifugal winds are launched vertically whereas the magnetic pressure winds are launched toroidally. Unfortunately, we do not have enough sensitivity to measure any rotational velocity encoded into the absorption features to distinguish between the two.

Behar (2009) also finds evidence for magnetically driven Seyfert outflows, which lends further support to our observations. He performs a study using the absorption measure distribution (AMD) as compared to the ionization parameter, log(\(\xi\)), of five Seyferts. In general, he finds a very shallow relation between AMD and log(\(\xi\)). This can be interpreted as consistent with non-spherical MHD outflows, assuming the variations in log(\(\xi\)) are not due to a turbulent interstellar medium. The resulting density profile scales inversely with radius, \(n \propto r^{-1}\).

4. CONCLUSION

We have used two separate modeling techniques, a phenomenological model and photoionization models, to quantify the absorption and emission features seen in the Chandra/HETG spectra of NGC 4051. Amongst the results are three sets of line detections that afford us the ability to diagnose the density of the material. These are the He-like Ne ix and O vii triplets as well as the tentative Fe L-shell doublet, Fe xxii. We also constrain an upper limit to the Fe xxvi ratio, another Fe L-shell density diagnostic. In particular, the fact that the Fe xxvi and Fe xxii ratios are absorption features means that they are particularly effective probes of the density of the absorbing regions in so much that it is created within the absorbing region itself, whereas the emission features may come from another nearby region.

Following this phenomenological study, we implemented more self-consistent photoionization models via XSTAR and Cloudy. We used electron densities of \(n_e = 10^{10}\) and \(n_e = 10^{11} \text{ cm}^{-3}\) based on the gas density diagnostics, and the data then require three different absorption regions. The two highest ionized regions, with log(\(\xi\)) > 3.3, are at the higher density, while the lower density region is less ionized, with log(\(\xi\)) ≈ 1–2. All three components may originate just at or within the BLR.

The authors thank the anonymous referee for their invaluable comments and improvements to this paper.
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