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Abstract Observations at McMurdo Station, Antarctica from 24 November 2015 through 3 January 2017 were used to characterize the physical relationships between boundary layer stability and atmospheric state and fluxes. The basis of this analysis was self-organizing maps (SOMs), a neural network algorithm, used to identify the range of potential temperature profiles present in the twice-daily radiosonde data during the ARM (Atmospheric Radiation Measurement) West Antarctic Radiation Experiment (AWARE) campaign. The SOM identified profiles ranging from strongly stable to weakly stable regimes over the lowest 500 m of the atmosphere. It was found that in the winter (MJJA), moderate and strongly stable regimes occur most frequently (61%), while weakly stable regimes dominate in the summer (DJ, 83.4%). The mechanisms responsible for the dominance of different stability regimes in each season were analyzed to determine why these regimes occur with varying frequency throughout the year. This analysis found that wind speed variations and radiative cooling are responsible for the stability observed in the winter, radiative warming, as well as weaker wind speeds, are responsible for summer weak stability, and stability variations in the transition seasons (FMA, SON) are characterized by a change in sign of net radiation with increasing stability, as wind speed changes little across stability regimes. Low-level jets were observed to occur about 50% of the time below areas of enhanced stability aloft and were observed most frequently in the transition seasons. The boundary layer depth, as determined by the Bulk Richardson number, was found to decrease with increasing stability.

1. Introduction

Boundary layer stability in Antarctica has important implications for energy, momentum, and moisture fluxes between the atmosphere and surface, the vertical distribution of fluxes within the atmosphere, and processes such as turbulence generation (e.g., Chenge & Brutsaert, 2005; Lawrence & Balsley, 2013; Nigro et al., 2017). Boundary layer stability is important for the understanding of weather and climate in Antarctica and when evaluating weather and climate models. Low sun angle in the summer, polar night in winter, high albedo, and the cold, dry atmosphere of Antarctica all contribute to radiative cooling resulting in downward turbulent heat fluxes throughout most of the year and the creation of statically stable surface layers and frequent surface inversions (King & Turner, 1997). Wind shear plays an important role in shaping the boundary layer structure, as it is a source of mechanical mixing, which favors weakly stable boundary layers (Hudson & Brandt, 2005; Rodrigo & Anderson, 2013). The presence of low-level jets, a maximum in the wind speed profile, has important implications for vertical wind shear in the boundary layer which impacts the turbulent mixing within the boundary layer and the exchange of heat, moisture, and more (Tuononen et al., 2015). The effects of buoyancy and wind shear can be quantified using the bulk Richardson number, which identifies areas where turbulence is likely to occur (Stull, 1988). This paper will explore variability in near surface potential temperature profiles, which define boundary layer static stability, observed at McMurdo Station, Antarctica during the ARM (Atmospheric Radiation Measurement) West Antarctic Radiation Experiment (AWARE) campaign and examine the physical relationship between boundary layer static stability and the atmospheric state and fluxes.

Previous boundary layer studies in the Antarctic have relied on both tower and radiosonde observations. Hudson and Brandt (2005) used a 22 m instrumented tower on the East Antarctic plateau at the South Pole Amundsen-Scott Station (−90.0°S, 0.0°E) to characterize the temperature inversion and the factors that influence it. They observed inversion conditions between 2 and 22 m on the instrumented tower at the South Pole Amundsen-Scott Station
90% of the time in the winter, often exceeding 10 K, and 75% of the time in the summer, usually less than 1 K. They also found that the strongest winter inversions at the South Pole station occurred with winds of 3–5 m s\(^{-1}\). Hudson and Brandt (2005) examined the downward longwave radiative flux and found that the temperature inversion strengths do not steadily decrease with increasing flux, but rather are constant when the downward longwave flux is less than 80 W m\(^{-2}\). The inversion strength then begins to decrease with increasing flux above 80 W m\(^{-2}\) and approaches zero for a downward longwave flux above 150 W m\(^{-2}\). An analysis of Amundsen-Scott South Pole Station daily radiosonde profiles from 2005 to 2018 found surface inversion layers were approximately 500 m thick throughout the year, but were shallower and less frequent in the summer (Xu et al., 2019).

Cassano et al. (2016) characterized the near-surface layer over the Ross Ice Shelf using two years of 10-minute time resolution data from a 30 m automatic weather station to analyze stability and wind using a neural network data analysis approach known as self-organizing maps (SOMs). It was found that stable conditions dominate at this site, occurring 83% of the time, and the strongest inversions over the 30 m height of the tower exceeded 25 K. This study also found a strong relationship between wind speed and inversion strength, with the strongest inversions occurring with wind speeds less than 4 m s\(^{-1}\), and the strength of inversion decreasing substantially when the wind speed was above 4 m s\(^{-1}\).

The South Pole Station is located on the high elevation Antarctic plateau, and thus is very different climatologically from coastal, low-lying locations (Cassano et al., 2016). Weaker surface inversions (Phillpot & Zillman, 1970) and warmer surface temperatures (Comiso, 1994) are characteristic of low-lying ice shelf and coastal regions, such as that of McMurdo Station, as opposed to the stronger inversions and colder temperatures observed in the studies mentioned above. Zhang et al. (2011) compared the frequency of surface-based inversions in the interior continent of Antarctica and along the Weddell Sea and East Antarctic coasts. They used two climate models and reanalysis data to show that the surface inversions in the Antarctic interior are more common than near the coasts.

Wind shear in the boundary layer has important implications for stability and turbulence. Jakobson et al. (2013) studied the effect of low-level jets (LLJs) by measuring wind speed profiles with a tethersonde system in the central Arctic Ocean from March–September 2007. They found that a LLJ was present 45% of the time, mostly occurring between 400 and 600 m above the surface. They observed average jet core wind speeds of 7.1 m s\(^{-1}\). Comparing their work to that of Andreas et al. (2000) who analyzed LLJs over the Weddell Sea, Antarctica, they observed that the LLJ occurrence over the Arctic Ocean was far less than that observed over the Weddell Sea (80% of the time). Both papers used the bulk Richardson number to identify regions of turbulence in the atmosphere, and used the critical bulk Richardson number of 0.4, pointing to the literature regarding the choice of critical bulk Richardson number as somewhat arbitrary between values of 0.2 and 1.0 (Galperin et al., 2007). Additionally, Banta et al. (2007) found that strongly stable conditions were associated with large bulk Richardson numbers, primarily resulting from small values of wind shear.

The studies summarized in the previous paragraphs characterized the variability of near surface static stability and inversions across the Antarctic continent and determined what meteorological conditions are associated with different stability regimes. This paper will use over one year of radiosonde and surface flux data from a coastal Antarctic location to analyze the seasonal and annual variability in boundary layer stability and determine what meteorological conditions and fluxes are associated with differing stability. This analysis will use SOMs to identify the range of potential temperature profiles present in twice-daily radiosonde data from November 2015 to January 2017 during the AWARE campaign. The frequency of occurrence of each pattern and the relationship between the potential temperature profiles and wind speed, presence of LLJs, surface radiative fluxes, and Richardson numbers will be determined.

2. Data and Methods

2.1. Observational Data

The data used for this analysis are from the DOE AWARE campaign (Lubin et al., 2017, 2020; Silber et al., 2018), which took place at McMurdo Station and in West Antarctica from November 2015 to January 2017 (Figure 1a). Two datasets are used for the analysis presented here – radiosonde and flux observations. The basis of this analysis are observations made with Vaisala RS-92 radiosondes from 30 November 2015 through 3 January 2017 at the radiosonde launch site (~77.85°S, 166.66°E, at 10.1 m above sea level; Figure 1c). Radiosonde launches occurred twice per day, at approximately 1000 UTC and 2200 UTC. Surface radiative fluxes were observed from
Figure 1. Maps of the Antarctic continent (a), Ross Island and adjacent areas (b), and the area near McMurdo Station (c). Red boxes in panels (a) and (b) show the area depicted in panels (b) and (c). Panel c shows the location of the AWARE radiosonde launch site and the observation site, where meteorological state and flux measurements were made. Maps courtesy of Quantarctica (Matsuoka et al., 2018).
24 November 2015 through 20 December 2016 at the observation site (−77.85°S, 166.73°E at 76.2 m above sea level; Figure 1c) which is a site several kilometers away from where the radiosondes were launched. In addition, the drift of the radiosonde as it ascends will result in the measured profiles not being vertical profiles at the launch site but instead a sloping profile that can drift ~1 km during the time the radiosonde samples the boundary layer.

The area around McMurdo is characterized by steep, complex terrain that influences the wind flow and local meteorological conditions (Seefeldt et al., 2003; Figure 1b). As noted above the measurements used for the analysis presented here were taken at two different locations near McMurdo Station. It is important to note that the locations of the radiosonde launch site and the observation site (Figure 1c) have different meteorological conditions due to their different elevations and the locations on opposite sides of the Hut Point peninsula ridge. The observation site is located on the Ross Ice Shelf side of Hut Point peninsula, where there are higher wind speeds and colder temperatures, compared to the coastal location of the radiosonde launch site.

2.2. Methods

The goal of the research presented in this paper is to analyze variability in boundary layer stability, as defined by potential temperature profiles over the lowest 500 m of the atmosphere, and determine what meteorological conditions and fluxes are associated with the different boundary layer stability regimes. To determine the primary stability regimes that occur in the 787 AWARE radiosonde profiles, a data clustering technique known as SOMs is used.

The SOM analysis groups similar patterns, using an iterative training process, into a two-dimensional array, which is called the master SOM, or simply the SOM. The resulting array of SOM patterns represents a continuum of the different patterns present in the training data, in a way such that the squared difference between the training data and the patterns present in the SOM are minimized. Similar patterns in the SOM are located adjacent to each other on the two-dimensional array, while the most distinct patterns are on opposite sides of the SOM (Cassano et al., 2016). Here, the SOM is applied to 787 potential temperature profiles to provide information about the annual and seasonal boundary layer stability condensed into a smaller, yet comprehensive, visualization that represents the range of boundary layer states present in the training data.

In order to apply the SOM algorithm to the radiosonde data it was necessary to interpolate the radiosonde data onto a regular vertical grid. Thus, the radiosonde observations, starting at 10.1 m, were interpolated onto a vertical grid with 5-meter spacing from 15 m extending up to 1,000 m. A linear interpolation was used for the temperature, and the hypsometric equation was used to interpolate pressure. For this analysis, the SOM was initially trained on several height ranges (20–300 m, 20 to 500m, and 20–1,000 m) but it was found that using observations from 20 to 500 m was most appropriate since this height range includes the full depth of the boundary layer in most cases. It was decided to train the SOM with observations starting at 20 m due to the presence of anomalously warm temperatures at 10.1 and 15 m which are common when balloons are prepared in a heated environment and are not allowed time to equilibrate to the colder, outside environment before being released (Schwartz & Doswell, 1991).

For each sounding, potential temperature anomalies from the value at 20 m were calculated over the depth of the profile. The potential temperature anomaly was used to train the SOM because it preserves the shape of the profile and vertical gradients of potential temperature, which define the static stability, while ignoring the seasonal changes in potential temperature (Cassano et al., 2016).

The first step in training the SOM is choosing the size of the two-dimensional SOM array that will result from the training process (Cassano et al., 2015). A SOM with a small number of patterns shows stark differences between the profiles, whereas a SOM with a larger number of patterns shows more refined differences between the profiles. Smaller SOMs have the disadvantage that using only a small number of patterns can mean that small, yet critical, differences are lost in the more generalized patterns defined by the SOM. A disadvantage of a larger SOM is that it becomes more difficult to visualize and only a small number of cases correspond to each SOM pattern (Cassano et al., 2016). The goal of the SOM training is not to provide completely distinct patterns, but rather a range of patterns that vary smoothly across the states present in the training data (Cassano et al., 2015). For this analysis, 3 × 2 (6 patterns) to 7 × 6 (42 patterns) SOM sizes were trained, and it was found that a 5 × 4 SOM (20 patterns) best displayed the range of potential temperature profiles that were present in the 787 profiles used for training the SOM.
Using the 20 master SOM patterns (Figure 2), individual profiles can be “mapped” to the SOM such that each individual profile is associated with one of the master SOM patterns (Cassano et al., 2016). This requires identifying a single master SOM pattern that is most similar to each individual profile in the training data such that the squared difference between the individual profile and the SOM pattern is minimized. Figure 2 shows all the radiosonde potential temperature profiles that were mapped to each pattern (thin green lines), indicating that the 20 trained SOM profiles (black lines) are largely representative of the profiles that map to each pattern.

Once the mapping is completed for every individual potential temperature anomaly profile in the training data set, a list of dates and times of all profiles that mapped to each SOM pattern is generated. The list of training data that maps to each SOM pattern are referred to as best matching units (BMUs). From the list of BMUs the frequency of occurrence of each pattern can be calculated. The BMUs can be analyzed on an annual or seasonal basis to identify what patterns of boundary layer structure occur at different times of the year.

The list of BMUs can also be used to composite other observations to each SOM pattern. The composited variables represent the range of conditions present when different potential temperature profiles were observed. Various statistics (mean, median, percentiles, etc.) can be calculated for each composited variable which allows for an analysis of the relationship between the SOM potential temperature profiles and other atmospheric properties, such as wind speed or radiative fluxes. The variables composited onto the SOM patterns can either be single-valued variables, such as surface wind speed or downwelling longwave radiation, or profile data, such as wind speed profiles. These relationships between the composited variables and the SOM potential temperature profile patterns will be a main focus of the results presented below.

**Figure 2.** Potential temperature anomaly profiles from 20 to 500 m above ground level identified by the self-organizing map algorithm (black), the mean of all radiosonde observations corresponding to each SOM pattern (red), and all the individual radiosonde profiles that mapped to each pattern (green). The overall grid of patterns shown here is referred to as the master SOM. The numbers in the top right of each profile indicate the number of radiosonde profiles mapped to each regime, or the BMUs. The numbers above each SOM pattern are the pattern numbers. The colored outlines around the different SOM patterns indicate which stability regime the patterns correspond to: Weak Stability (WS): green, Weak Stability, Enhanced Aloft (WSEA): orange, Moderate Stability, Weak Aloft (MSWA): blue, Moderate Stability (MS): red, Strong Stability (SS): pink (Table 2).
The composited variables analyzed in this paper include the surface downwelling longwave radiation, surface net radiation, 20 m radiosonde wind speed. Wind speed, speed shear, total wind shear, and Richardson number profiles (Equation 1) are also composited. Atmospheric state variables composited onto the SOM were based on observations made at the time of each individual radiosonde launch. The radiation variables were averaged over a twelve-hour period prior to the radiosonde launch time before being composited onto the SOM. We choose to calculate twelve-hour averages so that the diurnal variability in solar radiation is removed from our analysis and the impact of aliasing of the diurnal cycle with observations made only twice per day is removed.

For the single-valued composites, the range of values that map to each SOM-identified stability regime is displayed as box and whisker plots. The profile plots show a mean or median profile for each variable for each SOM-identified stability regime. For both the box and whisker and profile plots the results are shown on an annual and seasonal basis.

Profiles of bulk Richardson number ($R_B$) were used to identify potentially turbulent layers within the lower atmosphere. The bulk Richardson number was calculated from the radiosonde data using:

$$R_B = \frac{g \Delta \theta \Delta z}{\overline{\theta} \left[ (\Delta U)^2 + (\Delta V)^2 \right]}$$

where $g$ is acceleration due to gravity, $\theta$ is potential temperature, $U$ is zonal wind, $V$ is meridional wind, $\Delta$ indicates the difference between variables over the change in altitude $\Delta z$ and the overbar indicates a mean potential temperature over each $\Delta z$. For this analysis $\Delta z$ was 5 m.

3. Results

3.1. SOM Boundary Layer Stability Regimes and Seasonal Frequency of Occurrence

The SOM (Figure 2) trained with the AWARE radiosonde data depicts the range of potential temperature profiles observed near McMurdo Station, Antarctica. The variability of the static stability, as indicated by changes in the vertical gradient of potential temperature anomalies shown in the SOM, will be referred to in the rest of the paper simply as stability. As shown in Figure 2, the SOM profiles range from weak stability, with potential temperature increasing very slightly over the 500 m depth of the SOM pattern, in the bottom left, to increased stability, and greater vertical increase in potential temperature, moving towards the top right corner of the SOM.

To assist with interpretation of the individual SOM patterns, similar potential temperature profiles can be grouped together. These groups of SOM patterns will be referred to as stability regimes, or simply as regimes. The regimes were defined based on the vertical potential temperature gradient across the SOM-identified patterns (Table 1 and Figure A1 in Appendix A). Figure 3 shows the mean vertical potential temperature gradient and the mean potential temperature anomaly profile for each regime annually (top row) and seasonally (bottom three rows).

The description of each stability regime below will refer to the individual SOM patterns shown in Figure 2 and Figure A1 (Appendix A). The first regime exhibits weak stability (WS) throughout the depth of the profile, with potential temperature increasing only slightly over the 500 m depth analyzed, seen in the lower left corner of the SOM (patterns 11, 12, 16, and 17). The second regime, in the upper left portion of the SOM (patterns 1, 2, 3, 6 and 7), is characterized by weak stability near the surface with enhanced stability aloft, shortened to “weak stability, enhanced aloft”, or WSEA in the remainder of the paper. The third regime, in the lower central portion of the SOM (patterns 13, 14, 18 and 19), is characterized by moderate stability at the surface with weak stability aloft (MSWA). There is also a regime characterized by moderate stability (MS) throughout the depth of the profile, seen in the upper central portion of the SOM (patterns 4, 8, and 9). Finally, there is a regime of strong stability (SS), seen in the rightmost column of the SOM (patterns 5, 10, 15, and 20). These stability regimes are summarized in Table 1.

Table 2 lists the annual and seasonal frequency of occurrence of the stability regimes. The frequency of occurrence for each pattern or regime in the SOM is calculated from the number of BMUs divided by the total number of observations, which was 787 profiles for the annual period, 234 profiles for the winter season (MJJA), 192 profiles for the summer season (DJ), and 361 profiles for the transition seasons (FMA and SON combined).
### Table 1

| Stability regime                        | Figure color code | Pattern numbers | Description                                                                 | Potential temperature gradient |
|-----------------------------------------|-------------------|-----------------|-----------------------------------------------------------------------------|---------------------------------|
| Weak Stability (WS)                     | Green             | 11, 12, 16, and 17 | Weak stability throughout the depth of the profile                          | −0.50 K (100 m)^{-1} to +0.47 K (100 m)^{-1} throughout profile depth |
| Weak stability, enhanced aloft (WSEA)   | Orange            | 1, 2, 3, 6, and 7 | Weak stability at the surface with enhanced stability aloft                  | 20–200 m: −0.10 K (100 m)^{-1} to +1.4 K (100 m)^{-1}  |
|                                         |                   |                 | 200–500 m: +1.1 K (100 m)^{-1} to +2.0 K (100 m)^{-1}                       |                                 |
| Moderate stability, weak aloft (MSWA)   | Blue              | 13, 14, 18, and 19 | Moderate stability at the surface with weak stability aloft                  | 20–150 m: +1.2 K (100 m)^{-1} to +1.9 K (100 m)^{-1}  |
|                                         |                   |                 | 150–500 m: +0.44 K (100 m)^{-1} to +1.2 K (100 m)^{-1}                      |                                 |
| Moderate stability (MS)                 | Red               | 4, 8 and 9       | Moderate stability throughout the depth of the profile                      | +0.90 K (100 m)^{-1} to +3.0 K (100 m)^{-1} throughout profile depth |
| Strong stability (SS)                   | Pink              | 5, 10, 15, and 20 | Strong stability at the surface                                              | +0.50 K (100 m)^{-1} to +8.8 K (100 m)^{-1} throughout profile depth |

**Figure 3.** Mean potential temperature anomaly profile (solid red) and mean vertical potential temperature gradient profile (dotted red) shown annually (A) (top row), and for the summer (S), winter (W) and transition (T) seasons (second through fourth rows, respectively). A line of zero anomaly (gray) is also plotted. The numbers in the top right of each profile indicate the number of radiosonde profiles mapped to each regime, or the BMUs. Patterns with a red shade indicate that there were ten or fewer observations that mapped to that pattern.
Table 2

| Stability regime | Annual (frequency, BMUs) | Summer (frequency, BMUs) | Winter (frequency, BMUs) | Transition Seasons (frequency, BMUs) |
|------------------|--------------------------|--------------------------|--------------------------|-------------------------------------|
| WS               | 36.2% (285)              | 68.8% (132)              | 13.6% (32)               | 33.5% (121)                         |
| WSEA             | 20.4% (161)              | 14.6% (28)               | 25.3% (59)               | 20.5% (74)                          |
| MSWA             | 19.6% (154)              | 12.5% (24)               | 21.3% (50)               | 22.0% (80)                          |
| MS               | 10.1% (80)               | 2.6% (5)                 | 16.2% (38)               | 10.2% (37)                          |
| SS               | 13.5% (107)              | 1.5% (3)                 | 23.5% (55)               | 13.5% (49)                          |

On an annual basis the WS regime occurs more frequently (36.2%) than any other regime. The WSEA and MSWA regimes occur with intermediate frequencies (20.4% and 19.6%), and the MS and SS regimes occur the least frequently (10.1% and 13.5%, Table 2). In the winter the WSEA, SS, and MSWA regimes all occur more than 20% of the time while the WS regime occurs least frequently (13.6%). The moderate and strong stability regimes (MSWA, MS and SS) occur 61% of the time while weakly stable regimes occur 38.9% of the time in the winter. The summer season is dominated by the WS and WSEA regimes which occur 83.4% of the time. In contrast, the SS regime only occurs 1.5% of the time during the summer. The transition seasons exhibit a similar pattern to the annual period, with the WS regime occurring most frequently (33.5%), the WSEA and MSWA regimes occurring with intermediate frequencies (20.5% and 22.0%), and the MS and SS regimes occurring least frequently (10.2% and 13.5%).

The results in the previous two paragraphs can be qualitatively compared to the findings of the frequency of South Pole inversions observed by Hudson and Brandt (2005). They found that inversions occur in the winter 90% of the time and in the summer 75% of the time at the South Pole. The results for McMurdo Station indicate that the winter sees moderate to strong stability (MSWA, MS, and SS) 61% of the time, which occurs much less frequently in the summer (16.6%). This is consistent with summer inversions occurring less frequently as observed by Hudson and Brandt (2005) compared to in the winter, and with observations by Xu et al. (2019), who found shallower and less frequent summer temperature inversions. It should be noted that Hudson and Brandt (2005) made these observations at the South Pole Amundsen-Scott station, located in the interior continent, compared to the more coastal setting of McMurdo Station. The interior of the continent is colder, drier, and less windy, all features conducive to the formation of surface-based inversions (Zhang et al., 2011), which explains why inversion conditions occurred more frequently at the South Pole.

3.2. Atmospheric Forcing of Varying Stability Regimes

Variations in near surface stability result from the interplay of either heating or cooling of the atmosphere, due to varying surface energy fluxes or temperature advection, and mechanical mixing (Rodrigo & Anderson, 2013). It is expected that heating at the surface will lead to convection and weak stability while cooling at the surface will lead to the development of stable conditions (Phillpot & Zillman, 1970). Near surface wind speed will, in part, control the mechanical generation of turbulence with stronger winds leading to more turbulence and weakened near surface stability (Banta et al., 2007). Here, the effects of heating and cooling as well as mechanical mixing will be considered using composited variables of downwelling longwave radiation, net radiation, and wind speed.

3.2.1. Radiative Effects on Stability Regimes

Figure 4 shows box and whisker plots of the composited surface downwelling longwave radiation for each stability regime annually and seasonally. This figure, and subsequent box plot figures, is organized such that for the annual and seasonal periods the regime stability increases from left to right for each analysis period (indicated on the x-axis). The box plots show the median (horizontal red line), mean (middle red asterisk), 25th and 75th percentiles (limits of blue box), 10th and 90th percentiles (outer red asterisks), and the minimum and maximum values (whiskers) for the variable shown. Displayed in this way, these figures highlight how the composited variables vary as a function of the different stability regimes both annually and seasonally.

The largest median values of downwelling longwave radiation occur in the WS regime and decrease with increasing stability both annually and seasonally (Figure 4). A decrease is seen in winter in median downwelling longwave radiation from the WS to SS regimes from 186 W m\(^{-2}\) to 139 W m\(^{-2}\). Summer median downwelling longwave radiation is largest for the WS regime (228 W m\(^{-2}\)) and about 10–20 W m\(^{-2}\) less in the WSEA (220 W m\(^{-2}\)) and MSWA (212 W m\(^{-2}\)) regimes. Similar to in winter, there is a decrease in median downwelling longwave radiation from the WS to SS regime in the transition seasons (decrease from WS to SS from 202 W m\(^{-2}\) to 155 W m\(^{-2}\)). The reduction in downwelling longwave radiation with increasing stability is consistent with
reduced surface radiative warming from the atmosphere leading to the development of enhanced near surface stability. Hudson and Brandt (2005) found that strong inversions at the South Pole station occur less frequently with increasing downward longwave radiation consistent with the changes in downwelling longwave radiation as a function of stability seen in Figure 4.

In order to determine what impact variations in net radiation have on the stability regimes the surface net radiation is analyzed as a function of stability regimes (Figure 5). The net radiation is negative in the winter, indicating net surface cooling, and positive in the summer, indicating net surface heating, for all regimes. This is surprising given that both weak and moderate to strong stability regimes occur in all seasons, thus, we would expect that the sign of net radiation would change across these stability regimes. However, the positive net radiation in the summer is consistent with the dominant weak stability in this season, and in the winter, the dominance of the MSWA, MS, and SS regimes are consistent with the observed negative net radiation. The expected change in sign from positive net radiation associated with weak stability and negative net radiation associated with strong stability is observed in the transition seasons.

In winter the median net radiation decreases from the WS to SS regime (−27 W m⁻² to −55 W m⁻²), with negative net radiation seen across all regimes, even the WS and WSEA regimes. This suggests that the weak stability in these regimes is due to another mechanism other than surface heating. There is little difference in median net radiation across WS and WSEA (178 W m⁻² and 171 W m⁻² respectively) regimes in the summer, with higher net radiation in the MSWA regime (209 W m⁻²). Surface radiative heating in summer favors formation of weak stability regimes that dominate at this time of year, and limits the ability of the stronger stability classes to develop. The median net radiation in the transition seasons decreases from WS to SS (50 W m⁻² to −24 W m⁻²), but at this time of year, in contrast to winter and summer, the WS and WSEA regimes are characterized by positive net radiation which would help generate convection and lead to weak stability in the boundary layer, and the SS regime exhibits negative net radiation, favoring the formation of this regime.
3.2.2. Mechanical Mixing Effects on Stability Regimes

Rodrigo and Anderson (2013) note that differences in radiation primarily drive variation in stability near the surface, which can then be modified by mechanically generated turbulence. It is expected that stronger winds and thus larger wind shear will result in more turbulence and mechanical mixing and lead to reduced stability (Cassano et al., 2016). Here the 20 m radiosonde wind speed is used as a proxy to indicate mechanical generation of turbulence at the surface to explore the relationship between turbulence and the SOM-identified stability regimes.

Figure 6 shows the box and whisker plots of the composited 20 m radiosonde wind speed for each stability regime. In the winter, the median wind speeds in the MSWA (1.9 m s⁻¹), MS (1.6 m s⁻¹) and SS (1.2 m s⁻¹) regimes are less than in the WS (4.0 m s⁻¹) and WSEA (4.1 m s⁻¹) regimes, consistent with weaker mechanical mixing in the moderate and strong stability regimes. The stronger 20 m wind speeds in the WS and WSEA regimes in the winter, indicate they are likely driven by mechanical mixing since the results in Figure 5 indicated negative net radiation for these regimes in winter.

In the summer the median 20 m wind speed is 3.7 m s⁻¹ in the WS regime and 5.9 m s⁻¹ in the WSEA regime, and these moderate wind speeds are consistent with the weak stability seen. The moderate median wind speeds and mechanical turbulence in the MSWA, MS, and SS regimes is inconsistent with the moderate near-surface stability, particularly in light of the positive net radiation seen for these regimes in summer (Figure 5).

In the transition seasons show slightly less variability across the different stability regimes (3.5 m s⁻¹–5.8 m s⁻¹) compared to the winter season. It would be expected that weaker winds would favor strong to moderate stability near the surface, but this is not the case for the MSWA and MS regimes with wind speeds of 4.2 m s⁻¹ and 5.8 m s⁻¹, respectively. With the moderate 20 m wind speed and positive net radiation, the MSWA and MS regimes are difficult to explain. Some potential explanations for this will be given in Section 3.2.3. To further demonstrate the dependence of the regime formation mechanisms in the transition seasons, the 20 m wind...
speeds in the WS regime (3.5 m s\(^{-1}\)) and in the SS regime (4.3 m s\(^{-1}\)) are similar, so the negative median net radiation in the SS regime must be what allows strong stability to develop in the transition seasons, despite this lack of difference in mechanical forcing between the most extreme regimes. However, when comparing the SS regime in the transition seasons to the WS regime in the winter characterized by even more negative net radiation and similar wind speed, it is interesting that the SS regime is still able to form with the observed conditions in the transition seasons. Thus, this result is surprising, and, similar to the MSWA and MS regimes in the transition seasons, there may be other forcing mechanisms that are causing the formation of the SS regime.

Hudson and Brandt (2005) observed the strongest inversions at the South Pole Amundson-Scott station occurred when the wind speeds in the winter were between 3 and 5 m s\(^{-1}\). Similarly, Riordan (1977) found that the strongest inversions throughout the year occurred when the wind speed was between 3 and 6 m s\(^{-1}\). Cassano et al. (2016) found that the strongest inversions above the Ross Ice Shelf occurred with winds less than 4 m s\(^{-1}\). In this analysis, it was found that the strongest inversions (the SS regime) occur when the median wind speed is between 1.2 and 4.3 m s\(^{-1}\). Our results are generally consistent with these previous studies, although both Hudson and Brandt (2005) and Riordan (1977) note slightly stronger wind speeds for strong inversion conditions than we find for the SS regime at McMurdo and this may be due to the fact that they were analyzing inversions on the high polar plateau where radiative cooling is stronger.

Figure 6. Median 20 m wind speed (red horizontal line), 25th and 75th percentiles (edges of blue boxes), mean 20-meter wind speed (center red star), 10th and 90th percentiles (outer red stars), and minimum and maximum (whiskers) for each stability regime (WS, WSEA, MSWA, MS and SS) for annual and seasonal periods. The numbers at the top indicate the number of radiosonde profiles mapped to each regime. Patterns with a red shade indicate that there were ten or fewer observations that mapped to that pattern.

3.2.3. Summary of Atmospheric Forcing of Stability Regimes

The winter is the most clearly explained season for variations in boundary layer stability in response to changes in net radiation and wind speed. Mechanically generated turbulence is responsible for the WS and WSEA regimes occurring in the winter since the negative net radiation observed for these regimes in winter would result in stronger near surface stability. It is also worth noting that increased downwelling longwave radiation and less negative net radiation in the WS regime is a potentially important aspect of these regimes since this lessens the amount of surface cooling, which would result in decreased stability. The MSWA, MS, and SS regimes are
characterized by much weaker winds and slightly more negative net radiation, which contribute to the formation of these regimes in the winter.

In the summer, positive net radiation is largely responsible for the formation of the WS and WSEA regimes, with mechanical mixing (Figure 6) aiding in the high frequency of these weak stability regimes in the summer. The MSWA regime, which occurs 12.5% of the time, and the MS and SS regimes, which occur only 4.1% of the time, are more difficult to explain. For all three of these regimes, the positive net radiation (Figure 5) and moderate 20 m wind speeds (Figure 6) are inconsistent with moderate to strong stability. There are several possibilities for the formation of these regimes in summer. The close proximity of sea ice in McMurdo Sound to the radiosonde launch site could have an effect on near surface stability. In the summer, the mostly snow free ground at McMurdo station would support convection and weak stability, but if the low-level wind blows onshore from the sea ice, cold air would infiltrate near the surface, resulting in the stable profiles that are observed. This, or another source of low-level cold air advection, which weakens with height could result in moderate or strong low-level stability. Alternatively, warm air advection that strengthens with height could result in enhanced low-level stability.

Radiative effects play the main role in shaping the stability of the WS, WSEA and SS regimes in the transition seasons, with positive net radiation characterizing the WS and WSEA regimes and negative net radiation found for the SS regime (Figure 5). The forcing for the MS and MSWA regimes in the transition seasons is less clear, since the median net radiation is just above zero meaning that more than half of the cases in these regimes have positive net radiation. This radiative heating of the surface for these cases is inconsistent with the formation of moderate near surface stability. It is possible that the MSWA and MS cases with positive net radiation could form as a result of differential temperature advection (similar to the summer cases), or as a result of a stable profile.

**Figure 7.** Mean wind speed shear profile (dotted blue), mean potential temperature anomaly profile (solid red line), and mean wind speed profile (solid blue), and a line of zero shear (gray) for each stability regime (WS, WSEA, MSWA, MS, and SS) annually (A) (top row), and for the summer (S), winter (W), and transition (T) seasons (second through fourth rows, respectively). The numbers in the top right of each profile indicate the number of radiosonde profiles mapped to each regime. Patterns with a red shade indicate that there were ten or fewer observations that mapped to that pattern. The wind speed and potential temperature anomaly are associated with the top x-axis, and the shear profiles are associated with the bottom x-axis.
advecting from over the Ross Ice Shelf or sea ice. The strong near surface winds seen in this regime suggest a potentially more active synoptic situation, which would be consistent with strong temperature advection.

For some of the regimes that are more difficult to explain, such as the stronger stability in the summer and the MS and MSWA regimes in the transition seasons, it may be possible that the different location of the radiosonde launch site compared to the location of the observation site several kilometers away contributes to some of the mismatch between regime stability and the radiation observations. The complexities of the local terrain may also help explain the regimes that do not have clear formation mechanisms. Further, the fact that the radiosonde does not observe a vertical profile and may drift up to ∼1 km from the launch site over the portion of the atmosphere analyzed here may also contribute to some of the regimes which have unclear formation mechanisms.

To investigate the possible impact of varying wind direction on the different stability regimes, the mean wind direction profiles and the BMUs of the wind direction profiles for each stability regime and season are shown in Figure A3 (Appendix A). The large scatter in the individual wind direction profiles indicates that the mean profiles shown should be viewed with caution. For example, the backing shown in the mean wind direction profile in the MS regime in the transition seasons is not representative of the individual wind direction BMU profiles, where largely veering occurs. Below we discuss the mean profiles and the dominant wind direction, but it should be noted that most of the regimes show a secondary preferred wind direction that is not quite 180° opposite the primary wind direction discussed below.

In the summer, the wind direction is largely consistent near the surface (easterly) and throughout the depth of the profile (turning to the southeast with height). The winter is also largely characterized by easterly near-surface winds that turn to southeasterly aloft but in the winter the change in wind direction to southeasterly occurs more sharply. For the WSEA regime the shift to southeasterly winds occurs at around 150 m and near 300 m in the MSWA, MS, and SS regimes, which corresponds to the height of the local topography. In the transition seasons, the wind direction pattern is largely similar to the summer season, with easterly near-surface winds turning to the southeast with height, but the MS regime exhibits a more northeasterly mean near-surface wind direction, which turns to the north with height, backing, unlike any of the other wind direction profiles, although this mean backing appears to be an artifact of averaging the two varying wind direction regimes and is not reflected in most of the individual wind profiles for the MS stability regime.

The wind direction profiles in Figure A3 (Appendix A) show that near the surface, mean easterly winds from the nearby Ross Ice Shelf could advect air masses from over the ice into the area where the radiosondes are launched. Then, for the most part, the radiosondes can be advected to the west away from the radiosonde launch site over the adjacent sea ice or open water of McMurdo Sound (the Ross Sea, Figure 1c). With some of the more stable profiles such as the MS and SS regimes in the summer and the MSWA and MS regimes in the transition seasons, this may result in warmer temperatures observed near the surface above the ice-free ground on Hut Point Peninsula and then colder temperatures aloft over the McMurdo Sound, but this is not what is seen in the stability profiles (Figure 3). Rather than the drift of the radiosonde over McMurdo Station affecting the stability of the observed profiles, the moderate and strong stability seen in the summer and transition seasons are likely dominated by low-level winds blowing onshore from the sea ice, another source of low-level cold air advection, which weakens with height, or warm air advection that strengthens with height.

### 3.3. Atmospheric Conditions Associated With Varying Stability Regimes

The analysis shown above has focused on how radiative fluxes and mechanically generated turbulence shape the stability profiles seen in the different regimes. Here we will use the depth of mechanical mixing and the bulk Richardson number to identify what layers of the atmosphere may or may not be turbulent based on how stability and wind shear profiles vary in the different regimes (Zilitinkevich & Baklanov, 2002).

Figure 7 shows profiles of wind speed (top x-axis), wind speed shear (bottom x-axis), and mean potential temperature anomaly (top x-axis) to allow comparison of wind and stability features throughout the depth of the boundary layer. In the regime mean wind profiles (Figure 7) low-level wind maxima are present in the WSEA regime for each season and in the MSWA, MS, and SS regimes in the transition seasons. For all the low-level wind maxima the wind shear is larger below the maximum than above the maximum. This means that the low-level wind speed maximum will enhance shear and mixing near the surface beyond what would occur if no wind speed maximum
was present, while the shear above the maximum can extend the depth of mechanical mixing beyond what would be seen without a low-level wind speed maximum.

We suspect that there are two possible mechanisms that cause these low-level wind maxima to form. For the WSEA regime, we hypothesize that the enhanced stability aloft acts as a “lid” on the lowest portion of the atmosphere causing winds approaching the Ross Island terrain to be funneled between the terrain and the enhanced stability aloft, resulting in an acceleration of low-level flows (Tuononen et al., 2015). This, combined with friction near the surface, results in a wind speed maximum just below the region of enhanced stability aloft and the formation of the low-level wind maxima observed across all seasons in the WSEA regime. The presence of this low-level wind maximum also helps explain the stronger near-surface wind speeds seen in the WSEA regime seasonally and annually (Figure 6).

In contrast to the situation in the WSEA regime where the low-level wind maximum is located below the level of enhanced stability, the low-level wind maximum occurs within the layer of enhanced stability near the surface in the MSWA, MS, and SS regimes in the transition season. We hypothesize that these low-level wind maxima form as a result of the horizontal temperature gradients in these regimes, created by the presence of an inversion over the sloping terrain of Ross Island, which results in a southeasterly thermal wind parallel to the terrain of Hut Point Peninsula (Figure 1c) that is strongest near the surface and decreases with height through the inversion. Above the inversion the large-scale meridional temperature gradient results in a westerly thermal wind. The southeasterly thermal wind in the inversion layer increases the prevailing easterly surface wind (Figure A3, Appendix A) through the depth of the inversion. Friction near the surface and the westerly thermal wind above the inversion results in a wind speed maximum within the layer of enhanced stability.

The analysis above identified low-level wind speed maxima in the mean wind speed profiles, but the frequency of low-level jet (LLJ) occurrence can also be examined in these regimes. While Jakobson et al. (2013) and Andreas et al. (2000) used Stull’s (1988) definition of LLJs, there are many other definitions used to identify LLJs (Baas et al., 2009; Bonner, 1968; Carroll et al., 2019; Parish, 2017; Tuononen et al., 2015). LLJs in this paper are defined following the first criterion of Baas et al. (2009): the maximum wind speed below 500 m is at least 2 m s⁻¹, and additionally the minimum wind speed above the jet core is at least 2 m s⁻¹ lower than that in the jet core (Stull, 1988). Table 3 shows the frequency of occurrence of LLJs for each regime. In the WSEA regime, the LLJ is observed more than 50% of the time for all seasons, consistent with the low-level wind speed maxima seen in this regime for all seasons in Figure 7. In the MSWA, MS, and SS regimes, LLJs occur from 48% to 73% of the time in the transition seasons, with the highest frequency of LLJ occurrence in the MS regime. LLJs are not observed for any WS profiles in any season.

Jakobson et al. (2013) found that LLJs over the Arctic Ocean occurred within the temperature inversion in most cases, whereas in the results presented here the low-level wind maximum occurs below the enhanced stability in the WSEA regime, but within the layer of enhanced stability in the MS regime. Jakobson et al. (2013) compared their observed location of the LLJ with respect to the location of the inversion to another study, which observed LLJs above the region of enhanced stability, and also concluded that these differences in location of the LLJ in relation to the temperature inversion may be due to orographic effects.

The bulk Richardson number is the ratio of buoyant turbulence production or suppression to mechanical generation of turbulence by wind shear (Stull, 1988). Positive bulk Richardson numbers indicate stability acting to suppress turbulence, the degree to which this suppression is successful depends on the stability and wind shear strength. A higher positive bulk Richardson number indicates strong stability and/or weak wind shear, whereas
a smaller positive bulk Richardson number indicates weak stability and/or large wind shear. The critical bulk Richardson number indicates the point at which turbulence in the atmosphere cannot be sustained (Stull, 1988). Different values of the critical bulk Richardson number are often used (Zilitinkevich & Baklanov, 2002), usually between 0.20 and 1.0 (Galperin et al., 2007). Here we use 0.25 as the critical bulk Richardson number to serve as a guideline for qualitative assessment of turbulence in the different stability regimes being analyzed in this paper.

Figure 8 shows the composited median bulk Richardson number profile (bottom x-axis label), the mean total wind shear profile (top x-axis label), and the mean potential temperature gradient profile (top x-axis label), as well as the critical bulk Richardson number (0.25, bottom x-axis label) for each stability regime (WS, WSEA, MSWA, MS and SS), annually (A) (top row), and for the summer (S), winter (W), and transition (S) seasons (second through fourth rows respectively). The numbers in the top right of each profile indicate the number of radiosonde profiles mapped to each regime. Patterns with a red shade indicate that there were ten or fewer observations that mapped to that pattern. The Richardson number is associated with the bottom x-axis and the potential temperature gradient and total wind shear are associated with the top x-axis.

Figure 8. Richardson number median profile (solid black), mean potential temperature gradient (dotted red), and mean total wind shear (dotted blue) for each season and regime. The critical Richardson number (0.25) is also shown as a solid gray line. These values are plotted for each stability regime (WS, WSEA, MSWA, MS and SS) annually (A) (top row), and for the summer (S), winter (W), and transition (S) seasons (second through fourth rows respectively). The numbers in the top right of each profile indicate the number of radiosonde profiles mapped to each regime. Patterns with a red shade indicate that there were ten or fewer observations that mapped to that pattern. The Richardson number is associated with the bottom x-axis and the potential temperature gradient and total wind shear are associated with the top x-axis.
The results here are similar to the conclusion from Banta et al. (2007), who found that strongly stable conditions are associated with weak wind shear and large Richardson numbers. The very large shear near the surface in the MS regime in the transition seasons is associated with the strong low-level wind maximum in this case. The large wind shear near the surface in this regime reduces the Richardson number below critical near the surface, but it is not strong enough to overcome the strong stability above the surface, and thus the Richardson number remains above critical over most of the depth of the profile.

4. Summary and Future Work

In this paper, the relationships present between atmospheric state, radiative fluxes, and boundary layer stability at McMurdo Station, Antarctica were explored. In summary, it was found that:

- There is a strong seasonal cycle of the different stability regimes (Table 2)
  - Winter exhibits more variety in stability regimes than what would be expected for the polar winter, when strong stability would be expected to dominate. In winter, weaker stability regimes occur 39% of the time while moderate to strong stability regimes occur 61% of the time.
  - In summer, the WS and WSEA regimes dominate, occurring about 83% of the time while moderate to strong stability regimes (MSWA, MS and SS) occur less than 17% of the time.
  - The transition seasons largely mirror the stability regime frequencies seen annually, with WS being the most commonly observed regime (33.5%) followed by the WSEA and MSWA regimes.

- Changes in the sign of net radiation helps explain most, but not all, of the variability between weak and moderate or strong stability regimes (Figure 5).
  - The net radiation is negative in the winter and positive in the summer consistent with the dominance of moderate to strong stability in winter and weak stability in summer.
  - However, the negative net radiation across all regimes in winter, and positive net radiation across all regimes in summer suggests that other mechanisms are responsible for variations in stability during these seasons.

- Considering both net radiation (Figure 5) and near surface wind speed (Figure 6) provides additional insight into the forcing for the different stability regimes.
  - Winter boundary layer stability varies in response to changes in net radiation and wind speed. Despite negative net radiation in the WS and WSEA cases, the moderate 20 m wind speeds likely generate enough mechanical mixing to create the weak stability observed in these regimes. For the other winter regimes the negative net radiation combined with weak winds lead to moderate or strong near surface stability.
  - Summer positive net radiation and moderate winds are responsible for the occurrence of the WS and WSEA regimes. For the MSWA, MS, and SS regimes in summer, the positive net radiation and moderate 20 m wind speeds are inconsistent with moderate to strong stability. We hypothesize that differential temperature advection, possibly in response to sea ice cover just offshore from McMurdo, may lead to the infrequent formation of the moderate and strong stability regimes.
  - The transition seasons experience a change in sign of the net radiation across regimes with positive net radiation seen for WS and WSEA and negative net radiation seen for the SS regime, consistent with radiative forcing being the dominant mechanism leading to these different stability regimes.
  - The MSWA and MS regimes have a slightly positive median net radiation during the transition seasons as well as moderate wind speeds. It is possible that differential temperature advection causes these moderate stability regimes to form.

- Mean low-level wind maxima were noted in all seasons for the WSEA regime as well as in the transition seasons for the MSWA, MS and SS regimes (Figure 7)
  - LLJs occurred in more than 50% of all WSEA cases throughout the year, but were most frequent (73%) in the MS regime during the transition seasons (Table 3).
  - We hypothesize that the WSEA LLJs form as a result of winds being funneled between the terrain around McMurdo and the enhanced stability aloft
  - In contrast, we suggest that the low-level stability interacting with the terrain results in a thermal wind that leads to the formation of the LLJs in the MSWA, MS and SS regimes.
Weak stability is associated with sub-critical bulk Richardson values and well-developed turbulence, and cases of stronger stability (MS and SS regimes) are associated with bulk Richardson values mostly above critical, which suggests intermittent turbulence in these regimes.

The depth of turbulence, which defines the boundary layer depth, is deeper in the weaker stability regimes, and becomes more shallow with increasing stability.

Further, the complexities of the local terrain and impacts of the radiosonde drift distance could result in the observation of boundary layer structures not immediately associated with that at McMurdo Station, but rather above sea ice or open ocean, which can complicate the results.

Future work will assess how well the Antarctic Mesoscale Prediction System (AMPS) reproduces the different stability regimes and the relationship to other atmospheric properties and fluxes. The data from the West Antarctic Ice Sheet (WAIS) portion of the AWARE campaign, as well as from other sites with radiosonde and radiation observations, will be analyzed in the same way as the results presented here to compare boundary layer forcing mechanisms across the Antarctic continent.

Appendix A

Figure A1. Potential temperature anomaly profiles from 20 to 500 m above ground level identified by the self-organizing map algorithm (black), potential temperature gradient profiles (red dotted line) and a line of zero gradient (gray). The numbers in the top right of each profile indicate the number of radiosonde profiles mapped to each regime. The numbers in the top left of each pattern is the pattern number. The colored outlines around the different SOM patterns indicate which regime the patterns correspond to: Weak Stability (WS): green, Weak Stability, Enhanced Aloft (WSEA): orange, Moderate Stability, Weak Aloft (MSWA): blue, Moderate Stability (MS): red, and Strong Stability (SS): pink (Table 2).
Figure A2. Number of BMUs (top large number) and frequency of occurrence (bottom large number, %) for each SOM pattern for the entire 13-month data set (a), for the summer months of December and January (b), the winter months of May, June, July, and August (c), and the transition season months of February, March, April, September, October, and November (d). The SOM node number is given as a small number at the top center for each shaded box. Gray shading indicates the SOM pattern frequency of occurrence with darker shading indicating patterns that occur more frequently. Dark red shading indicates SOM patterns with fewer than 5 BMUs and light red shading indicates SOM patterns with 6–10 BMUs.
Figure A3. Mean wind direction profile (large blue stars), and the wind direction BMUs for each regime and season (small blue stars). These values are plotted for each stability regime (WS, WSEA, MSWA, MS, and SS) for annual (A) (top row), and summer (S), winter (W), and transition (T) seasons (second through fourth rows respectively). The numbers in the top right of each profile indicate the number of radiosonde profiles mapped to each regime, or the BMUs.
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