ABSTRACT
Deterministic database systems have received increasing attention from the database research community in recent years. Despite their current limitations, recent proposals of distributed deterministic transaction processing systems demonstrated significant improvements over systems using traditional transaction processing techniques (e.g., two-phase-locking or optimistic concurrency control with two-phase-commit). However, the problem of ensuring high availability in deterministic distributed transaction processing systems has received less attention from the research community, and this aspect has not been analyzed and evaluated well. This paper proposes a generic framework to model the replication process in deterministic transaction processing systems and use it to study three cases. We design and implement QR-Store, a queue-oriented replicated transaction processing system, and extensively evaluate it with various workloads based on a transactional version of YCSB. Our prototype implementation QR-Store can achieve a throughput of 1.9 million replicated transactions per second in under 200 milliseconds and a replication overhead of 8%-25% compared to non-replicated configurations.
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1 Introduction
Cloud providers continue to provide a virtual computing infrastructure that provides a higher amount of main memory and virtual CPU cores. Currently, for instance, Amazon Web Services provides virtual instances configurations that are equipped with up to 448 vCPUs, 24TB of memory, and 100Gbps network connectivity. Therefore, there is a growing demand for utilizing this modern computing infrastructure efficiently.

Many deterministic database systems are proposed in the research literature to utilize modern computing infrastructures more efficiently (e.g., [12, 29, 1]). Recent proposals of distributed deterministic transaction processing (DTP) systems demonstrated significant improvements over systems using traditional transaction processing techniques (e.g., 2PL/OCC+2PC). While distributed DTP systems have shown significant improvements in transaction processing performance, many database applications require high availability. For example, users of online banking applications desire that it is available 24 × 7. Furthermore, cloud providers’ service level agreements promise at least four nines (i.e., 99.99% availability). Database replication for traditional transaction processing protocols is well-studied (e.g., [24, 15, 16]). In contrast, the problem of ensuring high availability via replication in distributed DTP systems has received less attention from the research community, and this aspect of distributed DTP systems has not been analyzed and evaluated well.
We consider database systems where the database state can be partitioned and distributed across multiple nodes (e.g., [12, 29, 7, 5, 20, 21, 32]). Furthermore, the partitioned database state is replicated for high availability. With deterministic transaction processing, the replication is simplified because transaction histories are deterministic and strictly serializable. Strict serializability implies that transaction execution of conflicting transactions follows a single order across all partitions and replicas. By requiring that the predetermined order is followed during execution and in the replicated state, the replication process is simplified because the new database state is guaranteed to be equivalent due to deterministic execution. Thus, the key challenge with replication in distributed DTP systems is the negative impact of performing replication on the transaction processing performance.

To address this challenge, we build on our highly efficient queue-oriented transaction processing paradigm [27, 26, 25]. In our earlier work QueCC [27], we addressed the issue of the overhead of exiting concurrency control techniques under high-contention workloads and demonstrate that speculative and queue-oriented transaction processing can improve the system’s throughput by up to two orders of magnitudes over the state-of-the-art centralized (non-partitioned) transaction processing systems. In Q-Store [25], we improve the efficiency of distributed and partitioned DTP systems by employing queue-oriented transaction processing techniques and demonstrate up to 22× better performance.

In this paper, we propose a generalized framework to analyze the design space of distributed and replicated deterministic transaction processing systems and extend QueCC and Q-Store with replication support for high availability. Based on the proposed framework, we propose a primary-copy approach and perform eager, speculative, queue-oriented replication to mitigate the overhead of replication in distributed DTP systems. Our approach amortizes the cost of replication and transaction processing over batches of transactions and processes these batches in parallel on a replicated clusters of server nodes. Furthermore, we exploit the fact that deterministic transaction execution and replication in DTP systems are independent, which allows us to either fully or partially hide the cost of replication while ensuring safe and strictly serializable transaction execution.

Our contributions in this paper can be summarized as follows:

- we propose a generalized framework for DTP systems, a unified replication API for DTP systems, and apply the framework on three systems from the literature (Section 2);
- we design QR-Store, a highly available queue-oriented and replicated transaction processing system version of Q-Store (Section 3);
- we prototype QR-Store and propose optimization techniques to improve the performance of state-of-the-art in queue-oriented deterministic transaction processing (Section 4);
- we extensively evaluate QR-Store using standard benchmarks such as YCSB (Section 5).

## 2 A Generalized Replication Framework

We propose a generalized DTP framework. In Figure 1, we illustrate a simple framework that adopts the client-server architecture. The system is composed of a set of clients that sends transactions for processing to a set of servers. Clients...
receive commitment responses from servers when their submitted transactions are committed to the database. The transaction processing workflow by a leader set of servers is composed of four generic stages for processing transactions deterministically with strict serializability. These steps are *ordering*, *scheduling*, *execution*, and *commitment*. The processing work in each stage can be done in a parallel and distributed fashion to improve the system's performance (e.g., by multiple worker threads deployed on a set of machines). It is important to note that DTP systems use batching to improve the throughput performance of the system.

A DTP system ensures strict serializability of transaction histories by predetermining the *order* of transactions execution/commitment before scheduling them for execution. In the *scheduling* stage, the scheduling algorithm needs to guarantee that the execution and the commitment of the transactions do not violate the predetermined order. In between stages, we define replication points (red circles in Figure 1). These are points in the transaction processing workflow where replication can be done. The output of a stage can be replicated using the replication layer to achieve system high availability. A set of follower servers (replicas) get the replicated output from a stage and proceed to use it as an input to the next stage.

In our framework, the replication layer is a logical layer. One implementation approach is by using a shim that interacts with a replicated coordination service such as Zookeeper [3] and etcd [4] or publish-subscribe systems like Kafka [2]. In this approach, the service serves as a physical middleware between the leader set of servers and the follower set of servers. Existing work uses Zookeeper in their prototype implementations (e.g., [29]), but Zookeeper is not designed for this purpose. In our experiments, we observed that Zookeeper could not handle the replication load when the replication request rate is high. Therefore, using a service like Kafka appears to be a better option, and we plan to study that in future work.

Another implementation approach for the replication layer is having the shim implements a protocol such as Paxos [18], Viewstamped replication [22], or Raft [23] directly. This integrated approach has a lower overhead (no need for additional dedicated nodes for the replication layer). However, it involves a more tight integration with the DTP system and is more complex to realize.

To realize both approaches in a generalized way, we introduce a simple API that abstracts away the complexity and hides the details behind the underlying implementations. The API is compromised of two simple functions `REPLICATEDATA` and `RECEIVEDATA`. More details about this API are presented in Section 4.

Our proposed framework is general enough to admit existing work on deterministic transaction processing systems as specialized implementations. We discuss three case studies to illustrate the applicability of the proposed generalized framework to provide a unified framework to understand DTP systems.

### 2.1 Case Study: Calvin

Calvin [29] is one of the first DTP systems that supports replication. In Calvin, the *ordering* stage performs epoch-based batching of transactions and it is called *sequencing*. Calvin uses the replication point that follows the *ordering* stage and replicates batches of sequenced transactions. In the *scheduling* stage, Calvin uses a deterministic locking algorithm to schedule transactions for execution. In deterministic locking, the order of lock acquisition follows the predetermined transaction order by the sequencing layer. Calvin is a distributed DTP system and requires the use of a distributed commit protocol (CP) in the *commitment* stage. However, it avoids using the traditional heavyweight two-phase commit protocol and uses a lightweight CP that exploits deterministic execution. Transactions in Calvin commit when all the operations of the distributed transactions complete. The CP aborts transactions when the transaction has a logic-induced abort, and it is aborted deterministically across all partitions and replicas. In the absence of a logic-induced abort, transactions are committed, and the commit response is sent to the clients by the sequencing node that originally received the transaction and sequenced it.

Calvin’s original proposal [29] proposed replicating the output of the *ordering* stage. However, based on our framework, it is possible to use other replication points. For example, the updated records in the execution stage can be logged and replicated before commitment.

### 2.2 Case Study: Q-Store

Q-Store [25] is also another distributed DTP system, but unlike Calvin, it combines the *ordering* stage and the *scheduling* stage into a single parallel stage called *planning*. The *execution* stage uses the concept of execution queues (EQs) of operations as an execution primitive while Calvin uses the concept of a transaction as an execution primitive. Q-Store focuses on distributed transaction processing without replication. The *planning* stage maps batches of transactions to execution queues tagged with execution priorities. The execution stage executes them based on their priorities, and the commitment stage maps them back to transactions and sends responses to clients.
Replication in Q-Store can use any one of the replication points. The first replication point occurs in the middle of planning and is similar to the replication in Calvin (i.e., replicating sequence batches of transactions). At follower nodes, the replicated sequence is planned into execution queues. Interestingly, if the first replication point is used, it is possible to have heterogeneous configurations of servers. For example, a group of servers can follow Calvin’s DTP approach while the others can follow Q-Store’s.

When using the second replication point, which is after the planning stage, a novel replication scheme emerges. Because the execution primitive of Q-Store is a set of execution-queues (a.k.a. plans), the set is replicated to follower servers, and the follower servers can take the replicated plans and use them in the next stages. With this approach, Q-Store is also required to replicate transaction contexts so that in the commitment stage, the replicas can map execution queues back to transactions for commitment.

Q-Store can also use the third replication point, which also introduces yet another novel replication scheme. In this case, instead of creating traditional logs, Q-Store creates plans of execution queues containing write-only operations of updated records. When replicated successfully, it is fed to the execution stage at the replicas, and no specialized stage is needed to process the replicated plans. Furthermore, only the last write operation on the record needs to be inserted in the write-only execution queues.

2.3 Case Study: QueCC

QueCC [27] is a single node DTP system that is designed and optimized for multi-socket, many-core machines. QueCC uses the same concepts as Q-Store in terms of having planning and execution stages, but all stages are parallel but not distributed by design. QueCC can be extended to become a replicated DTPS. In this case, the leader server set contains only a single node that contains the entire database state, and its state is replicated using the replication layer. Compared to Q-Store, QueCC does not exploit partitioning and horizontal scalability; however, it can scale vertically by using more cores. Furthermore, it is possible to have heterogeneous hardware configurations for replicas where replicas don’t have the same hardware specifications as the leader node.
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Based on the generalized framework described in Section 2, we focus on designing replication schemes for Q-Store and study their impact on the system’s performance. We build QR-Store which is a replicated version of Q-Store and give some overview of QR-Store.

3.1 QR-Store’s Architecture

As a distributed DTP system, QR-Store runs on a cluster of nodes. Each node holds a partition of the database. It supports processing multi-partition transactions where a transaction may access records from different partitions. Each
partition is replicated independently with a replication factor rf. For example, if rf = 2 for partition p0, then the system has three nodes hosting p0. One of them is the leader node, while the others are followers. On the left side of Figure 2, we show an example system architecture with three partitions and a replication factor of three (i.e., rf = 2). Visually, horizontal grouping of nodes implies a cluster of QR-Store nodes comprising a full replica of the distributed database instance, while vertical grouping implies replication groups. For example, nodes L00, L10, and L20 form a cluster instance of QR-Store, while nodes L00, F01, and F02 form a replication group. Note that replication messages are communicated within a replication group only, while all other messages related to processing transactions are communicated within a cluster instance. This communication scheme ensured minimal communication among nodes in QR-Store.

On the right side of Figure 2, we show the key components internal to a server node. Each node receives client transactions that are processed by communication threads into a set of client Transaction Queues. Worker threads on each node process client transactions in two phases: planning and execution. Note that we consider the commitment stage as part of the execution phase. In the planning phase, worker threads create execution queues (EQs) that access a sub-partition of the node’s partition. To facilitate scheduling of EQs during the execution phase in QR-Store, each worker thread in QR-Store tags its EQs with a priority value. This value can be static or dynamic, but we assume statically predetermined priorities. There are remote EQs and local EQs. Remote EQs are executed at remote nodes as transaction fragments in them access other remote partitions. In addition to EQs, transaction contexts are maintained, which captures transaction dependencies and other transactions metadata. EQs and transaction contexts are stored in the Batch metadata, which distributed shared data structure. Furthermore, worker threads in the leader set of nodes use the Replication API to facilitate replication of the Batch metadata to the replicas.

During the execution phase, worker threads execute and commit EQs based on their priorities. For example, say we have two EQs q1 and q2. The fact that q1 can be either remote or local is orthogonal, and the same applies to q2. Let pr(q) denote the priority of an EQ q. QR-Store maintains a global execution invariant such that q1 is executed before q2 if and only if pr(q1) > pr(q2). Maintaining this global execution invariant with a cluster ensures a single global order of conflicting operations, which produce strict serializable histories. In Figure 2, yellow arrows depict interactions during the planning phase while green arrows depict interactions during the execution phase.

### 3.2 Replicated Planning Algorithm

**Algorithm 1 Planning phase**

**V ARs:** CTQ client transaction queue, C : nodes in the cluster instance, TC : transaction contexts data structures, s : status of the current node

```
function PLANBATCH(s, bid, p)
1: B ← {}
2: if isLeader(s) then
3:     while not B.ready() do
4:         m ← CTQ.pop()
5:         EQ ← planMessage(m, TC)
6:         B ← B ⊕ EQ
7:     end while
8:     return DELIVERBATCH(B)
9: else
10:    return RECEIVEData((bid, p), (B, TC), DELIVERBATCH(B))
11: end if
12: end function
13: function DELIVERBATCH(B)
14:    LEQ ← {q ∈ B | isLocal(q)}
15:    REQ ← {q ∈ B | !isRemote(q)}
16:    setLocalEQs(LEQ)
17:    sendRemoteEQs(REQ, C)
18:    return DELIVERBATCH((bid, p), (B, TC))
19: end function
```

We start by describing the planning algorithm. Algorithm 1 presents pseudocode for the planning phase. To simplify our presentation, we assume the availability of some global variables.
CTQ is a variable for the queue holding client transaction. Communication threads push into this queue as they receive transaction messages from clients.

C is the set of nodes composing the cluster instance. For example, suppose a worker thread running in the planning phase calls PLANBATCH on server $L_{00}$. In this case, $C = \{L_{00}, L_{10}, L_{20}\}$.

TC is the data structure that holds the transaction contexts for each planned transaction and holds necessary transaction metadata (e.g., the number of operations and their dependencies).

The variable $s$ is the status of the node running the worker thread. For instance, for server $\{L_{00}\}$, $s = L$, and for $\{F_{01}\}$, $s = F$. When $s = L$, isLeader$(s) = \text{true}$.

The PLANBATCH function is called by each worker thread in each server. Each thread starts by computing the batch identifier bid, which determines the order between batches created at different epochs. In our prototype implementation, we use monotonically increasing numbers for batch identifiers. Therefore, for a batch created at epoch 0, its batch identifier is also 0. $p$ is the global priority value of the worker thread. As mentioned previously, these values can be either static or dynamic. The only requirement is that no two threads have the same priority. In our implementation, we use static priority values for nodes and worker threads.

Depending on the status of the server node, the planning phase takes two different routes. In case of a node being in the leader set, the worker thread follows Lines 4 – 9, reads a message from CTQ, and plans the message (Line 6).

When planning a message, the read/write set of the transaction is analyzed. When the read/write set of a transaction includes access to a remote partition, a transaction fragment is created and is placed into a remote EQ destined to the node hosting the target partition. Thus, knowing the full read/write set and the record-to-partition mapping is necessary for planning. The planMessage function returns a set of EQs, and they are merged with previously planned EQs. Merging EQs means that transaction fragments accessing the same partition are inserted into the same EQ.

The call of B.ready() at Line 4 determines when the batch is ready for delivery. Once the batch is ready, it is delivered to the respective nodes (Lines 14 – 20). Local EQs are set in the local partition of the Batch metadata distributed data structure. Remote EQs are sent to their respective nodes to be installed into the remote partitions of the batch metadata. Finally, (in Line 19) the planned EQs and the transaction contexts are replicated using the replication API (i.e., calls replicatEdata) to the replica groups (e.g., for $L_{00}$ they are replicated to nodes $F_{01}$ and $F_{02}$).

When the planBatch function call is made by a follower node, it calls the receiveData (Line 11) and provides the deliverBatch function as the callback function. This way when the replicated plans are received, the deliverBatch is called to deliver the planned EQs to node in the replica cluster instance. Using Figure 2 as our example, node $F_{01}$ delivers the replicated batch to nodes $F_1(F_1)$ and $F_2(F_1)$.

### 3.3 Speculative Queue-oriented Replication Protocol

As we described in Section 2.2, there are many possible replication schemes that can be used with QR-Store. We propose using the second replication point (from Figure 1), which is before the execution stage, to perform the replication of EQs and TC using the replication API. The EQs and TC are serialized into a byte string payload and replicated via the replication layer.

**Speculative EQ Replication.** We propose a queue-oriented speculative approach to replication. The replication is speculative because QR-Store speculates that the replication would be successful and proceed with the execution phase. The speculation is verified before the commitment stage. Thus, we effectively hide the EQs’ replication latency by performing it concurrently with EQs’ execution.

Figure 3 illustrates an example timeline (time goes from left to right) of the replicated transaction processing workflow. A client is associated with a server in the leader set that is considered the home server for that client. At the start (before 1), clients send transactions to home servers. In this example, $C_0$ sends transactions to server $L_{00}$ (i.e., the blue partition) while $C_1$ sends transactions to $L_{10}$ (i.e., the red partition). At 1, the batch is ready for delivery, and both leaders send their planned remote EQs to the other node. At 2, the leaders submit their replication requests to the replication layer (i.e., using replicatEdata API call). Leader nodes start the execution phase immediately without waiting for the outcome of the replication at 3 following the speculative replication approach. Between 3 and 5 processing acknowledgments messages are exchanged within the leader cluster instance. The replication layer ensures that replication requests are delivered reliably to the followers by 4 (i.e., using receiveData API call). Replicated plans are exchanged in the follower clusters by 6. The replication layer responds to the leader set nodes by 7. After 7, leader nodes safely proceed with the commitment stage and commit transactions. At the follower clusters, the execution phase starts at 6, and the commitment stage starts at 8. The commitment stage at the follower...
Discussion Note that the replication layer can respond to the replication request by the leader set of nodes before the followers receive the EQs. This invariant is stated as follows:

**Invariant 1 (Replication Invariant).** *The leader nodes receive acknowledgments of their replication request from the replication layer if and only if the replication layer guarantees that followers eventually receive replicated data.*

It is the responsibility of the replication layer implementation to ensure the eventual delivery of replicated data. The above invariant allows some flexibility in implementing the replication layer, which can be a middleware-based or an integrated implementation.

**Replication Payload Compression.** Replication payload is a function of the batch size. Therefore for large batch sizes, they can be in the order of a few hundred kilobytes. At this scale of message sizes, the latency can be undesirably too high. Figure 4 shows the result of a micro-benchmark of submitting 100 concurrent requests to Zookeeper (as a replication service) while varying the payload size from 100 bytes to 800 kilobytes. Note that Zookeeper can only support a maximum of 1 megabyte of data stored as a single Zookeeper node. We can observe that for large message sizes, the latency can reach up to 26 milliseconds.

To reduce the payload size of replicated data in QR-Store, we compress replication data only using Snappy [8], we observed a reduction of payload sizes by 60%.

### 3.4 Speculative Execution Algorithm

In this section, we present the execution algorithm in QR-Store. The algorithm is simple, and its pseudo-code is presented in Algorithm 2. BMW is a reference to the Batch metadata data structure, which is assumed to have global
Algorithm 2 Execution algorithm

VARs: $BM$ batch metadata

1: function EXECUTEBATCH(tid)
2:   while not $BM$.done() do
3:     $q$ ← $BM$.GETTOP(tid)
4:       while not $q$.empty() do
5:         $f$ ← $q$.pop()
6:           EXECUTEF($f$)
7:           RESOLVEDEPENDENCY($f$)
8:       end while
9:     if isRemote($q$) then
10:       SENDACK($q$)
11:     else
12:       UPDATETC($q$)
13:     end if
14:   end while
15: end function

access. A worker thread at the execution phase keeps working on executing EQs until all EQs are processed. It retrieves the next available EQ at Line 3 using GETTOP. The returned EQ must satisfy the following conditions:

1. Condition 1: if a worker thread $i$ gets EQ $q$ using GETTOP, no other worker thread $j$ gets $q$. The thread identifier $tid$ is used to ensure this condition is satisfied.
2. Condition 2: The read/write sets of transaction fragments in $q$ do not overlap with read/write sets of any other transaction fragment in EQs that remains in $BM$.
3. Condition 3: $q$ has the highest priority in $BM$

These conditions ensure the following global execution priority invariant is maintained across all worker threads in the cluster when executing Line 6.

Invariant 2 (Global Execution Priority Invariant). Across all nodes in a cluster, transaction fragments from higher priority EQ are always executed before transaction fragments from lower priority EQs.

After executing a transaction fragment, we need to resolve any data dependencies of that fragment (Line 7). An example of a data dependency is a transaction fragment that performs the following operation $f : x = x + y$. In this case, $x$ and $y$ are records that belong to different partitions. Reading record $y$ is needed to resolve the dependency of computing the new value of $x$. Hence, to resolve the dependency on $x$, we need to send the value of $y$ to the node executing the transaction fragment $f$, which is the node that holds record $x$. The transaction contexts maintain the state of transactions, and they are updated during execution. If $q$ is a remote EQ, an ACK is sent to the original planning node (Line 10). When the ACK is received by the planning node, the transaction contexts of relevant transactions are updated (e.g., updating the number of fragments that are completed). If $q$ is local (i.e., $q$ is planned by the same node that executed $q$), the transaction contexts are updated locally (Line 12).

This execution is speculative because transaction fragments from different transactions are executed and the commitment is done at a later stage. For example, an EQ $q$ can contain transaction fragments from $f_1$ and $f_2$ from transactions $t_1$ and $t_2$, respectively. A worker thread executes $f_1$ followed by $f_2$. However, $t_1$ is committed later after executing $f_2$.

Discussion The main problem associated with speculative execution is the notion of cascading aborts [27]. DTP systems abort only if the transaction has explicit abort logic. For example, a transaction $t_i$ that makes a product purchase would abort if the product’s stock $== 0$. Any transaction that conflicts with $t_i$ will also abort if it reads any records updated by $t_i$ because values written by $t_i$ are not committed and should not be visible. QR-Store keeps track of transaction conflict information in the form of a dependency graph. The graph is made available to the commitment stage so that transactions are committed according to the correct isolation level. We assume serializable isolation in throughout this paper. However, as shown in [25], we can also support other isolation levels.

3.5 Commitment Algorithm

For transaction commitment, the original planner node act as the transaction coordinator for all transaction it planned. Thus, it requires receiving ACKs for all remote EQs. These ACK messages are communicated to the transaction
coordinator node as remote EQs are executed. As an illustration, in Figure 3, they are communicated between (3) and (5) for the leader set, and between (6), and (8) for the replica sets.

Algorithm 3 Commitment Algorithm

VARs: BM batch metadata

1: function COMMIT BATCH(tid)
2: \( T \leftarrow BM.TC.GETTRANSACTIONS(tid) \)
3: \( P \leftarrow \) empty FIFO queue for pending transactions
4: for \( t \in T \) do
5: \( \text{status} \leftarrow \text{COMMIT}TXN(t) \)
6: if not status then
7: \( P \).push\( (t) \)
8: end if
9: end for
10: while not \( P \).empty() do
11: \( \text{status} \leftarrow \text{COMMIT}TXN( P \).HEAD\( ) \)
12: if \( \text{status} \) then
13: \( P \).pop\( () \)
14: end if
15: end while
16: end function

Algorithm 3 shows the pseudo-code for the commitment algorithm used by the transaction coordinator nodes. Because a leader node can run multiple planning producing different sets of plans, each planning thread is identified by the \( tid \). Thus, the \( tid \) is used to commit a transactions planned by a specific planner (Line 2). In Line 3, \( P \) is initialized to an empty FIFO queue to hold transactions pending commit. The order of commitment is concerned only with conflicting transactions. Non-conflicting transactions can commit in any order, and our algorithm allows. In Lines 4 to 9, we perform a single iteration to commit transactions. In Line 5, the COMMIT_TXN function checks if the transaction can commit (i.e., all of its fragments are executed successfully). It returns true if the transaction \( t \) is committed, and false otherwise. If a transaction cannot commit at this time (Line 6), it is pushed into the pending transaction queue \( P \) for a later check, which happens in Lines 10 to 15. A transaction is checked at the head of the queue without removing it (Line 11). It is only removed if it is committed (Line 13).

Note that a single-threaded implementation of the commitment algorithm can join all transactions into a single set for commitment. The only requirement is that to ensure that the correct commit order of conflicting transactions is preserved.

Regardless of the implementation of the commitment algorithm, the commit stage needs to adhere to the following invariant. We use \( po(t) \) to denote planning order, and \( co(t) \) to denote the commitment order of transaction \( t \), respectively.

**Invariant 3** (Commitment Invariant). For any two conflicting transactions \( t_i \) and \( t_j \), \( co(t_j) > co(t_i) \) \( \iff \) \( po(t_j) > po(t_i) \).

### 3.6 Correctness

Based on the above three invariants, we state the following theorem and provide a proof sketch.

**Theorem 1.** QR-Store’s transaction processing protocol is safe and strictly serializable.

**Proof.** It follows from the three invariants stated above that the QR-Store processes transactions with strict serializability. Invariant 3 ensures that the commitment order of conflicting transactions follows the planning order. Planning threads impose ordering by using the ordering property of queues in EQs. The order between EQs planned by different planning threads is determined by the priority order of the planning threads. Thus, there is a global partial order of all transaction fragments, which is preserved by Invariants 2 and 3. Furthermore, because the commitment stage does not start until the replication requests are acknowledged according to Invariant 1, the transaction commitment is safe. \( \square \)
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3.7 Latency Model

In this section, we model the latency for our queue-oriented transaction processing with replication. The key idea of performing speculative replication is to hide the replication latency overhead. The following equation models the latency of completing the processing of a single batch which is denoted as $T_b$.

$$T(b) = T_{pl}(b) + \max(T_{deliv.} + T_{ex}(b), T_{repl}(b)) + T_c(b)$$

- $T_{pl}(b)$ is the time spent in the planning phase for batch $b$
- $T_{deliv.}$ is the time spent on delivering remote EQ messages for batch $b$
- $T_{ex}$ is the time spent in the execution stage for batch $b$
- $T_{repl}$ is the time spent waiting for the replication to be confirmed for batch $b$ by the replication layer
- $T_c$ is the time spent on committing transactions for batch $b$

In Figure 5, we show a visualization of three cases of queue-oriented replication. (a) depicts using synchronous replication in QR-Store. In this case, the replication request must be acknowledged before we start the execution phase. Thus, the overhead of replication is directly added to the latency of processing a batch in QR-Store. (b) and (c) in Figure 5 are the two cases of using the speculative replication approach. In (b), the replication takes longer than the execution, which forces the execution threads to wait for the replication confirmation before starting the commit stage. The optimal case is depicted by (c), which totally hides the replication latency, while in (b), the replication overhead is partially hidden.

3.8 Logging and Recovery

All proposed DTP systems assume a deterministic stored procedure transaction model (e.g., [12, 29, 27, 26, 25]). Furthermore, the stored procedure model assumes that the transaction logic is deterministic. In other words, the output is the same as long as the procedure is given the same input.

DTP systems use a combination of checkpointing and command-logging to facilitate logging and recovery. With command-logging, only the input of the transactions is logged, and on recovery, the log is applied from the latest stable checkpoint. Checkpointing can be done asynchronously to the disk to avoid blocking the transaction processing workflow.

In QR-Store, when a leader node crashes and resumes operation, the first step is to determine the new leader. The next step is to request all EQs from the current leader since the last stable checkpoint and execute them to recover the database partition state. After that, it acts as a follower by getting its plans from the replication layer.

Follower nodes detect leader nodes crashes via heartbeat messages exchanged periodically between leaders and followers. When followers detect that a leader has failed, they run a leader election process among them. Once a new leader is elected, the newly elected leader node requests leadership ACKs from other followers to determine the last committed batch. It requests any missing queues and replays them.
Using command-logging only with QR-Store introduces a recovery challenge. First, logged commands need to be planned again, which increases the latency of recovery. Second, when recovering multi-partition transactions, participation from all partitions is required to resolve data dependencies.

Therefore, instead of using command-logging and simply log transaction inputs, QR-Store create special write-only EQs that contain the last write operation of records accessed by planned EQs. These write-only EQs are logged to facilitate recovery. Thus, to recover a node’s state, it is sufficient to request these write-only EQs from other nodes. This approach also resolves data dependencies associated with replaying multi-partition transactions because the logged value does not have any data dependencies.

4 Implementation

This section discusses the implementation aspects of the replication layer and optimizations related to synchronization granularity. We show the impact of these implementations and optimizations in Section 5.

4.1 Replication Layer Abstraction

As mentioned in Section 2 that we provide a simple API abstraction for the replication layer. We now give some details on the API, which consists of the following two functions.

`REPLICATE_DATA(meta_data, data, [callback])`. This is an asynchronous function that is called by the leader set of nodes (the dotted arrow in Figure 1 originating from the red circles). `meta_data` parameter can have some identifying information of the data being replicated (e.g., a batch identifier). The `data` parameter is a byte string of the data being replicated. `callback` parameter is a function that is called after the `REPLICATE_DATA` function completes. Since the function is asynchronous, the callback function provides a way to perform some actions (e.g., error handling).

`RECEIVE_DATA(meta_data, callback)`. This is also an asynchronous function, and it is called by replicas to receive the replicated data. (the solid arrow in Figure 1 originating from the green replication layer) The `meta_data` parameter can have some identifying information about the replicated data from the replica’s perspective. For example, it can include the expected batch identifier. The `callback` parameter is a function that is called with and passed the replicated data. It is used to construct the DTP system’s representation of the replicated data from byte string passed to `REPLICATE_DATA`.

4.2 Replication Layer Implementations

Our prototype provides two implementations of the replication layer, and we describe these implementations in this section.

**Middleware Replication** The first one uses Zookeeper [3] as a middleware to implement the replication Layer. Leader servers and replica servers act as clients to the Zookeeper cluster. While leader servers make write requests, replica servers make read requests to get the replicated data. The Zookeeper cluster is a highly available system, and it does not constitute a single point of failure because it uses its internal replication and consensus protocols to ensure correct fail-over. The consensus protocol used by Zookeeper is called ZAB[11] The advantage of this approach is that it simplifies the replication layer shim implementations at the server nodes. The disadvantages include adding an overhead of the middleware to the transaction processing protocol. This approach is adopted by Calvin in their original proposal [29] and also in our experiments.

**Integrated Replication** The second implementation of the replication layer integrates a quorum-based replication protocol with the transaction processing protocol and effectively eliminates the middleware overhead. Our implementation is based on RAFT[23] and Viewstamped replication [22]. With this implementation, the leader server nodes send replicated data messages to replicas. On receiving replicated data messages, replicas reply with acknowledgment messages to leader servers. Depending on the number of node failures to tolerate, there is a minimum number of acknowledgment messages that confirm a successful replication. Let the number of node failures be denoted as $f$ such that the total number replica for a given node is $n = 2f + 1$. The number of acknowledgment messages is $f + 1$.

4.3 Synchronization Granularity

In QR-Store, we support multiple granularities of transaction processing synchronization within a cluster. A coarse-grained synchronization puts node-level barriers between batches. Hence, before any thread can start processing the next batch, it has to wait for all other nodes to finish processing the current batch. At the cost of additional
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Table 1: System and workload configuration parameters. Default values are in parenthesis. Default values are used unless stated otherwise.

| P# | Parameter Name          | Possible Parameter Values               |
|----|-------------------------|-----------------------------------------|
| P1 | % of multi-partition txns. | 0%, 10%, 15%, (50%), 75%, 100%         |
| P2 | Zipfian’s theta          | (0.0), 0.4, 0.6, 0.8, 0.9, 0.99         |
| P3 | Operations/txn.          | 2, 4, 8, 12, (16)                       |
| P4 | Batch sizes              | 2K, 5K, 10K, (20K), 40K, 80K, 100K       |
| P5 | Server nodes counts      | 2, 4, 8, (16)                           |
| P6 | Replication factor       | (0), (1), (2), 4, 6, 8                  |

implementation complexity, it is possible to have a more fine-grained synchronization at the thread level. This thread-level synchronization allows worker threads to start the planning phase of the next batch as soon as other nodes acknowledge the execution of their respective planned EQs. Thread-level synchronization improves the concurrency of the phases across batches. Our previous prototype implementation for Q-Store [25] uses node-level synchronization while our current prototype uses thread-level.

5 Evaluation

In this section, we present our experimental evaluation. We implement the three case studies that we discussed earlier in Section 2. We use the first replication point for Calvin, and use the second replication point for QR-Store and a fully replicated version of QueCC (denoted as QueCC-R). The experimental study of the other replication points admitted by our proposed framework in Section 2 remains future work.

We mainly focus on QR-Store with various replication factors configured. The current prototype of QR-Store is the optimized and improved version of our previous work presented in [25]. In our comparison with Calvin, we use Zookeeper as the implementation of the replication layer as it is originally presented in [29].

5.1 Experimental Setup

We use up to 64 c2-standard-8 instances on Google Cloud Platform to run our experiments. These instances have 8 vCPUs, 32GiB of RAM, and the default egress network bandwidth available is 16Gbps. Each node runs Ubuntu 18.04 (bionic beaver), and the codebase is compiled with the −O3 compiler optimization flag. We use four worker threads and four communication threads. Threads are pinned to cores to minimize potential variance due to the operating system.

Furthermore, our Calvin’s implementation dedicates one worker thread for the sequencer role and another worker thread for the scheduler role. This configuration leaves two threads for processing transactions.

Each data point is the average of three trials. Each trial consists of a warm-up phase of 60 seconds where measurements are not collected, followed by a measurement phase of 60 seconds.

**System and workload parameters** In Table 1, we present all system and workload parameters used in our experiments. $P^1$ is the percentage of multi-partition transactions (MPTs) in the workload. An MPT accesses more than one partition and requires a distributed commit protocol. $P^2$ is the parameter that controls the access distribution of transactions. Higher values of $\theta$ make the access skewed to a small set of records. $P^3$ is the parameter that controls the number of operations per transaction and requires transaction atomicity when there is more than one operation in a transaction. A transaction with a single operation is atomic by definition. $P^4$ is the size of transaction batches that are processed by queue-oriented transaction processing systems such as QR-Store, Q-Store and QueCC. $P^5$ controls the number of server nodes used in a cluster. A cluster of nodes forms an instance of the database, and each node manages a single partition. By default, we use one client node per server node. $P^6$ represents the number of replicas used per cluster of servers. For example, a value of 2 means that there are 2 additional replicated database instances.

5.2 Experimental Results

We first study the impact of replication. We use three configurations. As a baseline, we use Q-Store which does not perform replication. QR-Store-rf1 and QR-Store-rf2 has a replication factor of 1 and 2, respectively.
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Varying the batch size In this set of experiments, we want to understand the effect of the batch size on the performance of QR-Store. We use 50% MPT transactions in the workload, uniform access distribution (i.e., a value of $\theta = 0.0$), 50% update operation per transaction, 16 operation per transaction, and each transaction access 8 partitions. The number of server nodes is 16.

Figure 6 shows the system throughput and the $99^{th}$ percentile latency of transaction processing. Q-Store which is the configuration without replication performs the best both in terms of throughput and latency (up to 2.3 million TPS executed in under 750 milliseconds). While Q-Store’s throughput performance keeps increasing with batch sizes greater than $20K$ transactions, the latency also increases significantly. With larger batches, worker threads spend more time planning and executing transactions. Also, the size of messages exchanged between the server nodes within the cluster becomes larger. Moreover, beyond the $20K$ batch size, the gap in performance Q-Store, and the replicated configurations (i.e., QR-Store-rf1 and QR-Store-rf2) becomes more significant because the leader cluster needs to prepare and replicate larger plans. With QR-Store-rf2 the number of messages that are sent by the leader nodes is twice the number sent by the QR-Store-rf1 configuration. Hence, as these messages become larger, the computation and communication requirements increase. For example, for $rf = 2$ the $99^{th}$ percentile latency increases from 30% at 40K batches to 43% at 100K. Notably, at 20K batches, the latency overhead is only 16% in this workload configuration.
Scalability when increasing number of server nodes In this set of experiments, the percentage of MPT is 50%, the Zipfian theta parameter is set to $\theta = 0.0$, the percentage of write operations is 50%, the number of operations per transaction is 16, the batch size is set to $20K$ transactions, and we force each transaction to access all available partitions. In other words, MPTs will always access all servers. We vary the number of server nodes from 2 to 16.

Figure 7 shows that all configurations scale linearly as we add more nodes into the server cluster. The linear scaling is because operations in each transaction are processed in parallel by all available nodes. Notably, the throughput performance reaches 2, 1.8, and 1.7 million transactions per second for Q-Store, QR-Store-rf1, and QR-Store-rf2, respectively. The 99th percentile latency remains under 216 milliseconds.

When using higher replication factors (i.e., QR-Store-rf1, and QR-Store-rf2), the impact of replication becomes larger. In our experiments with 16 server nodes, the performance drops by 15%. We believe that this is a reasonable cost to ensure fault tolerance.

Varying Data Access Contention In Figure 8, we vary the value of the Zipfian distribution $\theta$ from 0.0 to 0.99. Using 0.0 for $\theta$ creates uniform access to database records, while a value 0.99 creates extremely skewed access resulting in an increased contention on database records.

Our queue-oriented approach naturalizes the high contention because the operations accessing the same set of records are placed in the same EQ and are executed by the same worker thread. However, as shown in Figure 8, we observe a decrease in performance when there is medium contention (i.e., $0.4 - 0.8$). For Q-Store, the throughput drops by $19 - 29\%$, and the latency increases by $28 - 39\%$. The throughput drops by $19 - 26\%$ and $17 - 26\%$, and the latency increases by $23 - 42\%$ and $26 - 42\%$ for QR-Store-rf1 and QR-Store-rf2, respectively. At medium contention, some EQs contain more operations than others, which increases the execution time. However, at high contention (i.e., $0.9 - 0.99$), the performance gets better because the caching becomes more effective as most operations in the large queues access a small set of records. Notably, at low contention (i.e., $\theta = 0.0$), the overhead of replication is 6% and 13% for QR-Store-rf1 and QR-Store-rf2, respectively.

Varying MPT percentage Now, we look into the effect of increasing the percentage of the multi-partition transactions in the workload. For this set of experiments, we use uniform access and enforce each MPT to access 8 partitions of the 16 partitions. The update operation percentage remains at 50%. Increasing the MPT percentage increases the sizes of remote EQs that are planned. The throughput performance gets better at a low ratio of MPT in the workload by 6.5%, 10.5% and 24% for Q-Store, QR-Store-rf1, and QR-Store-rf2, respectively, because some operations are executed remotely by other nodes which reduced the load on local worker threads. However, as we increase the ratio, the performance starts dropping to even below the performance of a pure single partition workload because remote executions take longer times to be acknowledged.

Varying the number of operations per transaction The number of operations per transaction represents the transaction size. Again, we fix the other system and workload parameters to their default values and vary the number of operations per transaction. We observe that increasing the number of operations per transaction has a positive impact on the performance as it increases the load on the server cluster. However, beyond a certain threshold, the performance starts degrading due to increased contention and increased latency.
operations per transaction. In Figure 10, we use the number of operations processed per second instead of the number of operations. All configurations scale their throughput performance linearly as we increase the number of operations, and the throughput performance reaches up to 33, 30, and 27 million operations per second for Q-Store, QR-Store-rf1 and QR-Store-rf2, respectively. The 99th percentile latency is between 110 – 220 milliseconds. With a low number of operations per transaction, the communication overhead is more significant. As the number of operations per transaction increases, the EQs become larger and more efficient to execute. With replication the throughput performance drops by 9% and 18% for QR-Store-rf1 and QR-Store-rf2, respectively.

**Comparison with Calvin** In this set of experiments, we want compare QR-Store’s performance to Calvin’s [29]. We implemented Calvin’s approach to replication which uses Paxos via Zookeeper. QR-Store’s approach uses an integrated replication protocol (Section 4). Hence, QR-Store’s implementation of the replication layer eliminates the overhead of a replication middleware. We use four server nodes per cluster and enable compression for Calvin replicated messages. We use a highly skewed workload for the workloads with $\theta = 0.9$, 10 operations per transaction, 50% MPT, update ratios, and force each transaction to access two partitions.
As shown in Figure 11, QR-Store’s configurations (denoted as QR-Store-rf1 and QR-Store-rf2) outperforms Calvin’s configurations (denoted as Calvin-rf1 and Calvin-rf2) by up to 6×. Multiple factors are contributing to this improvement. The first one is the use of the queue-oriented speculative transaction processing model, which is more efficient than Calvin’s transaction execution model. The second factor is the use of the integrated replication implementation as opposed to Zookeeper, which introduces significant replication processing overhead. Using the integrated approach, QR-Store introduced no more than 8% performance overhead compared to the Q-Store within a four-node cluster configuration.

**Impact of node-granularity synchronization** One of the key optimizations that we introduced in our current prototype is the granularity of synchronization in QR-Store. In our previous work [25], we adopted a node-level synchronization protocol that runs after processing a batch, which synchronizes all worker threads before they start working on the next batch. Using this approach simplified our prototype implementation and allowed us to avoid locking shared data structures. However, it also introduced unnecessary idle time periods where worker threads can perform useful work for the next batch.

In our current prototype, we designed and implemented a fine-grained synchronization protocol that increases the concurrency of planning and execution phases. With our queue-oriented transaction processing paradigm, a node-level partition is further partitioned by planning threads. Instead of waiting for every other node in the cluster before starting its planning phase, it starts the planning phase, and it only waits for ACK messages for the remote EQs that it planned before delivering the EQs for the new batch. Hence, this approach effectively implements a fine-grained synchronization protocol at the thread level instead of the node level.

Figure 12, shows a comparison of node-level synchronization and thread-level synchronization with various configurations of QR-Store. We use four server nodes per cluster and the default workload parameters. The configurations that use node level synchronization are denoted with -NS suffix. The thread-level synchronization technique provides up to 5% improvement in throughput performance and up to 14% in latency reduction.
Speculative replication vs. synchronous Another key technique in QR-Store is the concept of speculative replication. The basic idea is that instead of waiting for the replication to complete before starting the execution phase of a batch, QR-Store speculates that the replication is expected to succeed and starts the execution phase without waiting. However, before starting the commit stage, the system waits for acknowledgments confirming the success of the replication requests. In Figure 13, we show a comparison between the two techniques (the synchronous configuration is denoted with a -SYNC suffix). The speculative replication technique improves the performance by up to 30% with a four-node cluster and the default workload parameters.

Impact of the replication factor The replication factor dictates the number of replicas of the database instance. The leader set of server nodes perform a proportional amount of work to the number of configured replicas. We perform a set of experiments involving four nodes per cluster and a fully replicated configuration. The fully replicated configuration implements the third case study described in Section 2.3. In Figure 14, QueCC-R is a non-partitioned (i.e., single-node database instance) and replicated configuration of QR-Store while QR-Store is the partitioned and replicated configuration with four-node per cluster. We increase the replication factor from 1 up to 8. As we can see, the overhead of replication beyond a replication factor of four becomes significant. It reduces the performance by up to 41% and 26% as we increase the replication factor to 8 for QR-Store and QueCC-R, respectively. The large drop is due to the increased demand for network resources as the number of replication messages increases proportionally to the replication factor.
Impact of using compression for replication

Intuitively, using compression reduces the number of bytes that go over the network for replication messages by the leader set of nodes in both QR-Store and QueCC-R. However, it increases the CPU computation requirements on the leader set of nodes as more CPU cycles are needed to perform the compression. Hence, compression is not a silver bullet and is not always beneficial. We conduct experiments to demonstrate that. Figure 14 shows that compression can be beneficial when the replication factor is high (e.g., at 6 or 8). The 99th percentile latency improves by up to 35%. Compression is also beneficial for Calvin because it uses Zookeeper as the replication layer. In our experiments, Calvin latency improved by up to 53%. This result agrees with our micro-benchmark result shown in Figure 4. However, it increases the work on the leader nodes in all other cases, which negates its benefits.

6 Related Work

In this section, we discuss relevant work from the literature. In this paper, we addressed an important challenge of high-performance replication in distributed deterministic transaction processing systems. However, the database replication techniques have been studied since several decades ago [10]. These techniques are mainly studied with respect to two dimensions. The first dimension is whether to allow transactions to update at any replica or designate a primary copy replica. The second dimension is when to synchronize replicas and whether we should do that synchronization eagerly or lazily. Furthermore, traditional database replication techniques reuse non-deterministic transaction processing protocols [28] e.g., 2PL, 2PC [9] and OCC [17]. The reader is referred to existing literature that cover the traditional database replication techniques very well (e.g., [14, 13, 15, 16, 24]) for more details. Compared to traditional database replication techniques, the techniques proposed in this paper are deterministic, speculative, and adopt the queue-oriented transaction processing paradigm [26]. Hence, this paper explores a new research territory.

Replication Frameworks

Wiesmann et al. [30] proposed a general replication framework to study replication techniques developed by the database systems research community and the distributed systems research community. However, it does not address the design choices made by DTP systems. Our proposed general framework complements their replication framework by focusing on replications in DTP systems.

Deterministic transaction processing protocols

Deterministic transaction processing approaches are shown to process transactions more efficiently when compared to non-deterministic approaches. Recently, there have been many proposals for deterministic transaction processing protocols. These systems can be centralized (e.g., [27, 6, 7, 31, 5]) or distributed (e.g., [12, 29, 25, 21]). The main focus of these proposals is on the concurrency control aspects of processing transactions. In contrast, this paper goes beyond existing deterministic transaction processing systems by addressing the replication challenge in a systematic way and build on queue-oriented principles, which allows efficient transaction processing and database replication.

Replication and Consensus Protocols

In the distributed systems community, consensus and replication have received a great deal of attention (e.g., [22, 19, 18, 23]). Such work focused on state-machine replication and aimed to achieve linearizability. In contrast, this paper is concerned with strict serializability guarantees of transaction processing on distributed, partitioned, and replicated databases.

7 Conclusion

In this paper, we propose a generalized framework for designing replication schemes for distributed DTP systems. Using the framework, we study three cases from the literature and discuss how replication can be reasoned about. We propose a novel queue-oriented speculative replication technique and describe how it is supported in QR-Store. Finally, we perform an extensive evaluation of several configurations of QR-Store and demonstrate efficient replicated transaction processing that can reach up to 1.9 million replicated transactions per second in under 200 milliseconds and a replication overhead of 8% − 25% compared to non-replicated configurations.
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