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Abstract

**Purpose:** Undersampling is used to reduce the scan time for high-resolution 3D magnetic resonance imaging. In order to achieve better image quality and avoid manual parameter tuning, we propose a probabilistic Bayesian approach to recover $R_2^*$ map and phase images for quantitative susceptibility mapping (QSM), while allowing automatic parameter estimation from undersampled data.

**Theory:** Sparse prior on the wavelet coefficients of images is interpreted from a Bayesian perspective as sparsity-promoting distribution. A novel nonlinear approximate message passing (AMP) framework that incorporates a mono-exponential decay model is proposed. The parameters are treated as unknown variables and jointly estimated with image wavelet coefficients.

**Methods:** Undersampling takes place in the y-z plane of k-space according to the Poisson-disk pattern. Retrospective undersampling is performed to evaluate the performances of different reconstruction approaches, prospective undersampling is performed to demonstrate the feasibility of undersampling in practice.

**Results:** The proposed AMP with parameter estimation (AMP-PE) approach successfully recovers $R_2^*$ maps and phase images for QSM across various undersampling rates. It is more computationally efficient, and performs better than the state-of-the-art $l_1$-norm regularization (L1) approach in general, except a few cases where the L1 approach performs as well as AMP-PE.

**Conclusion:** AMP-PE achieves better performance by drawing information from both the sparse prior and the mono-exponential decay model. It does not require parameter tuning, and works with a clinical, prospective undersampling scheme where parameter tuning is often impossible or difficult due to the lack of ground-truth image.

**Keywords:** Approximate Message Passing, Compressive Sensing, Parameter Estimation, Quantitative Susceptibility Mapping, $R_2^*$ mapping, Undersampling.
1 Introduction

In quantitative magnetic resonance imaging (MRI), we can use multi-echo gradient echo (GRE) sequences to measure tissue properties such as initial magnetization, $T_1$ and $T_2^*$ relaxation rates, and susceptibility differences [1]. These quantitative values provide direct and precise mappings of tissue properties, and can be used to detect and monitor small pathological changes. In particular, $R_2^*$ map (i.e., the reciprocal of $T_2^*$ map) and quantitative susceptibility mapping (QSM) [2–8] are widely used to study iron deposition in the brain [9–13] or pathology such as hemorrhage [14–18] and calcification [19–22], etc. In order to accurately characterize the local variabilities of tissue, we need high-resolution 3D volumetric scans that could take $30 \sim 40$ minutes to acquire fully sampled data in the $k$-space. The long scan time causes discomfort to patients and could introduce motion artifacts to reconstructed images. In this case undersampling is a direct and effective way to reduce the scan time. Parallel imaging methods achieve this goal by exploring the redundancy in measurements from multi-channel receiver coils [23–25].

On the other hand, undersampling leads to decreased image quality. We shall rely on prior knowledge about the images to fill in the missing information. For example, images are approximately sparse in some proper basis like the wavelet basis. Most of the wavelet coefficients of an image are close to zero, and the signal energy is concentrated within a small percentage of significant entries. Compressive sensing (CS) methods exploit such sparse prior to improve the image quality [26–30]. When the sparse prior is enforced through regularization functions such as the $l_1$-norm [31,32], the regularization parameters need to be manually tuned to balance the tradeoff between the data fidelity term and the regularization function. However, parameter tuning is time consuming, and the parameters tuned on a training set might suffer the overfitting problem [33,34]. The L-curve method has been used to select an empirical regularization parameter [35]. Another empirical method was proposed in [36] to calculate the denoising thresholds based on statistical summary of 1D electron spin resonance signals, however, it could not be used for denoising 3D MR images that have different statistical properties. Data-driven approaches have also been used to perform CS recovery from undersampled data, and show comparable results to empirically tuned approaches [37,38]. Alternatively, the sparse prior can be interpreted from a Bayesian perspective: the signal of interest is assumed to be generated from a sparsity-promoting distribution such as the Laplace distribution. The distribution parameters can be estimated jointly with the sparse signal using approximate message passing (AMP) [39,40], which makes the AMP approach a better choice in this regard (without the need for exhaustive manual parameter tuning).

AMP is widely used for sparse signal recovery due to its computational efficiency and state-of-the-art performance [39,41,42], it can be formulated either in a denoising form [43–45] or in a Bayesian form [39,46]. With its Bayesian formulation we can estimate the parameters by treating them as random variables and maximizing their posteriors [40]. This is much simpler compared to other approaches that maximize either the likelihood [47,48] or the Beth free entropy [46,49]. AMP was originally developed for linear systems [39,41], the standard AMP has been used with success to recover MR images from linear $k$-space measurements [50–52]. Rich et al. [53–55] later designed a nonlinear AMP framework for phase-contrast MRI and 4D flow imaging.

Since MR signal intensities at different echo times follow the nonlinear mono-exponential decay model, the standard linear AMP could not be used to recover the $R_2^*$ map. In this paper we propose a new nonlinear AMP framework that incorporates the mono-exponential decay model, and use it to recover the $R_2^*$ map and complex multi-echo images. QSM can then be computed from the complex multi-echo images subsequently [8,56,57]. Compared to regularization approaches that require...
parameter tuning, our proposed approach automatically and adaptively estimates the parameters with respect to each dataset. By drawing additional information from the mono-exponential decay model, it achieves better performance and offers a convenient way to recover $R^*_2$ maps and phase images for QSM from undersampled data.

2 Theory

2.1 Problem Formulation

As shown in Fig. 1(a), undersampling in the $k$-space of a 3D acquisition takes place along the two phase-encoding directions $y$ and $z$, whereas the readout direction $x$ is fully sampled. The elliptical Poisson-disk sampling pattern is adopted to select the sampling locations in the $y$-$z$ plane. It imposes a minimum pairwise-distance constraint between any two sampling locations, thus producing a more uniform sampling distribution than the usual random sampling. Furthermore, as shown in Fig. 1(b), the $k$-space data are independently acquired at multiple echo times (TE) within one repetition time (TR) of a gradient-echo sequence (GRE). The magnetization across different TEs at every voxel can be modeled by the mono-exponential decay [58], i.e. the magnitude of the complex multi-echo image $z_i$ at echo time $t_i$ is

$$|z_i| = z_0 \cdot \exp(-t_i \cdot r^*_2), \quad i \in \{1, \ldots, I\},$$

where $z_0$ is the initial magnetization image, and $r^*_2$ is the effective transverse $R^*_2$ relaxation-rate map. Multiple receiver coils can be used to acquire measurements to improve the overall SNR and image quality. Let $y_i$ denote all the multi-coil measurements at time $t_i$, and $w_i$ denote the measurement noise. We then have

$$y_i = P_iFSz_i + w_i = A_i z_i + w_i,$$

where $P_i$ is the undersampling matrix at time $t_i$, $F$ is the Fourier operator, the diagonal matrix $S$ contains the sensitivity maps of all receiver coils, and $A_i = P_iFS$ is the resulting measurement matrix at time $t_i$. When the central $k$-space is fully sampled as shown in Fig. 1(a), the sensitivity maps can be estimated using the ESPIRiT approach [25]. We shall first recover the $r^*_2$ map, the initial magnetization $z_0$ and the complex-valued multi-echo images $z_i$ from the measurements $y_i$, and then compute QSM from $z_i$.

As shown in Fig. 1(c)-1(e), the initial magnetization image $z_0$ is approximately sparse in the wavelet basis [59]: most of wavelet coefficients are close to zero, and the image can be reconstructed well using only the significant coefficients. When it comes to the complex multi-echo image $z_i$, the complex wavelet coefficients $v_i$ are also sparse (see Fig. 1(f)). This allows us to make use of the sparse prior on images to improve the recovery performance. Let $H$ denote the wavelet transform operator, the recovery problem in this paper is then formulated with respect to the wavelet coefficients $v_i, v_0$ of $z_i, z_0$ instead:

$$v_i = H z_i,$$

$$v_0 = H z_0.$$  

From a Bayesian perspective, we assume the wavelet coefficients $v$ follow the Laplace distribution that produces sparse signals, and that they are identically and independently distributed (i.i.d.):

$$p(v|\lambda) = \frac{1}{2} \lambda \cdot \exp(-\lambda|v|),$$
Figure 1: Undersampling acquisition of a GRE sequence: (a) The 3D k-space is undersampled to reduce the scan time; (b) Multi-echo k-space data acquired at different echo times are needed for the recovery of $R_2^*$ map and QSM. Sparse prior on the wavelet coefficients: (c) The initial magnetization image $z_0$; (d) The magnitude of its sparse wavelet coefficients $|v_0|$; (e) Reconstructed image $\hat{z}_0$ using the top 20% wavelet coefficients (NRMSE=0.024); (f) The magnitude of complex wavelet coefficients $|v_i|$ of a complex multi-echo image $z_i$. 
where $\lambda > 0$ is the distribution parameter. The measurement noise $w$ can be modeled as i.i.d. additive white Gaussian noise (AWGN):

$$p(w|\theta) = \mathcal{N}(w|0, \theta^2),$$

where the mean is 0, and $\theta$ is the standard deviation of noise. Given the noisy measurements $y$, the recovered wavelet coefficients $\hat{v}$ can be obtained through max-sum approximate message passing (AMP) [39]:

$$\hat{v} = \arg \max_v p(v|y).$$

By treating the distribution parameters $\lambda, \theta$ as random variables, we can compute their maximum-a-posteriori (MAP) estimations as well [40].

$$\hat{\lambda} = \arg \max_{\lambda} p(\lambda|y, \hat{v})$$

$$\hat{\theta} = \arg \max_{\theta} p(\theta|y, \hat{v}).$$

When the measurement matrix contains i.i.d zero-mean Gaussian entries, the convergence behavior of AMP in the large system limit can be guaranteed and characterized by state evolution analysis [41, 60]. In the case of the MRI measurement model in (2), the measurement matrix $A_i H^{-1}$ with respect to $v_i$ is not a random Gaussian matrix: it consists of the undersampling operator $P_i$, the Fourier operator $F$, the sensitivity maps $S$ and the inverse wavelet operator $H^{-1}$. Although establishing state evolution analysis for generic measurement matrices is still an open question, the damping and mean removal operations are able to stabilize and ensure the convergence of AMP [61, 62].

In order to further improve the recovery performance, we need to combine information from the multi-echo measurement model in (2) and the mono-exponential decay model in (1). In the following we first compute the distribution $p_M(z_i|y)$ of multi-echo images $z_i$ based on the multi-echo measurement model alone. We then integrate $p_M(z_i|y)$ into the mono-exponential decay model to recover the multi-echo images $z_i$, the initial magnetization $z_0$ and the $R_2^*$ map $r_2^*$. Compared to $p_M(z_i|y)$, the combined posterior distribution $p(z_i|y)$ we use to recover $z_i$ also contains information from the mono-exponential decay model, which thus leads to better performances. In particular, since the sparse priors are imposed on the wavelet coefficients $v_i, v_0$ of the images $z_i, z_0$, the recovery problem is then formulated with respect to $v_i, v_0$ when we need to invoke the sparsity-promoting distributions $p(v_i|\lambda_i)$ and $p(v_0|\lambda_0)$.

### 2.2 Multi-echo Image Distribution

The Bayesian model used to calculate the multi-echo image distribution $p_M(v_i|y)$ and, by extension, $p_M(z_i|y)$ is given by the factor graph shown in Fig. 2(a). The variable nodes are represented by “□” and contain random variables in the Bayesian model, the factor nodes are represented by “■” and encode probability distributions of the variables. Messages about how the variables are distributed are passed among the nodes in the factor graph. During the message passing process, the variable node simply passes the messages it receives to the factor nodes. Whereas the factor node first combines the message it encodes with the messages it receives, and then passes the combined message to the variable nodes.

We use the following notations for the messages between the $n$-th variable node $v_{in}$ and the $m$-th factor node $\Phi_{im}$ in the $i$-th echo:
\[ \Delta_{v_{im} \rightarrow \Phi_{im}} \] denotes the message from \( v_{im} \) to \( \Phi_{im} \),

\[ \Delta_{\Phi_{im} \rightarrow v_{im}} \] denotes the message from \( \Phi_{im} \) to \( v_{im} \),

where \( i \in \{1, \cdots, I\} \), \( n \in \{1, \cdots, N\} \), and \( m \in \{1, \cdots, M\} \). Both \( \Delta_{v_{im} \rightarrow \Phi_{im}} \) and \( \Delta_{\Phi_{im} \rightarrow v_{im}} \) are functions of \( v_{im} \), and they are expressed in the “log” domain in this paper. The messages will be passed among the nodes iteratively until a consensus on how the variables are distributed is reached [63, 64]. Detailed expressions of the messages are given in Appendix A.1.

The signal prior distribution parameter \( \lambda_i \) can be estimated by maximizing its posterior [40]:

\[ \lambda_i = \arg \max_{\lambda_i} p(\lambda_i | y) = \arg \max_{\lambda_i} \sum_n \Delta_{\Omega_{im} \rightarrow \lambda_i} \cdot \] (10)

The noise distribution parameter \( \theta_M \) can also be estimated by maximizing its posterior:

\[ \theta_M = \arg \max_{\theta_M} p(\theta_M | y) = \arg \max_{\theta_M} \sum_{im} \Delta_{\Phi_{im} \rightarrow \theta_M} \cdot \] (11)

The distributions in AMP are approximated by Gaussian distributions to simplify the message passing process [65, 66]. The distribution \( p_M(z_i | y) \) from the multi-echo measurement model is then

\[ p_M(z_i | y) \propto \exp \left( \Delta_{\Omega_{im} \rightarrow v_{im}} + \sum_k \Delta_{\Phi_{ik} \rightarrow v_{im}} \right) \approx N \left( z_i \mid \mu_{M_{in}}(z), \tau_{M_{in}}(z) \right) \] (12)

where \( \mu_{in}(v) \) and \( \tau_{in}(v) \) are the mean and variance of the Gaussian approximation. Let \( h_n^{-1} \) denote the \( n \)-th column of the inverse wavelet operator \( H^{-1} \), and \( \|H^{-1}\|_F \) denote its Frobenius norm. Under the i.i.d. assumption of wavelet coefficients in \( v_i \), the distribution \( p_M(z_i | y) \) can be calculated straightforwardly:

\[ p_M(z_{in} | y) = N \left( z_{in} \mid \mu_{M_{in}}(z), \tau_{M_{in}}(z) \right) \] (13)

where \( \mu_{M_{in}}(z) = \langle h_n^{-1}, \mu_i(v) \rangle \) and \( \tau_{M_{in}}(z) = \frac{1}{N} \|H^{-1}\|_F^2 \cdot \tau_{in}(v) \).

### 2.3 Proposed Nonlinear AMP Framework

By treating the \( R_2^* \) map \( r_2^* \) as the “model” parameters to be estimated, we can rewrite the original mono-exponential decay model in (1) as follows

\[ |z_i| = B_i(r_2^*) \cdot z_0 = B_i(r_2^*) \cdot H^{-1} v_0, \] (14)

where \( B_i(r_2^*) \) is a diagonal matrix whose diagonal entries are \( \exp(-t_i \cdot r_2^*) \). The distribution \( p_M(z_i | y) \) from the multi-echo measurement model can be integrated into the mono-exponential decay model via the factor node \( \Xi_{in} \) of the factor graph in Fig. 2(b). We have that

\[ \Xi(z_{in}) = p_M(z_{in} | y) \] (15)

Detailed expressions of the messages exchanged between the variable and factor nodes are given in Appendix A.2.
Figure 2: (a) The factor graph used to compute the multi-echo image distribution $p_M(z_i|y)$ from the multi-echo measurement model in (2). (b) The factor graph used to recover $r_2^*$, $z_0$ and $z_i$ by combining the multi-echo measurement model in (2) with the mono-exponential decay model in (1).
The signal prior distribution parameter \( \lambda_0 \) can be estimated by maximizing its posterior:

\[
\hat{\lambda}_0 = \arg\max_{\lambda_0} p(\lambda_0 | y) = \arg\max_{\lambda_0} \sum_d \Delta \Omega_{0d} \rightarrow \lambda_0 .
\]  

The noise distribution parameter \( \theta_E \) can also be estimated by maximizing its posterior:

\[
\hat{\theta}_E = \arg\max_{\theta_E} p(\theta_E | y) = \arg\max_{\theta_E} \sum_{ik} \Delta \Phi_{ik} \rightarrow \theta_E .
\]  

The \( R^2 \) map \( r^*_2 \) and the initial magnetization \( z_0 \) can be recovered using (36),(39) in Appendix A.2. For the recovery of multi-echo image \( z_i \), we need to combine the message \( \Xi(z_{in}) = p_M(z_{in} | y) \) in (13) from the multi-echo measurement model with messages from the mono-exponential decay model. We then have:

\[
\hat{z}_{in} = \arg\max_{z_{in}} p(z_{in} | y) = \arg\max_{z_{in}} \log \Xi(z_{in}) + \Delta r_{in} \rightarrow z_{in} + \sum_{ik} \Delta \Phi_{ik} \rightarrow z_{in} .
\]  

We derive the messages in AMP under the GAMP formulation [39], and compute the MAP estimations of distribution parameters according to [40]. To simplify the notations, we use \( E \) and \( G_i \) to denote the following measurement operators

\[
E = \begin{bmatrix}
B_1(r^*_2)H^{-1} \\
\vdots \\
B_I(r^*_2)H^{-1}
\end{bmatrix} \\
G_i = A_i H^{-1}.
\]  

The mono-exponential decay model in (1) and the multi-echo measurement model in (2) can then be rewritten with respect to the wavelet coefficients \( v_0, v_i \):

\[
\begin{bmatrix}
|z_1| \\
\vdots \\
|z_I|
\end{bmatrix} = Ev_0 \\
y_i = G_i v_i + w_i .
\]  

Let \( \|E\|_F \) and \( \|G_i\|_F \) denote the Frobenius norms of \( E, G_i \) respectively. The AMP algorithm to calculate the multi-echo image distribution \( p_M(z_{in} | y) \) is summarized in Algorithm S1 of the Supporting Information, and the AMP algorithm to recover \( r^*_2, z_0, z_i \) is summarized in Algorithm S2 of the Supporting Information. QSM can then be computed from the complex multi-echo images \( \{z_{i}|_{i=1}^I\} \).

3 Methods

We acquired \textit{in vivo} 3D brain data on a 3T MRI scanner (Prisma model, Siemens Healthcare, Erlangen, Germany), with written consent obtained from the subjects before imaging under the approval from the Institutional Review Board of Emory University. The data were acquired with a 32-channel head coil using the GRE sequence. The sensitivity maps of the 32 coils are estimated from the data by extending the 2D ESPIRiT approach in [25] to the 3D case. In order to reduce
the scan time down to around 10 minutes, we are interested in the low-sampling-rate regime where the undersampling rates vary in \{10\%, 15\%, 20\%\}. Retrospective and prospective undersampling schemes were adopted in the experiments. The retrospective scheme acquires a fully-sampled dataset during the scan, and then undersamples the dataset retrospectively. It provides the ground-truth image and is used to compare different approaches. Since the prospective scheme acquires the undersampled dataset in real time, it is used to validate the feasibility of performing undersampling in practice. The code files for reconstructing the images are available at https://github.com/EmoryCN2L/R2Star_Phase_for_QSM

**Retrospective Undersampling:** In order to provide the ground-truth reference for evaluating different approaches, the k-space was fully sampled within an elliptical region in the \(y−z\) plane as shown in Fig. 1(a). The retrospective undersampling took place in the \(y−z\) plane afterwards according to randomly generated Poisson-disk sampling patterns as shown in Fig. 1(a), whereas the readout \(x\)-direction was always fully sampled at each TE. The minimum distance between any two sampling locations is set to 2 pixels for best performance. Two acquisition protocols were used here, seven subjects were recruited for the first protocol, and five subjects were recruited for the second protocol. For each protocol, one of the subject was used as the training dataset and the other subjects were used as the test datasets.

- **Protocol 1 (P1-R):** We have the flip angle = 15°, the number of echoes = 4, the first echo time = 7.32 ms, echo spacing = 8.68 ms, slice thickness = 0.6875 mm, in-plane resolution = 0.6875 mm × 0.6875 mm, bandwidth per pixel = 260 Hz, TR = 38 ms, and FOV = 220 mm × 220 mm. The acquisition time is 33 minutes.

- **Protocol 2 (P2-R):** We have the flip angle = 15°, the number of echoes = 4, the first echo time = 7.91 ms, echo spacing = 9.19 ms, slice thickness = 0.6875 mm, in-plane resolution = 0.6875 mm × 0.6875 mm, bandwidth per pixel = 260 Hz, TR = 41 ms, and FOV = 220 mm × 220 mm. The acquisition time is 35 minutes.

**Prospective Undersampling:** The prospective protocols were implemented via pulse sequence programming using the “IDEA” platform from Siemens. The undersampling took place in the \(y−z\) plane in real time, and the readout \(x\)-direction was always fully sampled. Two acquisition protocols were used to validate the prospective scheme. Three subjects were recruited for the first protocol, and four subjects were recruited for the second protocol.

- **Protocol 1 (P1-P):** We have the flip angle = 15°, the number of echoes = 4, the first echo time = 7.32 ms, echo spacing = 8.68 ms, slice thickness = 0.6875 mm, in-plane resolution = 0.6875 mm × 0.6875 mm, bandwidth per pixel = 260 Hz, TR = 38 ms, and FOV = 220 mm × 220 mm. When the undersampling rates vary in \{10\%, 15\%, 20\%, 100\%\}, the acquisition times are 4.23, 6.32, 8.43 and 33 minutes respectively.

- **Protocol 2 (P2-P):** We have the flip angle = 15°, the number of echoes = 4, the first echo time = 7.91 ms, echo spacing = 9.19 ms, slice thickness = 0.6875 mm, in-plane resolution = 0.6875 mm × 0.6875 mm, bandwidth per pixel = 260 Hz, TR = 41 ms, and FOV = 220 mm × 220 mm. When the undersampling rates vary in \{10\%, 15\%, 20\%, 100\%\}, the acquisition times are 6.55, 9.8, 13.07 and 35 minutes respectively.

The Daubechies wavelet family is chosen to obtain the sparse representation of an image [59]. The orthogonal “db1-db10” wavelet bases are commonly used, and the complexity of the wavelet basis increases with respect to its order. For the reconstructions of \(R_2^*\) map and QSM, we observe that
using a higher order wavelet basis generally produces better image quality. In the experiments, we use the db6 basis with 4 levels to balance the tradeoff between wavelet complexity and image quality.

3.1 Reconstruction Approaches

We compare the proposed “AMP with parameter estimation” (AMP-PE) approach with the baseline least squares (LSQ) approach and the state-of-the-art $l_1$-norm regularization (L1) approach [32].

- The least squares approach:

$$\min_{z_1, \ldots, z_I} \sum_i \| y_i - A_i z_i \|^2_2$$

$$\min_{z_0, r_2^*} \sum_i \left\| z_i - z_0 \cdot \exp(-t_i \cdot r_2^*) \right\|^2_2.$$  

The least squares approach does not require parameter tuning, and the solutions can be obtained using gradient descent. In particular, the recovery of $z_0$ and $r_2^*$ is performed in an alternating fashion until convergence. When $z_0$ is being recovered, $r_2^*$ is fixed; conversely, when $r_2^*$ is being recovered, $z_0$ is fixed.

- The $l_1$-norm regularization approach:

$$\min_{v_1, \ldots, v_I} \sum_i \| y_i - G_i v_i \|^2_2 + \kappa \cdot \| v_i \|_1$$

$$\min_{v_0, r_2^*} \sum_i \left\| z_i - H^{-1} v_0 \cdot \exp(-t_i \cdot r_2^*) \right\|^2_2 + \xi \cdot \| v_0 \|_1,$$

where $\kappa$ and $\xi$ are the regularization parameters. We can choose the parameters in two ways. In the first way referred to as the “L1-T” approach, we follow the established practice to tune the parameters on a training set that is acquired under the same condition as the test set [67], and then use the tuned parameters on the test set. In the second way referred to as the “L1-L” approach, we compute empirical parameters for each test set using the L-curve method. The obtained parameters for retrospective undersampling are given in Table 1, where $\kappa$ is tuned in an approximate-logarithmic scale from $\{5e^{-4}, 1e^{-3}, 5e^{-3}, 1e^{-2}, \ldots, 1, 5, 10, 50\}$ and $\xi$ is tuned in a similar fashion from $\{1e^{-7}, 5e^{-7}, 1e^{-6}, 5e^{-6}, \ldots, 5e^{-4}, 1e^{-3}, 5e^{-3}, 1e^{-2}\}$. Note that since the ground-truth reference is not available in prospective undersampling schemes, parameter tuning can not be performed. Only the L-curve method is used to compute the parameters in the prospective case, and the parameters are basically the same as those in the retrospective case. After the parameters are selected, the solutions can be solved using FISTA [68]. The recovery of $v_0$ and $r_2^*$ is also performed in an alternating fashion until convergence.

- For the proposed AMP-PE approach, when the sampling rate is very low ($\sim 10\%$), we need to use the damping operation [61] to stabilize the AMP update of the wavelet coefficients $v$. Let $\mu_d^{(t)}(v)$ denote the damped solution in the previous $t$-th iteration, and $\mu_d^{(t+1)}(v)$ denote the undamped solution in the $(t+1)$-th iteration. The damping operation simply proceeds as follows:

$$\mu_d^{(t+1)}(v) = \mu_d^{(t)}(v) + \alpha \cdot \left( \mu_d^{(t+1)}(v) - \mu_d^{(t)}(v) \right),$$

(25)
Table 1: Retrospective undersampling: parameters in the $l_1$-norm regularization approach. The 1st (S1) and 8th (S8) subjects are used as training data, the rest are used as test data.

| Parameter tuning | L-curve          |          |          |          |          |          |
|------------------|------------------|----------|----------|----------|----------|----------|
|                  | S1               | S2       | S3       | S4       | S5       | S6       | S7       |
| 10%              | $\kappa$        | 0.1      | 0.1      | 0.1      | 0.1      | 0.1      | 0.1      |
|                  | $\xi$           | $5e^{-5}$| $5e^{-5}$| $1e^{-5}$| $5e^{-5}$| $5e^{-5}$| $5e^{-5}$|
| P1-R             | 15%              | $\kappa$| 0.1      | 0.1      | 0.1      | 0.1      | 0.1      |
|                  | $\xi$           | $5e^{-5}$| $1e^{-5}$| $1e^{-5}$| $5e^{-5}$| $5e^{-5}$| $5e^{-5}$|
|                  | 20%              | $\kappa$| 0.1      | 0.1      | 0.1      | 0.1      | 0.1      |
|                  | $\xi$           | $5e^{-5}$| $1e^{-5}$| $1e^{-5}$| $5e^{-5}$| $5e^{-5}$| $5e^{-5}$|
|                  | S8               | S9       | S10      | S11      | S12      |
| 10%              | $\kappa$        | 0.1      | 0.1      | 0.1      | 0.1      | 0.1      |
|                  | $\xi$           | $5e^{-5}$| $5e^{-5}$| $1e^{-5}$| $5e^{-5}$| $5e^{-5}$|

where $\alpha \in (0, 1]$ is the damping rate, $\mu_d^{(t+1)}(v)$ is the damped solution in the $(t + 1)$-th iteration. The damping rate $\alpha$ can be considered as step size of this iterative update. When $\alpha$ goes to 0, the iterative update would stop. When $\alpha = 1$, the iterative update directly passes down the undamped solution $\mu^{(t+1)}(v)$ to the next iteration, and no damping operation is performed. When the sampling rate is 10%, we choose $\alpha = 0.5$ to slow down the iterative update. When the sampling rate is relatively higher ($\geq 15\%$), we can skip the damping step and choose $\alpha = 1$.

After the complex multi-echo images $\{z_i | I_i = 1\}$ are recovered using the least squares, $l_1$-norm, and AMP-PE approaches, we can extract magnitude and phase images respectively from each approach to be used for QSM reconstruction. The phase images are first unwrapped using Laplacian-based phase unwrapping [69], and the background field is then removed using PDF [70]. The background-removed phase images are converted to produce the local field maps for each echo, and the average local field map $b$ is used for QSM reconstruction. The susceptibility $\chi$ is then recovered from $b$ using the nonlinear MEDI algorithm [56, 57]:

$$
\min_{\chi} \quad \zeta \cdot \| W (\exp(iD\chi) - \exp(ib)) \|_2^2 + \| M \nabla \chi \|_1,
$$

where $W$ is a weighting matrix that compensates for the phase noise, $D\chi$ performs the convolution of $\chi$ with the dipole kernel in the Fourier space, $\zeta$ is the parameter that emphasizes the data-fidelity term. Inside the $l_1$-regularization term, $\nabla$ is the spatial gradient operator on $\chi$, $M$ is the weighting mask that assigns zero to gradients from structural edges and assigns one to all other gradients computed from magnitude images, $M$ is also computed from the magnitude image. In the nonlinear MEDI algorithm, 50% of pixels are selected as edges, and $\zeta$ is chosen to be 25000.
3.2 Evaluation Criteria

The ground-truth reference images of $z_0$, $r^*_2$, and QSM are recovered from fully-sampled data using the least squares approach. Taking the recovered $\hat{r}^*_2$ image from undersampled data for example, we use the following two criteria for the comparison of the three approaches:

1) The pixel-wise absolute error (PAE) $e_i$:

$$e_i = |\hat{r}^*_2 i - r^*_2 i|,$$

where $\hat{r}^*_2 i$ is the $i$-th pixel of the recovered $\hat{r}^*_2$ image, and $r^*_2 i$ is the $i$-th pixel of the ground-truth reference $r^*_2$ image.

2) The normalized absolute error (NAE):

$$\text{NAE} = \frac{\sum_i |\hat{r}^*_2 i - r^*_2 i|}{\sum_i |r^*_2 i|},$$

where the summation is over all the pixels in the image.

The pixel-wise absolute error gives us a closer look at regions of interest locally, it showcases the localized error in the error map. Whereas the normalized absolute error offers a global picture about the difference between the recovered $\hat{r}^*_2$ and the reference $r^*_2$. By combining the two criteria, we can get a more complete picture of the performances of the three approaches.

4 Results

The reconstructions of high-resolution 3D images are performed on the MATLAB platform using a machine (Intel Xeon Gold 5218 Processor, 2.30GHz) with 200 Gb RAM, where 6 CPUs are reserved for computation. The reconstruction times of different approaches depend on the sizes of datasets, and they are shown in Table 2. With the spatial resolution, FOV, and the number of echoes fixed, the size of dataset is determined by the undersampling rate. We can see that the least squares approach is the fastest one. For the $l_1$-norm regularization (L1) approach, it is faster to perform parameter tuning on a training set and use the optimized parameters on the test set: Table 2 records the time for the L1 approach with parameter tuning to reconstruct images using one set of optimized parameters. Whereas the L-curve method computes empirical parameters for each test set and thus takes a much longer time to finish: Table 2 records the total time for the L1 approach with L-curve to exhaustively search through all of the parameter values to select the best recovery. The proposed AMP-PE approach recovers the images and parameters jointly, it is faster than both variants of the $l_1$-norm regularization approach.

| Sampling rate | Least squares | $l_1$-norm regularization Parameter tuning | L-curve | AMP-PE |
|---------------|---------------|-------------------------------------------|---------|--------|
| 10%           | 3             | 31                                        | 195     | 15     |
| 15%           | 3.5           | 35                                        | 250     | 21     |
| 20%           | 4.5           | 40                                        | 300     | 25     |
Table 3: Retrospective undersampling (P1-R): normalized absolute errors of recovered images.

|            | 10%         | 15%         | 20%         |
|------------|-------------|-------------|-------------|
|            | LSQ | L1-T | L1-L | AMP | LSQ | L1-T | L1-L | AMP | LSQ | L1-T | L1-L | AMP |
| S2         | 0.113 | 0.068 | 0.068 | 0.056 | 0.077 | 0.045 | 0.045 | 0.042 | 0.063 | 0.040 | 0.040 | 0.038 |
| S3         | 0.103 | 0.060 | 0.060 | 0.050 | 0.072 | 0.040 | 0.041 | 0.038 | 0.059 | 0.036 | 0.036 | 0.034 |
| S4         | 0.112 | 0.067 | 0.068 | 0.056 | 0.081 | 0.045 | 0.046 | 0.043 | 0.066 | 0.040 | 0.040 | 0.038 |
| S5         | 0.113 | 0.075 | 0.075 | 0.066 | 0.075 | 0.052 | 0.052 | 0.050 | 0.063 | 0.046 | 0.046 | 0.046 |
| S6         | 0.115 | 0.076 | 0.076 | 0.065 | 0.078 | 0.052 | 0.052 | 0.050 | 0.065 | 0.046 | 0.046 | 0.046 |
| S7         | 0.109 | 0.070 | 0.070 | 0.061 | 0.074 | 0.048 | 0.048 | 0.047 | 0.061 | 0.043 | 0.044 | 0.043 |

Table 4: Retrospective undersampling (P2-R): normalized absolute errors of recovered images.

|            | 10%         | 15%         | 20%         |
|------------|-------------|-------------|-------------|
|            | LSQ | L1-T | L1-L | AMP | LSQ | L1-T | L1-L | AMP | LSQ | L1-T | L1-L | AMP |
| S9         | 0.107 | 0.069 | 0.069 | 0.061 | 0.070 | 0.047 | 0.047 | 0.046 | 0.058 | 0.042 | 0.042 | 0.042 |
| S10        | 0.122 | 0.083 | 0.083 | 0.071 | 0.080 | 0.054 | 0.054 | 0.053 | 0.066 | 0.048 | 0.048 | 0.048 |
| S11        | 0.114 | 0.078 | 0.078 | 0.065 | 0.071 | 0.050 | 0.050 | 0.048 | 0.059 | 0.044 | 0.045 | 0.044 |
| S12        | 0.104 | 0.067 | 0.067 | 0.058 | 0.067 | 0.046 | 0.046 | 0.045 | 0.056 | 0.041 | 0.041 | 0.041 |

|            | 10%         | 15%         | 20%         |
|------------|-------------|-------------|-------------|
|            | LSQ | L1-T | L1-L | AMP | LSQ | L1-T | L1-L | AMP | LSQ | L1-T | L1-L | AMP |
| S9         | 0.322 | 0.212 | 0.212 | 0.174 | 0.221 | 0.139 | 0.141 | 0.131 | 0.183 | 0.123 | 0.125 | 0.118 |
| S3         | 0.322 | 0.212 | 0.212 | 0.171 | 0.224 | 0.137 | 0.139 | 0.127 | 0.183 | 0.120 | 0.121 | 0.114 |
| S4         | 0.349 | 0.233 | 0.235 | 0.187 | 0.251 | 0.149 | 0.151 | 0.140 | 0.206 | 0.130 | 0.131 | 0.125 |
| S5         | 0.343 | 0.256 | 0.256 | 0.222 | 0.226 | 0.167 | 0.167 | 0.161 | 0.188 | 0.146 | 0.146 | 0.145 |
| S6         | 0.347 | 0.254 | 0.254 | 0.215 | 0.232 | 0.165 | 0.165 | 0.159 | 0.193 | 0.146 | 0.146 | 0.144 |
| S7         | 0.340 | 0.244 | 0.244 | 0.208 | 0.226 | 0.158 | 0.158 | 0.152 | 0.187 | 0.140 | 0.141 | 0.138 |

|            | 10%         | 15%         | 20%         |
|------------|-------------|-------------|-------------|
|            | LSQ | L1-T | L1-L | AMP | LSQ | L1-T | L1-L | AMP | LSQ | L1-T | L1-L | AMP |
| S9         | 0.525 | 0.395 | 0.395 | 0.347 | 0.328 | 0.254 | 0.253 | 0.235 | 0.268 | 0.218 | 0.218 | 0.205 |
| S3         | 0.556 | 0.416 | 0.416 | 0.342 | 0.345 | 0.259 | 0.259 | 0.234 | 0.274 | 0.219 | 0.219 | 0.202 |
| S4         | 0.527 | 0.401 | 0.401 | 0.346 | 0.345 | 0.257 | 0.257 | 0.230 | 0.278 | 0.210 | 0.210 | 0.196 |
| S5         | 0.500 | 0.407 | 0.407 | 0.374 | 0.297 | 0.256 | 0.256 | 0.241 | 0.238 | 0.211 | 0.211 | 0.205 |
| S6         | 0.494 | 0.386 | 0.386 | 0.351 | 0.299 | 0.244 | 0.244 | 0.230 | 0.241 | 0.209 | 0.209 | 0.198 |
| S7         | 0.552 | 0.425 | 0.425 | 0.386 | 0.330 | 0.269 | 0.269 | 0.252 | 0.264 | 0.223 | 0.223 | 0.217 |
Figure 3: Retrospective undersampling: recovered initial magnetization \( \hat{z}_0 \) using the least squares approach (LSQ), the \( l_1 \)-norm regularization approach with parameter tuning (L1-T) and L-curve method (L1-L), the proposed AMP-PE approach.

### 4.1 Retrospective Undersampling

Using a brain mask, we compute the pixel-wise absolute error (PAE) and normalized absolute error (NAE) with respect to the brain region. The NAEs of recovered initial magnetization \( \hat{z}_0 \), recovered \( R_2^* \) map \( \hat{r}_2^* \) and recovered QSM are given in Tables 3 and 4. The computed PAEs are given in Tables S1 and S2 of the Supporting Information due to space limitation. We can see that the proposed AMP-PE approach performs better than the other approaches in general, except a few cases where the L1 approaches perform as well as AMP-PE. The least squares (LSQ) approach does not require parameter tuning. It simply minimizes the mean squared error of the imaging forward model, and does not use any prior information to help the reconstruction, which thus leads to the worst performance. However, the solution from the LSQ approach could serve as a valuable initialization for the other approaches. The \( l_1 \)-norm regularization approach enforces the sparse prior on the wavelet coefficients through the \( l_1 \)-norm regularizer. The regularization parameter is either tuned on a training set (L1-T) or estimated using the heuristic L-curve method (L1-L). Apart from the sparse prior on wavelet coefficients, the proposed AMP-PE approach also incorporates additional information from the mono-exponential decay model. This allows AMP-PE to achieve better performance than the L1 approach. AMP-PE treats the distribution parameters as unknown variables, it automatically and adaptively estimates them with respect to each dataset.

Taking one slice from the recovered 3D brain image from “S2” for example, we show the recovered images and the errors in Fig. 3-Fig. 5. In particular, Fig. 5 shows the axial view of recovered
Figure 4: Retrospective undersampling: recovered $R_2^*$ map $\hat{r}_2^*$ using the least squares approach (LSQ), the $l_1$-norm regularization approach with parameter tuning (L1-T) and L-curve method (L1-L), the proposed AMP-PE approach.
Figure 5: Retrospective undersampling: recovered QSM using the least squares approach (LSQ), the $l_1$-norm regularization approach with parameter tuning (L1-T) and L-curve method (L1-L), the proposed AMP-PE approach.
QSM. In order to assess the streaking artifacts in QSM, additional coronal and sagittal views are provided in Figures S1 and S2 of the Supporting Information. When the sampling rate is 10%, we can see that the images recovered by the least squares and the $l_1$-norm regularization approaches are noisier compared to those recovered by the AMP-PE approach. When the sampling rate further increases to 15% and 20%, the proposed AMP-PE approach still leads in image quality, while the differences between the three approaches become smaller.

4.2 Prospective Undersampling

We then compare the recovery approaches on the datasets acquired using two prospective protocols, where the undersampling rates vary in \{10\%, 15\%, 20\%, 100\%\}. In this case, the images recovered from fully-sampled datasets serve as the reference images as before. However, since the undersampled datasets were acquired independently from the fully-sampled dataset, the noise profiles in these datasets were also independent and different. The variation of noise leads to a bias in the recovered reference image from fully-sampled data. As a result, the errors with respect to the reference image are also much larger compared to the retrospective case due to the lack of a “ground-truth” image in the prospective case.

The normalized absolute errors (NAE) and pixel-wise absolute errors (PAE) contain biases and are given in Tables S6-S9 of the Supporting Information due to space limitation. We should note that bias of the reference image makes the computed errors larger, as compared to the corresponding retrospective case with the same fully-sampled dataset. Based on the biased quantitative results, it is hard to evaluate different approaches, and they are thus for reference purposes only. Taking one slice from the recovered 3D brain image S9 for example, we also show the recovered images and their errors from the L1 approach with the L-curve method (L1-L) and the AMP-PE approach in Fig. 6. We can see that the prospective undersampling scheme does produce comparable and consistent results to the retrospective case through visual inspection.
Figure 6: Prospective undersampling: recovered initial magnetization $\hat{z}_0$, $R_2^*$ map $\hat{r}_2^*$ and QSM using the $l_1$-norm regularization approach with L-curve method (L1-L) and the proposed AMP-PE approach.


5 Discussion

We use undersampling to reduce the scan time required for high-resolution 3D imaging, and rely on compressive sensing (CS) to fill in the missing information. It has been shown in CS theory that the more incoherent the measurement operator is, the better the recovery performance can be \cite{26,27}. Random sampling has been widely used in CS to construct such an incoherent operator. However, when we are sampling in the k-space, the Poisson-disk sampling is a better choice: it keeps the randomness while imposing a minimum-distance constraint between any two sampling locations. As shown in Fig. S11 of the Supporting Information, the sampling locations are thus more uniformly spread across the k-space compared to random sampling, leading to a group of diverse measurement vectors. We compared the performances of random sampling and Poisson-disk sampling in Figures S12-S14 of the Supporting Information. The results show that Poisson-disk sampling is better at removing aliasing artifacts from the images and produces lower errors than random sampling.

The L1 approach requires suitable parameters to recover the images successfully. From Table 1, we can see that the tuned parameters and the parameters determined by the L-curve method are close to or the same as each other. The optimal parameters obtained through an exhaustive search on the test set are given in Table S10 of the Supporting Information, and they are also close to or the same as Table 1. The reason why the working parameters in the L1 approach are stable can be explained from a Bayesian perspective. Take the problem in (24a) for example, when Laplace distribution is chosen as the signal prior \(p(v|\lambda)\) in (5) and additive white Gaussian distribution is chosen as the noise prior \(p(y|v,\theta)\) in (6), the MAP estimation of \(v\) in (7) is equivalent to the \(l_1\)-norm minimization problem (24a) as derived in Section S-III-B of the Supporting Information. We then have the optimal regularization parameter \(\kappa = 2\lambda\theta^2\). We can see that as long as the type of signal (that determines \(\lambda\)) and the noise level (that determines \(\theta\)) remain generally constant, the optimal parameter \(\kappa\) should be stable and robust across different subjects.

Choosing a proper prior distribution for the wavelet coefficients \(v\) is important for AMP-PE to achieve a successful recovery. We used the Laplace distribution given in (5) in this paper. Another popular distribution for modeling sparse signals is the Bernoulli-Gaussian mixture (BGM) distribution. The results obtained from AMP-PE using the two distributions are compared in Fig. S15 of the Supporting Information. We can see that the Laplace prior performs better than the BGM prior. As shown in Fig. S15, the image recovered with BGM prior is oversmoothed and has higher errors. In practice, the fitness of a distribution can be measured by the log-likelihood of the coefficients \(v\) under such distribution. Using the ground-truth wavelet coefficients \(v\) of the image in Fig. S15 as the data, we then compute the log-likelihoods of \(v\) under the two priors. The log-likelihood from Laplace prior is \(5.36e^5\) and the log-likelihood from BGM prior is \(3.91e^5\), indicating that Laplace prior is a better fit in this case.

We can see from Fig. 5 that there is an evident loss in sharpness and contrast in fine structures of the recovered QSM. In order to further investigate this, we showed the local field maps produced from phase images in Figures S3-S5 of the Supporting Information. We can see that the loss of high-frequency structures already occurred in the local field maps, and was carried over to subsequent QSM. The loss is caused by the combined effect of undersampling and regularization. First, to assess the effect of undersampling, let’s look at the recovered images from the LSQ approach that minimizes the data-fidelity term alone and does not use regularization. When the sampling rate is low (say 10%), the acquired k-space measurements do not contain enough high-frequency data that contributes to details in the recovered image. As the sampling rate is increased, more high-frequency data are incorporated to the measurements, and more details start to emerge in the images from LSQ. Second, when the L1 and AMP-PE approach use regularization (sparse prior)
to improve the image quality, they set the low-energy wavelet coefficients to zero. The cut-off threshold of wavelet coefficients is determined on a global scale, and this will inevitably wash out some details further from the image. The key is thus to balance the trade-off between data-fidelity and regularization via parameter tuning or estimation.

The AMP approach has been shown to be more computationally efficient than the L1 approach [47]. Table 2 also shows that the AMP-PE approach is faster than the L1 approach. However, due to the large size of 3D datasets, compressive sensing methods like the L1 and AMP approaches still require long computational times. Since undersampling takes place along the phase-encoding directions and the readout direction is fully sampled, one solution is to perform FFT along the readout direction and decompose the 3D reconstruction into parallelizable 2D reconstructions, though the overall performance would drop a bit due to the switch from 3D wavelet basis to 2D wavelet basis. If GPU is available, a better option would be to take advantage of GPU computing in MATLAB to speed up the 3D recovery.

6 Conclusion

In order to improve the quality of $R^*_2$ map and QSM recovered from undersampled data and to avoid manual parameter tuning, we propose a Bayesian approach to combine a mono-exponential decay model with a sparse prior on the wavelet coefficients of images. In particular, the wavelet coefficients are assumed to be independently generated from a sparsity-promoting distribution, and the measurement noise is assumed to be additive white Gaussian noise. The incorporation of mono-exponential decay model allows us to achieve better performance than the state-of-the-art $l_1$-norm regularization approach that only uses sparse prior information. By treating the distribution parameters as unknown variables [40], we can jointly recover the parameters with the wavelet coefficients of images under the proposed nonlinear-AMP framework. Compared to other compressive sensing methods that enforce the sparse prior through regularization, our proposed approach does not require manual parameter tuning: the distribution parameters are automatically and adaptively estimated with respect to each dataset. It thus could work with a clinical, prospective undersampling scheme where parameter tuning is often impossible or difficult due to the lack of ground-truth image.
A Messages Exchanged between the Variable and Factor Nodes

A.1 Recovery of Multi-echo Image Distribution

In the following we derive the messages exchanged on the factor graph in Fig. 2(a), which are used to recovery the multi-echo image distribution $p_M(z_i|y)$ in (13).

- Specifically, we have the following messages passed from $\Phi_{im}$ to $\lambda_i$ in the $(t+1)$-th iteration.

\[
\Delta_{\Phi_{im}\rightarrow v_{in}}^{(t+1)} = C + \log \int_{v_{i}\backslash v_{in}} \Phi(y_{im}, v_i, \hat{\theta}_M^{(t)}) \cdot \exp \left( \sum_{l\neq i} \Delta_{v_{il}\rightarrow \Phi_{im}}^{(t)} \right) \tag{29a}
\]

\[
\Delta_{v_{in}\rightarrow \Omega_{in}} = \sum_k \Delta_{\Phi_{ik}\rightarrow v_{in}}^{(t+1)} \tag{29b}
\]

\[
\Delta_{\Omega_{in}\rightarrow \lambda_i} = C + \log \int_{v_{in}} \Omega(v_{in}, \lambda_i) \cdot \exp \left( \Delta_{v_{in}\rightarrow \Omega_{in}}^{(t+1)} \right), \tag{29c}
\]

where $C$ (by abuse of notation\(^1\)) denotes a constant that depends on variables in the previous $t$-th iteration, $v_{i}\backslash v_{in}$ is the vector $v_i$ with its $n$-th entry $v_{in}$ removed. The sparse signal prior distribution $\Omega(v_{in}, \lambda_i) = p(v_{in}|\lambda_i)$ is given in (5). Let $f_i = A_i H^{-1} v_i$ denote the noiseless measurement in the $i$-th echo, where $H^{-1}$ is the inverse wavelet transform matrix. The noisy measurement in the $i$-th echo is $y_i$, and the total measurement $y = [y_1^T \cdots y_I^T]^T$. Under the AWGN model given in (6), the noisy measurement distribution $\Phi(y_{im}, v_i, \theta_M) = p(y_{im}|f_{im}, \theta^2) = \mathcal{N}(y_{im}|f_{im}, \theta^2_M)$.

- We further have the following messages passed from $\Omega_{in}$ to $\theta_M$ in the $(t+1)$-th iteration:

\[
\Delta_{\Omega_{in}\rightarrow v_{in}}^{(t+1)} = C + \log \Omega(v_{in}, \lambda_i^{(t+1)}) \tag{30a}
\]

\[
\Delta_{v_{in}\rightarrow \Phi_{im}}^{(t+1)} = \Delta_{\Omega_{in}\rightarrow v_{in}}^{(t+1)} + \sum_{k\neq m} \Delta_{\Phi_{ik}\rightarrow v_{in}}^{(t+1)} \tag{30b}
\]

\[
\Delta_{\Phi_{im}\rightarrow \theta_M}^{(t+1)} = C + \log \int_{v_i} \Phi(y_{im}, v_i, \theta_M) \cdot \exp \left( \sum_l \Delta_{v_{il}\rightarrow \Phi_{im}}^{(t+1)} \right). \tag{30c}
\]

A.2 Recovery of $R^{*}_{2}$ Map

In the following we derive the messages exchanged on the factor graph in Fig. 2(b), which recovers the $R^{*}_{2}$ map by combining the mono-exponential decay model with the multi-echo image distribution.

\(^1\)Note that the $C$ in (29a) and the $C$ in (29c) are different, they are both some constants in the $(t+1)$-th iteration. To simplify the notations, $C$ is reserved to denote the constant in the rest of messages as well.
• In the \((t+1)\)-th iteration, the messages passed from \(\Phi_{in}\) to \(\Psi_{in}\) are

\[
\Delta_{\Phi_{im} \rightarrow z_{in}}^{(t+1)} = C + \log \int_{z_{in} \setminus z_{in}} \Phi (y_{im}, z_{i}, \delta_{i}(t)) \cdot \exp \left( \sum_{l \neq n} \Delta_{z_{il} \rightarrow \Phi_{im}}^{(t)} \right) \\
\Delta_{z_{in} \rightarrow \Gamma_{in}}^{(t+1)} = \log \Xi(z_{in}) + \sum_{k} \Delta_{\Phi_{ik} \rightarrow z_{in}}^{(t+1)} \\
\Delta_{\Gamma_{in} \rightarrow s_{in}}^{(t+1)} = C + \log \int_{z_{in}} \Gamma(s_{in}, z_{in}) \cdot \exp \left( \Delta_{z_{in} \rightarrow \Gamma_{in}}^{(t+1)} \right) \\
\Delta_{s_{in} \rightarrow \Psi_{in}}^{(t+1)} = \Delta_{\Gamma_{in} \rightarrow s_{in}}^{(t+1)} , \tag{31d}
\]

where the factor node \(\Gamma_{in}\) enforces the equality constraint \(s_{in} = |z_{in}|:\)

\[
\Gamma(s_{in}, z_{in}) = \delta(s_{in} = |z_{in}|) , \tag{32}
\]

where \(\delta(\cdot)\) is the Dirac delta function.

The messages from \(\Psi_{in}\) to \(\lambda_0\) are then

\[
\Delta_{\Psi_{in} \rightarrow v_{0d}}^{(t+1)} = C + \log \int_{s_{in}, v_{0d} \setminus v_{0d}} \left[ \Psi(s_{in}, v_{0}) \cdot \exp \left( \Delta_{s_{in} \rightarrow \Psi_{in}}^{(t+1)} \right) \right] \cdot \exp \left( \sum_{h \neq d} \Delta_{v_{0h} \rightarrow \Psi_{in}}^{(t)} \right) \tag{33a}
\]

\[
\Delta_{v_{0d} \rightarrow \Omega_{0d}}^{(t+1)} = \sum_{i,n} \Delta_{\Psi_{in} \rightarrow v_{0d}}^{(t+1)} \tag{33b}
\]

\[
\Delta_{\Omega_{0d} \rightarrow \lambda_0}^{(t+1)} = C + \log \int_{v_{0d}} \Omega(v_{0d}, \lambda_0) \cdot \exp \left( \Delta_{v_{0d} \rightarrow \Omega_{0d}}^{(t+1)} \right) , \tag{33c}
\]

where the factor node \(\Psi_{in}\) enforces the equality constraint \(s_{in} = z_{0n} \cdot \exp \left( - t_i \cdot r_{2n}^{(t)} \right):\)

\[
\Psi(s_{in}, v_{0}) = \delta \left( s_{in} = z_{0n} \cdot \exp \left( - t_i \cdot r_{2n}^{(t)} \right) \right) , \tag{34}
\]

where \(z_0 = H^{-1} v_{0}\). By combining the above (32) and (34), we have encoded the mono-exponential decay model in the factor nodes \(\Gamma_{in}\) and \(\Psi_{in}\).

• The messages from \(\Omega_{0d}\) to \(s_{in}\) are

\[
\Delta_{\Omega_{0d} \rightarrow v_{0d}}^{(t+1)} = C + \log \Omega(v_{0d}, \lambda_0^{(t+1)}) \tag{35a}
\]

\[
\Delta_{v_{0d} \rightarrow \Psi_{in}}^{(t+1)} = \Delta_{\Omega_{0d} \rightarrow v_{0d}}^{(t+1)} + \sum_{(r,s) \neq (i,n)} \Delta_{\Psi_{rs} \rightarrow v_{0d}}^{(t+1)} \tag{35b}
\]

\[
\Delta_{\Psi_{in} \rightarrow s_{in}}^{(t+1)} = C + \log \int_{v_{0}} \Psi(s_{in}, v_{0}) \cdot \exp \left( \sum_{h} \Delta_{v_{0h} \rightarrow \Psi_{in}}^{(t+1)} \right) . \tag{35c}
\]

The model parameters \(r_{2n}^*\) can be computed by minimizing the least square error of the mono-exponential decay model:

\[
\hat{r}_{2n}^* = \arg \min_{r_{2n}^*} \sum_{i=1}^{T} \left( \hat{s}_{in} - \hat{z}_{0n} \cdot \exp \left( - t_i \cdot r_{2n}^* \right) \right)^2 , \tag{36}
\]

The model parameters \(r_{2n}^*\) can be computed by minimizing the least square error of the mono-exponential decay model:

\[
\hat{r}_{2n}^* = \arg \min_{r_{2n}^*} \sum_{i=1}^{T} \left( \hat{s}_{in} - \hat{z}_{0n} \cdot \exp \left( - t_i \cdot r_{2n}^* \right) \right)^2 , \tag{36}
\]
where $\hat{s}_i$ is the magnitude of the multi-echo image calculated using the message from (31c), and $\hat{z}_0$ is the recovered initial magnetization image. They can be computed via the MAP estimation

$$\hat{s}_{in} = \arg \max_{s_{in}} \exp \left( \Delta^{(t+1)}_{\Gamma_{in}} \right)$$

$$\hat{v}_{0n} = \arg \max_{v_{0n}} p(v_{0n}|y) = \arg \max_{v_{0n}} \exp \left( \Delta^{(t+1)}_{\mathbf{1}_{0n}} + \sum_{l} \Delta^{(t+1)}_{\Psi_{il} \rightarrow v_{0n}} \right)$$

$$\hat{z}_0 = H^{-1} \hat{v}_0.$$  

We further have the following messages passed from $s_{in}$ to $\theta_{E}$:

$$\Delta^{(t+1)}_{s_{in} \rightarrow \Gamma_{in}} = \Delta^{(t+1)}_{\Psi_{in} \rightarrow s_{in}}$$

$$\Delta^{(t+1)}_{\Gamma_{in} \rightarrow z_{in}} = C + \log \int s_{in} \Gamma(s_{in}, z_{in}) \cdot \exp \left( \Delta^{(t+1)}_{s_{in} \rightarrow \Gamma_{in}} \right)$$

$$\Delta^{(t+1)}_{z_{in} \rightarrow \Phi_{im}} = \Delta^{(t+1)}_{\Gamma_{in} \rightarrow z_{in}} + \log \Xi(z_{in}) + \sum_{k \neq m} \Delta^{(t+1)}_{\Phi_{ik} \rightarrow z_{in}}$$

$$\Delta^{(t+1)}_{\Phi_{im} \rightarrow \theta_{E}} = C + \log \int y_{im} \Phi(y_{im}, z_i, \theta_{E}) \cdot \exp \left( \sum_{l} \Delta^{(t+1)}_{z_{il} \rightarrow \Phi_{im}} \right).$$
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Supporting Figure S1  Retrospective undersampling: sagittal views of recovered QSM using the least squares approach (LSQ), the $l_1$-norm regularization approach with parameter tuning (L1-T) and L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S2  Retrospective undersampling: coronal views of recovered QSM using the least squares approach (LSQ), the $l_1$-norm regularization approach with parameter tuning (L1-T) and L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S3  Retrospective undersampling: axial views of recovered local field maps using the least squares approach (LSQ), the $l_1$-norm regularization approach with parameter tuning (L1-T) and L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S4  Retrospective undersampling: sagittal views of recovered local field maps using the least squares approach (LSQ), the $l_1$-norm regularization approach with parameter tuning (L1-T) and L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S5  Retrospective undersampling: coronal views of recovered local field maps using the least squares approach (LSQ), the $l_1$-norm regularization approach with parameter tuning (L1-T) and L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S6  Prospective undersampling: recovered initial magnetization $\hat{z}_0$ using the least squares approach (LSQ), the $l_1$-norm regularization approach with the L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S7  Prospective undersampling: recovered $R_2^*$ map $\hat{r}_2^*$ using the least squares approach (LSQ), the $l_1$-norm regularization approach with the L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S8  Prospective undersampling: axial view of recovered QSM using the least squares approach (LSQ), the $l_1$-norm regularization approach with the L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S9  Prospective undersampling: sagittal view of recovered QSM using the least squares approach (LSQ), the $l_1$-norm regularization approach with the L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S10  Prospective undersampling: coronal view of recovered QSM using the least squares approach (LSQ), the $l_1$-norm regularization approach with the L-curve method (L1-L), the proposed AMP-PE approach.

Supporting Figure S11  The Poisson-disk sampling pattern produces a more uniform sampling across k-space than the random sampling pattern.
Supporting Figure S12  Comparison of the recovered initial magnetizations $\hat{z}_0$ using random sampling and Poisson-disk sampling with the proposed AMP-PE approach. The Poisson-disk sampling pattern leads to lower errors.

Supporting Figure S13  Comparison of the recovered $R^*_2$ map $\hat{r}^*_2$ using random sampling and Poisson-disk sampling with the proposed AMP-PE approach. The Poisson-disk sampling pattern leads to lower errors.

Supporting Figure S14  Comparison of the recovered QSM using random sampling and Poisson-disk sampling with the proposed AMP-PE approach. The Poisson-disk sampling pattern leads to lower errors.

Supporting Figure S15  Comparison of the recovered $\hat{z}_1$ using Bernoulli-Gaussian-mixture prior and the Laplace prior with the proposed AMP-PE approach. The Laplace prior leads to lower errors.

Supporting Table S1  Retrospective undersampling (P1-R): pixel-wise absolute errors of recovered images across different subjects.

Supporting Table S2  Retrospective undersampling (P2-R): pixel-wise absolute errors of recovered images across different subjects.

Supporting Table S3  Retrospective undersampling: HFEN values of recovered QSM $\hat{\chi}$.

Supporting Table S4  Retrospective undersampling: normalized absolute errors of recovered local fields.

Supporting Table S5  Retrospective undersampling: pixel-wise absolute errors of recovered local fields across different subjects.

Supporting Table S6  Prospective undersampling (P1-P): normalized absolute errors of recovered images.

Supporting Table S7  Prospective undersampling (P2-P): normalized absolute errors of recovered images.

Supporting Table S8  Prospective undersampling (P1-P): pixel-wise absolute errors of recovered images across different subjects.

Supporting Table S9  Prospective undersampling (P2-P): pixel-wise absolute errors of recovered images across different subjects.

Supporting Table S10  Parameters in the $l_1$-norm regularization approach. For retrospective undersampling, the 1st (S1) and 8th (S8) subjects are used as training data, the rest are used as test data.
**Supporting Table S11**  Retrospective undersampling (P1-R): normalized absolute errors of recovered images from L1 with Exhaustive search (L1-E) and AMP.

**Supporting Table S12**  Retrospective undersampling (P2-R): normalized absolute errors of recovered images from L1 with Exhaustive search (L1-E) and AMP.

**Supporting Algorithm S1**  Recovery of the multi-echo image distribution $p_M(z_{in}|y)$.

**Supporting Algorithm S2**  Recovery of $R_2^*$ map $r_2^*$, initial magnetization $z_0$ and multi-echo image $z_i$. 