Multistability, intermittency and hybrid transitions in social contagion models on hypergraphs
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Although ubiquitous, interactions of groups of individuals (e.g., modern messaging applications, group meetings, or even a parliament discussion) are not yet thoroughly studied. Frequently, single-groups are modeled as critical-mass dynamics, which is a widespread concept used not only by academics but also by politicians and the media. However, less explored questions are how a collection of groups will behave and how the intersection between these groups might change the global dynamics. Here, we formulate this process in terms of binary state dynamics on hypergraphs. We showed that our model has a very rich and unexpected behavior that goes beyond discontinuous transitions. In particular, we might have multistability and intermittency as a consequence of bimodal state distributions. By using artificial random models, we demonstrated that this phenomenology could be associated with community structures. Specifically, we might have multistability or intermittency by controlling the number of bridges between two communities with different densities. The introduction of bridges destroys multistability but creates an intermittent behavior. Furthermore, we provide an analytical formulation showing that the observed pattern for the order parameter and susceptibility are compatible with hybrid phase transitions. Our findings open new paths for research, ranging from physics, on the formal calculation of quantities of interest, to social sciences, where new experiments can be designed.

I. INTRODUCTION

How individuals interact in groups has motivated research in many different areas ranging from sociology and political sciences [1–4] to physics and mathematics [5–18]. From a sociological viewpoint, the interest frequently lies in the role played by committed minorities. One of the main questions is when and how this committed group of individuals can overturn a given consensus. Implicitly, we are assuming that the interaction between groups of individuals follows a critical-mass dynamics. Despite the informal use of the term critical-mass by politicians, the media, and even academics, there is evidence that individuals might behave in this way when changing social conventions. This evidence ranges from theoretical models [3,8] and observational studies [1,3] to real experimental approaches [4]. Moreover, these studies suggest that the critical-mass threshold might range between 10% and 40%. Despite this wide range of observed thresholds, the critical-mass paradigm provides a reasonable abstraction to analyze and understand real social systems. Thus, from an analytical approach, we begin with the premise that the critical-mass dynamics is a reasonable assumption about how a group of people acts. So, the natural questions that emerge are: (1) How will a collection of groups behave? (2) How might the intersection between these groups change the global dynamics? (3) Can smaller groups have a higher critical-mass threshold than the whole population? Note that, as we allow for a collection of critical-mass dynamics, their intersections might be able to generate a cascade of events. In other words, by inducing change at a small scale, it might be possible to reach the threshold of other groups, therefore triggering global changes.

Recently, some of us proposed a formal model able to provide insights about these questions [10]. In this model, society is modeled as a hypergraph, where individuals are nodes, and the group interactions of arbitrary sizes are encoded as hyperedges. The model presents discontinuous transitions, bistability, and hysteresis, thus, suggesting that interactions in groups might be the driver for such phenomenology, hence, already providing some initial answers and insights about question (1). In practice, the model suggests that some intermediate levels of activation are not reachable as the activation of groups might be able to trigger a larger scale cascade. Regarding questions (2) and (3), the model provides a theoretical foundation for, and a phenomenological explanation to, the seemingly different experimental findings of expected critical-mass thresholds. Studies based on a single group suggest a threshold between 30% ~ 40%. Conversely, a critical mass of 10% would correspond to a population composed of groups of diverse sizes, each one with a different threshold. In other words, it is possible to have groups with thresholds between 30% and 40%, and, due the group intersections, a critical mass at the population level around 10%. A second possible explanation is bi-stability, which enables two possible solutions for the same set of parameters. For example, the system might be operating in a region where both solutions are larger than zero and stable.

Here, through a dynamical analysis of the social contagion model presented in [10], we show that the richness of this model is not constrained to discontinuous transitions and hysteresis. First, by evaluating a real hypergraph, we show that social contagion in hypergraphs can display a bimodal distribution of the number of active nodes, leading to multistability or intermittency in time. We also observe that at the transitions between branches, the susceptibility diverges. In the rest of the paper, we dedicate our efforts to give theoretical support to these findings and explain the mechanisms that might trigger them. We demonstrate that these features could be linked to the community structure in the hypergraph and we show that bridges between communities play a crucial role. Our second main result concerns the nature of the observed transitions. As we have multiple stable branches, due to the mentioned mul-
tistability, we might also have multiple transitions. Despite the expected discontinuities (see [9][12]), we show that these transitions display features of hybrid transitions, that is, they display discontinuities and scaling behaviors for the order parameter and susceptibility.

The paper is organized as follows: in Sec. II we discuss the theoretical basis of the model presented in [10], including its analytical and numerical aspects. In Sec. III, we present the experiments we performed on a real hypergraph, which show evidence of multistability, intermittent behavior, and hybrid phase transitions. In the following sections, we focus on explaining our findings. In Sec. IV, we show that our first-order approximation predicts multistability. Next, using an artificial model, we relate multiple stable branches and intermittency to community structures. We also show how bridge hyperedges modulate the transition from multistability to intermittency. In Sec. V, we focus on a hypergraph with special symmetries, which allow us to derive exact equations for the dynamics and perform a finite size analysis, providing a strong argument for the presence of hybrid phase transitions in our model. Finally, in sections VI and VII we discuss our findings in more general terms, provide the conclusion, and show some of the perspectives opened by our work.

II. MODEL DEFINITION AND THEORETICAL ANALYSIS

First, we present the social contagion model defined in [10]. We focus on the model definition, simulation details, and analytical approximations. With these definitions and tools, we will be able to provide a better understanding of our model.

A. The general model and its exact formulation

A hypergraph, \( \mathcal{H} \), is defined as a set of nodes, \( \mathcal{V} = \{ v_i \} \) and a set of hyperedges \( \mathcal{E} = \{ e_j \} \), where \( e_j \) is a subset of \( \mathcal{V} \) with arbitrary cardinality \( |e_j| \). The number of nodes is defined as \( N = |\mathcal{V}| \). It is also convenient to define \( \mathcal{E}_i \), as the set of hyperedges that contain the node \( v_i \). If \( \max (|e_j|) = 2 \) we recover a graph. If for each hyperedge with \( |e_j| > 2 \) its subsets are also contained in \( \mathcal{E}_i \), we recover a simplicial complex. Fig. 1(a) shows an example of a hypergraph. Moreover, the adjacency matrix \( A_{i,k} \) can be defined as

\[
A_{i,k} = \sum_{j : e_j \in \mathcal{E} \cap \mathcal{E}_k} \frac{1}{|e_j| - 1},
\]

for \( i \neq k \), and \( A_{i,i} = 0 \) for all \( i \). Note that it can be interpreted as a weighted projected graph. Here we will adopt this matrix for visualization purposes, but it has previously been used to study the spectra of hypergraphs [19] and linked to the stability of dynamical processes [11].

Our dynamics are defined through the activation and deactivation of nodes. In an arbitrary hypergraph, we associate a Bernoulli random variable \( Y_i \) to each individual \( v_i \) indicating whether the node \( v_i \) is active \( (Y_i = 1) \) or not \( (Y_i = 0) \). For each active node, we associate a deactivation mechanism, modeled as a Poisson process with parameter \( \Theta_i \), \( N_i^0 \). For each hyperedge, \( e_j \), we define a random variable \( T_{j} = \sum_{k : e_k \in e_j} Y_k \), which is the number of active nodes in the hyperedge. See Fig. 1(a) for a graphical representation of these variables. If \( T_{j} \) is equal or above a given threshold, \( \Theta_j \), we associate a Poisson process with parameter \( \lambda_j \), \( N_j^\lambda \). We point out that the random variables defined above depend on \( t \), for any \( t \geq 0 \), but we remove \( t \) from our notation for the sake of simplicity. Formally, our dynamics can be written as a continuous-time Markov chain \( (Y_t)_{t \geq 0} \), with state space \( \{0,1\}^V \). That is, for any \( t \geq 0 \), \( Y_t \) is a random function from \( \mathcal{V} \) into \( \{0,1\} \), which associates to each node \( v_i \) the Bernoulli random variable \( Y_i \). Moreover, the states of nodes change according to the following transitions and rates:

\[\mathcal{H} = \{ \mathcal{V}, \mathcal{E} \} \]
\[\mathcal{V} = \{ v_1, v_2, v_3, v_4, v_5, v_6, v_7 \} \]
\[\mathcal{E} = \{ e_1, e_2, e_3, e_4, e_5, e_6 \} \]

FIG. 1. Graphical example of the social contagion model on a hyper-graph. In (a) we present the example of a hypergraph with the group variable \( T_j \) associated to each hyperedge. In (b) we show the graphical representation of one exemplary instance. In this representation, the black crosses represent the deactivation processes, \( N_i^0 : 1 \rightarrow 0 \). For node \( i \), the dashed lines represent inactive nodes, \( Y_i = 0 \), while continuous lines represent active nodes, \( Y_i = 1 \). In this specific example, the critical-mass threshold is \( \Theta_i = 0.5 \), the initial conditions are \( Y_1 = Y_4 = Y_5 = 1 \) and \( Y_2 = Y_3 = Y_6 = Y_7 = 0 \), and the red and blue crosses mark the time at which the processes \( N_j^\lambda \) activate all the inactive nodes in \( e_2 \) and \( e_3 \), respectively.
Convenient to define $\Theta$ an arbitrary function of the cardinality of the hyperedge. It is also useful to define $y$ as the threshold is hit, the inactive vertices become activated for the first time of the Poisson processes, which means that as soon as the threshold is hit, the inactive vertices become activated immediately after a random time exponentially distributed with parameter $\lambda_j$. If enough nodes are deactivated before the time associated with the process passes, the process is removed. Moreover, if $|e_j|=2$, we consider that the Poisson processes are directed. This definition allows for recovering traditional SIS contagion models. Fig. 1(b) shows an example of the graphical representation for our process.

For simplicity, we assume that $\lambda_j = f(|e_j|)$, where $f$ is an arbitrary function of the cardinality of the hyperedge. It is also convenient to define $\Theta_j = [\Theta^*|e_j|]$, where $0 \leq \Theta^* \leq 1$ and $\Theta^*$ is a global parameter that is invariant to the cardinality of the hyperedges. The exact equation that describes our model can be formally written as

$$
\frac{d Y_i}{d t} = \left\langle \frac{\delta Y_i}{1 - Y_i} \sum_{j \in e_i} \lambda_j \sum_{B} \mathbb{1}_{\{Y_i = 0, T_j \leq \Theta_j\}} \right\rangle,
$$

(2)

where the first summation is over all hyperedges containing $v_i$ and the second summation is over all the possible dynamical micro-states inside the hyperedge $e_j$, denoted by the set $B$. Furthermore, $\mathbb{1}_{\{T_j \leq \Theta_j, Y_i = 0\}}$ is an indicator function that is 1 if $Y_i = 0$ and the critical mass in the hyperedge is reached, and 0 otherwise.

B. The first-order approximation (individual-based)

Equation (2) expresses the exact process, however it cannot be numerically solved due to its computational cost. Notice that we need $O(2^N)$ equations to exactly solve this system. Thus, assuming that the random variables are independent and denoting $y_i = \langle Y_i \rangle$, we obtain the first-order approximation as

$$
\frac{dy_i}{dt} = -\delta y_i + \lambda (1 - y_i) \sum_{e_j \in E_i} \sum_{k=0}^{|e_j|} \lambda^* \left(|e_j|\right) P_{e_j} \left(K = k\right),
$$

(3)

where we assumed that the spreading rate is composed by the product of a free parameter and a function of the cardinality, i.e., $\lambda_j = \lambda \times \lambda^* \left(|e_j|\right)$ and $P_{e_j} \left(K = k\right)$ is the probability that the hyperedge $e_j$ has $k$ active nodes inside. Specifically, we estimated the expectation of the indicator function as a Poisson binomial distribution. Formally,

$$
\mathbb{P}_{e_j} \left(K = \ell\right) \approx \sum_{\ell=\Theta_j}^{\mid e_j \mid} \mathbb{P}_{e_j} \left(K = \ell\right)
$$

(4)

$$
\mathbb{P}_{e_j} \left(K = \ell\right) = \sum_{A \in E} \prod_{i \in A} y_i \prod_{j \in A^c} \left(1 - y_j\right),
$$

(5)

where $F_l$ is the set of all subsets of $\ell$ integers from $\{1, 2, ..., n = |e_j|\}$, $A$ is one of those sets, and $A^c$ is its complement. Intuitively, $A$ accounts for the possibly active nodes and $A^c$ the inactive ones. Thus, the summation over $F_l$ considers all possible microconfigurations in a given hyperedge. Unfortunately, Eq. (4) is not numerically stable if $|e_j|$ is large. Note that, calculating $P_{e_j} \left(K = \ell\right)$ using Eq. (5) involves the multiplication of $|e_j|$ terms that are smaller than one. Thus, for a large $|e_j|$ we might have underflow issues. It is however possible to stabilize its solutions by considering the discrete Fourier transform [20].

$$
\mathbb{P}_{e_j} \left(K = \ell\right) = \frac{1}{n+1} \sum_{k=0}^n \mathcal{O}^{-k \ell} \prod_{m=1}^n \left(1 + \left(C^{km} - 1\right) y_m\right),
$$

(6)

where $C = \exp \left(\frac{2i\pi}{2n+1}\right)$ and $n = |e_j|$, which then allows to compute the solution for arbitrarily large hyperedges. Thus, we can numerically solve the first-order approximation in Eq. (3) using the approximation in Eq. (6).

The ODE solutions were implemented using the Gnu Scientific Library [21]. More specifically, we used the explicit embedded Runge-Kutta-Fehlberg (4, 5) method, with an adaptive step-size control, where we keep the local error on each step within an absolute error of $\epsilon_{abs} = 10^{-4}$ and relative error of $\epsilon_{rel} = 10^{-3}$ with respect to the solution $y_i(t)$.

C. Monte Carlo simulations: Continuous-time simulations and the quasi-stationary method (QS)

1. Continuous-time simulations

We want to both validate the expressions developed in the previous sections, and statistically describe our model in arbitrary hypergraphs. To achieve this, we use continuous-time Monte Carlo simulations, more specifically, we use the Gillespie algorithm [22], which can be described as follows. First, we create a vector containing the times associated with all possible Poisson processes. As they are Poisson processes, the inter-event times are sampled from an exponential distribution with the appropriate parameters. For instance, if it is a deactivation process, the exponential distribution has parameter $\delta$. If the process is associated to a spreading, the parameter will be $\lambda \times \lambda^* \left(|e_j|\right)$. If the process is not active, we set it as $0$. If the process is active, we set it as $\infty$ (effectively the largest double). Thus, given an initial condition, the dynamics run on top of this vector of times. On each iteration, we find the element with the shortest time and execute
its associated rules, which can be deactivation or spreading. Note that new processes might be created or deleted accordingly. For example, if a hyperedge reached its critical mass, the Poisson process for that event will be created. However, if, before its execution, a sufficient number of nodes is deactivated (making the hyperedge stays below its critical mass), the process should be removed. Next, our time variable is increased according to the time associated with the executed Poisson process. The same rules are repeated until reaching the absorbing state or a $t_{\text{max}}$. This algorithm was initially proposed in [24], and it is an extension of the methods described in Section 10.3 of [23].

2. Quasi-stationary method (QS)

Our model has a single absorbing state, the state in which every node is inactive. So, for any finite system with finite rates, the dynamics will reach this state. Mathematically this can be avoided by restricting our process to active states (see Sec. V A 1). Computationally, we adopt a similar approach. We avoid the absorbing state by moving to a previously visited activate state every time the system falls in the absorbing state. The algorithm is defined as follows. We keep a list of $M$ previously visited active states. This list is continuously updated. If we are in an active state, with a probability $p_r \Delta t$, the current state replaces a random position of this list. If the absorbing state is reached, then a random element of the list replaces the absorbing state. We let the dynamics relax for $t_r$ and, after that, during a time $t_s$, we sample the distribution of states, $P(n)$, where $n$ is the number of active nodes. Note that, on each iteration of the described algorithm, we are computing $\text{Freq}(n) \leftarrow \text{Freq}(n) + \Delta t$. In other words, we are computing the time our dynamics spent in the state $n$. Hence, $P(n) \propto \text{Freq}(n)$. From that, we characterize our dynamics using the order parameter and the susceptibility, respectively defined as

$$\rho = \frac{\langle n \rangle}{N}, \quad \chi = \frac{\langle n^2 \rangle - \langle n \rangle^2}{\langle n \rangle}.$$  

This method was initially proposed in [24] and had been extensively used in the analysis of epidemic spreading [23, 25–27].

We remark that $t_r$ and $t_s$ vary according to the system size, and the algorithm is stable to the choices of list size $M$ and probability $p_r$. To reduce the computational cost of this method, we also employed an adaptive version. In this version, we define a variable sampling time given as $t_s + ct_s^*$, where $c$ is a smaller time-window and $c$ is not set but defined by the convergence of $\chi$. In practice, we calculate $\chi$ before and after each $t_s^*$ time-window. If the absolute difference between the susceptibility is lower than $\epsilon$ (here set as $\epsilon = 0.001$), the algorithm stops. Additionally, we also define a $c_{\text{max}}$ (here set as $c_{\text{max}} = 5000$), which is the stop condition. Thus, we expect to reduce the computational cost with this adaptive version while keeping statistically reliable measurements.

3. Multistability and simulation methods

In our model, we found bimodal distributions and a strong dependency on the initial micro-state. Thus, to properly explore our parameter space, we employ a two-step process. First, we explore different random initial conditions for a series of parameters, revealing some branches. They will be visible as a concentration of points in some regions of the $\rho \times \lambda$ diagrams. Next, we use similar initial conditions to sample these branches. We cannot guarantee that a given simulation will reach the expected branch due to stochastic fluctuations and the initial condition dependency. Thus, to circumvent this problem, we need to run many simulations using different initial conditions and discard those that fall in branches we are not interested in. With this process, we can sample from different branches. As we have bimodal distributions, aside from the order-parameter, $\rho$, and the susceptibility $\chi$, it is also necessary to keep track and store the state distributions, $P(n)$. We will be interested in looking at the multiple peaks of these distributions, especially the value of $\lambda$ at which these peaks appear. Here, this quantity is denoted as $\text{Peaks}(P)$. Notice that, in the single-mode case, the peak represents the most likely value.

III. EXAMPLE OF REAL-WORLD HYPERGRAPHS: THE CASE OF BLUES REVIEWS

In this section, we present evidence that the behavior of real hypergraphs goes beyond the already surprising discontinuous transitions and bistability found in hypergraph and simplicial contagion models [9, 10]. Indeed, we found that in many regimes our model presents multiple stable solutions and regions of intermittent behavior, where we have an alternating dynamics of high and low activity. We divide our study in two parts: we begin with a macrostate analysis, and then move to a microstate evaluation. This approach allows us to formulate some hypotheses regarding the mechanisms behind the observed phenomenology.

A. Macro state analysis

We first present evidence of multistability and intermittency in a real system. We do this by analysing the dynamics of our model on the blues reviews hypergraph, where nodes are Amazon reviewers, and hyperedges are groups of reviewers who reviewed a certain type of blues music within a month [28]. This dataset is available at [29]. This hypergraph has $N = 1106$ nodes and 694 hyperedges, whose maximum cardinality is $\max(|e_j|) = 83$. In this dataset, the pairwise interactions are sparse, forming a giant component of only 24 nodes. We remark that repeated hyperedges were not allowed.

Figure 2 shows the QS Monte Carlo simulations for our social contagion model in the blues reviews hypergraph and in a randomly rewired version (obtained from the hypergraph configuration model [30]). In (a), (b), and (c), we present the
FIG. 2. Monte Carlo simulations for the social contagion model in the blues reviews hypergraph showing multistability and intermittency. In (a), (b) and (c), we present the order parameter, susceptibility, and the peaks of the state distributions, respectively. In (d) – (i) we show the state distributions marked in (a). In the insets of these plots we show a small example of temporal behavior that generate these distributions. We performed the simulations using the real blues review hypergraph and a random version of it using $\delta = 1.0$, $\Theta^\ast = 0.5$, and $\lambda^\ast(|e|) = \log_2(|e_j|)$.

order parameter, susceptibility, and the peaks of the state distributions, respectively. In the remaining subplots, we present examples of state distributions for the points marked in (a). Observe that only one solution was found in the randomized version of the hypergraph, and it has a single discontinuous transition. This behavior contrasts with the real case, where multiple stable solutions, and multiple transitions between branches, were found. The comparison between the real case and the rewired version suggests that correlations play a significant role in the emergence of multistability and intermittency.

Considering the real scenario, we notice that our process recurrently presents a bimodal distribution of states, where the probability of the modes change as we increase or decrease $\lambda$. For Branch I, light red curves in Fig. 2, we notice that by increasing $\lambda$, we have a discontinuous transition. The distribution of states for this region is shown in Fig. 2 (d), where $\lambda = 0.036$ is used as an example. This distribution is bimodal, where the first mode is near the absorbing state (near $n \approx 1$ as we are using the QS method), and the second mode has an average $n \approx 250$. For lower values of $\lambda$, a similar picture is observed, but the probability of the first mode is higher than for the second. For higher values of $\lambda$, the opposite happens. This pattern is reproduced until we have a single mode with a bell-shaped distribution, similar to Fig. 2 (i). Next, as we increase $\lambda$, depending on the initial conditions and stochastic fluctuations the order parameter can jump (figures 2 (e) and (f)). In this case, we again observe a bimodal distribution. In Fig. 2 (e) and (f) we show the state distribution for $\lambda = 0.0816$ and $\lambda = 0.0848$, respectively. Note that the mechanism that causes the bimodality in (d) is different from (e) and (f). In the first case, the bimodality appears as a consequence of the absorbing state, and it is similar to what is observed in an SIS process in a network. In the second case, the different modes are related to intermittent behavior, where the process oscillates between high and low activity regimes, as can be seen in the insets of these figures.

We also observed similar intermittent behavior in Branch III (Fig. 2 (a), (g), and (h)). Although branches I and III display intermittency, in the first branch, this implies a discontinuity in the susceptibility, while in the second, it generates a continuous peak of susceptibility, as can be observed in Fig. 2 (b). This peak of susceptibility is related to the time the

Note that in an SIS in a network the second mode would be closer to the absorbing state and would increase continuously, originating a second-order phase transition.
system spends in the high or low activity regimes. In other words, the “frequency” at which the system switches between the two modes changes the variance and, therefore, the susceptibility. Note that, in an SIS process in networks, similar susceptibility bumps are related to localization features of the network. For instance, in a network with communities, we could find a similar pattern. In this case, the bumps would suggest that the process manages to reach a community or a group of nodes \[ \{27\} \]. Here, we use the term localization to denote a state where most of the probability of activation may be found within a constrained region, i.e., a subset of nodes. Note that, in graphs, we are usually interested in the localization properties at the transition, which can be quantified by the inverse participation ratio \[ \{38\} \].

We remark that the absorbing state is always accessible. For the initial condition \( \rho = 0.1 \), all the simulations fall in the absorbing state. This solution was not presented in Fig. \[ \{2\} \] because it is trivial, and the susceptibility is noisy, possibly confusing the interpretation.

As we have intermittency and bimodal distributions, the order parameter alone might not be enough to fully describe our dynamical behavior. To better understand the behavior of our model, we also show the position of the peaks of the state distributions. These peaks represent the states in which the system is “locally more likely to be”. For the blues reviews hypergraph, these peaks are reported in Fig. \[ \{2\} \](c). Despite the importance of the peaks, we argue that \( \rho \) is still an essential global measurement for our dynamics. The order parameter, \( \rho \), unambiguously defines the state of our system, while the same cannot be said about \( \text{Peaks}(P) \). Notice that, in the multistable regions, the dynamics is not able to stay indefinitely in a single curve in Fig. \[ \{2\} \](c), as, in this case, the state is jumping between different modes. So, we argue that \( \rho \) and \( \text{Peaks}(P) \) should always be presented together.

Fig. \[ \{2\} \](c) shows that the bimodal distribution is present for a wide range of parameters, presenting regions where they vary continuously and regions with jumps. Moreover, in some cases, the different branches in Fig. \[ \{2\} \](c) might be close to each other but can only be obtained in different simulations (see \( \text{Peaks}(P_{II}) \) and \( \text{Peaks}(P_{III}) \) in Fig. \[ \{2\} \](c)). This observation suggests that the dynamics might be localized in different sets of nodes in the hypergraph. In this way, we might have similar macro-states as a consequence of significantly different micro-states.

**B. Micro state analysis**

To better understand the localization properties of our process, we focus on the probability that an individual is active, sampled from the simulations. In Fig. \[ \{3\} \](a) we present the (hyper-)adjacency matrix, as in Eq. \[ \{1\} \]. While in Fig. \[ \{3\} \](b) to (d) we show the individual probabilities extracted from branches I to III, respectively. The matrix is ordered according to the individual probabilities of Branch III (lower). This figure shows that Branch III (panel (d)) is constrained to a group of nodes (a community roughly defined as \( C_1 = \{v_1, v_2, \ldots, v_{100}\} \)), while Branch II (intermediate branch, panel (c)) is restricted to a different set of nodes together with some bridge hyperedges, and branch I accounts for the activation of all the nodes (see panel (b)).

Fig. \[ \{4\} \] depicts the intermittent behavior observed in Branch III of Fig. \[ \{2\} \] for the blues reviews hypergraph with \( \lambda = 0.1016 \). A similar behavior was observed for a range of parameters, but we choose this specific value of \( \lambda \) for visualization purposes and to be consistent with the other figures. To visualize the activity of the nodes as a function of the number of events (or iterations). The nodes are sorted by their activity for better visualization. Complementarily, in (b), we show the order parameter as a function of time. We observe that we have a set of nodes that are always active and a second set of nodes that can be activated due to some fluctuations. Comparing Fig. \[ \{4\} \](a) with Fig. \[ \{5\} \](a) we notice that
FIG. 4. Intermittent behavior in the blues reviews hypergraph. In (a) we show the graphical visualization of the activity of the nodes in a specific run of the MC. The nodes are sorted by their activity for visualization purposes. In (b), we represent the order parameter as a function of time for the same simulation. The dynamical parameters for this simulation are $\lambda = 0.1016$, $\delta = 1.0$, $\Theta^* = 0.5$, and $\lambda^*(|e|) = \log_2(|e|)$. Notice that, in (a) we depict the dynamics as a function of the iterations, while in (b) as a function of the time, explaining the small displacement between both figures.

the group of nodes in the upper-left corner of Fig. 3(a) are the most active ones. Note that they participate in a larger number of hyperedges (note the colors). On the other hand, the rest of this community (the remaining nodes of community $C_1$ in Fig. 3(a)) are the ones that have periods of activity and periods of inactivity.

Thus, the analysis at the individual level supports the initial hypothesis that intermittent behavior is a consequence of the activation and deactivation of a subset of nodes, or, in other words, the localization of states. The periods of high activity correspond to the activation of a sparser connected set of nodes by a more densely connected core. This latter core sustains the dynamics, and seeds the more sparsely connected nodes, which can only maintain its dynamics active for a limited time, and thus are responsible for the intermittent behaviour.

FIG. 5. Numerical solutions of the ODE system for the social contagion model in the blues reviews hypergraph. We solved these equations using the same set of parameters as used in Fig. 2. For the Branch V we considered an initial condition of $y_i(0) = 0.1$. The other branches were obtained considering the final micro-state of one point as the new initial condition for the next (both increasing and decreasing $\lambda$). The first point is obtained from our Monte Carlo simulations reported in Fig. 2.

IV. MULTISTABILITY AND INTERMITTENT BEHAVIOR

The main results of the previous section were the existence of multistability and intermittency. Here, our primary goal is to provide further arguments to support these findings and to explain the mechanism behind these phenomena. Using the theoretical framework developed in Sec. II, we offer a strong argument in favor of our findings and against the possibility of them being simulation artifacts. Moreover, we propose a simple generative model for hypergraphs with community structure, which provides a possible mechanism for the observed phenomenology.

A. First-order analysis

Because of the finite size of the system, one may suspect the simulation to be trapped in metastates, that would vanish in a longer simulation. To counter this argument, we provide more robust evidence of multistability by providing numerical solutions of the ODE system in Eq. 3. In addition to strengthening our multistability argument, we also show that our first-order approximation is qualitatively correct in this specific scenario, which provides an additional argument that our approximation indeed captures the essence of our model.

We observed that our simulations have a strong dependency on initial conditions. So, to numerically solve the ODE system in Eq. 3, we used one micro-state obtained from our simulation as an initial condition. From this condition, we integrated Eq. 3 until reaching the steady-state. Finally, we used this solution as an initial condition to adjacent values of $\lambda$ (increasing and decreasing $\lambda$). With this algorithm, we were able to
uncover the five branches shown in Fig. 3. We remark that, using an uniform initial condition, e.g. \( y_i(0) = 0.1 \) for all \( i = 1, 2, \ldots, N \), we were not able to find most of the branches in the ODE system. The exceptions are the absorbing state and the uppermost branch, which can be find using \( y_i(0) = 1.0 \) for all \( i = 1, 2, \ldots, N \).

Comparing figures 2 (c) and 5 we can see a clear correspondence between the predicted (ODE) and observed peaks of the state distributions (MC). Because our approximation neglects correlations and fluctuations, we are not able to capture the behavior in Fig. 2 (a) but only the peaks of the bimodal distributions. This comparison strengthens the argument that the observed multistability is not a simulation artifact but rather a genuine feature of the model. Note that our first-order approximation follows the same principles as the quenched mean-field in the SIS model in networks. In the network case, we only have unimodal distributions. Thus, this limitation is not an issue. However, in our case, further analysis is necessary, as we are not directly able to determine if the ODE’s solution is a peak of a multimodal distribution or not. Finally, we also remark that typically the ODE overestimates the MC predictions slightly.

### B. Artificial hypergraph model

The analysis in Sec. III suggests that the community structure in the blue hypergraph might be responsible for the multistability and the intermittent behavior. As noted in the previous section, Fig. 3(b) to (d), different branches are related to different sets of nodes, thus suggesting localization. Complementary, for a visual argument, see, for instance, Fig. 3 (a), where we can see the block organization in the adjacency matrix. In this section, we explore this hypothesis by proposing an artificial model that captures the community structure without including other correlations. In this way, we can test the hypothesis that this type of structure is responsible for the observed dynamical behavior.

In essence, here we propose a hypergraph extension of the community structure model presented in [31]. The algorithm is described as follows. The number of nodes, \( N \), and communities, \( n_c \), is fixed. The hyperedge cardinalities will be sampled from a fixed distribution, \( P(|e_j|) \). For each community \( c \), we have \( m_{in}^c \) hyperedges that will be constructed using only nodes inside the community. Each community can have a different density. To link two different communities, we have \( m_{out} \) hyperedges that will constitute the bridges. In this case, we extract a uniform number from \( \ell \in [1, |e_j|] \), where \( \ell \) is the number of nodes in one community and \( \ell - |e_j| \) will be in the other community.

In our experiments we used \( P(|e_j|) = \text{Exp}(\mu) \) with \( \mu = 8 \) but imposing that \( \min(|e_j|) = 2 \) and \( \max(|e_j|) = \frac{N}{n_c} \). For simplicity, we build a hypergraph with \( N = 10^3 \) nodes organized in \( n_c = 2 \) communities. The community parameters are \( m_{in}^1 = 500 \) and \( m_{in}^2 = 250 \), creating different levels of activation for the different groups. Finally, we leave \( m_{out} \) as a free parameter to control the number of bridges, aiming to observe and control the dynamical behavior of our model.

### C. The role of community structure

Fig. 6 shows results for the QS Monte Carlo simulations in the artificial random model described in Sec. IV B, for \( m_{out} \) between \( m_{out} = 100 \) and \( m_{out} = 300 \). Although not shown, in all the cases, the absorbing state is stable and can be reached from a small initial condition (e.g., \( \rho(t = 0) = 0.1 \)). From the first to the third column, we increase the number of bridge hyperedges, \( m_{out} \), thus diluting the modular structure. For \( m_{out} = 100 \) (see Fig. 6(a), (d) and (g)), we have multistability, as different initial conditions lead to different solutions. We also find a region in \( \lambda \) where both coexist. In this case, the communities are sufficiently separated, and we do not observe intermittency. For \( m_{out} = 200 \) (see Fig. 6(b), (e) and (h)), and \( m_{out} = 300 \) (see Fig. 6(c), (f) and (i)), the multistability is not observed as different initial conditions led to the same solution. Interestingly, we observed intermittent behavior in the region between dashed lines in Fig. 6. In this region, we have a bimodal distribution of states and a susceptibility peak. Notice that, as we increase \( m_{out} \) the susceptibility peak also moves, appearing for lower values of \( \lambda \) (see Fig. 6 (h) and (i)). More importantly, we recall that a similar behavior was observed in Branch III for the blues reviews hypergraph (see Fig. 2(b)), where we find a susceptibility peak caused by the intermittency.

For \( m_{out} = 100 \), we do not have a bimodal distribution. In this case, after the transition, we have two possible scenarios: one in which just one community is active, and a second one in which both communities are active. For \( m_{out} = 200 \) and \( m_{out} = 300 \), there is instead a region where a bimodal distribution is present. This distribution of states generates intermittent behavior due to the activation and deactivation of the sparser community, whereas the denser community sustains the process. However, the sparser one is only able to stay active for a limited time. During the lower activity periods, a strong enough fluctuation activates the sparser community. Nevertheless, after some time, this community will deactivate on its own due to another fluctuation.

These results suggest that when bridges are scarce, the communities are dynamically disconnected. Hence, we might have multiple stable solutions for a range of \( \lambda \) due to localization. As we add bridging hyperedges, we allow the process to travel across communities. However, this can destroy the multiple stable solutions by merging them into a bimodal distribution of states and creating intermittency. It is worth highlighting that it might be possible to construct more complex hypergraphs that would display more branches and possibly even allow for multistability and intermittency at the same region of \( \lambda \). We remark that here we focused on the simplest structure that reproduces both phenomena. Furthermore, one can see a relation between our results and the previous findings [32] relative to identification of network structures and of individuals best suited for spreading complex contagions. The authors proposed a centrality measure that accounts for the number of “enough wide bridges” between two nodes. Although in [32] they are still using graphs (but the contagion is complex), this concept resembles the ideas behind critical-mass processes associated with our hyperedges. Thus, the
FIG. 6. Monte Carlo simulations for the social contagion model in artificial hypergraphs with community structure. The simulations are organized by columns. From the first to the third column we show the experiments for $m_{\text{out}} = 100$, $m_{\text{out}} = 200$ and $m_{\text{out}} = 300$ respectively. All the hypergraphs have $N = 10^3$ nodes and $n_c = 2$ communities. In (a), (b) and (c) we show the order parameter as a function of $\lambda$. In the top left corner of these plots, we show the adjacency matrix for each experiment. In (d), (e), and (f), we show the peaks of the state distributions. Finally, in (g), (h), and (i), we show the susceptibility plots. In (a), (d), and (g), we show this experiment for two different initial conditions, showing two possible solutions. In the other panels, the different initial conditions converged to the same solution. The dynamical parameters of our model are $\delta = 1.0$, $\Theta^* = 0.5$, and $\lambda^*(|e|) = \log_2(|e|)$.

term “enough wide bridges” might be understood as an abstraction of the critical-mass threshold in our context.

V. ANALYSIS OF THE TRANSITION BETWEEN STABLE BRANCHES

As we increase or decrease $\lambda$, branches can become unstable, and the process might experience a transition from one branch to another. For disease spreading on networks, this transition is usually continuous. However, when analyzing higher-order models, these transitions are discontinuous [9,10,12]. Furthermore, here we observed that we might have multiple transitions for the same initial condition (see Fig. 2(a)). Despite this evidence, a complete characterization of these transitions is still lacking. In this section, we will focus our analysis on the nature of this transition, providing an argument supporting the hybrid nature of the transitions. In this class of transitions, we have discontinuity and scalings at the same time. We highlight that this proposition seems to be general as our finding explains all the observed behavior in the susceptibility curves not only in this paper but also the one reported in [10].

A. Exact equations for the hyperblob

In general, our exact formulation in Eq. (2) cannot be analytically solved for an arbitrary hypergraph. Nonetheless, by considering a homogeneous hypergraph, we can reduce the complexity of the problem and still calculate exact quantities. Henceforth, we focus on the so-called hyperblob [10]. This hypergraph is defined as a set of homogeneous pairwise relationships, where every node has $\langle k \rangle$ edges, together with a hyperedge containing all the nodes. As the nodes are indistinguishable we can describe the state of our system by the number of active nodes $n$. Thus, the transition rates can be

---

3 For example, consider an SIS process in an infinite, homogeneous network (thermodynamic limit). In this case, we have an absorbing state (disease-free state, $\rho^{\text{SIS}} = 0$) which is stable until the critical point. For any spreading rate larger than the critical point, the disease spreads through a collective activation of the network. In this regime, we have another branch that constitutes the active solutions ($\rho^{\text{SIS}} > 0$). This active branch “touches” the absorbing state at the critical point, making the transition continuous.
expressed as
\[
\begin{align*}
Q_{n,n-1} &= \delta_n = \delta_n, \\
Q_{n,n+1} &= \lambda(k)n \frac{(N-n)}{N} = \beta_n, \\
Q_{n,N} &= \lambda^* U(n - \Theta),
\end{align*}
\]  

(9)

where \(U(n-\Theta)\) is the Heaviside step function and the element \(Q_{i,j}\) is the transition rate from the state with \(i\) active nodes to a state with \(j\) active nodes. The elements that are not explicitly defined in Eq. (9) are zero. Note that, if \(\lambda^* = 0\) we recover an SIS dynamics in an homogeneous population. Fig. 7 is a graphical representation of these transitions but restricted to active states (see next section). Consequently, we can express the temporal evolution of our dynamics as
\[
\frac{dP}{dt} = Q^T P
\]

(10)

where \(P = [P_0, P_1, \ldots, P_N]^T\) is a vector whose elements \(P_n\) are the probabilities of having \(n\) active nodes. This equation can be solved as
\[
P(t) = \exp(Q^T t)P(0).
\]

(11)

Moreover, denoting the steady-state solution as \(\pi \in \mathbb{R}^N\), it can be obtained as
\[
\pi = \text{Null}(Q).
\]

(12)

1. Quasi-stationary steady-state solutions

For any finite hypergraph, the only absorbing state in our dynamics is the state \(n = 0\). Consequently, regardless of the parameters of our dynamics, we will always reach this state. However, for sufficiently large hypergraphs, the dynamics will arrive at a meta-state and remain there for some time. After leaving this state, the system will reach the absorbing state. In general, we are interested in the meta-state instead of the absorbing state. So, to obtain insights about this state, we use the quasi-stationary distribution, which is constrained to active states. Computationally, this is effectively implemented by the QS method, described in Sec. [2C]. Mathematically, this is done by imposing that the transition rate to this state is zero. As the process is defined in continuous time and the probability of two events happening at the same time is zero, we can implement the QS constraints as
\[
Q_{1,0} = 0.
\]

(13)
Under the QS constraint, Eq. (10) is expressed as
\[ \frac{dP_0}{dt} = 0 \] (14)
\[ \frac{dP_n}{dt} = \delta(n+1)P_{n+1} + \lambda(k)(n-1)(N-n+1)P_{n-1} + \]
\[ - [\delta n + \lambda(k)n(N-n) + \lambda^*U(n-\Theta)] P_n \] (15)
\[ \frac{dP_N}{dt} = \lambda(k)(N-1)P_{N-1} + \lambda^* \sum_{i=\Theta}^N P_i - \delta NP_N \] (16)

where \( P_n \) is defined for the interval \( n \in [0, N] \) and the limits are explicitly shown. In the steady-state, i.e. \( \frac{dP_n}{dt} = 0 \) for all \( n \in [0, N] \), we can analytically obtain the stationary distribution as
\[ \pi_0 = 0 \]
\[ \pi_1 = \frac{\delta 2\pi_2}{\lambda(k)(N-1) + \lambda^*U(1-\Theta)} \]
\[ \pi_{n+1} = \frac{[\delta n + \lambda(k)n(N-n) + \lambda^*U(n-\Theta)] \pi_n + \delta(n+1)P_{n+1}}{\delta(n+1)} \]
\[ \pi_N = \frac{\lambda(k)(N-1)\pi_{N-1} + \lambda^* \sum_{i=\Theta}^N \pi_i}{\delta N} \] (20)

where the normalization \( \sum_{i=\Theta}^N \pi_i = 1 \) must be respected. Although we cannot obtain a closed expression for \( \pi \) for a fixed size and set of parameters, we can calculate its exact distribution of states. The computational cost of this calculation is \( O(N) \), which allows us to evaluate reasonably large systems.

In Fig. 8 we show two examples of temporal behaviors by solving Eq. (11) with the appropriate matrices. In Fig. 8(a) the system is below the critical point, while in Fig. 8(b) the dynamics operates above it. In the non-QS case, below the critical point, \( \rho \) goes exponentially fast to the absorbing state (\( \rho = 0 \)), while in the QS-constrained case, it goes to a state near \( \rho \approx \frac{1}{N} \). Above the critical point, Fig. 8(b), we can observe that \( \rho \) stays at the meta-state before converging to the absorbing state. Moreover, we can see the dependency on the initial condition, where, for the same set of parameters but different initial conditions, the dynamics has a different metastate. For an example, compare Fig. 8(b), curves for set 4 and set 5. Also, note that the respective QS-constrained system converges to a state compatible with the non-QS set 4. Intuitively, the differences in solutions for sets 4 and 5 are related to the probability of getting to the absorbing state due to finite-size fluctuations. For set 4, this is evident as the process begins with a single active node.

**B. Theoretical predictions and general phenomenology**

To understand the nature of the transitions in the hyperblob we can evaluate the exact distribution of states in the steady-state and observe how relevant quantities vary with system size.

**1. Quantities of interest**

Aside from the standard measures defined in Sec. IIIC, we are also interested in the probabilities that the number of active nodes is lower or higher than the threshold \( \Theta \). The state with \( \Theta \) active nodes is particularly important as, for \( n \geq \Theta \), the Poisson Process \( \lambda_\Theta \) is created, which significantly changes our system’s behavior. Formally, these probabilities are respectively expressed as
\[ P_{\text{lower}} = \sum_{j=0}^{\Theta-1} \pi_j \] (21)
\[ P_{\text{upper}} = \sum_{j=\Theta}^N \pi_j. \] (22)

As we found rapid changes in both the order parameter and susceptibility, its characterization in the thermodynamic limit can be achieved using these curves’ left and right limits. These quantities are respectively denoted as \( \rho^- \), \( \chi^- \), and \( \rho^+ \), \( \chi^+ \). In practice, for the order parameter, \( \rho^+ \) (\( \rho^- \)) is defined as the first value that is larger (smaller) than \( \frac{1}{N} \) from the lower (upper)
FIG. 10. For a “low” $\lambda^*$ (here, in this figure $\lambda^* = 10$) we have a second-order phase transition followed by a hybrid transition. We show the scaling of important quantities as a function of the system size. In this panel, from top to bottom, on the first row we show the scaling of the lower solution, where $\lambda_c$ converges to a finite non-zero value, while its respective susceptibility diverges, characterizing a second-order phase transition. In the second row, we observe that the susceptibility curve for the whole system also diverges. Besides, we can clearly see from the rest of the panels that $|\lambda(\chi_{\lambda}^+)|$ and $|\lambda(\chi_{\lambda}^-)|$ tend to zero as we increase the system size. These three rows (six sub-figures) are enough to characterize a hybrid transition. Note that the in the thermodynamic limit the transition is discontinuous as $\lim_{N \to \infty} |\lambda(\rho_2) - \lambda(\rho_2^*)| = 0$.

VI. DISCUSSION

A precise understanding of the dynamical properties of a model is fundamental for the correct observation, inference, and possibly control of the system. The expected behavior of social contagion models in simplicial complexes and hypergraphs are the discontinuous transitions and the emergency of a hysteresis cycle [9,12], which are not expected for processes in simple graphs [23,35]. Although these results were surprising on their own, here we showed that these models present an even richer phenomenology, including multistability, intermittency, and hybrid phase transitions. Our results also highlight the interplay between higher-order interactions and community structure. Although not universal, these are standard features in a wide variety of real systems and are particularly common in social contexts [31,34,37].

Community organization might lead to localization of states: As observed in the real case and validated through artificial models, community structure in hypergraphs imposes dynamical localization of states. After a transition, the spreading can: (i) reach the whole population, while remaining delocalized; (ii) activate just a subset of individuals that scales with the system size, or (iii) activate just a node or a subset of nodes that does not scale with the system size. An example of the first scenario is the hyperblob, where the transition happens through a collective process, and all the nodes will be active with the same probability (for more details, see Sec V and Ref. [10]). An example of the second one is instead observed in the case of the blues review hypergraph (see Fig. 3(c) and (d)), where the activity is constrained to a subset of nodes. Localization in community structured populations is not unexpected. However, the dynamic impact that it generates is indeed different from the graph cases. In graphs or multilayers we observe multiple susceptibility peaks associated to continuous changes in the order parameter [23,27,39], which contrasts with the phenomenology observed in our model and discussed next.

Localization in higher-order models might generate inter-
mitency, multistability, and/or multiple transitions: The localization in a subset of individuals, item (ii), might lead to multistability and multiple transitions between branches, as we observed both in real data and artificial models (see figures 2 and 3). In this case, the branches are well separated, and the same set of parameters can activate different regions of the hypergraph, depending on the initial condition (see Fig. 6). This type of localization might also imply multiple transitions between stable branches. As an example, we can mention the solutions obtained by considering the initial condition \( \rho(t = 0) = 1 \), either in the real hypergraph or in the artificial model with \( m_{out} = 100 \), figures 2 and 6 respectively. We observe two discontinuities, one separating the absorbing state and an active solution and another separating two activity levels. However, if we consider the artificial models with \( m_{out} \geq 200 \), we notice that the transition from the lower activity state to the higher activity state can also be continuous. Note that the concept of localization is not necessarily linked to multistability, as we might have localization with a single solution. This observation suggests that depending on the hyperedge size distribution (i.e. cardinality distribution), we might have localization without multistability. Note that, although the observed phenomena share some similar features with its graph [23] and multilayer [23, 39, 40] counterparts, here the mechanisms that guide localization and its macroscopic response are entirely different. In the pairwise case, the susceptibility and order parameter change continuously and, once a community is activated, it does not present abrupt temporal macroscopic variations. On the other hand, in the hypergraph case, we often observe significant macroscopic changes, which might be related to hyperedges intersections generating a cascading of activations. Moreover, in comparison with similar models on graphs (e.g., SIS), the social contagion model on hypergraphs displays a strong dependence on initial conditions. In fact, for a given set of parameters, the steady-state solution will depend mainly on the microscopic properties (e.g. localization of initial seeds) of the initial condition rather than on its macroscopic ones (e.g. total prevalence). For instance, in Fig. 2 we can see that, for the same macroscopic initial condition, depending on which community the initial seeds are placed, we reach a different branch. Moreover, we can observe the case in which a higher macroscopic initial condition leads to the absorbing state, while another with a lower macroscopic initial condition leads an active branch due to its micro-state configuration. Although not shown, we observed this behavior in most of our experiments (see Sec. II C for the methods employed to sample specific branches).

Necessary and sufficient conditions for the observed behaviors: We were able to link the observed behaviors to the community structure. However, this does not imply that modular structures are the only ingredient able to generate multistability and intermittency. Indeed, other forms of structural correlation might play a similar dynamical role.

The stability of the absorbing state: For an SIS in an infinity graph, the absorbing state will be unstable after the epidemic threshold, and we will have an active stable solution. In the hypergraph, the conditions are not as simple as in the graph case. If the intersections between hyperedges are smaller than the critical-mass threshold, activating one hyperedge is not enough to trigger a collective behavior, regardless of the spreading rate. Although we did not study the structural constraints related to this issue, they were verified during our simulations. This effect is also related to the role of the initial conditions in our process. For example, we can think of a uniform hypergraph as a line whose intersection between hyperedges is smaller than \( \Theta \). In this way, for a high spreading rate but a small initial seed, the process will fall into the absorbing state, implying that the absorbing state might be stable for a broader range of parameters. In [15], the stability conditions for the absorbing state and the critical point estimations were derived, already providing additional insights about this issue. However, further numerical experiments and the spectral analysis of hypergraphs might deepen our understanding about this process.

Limitations: We must also point out the limitations of the methods employed here. We can not perform the finite-size analysis in most real systems, as we only have a single structure with a fixed size. In practice, this implies that we cannot precisely determine the phase transition type in these cases. However, through the analysis of both the order parameter and susceptibility, we obtain some understanding of these real systems. We showed that using Monte Carlo simulations and solving our ODE’s (Eq. 3) provides a more robust argument regarding the nature of a transition (continuous vs. discontinuous) and the existence and stability of multiple branches. We expect a peak in the susceptibility curve for hybrid transitions in real scenarios right after the discontinuity. This peak can be a sign of scaling behavior. As mentioned, this was observed for the hyperblob, the hyperstar, the exponential and power-law distributions of cardinalities in [10]. From a theoretical viewpoint, measuring localization by only looking at the leading eigenvector of the adjacency matrix, as can be done in graphs, is not trivial, as we can not write the probabilities of activation as an eigenvector problem plus second-order terms. Although we have a visual indication that this matrix might encode some of the localization properties, further research is necessary to formalize this concept.

VII. CONCLUSIONS AND PERSPECTIVES

We have shown that the social contagion model in hypergraphs presents a rich and unexpected behavior beyond its discontinuous transitions. In particular, we showed that, depending on the structure, we might have multistability and intermittency due to bimodal state distributions. Using artificial random models, we were able to show that this phenomenology can be associated with community structures in the hypergraph. Specifically, by controlling the number of bridges
between two communities with different densities, we showed that fewer bridges create multistability, while the creation of bridges destroys multistability and induces intermittency. We highlight that although community structure is not a universal feature, it is still a widespread characteristic of real social systems. Moreover, it is possible that other structural ingredients could generate similar dynamical outcomes. As we have multiple branches, the importance of the transition between them also increases. Often we observe a discontinuity in the order parameter $\theta$ [12]. However, associated with this, we also have a divergence in the susceptibility, which is compatible with hybrid phase transitions. We formulated the exact equations for a hypergraph with symmetries, showing that the resulting dynamics indeed displays a hybrid transition. Although our argument is restricted to this specific structure, similar patterns were verified in all the simulations reported here, as well as in [10], suggesting that hybrid transitions might be general.

We hope our results open new paths for the exploration of social contagion models in hypergraphs. Analytically, understanding the necessary and sufficient conditions for the observed phenomenology is one of the most challenging future problems. From a numerical perspective, the exploration and characterization of other real systems might also reveal so far unobserved behaviors as well as confirm our findings. Another perspective would be motivating further research about understanding the impact of our findings on different processes. For instance, how can localization impact on synchronization of oscillators? Would we have multistability in such dynamics?

Our findings might also impact the design of real experiments. One of the main issues with experiments is that the number of people participating is often reduced, and the signals in the observables usually noisy. In such small systems, while measuring accurately multistability might be challenging, intermittency might be an easier observable to capture. Along similar lines, data coming from online social systems, while abundant in volume and number of potential subjects, is less controlled, imposing limitations on the modeling possibilities.
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