Unsupervised Image Transformation Learning via Generative Adversarial Networks

Kaiwen Zha, Yujun Shen, Bolei Zhou, Member, IEEE

Abstract—In this work, we study the image transformation problem, which targets at learning the underlying transformations (e.g., the transition of seasons) from a collection of unlabeled images. However, there could be countless of transformations in the real world, making such a task incredibly challenging, especially under the unsupervised setting. To tackle this obstacle, we propose a novel learning framework built on generative adversarial networks (GANs), where the discriminator and the generator share a transformation space. After the model gets fully optimized, any two points within the shared space are expected to define a valid transformation. In this way, at the inference stage, we manage to adequately extract the variation factor between a customizable image pair by projecting both images onto the transformation space. The resulting transformation vector can further guide the image synthesis, facilitating image editing with continuous semantic change (e.g., altering summer to winter with fall as the intermediate step). Noticeably, the learned transformation space supports not only transferring image styles (e.g., changing day to night), but also manipulating image contents (e.g., adding clouds in the sky). In addition, we make in-depth analysis on the properties of the transformation space to help understand how various transformations are organized. Project page is at https://genforce.github.io/trgan/.

Index Terms—Image transformation, generative adversarial networks, unsupervised learning.

1 INTRODUCTION

The visual world is constantly changing. The pass of autumn turns the golden color of trees and fields into white, while the sunrise comes to light up the river and sky. Factors such as season and light drive the visual transformations. Recent development of deep models has proven to be remarkable in extracting the explanatory factors in a single image [1], but the machine still lacks the capability of understanding how images are transformed from one to another. For example, given a pair of landscape photos, taken in summer and winter respectively, human can not only tell it is the season that varies between the two, but also foresee the effect of season change for a new set of images. However, it remains challenging for the machine to recognize such an abstract transformation, let alone apply it to transforming new images.

Compared with the conventional classification or generation tasks, it is more difficult to learn transformations. Firstly, a transformation is often defined by a pair of observations, either of which change may result in a new transformation. Secondly, there are incredibly large amounts of transformations existing in the visual world, making it impractical to manually label each single one and learn a separate model for it. Thirdly, transformation usually follows a continuous semantic variation instead of a binary mapping. A good transformation from one image to another should result in an interpolation effect that is semantically meaningful. Taking the transition of seasons as an example, changing summer to winter should expect fall as an intermediate step instead of simply turning green color to white.

Towards image transformation learning, existing approaches either involve additional handcrafted labels to define transformation categories [2], [3], or can only perform limited types of transformations with one model [4], [5], [6], [7], [8], [9], [10]. Consequently, they typically fail to learn the transformations that are not well-defined in the training stage, and hence do not support users in customizing their own transformations with a learned model.

To learn the potential transformations underlying an unlabeled image collection with a unified model, we propose TrGAN, which is an unsupervised transformation learning framework based on generative adversarial networks (GANs). Like other GAN variants, TrGAN employs a generator and a discriminator to compete with each other on the task of image synthesis. Differently, TrGAN introduces a new transformation space beyond the original latent space in GANs, which is shared by the generator and the discriminator. Concretely, the generator picks a point in the transformation space to produce an individual synthesis, while the discriminator serves as a transformation learner via projecting an image back to a transformation code. In this way, any two points define a certain transformation. To reproduce the observed data distribution, the proposed transformation space is expected to model as many transformations as possible, otherwise, the discrepancy between real and fake distributions will be easily spotted by the discriminator. After the model converges, given an arbitrary image pair for inference, we can use the discriminator to extract the semantic variation between them by embedding both of them to the well-learned transformation space, as shown in Fig. 1. Such variations can be further used to guide
the generator for image synthesis, and hence transferred to other samples, enabling versatile image editing.

To summarize, our contributions are as follows.

- We propose TrGAN, by introducing a transformation space shared by the generator and the discriminator, to learn the underlying image transformations from an image collection in an unsupervised manner. During inference, given a customizable pair of images, we are able to adequately extract the variation factor between them.

- We are able to apply the semantics that are extracted from any customized image pair to transforming new images. More importantly, the transformation can be interpolated continuously and remain semantically meaningful at the intermediate step, outperforming existing style transfer approaches.

- We find that the proposed transformation space is robust not only to support transferring image styles, but also allow editing image contents, as shown in Fig. 1. Furthermore, we study the compositionality of various transformation types, which sheds light on the underlying structure of the transformation space.

2 RELATED WORK

Image Transformation. Image transformation has been a long-standing topic, whose primary goal is to alter images with certain types of variations. Some early studies [11], [12], [13] in this field adopt image analogy to transform images. Laffont et al. [3] manually defines 40 transient attributes and employs labeled data for better editing. Recent advances of neural networks enables high-quality image-to-image translation [4], [5], [14] and style transfer [9], [10], [15], [16], [17], [18]. Basically, they borrow the content information from one sample and the style information from another sample (or another domain) to produce a fused image. This idea is further extended to learn a multi-modal image translator [6], [7], [8], [19], [20], [21], improving the synthesis diversity. All these approaches focus on varying the style and appearance of the image while the content remains the same. Some other work [22], [23] designs scene attributes, which is highly related to the content information, to better characterize the object variations in the images. Zhan et al. [24] particularly studies how to harmoniously add an object to a given image.

TrGAN differs from existing approaches with four main improvements: (i) Unlike prior work [5], [6], [7], [8], [19] that needs to pre-know the transformation type (e.g., certain labels or domains) before training, TrGAN manages to learn underlying transformations without relying on any annotations during training. For example, if users want to learn the “adding cloud” transformation, CycleGAN [5] and MUNIT [6] require to first separate data into “no cloud” and “with cloud” domains before training. If users want to further learn the “daytime change” transformation, data should be re-separated into “day” and “night” domains and another model is needed. Similarly, if users want to learn the four seasons within one model, StarGAN2 [8] and DRIT [7] rely on a dataset that has already been well-labeled with four categories. By contrast, TrGAN can achieve all the above goals with a unified framework in an unsupervised learning manner. (ii) It therefore supports characterizing the transformation from any customized image pair (i.e., users can casually choose their own images of interests) rather than relying on categorical labels or numeric parameters that can only define limited transformation types as in [2], [3], enabling broader application scenarios. (iii) Instead of transferring style with a simple one-to-one mapping, TrGAN is able to continuously and semantically transform images regarding a particular variation. (iv) As shown in Fig. 1, TrGAN can not only transfer image styles, but also manipulate image contents, benefiting from the diversity and robustness of the learned transformation space.

Generative Adversarial Networks (GANs). Recent years have witnessed the advance of GANs [25] in image synthesis [26], [27], [28], [29], [30], [31]. Starting from a pre-defined latent distribution, GANs model the underlying distribution of the observed data through adversarial training. It has been recently found that GANs can encode various semantics in the latent space, facilitating image manipulation [2], [32], [33], [34]. But they require pre-trained classifier to identify the latent semantics and further use learning-
propose to project images onto a transformation space \( \mathcal{T} \), to model the huge diversity and remove the redundancy, we should correspond to the same variation. Hence, to better control changing as an example, any “summer-winter” pair will increase dramatically, making it difficult to learn the underlying transformations from training data. Meanwhile, the discriminator takes over the inverse mapping from the image space to the transformation space to support editing capability to some extent [37]. Instead, TrGAN explicitly introduces a transformation space, which is shared by the generator and the discriminator, to directly learn the transformation learning and deploying process, and enables us to learn multi-scale transformations.

3 TrGAN

Fig. 2 illustrates the framework of TrGAN. Besides the competition between the generator and the discriminator, we introduce a transformation space \( \mathcal{T} \) to bridge them together. Given a latent code \( z \in \mathcal{Z} \) and a transformation code \( t \in \mathcal{T} \), the generator maps them to a photo-realistic image \( x^{\text{syn}} \) that corresponds to a certain point (i.e., \( t \)) in the transformation space. Meanwhile, the discriminator projects \( x^{\text{syn}} \) back to the transformation space and gets \( t' \), the approximation of \( t \). Such design allows the generator and the discriminator to share information. In this way, we can use the discriminator to extract transformation from any input pair and further apply it to controlling the generator.

3.1 Shared Transformation Space

Image transformation can be versatile since one transformation is determined by two images, either of which changing may lead to a completely different transformation. Let’s assume a complete graph with \( N \) nodes representing \( N \) images respectively. There are \( \frac{N(N-1)}{2} \) edges in total, each of which stands for a particular transformation type. Along with the dataset growing, the number of transformations will increase dramatically, making it difficult to learn the transformations defined by every single pair. However, these transformations show clear redundancy. Taking season changing as an example, any “summer-winter” pair should correspond to the same variation. Hence, to better model the huge diversity and remove the redundancy, we propose to project images onto a transformation space \( \mathcal{T} \) instead of directly learning the transformations themselves. In this way, each image is associated with a particular point in \( \mathcal{T} \) and the transformation can be defined by a vector. More importantly, this transformation space is shared by the generator and discriminator, which unifies the transformation learning and deploying process, and enables us to learn multi-scale transformations.

3.2 Transformation Learner

To map the image space to the transformation space, we directly employ the discriminator as the transformation learner considering its encoder structure. Concretely, we use its intermediate layers to learn the transformation projection, which is shown in Fig. 2. Meanwhile, according to the formulation of GANs [25], the discriminator is also assigned with the task to differentiate the real domain \( \mathcal{X}^{\text{real}} \) from the synthesized domain \( \mathcal{X}^{\text{syn}} \). Like most advanced GAN variants [27], [29], [30], [38], [39] that employ layer-wise latent codes, we also train the discriminator to output multi-scale transformation codes to capture more fine-grained characteristics. Specifically, given an image \( x \), the discriminator with \( K \) projection layers will produce

\[
D_{\text{adv}}(x) = p, \quad \text{and} \quad D_T(x) = t' \triangleq [t_1^T, t_2^T, \ldots, t_K^T]^T,
\]

where \( p \) denotes the probability that \( x \) comes from \( \mathcal{X}^{\text{real}} \) rather than \( \mathcal{X}^{\text{syn}} \) and \( t' \) is the projected code.

3.3 Transformation Deployer

To better bridge the image space and the transformation space, we expect any point \( t \in \mathcal{T} \) can be projected back to a realistic image, which we call transformation deployment. This is consistent with the primary goal of the generator. In other words, on top of taking a randomly sampled latent code \( z \in \mathcal{Z} \) as the input, the synthesis of the generator also depends on a sampled transformation code \( t \in \mathcal{T} \). Same as the aforementioned transformation projection process, both \( z \) and \( t \) are multi-scale, as \( z \triangleq [z_1^T, z_2^T, \ldots, z_K^T]^T \) and \( t \triangleq [t_1^T, t_2^T, \ldots, t_K^T]^T \). Then, the images are synthesized through \( x^{\text{syn}} = G(z, t) \).
3.4 Training Objective

In addition to the competition between the generator and the discriminator, we would like the transformation learner (discriminator) and the transformation deployer (generator) to share the same transformation space $T$. Accordingly, we train the generator and the discriminator with

$$
\min_{\Theta_G, \Theta_T} \max_{\Theta_{adv}} \mathcal{L} = \mathbb{E}_{x \sim \mathcal{X}_{real}} \left[ \log D_{adv}(x) \right] \\
+ \mathbb{E}_{z \sim \mathcal{Z}, T \sim T} \left[ \log (1 - D_{adv}(G(z, t))) \right] \\
- \lambda \mathbb{E}_{z \sim \mathcal{Z}, t \sim T} \left[ \log P(D_T(G(z, t)) | t) \right],
$$

where $\lambda$ is the loss weight. $P(D_T(G(z, t)) | t)$ is the approximation distribution of $t'$ when knowing $t$. We maximize the mutual information [40] between $t$ and $t'$ to force the transformation learner and the transformation deployer to share as much information as possible. Here, we only apply the transformation learner onto synthesized samples since the semantic information contained in real samples is arbitrary under the unsupervised learning setting.

3.5 Transforming Images

After establishing the mapping from the image space to the transformation space, we are able to extract the semantic variation between any paired data and in turn use the discovered semantics to guide the synthesis process. More concretely, given an image pair $(x_A, x_B)$, we first use the transformation learner to project them onto the transformation space $T$ with $t'_A = D_T(x_A)$ and $t'_B = D_T(x_B)$. These two points $(t'_A, t'_B)$ define a transformation type $d_{AB} = t'_B - t'_A$. Then we can use the transformation deployer to transform any arbitrary sampled image $G(z, t)$, following $T(G(z, t)) = G(z, t + \gamma d_{AB})$. Here, $T(\cdot)$ and $\gamma$ denote the transforming operation and the transforming intensity step respectively.

3.6 Detailed Framework Structure

Fig. 3 illustrates the detailed architecture of TrGAN as well as the rerendering module. Recall that TrGAN introduces a novel transformation space $T$, which is shared by both the discriminator (transformation learner) and the generator (transformation deployer). In the generator which starts with a constant feature map [29], the transformation code $t \in T$, concatenated with a sampled latent code $z \in \mathcal{Z}$, is fed into each convolutional layer using Adaptive Instance Normalization (AdaIN) [9]. Here, we use an affine function $A(\cdot)$ to align the dimension of the combined code $(t, z)$ with the number of feature channels in a particular layer. In the discriminator which aims at differentiating real images from fake ones, two more convolutional layers as well as one more fully-connected layer follow each layer to project the synthesized image back to the transformation space and get $t'$. These additional convolutional layers and fully-connected layers refer to $D_T(\cdot)$.

4 Experiments

In this section, we conduct extensive experiments to demonstrate the effectiveness of TrGAN in learning image transformations. Before that, we first introduce the datasets used as well as the implementation details.

4.1 Experiment Settings

Datasets. In our experiments, we validate TrGAN on LSUN church [41], Light Compositing dataset [42], and a time-lapse natural scene dataset we manually collected from The Webcam Clip Art Dataset [43], AMOS [44] and YouTube videos. For each dataset, we hold out 10\% images as the test set. (i) LSUN dataset [41] is a large-scale scene image dataset consisting of 7 indoor scene categories and 3 outdoor scene categories. We choose the outdoor church, with 126k images in total, as the target set. (ii) Light Compositing dataset [42] contains 6 indoor scene categories: cafe, library, basket, house, sofas, and kitchen, with 112, 83, 129, 149, 32, 127 images respectively. In each scene (originally dark), the images are captured by a fixed camera with the scene partly lighted up by a moving light source. Here, we remove those fully lighted-up images. (iii) Time-lapse natural scene
dataset is manually collected by ourselves from The Webcam Clip Art Dataset [43], AMOS [44], and some YouTube videos. It contains more than 100k natural images with drastically varying appearances. Here, we shuffle these image sequences into independent images regardless of the temporal correlation.

**Implementation Details.** We adopt progressive training technique [28] to train our TrGAN, where the resolution progressively grows from $4 \times 4$ to $256 \times 256$. The transformation codes $\{t_k\}_{k=1}^K$ and the latent codes $\{z_k\}_{k=1}^K$ are injected into the generator from the $4 \times 4$ resolution layer to the $64 \times 64$ layer ($K = 5$). Each transformation code is a 4-D vector, sampled from a uniform distribution $U(-1, 1)$, while each latent code is a 32-D vector, subject to a normal distribution $\mathcal{N}(0, 1)$. We use Adam optimizer [45] to train both the generator and the discriminator. The learning rate starts from 0.001 and gradually increases to 0.002 with the resolution growing. The loss weight $\lambda$ is set to 1.0.

### 4.2 Learning Transformations

In this part, we validate the capability of TrGAN in learning underlying transformations from image collections. We first train models on the three datasets mentioned above and use the transformation learner to project a pair of images, which are not seen in the training process, onto the learned transformation space. We then adopt the extracted transformation to control the image synthesis, as described in Sec. 3.5, to see whether TrGAN can properly identify the variation between the inference image pair.

Fig. 4 shows the results with versatile transformations. We can tell that TrGAN can handle both the relatively small dataset (i.e., Light Compositing dataset [42]) and large-scale datasets (i.e., LSUN church dataset [41] and Time-lapse natural scene dataset) in a completely unsupervised learn-
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Fig. 5. Qualitative comparison between the transformation space and the latent space. (a) Transforming images by projecting the target image pair (left two columns) to the proposed transformation space and using it to manipulate the raw synthesis in black boxes. (b) Transforming images by inverting [36] the target pair of images to the latent space of conventional GANs and performing manipulation through vector arithmetic [46]. Samples in yellow boxes indicate the reconstruction results from the inverted codes.

ing manner. Besides, results reveal that TrGAN is able to adequately extract semantically meaningful transformations from the target pair and further apply them to smoothly transforming a third image accordingly. For example, TrGAN successfully captures the style-aware variations, such as “natural light” (from bright to dim), “season” (from summer to fall to winter), “light position” (from left to right), and “brightness” (gradually lighting up the scene from dark), as shown in Fig. 4. It is also able to identify the content-aware variations, such as “altering clouds” and “adding vegetation”, outperforming existing approaches that are particularly designed for style transfer [6], [10], [15], [47]. Such a large diversity of transformations are all learned without any annotations, benefiting from the novel transformation space. In this way, we can discover a great number of transformations from customized paired data with strong robustness.

Ablation on Transformation Space. As Radford et al. [46] has discovered the vector arithmetic property of the latent space of GANs, a straightforward baseline of TrGAN is using the latent space to replace the transformation space. In other words, given a target pair of images, we can project them to the native latent space with GAN inversion approaches [36], [37] and further adopt vector arithmetic for editing. Fig. 5 shows the qualitative comparison where TrGAN demonstrates significant improvement. For example, in the case of adding clouds, the manipulation in the latent space can only blur the sky part yet fail to alter the image contents reasonably. Also, in the second example of Fig. 5, the latent space does not support extracting the shape variation between the input pair. By contrast, after separating the transformation space from the latent space, TrGAN can put more effort into the learning of image transformations, with much stronger generalization ability.

Tab. 1 shows the quantitative comparison results. Here, we pick 10 image pairs as the target transformations. For each pair, we use the extracted transformation to manipulate 10 images by 5 steps. Then, we use Frechet Inception Distance (FID) [48] as the metric to measure the synthesis quality from each method. We also conduct a user study on the Amazon Mechanical Turk (AMT) platform to evaluate TrGAN against the baseline approach. Ten workers are asked two questions for each synthesis, i.e., (i) which method produces images more realistically, and (ii) which method transforms the images more semantically meaningfully. As suggested in Tab. 1, the novel transformation space is far more competitive than the vanilla latent space.

4.3 Real Image Editing

To enable real image editing with the transformation space, we propose a rerendering module on top of TrGAN.

Rerendering module. Our rerendering module follows an encoder-decoder architecture to edit a real image, which is organized in a multi-level manner, as shown in Fig. 3b. Different from most style transfer approaches [9], [10], [15], which require a style image as input to stylize the target image, our module is designed based on the proposed transformation space. More concretely, the rerendering module takes the multi-scale intermediate spatial feature maps (i.e., “multi-scale outputs” in Fig. 3) from the transformation deployer, which is explicitly controlled by the layer-wise transformation codes, as the inputs. These feature maps are all upsampled to the largest scale, and the first-level encoder will extract the “progressive features” \( \{ f_i \} \) from them, as shown in Fig. 3b. The encoder and decoder from
Fig. 6. **Transforming season and daylight of real images.** For each image group (top two rows and bottom two rows), the input pair is shown on the left, black boxes highlight the target real images, and transforming results are shown on the right. Our transformation goes beyond merely interpolating color tones. Instead, we can transform season and daylight semantically, i.e., yielding autumn between summer and winter, and producing dusk between morning and night.

Fig. 7. **Qualitative comparison with the style transfer alternatives.** For each example, the variation between the top left two images is applied to the target real image. Each row shows a sequence of varying images, indicating the gradual transforming process. From top to bottom: (a) Ground-truth sequence in the test set; (b) Reinhard et al. [11]; (c) Huang et al. [9]; (d) Li et al. [10]; (e) Ours. We beat other competitors, especially at the intermediate steps, by learning a more semantically meaningful transformation. Zoom in for details.

Each level are connected with a whitening function $P_c(\cdot)$ and a coloring function $P_{f_i}(\cdot)$ [10]. Here, the coloring function $P_{f_i}(\cdot)$ is based on an averaged feature map which averages all channels from $f_i$. Finally, the output from the last-level decoder will be smoothed with a smoothing operation $S(\cdot)$. The rerendering module is trained from scratch based on the pre-trained generator.

As shown in Fig. 6, our rerendering module can successfully transfer the season and daylight of real images based on the variations extracted from the reference pairs. More importantly, the transforming process is semantics-aware. For example, when altering an image from summer to winter, the learned transformation space can properly interpolate a point that corresponds to autumn, instead of simply interpolating color tones by weakening green to white. Similarly, when changing an image from morning to night, the space can produce dusk images, rather than merely interpolating the brightness of the image.

**Comparison with style transfer alternatives.** We compare our method with existing style transfer approaches, including Reinhard et al. [11], Huang et al. [9] and Li et al. [10]. For style transfer alternatives, we interpolate their style features for continuous transformation. Fig. 7 and Tab. 2 display the
Compositionality of the transformation space. Given two pairs of images \((x_A, x_B)\) and \((x_C, x_D)\), our transformation learner can project them onto the transformation space, getting \((t'_{AB}, t'_{BD})\) and \((t'_{CD}, t'_{DC})\). Here, we want to validate how the two transformation types \(d_{AB} = t'_{BD} - t'_{AB}\) and \(d_{CD} = t'_{DC} - t'_{CD}\) can be combined together for a fused image transformation. Fig. 8 gives two examples. We can tell that transformations learned by TrGAN are flexible for composition. Taking content editing as an example, we can add clouds and vegetation onto the image simultaneously, as shown in Fig. 8a. Besides, we can also modulate two style-aware factors \((i.e.,\) season and daylight\) at the same time, which is presented in Fig. 8b.

Disentanglement of the transformation space. Recall that both the transformation learner and the transformation deployer employ multi-scale transformation codes. In this part, we explore how the transformation space is organized across different layers. In Fig. 9, we show the results by altering the transformation codes along a certain direction but from different layers. It turns out that codes at different layers tend to control the lighting conditions of different areas.
Fig. 10. **Transformations discovered from unrelated image pairs.** On each row, the left two images are the target image pair that are not related to each other. The image sequence on the right shows the results by extracting the transformation from the reference pair and further utilizing it to transform images. The black boxes highlight the base images. We can see that TrGAN can adequately capture the variations of church shape and season from unrelated pairs, demonstrating the robustness of the learned transformation space.

Fig. 11. **Altering light position.** The input pair is shown on the left (light position from right to left) and transforming samples are on the right.

Fig. 12. **Adding clouds.** The input image pair is shown on the left and transforming samples are on the right.

layer brightens the bottom left area, while manipulation at the second layer lights up the top left part. Furthermore, jointly modulating the codes at these two layers can increase the brightness of the entire building on the left.

**Robustness of the transformation space.** Sometimes, the underlying variation is not easy to spot if the pair images are not vastly related, e.g., a summer picture and a winter picture that are taken at two different places. Here, we would like to evaluate whether TrGAN can handle such hard cases. As shown in Fig. 10, our model can still extract semantically meaningful transformations even if the input pair images are highly unrelated. For example, in Fig. 10a, our model can adequately discover the variations of the church shape as well as the camera angle from the reference pair. Similarly, in Fig. 10b, the season transformation can be well distilled from the target pair of images regardless of the context difference. These results verify the robustness of the learned transformation space and show that our method enables broader application scenarios.

### 4.5 More Image Transforming Results

In this section, we show more image transforming results using TrGAN. Recall that TrGAN is capable of extracting
Fig. 13. **Adding vegetation.** The input image pair is shown on the left and transforming samples are on the right.

Fig. 14. **Simultaneously adding clouds and vegetation.** Two independent image pairs (adding clouds, adding vegetation) are embedded to the transformation space and composed together to transform other images.

| TABLE 2 | Quantitative comparison between TrGAN and style transfer alternatives. |
|---------|-----------------------------------------------------------------------|
|         | FID | More realistic | More semantically meaningful |
| Reinhard et al. [11] | 22.78 | 27.0% | 11.0% |
| Huang et al. [9] | 43.66 | 4.0% | 3.0% |
| Li et al. [10] | 18.43 | 32.5% | 14.5% |
| TrGAN (ours) | 17.75 | 36.5% | 71.5% |

Robustness of the learned transformation space and showing that our method enables broader application scenarios.

5 **LIMITATION, DISCUSSION, AND FUTURE WORK**

We show that TrGAN can edit image synthesis with learned transformations in Fig. 4 and Fig. 5. In real-world applications, editing real images is more practical and challenging. To enable it, we have introduced a rerendering module to help transform styles (e.g., changing the season or daylight) of real images in Sec. 4.3. But for transformations beyond styles, such as object-related transformations (e.g., adding cloud or vegetation), currently TrGAN is not able to cope with them. One feasible solution in future work is to involve GAN inversion approaches, such as prior work [36], [37] that applies well-trained GANs for real image editing, to project the query image onto the original latent space \( Z \) and get \( z' \). Since we already have the transformation learner to extract the transformation code \( t' \) from it. We can use \((t', z')\) to well reconstruct the target image and further modulate \( t' \) for image transforming. Another is to re-design the rerendering module and make it applicable to image-to-image translation beyond color tones. This may require manually labelled paired data for training. Nevertheless, TrGAN still provides a very promising way to unsupervisedly learn the transformation from image pairs. It also points out a new direction in transforming images, where users can customize their own transformation pair with no need to re-train the model.
Additionally, during inference, TrGAN tends to extract the most prominent semantic transformation from the query pair if multiple semantic attributes are involved in the transformation, e.g., in Fig. 5 only the most prominent shape transformation instead of other minor transformations like color is captured and used for transforming. However, one huge advantage of our approach is that it supports customizing the transformation pair and also supports taking more than one transformation pairs as the inputs, as shown in Fig. 8. Hence, if the user wants to change the color as well, it is possible to take another pair of images, between which only color is different, as the reference. Indeed, being able to capture all potential semantic transformations from a given pair and further disentangle them into different directions is much more ideal, but this requires the transformation learning process to be disentangled. Currently our TrGAN cannot achieve the disentanglement, but we observe that the transformation codes regarding different layers tend to control different kinds of transformations, as specified in Sec. 4.4, which indicates that our well-organized transformation space has already served as a good starting point for the future development of disentangled transformation space.

Another interesting point we’ve not explored yet is to train TrGAN using a collection of unlabeled image sets from multiple domains. Can TrGAN learn domain-agnostic transformations from this diversified image collection and generalize to transforming images of unseen domains? We leave this as our future work.

6 Conclusion

In this paper, we present TrGAN to learn the underlying transformations from images in an unsupervised learning manner. Given an image pair, we can adequately extract the semantic variation between them and further apply it to guiding the synthesis. Experiment results demonstrate the composition property as well as the versatility of the proposed transformation space in TrGAN.
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