TIME-FREQUENCY ANALYSIS ON FLAT TORI AND GABOR FRAMES IN FINITE DIMENSIONS
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Abstract. We provide the foundations of a Hilbert space theory for the short-time Fourier transform (STFT) where the flat tori $T^2_N = \mathbb{R}^2 / (\mathbb{Z} \times N\mathbb{Z}) = [0,1] \times [0,N]$ act as phase spaces. We work on an $N$-dimensional subspace $S_N$ of distributions periodic in time and frequency in the dual $S'_0(\mathbb{R})$ of the Feichtinger algebra $S_0(\mathbb{R})$ and equip it with an inner product. To construct the Hilbert space $S_N$ we apply a suitable double periodization operator to $S'_0(\mathbb{R})$. On $S_N$, the STFT is applied as the usual STFT defined on $S'_0(\mathbb{R})$. This STFT is a continuous extension of the finite discrete Gabor transform from the lattice onto the entire flat torus. As such, sampling theorems on flat tori lead to Gabor frames in finite dimensions. For Gaussian windows, one is lead to spaces of analytic functions and the construction allows to prove a necessary and sufficient Nyquist rate type result, which is the analogue, for Gabor frames in finite dimensions, of a well known result of Lyubarskii and Seip-Wallstén for Gabor frames with Gaussian windows.

1. Introduction

The short-time Fourier transform (STFT) is the central instrument of time-frequency analysis. The most classical setting considers the analysis of functions $f$ with respect to windows $g$, both contained in $L^2(\mathbb{R})$, defined as

$$V_g f(x, \xi) = \int_{\mathbb{R}} f(t)g(t-x)e^{-2\pi i \xi t} dt = \langle f, M_\xi T_x g \rangle = \langle f, \pi(x, \xi) g \rangle,$$

where $T_x f(t) = f(t-x)$, $M_\xi f(t) = e^{2\pi i \xi t} f(t)$, and $\pi(x, \xi) = M_\xi T_x$ define the translation, modulation and time-frequency shift operators, respectively. By interpreting the brackets as a duality pairing, this definition also holds for pairs of test function and distribution spaces, like the Schwartz space and tempered distributions $S(\mathbb{R}), S'(\mathbb{R})$ \cite{11} and, in particular, the Feichtinger algebra $S_0(\mathbb{R})$ and its dual $S'_0(\mathbb{R})$ \cite{7}.

In this paper, we consider the STFT acting on the $N$-dimensional space $S_N$ of time and frequency periodic distributions in $S'_0(\mathbb{R})$, see definitions in Section 2 and \cite{10} Chapter 16.3] or \cite{4} Chapter 6]. This will lead to new phase spaces for the joint time and frequency values: the flat tori $T^2_N = [0,1] \times [0,N]$, providing, as
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we will show, a continuous extension of the coefficient space of the finite Gabor transform. The space \( S_N \) is isometrically isomorphic to \( \mathbb{C}^N \) equipped with the Euclidean norm and can similarly be obtained by sampling and periodization of \( S_0(\mathbb{R}) \) \[15\]. This connection implies that results for the STFT on \( S_N \) have implications for the discrete Gabor transform (DGT) on \( \mathbb{C}^N \) and vice-versa. However, we will demonstrate that the STFT on the distribution space \( S_N \), embedded into \( S'_0(\mathbb{R}) \) \[15\], has much stronger structural properties, similar to those enjoyed by the STFT on \( L^2(\mathbb{R}) \). As a continuous phase space extension of the DGT, the STFT on flat tori provides a natural way of defining off-the-grid values, offering flexibility in applications and the chance of using continuous variable methods in finite Gabor analysis. In the case of Gaussian windows, we obtain spaces of analytic functions. The resulting possibility of using analytic complex variable tools will allow us to prove a necessary and sufficient Nyquist rate type result for Gabor frames with Gaussian windows in finite dimensions, which can be seen as the finite-dimensional analogue of the celebrated result of Seip-Wallstén \[22\] and Lyubarskii \[17\] for Gabor frames with Gaussian windows. The sufficient condition provides theoretical support to numerical procedures for increasing grid resolution, due to the principle of stable reconstruction using frames above the Nyquist rate. As a step in the proof of the sufficient Nyquist rate, we show that the STFT of any signal in \( S_N \) with Gaussian window has exactly \( N \) zeros, thereby making precise and proving the claim in \[9\].

Our methods are innovative in the sense that they allow to obtain results for finite sequences merely as a byproduct of the theory on \( S_N \). But it must be noted that the relation between the continuous STFT and the discrete Gabor transform has been studied by several authors over the last 30 years, in particular by Janssen \[14\], and later by Kaiblinger \[15\] and Søndergaard \[24, 23\]. Where the works of Janssen and Søndergaard are concerned with the construction of discrete Gabor frames and dual windows from Gabor systems on \( S_0(\mathbb{R}) \), Kaiblinger’s work is concerned with finite dimensional approximation of dual windows for Gabor frames on \( S_0(\mathbb{R}) \).

The sampling-periodization duality of the Fourier transform, succinctly expressed in (generalizations of) Poisson’s summation formula and considered in many works, including \[2, 5, 13, 15\], is central to these contributions. In essence, the transition between \( S_0(\mathbb{R}) \) and \( \mathbb{C}^N \) is achieved by studying a composition of periodization operators \( P_1, P_2 \) on certain intervals with forward and inverse Fourier transforms \( F_1, F_2 \) as \( F_2 P_2 F_1 P_1 \). Here, \( F_1 \) is the Fourier transform of \( L^2(\mathbb{R}) \) of a finite interval and \( F_2^{-1} \) is the inverse discrete Fourier transform. From this angle, the central deviation of the present paper from these prior works is that we consider \( F_1 \) and \( F_2^{-1} \) to be distributional Fourier transforms on \( S'_0(\mathbb{R}) \), such that \( F_2^{-1} F_1 P_1 f, f \in S_0(\mathbb{R}) \), yields a doubly periodic distribution in \( S'_0(\mathbb{R}) \) instead of a finite sequence in \( \mathbb{C}^N \), enabling the subsequent application of the STFT on \( S'_0(\mathbb{R}) \) instead of the finite Gabor transform.

2. Overview

We consider functions, distributions, and finite sequences, denoted by lower case latin letters \( f, g \), greek letters \( \phi, \psi \), and sans font latin letters \( f, g \), respectively. For the latter, the discrete nature of the domain of \( f, g \) is emphasized by using square brackets for indexing, e.g. \( f[l] \). Operators are denoted by upper case letters
\(V, \Sigma\). Exceptions from this convention are time-frequency shifts \(\pi\), the Jacobi theta function \(\vartheta\), and the Fourier transform \(F\), for which we adopt established notation.

With the Gaussian window \(h_0(t) = e^{-\pi t^2}\), the Feichtinger algebra \(S_0(\mathbb{R})\) [6][12] is the space

\[S_0(\mathbb{R}) := \{f \in L^2(\mathbb{R}) : V_{h_0} f \in L^1(\mathbb{R}^2)\}\]

equipped with the norm

\[\|f\|_{S_0} := \int_{\mathbb{R}^2} |V_{h_0} f(x, \xi)| \, dx \, d\xi = \|V_{h_0} f\|_{L^1(\mathbb{R}^2)}.\]

We define the space \(S_N\) as the span of \(\{\epsilon_n\}_{n=0}^{N-1}\), the sequence of periodic delta trains [10]

\[\epsilon_n := \sum_{k \in \mathbb{Z}} \delta_{\frac{n}{N} + k} \subset S_0'(\mathbb{R}), \quad n = 0, ..., N - 1,\]

and will show that \(S_N\) can be characterized as the image of \(S_0(\mathbb{R})\) under the double periodization operator

\[\Sigma_N f := \sum_{k_1, k_2 \in \mathbb{Z}} M_{N} k_2 T_{k_1} f = \sum_{k_1, k_2 \in \mathbb{Z}} e^{2\pi i N k_2} \cdot f(x - k_1).\]

It can be directly observed that \(V_g(\Sigma_N f)\) is quasiperiodic, i.e.

\[V_g(\Sigma_N f)(x+1, \xi) = e^{-2\pi i \xi} V_g(\Sigma_N f)(x, \xi),\]

\[V_g(\Sigma_N f)(x, \xi + N) = V_g(\Sigma_N f)(x, \xi).\]

Thus, the phase spaces of \(V_g \circ \Sigma_N\) are the flat tori \(T^2_N = [0, 1] \times [0, N]\). As we will see, \(V_g \circ \Sigma_N : S_0(\mathbb{R}) \rightarrow L^2(T^2_N)\) and \(V_g : S_N \rightarrow L^2(T^2_N)\) have the same range in phase-space. It will often be convenient to jump from one to the other representation to simplify proofs.

The STFT on \(S_N\) naturally introduces the compact phase space \(T^2_N\) for time-frequency analysis on finite, \(N\)-dimensional Hilbert spaces. Thereby, it provides a continuous model that, by construction, eliminates the truncation, or alternatively aliasing, errors usually associated with the transition from the STFT on \(L^2(\mathbb{R})\) to numerical implementations by means of the finite Gabor transform. That is not to say that these errors are removed: They are instead separated from the continuous model to the double periodization operator \(\Sigma_N\), i.e., the mapping from \(S_0(\mathbb{R})\) onto \(S_N \subset S_0'(\mathbb{R})\).

As discussed in [14][15][23] in a slightly different formal framework, the composition \(V_g \circ \Sigma_N\) relates to the finite Gabor transform on \(\mathbb{C}^N\), defined as

\[V_g f[k, l] = \sum_{m=0}^{N-1} f[m] \overline{g[m - k]} e^{2\pi i (m \cdot l)/N}, \quad f, g \in \mathbb{C}^N,\]

We will show that \(V_g\) maps \(S_N\) into \(L^2(T^2_N)\) and that \(V_g\) can be viewed as a continuous extension of \(V_g : \mathbb{C}^N \rightarrow \mathbb{C}^{N \times N}\) to \(T^2_N\) in the sense of the following result.

**Theorem 1.** Let \(f, g \in S_0(\mathbb{R})\) and let \(f_N = P_N f, g_N = P_N g\), with the periodization operator

\[P_N : S_0(\mathbb{R}) \rightarrow \mathbb{C}^N, \quad \text{defined by} \quad f \mapsto \left(\sum_{j \in \mathbb{Z}} f(n/N - j)\right)_{n=0}^{N-1}.\]
Then, for $k,l \in 0,\ldots,N - 1$, 

$$V_g(\Sigma_N f) \left( \frac{k}{N},l \right) = N^{-1} \cdot V_{\delta_N f_N}[k,l].$$

Specifically, the finite discrete STFT can be obtained by sampling the phase space $T^2_N$ of the continuous STFT restricted to $S_N$ on the grid points $(k/N,l)$, providing a direct link between continuous and finite discrete time-frequency analysis.

Remark 2. We chose the periods $(1,N)$ in equation (3) for notational convenience. Any other pair $(c,d) \in \mathbb{R}^2_+$, with $cd = N$, leads to equivalent results on the phase space $\tilde{T}_N^2 = [0,c] \times [0,d]$. When studying the approximation of the STFT by finite Gabor transforms, as in [15], it is usually more convenient to consider the symmetric convention $(c,d) = (\sqrt{N},\sqrt{N})$, such that an increase in $N$ symmetrically expands the considered phase space area and the sampling density within.

We will study the Hilbert space properties of the map

$$V_g : S_N \to L^2(T^2_N),$$

and derive the Moyal-type orthogonality relation

$$\int_{T^2_N} V_{g_1} \varphi_1(x,\xi) V_{g_2} \varphi_2(x,\xi) dx d\xi = N \langle \varphi_1, \varphi_2 \rangle_{S_N} \langle g_2, g_1 \rangle_{L^2},$$

as well as inversion and reproducing formulas similar to those of the continuous STFT.

For the STFT with dilated Gaussian windows $h^\lambda_0(t) = e^{-\pi \lambda t^2}$ we will obtain a sampling theorem on the torus which leads to a full description of the frame set for finite Gabor frames with Gaussian windows in $\mathbb{C}^N$. The proof uses a Bargmann-type transform, (which up to a weight is the STFT with $h^\lambda_0$) whose action on the space $S_N$ has previously been considered in a slightly different form in [16]. Finally, combining the sampling theorem on the torus with Theorem 1, we are lead to the following full description of the frame set for finite Gabor expansions using a periodized, dilated Gaussian window. As far as we could check, this is a completely new result.

Theorem 3. Let $\lambda > 0$, $h^\lambda_N = P_N h^\lambda_0$, and $\{(j_k,l_k)\}_{k=1,\ldots,K}$ be a collection of distinct pairs of integers $j_k, l_k \in 0,\ldots,N - 1$. The following are equivalent:

1). The set $\{(j_k,l_k)\}_{k=1,\ldots,K}$ gives rise to a finite Gabor frame with window $h^\lambda_N$, i.e., there are constants $A,B > 0$ such that, for every $f \in \mathbb{C}^N$,

$$A \|f\|^2_{\mathbb{C}^N} \leq \sum_{k=1}^K \left| V_{h^\lambda_N} f[j_k,l_k] \right|^2 \leq B \|f\|^2_{\mathbb{C}^N}.$$

2). One of the three following conditions is satisfied:

(i) $N^2 \geq K \geq N + 1$,

(ii) $K = N$ is odd,

(iii) $K = N$ is even and $\sum_{k=1}^N (j_k,l_k) \notin NN^2$.

We emphasize that this result has been possible to prove only thanks to our Hilbert space theory for the STFT on flat tori, and that it strongly depends on the use of complex variable methods for almost periodic analytic functions. This reinforces the suggestion that time-frequency analysis on the torus provides a rich
theory which encompasses the theory of finite Gabor frames and leads to new insights, potential in applications and proof of results which were out of reach without the toric phase space.

The paper is organized as follows. Some required properties of the Hilbert space $S_N$ and the operator $\Sigma_N$ are presented in Section 3. Section 4 contains the proof of Theorem 1 above, explicit computations with dilated Gaussian windows $h_\lambda^N$, and derivations of the Moyal-type formula, together with the inversion and reproducing kernel formulas. In the last section, the window is specialized to be the Gaussian. The resulting Bargmann-type transform is defined, and several properties of its range space of entire functions with periodic constraints (a toric analogue of the Fock space) are studied in detail. All these properties are then used in the proof of the main result of the section: the sampling theorem on the torus. Finally, combining this result with Theorem 1, we derive a full characterization of finite Gabor frames with periodized and sampled Gaussian windows.

3. Properties of $S_N$ and $\Sigma_N$

3.1. The Hilbert space $S_N$ of time-frequency periodic distributions. The space $S_N$ appears in theoretical physics in coherent state approaches [4, 10]. By definition of $S_N$ it is clear that the family $\{\epsilon_n\}_{n=0}^{N-1}$ defined in (2) forms a basis. Therefore, expanding $\varphi, \psi \in S_N$ with respect to this basis

$$\varphi = \sum_{n=0}^{N-1} a_n \epsilon_n, \quad \psi = \sum_{n=0}^{N-1} b_n \epsilon_n,$$

we can define an inner product on $S_N$ by

$$\langle \varphi, \psi \rangle_{S_N} = \sum_{n=0}^{N-1} a_n \overline{b_n}.$$

Clearly, $S_N$ can be identified with $\mathbb{C}^N$ equipped with the standard inner product, and $\{\epsilon_n\}_{n=0}^{N-1}$ forms an orthonormal basis of $S_N$ as

$$\langle \epsilon_n, \epsilon_m \rangle_{S_N} = \delta_{n,m}.$$

Note that for every $\varphi \in S_N$

$$T_1 \varphi = \varphi, \quad \text{and} \quad M_N \varphi = \varphi. \tag{5}$$

Therefore, $S_N$ is a space of distributions that are periodic in time and frequency. Actually, $S_N$ contains all distributions in $S'_0(\mathbb{R})$ that satisfy (5), see [10] page 262, (16.12)].

3.2. The double periodization operator $\Sigma_N$. We formally define the double periodization operator as

$$f \mapsto \Sigma_N f = \sum_{k_1, k_2 \in \mathbb{Z}} M_{N k_2} T_{k_1} f.$$

The next lemma shows when and in which sense this object is well-defined.

Lemma 4. The operator $\Sigma_N$ is well-defined from $S_0(\mathbb{R})$ into $S'_0(\mathbb{R})$ with unconditional weak-* convergence in $S'_0(\mathbb{R})$. 

Proof: If \( f, g \in S_0(\mathbb{R}) \), then
\[
|V_g(\Sigma_N f)(x, \xi)| \leq \sum_{k_1, k_2 \in \mathbb{Z}} |e^{-2\pi i k_1 \xi} V_g f(x - k_1, \xi - Nk_2)|
\]
\[
\leq \sum_{k_1, k_2 \in \mathbb{Z}} |V_g(T_{-x} M_{-\xi} f)(k_1, Nk_2)|
\]
\[
\leq C \|T_{-x} M_{-\xi} f\|_{S_0} \|g\|_{S_0}
\]
\[
\leq C \|f\|_{S_0} \|g\|_{S_0} \leq \infty,
\]
by [1] Lemma 3.1.3 and Corollary 12.1.12. This implies that \( \Sigma_N f \in S_0'(\mathbb{R}) \) is well-defined. If we choose \( x = \xi = 0 \), then absolute weak-* convergence of the series in \( S_0'(\mathbb{R}) \) follows which in turn implies unconditional convergence. \( \square \)

As \( \Sigma_N f \) is periodic in time and frequency, we can expand it with respect to the orthonormal basis \( \{\epsilon_n\}_{n=0}^{N-1} \). In the next lemma, this expansion is obtained explicitly. We will also show that \( \Sigma_N \) is surjective as a mapping from \( S_0(\mathbb{R}) \) to \( S_N \). To do so, we need to define the periodization operator \( P f(t) = \sum_{k \in \mathbb{Z}} f(t - k) \).

Lemma 5. For every \( f \in S_0(\mathbb{R}) \)

\[
(6) \quad \Sigma_N f = \frac{1}{N} P f \cdot \sum_{k \in \mathbb{Z}} \delta_{\frac{k}{N}} = \frac{1}{N} \sum_{n=0}^{N-1} P f \left( \frac{n}{N} \right) \epsilon_n \in S_N,
\]

and

\[
(7) \quad \langle \Sigma_N f, g \rangle_{S_0' \times S_0} = \frac{1}{N} \sum_{n=0}^{N-1} P f \left( \frac{n}{N} \right) P g \left( \frac{n}{N} \right) = N \cdot \langle \Sigma f, \Sigma_N g \rangle_{S_N}.
\]

Moreover, \( \Sigma_N : S_0(\mathbb{R}) \to S_N \) is surjective.

Proof: Let \( f, g \in S_0(\mathbb{R}) \). Since the Poisson summation formula holds for functions in \( S_0(\mathbb{R}) \) (see e.g. [1] Corollary 12.1.5)), we have that the following equality holds in the distributional sense
\[
\sum_{k \in \mathbb{Z}} e^{2\pi i kN} t = \frac{1}{N} \sum_{k \in \mathbb{Z}} \delta_{\frac{k}{N}}(t) \in S_N.
\]
This shows that
\[
\Sigma_N f = \sum_{k \in \mathbb{Z}} M_{Nk} \sum_{t \in \mathbb{Z}} T_t f = \sum_{k \in \mathbb{Z}} M_{Nk} P f = \frac{1}{N} \sum_{k \in \mathbb{Z}} \delta_{\frac{k}{N}} P f
\]
with unconditional weak-* convergence in \( S_0'(\mathbb{R}) \). Hence,
\[
\langle \Sigma_N f, g \rangle_{S_0' \times S_0} = \frac{1}{N} \left\langle \sum_{k \in \mathbb{Z}} \delta_{\frac{k}{N}} P f, g \right\rangle_{S_0' \times S_0}.
\]

Let us write
\[
\sum_{k \in \mathbb{Z}} \delta_{\frac{k}{N}} = \sum_{n=0}^{N-1} \sum_{k \in \mathbb{Z}} \delta_{\frac{k}{N} + k} = \sum_{n=0}^{N-1} \epsilon_n
\]
where the change of summation order is justified by e.g. [11, Corollary 12.1.5].

Using the periodicity of \(Pf\) then yields

\[
\langle \Sigma N f, g \rangle_{S'_0 \times S_0} = \frac{1}{N} \sum_{n=0}^{N-1} \left( \sum_{k \in \mathbb{Z}} \delta_{\frac{n}{N} + k} Pf, g \right)_{S'_0 \times S_0} = \frac{1}{N} \sum_{n=0}^{N-1} Pf \left( \frac{n}{N} + k \right) g \left( \frac{n}{N} + k \right) = \frac{1}{N} \sum_{n=0}^{N-1} Pf \left( \frac{n}{N} \right) \sum_{k \in \mathbb{Z}} g \left( \frac{n}{N} + k \right)
\]

\[
= \frac{1}{N} \sum_{n=0}^{N-1} Pf \left( \frac{n}{N} \right) \langle \epsilon_n, g \rangle_{S'_0 \times S_0}.
\]

Hence, (6) holds. The first equality of (7) follows from the second to last equality above. Finally, the second equality of (7) results from combining (6) and the first equality of (7).

It thus remains to show that \(\Sigma_n : S_0(\mathbb{R}) \to S_N\) is surjective. By (6) it suffices to show that there exists a family of function \(f_n \in S_0(\mathbb{R}), n = 0, \ldots, N-1, \) satisfying \(Pf_n \left( \frac{k}{N} \right) = \delta_n(k), k = 0, \ldots, N-1.\) Such functions obviously exists. Take for instance \(f_n(t) := \text{sinc}(Nt-n) \cdot e^{-\pi(t-n/N)^2}\) which is even a Schwartz function. \(\square\)

4. Time-frequency analysis on flat tori

4.1. Basic properties of \(V_g\) on \(S_N.\) The STFT defined on \(S_N\) is, as we we subsequently show, closely connected to the Zak transform which is defined as

\[
Zf(x, \xi) = \sum_{k \in \mathbb{Z}} f(x-k)e^{2\pi ik\xi}.
\]

For later reference we state here some elementary facts about the Zak transform (see e.g. [11]):

Quasiperiodicity:

\[
Zf(x, \xi + k) = Zf(x, \xi), \quad \text{and} \quad Zf(x+k, \xi) = e^{2\pi ik\xi}Zf(x, \xi),
\]

Action on time-frequency shifts:

\[
Z(\mathbf{M}_\omega \mathbf{T}_y f)(x, \xi) = e^{2\pi i \omega y}Zf(x-y, \xi - \omega),
\]

Unitarity: for \(f_1, f_2 \in L^2(\mathbb{R})\) it holds

\[
\int_0^1 \int_0^1 Zf_1(x, \xi)Zf_2(x, \bar{\xi})dxd\xi = \langle f_1, f_2 \rangle_{L^2}.
\]

Lemma 6. Let \(f, g \in S_0(\mathbb{R})\) and \(\varphi \in S_N.\) Then

\[
V_g(\Sigma N f)(x, \xi) = \sum_{n=0}^{N-1} Pf \left( \frac{n}{N} \right) e^{-2\pi i \frac{n}{N} \varphi} Zg \left( \frac{n}{N} - x, \xi \right),
\]
and for \( \varphi = \sum_{n=1}^{N} a_n \epsilon_n \)

\[
V_g \varphi(x, \xi) = \sum_{n=0}^{N-1} a_n e^{-2\pi i \xi \frac{n}{N}} Z_g \left( \frac{n}{N} - x, \xi \right).
\]

**Proof:** First, let us compute the STFT of the basis functions \( \epsilon_n \)

\[
V_g \epsilon_n(x, \xi) = \langle \epsilon_n, M_{\xi} T_{x} g \rangle_{S_0^* \times S_0} = \sum_{k \in \mathbb{Z}} \langle \delta_{\frac{n}{N} + k}, M_{\xi} T_{x} g \rangle_{S_0^* \times S_0} \]

\[
= \sum_{k \in \mathbb{Z}} g \left( \frac{n}{N} + k - x \right) e^{-2\pi i \xi \left( \frac{n}{N} + k \right)} = e^{-2\pi i \xi \frac{n}{N}} Z_g \left( \frac{n}{N} - x, \xi \right),
\]

For general \( \varphi = \sum_{n=0}^{N-1} a_n \epsilon_n \in S_N \) one thus gets (12). Applying \( V_g \) to (6) from Lemma 5 gives

\[
V_g (\Sigma_N f)(x, \xi) = \frac{1}{N} \sum_{n=0}^{N-1} P f \left( \frac{n}{N} \right) V_g \epsilon_n(x, \xi)
\]

which combined with (13) yields (11).

With these basic observations, it is now straightforward to show Theorem 1. For convenience, we repeat the statement here.

**Theorem 1.** Let \( f, g \in S_0(\mathbb{R}) \) and let \( f_N = P_N f, g_N = P_N g \). Then, for \( l, k \in 0, \ldots, N-1 \),

\[
V_g (\Sigma_N f) \left( \frac{k}{N}, l \right) = N^{-1} \cdot V_{g_N} f_N[k, l].
\]

**Proof:** Setting \( \xi = l \in 0, \ldots, N-1 \) and \( x = \frac{k}{N}, k \in 0, \ldots, N-1 \), yields

\[
V_g (\Sigma_N f) \left( \frac{k}{N}, l \right) = \frac{1}{N} \sum_{n=0}^{N-1} P f \left( \frac{n}{N} \right) e^{-2\pi i \xi \frac{n}{N}} Z_g \left( \frac{n - k}{N}, l \right)
\]

\[
= \frac{1}{N} \sum_{n=0}^{N-1} P f \left( \frac{n}{N} \right) e^{-2\pi i \xi \frac{n}{N}} P g \left( \frac{n - k}{N} \right)
\]

This shows that by definition of the finite Gabor transform

\[
V_g (\Sigma_N f) \left( \frac{k}{N}, l \right) = \frac{1}{N} V_{g_N} f_N[k, l].
\]

\[\blacksquare\]

4.2. Moyal-type and inversion formulas for the STFT on flat tori. One of the most fundamental identities in time-frequency analysis is Moyal’s formula ensuring that the STFT is an isometry from \( L^2(\mathbb{R}) \) to \( L^2(\mathbb{R}^2) \)

\[
\int_{\mathbb{R}^2} V_{g_1} f_1(x, \xi) \overline{V_{g_2} f_2(x, \xi)} dx d\xi = \langle f_1, f_2 \rangle_{L^2} \langle g_2, g_1 \rangle_{L^2}, \quad f_1, f_2, g_1, g_2 \in L^2(\mathbb{R}).
\]

We will now show the toric equivalent of this identity ensuring that the STFT on the flat tori is a multiple of an isometry.
Theorem 7. If \( \varphi_1, \varphi_2 \in S_N \), and \( g_1, g_2 \in S_0(\mathbb{R}) \), then

\[
\int_{\mathbb{T}_N^2} V_{g_1} \varphi_1(x, \xi) V_{g_2} \varphi_2(x, \xi) dxd\xi = N \langle \varphi_1, \varphi_2 \rangle_{S_N} \langle g_2, g_1 \rangle_{L^2}.
\]

Proof: For \( \varphi_1 = \sum_{n=0}^{N-1} a_n \epsilon_n \), and \( \varphi_2 = \sum_{n=0}^{N-1} b_n \epsilon_n \), we use Lemma 6 and the periodicity of the Zak transform in the frequency variable \( \xi \) to obtain

\[
\int_{\mathbb{T}_N^2} V_{g_1} \varphi_1(x, \xi) V_{g_2} \varphi_2(x, \xi) dxd\xi
= \left( \sum_{n=0}^{N-1} a_n \overline{b_k} e^{-2\pi i \frac{n-k}{N}} \right) \int_{\mathbb{T}_N^2} \left| \mathcal{Z}_{g_1} \left( \frac{n}{N} - x, \xi \right) \mathcal{Z}_{g_2} \left( \frac{k}{N} - x, \xi \right) \right|^2 dxd\xi.
\]

Using \( \mathcal{Z}_{g_1} \left( \frac{n}{N} - x, \xi \right) \mathcal{Z}_{g_2} \left( \frac{k}{N} - x, \xi \right) \) we obtain the final equality. Applying consecutively (9), (8) and (10) to the integral above yields

\[
\int_{\mathbb{T}_N^2} \left| \mathcal{Z}_{g_1} \left( \frac{n}{N} - x, \xi \right) \mathcal{Z}_{g_2} \left( \frac{k}{N} - x, \xi \right) \right|^2 dxd\xi
= \int_{\mathbb{T}_N^2} \left| \mathcal{Z}(T_{-\frac{n}{N}} g_1) \right|^2 dxd\xi
= \int_{\mathbb{T}_N^2} \left| \mathcal{Z}(T_{-\frac{k}{N}} g_2) \right|^2 dxd\xi
= \int_{\mathbb{T}_N^2} \left| \mathcal{Z}(T_{-\frac{n}{N}} g_1, T_{-\frac{k}{N}} g_2) \right| dxd\xi
= \langle g_2, g_1 \rangle_{L^2},
\]

which concludes the proof. \qed

Remark 8. Using (7) we thus have shown that \( \{ \Sigma_N(\pi(x, \xi)g) \}_{(x, \xi) \in \mathbb{T}_N^2} \) is a continuous tight frame for \( S_N \).

From Theorem 7 and (7) we can now derive two inversion formulas.
Theorem 9. Let \( g \in S_0(\mathbb{R}) \setminus \{0\} \). For every \( \varphi \in S_N \) and every \( f \in S_0(\mathbb{R}) \), it holds
\[
\varphi = \frac{1}{N||g||_2^2} \sum_{n=0}^{N-1} \left( \int_{\mathbb{T}_N^2} V_g \varphi(x, \xi) e^{2\pi i \xi \xi} Z_g \left( \frac{n}{N} - x, -\xi \right) dx d\xi \right) \epsilon_n,
\]
and
\[
\Sigma_N f = \frac{1}{||g||_2^2} \int_{\mathbb{T}_N^2} V_g(\Sigma_N f)(x, \xi) \Sigma_N(\pi(x, \xi) g) dx d\xi,
\]
where the integral is understood in the weak-\(^*\) sense.

Proof: Let \( \varphi = \sum_{n=0}^{N-1} a_n \epsilon_n \). Then by Theorem 7 we know
\[
a_n = \langle \varphi, \epsilon_n \rangle_{S_N} = \frac{1}{N||g||_2^2} \int_{\mathbb{T}_N^2} V_g \varphi(x, \xi) e^{2\pi i \xi \xi} Z_g \left( \frac{n}{N} - x, -\xi \right) dx d\xi
\]

\[
= \frac{1}{N||g||_2^2} \int_{\mathbb{T}_N^2} V_g \varphi(x, \xi) e^{2\pi i \xi \xi} Z_g \left( \frac{n}{N} - x, -\xi \right) dx d\xi
\]

\[
= \frac{1}{N||g||_2^2} \int_{\mathbb{T}_N^2} V_g \varphi(x, \xi) e^{2\pi i \xi \xi} Z_g \left( \frac{n}{N} - x, -\xi \right) dx d\xi,
\]
where we used (12) and the fact that \( Z_g(x, \xi) = Z_g(x, -\xi) \). To show the second identity we first observe that \( \Sigma_N \) satisfies
\[
\langle \Sigma_N f, g \rangle_{S_0^* \times S_0} = \langle f, \Sigma_N g \rangle_{S_0 \times S_0}, \quad f, g \in S_0(\mathbb{R}).
\]
Let \( f, h \in S_0(\mathbb{R}) \). The result thus follows from [7] and [14] as
\[
\langle \Sigma_N f, h \rangle_{S_0^* \times S_0} = \frac{1}{||g||_2^2} \int_{\mathbb{T}_N^2} V_g(\Sigma_N f)(x, \xi) \langle \pi(x, \xi) g, \Sigma_N h \rangle_{S_0 \times S_0} dx d\xi
\]

\[
= \frac{1}{||g||_2^2} \int_{\mathbb{T}_N^2} V_g(\Sigma_N f)(x, \xi) \langle \pi(x, \xi) g, h \rangle_{S_0^* \times S_0} dx d\xi.
\]

Remark 10. Note that coorbit theory [7, 8] also guarantees an inversion of the short-time Fourier transform on \( S_0^*(\mathbb{R}) \) as \( V_g^* V_g = ||g||^2 I_{S_0^*} \). The benefit of our point of view is however that the coefficients in [13] can directly be calculated without resorting to weakly defined integrals.

4.3. Reproducing kernel. We now prove that the range of the STFT restricted to \( S_N \) is an \( N \)-dimensional reproducing kernel Hilbert space (RKHS) of \( L^2(\mathbb{T}_N^2) \) and give several expressions for its reproducing kernel.

Proposition 11. The space \( V_g(S_N) \subset L^2(\mathbb{T}_N^2) \) is a RKHS and its kernel is given by
\[
K_g((x', \xi'), (x, \xi)) = \frac{1}{N||g||_2^2} \sum_{n=0}^{N-1} e^{2\pi i (\xi - \xi') \cdot \xi} Z_g \left( \frac{n}{N} - x, -\xi \right) Z_g \left( \frac{n}{N} - x', -\xi' \right)
\]

\[
= \frac{1}{||g||_2^2} \langle \Sigma_N(\pi(x, \xi) g), \Sigma_N(\pi(x', \xi') g) \rangle_{S_N}
\]

\[
= \frac{1}{||g||_2^2} \sum_{k_1, k_2 \in \mathbb{Z}} e^{-2\pi i k_1 \xi \cdot \xi} \langle \pi(x + k_1, \xi + Nk_2) g, \pi(x', \xi') g \rangle_{L^2}.
\]
Proof: Using consecutively \cite{12}, Cauchy-Schwarz inequality, \cite{11} Lemma 8.2.1 and \cite{14} yields

\[
|V_\varphi(x, \xi)| \leq \|\varphi\|_{S_N} \left( \sum_{n=0}^{N-1} \left| \int T_N Z_g \left( \frac{n}{N} - x, -\xi \right) d\xi \right|^2 \right)^{1/2} \\
\leq \|\varphi\|_{S_N} \sqrt{N} \|Z_g\|_\infty = \|Z_g\|_\infty \|V_\varphi\|_{L^2(T_N)},
\]
meaning that point evaluation is continuous and $V_\varphi(S_N)$ is a RKHS.

By Theorem \cite{9} and Lemma \cite{6} it follows

\[
V_\varphi(x', \xi') = \frac{1}{\|g\|_2} \sum_{n=0}^{N-1} \int T_N V_\varphi(x, \xi) e^{2\pi i \xi^\top Z_g \left( \frac{n}{N} - x, -\xi \right)} V_\varphi(x_n, \xi) d\xi
\]

as well as by \cite{16} and \cite{7}.

\[
V_g(\Sigma_N f)(x', \xi') = \frac{1}{\|g\|_2} \int T_N V_g \Sigma_N f(x, \xi) \langle \Sigma_N (\pi(x, \xi) g), \pi(x', \xi') g \rangle_{S_0(\mathbb{R}) \times S_0(\mathbb{R})} d\xi
\]

Therefore, the first two identities of \cite{17} hold. Moreover,

\[
K_g ((x', \xi'), (x, \xi)) = \frac{N}{\|g\|_2} \langle \Sigma_N (\pi(x, \xi) g), \Sigma_N (\pi(x', \xi') g) \rangle_{S_N}
\]

\[
= \frac{1}{\|g\|_2} \langle \Sigma_N (\pi(x, \xi) g), \pi(x', \xi') g \rangle_{S_0 \times S_0}
\]

\[
= \frac{1}{\|g\|_2} \sum_{k_1, k_2 \in \mathbb{Z}} e^{-2\pi i k_1 \xi} \langle \pi(x + k_1, \xi + N k_2) g, \pi(x', \xi') g \rangle_{L^2}.
\]

\[\square\]

4.4. Examples of the STFT on flat tori. In this section, we consider explicit calculations of the objects discussed in the previous sections using the non-normalized dilated Gaussian

$h_0^\lambda(t) := e^{-\pi \lambda^2 t^2}, \quad \lambda > 0$.

The reason we introduce the additional dilation is that, having the connection to finite Gabor systems (Theorem \cite{1}) in mind, we would like to impose a certain degree of localization of $P h_0^\lambda$. This is only guaranteed if $\lambda > 0$ is chosen large enough, see Figure \cite{1}.

Following \cite{12}, the STFT of a basis function $\epsilon_n$ is given by

\[
V_{h_0^\lambda} \epsilon_n(x, \xi) = e^{-2\pi i \xi^\top Z_h \left( \frac{n}{N} - x, \xi \right)}
\]

\[
= e^{-2\pi i \xi^\top \xi} \sum_{k \in \mathbb{Z}} e^{-\pi \lambda (x - k)^2} e^{2\pi i \xi k}
\]
from which we deduce the third equation of \((17)\) is the most convenient representation of the kernel. Let us write

\[
K_{\lambda,N}(z) = \sum_{k \in \mathbb{Z}} e^{-\pi \lambda z^2} e^{2\pi i k (\xi x - \lambda x - \frac{x}{N})}
\]

\[(18)\]

where \(z_\lambda := \lambda x + i \xi\) and the Jacobi theta function \(\vartheta\) is defined as

\[
\vartheta(z, \tau) := \sum_{k \in \mathbb{Z}} e^{\pi i k^2 \tau + 2\pi i k z}, \quad \text{Im}(\tau) > 0.
\]

Moreover, we explicitly calculate the reproducing kernel \(K_{\lambda,N}(\cdot, \cdot)\). For this purpose, the third equation of \([17]\) is the most convenient representation of the kernel. Let us write \(w_\lambda = \lambda x' + i \xi'\). By \([11, \text{Lemma 1.5.2}]\)

\[
\langle \pi(x, \xi)h_0^\lambda, \pi(x', \xi')h_0^\lambda \rangle = (2\lambda)^{-\frac{1}{2}} e^{\pi i (\xi - \xi')(x + x')} e^{-\frac{\pi}{2} \lambda (x-x')^2 + \frac{\pi}{2} (\xi - \xi')^2},
\]

from which we deduce

\[
K_{h_0^\lambda}(u_\lambda, z_\lambda) = \frac{1}{\|h_0^\lambda\|^2} \sum_{k_1, k_2 \in \mathbb{Z}} e^{\pi i k_1 \xi} \langle \pi(x + k_1, \xi + N k_2)h_0^\lambda, \pi(x', \xi')h_0^\lambda \rangle
\]

\[
= e^{\pi i (\xi - \xi')(x + x')} \sum_{k_1, k_2 \in \mathbb{Z}} e^{\frac{\pi}{2} \lambda (x-x')^2 + \frac{\pi}{2} (\xi - \xi')^2} \sum_{k_1 \in \mathbb{Z}} e^{-\pi k_1 (\lambda (x-x') + i (\xi - \xi')) - \frac{\pi k_1^2}{2}}
\]

\[
\sum_{k_2 \in \mathbb{Z}} e^{\frac{\pi N^2 k_2^2}{2 N}} e^{\vartheta(z_\lambda + w_\lambda)^2} \vartheta \left( \frac{z_\lambda - \overline{w_\lambda}}{2}, \frac{i \lambda}{2} \right) \vartheta \left( \frac{(z_\lambda + \overline{w_\lambda})N}{2 \lambda}, \frac{i N^2}{2 \lambda} \right).
\]

5. A Bargmann-type transform and finite Gabor Frames

Given \(\varphi = \sum_{n=0}^{N-1} a_n \epsilon_n \in S_N\) we can define a Bargmann-type transform by

\[
B_{(\lambda, N)} \varphi(z) = \langle h_0^\lambda, \pi(z + i \xi) e^{\pi x^2/\lambda} \rangle, \quad z = x + i \xi,
\]

or equivalently using \([18]\)

\[
B_{(\lambda, N)} \varphi(z) = \sum_{n=0}^{N-1} a_n e^{-\pi \lambda (\frac{z}{\lambda})^2} e^{2\pi i \frac{z}{\lambda}} \vartheta \left( i \left( z - \lambda \frac{n}{N} \right), i \lambda \right).
\]
By the quasi-periodicity of $V_{h_0} \varphi$, we then get that
\[(19)\quad B_{(\lambda,N)} \varphi(z + \lambda n) = e^{\pi \lambda n^2 + 2\pi z n} B_{(\lambda,N)} \varphi(z), \quad n \in \mathbb{Z},\]
as well as
\[(20)\quad B_{(\lambda,N)} \varphi(z + i N m) = B_{(\lambda,N)} \varphi(z), \quad m \in \mathbb{Z}.\]
This can also be derived using the quasi-periodicity of the Jacobi theta function
\[(21)\quad \vartheta(z + n + \tau m, \tau) = e^{-\pi \tau m^2} e^{-2\pi i m z} \vartheta(z, \tau), \quad n, m \in \mathbb{Z}.\]

We will now show that the range of the Bargmann-type transform $B_{(\lambda,N)}$ is precisely the space of analytic functions satisfying (19) and (20). This follows from the following result.

**Lemma 12.** The space of entire functions satisfying the periodicity conditions (19) and (20) is $N$-dimensional. Thus, any such function $F$ can be written as the linear combination of $N$ orthogonal functions
\[F(z) = \sum_{n=0}^{N-1} a_n e^{-\pi \lambda (\frac{n}{N})^2} e^{2\pi z \frac{n}{N}} \vartheta \left( i \left( z - \lambda \frac{n}{N} \right), i \lambda \right), \quad n \in \mathbb{Z},\]
and $F(z) = B_{(\lambda,N)} \varphi(z)$, for some $\varphi = \sum_{n=0}^{N-1} a_n \epsilon_n$.

**Proof:** Let $F$ be analytic and satisfy (19) and (20). Since $F$ is $N$-periodic with respect to purely imaginary shifts, we can write $F$ as a Fourier series
\[F(z) = \sum_{k \in \mathbb{Z}} c_k e^{2\pi k z / N}.\]
Plugging this expression into (19) yields
\[\sum_{k \in \mathbb{Z}} c_k e^{2\pi (z + \lambda n)/N} = e^{\pi \lambda n^2 + 2\pi z n} \sum_{k \in \mathbb{Z}} c_k e^{2\pi k z / N} = e^{\pi \lambda n^2} e^{2\pi (k + n N) z / N} \sum_{k \in \mathbb{Z}} c_k e^{\frac{2\pi k z}{N}},\]
which shows that the coefficients $c_k$ satisfy
\[(22)\quad c_{k+nN} = c_k e^{-\pi \lambda (n^2 + 2kn / N)}, \quad k \in \{0, \ldots, N-1\}, \quad n \in \mathbb{Z}.\]

There are therefore exactly $N$ coefficients $c_0, \ldots, c_{N-1}$ that can be chosen freely and the other coefficients are determined by (22). The orthogonality of the functions
\[e^{-\pi \lambda (\frac{n}{N})^2} e^{2\pi z \frac{n}{N}} \vartheta \left( i \left( z - \lambda \frac{n}{N} \right), i \lambda \right) = V_{h_0} \epsilon_n \left( \frac{z}{\lambda}, -\xi \right) e^{\pi x^2 / \lambda}\]
follows from $\langle \epsilon_n, \epsilon_m \rangle_{S_N} = \delta_{n,m}$ and Moyal’s formula (14).

The periodicity conditions (19) and (20) will also allow us to count the number of zeros of $B_{(\lambda,N)} \varphi$ in the torus $T_{\lambda,N}^2 := \mathbb{R}^2 / (\mathbb{Z} \times N \mathbb{Z})$, which coincides with the number or zeros of $V_{h_0} \varphi$ in $T_N^2$, and to obtain a constraint these zeros must satisfy. Our arguments are inspired by [16].
Proposition 13. Let $\varphi \in S_N \backslash \{0\}$. The function $B_{(\lambda,N)}\varphi$ has exactly $N$ zeros (counted with their multiplicities) on the torus $\mathbb{T}_{\lambda,N}^2$. Moreover, the $N$ zeros $z_1, \ldots, z_N \in \mathbb{T}_{\lambda,N}^2$ satisfy

$$\sum_{k=1}^N z_k = N\lambda + N\pi i \left( \frac{N^2}{2} + Nm \right), \quad \text{for some } n, m \in \mathbb{Z}.$$  

Proof: Let the curve $\Gamma = \partial \mathbb{T}_{\lambda,N}^2$ be positively oriented and assume for now that $\Gamma$ contains no zero of $B_{(\lambda,N)}\varphi$. As $B_{(\lambda,N)}\varphi$ is an analytic function on $\mathbb{C}$, it follows by Cauchy’s argument principle (see, e.g. [1, Sec. 5.2]) that the number of zeros of $B_{(\lambda,N)}\varphi$ (counted with their multiplicities) is given by

$$\frac{1}{2\pi i} \int_{\Gamma} \left( \frac{B_{(\lambda,N)}\varphi'(t)}{B_{(\lambda,N)}\varphi(t)} \right) d\gamma = \frac{1}{2\pi i} \left[ \int_0^\lambda \frac{(B_{(\lambda,N)}\varphi'(t))}{B_{(\lambda,N)}\varphi(t)} dt + i \int_0^N \frac{(B_{(\lambda,N)}\varphi'(\lambda + it))}{B_{(\lambda,N)}\varphi(\lambda + it)} dt \right. \right.$$

$$- \left. \int_0^\lambda \frac{(B_{(\lambda,N)}\varphi'(t + iN))}{B_{(\lambda,N)}\varphi(t + iN)} dt - i \int_0^N \frac{(B_{(\lambda,N)}\varphi'(it))}{B_{(\lambda,N)}\varphi(it)} dt \right] \right. $$

$$= \frac{1}{2\pi} \frac{1}{2\pi} \left[ \int_0^N \frac{(B_{(\lambda,N)}\varphi'(\lambda + it))}{B_{(\lambda,N)}\varphi(\lambda + it)} dt - \int_0^N \frac{(B_{(\lambda,N)}\varphi'(it))}{B_{(\lambda,N)}\varphi(it)} dt \right] = \frac{1}{2\pi} \int_0^N 2\pi dt = N.$$  

Let $z_1, \ldots, z_N$ be the $N$ zeros of $B_{(\lambda,N)}\varphi$. Then, using again (19) and Cauchy’s argument principle (see, e.g. [1, Sec. 5.2, (49)]) , we get with $id : \mathbb{C} \to \mathbb{C}, z \mapsto z$

$$\sum_{k=1}^N z_k = \frac{1}{2\pi i} \int_{\Gamma} id \cdot \left( \frac{B_{(\lambda,N)}\varphi'}{B_{(\lambda,N)}\varphi} \right) d\gamma$$

$$= \frac{1}{2\pi i} \left[ \int_0^\lambda \frac{t(B_{(\lambda,N)}\varphi'(t))}{B_{(\lambda,N)}\varphi(t)} dt + i \int_0^N (\lambda + it) \frac{B_{(\lambda,N)}\varphi'(\lambda + it)}{B_{(\lambda,N)}\varphi(\lambda + it)} dt \right. \right.$$

$$- \left. \int_0^\lambda \frac{t + iN}{B_{(\lambda,N)}\varphi(t + iN)} dt - i \int_0^N \frac{it(B_{(\lambda,N)}\varphi'(it))}{B_{(\lambda,N)}\varphi(it)} dt \right] \right. $$

$$= \frac{1}{2\pi} \left[ - \int_0^N \frac{t(B_{(\lambda,N)}\varphi'(t))}{B_{(\lambda,N)}\varphi(t)} dt - \int_0^N \frac{it(B_{(\lambda,N)}\varphi'(it))}{B_{(\lambda,N)}\varphi(it)} dt \right. + \right.$$

$$\left. \int_0^N (\lambda + it) \frac{B_{(\lambda,N)}\varphi'(\lambda + it)}{B_{(\lambda,N)}\varphi(it)} dt \right] \right. $$

$$= \frac{1}{2\pi} \left[ - \int_0^N \frac{t(B_{(\lambda,N)}\varphi'(t))}{B_{(\lambda,N)}\varphi(t)} dt - \int_0^N \frac{it(B_{(\lambda,N)}\varphi'(it))}{B_{(\lambda,N)}\varphi(it)} dt \right. + \right.$$

$$\left. \int_0^N (\lambda + it) \frac{B_{(\lambda,N)}\varphi'(\lambda + it)}{B_{(\lambda,N)}\varphi(it)} dt \right]$$
\[ \int_0^N (\lambda + it) \left( \frac{2\pi B(\lambda, N) \varphi(it) + (B(\lambda, N))'(it)}{B(\lambda, N) \varphi(it)} \right) dt \]

\[ = \frac{1}{2\pi} \left[ \lambda \int_0^N \frac{(B(\lambda, N))'(it)}{B(\lambda, N) \varphi(it)} dt - N \int_0^\lambda \frac{(B(\lambda, N))'(t)}{B(\lambda, N) \varphi(t)} dt + 2\pi \int_0^N (\lambda + it) dt \right]. \]

Let us now think of \( t \mapsto B(\lambda, N) \varphi(t) \) as a parametrization of the curve \( \Gamma_1 = \{ B(\lambda, N) \varphi(t) \} \in [0, \lambda] \), i.e.

\[ \int_0^\lambda \frac{(B(\lambda, N))'(t)}{B(\lambda, N) \varphi(t)} dt = \int_{\Gamma_1} \frac{1}{z} d\gamma. \]

Let \( \Gamma_2 = \{ B(\lambda, N) \varphi(0)(e^{\pi \lambda(1 - t)} + t) \} \in [0, 1] \) be the line segment that connects the endpoints of \( \Gamma_1 \). Therefore, \( \Gamma_0 = \Gamma_1 \cup \Gamma_2 \) is a closed continuous curve. By the residue theorem, it follows that

\[ \int_{\Gamma_0} \frac{1}{z} d\gamma = 2\pi i k, \]

for some \( k \in \mathbb{Z} \). Therefore

\[ \int_0^\lambda \frac{(B(\lambda, N))'(t)}{B(\lambda, N) \varphi(t)} dt = - \int_{\Gamma_2} \frac{1}{z} d\gamma + 2\pi i k = \int_0^1 \frac{e^{\pi \lambda} - 1}{e^{\pi \lambda} - t(e^{\pi \lambda} - 1)} dt + 2\pi i k \]

\[ = \int_0^{e^{\pi \lambda} - 1} \frac{1}{t} dt + 2\pi i k = \int_1^{e^{\pi \lambda}} \frac{1}{t} dt + 2\pi i k = \pi \lambda + 2\pi i k. \]

Similarly, \( \Gamma_3 = \{ B(\lambda, N) \varphi(it) \} \in [0, N] \) is a closed and continuous curve. Let \( n \in \mathbb{Z} \) be the winding number of \( \Gamma_3 \) around the origin. Then

\[ \int_0^N \frac{(B(\lambda, N))'(it)}{B(\lambda, N) \varphi(it)} dt = -i \int_{\Gamma_3} \frac{1}{z} d\gamma = 2\pi n. \]

Thus,

\[ \sum_{k=1}^N z_k = \frac{1}{2\pi} \left[ 2\pi \lambda n - \pi \lambda N - 2\pi i Nk + 2\pi \lambda N + \pi i N^2 \right] \]

\[ = \frac{N \lambda}{2} + \lambda n + i \left( \frac{N^2}{2} + Nk \right), \quad k, n \in \mathbb{Z}. \]

Finally, if \( \Gamma \) contains at least one zero of \( B(\lambda, N) \varphi \), then there exists \( z^* \in \mathbb{C} \) such that \( z^* + \Gamma \) does not contain any zero as every nonzero analytic function can only have finitely many zeros on any compact set. The previous arguments can then be repeated for the curve \( z^* + \Gamma \) yielding the same number of zeros which are constrained by the same condition. \( \square \)

The next result is a full characterization of frames obtained from the STFT on \( S_N \) with Gaussian windows via sampling points in \( T_N^2 \).

**Theorem 14.** Let \( \lambda > 0 \), and \( z_1, \ldots, z_K \in T_N^2 \) be a collection of \( K \) distinct points. The following are equivalent:
1. The points \( z_1, \ldots, z_K \in \mathbb{T}_N^2 \) give rise to a frame for \( S_N \), i.e., there are constants \( A, B > 0 \) such that, for every \( \varphi \in S_N \),

\[
A \| \varphi \|_{S_N}^2 \leq \sum_{k=1}^{K} |V_{h_k} \varphi(z_k)|^2 \leq B \| \varphi \|_{S_N}^2.
\]

2. One of the following two conditions is satisfied:

(i) \( K \geq N + 1 \),

(ii) \( K = N \) and \( \frac{1}{N} \sum_{k=1}^{N} z_k \neq (1/2 + n/N, N/2 + m) \), for every \( n, m \in \mathbb{Z} \).

**Proof:** If the family is a frame for \( S_N \), then it has to include at least \( N \) vectors, i.e., \( K \geq N \).

Let \( K \geq N + 1 \). It follows from Proposition \[13\] and the relation between \( B(\lambda, N) \) and \( V_{h_k} \) that \( V_{h_k} \varphi \) has at most \( N \) distinct zeros. Consequently, \( \sum_{k=1}^{K} |V_{h_k} \varphi(z_k)|^2 \) is always positive. Moreover, this expression depends continuously on the basis coefficients \( a_n \) of \( \varphi \) by \[12\]. Therefore, as the unit sphere in \( \mathbb{C}^N \) is compact, it follows that

\[
A = \inf_{\| \varphi \|_{S_N}^2 = 1} \sum_{k=1}^{N} |V_{h_k} \varphi(z_k)|^2 > 0.
\]

Now, let \( K = N \), and suppose we are given a collection of \( N \) distinct points \( z_1, \ldots, z_N \in \mathbb{T}_N^2 \). Moreover, we set \( z_{\lambda,k} = \lambda x_k - i \xi_k \in \mathbb{T}_N^2, \ k = 1, \ldots, N \). Let \( z_0 = \lambda/2 + iN/2 \) be the single zero of \( \varphi(iz/N, i\lambda/N) \) in \( [0, \lambda] \times [0, N] \) (see \[19\]

\[20\text{(iv)}\]) and define the function \( F(z) \) as

\[
F(z) = \prod_{k=1}^{N} e^{2\pi i \operatorname{Re}(z_{\lambda,k} - z_0)z/\lambda N} \varphi(i(z - z_{\lambda,k} + z_0)/N, i\lambda/N).
\]

Using \[21\] one can directly show that \( F \) satisfies the periodicity conditions

\[
F(z + \lambda n) = \prod_{k=1}^{N} e^{2\pi i \operatorname{Re}(z_{\lambda,k} - z_0)(z + \lambda n)/\lambda N} \varphi((z - z_{\lambda,k} + z_0)/N + i\lambda n/N, i\lambda/N)
\]

\[
= e^{\lambda \pi n^2} F(z) \prod_{k=1}^{N} e^{2\pi i \operatorname{Re}(z_{\lambda,k} - z_0)n/N} e^{2\pi i n(z - z_{\lambda,k} + z_0)/N}
\]

\[
= e^{\pi \lambda n^2} e^{-2\pi i n z} e^{-2\pi i m N(z - z_{\lambda,k})/N} F(z),
\]

and

\[
F(z + i N m) = \prod_{k=1}^{N} e^{2\pi i \operatorname{Re}(z_{\lambda,k} - z_0)(z + i N m)/\lambda N} \varphi((z - z_{\lambda,k} + z_0)/N - m, i\lambda/N)
\]

\[
= e^{-2\pi i m \operatorname{Re}(N z_0 - \sum_{k=1}^{N} z_{\lambda,k})/N} F(z).
\]

Therefore, if \( \sum_{k=1}^{N} z_{\lambda,k} = N z_0 + \lambda m + i N n = \lambda N/2 + \lambda m + i(N^2/2 + N n) \), for some \( n, m \in \mathbb{Z} \), it follows that \( F \) satisfies \[19\] and \[20\] and is analytic in \( \mathbb{T}_N^2 \). Thus, by Lemma \[12\] there exists \( \varphi \in S_N \) such that \( V_{h_k} \varphi(\frac{z}{\lambda}, -\xi) = F(z) e^{-\pi x^2/\lambda} \) and, by construction, \( V_{h_k} \varphi(z) = 0 \), for \( z = z_{\lambda,1}, \ldots, z_{\lambda,K} \). Consequently,

\[
\sum_{k=1}^{K} |V_{h_k} \varphi(z_{\lambda,k})|^2 = 0,
\]
and the lower frame bound is violated.

If \( \sum_{k=1}^{N} z_{\lambda,k} \neq Nz_0 + \lambda m + Nn \), for every \( m, n \in \mathbb{Z} \), it follows by Proposition 13 that \( \{ z_{\lambda,1}, \ldots, z_{\lambda,N} \} \) is a uniqueness set for the space of entire functions satisfying the periodicity conditions (19) and (20). It thus follows again by compactness of the unit ball in \( S_N \), that the points \( z_1, \ldots, z_N \) generate a frame for \( S_N \). \( \Box \)

Theorem 14 implies that if one chooses \( N \) points in \( T_N^2 \) uniformly at random, then one obtains a frame with probability 1. While the frame set for the Gaussian window STFT on \( L^2(\mathbb{R}) \) is known from [22] and [17], it seems to be a folklore result, backed up by substantial experience through numerical computations, that the finite Gabor transform with sampled, periodized Gaussian yields a frame when sampled on any lattice within \( \mathbb{Z}_N \times \mathbb{Z}_N \) with cardinality larger than \( N \), but we found no proof in the literature. On the other hand, a result by Søndergaard [24], adapted from a remarkable observation by Benedetto et al [3] for the STFT on \( \ell^2(\mathbb{Z}) \), demonstrates that half-point shifts of sampled, periodized Gaussians yield frames on lattices of cardinality \( N \). The result below, a direct consequence of Theorem 14 demonstrates that, in fact, any \( K > N \) distinct points from the set \( \{(j,k) : j,k \in 0, \ldots, N\} \) yield a finite Gabor frame for \( C^N \) with the sampled, periodized Gaussian window \( h_N^j := P_N h_0^j \). For \( K = N \), additional arithmetic conditions ensure the frame property. This is the result for Gabor frames in finite dimensions stated in the introduction as one of the main achievements of our theory. We state it again for convenience.

**Theorem 3.** Let \( \lambda > 0 \), and \( \{(j_k,l_k)\}_{k=1 \ldots K} \) a collection of distinct pairs of integers \( j_k, l_k \in 0, \ldots, N - 1 \). The following are equivalent:

1. The set \( \{(j_k,l_k)\}_{k=1 \ldots K} \) gives rise to a finite Gabor frame with window \( h_N^j \), i.e., there are constants \( A, B > 0 \) such that, for every \( f \in C^N \),

\[
A \| f \|_{C^N}^2 \leq \sum_{k=1}^{K} \| V_{h_N^j} f[j_k,l_k] \|^2 \leq B \| f \|_{C^N}^2.
\]

2. One of the three following conditions is satisfied:
   - (i) \( N^2 \geq K \geq N + 1 \),
   - (ii) \( K = N \) is odd,
   - (iii) \( K = N \) is even and \( \sum_{k=1}^{N} (j_k,l_k) \notin N \mathbb{N}^2 \).

**Proof:** Select a collection of \( K \) distinct points \( z_1, \ldots, z_K \in T_N \) of the form \( \left( \frac{j_k}{N}, l_k \right) \in T_N, j_k, l_k \in 0, \ldots, N - 1 \) and rewrite Corollary 14 as

\[
A \| \Sigma_N f \|_{S_N}^2 \leq \sum_{k=1}^{K} \| V_{h_0^j} \Sigma_N f \left( \frac{j_k}{N}, l_k \right) \|^2 \leq B \| \Sigma_N f \|_{S_N}^2.
\]

Lemma 4 ensures that for every \( f \in C^N \) there exists \( f \in S_0(\mathbb{R}) \) such that \( P_N f = f \). By (3)

\[
\| \Sigma_N f \|_{S_N} = \left\| \frac{1}{N} P_N f \right\|_{C^N} = \frac{1}{N} \| f \|_{C^N}.
\]

Finally, by Theorem 1

\[
V_{h_0^j} \Sigma_N f \left( \frac{j_k}{N}, l_k \right) = N^{-1} V_{h_0^j} f[j_k,l_k].
\]
By Theorem 14 it follows that the frame conditions are satisfied if and only if either $K \geq N + 1$, or $K = N$ and $\sum_{k=1}^{N}(j_k, l_k) \neq (N^2/2 + Nn, N^2/2 +Nm)$, for all $n, m \in \mathbb{Z}$.

If $N = K$ is odd, then $N^2/2 + nN = Nk + 1/2$, for some $k \in \mathbb{Z}$. Therefore, the condition (ii) is automatically satisfied as $\sum_{k=1}^{N}(j_k, l_k) \in \mathbb{N}^2$.

If $N = K$ is even, then for every $k \in \mathbb{Z}$ there exist $n \in \mathbb{Z}$ such that $N^2/2 + nN = Nk$. Therefore, we get a frame if and only if $\sum_{k=1}^{N}(j_k, l_k) \notin N\mathbb{N}^2$. □

This result can be reformulated in the following sense: the discrete Gabor system generated by the sampled, periodized Gaussian is in general linear position if $N$ is odd (and almost in general linear position if $N$ is even). If any $N$ points from the set $\{(j, k) : j, k \in 0, ..., N\}$ yield a finite Gabor frame for $\mathbb{C}^N$ with window $g$, then $g$ is said to be in general linear position, see for example [20]. In [18] it is shown that almost every vector in $\mathbb{C}^N$ is in general linear position for every $N \in \mathbb{N}$. However, explicitly known examples of vectors in general linear position are not localized and thus of no use for practical purposes of finite Gabor analysis. Our result on the other hand allows to use localized windows (for appropriate choices of $\lambda$) for the prize that one needs to use one additional sampling point if the number of points $N \in \mathbb{N}$ is even and enjoys a particular arithmetic structure.

Theorem 14 and Theorem 3 can also be seen as 'Nyquist-type' necessary and sufficient results: with less than $N$ samples the system is never a frame, but by increasing the number of samples above $N$, one is assured to have a frame with higher redundancy. Such a property comes in handy for situations where one is given a signal representation sampled on a grid with more than $N$ points (allowing for perfect reconstruction by our result) and wishes to increase the grid resolution for some numerical purpose. Then sampling again at a higher density is possible, and it still leads to perfect reconstruction. This can be done until all the possible $N^2$ points of the grid are used. By resorting to the extension to the torus and to Theorem 14 one can further use off-grid points and increase the resolution to arbitrary levels. The analogue necessary and sufficient result for infinite-dimensional Gabor frames with Gaussian window is stated in terms of Beurling density and was proved by Seip and Wallstén [22, 21] and independently by Lyubarskii [17].
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