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Abstract

Matrices satisfying the Restricted Isometry Property (RIP) play an important role in the areas of compressed sensing and statistical learning. RIP matrices with optimal parameters are mainly obtained via probabilistic arguments, as explicit constructions seem hard. It is therefore interesting to ask whether a fixed matrix can be incorporated into a construction of restricted isometries. In this paper, we construct a new broad ensemble of random matrices with dependent entries that satisfy the restricted isometry property. Our construction starts with a fixed (deterministic) matrix $X$ satisfying some simple stable rank condition, and we show that the matrix $XR$, where $R$ is a random matrix drawn from various popular probabilistic models (including, subgaussian, sparse, low-randomness, satisfying convex concentration property), satisfies the RIP with high probability. These theorems have various applications in signal recovery, random matrix theory, dimensionality reduction, etc. Additionally, motivated by an application for understanding the effectiveness of word vector embeddings popular in natural language processing and machine learning applications, we investigate the RIP of the matrix $XR^{(ℓ)}$ where $R^{(ℓ)}$ is formed by taking all possible (disregarding order) $ℓ$-way entrywise products of the columns of a random matrix $R$.

1 Introduction

A vector $x \in \mathbb{R}^d$ is said to be $k$-sparse if it has at most $k$ nonzero coordinates. Sparsity is a structure of wide applicability, with a broad literature dedicated to its study in various scientific fields (see, e.g., (Foucart and Rauhut, 2017; Eldar and Kutyniok, 2012)). Given an $ε \in (0, 1)$, an $n \times d$ matrix $M$ (typically with $n << d$) is said to satisfy the $(k, ε)$-Restricted Isometry Property (RIP) (Candes and Tao, 2005) if it approximately preserves the Euclidean norm in the following sense: for every $k$-sparse vector, we have

$$(1 - ε)\|x\| \leq \|Mx\| \leq (1 + ε)\|x\|.$$ 

RIP is a fundamental property of a matrix that enables recovery of a sparse high-dimensional signal from its compressed measurement. Given this, matrices satisfying the restricted isometry property have found many interesting applications in high-dimensional statistics, machine learning, and compressed sensing (Foucart and Rauhut, 2017; Eldar and Kutyniok, 2012; Wainwright, 2019). Restricted isometry is also closely related to other matrix properties such as restricted nullspace, restricted eigenvalue, and pairwise incoherence (Wainwright, 2019).

Various probabilistic models are known to generate random matrices that satisfy the restricted isometry property with a value of $k$ which is (almost) linear $n$. For example, generating entries of $M$ i.i.d. from a common distribution (like satisfying subgaussianity) and then normalizing the columns of $M$ to unit norm, guarantees RIP with high probability provided $n = Ω((k/ε^2) \log(d/k))$ (Baraniuk et al., 2008). We refer the reader to (Vershynin,
2010) for additional references to the probabilistic RIP literature. The restricted isometry property also holds for a rich class of structured random matrices, where usually the best known bounds for $n$ have additional log factors in $d$ (Foucart and Rauhut, 2017). The use of randomness still remains pivotal for near-optimal results.

At the same time, verifying whether a given matrix satisfies the restricted isometry property is tricky, as the problem of certifying RIP of a matrix in the worst case is NP-hard (Bandeira et al., 2013a). Furthermore, even determining the RIP value $\epsilon$ up to a certain approximation factor is hard in the average-case sense, as shown by (Wang et al., 2016) using a reduction from the Planted Clique Problem. While there are constructions of RIP matrices when $k = O(\sqrt{n})$, most methods however break down when $k$ is at least some constant times $\sqrt{n}$, see (Bandeira et al., 2013b) for a survey of deterministic methods. The best unconditional explicit construction to date is due to Bourgain et al. (2011) which gives a RIP guarantee for $k = \Theta(n^{1/2+\delta})$ for some unspecified small constant $\delta > 0$, in the regime $n = \Omega(d^{1-\epsilon})$ and with matrix containing complex valued entries. Gamarnik (2018) recently showed why explicit RIP matrix construction is a “hard” challenge, by connecting it to a question in the field of extremal combinatorics which has been open for decades.

So on the one hand, while it is easy to generate matrices satisfying the restricted isometry property through random designs, designing natural families of deterministic matrices satisfying RIP seem to run into hard barriers. A natural research direction is to bridge this gap between these two worlds, that we address in this paper. We start with this simple question: can we incorporate a fixed (deterministic) matrix while constructing a family of matrices $XR$ which have a rich class of structured random matrices, where usually the best known bounds for $X$ have additional log factors in $d$.

Our Contributions. We establish the restricted isometry property for a wide class of matrices, which can be factorized through (possibly non-i.i.d.) random matrices. In particular, we will be interested in the class of matrices which have a $XR$-factorization, where $X$ is a fixed (deterministic) $n \times p$ matrix and $R$ is a $p \times d$ random matrix. The $XR$-model (product of a deterministic and random matrix) is a common model in random matrix theory, and in the context of RIP it captures a variety of applications some of which we discuss later. The main challenge in establishing RIP comes from the fact that the entries in the matrix $XR$ could be highly correlated, even if the entries in $R$ are independent.

Our main result is that if we start with any deterministic matrix $X$, satisfying a very mild easy to check condition, the matrix $XR$ satisfies RIP (with high probability) for a $R$ constructed from a variety of popular probabilistic models. All we need is that the stable rank (or numerical rank) of $X$ is not “too small”. Stable rank of a matrix $X$ (denoted by $sr(X)$), defined as the squared ratio of Frobenius and spectral norms of $X$ is a commonly used robust surrogate to usual matrix rank in linear algebra. Stable rank of a matrix is at most its usual rank. Computing the stable rank of a matrix is a polynomial time operation, meaning that given the factorization $XR$ one could easily verify whether the required conditions on $X$ is satisfied. We investigate many common constructions of the random matrix $R$:

- **Columns of $R$ are independent subgaussian random vectors**: In this setting, we obtain RIP on the $XR$ matrix, if the stable rank of $X$ satisfies $sr(X) = \Omega(k \log(d/k))$ (see Theorem 3.1). Note that this setting includes the (standard random matrix) case where $R$ is an i.i.d. subgaussian random matrix. The dependence on $d, k$ in this stable rank condition cannot be improved in general.

- **Generated by $l$-wise independent distributions**: We ask: can we reduce the amount of randomness in $R$? We answer in affirmative by showing that one can achieve restricted isometry with the same condition on $sr(X)$ as above, by only requiring that $R$ be generated from a $2sr(X)$-wise independent distribution (see Theorem 3.3).

- **Sparse-subgaussian matrix**: Sparsity is a desirable property in $R$ as it leads to computational speedup when working with sparse signals. We use the standard Bernoulli-Subgaussian process for generating a sparse matrix $R$, where $R$ is defined as the Hadamard matrix product of an i.i.d. Bernoulli($\beta$) random matrix and an i.i.d.

\footnote{All the results are high probability statements, and for simplicity we omit the dependence on certain parameters such as $\epsilon$, $\psi_2$-norm of subgaussian vectors, etc.}
subgaussian random matrix. In this case, we get RIP if the stable rank of $X$ satisfies, $\text{sr}(X) = \Omega(k \log(d/k)/\beta)$, where $\beta$ is the Bernoulli parameter (see Theorem 3.4).

- **Columns of $R$ are independent vectors satisfying convex concentration:** Our result holds for distributions that satisfy the so-called convex concentration property. The convex concentration property of a random vector was first observed by Talagrand who first proved it for the uniform measure on the discrete cube and for general product measures with bounded support (Talagrand, 1988, 1995). Vectors satisfying convex concentration are regularly used in statistical analysis, as it includes random vectors drawn from a centered multivariate Gaussian distribution with arbitrary covariance matrix, random vectors uniformly distributed on the sphere, random vectors satisfying the logarithmic Sobolev inequality, among many others (Ledoux, 2001). Ignoring the dependence on the convex concentration constant, again we get RIP on $XR$ matrix if the stable rank of $X$ satisfies, $\text{sr}(X) = \Omega(k \log(d/k))$ (see Theorem 3.5).

- **$\ell$-way column Hadamard-product construction:** Motived by an application in understanding the effectiveness of word vector embeddings (also referred to as just word embeddings) in linear classification tasks, we investigate a correlated random matrix, formed by taking all possible (disregarding order) $\ell$-way entrywise products$^2$ of the columns of an i.i.d. centered bounded random matrix $R$ (see Definition 5). Let $R^{(\ell)} \in \mathbb{R}^{p \times \binom{p}{\ell}}$ denote this constructed matrix starting from $R$ (with $R^{(1)} = R$). We establish RIP on $XR^{(\ell)}$ for $\ell = 2$ if $\text{sr}(X) = \Omega(k^2 \log(d^2/k))$ (see Theorem 4.1), and for $\ell \geq 3$ if $\text{sr}(X) = \Omega(k^3 \log(d^2/k))$ (see Theorem 4.3). Notice that the dependence on $\text{sr}(X)$ on the sparsity parameter $k$ is worse than in the previous cases (however, the value of $k$ typically used in the motivating application is a small constant). We conjecture that these bounds can be improved to have a better dependence on $k$.

Our proofs rely on the Hanson-Wright inequality which provides a large deviation bound for quadratic forms of i.i.d. subgaussian random variables (Rudelson and Vershynin, 2013), along with its recent extensions (Zhou, 2015; Adamczak et al., 2015). While the proof is simple when the columns of $R$ are independent subgaussian random vectors, various challenges arise when dealing with other models of the random matrix. One general idea is get to a concentration bound on $\|XZu\|$, where $X$ is a fixed matrix, $Z$ is some random matrix, and $u$ is a fixed $k$-sparse vector, and then use a net argument over sparse vectors on the sphere. In the case of column Hadamard-product, getting this concentration bound is tricky as it involves analyzing some high order homogeneous chaos in terms of the random variables, and we use a different idea based on bounding the $\psi_2$-norm. Throughout the proofs the challenge comes in dealing with dependences that arise both in the random matrix, and in the product matrix.

**Applications.** The restricted isometry property is widely utilized in the compressed sensing and statistical learning literature. Here we mention a few interesting applications of our restricted isometry results.

(1) **Effectiveness of Word/Sequence Embeddings.** Consider a vocabulary set $\mathcal{W}$ (say, all words in a particular language). Word embeddings, which associates with each word $w$ in a vocabulary set $\mathcal{W}$ a vector representation $v_w \in \mathbb{R}^p$, is a basic building block in Natural Language Processing pipelines and algorithms. Word embeddings were recently popularized via embedding schemes such as word2vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014). Word embeddings pretrained on large sets of raw text have demonstrated remarkable success when used as features to a supervised learner in various applications ranging from question-answering (Zhou et al., 2015) to sentiment classification of text documents (Maas et al., 2011). The general intuition behind word embeddings is that they are known to capture the “similarities” between words. There has also been recent work on creating representations for word sequences such as phrases or sentences with methods ranging from simple composition of the word vectors to sophisticated architectures as recurrent neural networks (see e.g., (Arora et al., 2017) and references therein)

Understanding the theoretical properties of these word embeddings is an area of active interest. In a recent result, Arora et al. (2018a) introduced the scheme of Distributed Cooccurrence (DisC) embedding (Definition 7)

$^2$The entrywise product of $\ell$ vectors $v_1, \ldots, v_\ell \in \mathbb{R}^p$ is the vector $\hat{v} \in \mathbb{R}^p$ with $j$ entry equaling $\hat{v}_j = \prod_{i=1}^{\ell} v_{ij}$. 

---
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for a word sequence that produces a compressed representation of a Bag-of-$L$-cooccurrences vector.\footnote{An $\ell$-cooccurrence is a set of $\ell$ words. Bag-of-$L$-cooccurrences for a word sequence counts the number of times any possible $\ell$-cooccurrence (from the vocabulary set $\mathcal{W}$) for $\ell \in [L]$ appears in the word sequence. See Definition 6. Linear classification models are (empirically) known to perform well over these simple representations (Wang and Manning, 2012; Arora et al., 2018a).} They showed that if one uses i.i.d. $\pm 1$-random vectors as word embeddings (instead of pretrained vectors), then a generalized linear model classifier trained on these compressed DisC embeddings performs “as good as” on classification tasks (up to a small error) as the best classifier trained on the original Bag-of-$L$-cooccurrences vectors. This was the first result that provided provable quantification of the power of any text embedding.\footnote{Arora et al. (2018a) have additional results on the powerfulness of low-memory LSTM (Long Short Term Memory) network embeddings, by showing that the LSTMs can simulate these DisC embeddings, that we do not focus on here.} They achieve this result by connecting this problem with the theory of compressed sensing, an idea that we build upon here. Let $V \in \mathbb{R}^{p \times d}$ be a matrix whose columns are the embeddings for all the words in $\mathcal{W}$. Arora et al. (2018a) result relies on establishing the restricted isometry property on the matrix $V^{(\ell)} \in \mathbb{R}^{p \times (\ell)}$ where $V$ is an i.i.d. $\pm 1$-random matrix (i.e., random vectors are used as word embeddings).

Linear transformations are regularly used to transfer between different embeddings or to adapt to a new domain (Bollegala et al., 2017; Arora et al., 2018b). The linear transformation can encode contextual information, an idea utilized recently by (Khodak et al., 2018) who applied a linear transformation on the DisC embedding scheme to construct a new embedding scheme (referred to as à la carte embedding), and empirically showed that it outperforms many other popular word sequence embedding schemes. Now akin to (Arora et al., 2018a) result on DisC embeddings, our results shed some theoretical insights into the performance on linear transformations of DisC embeddings. In particular, our RIP results on $XV^{(\ell)}$, where is $V \in \mathbb{R}^{p \times d}$ is an i.i.d. centered bounded random matrix, provides provable performance guarantees on linear transformation (defined by $X$) of DisC embeddings in a linear classification setting, under a stable rank assumption on $X$ (see Corollary 4.5). We expand on this application in Section 4.1.

(2) Linear Transformation and Johnson-Lindenstrauss Embedding. Johnson-Lindenstrauss (JL) embedding lemma states that any set of $m$ points in high dimensional Euclidean space $\mathbb{R}^d$ can be embedded into $p = O(\log(m)/\epsilon^2)$ dimensions, without distorting the distance between any two points by more than a factor between $1 - \epsilon$ and $1 + \epsilon$ (Johnson and Lindenstrauss, 1984). JL lemma has become a valuable tool for dimensionality reduction (Woodruff, 2014). Typically, the embedding is constructed through a random linear map referred to as an $\epsilon$-JL matrix. Let $R \in \mathbb{R}^{p \times d}$ be an $\epsilon$-JL matrix. Consider a set of $m$ points $a_1, \ldots, a_m \in \mathbb{R}^d$, and let $Ra_1, \ldots, Ra_m$ be their low-dimensional embedding. A natural question to ask is: Under what fixed linear transformations of $Ra_1, \ldots, Ra_m$ does this distance preservation property still hold? More concretely, let $X \in \mathbb{R}^{n \times p}$ be a linear transformation. Does the JL distance preservation property still hold for $XRa_1, \ldots, XRa_m$? Our results answers this question because of the close connection between JL-embedding and the restricted isometry property. Krahmer and Ward (2011) showed that, when the columns of a matrix satisfying RIP are multiplied by independent random signs, any $(O(\log(m)), O(\epsilon))$-RIP matrix becomes an $\epsilon$-JL matrix for a fixed set of $m$ vectors with probability at least $1 - m^{-\Omega(1)}$.\footnote{The connection in other direction going from JL-embedding to RIP is also well-known (Baraniuk et al., 2008).} This means, one can now use our RIP results discussed above. For example, if the entries of $R$ are drawn i.i.d. from a centered symmetric subgaussian distribution, then for a $X$ (scaled to have unit Frobenius norm), if $\text{sr}(X) = \tilde{O}(\log(m)/\epsilon^2)^6$, we have that $XRa_1, \ldots, XRa_m$ satisfies the JL-embedding property with high probability (as multiplying with random signs does not change the distribution $R$).

(3) Compressed Sensing under Linear Transformations. Compressed sensing algorithms are designed to recover approximately sparse signals, and a popular sufficient condition for a matrix to succeed for the purposes of compressed sensing is given by the restricted isometry property (see, e.g., Theorem B.3). Another question that
can be addressed using our results is how does the recovery guarantee hold if we apply a linear transformation on the compressed signals. Our RIP results establishes conditions on $X$, for the class of random matrices $R$ described earlier, under which given $y = XR\mathbf{x} + \mathbf{e}$ where $\mathbf{e}$ is a noise vector, one can recover an approximately sparse vector $\mathbf{x}$.

(4) **Source Separation.** Separation of underdetermined mixtures is an important problem in signal processing. Sparsity has often been exploited for source separation. The general goal with source separation is that given a signal matrix $S \in \mathbb{R}^{n_1 \times c}$, a mixing matrix $M \in \mathbb{R}^{n_1 \times a}$, and a dictionary $\Phi \in \mathbb{R}^{b \times c}$, is to find a matrix of coefficients $C \in \mathbb{R}^{a \times b}$ such that $S \approx MC\Phi$ and $C$ is as sparse as possible. The dictionary is generally overcomplete, i.e., $b > c$. The connection between source separation and compressed sensing was first noted by (Blumensath and Davies, 2007). It is easy to recast (see Appendix A for details) the source separation problem as a compressed sensing problem of the form: $s = X\mathbf{r}$, where the goal is to estimate the sparse $\mathbf{r}$ (entries of the matrix $C$). Here, $s \in \mathbb{R}^n$, $X \in \mathbb{R}^{n \times p}$, $R \in \mathbb{R}^{p \times d}$, and $\mathbf{r} \in \mathbb{R}^d$, with $n = n_1c$, $d = ab$, $p = ac$. Hence, our RIP results establishes conditions on the mixing matrix $M$, for the classes of random matrices (dictionaries) described earlier, under which we can get recovery guarantees on $\mathbf{r}$ (entries of the matrix $C$).

(5) **Singular Values of Correlated Random Matrices.** Next application is a simple consequence of the restricted isometry property. Understanding the singular values of random matrices is an important problem, with lots of applications in machine learning and in the field of non-asymptotic theory of random matrices (Vershynin, 2016). Restricted isometry property of $M = XR$ can be interpreted in terms of the extreme singular values of submatrices of $M$. Indeed, the restricted isometry property (assuming for simplicity that $X$ has unit Frobenius norm\(^8\)) equivalently states that the inequality

$$\sqrt{1 - \epsilon} \leq \lambda_{\min}(M_I^T M_I) \leq \lambda_{\max}(M_I^T M_I) \leq \sqrt{1 + \epsilon},$$

holds for all $n \times k$ submatrices $M_I = XR_I$, those formed by the columns of $M$ indexed by sets $I$ of size $k$. If the columns of $R$ are independent random vectors drawn from distribution $\mathcal{R}$ over $\mathbb{R}^p$, we can think of our restricted isometry results as bounds on the singular values of matrices formed from by linear transformation of random vectors (or equivalently, the eigenvalues of the sample covariance matrix drawn from the distribution $X\mathcal{R}$). For example, let $Q \in \mathbb{R}^{p \times k}$ be a matrix whose columns are independent random vectors from a subgaussian distribution or satisfying convex concentration property, then our RIP results through (1) bounds all the singular values on $XQ$ (with high probability) under the condition that $sr(X) = \Omega(k \log(1/\epsilon)/\epsilon^2)$. Previously only a spectral norm bound on $XQ$ for the cases where $Q$ has independent entries drawn from a subgaussian or heavy-tailed distributions was known (Rudelson and Vershynin, 2013; Vershynin, 2011).

2 **Preliminaries**

**Notation.** We use $[n]$ to denote the set $\{1, \ldots, n\}$. We denote the Hadamard (elementwise) product by $\odot$. For a set $I \subseteq [d]$, $I^{\complement}$ denotes its complement set.

Vectors used in the paper are by default column vectors and are denoted by boldface letters. For a vector $\mathbf{v}$, $\mathbf{v}^T$ denotes its transpose, $\|\mathbf{v}\|$ and $\|\mathbf{v}\|_1$ denote the $L_2$ and $L_1$-norm respectively, and $\text{supp}(\mathbf{v})$ its support. $\mathbf{e}_i \in \mathbb{R}^d$ denote the standard basis with $i$th coordinate 1. For a matrix $M$, $\|M\|$ denotes its spectral norm, $\|M\|_F$ denotes its Frobenius norm, and $M_{ij}$ denotes its $(i, j)$th entry, $\text{diag}(M)$ denotes the diagonal of $M$, and $\text{offdiag}(M)$ denotes the off-diagonal of $M$. $\mathbb{I}_n$ represents the identity matrix in dimension $n$. For a vector $\mathbf{x}$ and set of indices $S$, let $\mathbf{x}_S$ be the vector formed by the entries in $\mathbf{x}$ whose indices are in $S$, and similarly, $M_S$ is the matrix formed by columns of $M$ whose indices are in $S$.

---

\(^7\)In a variant of this problem, called the **blind source separation**, even the mixing matrix $M$ is assumed to be unknown.

\(^8\)Otherwise results can be appropriately scaled.
The Euclidean sphere in \( \mathbb{R}^d \) centered at origin is denoted by \( S^{d-1} \). We call a vector \( \mathbf{a} \in \mathbb{R}^d \), \( k \)-sparse, if it has at most \( k \) non-zero entries. Denote by \( \Sigma_k \) the set of all vectors \( \mathbf{a} \in S^{d-1} \) with support size at most \( k \): \( \Sigma_k = \{ \mathbf{a} \in S^{d-1} : |\text{supp}(\mathbf{a})| \leq k \} \). Stable rank (denoted by \( \text{sr}() \)) of a matrix \( M \) is defined as:

\[
\text{sr}(M) = \frac{\|M\|_F^2}{\|M\|^2}.
\]

Stable rank cannot exceed the usual rank. The stable rank is a more robust notion than the usual rank because it is largely unaffected by tiny singular values.

Throughout this paper \( C, c, C' \), also with subscripts, denote positive absolute constants, whose value may change from line to line. In Appendix B we discuss additional preliminaries about subgaussian/subexponential random variables, sparse recovery, and Hanson-Wright inequality.

**Restricted Isometry.** Candes and Tao (2005) introduced the following isometry condition on matrices \( M \). It is perhaps one of the most popular property of a matrix which makes it “good” for compressed sensing.

**Definition 1.** Let \( M \) be an \( n \times d \) matrix with real entries. Let \( \epsilon \in (0,1) \) and let \( k < d \) be an integer. We say that \( M \) satisfies \((k, \epsilon)\)-RIP if for every \( k \)-sparse vector \( \mathbf{u} \in S^{d-1} \) (i.e., \( \mathbf{u} \in \Sigma_k \))

\[
(1 - \epsilon) \leq \|M\mathbf{u}\| \leq (1 + \epsilon).
\]

Thus, \( M \) acts almost as an isometry when we restrict attention to \( k \)-sparse vectors. Geometrically, the restricted isometry property guarantees that the geometry of \( k \)-sparse vectors \( \mathbf{u} \) is well preserved by the measurement matrix \( M \). In turns out that in this case, given a (noisy) compressed measurement \( \mathbf{M} \mathbf{x} \), for approximately sparse \( \mathbf{x} \), one can recover \( \mathbf{x} \) using a simple convex program. Theorem B.3 provides a bound on the worst-case recovery performance for uniformly bounded noise. Similar recovery results using RIP on the measurement matrix \( M \) are also well-known under other interesting settings (we refer the reader to the survey on this topic in (Eldar and Kutyniok, 2012)).

We investigate the restricted isometry property of matrices \( M \in \mathbb{R}^{n \times d} \) that can be factored as \( M = X R \), where \( R \) will be some random matrix and \( X \) is a fixed matrix. Now RIP is not invariant under scaling, i.e., given a RIP matrix \( M \), changing \( M \) to some \( aM \) for some \( a \in \mathbb{R} \) scales both the left and right hand side of the inequality in the Definition 1 by \( a \). So while working in the \( XR \)-model we have to adjust for the scaling introduced by \( X \), and we use a generalization of Definition 1 appropriate for this setting.

**Definition 2 (RIP Condition).** A matrix \( M = XR \) satisfies \((k, \epsilon)\)-RIP if for every \( k \)-sparse vector \( \mathbf{u} \in S^{d-1} \) (i.e., \( \mathbf{u} \in \Sigma_k \))

\[
(1 - \epsilon)\|X\|_F \leq \|X R \mathbf{u}\| \leq (1 + \epsilon)\|X\|_F.
\]

This scaling by \( \|X\|_F \) is unavoidable, because even if \( R \) is a matrix with centered uncorrelated entries of unit variance, then \( \mathbb{E}[\|X R \mathbf{u}\|^2] = \|X\|^2 \) for any \( \mathbf{u} \) with \( \|\mathbf{u}\| = 1 \). Note that it is easy to reconstruct standard RIP scenarios by choosing \( X \) appropriately. For example, if \( R \) contains i.i.d. subgaussian random variables with zero mean and unit variance, then setting \( X = \mathbb{I}_n/\sqrt{n} \), leads to standard setting of \( XR = R/\sqrt{n} \) and \( \|X\|_F = 1 \).

**Hanson-Wright Inequality.** An important concentration tool used in this paper is the Hanson-Wright inequality (Theorem 2.1) that investigates concentration of a quadratic form of independent centered subgaussian random variables, and its recent extensions (Zhou, 2015; Adamczak et al., 2015). A slightly weaker version of this inequality was first proved in (Hanson and Wright, 1971).

**Theorem 2.1 (Standard Hanson-Wright Inequality (Rudelson and Vershynin, 2013)).** Let \( \mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{R}^n \) be a random vector with independent components \( x_i \) which satisfy \( \mathbb{E}[x_i] = 0 \) and \( \|x_i\|_{\psi_2} \leq K \). Let \( M \) be an \( n \times n \) matrix. Then for every \( t \geq 0 \),

\[
\Pr \left[ \|\mathbf{x}^\top M \mathbf{x} - \mathbb{E}[\mathbf{x}^\top M \mathbf{x}]\| > t \right] \leq 2 \exp \left( -c \min \left\{ \frac{t^2}{K^4 \|M\|_F^4}, \frac{t}{K^2 \|M\|} \right\} \right).
\]
3 Restricted Isometry of $XR$ with “Random” $R$

In this section, we investigate the restricted isometry property for the class of $XR$ matrices, for various classes of random matrices $R \in \mathbb{R}^{p \times d}$. Missing details from this section are collected in Appendix C.

As a warmup, we start with the simplest case where $R$ is a centered i.i.d. subgaussian random matrix, and build on this result in the following subsections, where we consider various other general families of $R$ such as those constructed using low-randomness, with sparsity structure, or satisfying a convex concentration condition.

Theorem 3.1 presents the result in case $R$ is an i.i.d. subgaussian random matrix. The proof idea here is quite simple, but provides a framework that will be helpful later. Under the stable rank condition, a net argument, along with Hanson-Wright inequality implies, $\Pr[\exists I \subset [d], |I| = k, \|XR_I\| \geq C_0\|X\|_F \leq \exp(-c_0 \text{sr}(X)/K^4)$, where $R_I$ is the $p \times k$ submatrix of $R$ with columns from the set $I$. Also, by the same Hanson-Wright, for any $u \in S^{d-1}$, $\Pr[\|XRu\| - \|X\|_F \geq \epsilon\|X\|_F] \leq \exp(-c_1\epsilon^2 \text{sr}(X)/K^4)$. Using a bound on the net size for sparse vectors, gives all the ingredients for the following theorem.

**Theorem 3.1.** Let $X$ be an $n \times p$ matrix. Let $R = (R_{ij})$ be a $p \times d$ matrix whose entries are with independent entries such that $\mathbb{E}[R_{ij}] = 0, \mathbb{E}[R_{ij}^2] = 1$, and $\|R_{ij}\|_{\psi_2} \leq K$. Let $\epsilon \in (0, 1)$, and let $k \in \mathbb{N}$ be a number satisfying $\text{sr}(X) \geq CK^4\frac{\ln(d)}{\epsilon^2} \log(\frac{d}{\epsilon^2})$. Then with probability at least $1 - \exp(-c\epsilon^2 \text{sr}(X)/K^4)$, the matrix $XR$ satisfies $(k, \epsilon)$-RIP, i.e.,

$$\forall u \in \Sigma_k, \ (1 - \epsilon)\|X\|_F \leq \|XRu\| \leq (1 + \epsilon)\|X\|_F.$$ 

Note that under the assumption the stable rank, the probability $1 - \exp(-c\epsilon^2 \text{sr}(X)/K^4)$ is at least $1 - \exp(-c\epsilon^2 k)$.

**Remark 3.2.** Notice that there is no direct condition on $n$, except that comes through the stable rank assumption on $X$, as $\text{sr}(X) \leq \text{rank}(X) \leq \min\{n, p\}$. Indeed one should expect this to happen. For example, if we take a matrix $X$ and add a bunch of zero rows to it this would increase $n$, but should not change the recovery properties. This suggests that we need a notion of a “true” dimension of the range of $X$, and the stable rank is the one.

This assumption on the stable rank is optimal up to constant factors. For example, when $X = \mathbb{I}_n$ is the identity matrix and $R$ is a standard Gaussian matrix, then $\text{sr}(X) = \text{rank}(X) = n$, and therefore the stable rank condition just becomes $n = \Omega((k/\epsilon^2) \log(d/\epsilon k))$. We know that up to constant, this dependence of $n$ on $d$ and in $k$ is optimal (Foucart et al., 2010). This shows that the lower bound on the stable rank in Theorem 3.1 cannot be improved in general.

In the next few subsections, we investigate other popular families of random matrices, thereby extending the result in Theorem 3.1 in various directions.

(a) **Independent Subgaussian Columns:** Consider the case where the columns of the matrix $R$ are independently drawn isotropic subgaussian random vectors. In this case the proof proceeds as in Theorem 3.1, by applying in this case an extension of Hanson-Wright inequality (Theorem 2.1) to subgaussian random vectors (Vershynin, 2016), and by noting that for any fixed vector $u \in S^{d-1}$, $Ru$ will be an isotropic subgaussian random vector as it is a linear combination of columns of $R$ which are all independent.

(b) **Low Randomness:** Optimal use of randomness is an important consideration when designing the matrix $R$. In the dimensionality reduction literature much attention has been given in obtaining explicit constructions of $R$ minimizing the number of random bits used (see, e.g., (Kane et al., 2011) and references therein). For a fixed $X$, we show that as long as $R$ satisfies $2\text{sr}(X)$-wise independence, then $XR$ satisfies RIP (see Theorem 3.3) under the same (up to constant) stable rank condition on $X$ as in Theorem 3.1. So in effect, one can reduce the number of random bits from $O(pd)$ (in Theorem 3.1) to $O(\text{sr}(X) \log(pd))$. 
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\( \text{(c) Sparse-Subgaussian:} \) Sparsity is a desirable property in the measurement matrix because it leads to faster computation matrix-vector product. For example, if \( R \) is drawn from a distribution over matrices having at most \( s \) non-zeroes per column, then \( R \mathbf{x} \) can be computed in time \( s \| \mathbf{x} \|_0 \). We use the sparse-subgaussian model of random matrices.

\( \text{(d) Under Convex Concentration:} \) Convex concentration property is a generalization of standard concentration property (such as Gaussian concentration) by requiring concentration to hold only for 1-Lipschitz convex functions.

**Definition 3 (Convex Concentration Property).** Let \( \mathbf{x} \) be a random vector in \( \mathbb{R}^d \). We will say that \( \mathbf{x} \) has the convex concentration property (c.c.p) with constant \( K \) if for every 1-Lipschitz convex function \( \phi: \mathbb{R}^d \to \mathbb{R} \), we have \( \mathbb{E}[|\phi(\mathbf{x})|] < \infty \) and for every \( t > 0 \),

\[
\Pr[|\phi(\mathbf{x}) - \mathbb{E}[\phi(\mathbf{x})]| \geq t] \leq 2 \exp(-t^2/K^2).
\]

The class of distributions satisfying c.c.p is extremely broad (Ledoux, 2001). Some examples include: i) Gaussian random vectors drawn from \( \mathcal{N}(0, \Sigma) \) have c.c.p with \( K^2 = 2\|\Sigma\| \), ii) random vectors that are uniformly distributed on the sphere \( \sqrt{d}S^{d-1} \) have c.c.p with constant \( K = 2 \), iii) subclass of logarithmically concave random vectors, iv) random vectors with possibly dependent entries which satisfy a Dobrushin type condition, and v) random vectors satisfying the logarithmic Sobolev inequality.

We remark while the class of matrices generated by the above list of mentioned distributions are not completely disjoint, they are also not completely subsumed by one another.

### 3.1 Restricted Isometry of \( XR \) with Low Randomness \( R \)

In this section, we operate under a weaker randomness assumption on \( R \). In particular, we will use the notion of \( l \)-wise independence to capture low randomness to construct \( R \). When truly random bits are costly to generate or supplying them in advance requires too much space, the standard idea is to use \( l \)-wise independence (see Definition 12) which allows one to maintain a succinct data structure for storing the random bits. For simplicity, we will work with Rademacher random variables (random signs). Constructing \( n \) \( l \)-wise independent random signs from \( O(l \log(n)) \) truly independent random signs using simple families of hash functions is a well-known idea (Motwani and Raghavan, 1995).

Let \( R \) satisfy 2 \( \text{sr}(X) \)-wise independence. Our general strategy in this proof will be to rely on higher moments where we can treat certain variables as independent. We start with \( Q \in \mathbb{R}^{p \times k} \) with i.i.d. \( \pm 1 \) entries, and establish an bound on \( \mathbb{E}[\|XQ\|^2 \text{sr}(X)] \). Using Markov’s inequality for higher moments and a union bound gives our first result, \( \Pr[\exists I \subset [d], |I| = k, \|XR_I\| > C_0 \|X\|_F] \leq \exp(-c_0 \text{sr}(X)) \). We then derive a concentration bound for \( \|XRu\| \) for a fixed \( u \in S^{d-1} \). For this, we investigate certain higher moments of \( \|XRu\|^2 - \mathbb{E}[\|XRu\|^2] \) using moment generating functions. The result then follows using a net argument over the set of sparse vectors on the sphere.

**Theorem 3.3.** Let \( X \) be an \( n \times p \) matrix. Let \( R \) be a \( p \times d \) matrix whose entries are 2 \( \text{sr}(X) \)-wise independent ±1-random variables. Let \( \epsilon \in (0, 1) \), and let \( k \in \mathbb{N} \) be a number satisfying \( \text{sr}(X) \geq C \frac{k}{\epsilon^2} \log \left( \frac{d}{\epsilon k} \right) \). Then with probability at least \( 1 - \exp(-c\epsilon^2 \text{sr}(X)) \), the matrix \( XR \) satisfies \( (k, \epsilon) \)-RIP, i.e.,

\[
\forall u \in \Sigma_k, (1 - \epsilon) \|X\|_F \leq \|XRu\| \leq (1 + \epsilon) \|X\|_F.
\]

**Comparing Theorems 3.3 and 3.1.** While the assumption on the stable rank does not change (by more than a constant) between these two theorems, we have a drastic reduction in the number of random bits from \( O(pd) \) (in Theorem 3.1) to \( O(\text{sr}(X) \log(pd)) \) (in Theorem 3.3). Storing the \( XR \) matrix when \( R \) is an i.i.d. random matrix takes \( O(np + pd) \) words of memory, while if \( R \) is 2 \( \text{sr}(X) \)-wise independent storing \( XR \) only requires \( O(np + \text{sr}(X) \log(pd)) \) words of memory.
3.2 Restricted Isometry of $XR$ with Sparse Random $R$

In this section, we investigate the restricted isometry property when $R$ is a sparse random matrix. We use the following popular probabilistic model for our sparse random matrices (Spielman et al., 2012; Luh and Vu, 2016; Wang and Chi, 2016).

Definition 4 (Bernoulli-Subgaussian Sparse Random Matrix). We say that $R \in \mathbb{R}^{p \times d}$ satisfies the Bernoulli-Subgaussian model with parameter $\beta \in (0, 1)$ if $R = \Omega \odot \Gamma$, where $\Omega \in \mathbb{R}^{p \times d}$ is an i.i.d. Bernoulli matrix where each entry is 1 independently with probability $\beta$, and $\Gamma = (\Gamma_{ij})$ is an random matrix with independent entries that satisfy: $E[\Gamma_{ij}] = 0$, $E[\Gamma_{ij}^2] = 1$, and $\|\Gamma_{ij}\|_{\psi_2} \leq K$, and $\odot$ denotes the Hadamard product.

We note that the sparsity of $XR$ is manipulated by the Bernoulli distribution, and the non-zero entries of $XR$ obey the subgaussian distribution, thereby facilitating a very general model of the sparse matrix.

Our results in this section will rely on the sparse Hanson-Wright inequality from Zhou (2015) (Theorem C.5). Similar to Hanson-Wright inequality (Theorem 2.1), sparse Hanson-Wright inequality provides a large deviation bound for a quadratic form. However, in this case, the quadratic form is sparse, and is of the form $(x \odot \zeta)^T M (x \odot \zeta)$ where $x$ is an random vector with independent subgaussian components and $\zeta$ contains independent Bernoulli random variables.

As in Theorem 3.1, we start with converting the sparse Hanson-wright bound into a concentration bound on $\|XRu\|$ for a fixed vector $u \in S^{d-1}$ (Lemma C.7)

$$\Pr \left[ \|XRu\| - \sqrt{\beta} \|X\|_F > \epsilon \sqrt{\beta} \|X\|_F \right] \leq 2 \exp \left( \frac{-c\beta \epsilon^2 \text{sr}(X)}{K^4} \right),$$

and a bound on spectral norm of $n \times k$ submatrices of $XR$ (Lemma C.8)

$$\Pr \left[ \exists I \subseteq [d], |I| = k, \|XR_I\| > 2C_1 \|X\|_F \right] \leq \exp \left( \frac{-c\beta \text{sr}(X)}{K^4} \right).$$

These results in conjunction with a net argument provides the recipe for the following result.

Theorem 3.4. Let $X$ be an $n \times p$ matrix. Let $R = \Omega \odot \Gamma$ be a $p \times d$ matrix, where $\Omega \in \mathbb{R}^{p \times d}$ is an i.i.d. Bernoulli matrix where each entry is 1 independently with probability $\beta$, and $\Gamma = (\Gamma_{ij})$ is an random matrix with independent entries that satisfy: $E[\Gamma_{ij}] = 0$, $E[\Gamma_{ij}^2] = 1$, and $\|\Gamma_{ij}\|_{\psi_2} \leq K$. Let $R = R/\sqrt{\beta}$. Let $\epsilon \in (0, 1)$, and let $k \in \mathbb{N}$ be a number satisfying $\text{sr}(X) \geq CK^4 \frac{k}{\beta c^2} \log \left( \frac{d}{ek} \right)$. Then with probability at least $1 - \exp(-c\beta \epsilon^2 \text{sr}(X)/K^4)$, the matrix $XR$ satisfies $(k, \epsilon)$-RIP, i.e.,

$$\forall u \in \Sigma_k, (1 - \epsilon) \|X\|_F \leq \|XRu\| \leq (1 + \epsilon) \|X\|_F.$$

3.3 Restricted Isometry of $XR$ under Convex Concentration Property on $R$

We investigate the case where $R \in \mathbb{R}^{p \times d}$ is composed of independent columns satisfying the convex concentration property. In this case, we utilize the recent result of (Adamczak et al., 2015), who proved the Hanson-Wright inequality for isotropic random vectors having convex concentrations property (Theorem C.10). Our first result here is to show that a linear combination of independent vectors having a convex concentration property would have this property as well. To this end, we start with a fixed $u = (u_1, \ldots, u_d) \in S^{d-1}$ and construct a martingale with variables $E[\phi(\sum_{i=1}^d r_i u_i) \mid r_1, \ldots, r_i]$ where $\phi : \mathbb{R}^p \rightarrow \mathbb{R}$ is a 1-Lipschitz convex function and $r_i$ is the $i$th column in $R$, and , and then apply Azuma’s inequality to it. Once we have this established, verifying RIP consists of applying the Hanson-Wright inequality of (Adamczak et al., 2015) in a proof framework similar to Theorem 3.1.
Theorem 3.5. Let $X$ be an $n \times p$ matrix. Let $R$ be a $p \times d$ matrix with mean zero independent columns satisfying the convex concentration property (Definition 3) with constant $K$. Let $\epsilon \in (0,1)$, and let $k \in \mathbb{N}$ be a number satisfying $sr(X) \geq C K^4 \frac{k}{\epsilon^2} \log \left( \frac{d}{\epsilon k} \right)$. Then with probability at least $1 - \exp(-\epsilon^2 sr(X)/K^4)$, the matrix $XR$ satisfies $(k,\epsilon)$-RIP, i.e.,

$$\forall u \in \Sigma_k, \ (1 - \epsilon) \|X\|_F \leq \|XRu\| \leq (1 + \epsilon) \|X\|_F .$$

4 Restricted Isometry under $\ell$-way Column Hadamard-product

In this section, we investigate the restricted isometry property for a class of correlated random matrices motivated by theoretically understanding the effectiveness of word vector embeddings. Missing details from this section are collected in Appendix D.

To introduce this setting, let us start with the definition of a matrix product operation introduced by (Arora et al., 2018a) to construct their distributed cooccurrence (DisC) word embeddings.

Definition 5 ($\ell$-way Column Hadamard-product Operation). Let $M$ be an $p \times d$ matrix, and let $\ell \in \mathbb{N}$. The $\ell$-way column Hadamard-product operation constructs a $p \times \binom{d}{\ell}$ matrix $M^{(\ell)}$ whose columns indexed by a sequence $1 \leq i_1 < i_2 \cdots < i_{\ell} \leq d$ is the elementwise product of the $i_1, i_2, \ldots, i_{\ell}$-th columns of $M$, i.e., $(i_1, i_2, \ldots, i_{\ell})$-th column in $M^{(\ell)}$ is $m_{i_1} \odot \cdots \odot m_{i_{\ell}}$, where $m_j$ for $j \in [d]$ is the $j$th column in $M$.

Arora et al. (2018a), based on an application of a result of (Foucart and Rauhut, 2017) on RIP for bounded orthonormal systems, showed that if $R \in \mathbb{R}^{n \times d}$ is an i.i.d. random sign matrix, and if $n = \Omega((c/e^2) \log(d/k))$, then with probability at least $1 - \gamma$, $R^{(\ell)}$ satisfies restricted isometry property. In this paper, we investigate RIP on $XR^{(\ell)}$. Qualitatively achieving RIP for $R^{(\ell)}$ is simpler than achieving RIP for $XR^{(\ell)}$. In the $R^{(\ell)}$ case one has only to ensure that $\|R^{(\ell)}u\|$ is close to a constant with high probability for a fixed sparse unit vector $u$. In the case of $XR^{(\ell)}$, in addition to it, one has to guarantee that the direction of the vector $R^{(\ell)}u$ is more or less uniformly distributed over the sphere.

For $\ell = 1$, Theorem 3.1 holds, and we get RIP under the condition $sr(X) = \Omega((k/e^2) \log(d/k\epsilon))$. Below, we first analyze the case of $\ell = 2$, and then the larger $\ell$’s. In the motivating application discussed in Section 4.1, $\ell = 1$ and $\ell = 2$ are probably the most interesting scenarios.

Analysis for $\ell = 2$. Let $R$ be a random matrix with centered bounded entries. We prove that the matrix $XR^{(2)}$ satisfies RIP with high probability provided that $sr(X)$ is sufficiently large. Note that we do not require the entries in $R$ to be identically distributed.

Theorem 4.1. Let $X$ be an $n \times p$ matrix, and let $R$ be a $p \times d$ random matrix with independent entries $R_{ij}$ such that $\mathbb{E}[R_{ij}] = 0, \mathbb{E}[R_{ij}^2] = 1, \text{and } |R_{ij}| \leq \tau$ almost surely. Let $\epsilon \in (0,1)$, and let $k \in \mathcal{N}$ be a number satisfying $sr(X) \geq C \epsilon k^4 \log \left( \frac{d^2}{\epsilon k} \right)$. Then with probability at least $1 - \exp(-\epsilon^2 sr(X)/(k\tau^8))$, the matrix $XR^{(2)}$ satisfies the $(k,\epsilon)$-RIP property, i.e., for any $u \in S^{(d-1)}_2$ with $|\text{supp}(u)| \leq k$,

$$(1 - \epsilon) \|X\|_F \leq \left\|XR^{(2)}u\right\| \leq (1 + \epsilon) \|X\|_F .$$

Proof. Let $u \in \mathbb{R}^{(d)}_+$ be a vector with $|\text{supp}(u)| = k$. Let $u_{ij}$ be the $(i,j)$th element in $u$ with $(i,j) \in \binom{d}{2}$. The random variable $\left\|XR^{(2)}u\right\|^2$ is order 4 homogenous chaos in terms of the random variables $R_{ij}$. Establishing

\footnote{The centered assumption is necessary because to hope for RIP with high probability, we must have it in average. The boundedness assumption is an artifact of our proof approach. The product of subgaussians is not subgaussian. However, the class of bounded random variables is closed under product.}
concentration for this chaos can be a difficult task, so we will approach the problem from a different angle. Let \( l \in [p] \), and define

\[
y_l = \sum_{(i,j) \in \binom{[d]}{2}} R_{li} R_{lj} u_{ij}.
\]

Note that the random variables \( y_l, l \in [p] \) are independent. We will estimate the \( \psi_2 \)-norm of \( y_l \) and use the Hanson-Wright inequality (Theorem 2.1) to establish the concentration for the norm of \( XR^{(2)} u = X y \) (where \( y = (y_1, \ldots, y_p) \)). Note that the support of \( u \) contains the pair \((i, j)\) with \( u_{ij} \neq 0 \). Directly from the triangle inequality, one can get

\[
\left\| \sum_{(i,j) \in \binom{[d]}{2}} R_{li} R_{lj} u_{ij} \right\|_{\psi_2} \leq \sum_{(i,j) \in \text{supp}(u)} \|R_{li} R_{lj} u_{ij}\|_{\psi_2} = O(\tau^2 \|u\|_1) = O(\tau^2 \sqrt{k} \|u\|_2),
\]

(2)
since \( |\text{supp}(u)| \leq k \). This estimate is, however, too wasteful. We will prove a more precise one using a special decomposition of the vector \( u \). It is based on a novel induction procedure. For simplicity, we ignore the subscript \( l \), and denote \( R_{li} \) by \( r_i \) and \( R_{lj} \) by \( r_j \). We explain the induction idea here, deferring the entire proof to Appendix D.

The support of vector \( u \) can be viewed as an \( I \times I^c \) matrix with at most \( k \) non-zero entries. If each row of this matrix contains at most one non-zero entry, we can condition on \( r_j, j \in I^c \) and get a bound on the \( \psi_2 \)-norm which does not depend on \( k \) using Hoeffding’s inequality. The same is true if each column of the matrix contains at most one non-zero entry. This suggests that intuitively, the worst case scenario occurs when the non-zero entries of \( u \) form a \( \sqrt{k} \times \sqrt{k} \) submatrix. This submatrix can be split into the sum of \( \sqrt{k} \) rows, which in combination with Cauchy-Schwarz inequality allows to bound the \( \psi_2 \)-norm by \( k^{1/4} \). But it is not clear how to extend this splitting to the case of \( u \) with an arbitrary support. However, the \( \sqrt{k} \times \sqrt{k} \) matrix can be split in a slightly different way. Namely, we separate the first row of the \( \sqrt{k} \times \sqrt{k} \) matrix of support of \( u \), so that the remaining part is a \((\sqrt{k} - 1) \times \sqrt{k} \) matrix. After that, we separate the first column of the remaining matrix which leaves a \((\sqrt{k} - 1) \times (\sqrt{k} - 1) \) matrix. Alternating between rows and columns, we get a \((\sqrt{k} - t) \times (\sqrt{k} - t) \) matrix after \( 2t \) steps. This process ends in \( 2\sqrt{k} \) steps, which yields the same \( k^{1/4} \) bound for the \( \psi_2 \)-norm. We show below that this method can be extended to a vector \( u \) with an arbitrary support.

**Lemma 4.2.** Let \( u \in \mathbb{R}^{(d)} \) be a vector with \(|\text{supp}(u)| \leq k \). Let \( r_i, i \in [d] \) be independent random variables with \( \mathbb{E}[r_i] = 0, \mathbb{E}[r_i^2] = 1, \) and \( |r_i| \leq \tau \) almost surely. Then

\[
\left\| \sum_{(i,j) \in \binom{[d]}{2}} r_i r_j u_{ij} \right\|_{\psi_2} \leq 16 \tau^2 k^{1/4} \|u\|_2.
\]

From Lemma 4.2, we finish the proof of the theorem by combining the Hanson-Wright inequality (Theorem 2.1) and a net argument.

Recall that for any \( k \)-sparse vector \( u \in \mathbb{R}^{(d)} \), \( XR^{(2)} u = X y \), where \( y = (y_1, \ldots, y_p) \) is a random vector with independent coordinates such that for all \( l \in [p] \)

\[
\mathbb{E}[y_l] = 0, \quad \mathbb{E}[y_l^2] = \|u\|^2, \quad \text{and} \quad \|y_l\|_{\psi_2} \leq C \tau^2 k^{1/4} \|u\| \quad \text{(from Lemma 4.2)}.
\]

By the volumetric estimate we can choose an \((\epsilon/2C_2)\)-net \( \mathcal{N} \) in the set of all \( k \)-sparse vectors in \( S^{(d)}_{k} \) such that

\[
|\mathcal{N}| \leq \left( \binom{d}{k} \left( \frac{6C_2}{\epsilon} \right)^k \leq \exp \left( k \log \left( \frac{C_0 d^2}{k \epsilon} \right) \right). \right.
\]
Using Corollary B.1, for any \( u \in S^{(d)} \) with \(|\text{supp}(u)| \leq k\) (and \( y = R^{(2)} u \)),

\[
\Pr [ \| X y \| - \| X \|_F > \epsilon \| X \|_F ] \leq 2 \exp \left( - \frac{Ce^2}{\max_i \| y_i \|_{\psi_2}^4} \text{sr}(X) \right) \leq 2 \exp \left( - \frac{C_1 e^2}{\tau^8 k} \text{sr}(X) \right).
\]

Combining this with the union bound over \( u \in \mathcal{N} \) and using the assumption on \( \text{sr}(X) \), we get

\[
\Pr \left[ \exists u \in \mathcal{N}, \left\| X R^{(2)} u \right\| - \| X \|_F > \epsilon \| X \|_F \right] \leq \exp \left( k \log \left( \frac{C_0 d^2}{k \epsilon} \right) \right) \cdot 2 \exp \left( - \frac{C_1 e^2}{\tau^8 k} \text{sr}(X) \right) .
\]

Assume that the complement of the event in the left-hand side of the previous inequality occurs. Then an approximation idea (as in Theorem 3.1) yields

\[
\left\| X R^{(2)} u \right\| - \| X \|_F \leq 2\epsilon \| X \|_F
\]

for all \( k \)-sparse unit vectors \( u \). This completes the proof of Theorem 4.1.

**Analysis for \( \ell \geq 3 \).** A looser version of Theorem 4.1 also extends to larger \( \ell \)'s. While extending the stronger \( \psi_2 \)-norm estimate given by Lemma 4.2 to these larger \( \ell \)'s looks tricky, the looser bound obtained through a triangle inequality argument (as in (2)) still holds. This leads to the following theorem.

**Theorem 4.3.** Let \( X \) be an \( n \times p \) matrix, and let \( R \) be a \( p \times d \) random matrix with independent entries \( R_{ij} \) such that \( \mathbb{E}[R_{ij}] = 0, \mathbb{E}[R_{ij}^2] = 1, \) and \( |R_{ij}| \leq \tau \) almost surely. Let \( \ell \geq 3 \) be a constant. Let \( \epsilon \in (0, 1) \), and let \( k \in \mathbb{N} \) be a number satisfying \( \text{sr}(X) \geq \frac{Ce^2}{\tau^2} k^{3 \log \left( \frac{d^4}{\tau^2} \right)}. \) Then with probability at least \( 1 - \exp(-c \epsilon^2 \text{sr}(X)/(k^2 \tau^4)) \), the matrix \( X R^{(\ell)} \) satisfies the \((k, \epsilon)\)-RIP property, i.e., for any \( u \in S^{(d)} \) with \(|\text{supp}(u)| \leq k\),

\[
(1 - \epsilon) \| X \|_F \leq \left\| X R^{(\ell)} u \right\| \leq (1 + \epsilon) \| X \|_F.
\]

**Remark 4.4.** In both Theorems 4.1 and 4.3, we expect that a better dependence on \( k \) in the \( \text{sr}(X) \) condition is possible, although it is presently not clear how this can be achieved.

### 4.1 Application to Understanding Effectiveness of Word Embeddings

Word embeddings which represent the “meaning” of each word via a low-dimensional vector, have been widely utilized for many natural language processing and machine learning applications. We refer the reader to (Mikolov et al., 2013; Pennington et al., 2014) for additional background about word vector embeddings. Individual word embeddings can be extended to embed word sequences (such as a phrase or sentence) in multiple ways. There has been a recent effort to better understand the effectiveness of these embeddings, in terms of the information they encode and how this relates to performance on downstream tasks (Arora et al., 2017, 2018a; Khodak et al., 2018). In this paper, we work with a recently introduced word sequence embedding scheme, called *distributed cooccurrence* (DisC) embedding, that has been shown to be empirically effective for downstream classification tasks and also supports some theoretical justification (Arora et al., 2018a).

We in fact investigate linear transformations of these DisC embedding vectors (Definition 8). Linear transformations are commonly applied over existing embeddings to construct new embeddings in the context of *domain adaptation, transfer learning*, etc. For example, recently (Khodak et al., 2018) applied a (learned) linear transformation on the DisC embedding vectors to construct a new embedding scheme, referred to as *à la carte* embedding, which they empirically show regularly outperforms the DisC embedding. Our results show, under some conditions, these linearly transformed DisC embeddings have provable performance guarantees, in that they are at least as
Let $\mathcal{W}$ denote the vocabulary set (collection of some words) with $|\mathcal{W}| = d$. We assume each word $w \in \mathcal{W}$ has a vector representation $v_w \in \mathbb{R}^p$. Let $V \in \mathbb{R}^{p \times d}$ denote the matrix whose columns are these word embeddings. A $\ell$-gram is a contiguous sequence of $\ell$ words in a longer word sequence. Here, $\ell = 2$ is referred commonly to as bigram, $\ell = 3$ is referred to as trigram, etc.\footnote{For example, if the word sequence equals (“the”, “cow”, “jumps”, “over”, “the”, “moon”), then it has 5 different words. The collection of 2-grams (bigrams) for this sequence would be “the cow”, “cow jumps”, “cow jumps over”, “the moon”. Similarly, the collection of 3-grams (trigrams) would be “the cow jumps”, “cow jumps over”, “over the moon”. This case, the collection of 2-cooccurrences and 3-cooccurrences are same as the collection of 2-grams and 3-grams respectively.} The Bag-of-$\ell$-grams representation of a word sequence is a vector that counts the number of times any possible $\ell$-gram (from the vocabulary set $\mathcal{W}$) for some $\ell \in [L]$ appears in the sequence. In practice, $L$ is set to a small value, typically $\leq 4$. Tweaked versions of this simple representation is known to perform well for many downstream classification tasks (Wang and Manning, 2012). It is common to ignore the ordering of words in an $\ell$-gram and to define $\ell$-gram as an unordered collection of $\ell$ words (also referred to as $\ell$-cooccurrence). Also as in (Arora et al., 2018a) for simplicity, we assume that each $\ell$-cooccurrence contains a word at most once (as noted by (Arora et al., 2018a) this can be ensured by merging words during a preprocessing step).

**Definition 6** (Bag-of-$\ell$-cooccurrences). Given a $k$-word sequence $S = (w_1, \ldots, w_k)$ and $L \in \mathbb{N}$, we define its Bag-of-$\ell$-cooccurrences vector $c_S$ as the concatenation of vectors $c^{(1)}, \ldots, c^{(L)}$ where

$$\forall \ell \in [L], c^{(\ell)} \in \mathbb{R}^{d(\ell)} \text{ defined as } c^{(\ell)} = \sum_{t=1}^{k-\ell+1} e_{\{w_t, \ldots, w_{t+\ell-1}\}},$$

Here, $c_S$ is a $\sum_{\ell=1}^{L} d(\ell)$ dimensional vector. Here, $d(\ell)$ is number of possible $\ell$-cooccurrences in a $d$ word vocabulary set.

In practice, one would also consider only small word sequences, and therefore $k$ will be a small number. The embedding of an $\ell$-cooccurrence is defined as the elementwise product of the embeddings of its constituent words.

**Definition 7** (DisC Embedding (Arora et al., 2018a)). Given a $k$-word sequence $S = (w_1, \ldots, w_k)$ and $L \in \mathbb{N}$, we define its $L$-DisC embedding $v_{\text{DisC}}$ as the $pL$-dimensional vector formed by concatenation of vectors $v^{(1)}, \ldots, v^{(L)} \in \mathbb{R}^p$ where

$$\forall \ell \in [L], v^{(\ell)} \in \mathbb{R}^p \text{ defined as } v^{(\ell)} = \sum_{t=1}^{k-\ell+1} v_{w_t} \odot \cdots \odot v_{w_{t+\ell-1}},$$

i.e., $v^{(\ell)}$ is the sum of the $\ell$-cooccurrence embeddings of all $\ell$-cooccurrences in the document.

From Definitions 5, 6, and 7, it can be observed that if the columns of $V \in \mathbb{R}^{p \times d}$ are the words embeddings of the words in vocabulary set $\mathcal{W}$, then

$$v^{(\ell)} = v^{(\ell)} c^{(\ell)},$$

where $v^{(\ell)}$ is the $\ell$-way column Hadamard-product constructed out of $V$. The columns of $V^{(\ell)}$ contain the DisC embedding of all possible $\ell$-cooccurrences in the vocabulary set $\mathcal{W}$ (and thus $V^{(1)} = V$).

**Definition 8** (Linearly Transformed DisC Embedding). Given a matrix of word vectors $V \in \mathbb{R}^{p \times d}$ and a set of matrices $X^{(1)}, \ldots, X^{(L)} \in \mathbb{R}^{n \times p}$. A linearly transformed $L$-DisC embedding matrix $V^{(L)}$ of $V$ is a block-diagonal
matrix with blocks $X^{(l)}V^{(l)}$, $l \in [L]$

$$
\mathcal{V}^{(L)} = \begin{bmatrix}
X^{(1)}V^{(1)} & 0_{n \times \binom{d}{2}} & \cdots & 0_{n \times \binom{d}{L}} \\
0_{n \times d} & X^{(2)}V^{(2)} & \cdots & 0_{n \times \binom{d}{L}} \\
\vdots & \vdots & \ddots & \vdots \\
0_{n \times d} & 0_{n \times \binom{d}{2}} & \cdots & X^{(L)}V^{(L)}
\end{bmatrix} \tag{3}
$$

For a $k$-word sequence $S = (w_1, \ldots, w_k)$, the linearly transformed DisC embedding is then defined as $v_{\widehat{\text{DisC}}} = \mathcal{V}^{(L)}c_S$, where $c_S$ is the Bag-of-$L$-cooccurrences vector.

Note that $X^{(1)}, \ldots, X^{(L)}$ are fixed matrices, and can be used to encode any contextual or prior information. If they are all identity matrices, then $v_{\widehat{\text{DisC}}} = v_{\text{DisC}}$.

**Compressed Learning Problem.** Notice that the dimensionality of $c_S$ is $\sum_{l=1}^{L} \binom{d}{l}$, whereas that of $v_{\widehat{\text{DisC}}}$ is only $nL$, i.e., $v_{\widehat{\text{DisC}}}$ is a compressed representation of $c_S$. Therefore, there is inherent computational advantage of working with $v_{\widehat{\text{DisC}}}$ than $c_S$, and $v_{\widehat{\text{DisC}}}$ can also be computed efficiently in practice (Khodak et al., 2018). The question then arises: How well does a linear classifier trained on this compressed representation perform say compared to a classifier trained on the uncompressed (original) representations?\footnote{As mentioned earlier, linear classifiers trained on Bag-of-$L$-grams or Bag-of-$L$-cooccurrences representations perform well in practice.} For theoretically answering this question, we use random vectors as word embeddings, instead of pretrained vectors, as also considered by Arora et al. (2018a) in their analysis of DisC embeddings.\footnote{Arora et al. (2018a) also provide some empirical evidence on the performance of using random signs for word embeddings.} Our analysis uses a result from (Arora et al., 2018a) (Theorem D.2), that bounds the loss of a linear classifier in the compressed domain compared to the best classifier in the original domain, along with the RIP result established in Theorems 3.1 ($\ell = 1$), 4.1 ($\ell = 2$), and 4.3 ($\ell \geq 3$). To formally state the results, we need some more notation. $L$ is assumed to be a constant below. Some additional background about this problem of compressed learning is provided in Appendix D.1.

We consider the standard binary classification task using labeled data. Using the notation introduced earlier, let $\mathcal{X}$ denote the set $\{(c, v) : c$ is a Bag-of-$L$-cooccurrences vector of a word sequence of length at most $k$, $\|c\| \leq \alpha, v \in \{-1, 1\}\}$, with $v$ indicating the label on $c$. Note that $c$ is $h = \sum_{l=1}^{L} \binom{d}{l}$ dimensional vector. Let $\mathcal{D}$ be a distribution over $\mathcal{X}$. Consider a labeled dataset $(c_1, v_1), \ldots, (c_b, v_b)$ drawn i.i.d. from $\mathcal{D}$. Consider a generalized linear function, $f((c, \theta); v)$ for $\theta \in \mathbb{R}^h$, where $f : \mathbb{R} \times \{-1, 1\} \rightarrow \mathbb{R}$ is assumed to be convex and $\lambda$-Lipschitz in the first parameter. Define, $f_D(\theta) = \mathbb{E}_{(c,v) \sim \mathcal{D}}[f((c, \theta); v)]$ as the generalization (distributional) loss in the original Bag-of-$L$-cooccurrences domain for parameter $\theta$. Let $\theta^* \in \arg\min_{\theta \in \mathbb{R}^h} f_D(\theta)$. Under this notation, the following corollary follows from combining Theorems 3.1, 4.1, 4.3, and D.2. It shows (ignoring Lipschitz and scale parameter) that the difference in the generalization loss by operating in the compressed domain vs. operating in the original domain is $\approx O(\sqrt{\tau})$. Note that if a word sequence has length at most $k$, then all its $\ell$-cooccurrences (for $\ell \in [L]$) will have cardinality at most $k$.

**Corollary 4.5.** Let $V \in \mathbb{R}^{d \times d}$ be an i.i.d. centered $\tau$-bounded random matrix. Let $X^{(1)}, \ldots, X^{(L)} \in \mathbb{R}^{n \times P}$ be a set of matrices (picked independent of $V$) with $\mathbb{E}(X^{(l)}) = \Omega((k\tau^4/e^2)\log(d/k\epsilon))$, $\mathbb{E}(X^{(2)}) = \Omega((k^2\tau^8/e^2)\log(d^2/k\epsilon))$, $\mathbb{E}(X^{(3)}) = \Omega((k^3\tau^4d^2/e^2)\log(d^3/k\epsilon))$ for $3 \leq \ell \leq L$. Let $\hat{\theta}$ be a classifier trained on $\mathcal{V}^{(L)}c_1, v_1), \ldots, (\mathcal{V}^{(L)}c_b, v_b)$ defined as $\hat{\theta} \in \arg\min_{\theta \in \mathbb{R}^L} \frac{1}{b} \sum_{i=1}^{b} f((\mathcal{V}^{(L)}c_i, \theta); v_i) + \frac{1}{2\epsilon} \|\theta\|^2$ (for an appropriate choice of $C$), then with probability at least $(1 - L \exp(-k))(1 - \delta)$, we have

$$
f_D(\hat{\theta}) \leq f_D(\theta^*) + O \left( \lambda \sqrt{\frac{\|\theta\|^2}{\epsilon}} + \frac{1}{b} \log \frac{1}{\delta} \right),
$$

where $f_D(\theta) = \mathbb{E}_{(c,v) \sim \mathcal{D}}[f((\mathcal{V}^{(L)}c, \theta); y)]$ is the generalization loss in the compressed domain for parameter $\theta$.\footnote{As mentioned earlier, linear classifiers trained on Bag-of-$L$-grams or Bag-of-$L$-cooccurrences representations perform well in practice.}
We end this discussion by noting that we started with random vectors for word embeddings but added the flexibility of incorporating contextual information through some fixed linear transform. While this is a good starting theoretical model for understanding the effectiveness of these embeddings, actual pretrained embeddings used in practice would not satisfy the restricted isometry property (as they will have high coherence). Bridging this gap is an interesting research direction.
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A Source Separation Construction

In this section, we explain how the source separation problem can be recast into a setting where we have the product of fixed and random matrices. Let \( S = MC\Phi \), where \( M \in \mathbb{R}^{n_1 \times a} \), \( C \in \mathbb{R}^{a \times b} \), and \( \Phi \in \mathbb{R}^{b \times c} \). Let \( s_1^\top, \ldots, s_{n_1}^\top \) be the rows of the matrix \( S \). Let \( c_1^\top, \ldots, c_a^\top \) be the rows of the matrix \( C \). Let \( M = (M_{ij}) \). Let \( A \in \mathbb{R}^{n_1 \times ac} \) be a matrix such that \( M_{ij} \) equal \( A_{i,(j-1)c+1} \) for all \( i \in [n_1] \) and \( j \in [a] \), and all other entries of \( A \) equals 0. It follows from this construction that:

\[
\begin{bmatrix}
  s_1 \\
  \vdots \\
  s_{n_1}
\end{bmatrix}_{n_1 \times c} =
\begin{bmatrix}
  A \\
  \vdots \\
  A
\end{bmatrix}_{n_1 \times ac} \begin{bmatrix}
  \Phi^\top \\
  0 \\
  \vdots \\
  \Phi^\top
\end{bmatrix}_{ac \times ab} \begin{bmatrix}
  c_1 \\
  \vdots \\
  c_a
\end{bmatrix}_{ab}.
\]

Let us further define matrices \( X_i \in \mathbb{R}^{n_1 \times ac} \) as:

\[
\begin{bmatrix}
  A \\
  \vdots \\
  A
\end{bmatrix} = [X_1 | X_2 | \ldots | X_a].
\]
Now it is easy to observe that

$$
\begin{bmatrix}
A \\
\vdots \\
A
\end{bmatrix}
\begin{bmatrix}
\Phi^T \\
\ddots \\
\Phi^T
\end{bmatrix} = \begin{bmatrix}
X_1 | X_2 | \ldots | X_n
\end{bmatrix}_R
$$

Notice that if the dictionary matrix $\Phi$ is a random matrix, then each $X_i \Phi^T$ is a product of a fixed and random matrix. Therefore, each of them fit in the product model considered in this paper. Also it follows, that if each $X_i \Phi^T$ satisfies $(k, \epsilon)$-RIP with probability $1 - \gamma$, then $[X_1 \Phi^T | X_2 \Phi^T | \ldots | X_n \Phi^T]$ satisfies $(k, \epsilon)$-RIP with probability $1 - a\gamma$.

## B Missing Preliminaries

### Subgaussian and Subexponential Random Variables.

The class of subgaussian random variables is natural and quite wide. Let us start by formally defining subgaussian random variables and vectors. A number of equivalent definitions are used in the literature.

**Definition 9** (Subgaussian Random Variable and Vector). We call a random variable $x \in \mathbb{R}$ subgaussian if there exists a constant $C > 0$ if $\Pr[|x| > t] \leq 2 \exp(-t^2/C^2)$ for all $t \geq 0$. We say that a random vector $x \in \mathbb{R}^d$ is subgaussian if the one-dimensional marginals $(x, y)$ are subgaussian random variables for all $y \in \mathbb{R}^d$.

The class of subgaussian random variables includes many random variables that arise naturally in data analysis, such as standard normal, Bernoulli, spherical, bounded (where the random variable $x$ satisfies $|x| \leq M$ almost surely for some fixed $M$). The natural generalizations of these random variables to higher dimension are all subgaussian random vectors. For many isotropic convex sets, $\mathcal{K}$ (such as the hypercube), a random vector $x$ uniformly distributed in $\mathcal{K}$ is subgaussian.

**Definition 10** ($\psi_2$-norm of a Subgaussian Random Variable and Vector). The $\psi_2$-norm of a subgaussian random variable $x \in \mathbb{R}$, denoted by $\|x\|_{\psi_2}$ is:

$$
\|x\|_{\psi_2} = \sup_{a \geq 1} a^{-1/2} (\mathbb{E}[|x|^a])^{1/a}.
$$

The $\psi_2$-norm of a subgaussian random vector $x \in \mathbb{R}^d$ is:

$$
\|x\|_{\psi_2} = \sup_{y \in S^{d-1}} \|\langle x, y \rangle\|_{\psi_2}.
$$

We also will work with a class of subexponential random variables, those with at least an exponential tail.  

**Definition 11** (Subexponential Random Variable and $\psi_1$-norm). A random variable $x$ that satisfies $\Pr[|x| > t] \leq 2 \exp(-t/C)$ for all $t \geq 0$ is called a subexponential random variable. The subexponential norm of $x$, denoted $\|x\|_{\psi_1}$, is defined as $\|x\|_{\psi_1} = \sup_{a \geq 1} a^{-1} (\mathbb{E}[|x|^a])^{1/a}$.

An immediate consequence from the above definitions of subgaussian and subexponential random variables is that,

For subgaussian $x$ : $(\mathbb{E}[|x|^a])^{1/a} \leq \|x\|_{\psi_2} \sqrt{a}$, \( \forall a \geq 1 \)

For subexponential $x$ : $(\mathbb{E}[|x|^a])^{1/a} \leq \|x\|_{\psi_1} a$, \( \forall a \geq 1 \).

---

13A convex set $\mathcal{K}$ in $\mathbb{R}^d$ is called isotropic if a random vector chosen uniformly from $\mathcal{K}$ according to the volume is isotropic. A random vector $x \in \mathbb{R}^d$ is isotropic if for all $y \in \mathbb{R}^d$, $\mathbb{E}[\langle x, y \rangle^2] = \|y\|^2$. 
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**Corollaries from Hanson-Wright Inequality (Theorem 2.1).** A simple corollary of Hanson-Wright inequality from Theorem 2.1 is a concentration inequality for random vectors with independent subgaussian components.

**Corollary B.1** (Subgaussian Concentration (Rudelson and Vershynin, 2013)). Let $M$ be a fixed $n \times d$ matrix. Let $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ be a random vector with independent components $x_i$ which satisfies $\mathbb{E}[x_i] = 0$, $\mathbb{E}[x_i^2] = 1$ and $\|x_i\|_\psi^2 \leq K$. Then for every $t \geq 0$,

$$
\Pr[\|Mx\| - \|M\| \geq t] \leq 2\exp\left(-\frac{ct^2}{K\|M\|^2}\right).
$$

Another corollary of this inequality is a bound on the spectral norm of product of deterministic and random matrices.

**Corollary B.2** (Spectral Norm of the Product (Rudelson and Vershynin, 2013)). Let $B$ be a fixed $n \times p$ matrix, and let $G = (G_{ij})$ be a $p \times d$ random matrix with independent entries that satisfy: $\mathbb{E}[G_{ij}] = 0$, $\mathbb{E}[G_{ij}^2] = 1$, and $\|G_{ij}\|_\psi^2 \leq K$. Then for any $a, b > 0$,

$$
\Pr\left[\|BG\| > CK^2(a\|B\| + b\sqrt{d}\|B\|)\right] \leq 2\exp(-a^2 sr(B) - b^2d)
$$

**RIP and Compressed Sensing.** Common random matrices such as Gaussian, Bernoulli, Fourier all satisfy the restricted isometry property. For example, if the entries of $M$ are independent and identically distributed subgaussian random variables with zero mean and unit variance. Assume that $m \geq Ck\log(2d/k)$ where $C$ depends only on $\epsilon, \gamma$, and the subgaussian moment. Then with probability at least $1 - \gamma$, the matrix $M = M/\sqrt{n}$ satisfies the restricted isometry property.

The following classic result, shows that one can recover from compressed signal (even in presence of noise) if the measurement matrix satisfies RIP.

**Theorem B.3** ([Theorem 1.2, Candès, 2008]). Suppose that $M$ satisfies the $(2k, \epsilon)$-RIP with $\epsilon < \sqrt{2} - 1$ and let $y = Mx + e$ where $\|e\| \leq \delta$. Let $\hat{x} = \arg\min_x \|z\|_1$ subject to $\|Mz - y\| \leq \delta$. Then $\hat{x}$ obeys

$$
\|\hat{x} - x\| \leq C_0 \frac{\sigma(x)_1}{\sqrt{k}} + C_2 \delta \quad \text{where,}
$$

$$
C_0 = \frac{2 - (1 - \sqrt{2})\epsilon}{1 - (1 + \sqrt{2})\epsilon}, \quad C_2 = 4 \frac{\sqrt{1 + \epsilon}}{1 - (1 + \sqrt{2})\epsilon}, \quad \text{and } \sigma(x)_1 = \min_{\mu\text{-sparse } x'} \|x - x'\|_1.
$$

**Restricted Isometry under the XR vs. the RX Model.** Our results establish the restricted isometry condition for a matrix that can be factorized as $XR$, for a deterministic $X$ and a random $R$, under some conditions on $X$ and $R$. One could ask what happens if we change the model and work in a setting where the factorization is of the form $RX$ (again for random $R$, and deterministic $X$). Unfortunately, in this case one could not hope to get a mild assumption on $X$. In fact, a necessary and sufficient condition on $X$ for a matrix $RX$ to satisfy RIP is that $X$ satisfies RIP. The necessary condition is trivial. Indeed, if $\|Xu\|$ is essentially different from $\|Xv\|$ for two sparse unit vectors $u, v$, then $E[\|RXu\|]$ will be essentially different from $E[\|RXv\|]$ (unless, of course, $X$ satisfies RIP). The proof for the sufficiency is not much harder, and follows from standard techniques in the literature.

## C Missing Details from Section 3

We provide missing details from Section 3. We start with the proof of Theorem 3.1.
Theorem C.1 (Theorem 3.1 Restated). Let $X$ be an $n \times p$ matrix. Let $R = (R_{ij})$ be a $p \times d$ matrix whose entries are with independent entries such that $\mathbb{E}[R_{ij}] = 0$, $\mathbb{E}[R_{ij}^2] = 1$, and $\|R_{ij}\|_{\psi_2} \leq K$. Let $\epsilon \in (0,1)$, and let $k \in \mathbb{N}$ be a number satisfying $sr(X) \geq CK^4 \frac{K\epsilon}{d/k} \log \left( \frac{d}{k} \right)$. Then with probability at least $1 - \exp(-c\epsilon^2 \text{sr}(X)/K^4)$, the matrix $XR$ satisfies $(k, \epsilon)$-RIP, i.e.,

$$\forall u \in \Sigma_k, \quad (1 - \epsilon) \|X\|_F \leq \|XRu\| \leq (1 + \epsilon) \|X\|_F.$$ 

Proof. First, we prove a spectral norm bound for every $n \times k$ submatrix of $XR$. Fix a subset $I \subset [d]$ with $|I| = k$. Let $R_I$ be the matrix $R$ restricted to the columns indexed by $I$. Using Corollary B.2 (with $a = 1/K^2$, $b = 1/K^2$), $\|XR_I\|$ satisfies

$$\Pr \left[ \|XR_I\| > C_1 \|X\|_F + \sqrt{k} \|X\| \right] \leq 2 \exp(-\text{sr}(X)/K^4 - k/K^4).$$

By assumption, $sr(X) \geq k \log(d/k)$, therefore $\|X\|_F \geq \sqrt{k \log(d/k)} \|X\| \geq \sqrt{k} \|X\|$. Then

$$\Pr \left[ \|XR_I\| > 2C_1 \|X\|_F \right] \leq 2 \exp(-\text{sr}(X)/K^4).$$

Using a union bound, and the fact that $\left( \frac{d}{k} \right) \leq \left( \frac{d^k}{K} \right)$,

$$\Pr \left[ \exists I \in [d], \quad |I| = k, \quad \|XR_I\| > 2C_1 \|X\|_F \right] \leq \left( \frac{d}{k} \right) \cdot 2 \exp(\text{sr}(X)/K^4) \leq 2 \exp(-\text{sr}(X)/K^4 + k \log(ed/k)) \leq 2 \exp(-c_0 \text{sr}(X)/K^4),$$

for appropriate choice of constants.

Let us now fix an $u \in S^{d-1}$. A simple consequence of the Hanson-Wright inequality (see Theorem 3.2, (Rudelson and Vershynin, 2013)) is that for any $t \geq 0$,

$$\Pr \left[ \|\|XRu\| - \|X\|_F \| \geq t \right] \leq 2 \exp \left( - \frac{c_1 t^2}{K^4 \|X\|^2} \right).$$

Setting $t = \epsilon \|X\|_F$, we get

$$\Pr \left[ \|\|XRu\| - \|X\|_F \| \geq \epsilon \|X\|_F \right] \leq 2 \exp \left( - \frac{c_1 \epsilon^2 \text{sr}(X)}{K^4} \right).$$

Let $\Sigma_k$ be the set of all $k$-sparse vectors in $S^{d-1}$. By a volumetric estimate, this set has an $(\epsilon/2C_2)$-net $\mathcal{N}$ of cardinality smaller than

$$\left( \frac{d}{k} \right) \cdot \left( \frac{6C_2}{\epsilon} \right)^k \leq \exp \left( k \log \frac{C_0 d}{\epsilon k} \right).$$

Taking the union bound over this net, we obtain

$$\Pr \left[ \forall u \in \mathcal{N}, \quad \|\|XRu\| - \|X\|_F \| \leq \epsilon \|X\|_F \right] \geq 1 - \exp \left( - \frac{c_1 \epsilon^2 \text{sr}(X)}{K^4} + k \log \frac{C_0 d}{\epsilon k} \right).$$

We now use a simple approximation idea for extending the above argument from the net to all $k$-sparse vectors. Let us first assume that events described in (5) and (4) happen. We can write any $u \in \Sigma_k$ as $u = a + b$, where $a$ in $\mathcal{N}$, and $b$ is such that $|\text{supp}(b)| \leq k$ and $\|b\| \leq \epsilon/(2C_2)$. Let $I_b = \text{supp}(b) \subset [d]$. Let $\tilde{b}$ be $b$ restricted to $\text{supp}(b)$.

$$\|XR_u\| = \|XRa + XRb\| \leq \|XRa\| + \|XRb\| = \|XRa\| + \|XRI_{I_b}\tilde{b}\| \leq \|XRa\| + \|XRI_{I_b}\| \|\tilde{b}\| \leq (1 + \epsilon) \|X\|_F + \frac{\epsilon}{2C_2} \|XRI_{I_b}\| \leq (1 + \epsilon_1) \|X\|_F,$$
where for the spectral norm bound for $\|XR_I\|$ we use (4) and the bound on $\|XR\|_F$ follows from (5). Similarly,

$$\|XR_u\| \geq (1 - \epsilon)\|X\|_F - \frac{\epsilon}{2C_2} \|XR_I\| \geq (1 - \epsilon_2)\|X\|_F.$$  

Adjusting the constants, and removing the conditioning completes the proof of the theorem.

\[\square\]

### C.1 Analysis for Low Randomness $R$

We provide missing details from Section 3.1. We start by recalling the definition of $l$-wise independence.

**Definition 12.** A sequence of random variables $x_1, \ldots, x_m$ is called $l$-wise independent if every $l$ of them are independent. More formally, $x_1, \ldots, x_m$ drawn from some distribution $\mathcal{D}$ over a range $\mathcal{Y}$ if for all $i_1, i_2, \ldots, i_l$ (all unique) and $t_1, \ldots, t_l \in \mathcal{Y}$,

$$\Pr_{x_1, \ldots, x_m \sim \mathcal{D}}[x_{i_1} = t_1, \ldots, x_{i_l} = t_l] = \Pr[x_{i_1} = t_1] \cdots \Pr[x_{i_l} = t_l].$$

**Lemma C.2.** Let $X$ be an $n \times p$ matrix. Let $R$ be a $p \times d$ matrix whose entries are $2\text{sr}(X)$-wise independent $\pm 1$-random variables. Let $k \in \mathbb{N}$ be a number satisfying $\text{sr}(X) \geq Ck \log \left(\frac{4}{\epsilon}\right)$. Then

$$\Pr[\forall I \subset [d], |I| = k, \|XR_I\| \geq C_0 \|X\|_F] \leq \exp(-c_0 \text{sr}(X)),$$

where $R_I$ the $p \times k$ submatrix of $R$ with columns from the set $I$.

**Proof.** Denote for shortness $m = \text{sr}(X)$. First let us fix $I \subset [d], |I| = k$ and introduce a $p \times k$ matrix $Q$ with i.i.d. $\pm 1$ entries. Then expanding the trace of the power of a matrix and using the $2m$-wise independence,

$$\mathbb{E}[\|XR_I\|^{2m}] \leq \mathbb{E}[\|XR_I\|^{2m}_F] \leq \mathbb{E}[\text{tr}(R_I^T X^T X R_I)^m] = \mathbb{E}[\text{tr}(Q^T X^T X)^m] = \mathbb{E}[\|XQ\|^{2m}_F] \leq k \mathbb{E}[\|XQ\|^{2m}].$$

Here, we use the fact that since expectation and trace are both linear, they commute, and also the fact the Frobenius norm is at most the rank times the spectral norm.

Since the matrix $Q$ is subgaussian, the last expectation can be estimated using Corollary B.2 (with $a = b = s$) as

$$\Pr \left[\|XQ\| \geq C_1 s(\|X\|_F + \sqrt{k}\|X\|)\right] \leq 2 \exp(-s^2 \text{sr}(X) - s^2 k).$$

By the stable rank assumption on $X$, $\|X\|_F \geq \sqrt{k}\|X\|$. Setting $s = a/(2C_1 \|X\|_F)$,

$$\Pr[\|XQ\| \geq a] \leq 2 \exp(-ca^2/\|X\|^2).$$

Using this we get,

$$\mathbb{E}[\|XQ\|^{2m}] \leq (C_1 \|X\|_F)^{2m} + 2 \int_{C_1 \|X\|_F}^{\infty} ma^{2m-1} \Pr[\|XQ\| \geq a] \, da \leq (C_1 \|X\|_F)^{2m} + 2 \int_0^{\infty} ma^{2m-1} \exp \left(-c \frac{a^2}{\|X\|^2}\right) \, da \leq (C_1 \|X\|_F)^{2m} + C_2^{2m} \|X\|^{2m} \|X\|^{2m} = (C_1 \|X\|_F)^{2m} + C_2^{2m} \left(\frac{\|X\|_F}{\|X\|}\right)^{2m} \|X\|^{2m} \leq (C_1' \|X\|_F)^{2m},$$

(6)
where the last inequality follows from the assumption on \( sr(X) \). Using Markov’s inequality and the union bound, we obtain
\[
\Pr \left[ \exists I \subset [d], |I| = k, \|XR_I\| > eC_1' \|X\|_F \right] \leq \left( \frac{d}{k} \right) \max_{|I|=k} \mathbb{E}[\|XR_I\|^{2m}] \leq k \exp \left( k \log \left( \frac{ed}{k} \right) - 2m \right) \leq \exp(-c_0 m),
\]
where we used the uniform bound on \( \mathbb{E}[\|XR_I\|^{2m}] \) as established in (6).

**Theorem C.3** (Theorem 3.3 Restated). Let \( X \) be an \( n \times p \) matrix. Let \( R \) be a \( p \times d \) matrix whose entries are \( 2sr(X) \)-wise independent \( \pm 1 \)-random variables. Let \( \epsilon \in (0, 1) \), and let \( k \in \mathbb{N} \) be a number satisfying \( sr(X) \geq C \frac{K}{\epsilon^2} \log \left( \frac{d}{ck} \right) \). Then with probability at least \( 1 - \exp(-c\epsilon^2 sr(X)) \), the matrix \( XR \) satisfies \( (k, \epsilon) \)-RIP, i.e.,
\[
\forall u \in \Sigma_k, \ (1 - \epsilon) \|X\|_F \leq \|XRu\| \leq (1 + \epsilon) \|X\|_F.
\]

**Proof.** We derive a small ball probability estimate. Fix \( I \subset [d], |I| = k \), and let \( u \in S^{d-1} \) be a vector with \( \text{supp}(u) \subset I \). Let \( l = c\epsilon^2 sr(X) \) and let \( Q \) be a \( p \times k \) matrix with i.i.d. \( \pm 1 \) entries (as in Lemma C.2). Then
\[
\mathbb{E}[u^T R^T X^T RXu] = \mathbb{E}[u^T Q^T X^T XQu] = \|X\|_F^2.
\]
Also the \( 2sr(X) \)-wise independence implies that
\[
\mathbb{E} \left[ (u^T R^T X^T RXu - \mathbb{E}[u^T R^T X^T RXu])^{2l} \right] = \mathbb{E} \left[ (u^T Q^T X^T XQu - \mathbb{E}[u^T Q^T X^T XQu])^{2l} \right].
\]

Here \( Qu \) is a vector with independent centered subgaussian coordinates. Let \( z = Qu \), and \( A = X^T X \). Let \( A = (A_{ij}) \). We can rewrite \( u^T Q^T X^T XQu - \mathbb{E}[u^T Q^T X^T XQu] \) as \( z^T Az - \mathbb{E}[z^T Az] \). By centering and independence of the entries in \( z \), we can represent, with \( z = (z_1, \ldots, z_p) \),
\[
z^T Az - \mathbb{E}[z^T Az] = \sum_{i,j} A_{ij} z_i z_j - \sum_i A_{ii} \mathbb{E}[z_i^2] = \sum_i A_{ii} (z_i^2 - \mathbb{E}[z_i^2]) + \sum_{i,j, i \neq j} A_{ij} z_i z_j.
\]

We are interested in bounding \( \mathbb{E}[(z^T Az - \mathbb{E}[z^T Az])^{2l}] \). Here,
\[
\mathbb{E} \left[ \left( \sum_i A_{ii} (z_i^2 - \mathbb{E}[z_i^2]) + \sum_{i,j, i \neq j} A_{ij} z_i z_j \right)^{2l} \right] \leq 2^{2l} \mathbb{E} \left[ \left( \sum_i A_{ii} (z_i^2 - \mathbb{E}[z_i^2]) \right)^{2l} \right] + \mathbb{E} \left[ \left( \sum_{i,j, i \neq j} A_{ij} z_i z_j \right)^{2l} \right].
\]

1. Let us first focus on bounding \( \mathbb{E}[\sum_i (A_{ii} (z_i^2 - \mathbb{E}[z_i^2]))^{2l}] \). Since, \( z_i^2 - \mathbb{E}[z_i^2] \) are all independent mean-zero subexponential random variables, and
\[
\|z_i^2 - \mathbb{E}[z_i^2]\|_{\Psi_2} \leq 2 \|z_i^2\|_{\Psi_1} \leq 4 \|z_i\|_{\Psi_2}^2 = 4,
\]
as for \( \pm 1 \)-random variables the \( \Psi_2 \)-norm is 1. Let \( S_0 = \sum_i A_{ii} (z_i^2 - \mathbb{E}[z_i^2]) \). The moment generating function of \( S_0 \) can be bound using standard techniques (see (Vershynin, 2010, Proposition 5.16)). We get that \( |\lambda| \leq c_1 / \max_i |A_{ii}|, \)
\[
\mathbb{E}[\exp(\lambda S_0)] \leq \exp(c_2 \lambda^2 \sum_{i=1}^p A_{ii}^2).
\]

\footnote{A random variable \( x \) is subgaussian if and only if \( x^2 \) is subexponential, therefore \( \|x\|_{\Psi_2} \leq \|x^2\|_{\Psi_1} \leq 2 \|x\|_{\Psi_2} \).}
Now using subexponential tail estimates yields,

\[ \mathbb{E} \left[ \left( \sum_i A_{ii}(z_i^2 - \mathbb{E}[z_i^2]) \right)^{2l} \right] \leq (C_3^l \| A \| \cdot 2l)^{2l} = (C_3^l \| X \|^2 l)^{2l}. \]  

(9)

2. We now bound \( \mathbb{E} \left[ \left( \sum_{i,j,i \neq j} A_{ij} z_i z_j \right)^{2l} \right] \). Let \( S = \sum_{i,j,i \neq j} A_{ij} z_i z_j \). For bounding \( \mathbb{E}[S^{2l}] \), we use the following result implicit in (Rudelson and Vershynin, 2013). The proof is based on decoupling and reduction to normal random variables arguments and is omitted here.

Claim C.4 (From Theorem 1.1, (Rudelson and Vershynin, 2013)). Let \( A = (A_{ij}) \) be a \( p \times p \) matrix. Let \( x_1, \ldots, x_p \) be a sequence of independent random variables such that \( \mathbb{E}[x_i] = 0 \), \( \mathbb{E}[x_i^2] = 1 \), and \( \| x_i \|_{\psi_2} \) is bounded. Let \( S = \sum_{i,j,i \neq j} A_{ij} x_i x_j \). Then the moment generating function \( \mathbb{E}[\exp(\lambda S)] \leq \exp(C\lambda^2 \| A \|_{F}^2) \) for all \( \lambda \leq c/\| A \|_F \).

Claim C.4 along with subgaussian tail estimates yields,

\[ \mathbb{E} \left[ \left( \sum_{i,j,i \neq j} A_{ij} z_i z_j \right)^{2l} \right] = \mathbb{E}[S^{2l}] = (C_4^l \| A \|_F \cdot \sqrt{2l})^{2l} \leq (C_4^l \| X \|_F \| X \|_F \sqrt{l})^{2l}. \]  

(10)

Here for the last inequality we used that \( \| A \|_F = \| X^T X \|_F \leq \| X \|_F \| X \|_F \).

Plugging in the bounds from (9) and (10) in (8) yields,

\[ \mathbb{E} \left[ \left( \sum_i A_{ii}(z_i^2 - \mathbb{E}[z_i^2]) + \sum_{i,j,i \neq j} A_{ij} z_i z_j \right)^{2l} \right] \leq (C_5^l \sqrt{l} \| X \|_F \| X \|_F)^{2l}, \]

as \( l < \text{sr}(X) \). In other words (from (7)),

\[ \mathbb{E} \left[ (u^T R^T X^T X R u - \mathbb{E}[u^T R^T X^T X R u])^{2l} \right] = \mathbb{E} \left[ (u^T R^T X^T X R u - \| X \|_F^2)^{2l} \right] \leq (C_5^l \sqrt{l} \| X \|_F \| X \|_F)^{2l}. \]

Combining this with Markov’s inequality,

\[ \Pr \left[ \| X R u \| - \| X \|_F \geq \epsilon' \| X \|_F \right] \leq \Pr \left[ \| X R u \| - \| X \|_F \geq \epsilon' \| X \|_F \right] \leq \Pr \left[ \| X R u \| - \| X \|_F \geq \epsilon' \| X \|_F \right] \leq \frac{(C_5^l \sqrt{l} \| X \|_F \| X \|_F)^{2l}}{(\epsilon' \| X \|_F^2)^{2l}} \leq \exp(-2l), \]

if the constant \( c \) in the definition of \( l \) is chosen sufficiently small, and setting \( \epsilon'^2 = \epsilon \). For the first inequality, we used the fact that for \( a_1, a_2, a_3 \geq 0 \), \( \Pr[|a_1^2 - a_2^2| \geq a_3^2] \geq \Pr[|a_1 - a_2|^2 \geq a_3^2] = \Pr[|a_1 - a_2| \geq a_3]. \)

We now finish the proof using a net argument as in Theorem 3.1. Let \( \mathcal{N} \) be an \((\epsilon'/2C_2)\)-net \( \mathcal{N} \) over \( \Sigma_k \). As mentioned in Theorem 3.1,

\[ |\mathcal{N}| \leq \exp \left( k \log \frac{C_0 d}{e k} \right). \]
Taking the union bound over this net, we obtain

$$\Pr [\forall u \in \mathcal{N}, \|XRu\| - \|X\|_F \leq \epsilon \|X\|_F] \geq 1 - \exp \left(-2l + k \log \frac{C_0d}{\epsilon k}\right) \geq 1 - \exp(-l),$$

where we used our choice of $l$ in the last inequality.

Now using the spectral norm bound from Lemma C.2 in conjunction with the approximation idea used in Theorem 3.1 yields that with probability at least $1 - \exp(-c \epsilon^2 \|x\|_F)$, $\|XRu\| - \|X\|_F \leq \epsilon \|X\|_F$ for all $u \in \Sigma_k$. The theorem is proved. \hfill \Box

### C.2 Analysis for Sparse Random $R$

We provide missing details from Section 3.2. We first state the sparse Hanson-Wright inequality from (Zhou, 2015).

**Theorem C.5** (Restated from Theorem 1.1 (Zhou, 2015)). Let $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ be a random vector with independent components $x_i$ which satisfy $\mathbb{E}[x_i] = 0$ and $\|x_i\|_{q_2} \leq K$ is bounded. Let $\zeta = (\zeta_1, \ldots, \zeta_d) \in \{0, 1\}^d$ be a random vector independent of $x$, with independent Bernoulli random variables $\zeta_i$ such that $\mathbb{E}[\zeta_i] = \beta$. Let $M = (M_{ij})$ be an $d \times d$ matrix. Then for every $t \geq 0$,\footnote{The expectation $\mathbb{E}[]$ is over both the randomness in $x$ and $\zeta$.}

$$\Pr \left[ \|M(x \odot \zeta)\| - \mathbb{E}[(x \odot \zeta)^\top M(x \odot \zeta)] > t \right] \leq 2 \exp \left( -c \min \left\{ \frac{t^2}{K^4(\beta \|\text{diag}(M)\|_F^2 + \beta^2 \|\text{offdiag}(M)\|_F^2)}, \frac{t}{K^2\|M\|} \right\} \right) \leq 2 \exp \left( -c \min \left\{ \frac{t^2}{\beta K^4\|M\|_F^2}, \frac{t}{K^2\|M\|} \right\} \right)$$

We now show that using the above sparse Hanson-Wright inequality (Theorem C.5), one can obtain a concentration inequality for sparse random vectors. The following simple lemma follows a similar proof strategy as that of Corollary B.1.

**Lemma C.6.** Let $M$ be a fixed $n \times d$ matrix. Let $x$ and $\zeta$ be random vectors as in Theorem C.5. Then for any $\epsilon \geq 0$,

$$\Pr \left[ \|M(x \odot \zeta)\| - \sqrt{\beta} \|M\|_F \geq \epsilon \sqrt{\beta} \|M\|_F \right] \leq 2 \exp \left( -c \epsilon^2 \frac{\|x\|_F}{K^4} \right).$$

**Proof.** Let $y = x \odot \zeta$. Let $Q = M^\top M$. We apply Theorem C.5 for random vector $y$ and matrix $Q$. We have, $y^\top Qy = \|My\|_2^2$ and $\mathbb{E}[y^\top Qy] = \beta \|M\|_F^2$. Thus, we obtain for any $t \geq 0$,

$$\Pr \left[ \|My\|_2^2 - \beta \|M\|_F^2 > t \right] \leq 2 \exp \left( -c \min \left\{ \frac{t^2}{\beta K^4\|M\|_F^2}, \frac{t}{K^2\|M\|} \right\} \right).$$

We now can use the fact that, $\|M\|_F^2 \leq \|M\|_F \leq \|M\|_F = \|M\|_F$. Setting $t = \rho \|M\|_F^2$. It follows that

$$\Pr \left[ \|My\|_2^2 - \beta \|M\|_F^2 > \rho \beta \|M\|_F^2 \right] \leq 2 \exp \left( -c \rho \min\{\rho^2, 1\} \frac{\|M\|_F^2}{K^4\|M\|_F^2} \right).$$

Consider the event $\|My\|_2^2 - \beta \|M\|_F^2 \leq \rho \beta \|M\|_F^2$. Dividing both sides by $\beta \|M\|_F^2$ gives,

$$\frac{\|My\|_2^2}{\beta \|M\|_F^2} - 1 \leq \rho. \tag{11}$$
Now let $\rho = \max\{\epsilon, \epsilon^2\}$. Note that for any $r \geq 0$, $\max\{|r-1|, |r-1|^2\} \leq |r^2 - 1|$. Let $r^2 = \frac{\|My\|^2}{\beta\|M\|^2_F}$. If $\rho = \epsilon$, then (11) implies

$$\left| \frac{\|My\|\sqrt{\beta\|M\|^2_F}}{\beta\|M\|^2_F} - 1 \right| \leq \frac{\epsilon}{\beta\|M\|^2_F} \leq \epsilon.$$ 

If $\rho = \epsilon^2$, then (11) implies

$$\left| \frac{\|My\|\sqrt{\beta\|M\|^2_F}}{\beta\|M\|^2_F} - 1 \right|^2 \leq \frac{\epsilon^2}{\beta\|M\|^2_F} \leq \epsilon^2 \implies \left| \frac{\|My\|\sqrt{\beta\|M\|^2_F}}{\beta\|M\|^2_F} - 1 \right| \leq \epsilon.$$ 

Putting together the above two inequalities shows that under the event $[\|My\|^2 - \beta\|M\|^2_F] \leq \rho\beta\|M\|^2_F$, implies $[\|My\| - \sqrt{\beta}\|M\|^2_F] \leq \epsilon\sqrt{\beta}\|M\|^2_F$. Using this along with the observation that $\min\{\rho^2, \rho\} = \epsilon^2$, we get the claimed result,

$$\Pr \left[ |\|My\| - \sqrt{\beta}\|M\|^2_F| > \epsilon\sqrt{\beta}\|M\|^2_F \right] \leq 2\exp \left( -c\epsilon^2 \frac{\|M\|^2_F}{K^4\|M\|^2} \right).$$

\[\square\]

**Lemma C.7.** Let $X$ be a fixed $n \times p$ matrix, and let $R = \Omega \odot \Gamma$ be a sparse random matrix as in Definition 4. Let $\epsilon > 0$. Then for any fixed $\mathbf{u} \in S^{d-1}$,

$$\Pr \left[ |\|XR\mathbf{u}\| - \sqrt{\beta}\|X\|^2_F| > \epsilon\sqrt{\beta}\|X\|^2_F \right] \leq 2\exp \left( -c\epsilon^2 \frac{\text{sr}(X)}{K^4} \right).$$

**Proof.** Let us first fix $\mathbf{u} \in S^{d-1}$. By concatenating the rows of $R$, we can view $R$ as a long vector in $\mathbb{R}^{pd}$. Consider the linear operator $T : L^2_{pd} \to L^2_{d}$ defined as $T(R) = XR\mathbf{u}$. Note that here $\mathbf{u}$ is a fixed unit vector. Let us apply Lemma C.6 to the linear operator $T(R)$. The Frobenius norm of $T$ equals $\|X\|$, and the operator norm of $T$ can be bound as $\|XR\mathbf{u}\| \leq \|X\|\|R\|_F\|\mathbf{u}\| \leq \|X\|$ (as $\|R\|_F$ is the Euclidean norm of $R$ as a vector in $L^2_{pd}$). From Lemma C.6, for any $\epsilon > 0$, we get the claimed bound,

$$\Pr \left[ |\|XR\mathbf{u}\| - \sqrt{\beta}\|X\|^2_F| > \epsilon\sqrt{\beta}\|X\|^2_F \right] \leq 2\exp \left( -c\epsilon^2 \frac{\text{sr}(X)}{K^4} \right).$$

\[\square\]

**Lemma C.8.** Let $X$ be a fixed $n \times p$ matrix, and let $R = \Omega \odot \Gamma$ be a sparse random matrix as in Definition 4. Let $k \in \mathbb{N}$ be a number satisfying $\text{sr}(X) \geq CK^{4\frac{1}{2}} \log \left( \frac{d}{\epsilon} \right)$. Then

$$\Pr \left[ \exists I \in [d], |I| = k, \|XR_I\| > 2C_1 \|X\|_F \right] \leq \exp \left( -c\frac{\epsilon \text{sr}(X)}{K^4} \right).$$

**Proof.** Let $Q$ be a $p \times k$ matrix drawn from the same distribution as $R$. From Lemma C.7 for a fixed $\mathbf{v} \in S^{k-1}$ (with $\epsilon = 1$)

$$\Pr \left[ |\|XQ\mathbf{v}\| - \sqrt{\beta}\|X\|^2_F| > \sqrt{\beta}\|X\|^2_F \right] \leq 2\exp \left( -c\frac{\epsilon \text{sr}(X)}{K^4} \right).$$

Let $\mathcal{M}$ be a $1/2$-net on $S^{k-1}$ in the Euclidean metric. Standard volumetric argument gives that $|\mathcal{M}| \leq 5^k$ (Vershynin, 2010). By a union bound, with probability at least

$$5^k \cdot 2\exp \left( -c\epsilon \frac{\text{sr}(X)}{K^4} \right),$$
every \( v \in M \) satisfies \( \|XQv\| \leq 2\sqrt{\beta}\|X\|_F \). By our choice of \( sr(X) \), \( 5^k \cdot 2\exp(-c_1\beta\|X\|/K^2) \leq \exp(-c_2\beta\|X\|/K^4) \). Let us condition on this probability event happening. Since every \( v \in S^{k-1} \) can be written as \( v = a + b \), where \( a \in M \) and \( \|b\| \leq 1/2 \), we get
\[
\|XQ\| = \max_{v \in S^{k-1}} \|XQv\| \leq \max_{a \in M} \|XQa\| + \max_{b : \|b\| \leq 1/2} \|XQb\| \leq 2\sqrt{\beta}\|X\|_F + \frac{1}{2} \|XQ\| \implies \|XQ\| \leq 4\sqrt{\beta}\|X\|_F.
\]
Using this along with a union bound over all \( p \times k \) submatrices of \( R \), we obtain
\[
\Pr \left[ \exists I \subset [d], |I| = k \|XR_I\| > C\sqrt{\beta}\|X\|_F \right] \leq \binom{d}{k} \cdot \exp \left( \frac{-c_2\beta\|X\|}{K^4} \right) \leq \exp \left( \frac{-c_3\beta\|X\|}{K^4} \right),
\]
by our assumption on \( sr(X) \).

**Theorem C.9** (Theorem 3.4 Restated). Let \( X \) be an \( n \times p \) matrix. Let \( \hat{R} = \Omega \odot \Gamma \) be a \( p \times d \) matrix, where \( \Omega \in \mathbb{R}^{p \times d} \) is an i.i.d. Bernoulli matrix where each entry is 1 independently with probability \( \beta \), and \( \Gamma = (\Gamma_{ij}) \) is an random matrix with independent entries that satisfy: \( \mathbb{E}[\Gamma_{ij}] = 0 \), \( \mathbb{E}[\Gamma_{ij}^2] = 1 \), and \( \|\Gamma_{ij}\|_{\psi_2} \leq K \). Let \( R = \hat{R}/\sqrt{\beta} \). Let \( \epsilon \in (0, 1) \), and let \( k \in \mathbb{N} \) be a number satisfying \( sr(X) \geq C K^4 k^{-1} \log \left( \frac{4}{\epsilon} \right) \). Then with probability at least
\[
1 - \exp(-c_1\beta^2\|X\|/K^4),
\]
the matrix \( XR \) satisfies \((k, \epsilon)\)-RIP, i.e.,
\[
\forall u \in \Sigma_k, (1 - \epsilon)\|X\|_F \leq \|XRu\| \leq (1 + \epsilon)\|X\|_F.
\]

**Proof.** From Lemma C.7,
\[
\Pr \left[ \|XR_u\| - \sqrt{\beta}\|X\|_F > \epsilon \sqrt{\beta}\|X\|_F \right] \leq 2\exp \left( \frac{-c_1\beta^2\|X\|}{K^4} \right).
\]

We now use a standard net argument. Let \( N \) be an \((\epsilon/2C_2)\)-net \( N \) over \( \Sigma_k \). As mentioned in Theorem 3.1,
\[
|N| \leq \exp \left( k \log \frac{C_0d}{\epsilon k} \right).
\]
Taking the union bound over this net, we obtain
\[
\Pr \left[ \forall u \in N, \|XR_u\| - \sqrt{\beta}\|X\|_F \leq \epsilon \sqrt{\beta}\|X\|_F \right] \geq 1 - \exp \left( \frac{-c_1\beta^2\|X\|}{K^4} + k \log \frac{C_0d}{\epsilon k} \right)
\]
\[
\geq 1 - \exp \left( \frac{-c_2\beta^2\|X\|}{K^4} \right),
\]
where we used the assumption on \( sr(X) \). Now using the spectral norm bound from Lemma C.8 in conjunction with the approximation idea used in Theorem 3.1 yields that with probability at least \( 1 - \exp(-c_1\beta^2\|X\|/K^4) \),
\[
\|XR_u - \sqrt{\beta}\|X\|_F \leq \epsilon \sqrt{\beta}\|X\|_F
\]
for all \( u \in \Sigma_k \). We finish by noting that \( R = \hat{R}/\sqrt{\beta} \).

### C.3 Analysis for \( R \) under Convex Concentration Property

We provide missing details from Section 3.3. We first state the Hanson-Wright inequality for vectors satisfying convex concentration property from (Adamczak et al., 2015).

**Theorem C.10** (Theorem 2.3 (Adamczak et al., 2015)). Let \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) be a random vector with independent components \( x_i \) which satisfy \( \mathbb{E}[x_i] = 0 \). Let \( x \) satisfy the convex concentration property with constant \( K \). Let \( M \) be a \( d \times d \) matrix. Then for every \( t > 0 \),
\[
\Pr[|x^\top Mx - \mathbb{E}[x^\top Mx]| \geq t] \leq 2\exp \left( -c \min \left\{ \frac{t^2}{2K^4\|M\|_{\psi_2}^2}, \frac{t}{K^2\|M\|} \right\} \right).
\]
To verify RIP, we need the following lemma.

**Lemma C.11.** Let $R$ be a $p \times d$ random matrix with independent columns satisfying the convex concentration property with constant $K$. Let $u \in \mathbb{S}^{d-1}$. Then $Ru$ is a random vector satisfying the convex concentration property with constant $O(K)$.

**Proof.** Let $u = (u_1, \ldots, u_d)$. Let $\phi : \mathbb{R}^p \to \mathbb{R}$ be a 1-Lipschitz convex function. Let $r_1, \ldots, r_d \in \mathbb{R}^p$ be the columns of $R$. For any $j \in [d]$, the function $V_j : \mathbb{R}^p \to \mathbb{R}$ defined by

\[
V_j(a) = \phi \left( \sum_{i \neq j} r_i u_i + a u_j \right) - \mathbb{E} \left[ \phi \left( \sum_{i \neq j} r_i u_i \right) \bigg| r_1, \ldots, r_j \right],
\]

is also convex and Lipschitz with the Lipschitz constant $|u_j|$. The convex concentration property implies that the random variable

\[
\Delta_j = \mathbb{E} \left[ \phi \left( \sum_{i=1}^d r_i u_i \right) \bigg| r_1, \ldots, r_j \right] - \mathbb{E} \left[ \phi \left( \sum_{i=1}^d r_i u_i \right) \bigg| r_1, \ldots, r_{j-1} \right]
\]

is subgaussian with $\psi_2$-norm $\|\Delta\|_{\psi_2} \leq K|u_j|$. To verify it, we can condition on $r_i, i \neq j$, and then integrate over $r_1, \ldots, r_{j-1}$ using Jensen’s inequality for the $\psi_2$-norm. The random variables

\[
m_j = \mathbb{E} \left[ \phi \left( \sum_{i=1}^d r_i u_i \right) \bigg| r_1, \ldots, r_j \right], \quad j \in \{0, \ldots, d\},
\]

form a martingale with the martingale differences $\Delta_j$. Hence, Azuma’s inequality implies that

\[
m_d - m_0 = \phi \left( \sum_{i=1}^d r_i u_i \right) - \mathbb{E} \left[ \phi \left( \sum_{i=1}^d r_i u_i \right) \right]
\]

is subgaussian random variable with $\|m_d - m_0\|_{\psi_2} \leq CK\|u\| = O(K)$. This completes the proof. \(\square\)

**Theorem C.12 (Theorem 3.5 Restated).** Let $X$ be an $n \times p$ matrix. Let $R$ be a $p \times d$ matrix with mean zero independent columns satisfying the convex concentration property (Definition 3) with constant $K$. Let $\epsilon \in (0, 1)$, and let $k \in \mathbb{N}$ be a number satisfying $sr(X) \geq CK^4 k \log(\frac{d}{ck})$. Then with probability at least $1 - \exp(-c \epsilon^2 sr(X)/K^4)$, the matrix $XR$ satisfies $(k, \epsilon)$-RIP, i.e.,

\[
\forall u \in \Sigma_k, \quad (1 - \epsilon) \|Xu\|_F \leq \|XRu\| \leq (1 + \epsilon) \|X\|_F.
\]

**Proof.** Fix any $u \in \mathbb{S}^{d-1}$. From Lemma C.11, we get that $Ru$ satisfies the c.c.p with constant $O(K)$. Using $Ru$ as the random vector, a simple consequence of the Hanson-Wright inequality from Theorem C.10 is for all $t \geq 0$,

\[
\Pr[\|XRu\| - \|X\|_F \geq t] \leq 2 \exp \left( \frac{-ct^2}{K^4\|X\|^2} \right).
\]

Setting $t = \epsilon\|X\|_F$, we get

\[
\Pr[\|XRu\| - \|X\|_F \geq \epsilon\|X\|_F] \leq 2 \exp \left( \frac{-c_1 \epsilon^2 sr(X)}{K^4} \right). \tag{12}
\]

The remainder of the proof follows the framework of Theorem 3.1. From Hanson-Wright inequality, we obtain that

\[
\Pr \left[ \exists I \in [d], \ |I| = k, \ |X_{RI}| > 2C_1 \|X\|_F \right] \leq 2 \exp(-c_0 sr(X)/K^4).
\]

Verifying RIP consists now of applying (12) to a net in the set of sparse vectors on the unit sphere and the details are omitted here. \(\square\)
D Missing Details from Section 4

Proof of Lemma 4.2. We start with the decoupling argument as in (Rudelson and Vershynin, 2013). Let \( \delta_1, \ldots, \delta_d \) be i.i.d. Bernoulli(1/2) random variables and denote by \( I \) the random set \( I = \{ i \in [d] : \delta_i = 1 \} \). Let \( a > 0 \), and assume that for any realization of \( I \),

\[
\mathbb{E} \left[ \exp \left( \frac{1}{2a} \sum_{i \in I, j \notin I} r_i r_j u_{ij} \right) \right] \leq 2.
\]

Then by Jensen’s inequality,

\[
\mathbb{E} \left[ \exp \left( \frac{1}{2a} \sum_{(i,j) \in \binom{[d]}{2}} r_i r_j u_{ij} \right) \right] \leq \mathbb{E} \left[ \exp \left( \frac{1}{2a} \sum_{(i,j) \in \binom{[d]}{2}} 2 \mathbb{E}_\delta [\delta_i (1 - \delta_j) r_i r_j u_{ij}] \right) \right]
\]

\[
\leq \mathbb{E}_\delta \left[ \exp \left( \frac{1}{a} \sum_{(i,j) \in \binom{[d]}{2}} \delta_i (1 - \delta_j) r_i r_j u_{ij} \right) \right] \leq \max_{I \subset [d]} \mathbb{E} \left[ \exp \left( \frac{1}{2a} \sum_{i \in I, j \notin I} r_i r_j u_{ij} \right) \right] \leq 2.
\]

This calculation means that

\[
\left\| \sum_{(i,j) \in \binom{[d]}{2}} r_i r_j u_{ij} \right\|_{\psi_2} \leq \max_{I \subset [d]} \left\| \sum_{i \in I, j \notin I} r_i r_j u_{ij} \right\|_{\psi_2}. \tag{13}
\]

From now on, we fix \( I \subset [d] \) and focus on bounding \( \left\| \sum_{i \in I, j \notin I} r_i r_j u_{ij} \right\|_{\psi_2} \).

We will decompose the random variable \( \sum_{i \in I, j \notin I} r_i r_j u_{ij} \) into the sum of at most \( 4 \sqrt{K} \) subgaussian random variables corresponding to disjoint parts of \( \text{supp}(u) \) and bound the \( \psi_2 \)-norms of these variables separately. To this end, we introduce the following induction procedure. Let \( P_1, P_2 \) be coordinate projections of \( I \times I^{\text{co}} \) on the first and the second coordinates respectively. Set \( F_1 = \text{supp}(u) \) and let \( I_1 = P_1(F_1) \) and \( J_0 = P_2(F_1) \). Choose a set \( U_1 \subset F_1 \) such that \( P_1(U_1) = I_1 \) and for any \( i \in I_1 \), \( |P_1^{-1}(i) \cap U_1| = 1 \). This means that we lift the projection \( I_1 \) in the set \( F_1 \) choosing a single point in \( F_1 \) for any point in the projection. The set \( U_1 \) can and will be chosen to contain the set \( F_1 \cap (I \times \{ j \}) \) for some \( j \in J_0 \). If \( F_1 = U_1 \), we set \( W_1 = \emptyset \) and stop. Otherwise, set \( E_1 = F_1 \setminus U_1 \), and \( J_1 = P_2(E_1) \). By construction, \( J_1 \subset J_0 \), and \( |J_1| \leq |J_0| - 1 \). Similarly to what we have done before, choose a set \( W_1 \subset E_1 \) such that \( P_2(W_1) = J_1 \) and for any \( j \in J_1 \), \( |P_2^{-1}(j) \cap W_1| = 1 \). We choose the set \( W_1 \) so that it contains the set \( E_1 \cap \{ i \} \times I^{\text{co}} \) for some \( i \in I_1 \). If \( E_1 = W_1 \), we stop. Otherwise, set \( F_2 = E_1 \setminus W_1 \), and \( J_2 = P_1(F_2) \). Again by construction, \( F_2 \subset F_1 \), \( J_2 \subset J_2 \), and \( |J_2| \leq |J_1| - 1 \). This finishes the first step of the induction. After that, we repeat this process using the set \( F_2 \) in place of \( F_1 \). At each step of the process, we create disjoint sets \( U_1, U_2, \ldots \) and \( W_1, W_2, \ldots \) contained in \( \text{supp}(u) \). Since these sets are non-empty, this process eventually stops. After it stops, we obtain a decomposition

\[
\text{supp}(u) \cap (I \times I^{\text{co}}) = \bigcup_{t=1}^s U_t \cup \bigcup_{t=1}^s W_t.
\]
where all terms are disjoint. Moreover, the construction yields $I_1 = P_1(U_1) \supset I_2 = P_1(U_2) \supset \cdots \supset P_1(U_s)$ with $|U_1| > |U_2| > \cdots > |U_s|$. Similarly, $I_1 = P_2(W_1) \supset I_2 = P_1(W_2) \supset \cdots \supset P_2(W_s)$ with $|W_1| > |W_2| > \cdots > |W_s|$. In view of the decomposition above, one of the quantities $\sum_{j=1}^s |U_j|$ or $\sum_{j=1}^s |W_j|$ is at most $|\text{supp}(u) \cap (I \times I^c)|/2$. Assume that this is the former one. Then

$$\frac{k}{2} \geq |\text{supp}(u) \cap (I \times I^c)| \geq \sum_{t=1}^s |U_t| \geq \sum_{t=1}^s (|U_t| + s - t) \geq \frac{s(s-1)}{2},$$

which implies $s \leq \sqrt{k} + 1$. The estimate in the other case is exactly the same.

Let us use the decomposition we constructed to estimate $\left\| \sum_{i \in I, j \notin I} r_i r_j u_{ij} \right\|_{\psi_2}$. For $t \in [s]$, denote

$$v_t = \sum_{(i,j) \in U_t} r_i r_j u_{ij} \quad \text{and} \quad w_t = \sum_{(i,j) \in W_t} r_i r_j u_{ij}.$$ 

The random variables $r_i$ and $r_j$ are independent for all $i \in I$ and $j \in I^c$. Hence, by Hoeffding’s inequality,

$$\left\| v_t \right\|_{\psi_2} \leq \sup_{|a_1|, \ldots, |a_s| \leq K} \left\| \sum_{(i,j) \in U_t} r_i a_j u_{ij} \right\|_{\psi_2} \leq 4 \tau^2 \sup_{|a_1|, \ldots, |a_s| \leq K} \left( \sum_{(i,j) \in U_t} a_i^2 a_j^2 \right)^{1/2} \leq 4 \tau^2 \left( \sum_{(i,j) \in U_t} u_{ij}^2 \right)^{1/2},$$

and $\left\| w_t \right\|_{\psi_2}$ satisfies the same estimate. Finally,

$$\left\| \sum_{i \in I, j \notin I} r_i r_j u_{ij} \right\|_{\psi_2} \leq \sum_{t=1}^s \left\| v_t \right\|_{\psi_2} + \sum_{t=1}^s \left\| w_t \right\|_{\psi_2} \leq 4 \tau^2 \sum_{t=1}^s \left( \sum_{(i,j) \in U_t} u_{ij}^2 \right)^{1/2} + 4 \tau^2 \sum_{t=1}^s \left( \sum_{(i,j) \in W_t} u_{ij}^2 \right)^{1/2} \leq 8 \tau^2 \sqrt{s} \left( \sum_{i \in I, j \notin I} u_{ij}^2 \right)^{1/2} \leq 8 \tau^2 \sqrt{s} \left\| u \right\|_{\psi}.$$ 

Combining this with (13) and taking into account that $s \leq \sqrt{k} + 1$, we complete the proof of the lemma. □

**Theorem D.1 (Theorem 4.3 Restated).** Let $X$ be an $n \times p$ matrix, and let $R$ be a $p \times d$ random matrix with independent entries $R_{ij}$ such that $\mathbb{E}[R_{ij}] = 0$, $\mathbb{E}[R_{ij}^2] = 1$, and $|R_{ij}| \leq \tau$ almost surely. Let $\ell \geq 3$ be a constant. Let $\epsilon \in (0,1)$, and let $k \in \mathcal{N}$ be a number satisfying $sr(X) \geq C \tau^{4\ell} k^3 \log \left( \frac{d}{k \tau^2} \right)$. Then with probability at least $1 - \exp(-c \tau^2 sr(X)/(k^2 \tau^4))$, the matrix $XR^{(\ell)}$ satisfies the $(k, \epsilon)$-RIP property, i.e., for any $u \in S^{(\ell)-1}$ with $|\text{supp}(u)| \leq k$,

$$(1 - \epsilon) \left\| X \right\|_F \leq \left\| XR^{(\ell)} u \right\| \leq (1 + \epsilon) \left\| X \right\|_F.$$
Proof. Let $u \in \mathbb{R}^{(d)}$ be a vector with $|\text{supp}(u)| \leq k$. Let $u_{i_1 \ldots i_\ell}$ be the $(i_1, \ldots, i_\ell)$th element in $u$ (with $1 \leq i_1 < i_2 \cdots < i_\ell \leq d$). Let $l \in [p]$, and define

$$y_l = \sum_{(i_1, \ldots, i_\ell) \in \binom{[d]}{\ell}} R_{l i_1} R_{l i_2} \cdots R_{l i_\ell} u_{i_1 \ldots i_\ell}.$$ 

The random variables $y_l$, $l \in [p]$ are independent. From triangle inequality,

$$\|y_l\|_{\psi_2} = \left\| \sum_{(i_1, \ldots, i_\ell) \in \binom{[d]}{\ell}} R_{l i_1} R_{l i_2} \cdots R_{l i_\ell} u_{i_1 \ldots i_\ell} \right\|_{\psi_2} \leq \sum_{(i_1, \ldots, i_\ell) \in \text{supp}(u)} \|R_{l i_1} R_{l i_2} \cdots R_{l i_\ell} u_{i_1 \ldots i_\ell}\|_{\psi_2} = O(r^\ell \|\|u\|_1) = O(r^\ell \sqrt{k} \|u\|).$$

(14)

The rest of the proof proceeds as in Theorem 4.1, by using the $\|y_l\|_{\psi_2}$ bound from (14). In this case, we use a net $\mathcal{N}$ on the set of $k$-sparse vectors in $S^{(d)}_{\ell-1}$.

\[\square\]

D.1 Compressed Learning Background

We discuss background on compressed learning. Consider the standard binary classification task with labeled data from $\mathcal{X} = \{(x, v) : x \in \mathbb{R}^d, x \text{ is } k \text{-sparse }, \|x\| \leq \alpha, v \in \{-1, 1\}\}$, with $v$ indicating the label on $x$. We focus on generalized linear loss functions having the form, $f((x, \theta); v)$ for $\theta \in \mathbb{R}^d$, where $f : \mathbb{R} \times \{-1, 1\} \rightarrow \mathbb{R}$ is assumed to be convex and Lipschitz in the first parameter. This type of program captures a variety of important learning problems, e.g., the linear regression is captured by setting $f((x, \theta); v) = (v - \langle x, \theta \rangle)^2$, logistic regression is captured by setting $f((x, \theta); v) = \ln(1 + \exp(-v \langle x, \theta \rangle))$, support vector machine is captured by setting $f((x, \theta); v) = \text{hinge}(v \langle x, \theta \rangle)$, where $\text{hinge}(a) = 1 - a$ if $a \leq 1$ and $0$ otherwise.

For a distribution $\mathcal{D}$ over $\mathcal{X}$, define, $f_\mathcal{D}(\theta) = \mathbb{E}_{(x, v) \sim \mathcal{D}}[f((x, \theta); v)]$ as the generalization loss in the original domain for parameter $\theta$. Let $\theta^* \in \text{argmin}_{\theta \in \mathbb{R}^d} f_\mathcal{D}(\theta)$. The following theorem from Arora et al. (2018a), building upon a result by (Calderbank et al., 2009), relates the generalization loss obtained by solving the classification problem in the compressed domain to the loss for the best classifier in the original domain.

Theorem D.2 (Restated from Theorem 4.2 (Arora et al., 2018a)). Let $M \in \mathbb{R}^{n \times d}$ be a $(k, \epsilon)$-RIP matrix. Let $(x_1, v_1), \ldots, (x_n, v_n)$ be a set of labeled data drawn i.i.d. from a distribution $\mathcal{D}$ over $\mathcal{X}$. Let $f$ be a $\lambda$-Lipschitz convex generalized linear loss function and $\theta^* \in \text{argmin}_{\theta \in \mathbb{R}^d} f_\mathcal{D}(\theta)$ be its minimizer over $\mathcal{D}$. Let $\hat{\vartheta} \in \mathbb{R}^n$ be a classifier trained on $(Mx_1, v_1), \ldots, (Mx_n, v_n)$ minimizing the $L_2$-regularized empirical loss function $\frac{1}{b} \sum_i f((Mx_i, \theta); v_i) + \frac{1}{2C} \|\theta\|^2$, i.e., $\hat{\vartheta} \in \text{argmin}_{\vartheta \in \mathbb{R}^n} \frac{1}{b} \sum_i f((Mx_i, \vartheta); v_i) + \frac{1}{2C} \|\vartheta\|^2$ (for appropriate constant $C$), then with probability at least $1 - \delta$, we have

$$f_\mathcal{D}(\hat{\vartheta}) \leq f_\mathcal{D}(\theta^*) + O \left( \lambda \alpha \|\theta^*\| \sqrt{\frac{\epsilon}{b} + \frac{1}{b} \log \frac{1}{\delta}} \right),$$

where $f_\mathcal{D}(\vartheta) = \mathbb{E}_{(x, v) \sim \mathcal{D}}[f((Mx, \vartheta); v)]$ is the generalization loss in the compressed domain for parameter $\vartheta$. 
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