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Abstract—With the enrichment of smartphones, driving distractions caused by phone usages have become a threat to driving safety. A promising way to mitigate driving distractions is to detect them and give real-time safety warnings. However, existing detection algorithms face two major challenges, low user acceptance caused by in-vehicle camera sensors, and uncertain accuracy of pre-trained models due to drivers’ individual differences. Therefore, this study proposes a domain-specific automated machine learning (AutoML) to self-learn the optimal models to detect distraction based on lane-keeping performance data. The AutoML integrates the key modeling steps into an auto-optimizable pipeline, including knowledge-based feature extraction, feature selection by recursive feature elimination (RFE), algorithm selection, and hyperparameter auto-tuning by Bayesian optimization. An AutoML method based on XGBoost, termed AutoGBM, is built as the classifier for prediction and feature ranking. The model is tested based on driving simulator experiments of three driving distractions caused by phone usage: browsing short messages, browsing long messages, and answering a phone call. The proposed AutoGBM method is found to be reliable and promising to predict phone-related driving distractions, which achieves satisfactory results prediction, with a predictive power of 80% on group level and 90% on individual level accuracy. Moreover, the results also evoke the fact that each distraction types and drivers require different optimized hyperparameters values, which reconfirm the necessity of utilizing AutoML to detect driving distractions. The purposed AutoGBM not only produces better performance with fewer features; but also provides data-driven insights about system design.

Index Terms—Automated Machine Learning, Driving Distraction Detection, Lane Keeping Performance, Driver Activity Recognition.

I. INTRODUCTION

Driving distraction is a global threat to road safety. According to the National Highway Traffic Safety Administration presents, 8% of the traffic fatal cases are caused by driving distraction and leads to 2,841 deaths in 2018 [1]. Similar results can be found in SafetyNet Accident Causation Database that 32% of the crashes involved at least one driver, rider, or pedestrian who was described as ‘Inattentive’ or ‘Distracted’ [2]. Several causations are responsible for these emerging phenomena, including the increasing phone usage for calling, texting and web browsing during driving. Emerging fatal cases calls for attention from the public on detecting and preventing driving distraction.

Several studies have presented the impacts of driving distraction and how in-vehicle supporting systems could reduce drivers’ risk of accidents [3]–[5]. Recently, one of the main focuses on driving distraction detection has been the implementation of machine learning for detecting distraction behavior. Existing studies utilize two major categories of data inputs, namely physiological indicators and driving performance. The former includes measurements of driving conditions, e.g., body movements [6]–[10], organ activities [11], or combined [12]. Nevertheless, most physiological indicators require specific equipment (e.g., electrocardiogram machines) to be on body for tracking, which is not straightforward to deploy and may cause additional distractions.

As a promising alternative, driving performance is recently adopted to assess distraction, with advantages such as minimum influences on the drivers, being easy to deploy, massive data collection from both naturalistic and simulated driving environment [13], [14]. Notwithstanding, three major limitations exist challenging driving distraction detection. First, professional knowledge and massive efforts are needed for model building, including prior knowledge to extraction high-quality features, massive trials to find the optimal machine learning solutions. Second, individual deviations are important but are not well studied. Individual deviations may lower the robustness and accuracy of the proposed algorithm, thus induce difficulties for training. Last but not the least, the imbalance of classes within the training dataset (e.g., rare occurrences of distracted driving) could cause biases towards the safe driving samples during modeling and evaluation. There is a perennial quest to develop an automated and reliable method to perform optimized modeling based on given data and application scenarios.

The main contributions of the work can be summarized as follows:

1) We introduce an automated machine learning (AutoML) method to self-learn the optimal models based on given...
data for driving distraction detection based on lane-keeping performance.

(2) We explore a set of solutions to address the main above-mentioned challenges, such as AutoML considering domain-specific prediction tasks, knowledge-guided feature extraction, and feature ranking and selection.

(3) We diagnose the heterogeneity of driving distraction detection, as well as individual deviations, and delineate a data-driven AutoML system to detect distraction in a non-invasive manner for smart driving, which extends the scope of solutions as relying on pre-trained models.

This study presents an AutoML for driving distraction detection based on vehicle movement data. Section 2 reviews the literature. Section 3 elaborates the methodology of AutoML. Section 4 presents the analysis of experiment results and data-driven insights. The final two sections cover discussion and conclusions.

II. LITERATURE REVIEW

A. Driving Distraction

Driver distraction is defined as “the diversion of attention away from activities critical for safe driving towards a competing activity” [15]. Hence, data that reflect the driver’s condition is essential for detecting such distractions. Initial research on driving distraction detection could be dated back to the 1990s, where measurable decrements with physiological signs and changes in the driving performance became two of the major classes of inputs utilized for the detection [16].

Physiological indicators are long used as dominant signals to reveal the status of a driver. Body movements (e.g., eye movements, head rotations) are widely used to build the linkage with driving distraction behavior [3], [4], [8], [9]. Based on eye movement data collected from ten participants ranging in age from 19 to 26 years, pupil size and percentage of eye closure are useful for predicting workload [6]. A monitoring system with embedded electrocardiogram sensors on the steering wheel is developed with viability tested with two participants [7]. However, dynamically tracking such physiological signs requires specific devices (e.g., ECG sensors), which are disturbing and hard to set up or manage. Besides, an intrusive data collecting procedure makes it not practical in daily use [17], [18].

Therefore, driving performance indicators as an alternative are widely adopted in recent studies, which are relatively easy to extract from trajectory data of either a simulated or a naturalistic environment. Typical indicators include speed, acceleration, and distance headway. For example, a hybrid of Genetic Algorithm and SVM is developed to effectively determine 3 different driver distraction states, based on inputs including the mean and standard deviation (std) of speed, mean car-following distance, the std values of steering wheel angle, side deviation, longitudinal and lateral accelerations [14]. Based on similar input features, promising results are retrieved via testing by naturalistic driving data of 108 randomly sampled passenger-car drivers [13]. In addition to a single type of data input, driving performance indicators are combined with physiological signals such as eye movements, to further improve the overall performance [19].

In short, existing models for driving distraction detection mainly make use of physiological signals and driving performance indicators as inputs for training. The latter has significant advantages in terms of easy to obtain and less intrusive. Promising detection results could be obtained with state-of-the-art algorithms. Nevertheless, three major challenges remain under-explored:

1) **Costs in training**: Conventional procedures of machine learning include a plethora of design decisions, such as architecture search and parameter tuning, which creates barriers for field application.

2) **Individual differences**: Distraction features vary among individuals and outliers within the dataset could lower the performance of proposed algorithms.

3) **Imbalanced Classes**: Distracted driving rarely occurs in daily scenarios, which leads to a significant disparity in the number of samples of distracted driving versus safe driving. It further creates difficulties for modeling and parameter tuning.

B. AutoML

AutoML is a process of learning to learn, which assembles necessary machine learning steps into an end-to-end pipeline and automates the pipeline to get the optimal features, algorithms, and hyperparameter settings that return the best performance [20]. Building an efficient and interpretable AutoML system is inherently challenging. Achieving an outperformed performance depends not only on the fundamental power of the core algorithms, but also on an optimal-configured end-to-end pipeline, including careful data processing, high-quality feature engineering, sophisticated hyperparameter tuning, among others [21], [22]. Moreover, AutoML for domain-specific tasks faces extra technical and practical challenges.

First, feature engineering is an important aspect to improve the predictive ability as well as interpretability, which is the process of extracting information from data based on domain knowledge or algorithms (e.g., neural networks), as the input of machine learning algorithms [23].

Second, the performance improvement of a given algorithm is also leveraged on well-tuning of hyper-parameter settings, which usually entails trying out the best one from all possible values manually [21]. Generally, hyperparameter optimization (HPO), meta-learning, and neural architecture search (NAS) are three typical AutoML implementations [24]. Thereinto, Bayesian Optimization is a powerful method for black-box function optimization [25], [26], and has obtained satisfying state-of-the-art results recently in hyperparameters tuning of deep neural networks for natural language processing [27], image classification [28], [29], and speech recognition [30].

Third, considering the time and computation constraints in real-time applications, it is more practical to have a lean and fast-response AutoML system that can achieve high performance with limited data samples and computing costs [31]. Thereinto, decision-tree based ensemble learning algorithms (e.g., XGBoost, lightGBM) have demonstrated advantages in both performance and interpretability [32].

Certainly, domain-specific AutoML enables a lot of benefits but relevant research is still much lacking.
III. DRIVING DISTRACTION EXPERIMENTS

To acquire the dataset for training, we conducted a driver distraction experiment based on a driving simulator located in Tongji University to observe and collect driving behavioral data.

A. Participants

A total of 28 drivers (18 males and 10 females) aged from 21 to 48 (mean=26.25, std=6.58) were recruited. All of these participants had valid driving licenses. Herein, most of them had driving experience for more than 3 years (mean=3.46, std=6.58) and all of them once drove on a mountain freeway. We offered a cash reimbursement for each participant.

B. Apparatus

The driving simulator experiment was conducted using Tongji University’s high-fidelity driving simulator, which was the most advanced in China. Fig. 1 demonstrates the layout of our apparatus, a Renault Megane III passenger car was placed in a dome with 5 projectors. These projectors help to provide a 250° × 40° field of view with up to 1000 × 1050 high resolution. The dome was attached to an 8 degree-of-freedom motion system with an X-Y range of 20m × 5m, which was capable of producing actual sounds such as noises of vehicle engines and real senses of acceleration, deceleration, braking, and yawing. In combined with SCANeR studio software for generating the scenario and display, the simulator could give an immersive experience to the drivers.

C. Procedure and Tasks

A two-way four-lane mountain freeway (see Fig. 2) with a length of approximately 24km was generated for our experiment to reduce the complexity and variety of the scene and deviation of results caused by drivers’ exploration. Vegetative covers were also introduced to increase the sense of reality, but no other vehicles were placed in the scenario for reducing environmental distraction and controlling variables. Data were retrieved from the simulator with a sampling rate of 20 Hz.

The procedure of this experiment included two separate drives: a baseline drive without any subtask, and a distracted drive where drivers were asked to undertake a variety of phone use subtasks (browsing short messages, answering phone calls, browsing long messages). Drivers were first required to take a practice drive and informed about the requirements of these subtasks. Each drive lasted around 11 minutes with a recommended speed of 60 km/h. As demonstrated by Fig. 3, the following three subtasks were assigned during driving by a preset procedure:

1) Short message: Drivers were asked to read and understand a short message - The meeting tomorrow has been postponed until 11 a.m.

2) Phone call: Drivers would receive a phone call with questions (e.g., Do you have a class tomorrow morning?) and be required to deliver proper answers.

3) Long message: Drivers were asked to read and understand a long message - To popularize the knowledge of emergency care at the site of the accident and improve the ability of self-help and mutual rescue, a cardiopulmonary resuscitation (CPR) first-aid training is now held in the college of architecture and urban planning room B5 at 8:30, September 21st. Participants who pass the examination after the training will receive the lifeguard certificate. Please attend on time.
D. Questionnaires

Aiming at revealing the individual differences in driving behavior patterns of participants, driving behavior evaluation was conducted using a modified Driving Behavior Scale with 33 featured undesirable driving behaviors. Drivers were required to rate their likelihood of exhibiting these behaviors on a scale of 1 (Never) to 5 (Nearly all the time). The questions were then grouped into 5 categories, including transient rule violations, fixed rule violations, misjudgment, risky driving exposure, and driver mood. Transient rule violations indicate risky driving behaviors that can happen multiple times in one journey; fixed rule violations, on the contrary, are stable across the journey. Misjudgment unravels driving errors on traffic conditions of speeds and space headways; risky exposure means the exposure of risky driving behaviors; driver mood measures emotion status and managements. The results of each category score are shown in TABLE I.

| Items                          | Scores |          |
|-------------------------------|--------|----------|
| Transient rule violations (TR) |Mean    | Std.     |
| Fixed rule violations (FI)    |1.59    |0.41      |
| Misjudgment (MS)              |1.78    |0.50      |
| Risky driving exposure (EX)   |2.81    |0.54      |
| Driver mood (DM)              |2.37    |0.74      |

E. Measures of Lane-keeping Performance

In this experiment, we extracted 7 preliminary features that could reflect the driver’s lane-keeping performance, namely, lateral velocity (V), lateral acceleration (LA), yaw angular velocity (YV), yaw angular acceleration (YA), as well as the lane departures to the centerline (LD), to the left side (LDL), and to the right side (LDR), respectively. Yaw angle refers to the deviation angle between driving direction and lane centerline, and lane departures refer to the distance between the centerline of the vehicle and the corresponding roadsides or lane centerline.

The limited dimensionality of raw data input, however, was not effective enough for our algorithm. Hence, we further implemented time aggregation with a granularity of 1.0 second to generate features that represented volatility, such as range, mean, and standard deviation. Besides, measures like the coefficient of variation ($C_v$) and quartile coefficient of variation ($Qcv$) from previous studies were also used to further describe fluctuations of lane departures. Variables and their corresponding metrics are as described in TABLE I. Finally, a total of 19 features generated with regard to seven lane-keeping performance indicators were used in our algorithm.

IV. METHODOLOGY

A. Automated Driving Distraction Detection

A task-specific AutoML framework is designed to achieve self-optimized modeling for given data. To address the main challenges in terms of high costs of modeling, individual differences, and imbalanced classes, a data-driven AutoML is proposed to calibrate an optimal combination of hyperparameters for driving distraction detection based on lane-keeping performance, as depicted in Fig. 4. Typical modules of the AutoML pipeline include massive feature extraction based on domain knowledge (e.g., lane-keeping performance features), model selection and hyperparameter auto-tuning by Bayesian optimization, as well as learning-based feature selection.

Herein, an auto-optimizable XGBoost model (termed AutoGBM) is built as the key classifier throughout the pipeline, and the key features are identified based on recursive feature elimination (RFE). Bayesian optimization guides the auto-tuning process to find the best-suited models and hyperparameter values within specific computation capacity and time constraints. Besides, the pipeline also incorporates preprocessing steps such as time aggregation, imbalanced data resampling, noise filtering, among others.

Fig. 4. Automated Driving Distraction Detection.

B. AutoGBM

AutoML is optimized by finding the best algorithm settings and hyperparameter values that maximize the model performance on validation sets. For hyperparameter optimization, Tree-structured Parzen Estimator (TPE) algorithm is implemented and will be described in the next sub-section.

The AutoGBM implemented the auto-tuning of XGBoost or other tree-based gradient boosting models. XGBoost is used as the basic classifier of AutoML considering the advantages in terms of regularization, effective tree pruning, and high performance. Previous studies have proved that XGBoost has better performance than most existing driving distraction detection methods, such as support vector machine and random
The objective function of XGBoost consists of two parts, namely, a loss to measure the difference between the predicted score and the real score, and regularization terms, which is expressed as:

$$\text{Obj} = \sum_{i=1}^{n} l(y_i, \hat{y}_i) + \sum_{k=1}^{K} \Omega(f_k)$$

where $l$ is the training loss function, and $\Omega$ is the regularization term. The training loss measures how predictive the model is on training data.

This auto-tuning process usually requires trying out all promising settings and values, which entails huge combinations. Besides, the mapping from the hyperparameters to the performance is known as a black-box function, which is tedious and expensive to optimize.

### C. Hyperparameter Auto-tuning

1) **TPE-based Bayesian Optimisation:**

To deliver the optimized performance, model selection and hyperparameter tuning are conducted based on Bayesian optimization. The framework is also scalable for a series of algorithms, which have the model selection and tuning of hyperparameters and hyperparameter values $M(a, h)$ to find the ones that maximize the model performance [24], which entails massive combinations.

Bayesian optimization is efficient for the tedious black-box tuning. It constructs a probabilistic surrogate model $p(y \mid x)$ of the objective function $f(x)$ that maps input values $x \in M(a, h)$ to a probability of a loss, making it easier to optimize than the actual $f(x)$ [31]. Besides, by reasoning from past search results, the next trials can concentrate on more promising ones, which reduces the number of trials while finding a good optimum. The Bayesian-based auto-tuning of model selection and hyperparameter values is represented as:

$$x^* = \arg \max_{x \in M(a, h)} f(x),$$

$$EI_{y^*}(x) = \int_{-\infty}^{y^*} (y^* - y) p(y \mid x) \, dy$$

$$\propto \left( \gamma + \frac{g(x)}{l(x)} (1 - \gamma) \right)^{-1},$$

$$\gamma = p(y < y^*),$$

$$p(x \mid y) = \begin{cases} l(x) & \text{if } y < y^* \\ g(y) & \text{if } y \geq y^* \end{cases}.$$ 

Herein, $p(x \mid y)$ and quantile $\gamma$ are built based on Tree-structured Parzen Estimator (TPE) to produce a predictive posterior distribution of models such as XGBoost $M(a, h)$ over the performance of past results and form two non-parametric densities $l(x)$ and $g(x)$, which then guide the exploration of the model domain space [29], [35]. The models $x^*$ with the highest expected improvement $EI_{y^*}(x)$ are selected for the next trials, which are expected to potentially minimize the loss function, namely, increase the performance.

2) **Hyperparameter Search Space:**

Complex and high-dimensional search space of the hyperparameters has been one of the several challenges which make hyperparameter optimization a hard problem in practice [24]. However, a previous study demonstrated empirically that only some hyperparameters, in most cases, have significant impacts on overall performance [36]. To reduce the complexity and accelerate the training process, we define the configuration space for our algorithm with nested stochastic function expressions. Herein, a uniform distribution is used to describe the Number of Estimators, which is the total amount of trees generated for the XGBoost model. The learning rate is described using a logarithmic uniform distribution, which has been informed by prior practice [37]. Other hyperparameters and their corresponding configuration space are demonstrated in **TABLE II**.

3) **Objective Functions:**

The objective function is estimated by a set of metrics, scored on testing datasets via stratified cross-validation. For imbalanced classification such as distraction detection, the recall, precision and AUPRC (area under the precision-recall curve) are recommended to evaluate model performance [20], [38]. Additional metrics include accuracy and AUC (area under the receiver operating characteristic curve). The metrics are calculated for each class, and macro-averaged mean (over all classes) and weighted mean (based on the number of true instances for each class) values are calculated, respectively [38].

D. **Feature Ranking by RFE**

AutoML relies on two key aspects to improve performance from input perspectives, namely, knowledge-guided feature extraction, and identification of important features. Massive features are extracted to provide the fundamental of predictive ability. A learning-based feature selection approach is developed to identify the most important features. The interpretations of feature extraction and related terminologies are summarized in **TABLE II**.

### Table II: Metrics and Features

| Metric           | Formula                                                                 | Feature                                                                 |
|------------------|-------------------------------------------------------------------------|-------------------------------------------------------------------------|
| Mean (M)         | $M = \frac{1}{N} \sum_{i=1}^{N} x_i$                                   | $LV_M, LA_M, YV_M, YA_M, LD_M, LDL_M, LDR_M$                             |
| Standard Deviation (SD) | $SD = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - M)^2}$                  | $LVSD, LASD, YVSD, YA_SD, LDSD, LDLSD, LDRSD$                            |
| Range (R)       | $R = x_{max} - x_{min}$                                                 | $LD_R$                                                                  |
| Coefficient of Variation ($C_v$) | $C_v = \frac{SD}{M}$                                                    | $LDLC_v, LDRC_v$                                                        |
| Quartile Coefficient of Variation ($Q_{cv}$) | $Q_{cv} = \frac{x_{75\%} - x_{25\%}}{x_{75\%} + x_{25\%}}$               | $LDLQ_{cv}, LDRQ_{cv}$                                                  |

| Metric          | Formula                                                                 | Feature                                                                 |
|-----------------|-------------------------------------------------------------------------|-------------------------------------------------------------------------|
| Learning Rate   | $LR = \frac{1}{\sum_{i=1}^{N} l_i}$                                    | $LV_L$                                                                   |
| Depth           | $D = \sum_{i=1}^{K} \log_2 \left( \frac{N_i}{N} \right)$               | $LA_D$                                                                   |
| Constraints     | $C = \sum_{i=1}^{K} \left( \frac{N_i}{N} \right)$                      | $YV_C$                                                                  |
| Nodes           | $N = \sum_{i=1}^{K} N_i$                                                | $YA_N$                                                                  |
| Threshold       | $\theta = \sum_{i=1}^{K} \left( \frac{N_i}{N} \right)$                | $LD_N$                                                                  |
| Trees           | $T = \sum_{i=1}^{K} \left( \frac{N_i}{N} \right)$                      | $LDR_T$                                                                 |
| Metrics         | $\Omega = \sum_{i=1}^{K} \left( \frac{N_i}{N} \right)$                | $LDQ_{metrics}$                                                         |

| Interpretations | Feature Extraction and Related Terminologies                              | Procedure and Parameters                                                 |
|-----------------|-------------------------------------------------------------------------|-------------------------------------------------------------------------|
| Interpretations | Feature Extraction and Related Terminologies                              | Procedure and Parameters                                                 |
| Hyperparameter                  | Distribution | Range                  | Description                                                                 |
|--------------------------------|--------------|------------------------|-----------------------------------------------------------------------------|
| Number of Estimators           | Uniform      | [30, 150]              | Total number of trees generated in XGBoost model.                           |
| Learning Rate                  | Log-uniform  | [ln (0.05), ln (0.3)] | Shrinkage factor for updates in each boosting step to prevent overfitting.  |
| Level Subsample Ratio          | Uniform      | [0.6, 1.0]             | Subsample ratio of columns for each new depth level.                        |
| Tree Subsample Ratio           | Uniform      | [0.6, 1.0]             | Subsample ratio of columns for constructing each tree.                      |
| Instances Subsample Ratio      | Uniform      | [0.6, 1.0]             | Subsample ratio of the training samples.                                    |
| Maximum Depth                  | Stochastic   | {3, 4, 5, 6}           | The maximum depth of a tree.                                               |
| Minimum Child Weight           | Uniform      | [0.6, 1.0]             | The minimum sum of instance weight necessary in a child.                   |
| $\alpha$                      | Uniform      | [0.0, 1.0]             | L1 regularization term on weights.                                          |
| $\gamma$                      | Uniform      | [0.0, 1.0]             | The minimum loss value reduction necessary to make a further partition on a leaf node of the tree. |
| $\lambda$                     | Uniform      | [0.4, 1.0]             | L2 regularization term on weights.                                          |

The feature selection procedure ranks and filters a set of relatively important features based on AutoGBM, and then permutes to find an optimal feature combination using recursive feature elimination (RFE) [39].

To make the selection from massive features more efficient, the feature relative importance can also be measured by the split weight and average gain of each feature, which are generated in the process of XGBoost fitting. The feature filtering by importance ranking can reduce the feature space efficiently, and RFE further considers the interactions among features, and identifies the best combination.

V. Analysis

Six optimization experiments are conducted utilizing different datasets. The first experiment used data collected from a total of 28 drivers without any separation of different types of distraction. The 2nd to 4th experiments were developed for different distraction tasks, namely, short message, long message, and phone call. The 5th and 6th experiments were developed on individual drivers. Two typical types of drivers are selected according to the driving behavior questionnaire, namely, a young male driver with a high-risk driving profile, and an old male driver with a low-risk driving profile. Results of the experiments are discussed in the following session, including the AutoGBM procedures, modeling performance, feature analysis, and data-driven insights.

A. Auto-tuning by Bayesian Optimization

AutoGBM delivered optimized models for driving distraction detection based on the hyperparameter auto-tuning of XGBoost by Bayesian optimization. The hyperparameters and domain distributions are listed in TABLE III. The domain space to search hyperparameters is created as centered around the pre-tested values and is then refined in subsequent searches [39].

The basis of AutoGBM is configured by the ensemble of boosted decision trees. To improve performance, tree hyperparameters (e.g., maximum tree depth, splitting weight) are tuned to control model complexity, and the learning rate is tuned to shrink the boosting process, which makes fitting more conservative. The logarithmic uniform distribution is used for the learning rate because it varies across several orders of magnitude. Besides, bagging hyperparameters (e.g., instance subsampling, feature subsampling) reduce the variance by decorrelation, which helps to improve the model robustness against noise. The sampling of values in the domain is equally likely (uniform). The total number of estimators is set to 300, and early stopping is also applied to stop the training when validation scores have not improved for several iterations (e.g., herein 10% of total estimators).

AutoGBM screens out better hyperparameter values from the domain space based on TPE, which evaluates the rela-
Fig. 6. Hyperparameters versus the iterations plotted to inspect the searching for better hyperparameter values. Trends show that the model focuses more trials on more promising values.

relationship between previous loss and hyperparameter settings, and chooses next trials of values that are more promising to deliver better performance. Herein, the objective function is to minimize the log loss via 10-fold stratified cross-validation, and 200 iterations of trials are used.

The performance and hyperparameters versus the iterations are plotted to inspect the auto-tuning process, as shown in Fig. 5 and Fig. 6, respectively. The dark x-markers indicate the top 5 optimal results. The average performance increase over time (conversely the loss decreases) as expected, indicating AutoGBM is trying better hyperparameter values. As the search progresses, the auto-tuning switches between exploration (e.g., trying new values) and exploitation (e.g., selecting values within the ranges of better past results), which is more efficient compared to uninformed random or grid search methods.

The AutoGBM also reveals key hyperparameters with greater impacts to improve detection performance. The relationships between loss and key hyperparameters are plotted in Fig. 7, including learning rates, feature subsample ratios, numbers of estimators by early stop. Trends showed that the Bayesian optimization tends to concentrate (i.e., place more probability) the search on evaluating more promising values. The identification of key hyperparameters also contributes to the better design of domain-specific AutoML.

B. Modeling Performance

After Bayesian-based auto-tuning, AutoGBM constructs an ensemble of several versatile models, by adding the model that maximizes ensemble validation performance through iteration. The automatic ensemble is more robust and less prone to overfit, compared in favor of selecting one best model. The optimized hyperparameter values and corresponding performance scores are listed in TABLE IV.

Different experiments present diverse characteristics according to the performance improvement by hyperparameter auto-tuning. The heterogeneity is summarised by a letter-value plot in Fig. 8. Letter-value plots display further letter values than Boxplots (i.e., display the median and quartiles only), which include more detailed information about the tails behavior and afford more precise estimates of corresponding quantiles, thus reflects more details on performance comparison.

As shown in Fig. 8, the AutoGBM model achieves higher accuracy when detecting driving distraction caused by a complex task like reading a long message, and shows promising results when applied to young and risky drivers. Furthermore, according to optimized hyperparameters shown in TABLE IV, AutoML method revealed differences between different driving distraction tasks and individual drivers. At the task level, the most apparent difference occurred in the optimized number of estimators. The reading message, especially long message, required more estimators than detecting a phone call. It requires more estimators to detect the distraction of the old and conservative driver at the individual level. This is consistent with existing driving distraction studies, which have found most experienced drivers compensate lane keeping performance by reducing speed and paying more attention to vehicle performance while using phones.
C. Feature Ranking and Selection

The identification of important features provides data-driven insights on data processing and sensor fusion and guides the direction of deep-level feature extraction. Besides, the identification of optimal feature subsets contributes to improving performance and reducing computation cost. Learning-based feature selection is an iterative process in terms of both modeling and RFE aspects. The RFE iteration is conducted by recursively pruning the features with the least permutation importance from the current set. With the selected optimal feature subset, the AutoGBM could be updated alternately. Herein, we configure the classifier used for RFE based on the auto-tuned hyperparameters, except that feature subsampling hyperparameters are set to 1.0 to avoid randomness in subsampling.

The RFE-based feature selection and corresponding learning performance are illustrated in Fig. 9. The learning performance is measured by the mean and standard deviation values of cross-validation accuracy, which are represented by the line charts and shadows, respectively. The key features are selected based on the trade-off of less complexity, better performance, as well as lower variance. The selected features are listed in TABLE V.
**TABLE V**

**IMPORTANT FEATURE RANKING FOR DIFFERENT TASKS AND DRIVERS**

| Feature ranking | All | Task-based split | Driver-based split |
|-----------------|-----|------------------|--------------------|
|                 |     | Long Message     | Simple Message     | Calling            | Young & Risky | Old & Conservative |
| 1               | SDLDR | MeanLDL | SDLDL | SDv | MeanLDL | SDLDR | QCVLDL |
| 2               | SDLDL | MeanYawA | QCVLDL | MeanLDL | MeanYawA | SDLDR | CVLDL |
| 3               | SDLPA | QCVLDL | CVLDL | MeanLDL | MeanLDL | SDLDL | MeanLDL |
| 4               | MeanLDR | SDLDL | MeanLDR | MeanLDL | MeanLDL | SDLDL | MeanLDL |
| 5               | CVLDL | SDLDL | QCVLDL | SDLDL | QCVLDL | SDLDL | MeanLDL |
| 6               | SDYawv | CVLDL | SDv | MeanLDL | MeanLDL | SDLPA | SDLDL |
| 7               | QCVLDL | MeanLDR | MeanLDR | MeanLDR | MeanLDR | SDLPA | SDLDL |
| 8               | QCVLDL | MeanLDR | MeanLDR | MeanLDR | MeanLDR | SDLPA | SDLDL |
| 9               | QCVLDL | MeanLDR | MeanLDR | MeanLDR | MeanLDR | SDLPA | SDLDL |
| 10              | Meanv | SDv | Meanv | Meanv | Meanv | SDLDL | MeanLDL |
| 11              | MeanLDL | MeanLDL | MeanLDL | MeanLDL | MeanLDL | SDLPA | SDLDL |
| 12              | MeanYawv | CVLDL | SDLDL | CVLDL | CVLDL | SDLDL | MeanLDL |
| 13              | MeanLPA | MeanLPA | SDv | MeanLDL | MeanLDL | SDLPA | SDLDL |
| 14              | CVLDL | MeanLPA | MeanLPA | MeanLPA | MeanLPA | SDLPA | SDLDL |
| 15              | SDLDL | MeanLPA | MeanLPA | MeanLPA | MeanLPA | SDLPA | SDLDL |
| 16              | SDLDL | MeanLPA | MeanLPA | MeanLPA | MeanLPA | SDLPA | SDLDL |
| 17              | MeanLPA | MeanLPA | MeanLPA | MeanLPA | MeanLPA | SDLPA | SDLDL |
| 18              | MeanLPA | MeanLPA | MeanLPA | MeanLPA | MeanLPA | SDLPA | SDLDL |
| 19              | SDv | SDv | SDv | SDv | SDv | SDv | SDv |

The feature selection based on RFE is to interact among features by re-training. Then the importance of each feature and optimal feature combination subsets will be identified. Besides, in the training process, the split weight and average gain for each feature in tree building are generated, which can be normalized to calculate the weight-based and gain-based relative importance scores, respectively. Weight-based selection generally favors features with more classes, and gain-based selection is biased towards the ones with stronger signals (e.g., Gini impurity) [39]. Thus, RFE is more reliable to assess and identify the feature importance. Moreover, rooted in decision trees, AutoGBM with knowledge-specific features has the advantages of high transparency, being robust to noise and randomness, as well as better tolerance to missing data, etc.

**VI. DISCUSSION**

**A. Limitations and Future Work**

In this paper, we propose an AutoGBM model with a promising performance in addressing individual differences (e.g., young and risky drivers) and imbalanced classes. It helps improve road safety by enabling an automated and predictive method to identify early risk signs of driving distraction. However, the model is not fully prepared for predictions concerning...
accuracy on some specific types of subtasks, including reading a short message. One potential way for improvement is to enlarge the amount of data specifically on these subtasks, which require further data acquisition and preprocessing.

For the sake of improving modeling, in-depth mining of viable lane-keeping performance features and a larger scale of high-quality data sources are suggested, which contribute to revealing a wider range of potential mutual relationships. From the perspective of methodology, introducing new algorithms can help refine the overall performance.

B. Application Potentials

Driving distraction detection with automated machine learning is an emerging area with huge potentials in improving in-vehicle safety assistant systems. There are multiple folds for the application potentials. From the perspective of the industry, an automated and proactive solution can reduce costs in system development and algorithm optimization, which can accelerate the research and development footprints. From the perspective of drivers, an advanced system could help guarantee safety on roads, by risk warnings and driving recommendations.

VII. Conclusions

This study developed an AutoGBM approach to detect driving distraction based on lane-keeping performance. Compared with existing studies, the end-to-end AutoML is effective and flexible to predict both reading messages and answering phone calls. Utilizing lane-keeping performance instead of in-vehicle camera sensors also improves user security and acceptance. In summary, this research has contributed to the domain knowledge in four areas and provide data-driven insights about driver monitoring system design, as highlighted in the following.

(1) The AutoGBM method enables the auto-optimization of driving distraction detection pipeline adapted onto data, which integrates the main steps including, lane-keeping feature extraction, hyperparameter tuning by Bayesian optimization, and feature ranking based on RFE. Based on Bayesian optimization, the algorithm selection and hyperparameter tuning are self-learned, and the best models with the minimum loss are generated. Besides, AutoGBM is rooted in decision trees, interpretable prediction rules can thus be generated.

(2) The AutoGBM method achieves satisfactory results of driving distraction detection, which has a predictive power of 80-90% overall accuracy of 28 drivers, and greater than 90% accuracy at the individual level. Based on the unified AutoML procedure embedded, the detection performances of various phone usage tasks have been compared, which provides data-driven insights about developing driver monitoring system. Moreover, the AutoML reveals the most important knowledge-based features for assessing driver’s individual differences, which uncovers useful insights about adaptive in-vehicle AI functions. At the event level, detecting complex message reading is found to require more estimators, deeper model, larger L1 and L2 regularization term on weights to achieve higher accuracy. At the individual level, detect the distraction of young and risky driving drivers is found to be easier than the older and conservative driver, with fewer estimators and higher accuracy.

(3) Although further evaluations of a larger variety of drivers and distractions should be conducted to evaluate and improve the developed model, the results show to enrich the potential of applications towards the intelligent vehicle. With the power of intrinsic and high-accuracy driver state monitoring, the developed methods are useful towards a range of advanced solutions such as detection of aggressive driving, driving fatigue, and driving anger.

References

[1] N. C. for Statistics and Analysis, “Distracted driving 2018,” National Highway Traffic Safety Administration, Washington, DC, USA, Tech. Rep. DOT HS 812 926, April 2020.
[2] R. Talbot, H. Fagerlind, and A. Morris, “Exploring inattention and distraction in the safetynet accident causation database,” Accident Analysis & Prevention, vol. 60, pp. 445–455, 2013.
[3] B. Liu and Y. Lee, “In-vehicle workload assessment: effects of traffic situations and cellular telephone use,” Journal of safety research, vol. 37, no. 1, pp. 99–105, 2006.
[4] Y. Liao, S. E. Li, W. Wang, Y. Wang, G. Li, and B. Cheng, “The impact of driver cognitive distraction on vehicle performance at stop-controlled intersections,” in 2015 IEEE Intelligent Vehicles Symposium (IV), IEEE, 2015, pp. 946–951.
[5] P. Green, “Driver distraction, telematics design, and workload managers: Safety issues and solutions,” SAE Technical Paper, Tech. Rep., 2004.
[6] T. Halverson, J. Estepp, J. Christensen, and J. Monnin, “Classifying workload with eye movements in a complex task,” in Proceedings of the Human Factors and Ergonomics Society Annual Meeting, vol. 56, no. 1. SAGE Publications Sage CA: Los Angeles, CA, 2012, pp. 168–172.
[7] S. Jung, H. Shin, and W. Chung, “Driver fatigue and drowsiness monitoring system with embedded electrocardiogram sensor on steering wheel,” IET Intelligent Transport Systems, vol. 8, no. 1, pp. 43–50, 2014.
[8] T. Liu, Y. Yang, G. Huang, Y. K. Yeo, and Z. Lin, “Driver distraction detection using semi-supervised machine learning,” IEEE transactions on intelligent transportation systems, vol. 17, no. 4, pp. 1108–1120, 2015.
[9] G. Wang and Z. L. Li, “Driver distraction detection based on reverse binocular recognition,” Science Technology and Engineering, vol. 18, no. 17, pp. 82–88, 2018.
[10] L. Jiang, X. Lin, X. Liu, C. Bi, and G. Xing, “Safedriver: Detecting distracted driving behaviors using wrist-worn devices,” Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies, vol. 1, no. 4, pp. 1–22, 2018.
[11] H. Rahman, S. Barua, M. U. Ahmed, S. Begum, and B. Høk, “A case-based classification for drivers’ alcohol detection using physiological signals,” in International Conference on IoT Technologies for Healthcare. Springer, 2016, pp. 22–29.
[12] M. Miyaji, M. Danno, H. Kawanaka, and K. Oguri, “Driver’s cognitive distraction detection using adaboost on pattern recognition basis,” in 2008 IEEE International Conference on Vehicular Electronics and Safety. IEEE, 2008, pp. 51–56.
[13] Z. Li, S. Bao, I. V. Kolmanovsky, and X. Yin, “Visual-manual distraction detection using driving performance indicators with naturalistic driving data,” IEEE Transactions on Intelligent Transportation Systems, vol. 19, no. 8, pp. 2528–2535, 2017.
[14] H. Zhang, D. Qian, C. Shao, Z. Qian, and M. Jian, “Identification of driver distraction states with optimized support vector machine method,” Journal of Transportation Systems Engineering and Information Technology, vol. 18, no. 1, pp. 127–132, 2017.
[15] M. A. Regan, J. D. Lee, and K. Young, Driver distraction: Theory, effects, and mitigation. CRC Press, 2008.
[16] R. Knipling and W. Wierwille, “Vehicle-based drowsy driver detection: Current status and future prospects,” in Moving Toward Deployment. Proceedings of the IVHS America Annual Meeting. 2 VolumesIVHS America, no. Volume 1, 1994.
[17] H. Hansen, C. Busso, Y. Zheng, and A. Sathyanarayana, “Driver modeling for detection and assessment of driver distraction: Examples from the utdrive test bed,” IEEE Signal Processing Magazine, vol. 34, no. 4, pp. 130–142, 2017.
11

[18] Y. Jiang, S. Guo, and S. Deng, “Denoising and chaotic feature extraction of electrocardial signals for driver fatigue detection by kolmogorov entropy,” Journal of Dynamic Systems, Measurement, and Control, vol. 141, no. 2, 2019.

[19] Y. Ma, G. Gu, Y. Gao, and Y. Ma, “Driver distraction judging model under in-vehicle information system operation based on driving performance,” China journal of highway and transport, vol. 4, pp. 123–129, 2016.

[20] X. Shi, Y. D. Wong, M. Z.-F. Li, C. Palanisamy, and C. Chai, “A feature learning approach based on xgboost for driving assessment and risk prediction,” Accident Analysis & Prevention, vol. 129, pp. 170–179, 2019.

[21] M. Feurer, A. Klein, K. Eggensperger, J. T. Springenberg, M. Blum, and F. Hutter, “Auto-sklearn: efficient and robust automated machine learning,” in Automated Machine Learning. Springer, Cham, 2019, pp. 113–134.

[22] K. Eggensperger, M. Lindauer, and F. Hutter, “Pitfalls and best practices in algorithm configuration,” Journal of Artificial Intelligence Research, vol. 64, pp. 861–893, 2019.

[23] S. García, S. Ramírez-Gallego, J. Luengo, J. M. Benítez, and F. Herrera, “Big data preprocessing: methods and prospects,” Big Data Analytics, vol. 1, no. 1, pp. 1–22, 2016.

[24] M. Feurer and F. Hutter, “Hyperparameter optimization,” in Automated Machine Learning. Springer, Cham, 2019, pp. 3–33.

[25] J. Bergstra, D. Yamins, and D. Cox, “Making a science of model search: Hyperparameter optimization in hundreds of dimensions for vision architectures,” in International conference on machine learning, PMLR, 2013, pp. 115–123.

[26] H. Mendoza, A. Klein, M. Feurer, J. T. Springenberg, and F. Hutter, “Towards automatically-tuned neural networks,” in Workshop on Automatic Machine Learning, 2016, pp. 58–65.

[27] G. Melis, C. Dyer, and P. Blunsom, “On the state of the art of evaluation in neural language models,” in International Conference on Learning Representations, 2018.

[28] J. Snoek, H. Larochelle, and R. P. Adams, “Practical bayesian optimization of machine learning algorithms,” Advances in neural information processing systems, vol. 25, pp. 2951–2959, 2012.

[29] J. Snoek, O. Rippel, K. Swersky, R. Kiros, N. Satish, N. Sundaram, M. Patwary, M. Prabhat, and R. Adams, “Scalable bayesian optimization using deep neural networks,” in International conference on machine learning, 2015, pp. 2171–2180.

[30] G. E. Dahl, T. N. Sainath, and G. E. Hinton, “Improving deep neural networks for lvcsr using rectified linear units and dropout,” in 2013 IEEE international conference on acoustics, speech and signal processing, IEEE, 2013, pp. 8609–8613.

[31] B. Shahriari, K. Swersky, Z. Wang, R. P. Adams, and N. De Freitas, “Taking the human out of the loop: A review of bayesian optimization,” Proceedings of the IEEE, vol. 104, no. 1, pp. 148–175, 2015.

[32] T. Chen and C. Guestrin, “Xgboost: A scalable tree boosting system,” in Proceedings of the 22nd acm sigkdd international conference on knowledge discovery and data mining, 2016, pp. 785–794.

[33] B. Wali, A. J. Khattak, H. Bozdogan, and M. Kamrani, “How is driving volatility related to intersection safety? a bayesian heterogeneity-based analysis of instrumented vehicles data,” Transportation research part C: emerging technologies, vol. 92, pp. 504–524, 2018.

[34] D. G. Bonett, “Confidence interval for a coefficient of quartile variation,” Computational statistics & data analysis, vol. 50, no. 11, pp. 2953–2957, 2006.

[35] J. Bergstra, B. Komer, C. Eliasmith, D. Yamins, and D. D. Cox, “Hyperopt: a python library for model selection and hyperparameter optimization,” Computational Science & Discovery, vol. 8, no. 1, p. 014008, 2015.

[36] J. Bergstra and Y. Bengio, “Random search for hyper-parameter optimization.” Journal of machine learning research, vol. 13, no. 2, 2012.

[37] P. Surmenok, “Estimating an optimal learning rate for a deep neural network,” Towards Data Science, 2017.

[38] J. Lever, M. Krzywinski, and N. Altman, “Classification evaluation,” in 2016.

[39] X. Shi, Y. D. Wong, C. Chai, and M. Z.-F. Li, “An automated machine learning (automl) method of risk prediction for decision-making of autonomous vehicles,” IEEE Transactions on Intelligent Transportation Systems, 2020.