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ABSTRACT. We are interested in viscous scalar conservation laws with a white-in-time but spatially correlated stochastic forcing. The equation is assumed to be one-dimensional and periodic in the space variable, and its flux function to be locally Lipschitz continuous and have at most polynomial growth. Neither the flux nor the noise need to be non-degenerate. In a first part, we show the existence and uniqueness of a global solution in a strong sense. In a second part, we establish the existence and uniqueness of an invariant measure for this strong solution.

1. Introduction

1.1. Stochastic viscous scalar conservation law. We are interested in the existence, uniqueness, regularity and large time behaviour of solutions of the following viscous scalar conservation law with additive and time-independent stochastic forcing

\[ du = -\partial_x A(u)dt + \nu \partial_x u dt + \sum_{k \geq 1} g_k dW^k(t), \quad x \in \mathbb{T}, \quad t \geq 0, \]

where \((W^k(t))_{t \geq 0}, k \geq 1,\) is a family of independent Brownian motions. Here, \(\mathbb{T}\) denotes the one-dimensional torus \(\mathbb{R}/\mathbb{Z}\), meaning that the sought solution is periodic in space. The flux function \(A\) is assumed to satisfy the following set of conditions.

Assumption 1 (on the flux function). The function \(A : \mathbb{R} \to \mathbb{R}\) is \(C^2\) on \(\mathbb{R}\), its first derivative has at most polynomial growth:

\[ \exists C_1 > 0, \quad \exists p_A \in \mathbb{N}^*, \quad \forall v \in \mathbb{R}, \quad |A'(v)| \leq C_1 (1 + |v|^{p_A}), \]

and its second derivative \(A''\) is locally Lipschitz continuous on \(\mathbb{R}\).

The parameter \(\nu > 0\) is the viscosity coefficient. In order to present our assumptions on the family of functions \(g_k : \mathbb{T} \to \mathbb{R}, k \geq 1,\) which describe the spatial correlation of the stochastic forcing of (1), we first introduce some notation. For any \(p \in [1, +\infty],\) we denote by \(L^p_0(\mathbb{T})\) the subset of functions \(v \in L^p(\mathbb{T})\) such that

\[ \int_{\mathbb{T}} v dx = 0. \]

The \(L^p\) norm induced on \(L^p_0(\mathbb{T})\) is denoted by \(\| \cdot \|_{L^p_0(\mathbb{T})}\). For any integer \(m \geq 0,\) we denote by \(H^m_0(\mathbb{T})\) the intersection of the Sobolev space \(H^m(\mathbb{T})\) with \(L^2_0(\mathbb{T})\). Equipped with the norm

\[ \|v\|_{H^m_0(\mathbb{T})} := \left( \int_{\mathbb{T}} |\partial_x^m v|^2 dx \right)^{1/2}, \]

and the associated scalar product \(\langle \cdot, \cdot \rangle_{H^m_0(\mathbb{T})},\) it is a separable Hilbert space. On the one-dimensional torus, the Poincaré inequality implies that \(H^{m+1}_0(\mathbb{T}) \subset H^m_0(\mathbb{T})\) and \(\| \cdot \|_{H^m_0(\mathbb{T})} \leq \| \cdot \|_{H^{m+1}_0(\mathbb{T})}.\) Actually, the following stronger inequality holds: if \(v \in H^1_0(\mathbb{T}),\) then \(v \in L^2_0(\mathbb{T})\) and for all \(p \in [1, +\infty),\)

\[ \|v\|_{L^p_0(\mathbb{T})} \leq \|v\|_{L^2_0(\mathbb{T})} \leq \|v\|_{H^1_0(\mathbb{T})}. \]
The spaces $H^m_0(T)$, $m \geq 0$, generalise to the class of fractional Sobolev spaces $H^s_0(T)$, where $s \in [0, +\infty)$, which will be defined in Section 2.2. We may now state:

**Assumption 2** (on the noise functions). For all $k \geq 1$, $g_k \in H^2_0(T)$ and

$$D_0 := \sum_{k \geq 1} \|g_k\|^2_{H^2_0(T)} < +\infty.$$  

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, equipped with a normal filtration $(\mathcal{F}_t)_{t \geq 0}$ in the sense of Section 3.3, on which $(W^k)_{k \geq 1}$ is a family of independent Brownian motions. Under Assumption 2 the series $\sum_k g_k W^k$ converges in $L^2(\Omega, C([0, T], H^2_0(T)))$, for any $T > 0$, towards an $H^2_0(T)$-valued Wiener process $(W^Q(t))_{t \in [0, T]}$ with respect to the filtration $(\mathcal{F}_t)_{t \geq 0}$, defined in the sense of Section 4.2, with the trace class covariance operator $Q: H^2_0(T) \to H^2_0(T)$ given by

$$Q(u, v) := \sum_{k \geq 1} \langle g_k, u \rangle_{H^2_0(T)} \langle g_k, v \rangle_{H^2_0(T)}.$$  

Thus, almost surely, $t \mapsto W^Q(t)$ is continuous in $H^2_0(T)$ and for all $u \in H^2_0(T)$, the process $(\langle W^Q(t), u \rangle_{H^2_0(T)})_{t \geq 0}$ is a real-valued Wiener process with variance

$$\mathbb{E}(\langle W^Q(t), u \rangle_{H^2_0(T)}^2) = t \sum_{k \geq 1} \langle g_k, u \rangle_{H^2_0(T)}^2.$$  

1.2. **Main results and previous works.** First, we are interested in the well-posedness in the strong sense of Equation (1). In particular, we look for solutions that admit at least a second spatial derivative in order to give a classical meaning to the viscous term, in the sense of the following definition:

**Definition 1** (Strong solution to (1)). Let $u_0 \in H^2_0(T)$. Under Assumptions 1 and 2, a strong solution to Equation (1) with initial condition $u_0$ is an $F_{\mathcal{F}_t}$-adapted process $(u(t))_{t \geq 0}$ with values in $H^2_0(T)$ such that, almost surely:

1. the mapping $t \mapsto u(t)$ is continuous from $[0, +\infty)$ to $H^2_0(T)$;
2. for all $t \geq 0$, the following equality holds:

$$u(t) = u_0 + \int_0^t (-\partial_x A(u(s)) + \nu \partial_x^2 u(s)) \, ds + W^Q(t).$$  

In the above definition, the first condition ensures that the time integral in Equation (7) is a well-defined Bochner integral in $L^2_0(T)$. For a careful introduction of the general concepts of random variables and stochastic processes in Hilbert spaces, the reader is referred to the third and fourth chapters of the reference book [8].

Our first result is the following:

**Theorem 1** (Well-posedness). Let $u_0 \in H^2_0(T)$. Under Assumptions 1 and 2 there exists a unique strong solution $(u(t))_{t \geq 0}$ to Equation (1) with initial condition $u_0$. Moreover, the solution depends continuously on initial data in the following sense: if $(u^{(j)}_0)_{j \geq 1}$ is a sequence of $H^2_0(T)$ satisfying

$$\lim_{j \to \infty} \|u_0 - u_0^{(j)}\|_{H^2_0(T)} = 0,$$

then, denoting by $(u^{(j)}(t))_{t \geq 0, j \geq 1}$ the family of associated solutions, for any $T \geq 0$, we have almost surely

$$\lim_{j \to \infty} \sup_{t \in [0, T]} \|u(t) - u^{(j)}(t)\|_{H^2_0(T)} = 0.$$  

Similar results have already been established: the case where the flux $A$ is strictly convex is treated in Appendix A, and the case where $A$ is globally Lipschitz continuous is treated in [19]. Furthermore, the case of *mild* solutions (in $L^p$ spaces) has been looked at in [18]. Here, no global Lipschitz continuity assumption nor restrictions on the convexity of the flux function are made. We can also point out that the well-posedness of stochastically forced conservation laws in the inviscid case (i.e. when $\nu = 0$) has been under a great deal of investigation in the recent years. In this "hyperbolic" framework, the appearance of shocks prevents the solutions to be smooth enough to be considered in a strong sense as in our present work. Therefore, the
study of entropic solutions [17] or kinetic solutions [11] to the SPDE have been the two main approaches, both of which rely on a vanishing viscosity argument: the entropic or kinetic solution is sought as the limit of its viscous approximation as the viscosity coefficient tends to 0.

Let \( C_b(H^2_0(\mathbb{T})) \) denote the set of continuous and bounded functions from \( H^2_0(\mathbb{T}) \) to \( \mathbb{R} \). As a consequence of Theorem 1, we can define a family of functionals \( (P_t)_{t \geq 0} \) on \( C_b(H^2_0(\mathbb{T})) \) by writing

\[
P_t \varphi(u_0) := \mathbb{E}_{u_0} [\varphi(u(t))], \quad t \geq 0, \quad u_0 \in H^2_0(\mathbb{T}),
\]

where the notation \( \mathbb{E}_{u_0} \) indicates that the random variable \( u(t) \) is the solution to (1) at time \( t \) starting from the initial condition \( u_0 \).

**Corollary 1.** Under Assumptions 1 and 2, the family \( (P_t)_{t \geq 0} \) is a Feller semigroup and the process \( (u(t))_{t \geq 0} \) is a strong Markov process in \( H^2_0(\mathbb{T}) \) with semigroup \( (P_t)_{t \geq 0} \).

**Proof.** The uniqueness of a strong solution and the fact that, for all \( t \geq 0 \), the processes \( (W^Q(t+s) - W^Q(t))_{s \geq 0} \) and \( (W^Q(s))_{s \geq 0} \) have the same distribution, ensure that \( (P_t)_{t \geq 0} \) is a semigroup, and therefore that \( (u(t))_{t \geq 0} \) is a Markov process. The Feller property is a straightforward consequence of the result of continuous dependence on initial conditions given in Theorem 1 whereas it is a classical result that the strong Markov property of \( (u(t))_{t \geq 0} \) follows from the Feller property of \( (P_t)_{t \geq 0} \) (see for instance the proof of [2] Theorem 16.21).

Let \( \mathcal{B}(H^2_0(\mathbb{T})) \) denote the Borel \( \sigma \)-algebra of the metric space \( H^2_0(\mathbb{T}) \), and \( \mathcal{P}(H^2_0(\mathbb{T})) \) refer to the set of Borel probability measures on \( H^2_0(\mathbb{T}) \). The Markov property allows us to extend the notion of strong solution to (1) by considering not only a deterministic initial condition but any \( \mathcal{F}_0 \)-measurable random variable \( u_0 \) on \( H^2_0(\mathbb{T}) \). In this perspective, we define the dual semigroup \( (P_t^*)_{t \geq 0} \) of \( (P_t)_{t \geq 0} \) by

\[
P_t^* \alpha(\Gamma) := \int_{H^2_0(\mathbb{T})} \mathbb{P}_{u_0}(u(t) \in \Gamma) \, d\alpha(u_0), \quad t \geq 0, \quad \alpha \in \mathcal{P}(H^2_0(\mathbb{T})), \quad \Gamma \in \mathcal{B}(H^2_0(\mathbb{T})).
\]

In particular, \( P_t^* \alpha \) is the law of \( u(t) \) when \( u_0 \) is distributed according to \( \alpha \).

**Definition 2 (Invariant measure).** We say that a probability measure \( \mu \in \mathcal{P}(H^2_0(\mathbb{T})) \) is an invariant measure for the semigroup \( (P_t)_{t \geq 0} \) (or equivalently for the process \( (u(t))_{t \geq 0} \)) if and only if

\[
\forall t \geq 0, \quad P_t^* \mu = \mu.
\]

**Theorem 2 (Existence, uniqueness and estimates on the invariant measure).** Under Assumptions 1 and 2, the process \( (u(t))_{t \geq 0} \) solution to the SPDE (1) admits a unique invariant measure \( \mu \). Besides, if \( u \in H^2_0(\mathbb{T}) \) is distributed according to \( \mu \), then \( \mathbb{E}[\|u\|^2_{H^2_0(\mathbb{T})}] < +\infty \) and, for all \( p \in [1, +\infty) \), \( \mathbb{E}[\|u\|^p_{L^p_0(\mathbb{T})}] < +\infty \).

A few similar results exist in the literature. Da Prato, Debussche and Temam [7] have studied the viscous Burgers equation (which corresponds to the flux function \( A(u) = u^2/2 \)) perturbed by an additive space-time white noise whereas Da Prato and Gatarek [23] studied the same equation but with a multiplicative white noise. Both showed the well-posedness of the equation as well as the existence of an invariant measure. These results are moreover put in a much detailed context in the two reference books [8,9]. Boritchev [2] showed the existence and uniqueness of an invariant measure for the viscous generalised Burgers equation (which corresponds to the case of strictly convex flux function) perturbed by a white-in-time and spatially correlated noise. E. Khanin, Mazel and Sinai [16] showed the existence and uniqueness of an invariant measure for the inviscid Burgers equation with a white-in-time and spatially correlated noise. Debussche and Vovelle [12] generalised this last result by extending it to non-degenerate flux functions (roughly speaking, there is no non-negligible subset of \( \mathbb{R} \) on which \( A \) is linear). Besides, the fact that these results from [16,12] also hold when \( \nu = 0 \) makes them quite powerful: it shows indeed that the presence of a viscous term is not a necessary condition for the solution to be stationary.

The stochastic Burgers equation is mainly studied as a one-dimensional model for turbulence. By showing a stable behaviour at large times, this model manages, to some extent, to fit the predictions of Kolmogorov’s “K41” theory about the universal properties of a turbulent flow [21,20]. Whether it is modelled by the Burgers equation or by more general process such as Equation (1), turbulence is then described through the statistics of some particular small-scale quantities in the stationary state [13,15]. Sharp estimates were given by Boritchev for these small-scale quantities [3], which were furthermore shown to be independent of
the viscosity coefficient. One of the purposes of this paper is to lay the groundwork for the numerical analysis of Equation (1). In a companion paper [5], we introduce a finite-volume approximation of (1) which allows to approximate the invariant measure \( \mu \). Generating random variables with distribution \( \mu \) shall eventually lead us to compute small-scale quantities and analyse the development of turbulence in the model established by Equation (1).

1.3. Outline of the article. The proofs of Theorems 1 and 2 are respectively detailed in Sections 2 and 3.

2. Well-posedness and regularity

This section is dedicated to the proof of Theorem 1. This proof is decomposed as follows. In Subsection 2.1 we introduce a weaker formulation of Equation (1), the so-called mild formulation. In Subsection 2.2 we show that Equation (1) is well-posed locally in time both in the mild and in the strong sense. In Subsection 2.3 we give higher bounds for the Lebesgue and Sobolev norms of this local solution. Eventually, these estimates allow us to extend the local solution to a global-in-time solution, and thus to prove Theorem 1 in Subsection 2.4.

2.1. Mild formulation of (1). In this subsection, we collect preliminary results which shall enable us to provide a mild formulation of Equation (1), for which we prove the existence and uniqueness of a solution on a small interval. The proofs of several results are postponed to Subsection 2.5.

2.1.1. Fractional Sobolev spaces. For all \( m' \geq 1 \), let us define \( \lambda_{2m'-1} = \lambda_{2m'} = -(2\pi m')^2 \), and \( e_{2m'-1}(x) = \sqrt{2} \sin(2\pi m'x) \), \( e_{2m'}(x) = \sqrt{2} \cos(2\pi m'x) \). The family \( (e_m)_{m=1}^\infty \) is a complete orthogonal basis of \( L^2_0(\mathbb{T}) \) such that, for all \( m \geq 1 \), \( e_m \) is \( C^\infty \) on \( \mathbb{T} \) and \( \partial_{xx} e_m = \lambda_m e_m \). With respect to this basis, we define the fractional Sobolev space \( H_s^0(\mathbb{T}) \), for any \( s \in [0, +\infty) \), as the space of functions \( v \in L^2_0(\mathbb{T}) \) such that

\[
\|v\|_{H^s_0(\mathbb{T})} := \left( \sum_{m \geq 1} (-\lambda_m)^s \|v, e_m\|_{L^2_0(\mathbb{T})}^2 \right)^{1/2} < +\infty.
\]

We take from [3] Appendice A] the following proposition and adapt it to our case of a flux function satisfying Assumption 4.

**Proposition 1.** Under Assumption 4, for any \( s \in [1, 2] \), the mapping

\[
v \in H^s_0(\mathbb{T}) \mapsto \partial_x A(v) \in H^{s-1}_0(\mathbb{T})
\]

is bounded on bounded subsets of \( H^s_0(\mathbb{T}) \). Moreover, when \( s = 1 \) or \( s = 2 \), it is Lipschitz continuous on bounded subsets of \( H^s_0(\mathbb{T}) \).

The proof of Proposition 1 is postponed to Subsection 2.5.

By virtue of Proposition 1, for all \( m \geq 1 \), we denote by \( C_2^{(m)} \) and \( C_3^{(m)} \) two finite constants such that:

- for all \( v \in H^1_0(\mathbb{T}) \) such that \( \|v\|_{H^1_0(\mathbb{T})} \leq m \), \( \|\partial_x A(v)\|_{L^2_0(\mathbb{T})} \leq C_2^{(m)} \);
- for all \( v_1, v_2 \in H^1_0(\mathbb{T}) \) such that \( \|v_1\|_{H^1_0(\mathbb{T})} \vee \|v_2\|_{H^1_0(\mathbb{T})} \leq m \), \( \|\partial_x A(v_1) - \partial_x A(v_2)\|_{L^2_0(\mathbb{T})} \leq C_3^{(m)} \|v_1 - v_2\|_{H^1_0(\mathbb{T})} \).

2.1.2. Heat kernel. Let us denote by \((S_t)_{t \geq 0}\) the semigroup generated by the operator \( \nu \partial_{xx} \):

\[
S_t v := \sum_{m \geq 1} e^{\nu \lambda m t} \langle v, e_m \rangle_{L^2_0(\mathbb{T})} e_m, \quad v \in L^2_0(\mathbb{T}), \quad t \geq 0.
\]

Some of its properties are gathered in the following proposition.

**Proposition 2** (Properties of the heat kernel). The semigroup \((S_t)_{t \geq 0}\) satisfies the following properties.

1. For any \( s \geq 0 \), for any \( v \in H^s_0(\mathbb{T}) \), for any \( t \geq 0 \), \( S_t v \in H^s_0(\mathbb{T}) \) and \( \|S_t v\|_{H^s_0(\mathbb{T})} \leq \|v\|_{H^s_0(\mathbb{T})} \); besides, the mapping \( t \mapsto S_t v \in H^s_0(\mathbb{T}) \) is continuous on \([0, +\infty)\).

2. For all \( 0 \leq s_1 \leq s_2 \), there exists a constant \( C_4 = C_4(s_1, s_2) > 0 \) such that

\[
\forall v \in H^{s_1}_0(\mathbb{T}), \quad \forall t \geq 0, \quad \|S_t v\|_{H^{s_2}_0(\mathbb{T})} \leq C_4 t^{\frac{s_2 - s_1}{2}} \|v\|_{H^{s_1}_0(\mathbb{T})}.
\]
(3) For any \( s \in [0, +\infty), T > 0 \) and \((v(t))_{t \in [0,T]} \in C([0,T], H^s_0(\mathbb{T})), \) the process \((\int_0^t S_{t-r}v(r)dr)_{t \in [0,T]})\) belongs to \( C([0,T], H^{s+3/2}_0(\mathbb{T})). \)

The proof of Proposition 2 is postponed to Subsection 2.5.

2.1.3. Stochastic convolution and mild formulation of (11). Let \((\mathcal{F}_t)_{t \geq 0}\) be a normal filtration on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and \((\overline{W}^Q(t))_{t \geq 0}\) be a Q-Wiener process in \(H^2_0(\mathbb{T})\) with respect to this filtration. Given that the orthonormal basis \((\epsilon_m)_{m \geq 1}\) of the space \(L^2_0(\mathbb{T})\) satisfies \(\partial_{xx}\epsilon_m = \lambda_m \epsilon_m\), the family \((\epsilon_m/\lambda_m)_{m \geq 1}\) is an orthonormal basis of \(H^0_0(\mathbb{T}).\) We set
\[
\overline{W}_m(t) := \left< \overline{W}^Q(t), \frac{\epsilon_m}{\lambda_m} \right>_{H^2_0(\mathbb{T})}, \quad m \geq 1, \ t \geq 0,
\]
so that by \(\text{iii}\), \((\overline{W}_m(t))_{t \geq 0}\) is a real-valued Brownian motion with variance \(\sum_{k \geq 1} (g_k, \epsilon_m/\lambda_m)^2_{H^2_0(\mathbb{T})}\). Next, we write
\[
\overline{w}_m(t) := \int_0^t e^{\lambda_m(t-s)}d\overline{W}_m(s), \quad m \geq 1, \ t \geq 0.
\]

**Proposition 3.** Under Assumption 3 for all \( T > 0 \), the series
\[
\sum_{m \geq 1} e_m \left< \overline{W}_m(t) \right>_{t \in [0,T]}/\lambda_m
\]
converges in \(L^2(\Omega, C([0,T], H^0_0(\mathbb{T}))).\) and its sum defines an \((\mathcal{F}_t)_{t \geq 0}\)-adapted, \(H^0_0(\mathbb{T})\)-valued process \((\overline{w}(t))_{t \geq 0}\) almost surely continuous.

The proof of Proposition 3 is postponed to Subsection 2.5. The process \((\overline{w}(t))_{t \geq 0}\) is called the stochastic convolution associated to the Q-Wiener process \((\overline{W}^Q(t))_{t \geq 0}\).

In the sequel, we let \(\tau\) be a \((\mathcal{F}_t)_{t \geq 0}\)-stopping time, almost surely finite. We shall say that a process \((\overline{w}(t))_{t \in [0,\tau]}\) is \((\mathcal{F}_t)_{t \geq 0}\)-adapted if for all \( t \geq 0 \), the random variable \(\overline{w}(t)\mathbb{1}_{t \leq \tau}\) is \(\mathcal{F}_t\)-measurable.

**Definition 3** (Local mild solution). Let \(\overline{w}_0\) be an \(\mathcal{F}_0\)-measurable, \(H^1_0(\mathbb{T})\)-valued random variable. Under Assumptions 1 and 2 a (local) mild solution to the SPDE
\[(10) \quad d\overline{w}(t) = -\partial_x A(\overline{w}(t))dt + \nu\partial_{xx}\overline{w}(t)dt + d\overline{W}^Q(t)\]
on \([0,\tau]\) and \((\mathcal{F}_t)_{t \geq 0}\)-adapted process \((\overline{w}(t))_{t \in [0,\tau]}\) such that, almost surely:
(1) the mapping \( t \mapsto \overline{w}(t) \in H^1_0(\mathbb{T}) \) is continuous on \([0,\tau]\);
(2) for all \( t \in [0,\tau]\),
\[(11) \quad \overline{w}(t) = \overline{w}_0 + \int_0^t S_{t-r}\partial_x A(\overline{w}(s))ds + \overline{w}(t).
\]

The combination of Propositions 1 and 2 ensures that all terms of the identity (11) are well-defined. We now clarify the relationship between the notions of mild and strong solutions.

**Proposition 4** (Mild and strong solutions). Under the assumptions of Definition 3 let \((\overline{w}(t))_{t \in [0,\tau]}\) be a mild solution to (10) on \([0,\tau]\). If \(\overline{w}_0 \in H^2_0(\mathbb{T})\), then:
(1) for all \( t \in [0,\tau]\), \(\overline{w}(t) \in H^2_0(\mathbb{T})\) and the mapping \( t \mapsto \overline{w}(t) \in H^2_0(\mathbb{T}) \) is continuous on \([0,\tau]\);
(2) for all \( t \in [0,\tau]\),
\[
\overline{w}(t) = \overline{w}_0 + \int_0^t \left( -\partial_x A(\overline{w}(s)) + \nu\partial_{xx}\overline{w}(s) \right) ds + \overline{W}^Q(t).
\]
Conversely, any \(H^2_0(\mathbb{T})\)-valued, \((\mathcal{F}_t)_{t \geq 0}\)-adapted process \((\overline{w}(t))_{t \in [0,\tau]}\) satisfying these two conditions almost surely is a mild solution to (10) on \([0,\tau]\).

The proof of Proposition 4 is postponed to Subsection 2.5.
2.1.4. Existence and uniqueness of a mild solution on a small interval. For any integer \( m_0 \geq 0 \), let us define

\[
\tau_{m_0}(\overline{W}^Q) = \frac{1}{8 \left(C_1 \overline{C}_3^{(m_0+1)}\right)^2} \wedge \inf \left\{ t \geq 0 : 2C_4C_2^{(m_0+1)}\sqrt{t} + \|\overline{w}(t)\|_{H^3(\mathbb{T})} \geq 1 \right\},
\]

where we recall that the constant \( C_4 \) is defined in Proposition 2, the constants \( C_2^{(m)} \) and \( C_3^{(m)} \) are defined after Proposition 3 and the constant \( C_1 \) is defined in (2).

Notice that \( \tau_{m_0}(\overline{W}^Q) \in (0, +\infty) \), almost surely.

In the spirit of (7, 13), we obtain the existence and uniqueness of a mild solution to (10) on the "small" interval \([0, \tau_{m_0}(\overline{W}^Q)]\) by a fixed-point argument.

Lemma 1 (Local existence and uniqueness). Let \( m_0 \) and \( m_0 \) be two \( \mathcal{F}_0 \)-measurable random variables taking values respectively in \( H_0^3(\mathbb{T}) \) and \( \mathbb{N} \) such that \( \|\overline{m}_0\|_{H^3_0(\mathbb{T})} \leq m_0 \). Furthermore, let us set \( \tau := \tau_{m_0}(\overline{W}^Q) \). Then, under Assumptions (7) and (3), there is a unique mild solution \((\overline{w}(t))_{t \in [0, \tau]}\) to (10) on \([0, \tau]\).

Proof. Let us introduce the random set

\[
\Sigma := \left\{(v(t))_{t \in [0, \tau]} \in C([0, \tau], H^3_0(\mathbb{T})) : \forall t \in [0, \tau], \|v(t)\|_{H^3_0(\mathbb{T})} \leq m_0 + 1\right\}.
\]

Thanks to Propositions 2 and 3 we may define the random operator \( G : C([0, \tau], H^3_0(\mathbb{T})) \to C([0, \tau], H^3_0(\mathbb{T})) \) by

\[
(Gv)(t) = S_t\overline{m}_0 - \int_0^t S_{t-s}\partial_x A(v(s))\,ds + \overline{w}(t), \quad t \in [0, \tau],
\]

and notice that any \( v \in C([0, \tau], H^3_0(\mathbb{T})) \) satisfies Equation (11) if and only if \( Gv = v \).

We first write, for some \( v \in C([0, \tau], H^3_0(\mathbb{T})) \) and for any \( t \in [0, \tau] \),

\[
\| (Gv)(t) \|_{H^3_0(\mathbb{T})} \leq \| S_t\overline{m}_0 \|_{H^3_0(\mathbb{T})} + \int_0^t \| S_{t-s}\partial_x A(v(s)) \|_{H^3_0(\mathbb{T})} \,ds + \| \overline{w}(t) \|_{H^3_0(\mathbb{T})}.
\]

On the one hand, by the first assertion of Proposition 2,

\[
\| S_t\overline{m}_0 \|_{H^3_0(\mathbb{T})} \leq \| \overline{m}_0 \|_{H^3_0(\mathbb{T})} \leq m_0; \quad \text{on the other hand, we know thanks to the second assertion of Proposition 2 that}
\]

\[
\| S_{t-s}\partial_x A(v(s)) \|_{H^3_0(\mathbb{T})} \leq \frac{C_4}{\sqrt{t-s}} \| \partial_x A(v(s)) \|_{L^2(\mathbb{T})},
\]

furthermore, thanks to Proposition 1 if \( v \in \Sigma \), then \( \partial_x A(v) \) is bounded in \( L^2_0(\mathbb{T}) \) uniformly in time, i.e. for all \( s \in [0, \tau] \), \( \| \partial_x A(v(s)) \|_{L^2(\mathbb{T})} \leq C_2^{(m_0+1)} \). Thus,

\[
\| (Gv)(t) \|_{H^3_0(\mathbb{T})} \leq m_0 + 2C_4C_2^{(m_0+1)}\sqrt{t} + \| \overline{w}(t) \|_{H^3_0(\mathbb{T})}, \quad t \in [0, \tau].
\]

By definition of \( \tau \), it follows that \( Gv \in \Sigma \) whenever \( v \in \Sigma \).

We now take \((v_1(t))_{t \in [0, \tau]}, (v_2(t))_{t \in [0, \tau]} \in \Sigma \). Then, for any \( t \in [0, \tau] \),

\[
\| (Gv_1)(t) - (Gv_2)(t) \|_{H^3_0(\mathbb{T})} = \left\| \int_0^t S_{t-s} (\partial_x A(v_1(s)) - \partial_x A(v_2(s)))\,ds \right\|_{H^3_0(\mathbb{T})} \leq \int_0^t \frac{C_4}{\sqrt{t-s}} \| \partial_x A(v_1(s)) - \partial_x A(v_2(s)) \|_{L^2(\mathbb{T})} \,ds,
\]

where we have used the same arguments as above. Using now the Lipschitz continuity result in Proposition 4 and the definition of \( \tau \), we get for all \( t \in [0, \tau] \),

\[
\| (Gv_1)(t) - (Gv_2)(t) \|_{H^3_0(\mathbb{T})} \leq 2C_4C_3^{(m_0+1)}\sqrt{t} \sup_{s \in [0, t]} \| v_1(s) - v_2(s) \|_{H^3_0(\mathbb{T})} \leq \frac{1}{2} \sup_{s \in [0, \tau]} \| v_1(s) - v_2(s) \|_{H^3_0(\mathbb{T})},
\]

\[
\leq \frac{1}{2} \sup_{s \in [0, \tau]} \| v_1(s) - v_2(s) \|_{H^3_0(\mathbb{T})},
\]

\[
\leq \frac{1}{2} \sup_{s \in [0, \tau]} \| v_1(s) - v_2(s) \|_{H^3_0(\mathbb{T})},
\]
meaning that $G$ is a contraction mapping on $\Sigma$, which is complete. Then, by the Banach fixed-point theorem, $G$ admits a unique fixed point $(\overline{u}(t))_{t \in [0, \tau]}$ in $\Sigma$. To show that this solution to Equation (\ref{eq1}) is unique among all the $H^1_0(\mathbb{T})$-valued continuous processes, let us first notice that our choice of $\tau$ implies

$$\forall t < \tau, \quad \|\overline{u}(t)\|_{H^1_0(\mathbb{T})} < \overline{m}_0 + 1.$$ 

Assume that there is another solution $(\tilde{u}(t))_{t \in [0, \tau]}$ of (\ref{eq1}) not belonging almost surely to $\Sigma$. Then we have with positive probability

$$\exists \tau < \tau, \quad \|\overline{u}(\tau)\|_{H^1_0(\mathbb{T})} \geq \overline{m}_0 + 1.$$ 

This means that the double inequality $\|\overline{u}(\tau)\|_{H^1_0(\mathbb{T})} < \overline{m}_0 + 1 \leq \|\overline{u}(\tau)\|_{H^1_0(\mathbb{T})}$ holds on some non-negligible event. On this event, the fixed-point argument also holds in the set

$$\tilde{\Sigma} := \{(v(t))_{t \in [0, \tilde{\tau}]} : \forall t \in [0, \tilde{\tau}], \|v(t)\|_{H^1_0(\mathbb{T})} \leq \overline{m}_0 + 1\}$$

which is formally a subset of $\Sigma$. Thus, by uniqueness of the fixed point, we have $\overline{u}(\tau) = \tilde{u}(\tau)$ and in particular $\overline{u}(\tau) = \overline{u}(\tau)$, which is absurd. As a consequence, $(\overline{u}(t))_{t \in [0, \tau]}$ is the only $H^1_0(\mathbb{T})$-valued process with continuous trajectories satisfying Equation (\ref{eq1}) on $[0, \tau]$.

Finally, let $v(0) = 0$ and define the sequence of processes $v(j) \in C([0, \tau], H^1_0(\mathbb{T}))$, $j \geq 1$ by $v(j) = Gv(j-1)$. It is clear from the definition of the operator $G$ and from Proposition \ref{prop3} that each process $(v(j)(t))_{t \in [0, \tau]}$ is $(\mathcal{F}_t)_{t \geq 0}$-adapted. On the other hand, the Banach fixed-point theorem asserts that almost surely, the sequence $(v(j)(t))_{t \in [0, \tau]}$ converges to $(\overline{u}(t))_{t \in [0, \tau]}$ in $C([0, \tau], H^1_0(\mathbb{T}))$. As a consequence, for any $t \geq 0$, the sequence of $\mathcal{F}_t$-measurable random variables $1_{t \leq \tau}v(j)(t)$ converges almost surely to $1_{t \leq \tau}\overline{u}(t)$, which makes this limit also $\mathcal{F}_t$-measurable. Thus, the process $(1_{t \leq \tau}u(t))_{t \geq 0}$ is $(\mathcal{F}_t)_{t \geq 0}$-adapted.

### 2.2. Construction of a maximal solution to (\ref{eq1}).

In this subsection, we use the notions introduced in Subsection 2.1 to prove the following existence and uniqueness result for (\ref{eq1}).

**Lemma 2 (Existence and uniqueness result of a maximal solution to (\ref{eq1}).)** Under Assumptions \ref{ass1} and \ref{ass2} for any $u_0 \in H^1_0(\mathbb{T})$, there exists a pair $(T^*, (u(t))_{t \in [0, T^*)})$ such that:

1. for any $(\mathcal{F}_t)_{t \geq 0}$-stopping time $T$ such that almost surely, $T < +\infty$ and $T \leq T^*$, $(u(t))_{t \in [0, T]}$ is the unique mild solution to (\ref{eq1}) on $[0, T]$;
2. almost surely, $T^* = +\infty$ or $\limsup_{t \to T^*} \|u(t)\|_{H^1_0(\mathbb{T})} = +\infty$.

The random time $T^*$ is called the explosion time and the process $(u(t))_{t \in [0, T^*)}$ is called the maximal solution to (\ref{eq1}).

**Proof.** Let $u_0 \in H^1_0(\mathbb{T})$. Let $m_0(0) = \|u_0\|_{H^1_0(\mathbb{T})}$. By Lemma \ref{lem1} Equation (\ref{eq1}) possesses a unique mild solution $(u(t))_{t \in [0, \tau(0))]}$ on $[0, \tau(0))$, where $\tau(0) = \tau_{m_0(0)}$. We now define the filtration $(\mathcal{F}_t)_{t \geq 0}$ by

$$\mathcal{F}_t = \mathcal{F}_{\tau(0)+t} = \bigg\{ B \in \mathcal{F} : \forall s \geq 0, B \cap \{\tau(0) + t \leq s\} \in \mathcal{F}_s \bigg\},$$

and recall that the process $W^Q(t)$ defined by $W^Q(t) = W^Q(\tau(t) + t) - W^Q(t)$ is a $Q$-Wiener process with respect to $(\mathcal{F}_t)_{t \geq 0}$. Therefore, applying Lemma \ref{lem1} again with this $Q$-Wiener process, and initial condition $u_0(1) = u(\tau(0))$ and $m_0(1) = \|u(\tau(0))\|_{H^1_0(\mathbb{T})}$ we obtain a mild solution $(u(1)(t))_{t \in [0, \tau(1)]}$ of $du = -\partial_x A(u)dt + \nu \partial_x u dt + dW^Q(t)$ on $[0, \tau(1)]$, where $\tau(1) = \tau_{m_0(1)}(W^Q(t))$. It is then easily checked that defining $T^{(1)} = \tau(0) + \tau(1)$ and $u(t + \tau(0)) = u_1(t)$ for any $t \in (0, \tau(1)]$, we obtain a unique mild solution $(u(t))_{t \in [0, T^{(1)}]}$ to Equation (\ref{eq1}) on $[0, T^{(1)}]$. 7
We now proceed by induction and set for all $n \geq 1$,

$$T^{(n)} := \sum_{i=0}^{n} \tau^{(i)},$$

$$m_0^{(n+1)} := \left\| u \left( T^{(n)} \right) \right\|_{H^1_{\nu}(\mathbb{T})} \vee m_0^{(n)},$$

$$\tau^{(n+1)} := \tau_{m_0^{(n+1)}} \left( W^Q \left( T^{(n)} \right) + \cdot \right) - W^Q \left( T^{(n)} \right),$$

$$T^* := \sup_{n \geq 1} T^{(n)},$$

where at each iteration we use Lemma 1 to extend the process $(u(t))_{t \in [0,T^{(n)})}$ to the unique mild solution of Equation (11) on $[0,T^{(n)}]$. It is then clear that $(u(t))_{t \in [0,T^*)}$ satisfies the first assertion of Lemma 2.

Since the sequence of integers $(m_0^{(n)})_{n \geq 0}$ is nondecreasing, $\sup_{n \geq 0} m_0^{(n)} < +\infty$ if and only if there exists $n_0 \geq 0$ and $m \geq 0$ such that, for all $n \geq n_0$, $m_0^{(n)} = m$. Hence, we can write

$$\left\{ T^* < +\infty, \sup_{n \geq 0} m_0^{(n)} < +\infty \right\} = \bigcup_{n_0 \geq 0, m \geq 0} \left\{ \sum_{n_0}^{\infty} \tau^{(n)} < +\infty, \forall n \geq n_0, m_0^{(n)} = m \right\}$$

$$= \bigcup_{n_0 \geq 0, m \geq 0} \left\{ \sum_{n=n_0+1}^{\infty} \tau^{(n)} < +\infty, \forall n \geq n_0, m_0^{(n)} = m \right\}$$

$$\subset \bigcup_{n_0 \geq 0, m \geq 0} \left\{ \sum_{n=n_0+1}^{\infty} \tau_m \left( W^Q \left( T^{(n)} \right) + \cdot \right) - W^Q \left( T^{(n)} \right) \right\} < +\infty.$$

However, by the strong Markov property, for any $m \geq 0$, the random variables $\tau_m(W^Q(T^{(n)}+\cdot)-W^Q(T^{(n)}))$, $n \geq 1$, are independent and identically distributed, and by the definition of $\tau_m(\cdot)$, they are almost surely positive. As a consequence, by Borel’s 0-1 law,

$$\forall n_0, m \geq 0, \quad \mathbb{P} \left( \sum_{n=n_0+1}^{\infty} \tau_m \left( W^Q \left( T^{(n)} \right) + \cdot \right) - W^Q \left( T^{(n)} \right) \right) < +\infty = 0.$$

As the countable union of negligible events is still negligible, we get

$$\mathbb{P} \left( T^* < +\infty, \sup_{n \geq 0} m_0^{(n)} < +\infty \right) = 0.$$

This implies that almost surely, if $T^* < +\infty$ then $\sup_{n \geq 0} m_0^{(n)} = +\infty$, so that $\limsup_{n \to \infty} \left\| u(T^{(n)}) \right\|_{H^1_{\nu}(\mathbb{T})} = +\infty$, which is the wanted result.

2.3. Estimates on the maximal solution. Let $u_0 \in H^1_{\nu}(\mathbb{T})$. Let $(T^*, (u(t))_{t \in [0,T^*)})$ be the maximal solution to Equation (11) given by Lemma 2. By Proposition 4, $(u(t))_{t \in [0,T^*)}$ is a continuous $H^1_{\nu}(\mathbb{T})$-valued process. Besides, Lemma 2 allows us to define, for any $r \geq 0$, the stopping time

$$T_r := \inf \left\{ t \in [0,T^*) : \left\| u(t) \right\|_{H^1_{\nu}(\mathbb{T})}^2 \geq r \right\},$$

which always satisfies $T_r \leq T^*$. In the sequel, we shall prove that $\lim_{t \to \infty} T_r = +\infty$, which shall imply that $T^* = +\infty$, almost surely.

Lemma 3. Under Assumptions 1 and 2, for any $p \in 2\mathbb{N}^*$ and for all $t \geq 0$, we have:

$$\frac{4\nu}{p(p-1)} \mathbb{E} \left[ \int_0^{t \wedge T_r} \int_\mathbb{T} \left( \partial_x u(s)^{p/2} \right)^2 \, dx ds \right] \leq \left\| u_0 \right\|_{L^p_{\nu}(\mathbb{T})}^p + \frac{p(p-1)}{2} D_0 \mathbb{E} \left[ \int_0^{t \wedge T_r} \left\| u(s) \right\|_{L^{p-2}_{\nu}(\mathbb{T})}^{p-2} \, ds \right].$$

Moreover, there exist two constants $C_5^{(p)} > C_6^{(p)} > 0$ depending only on $\nu, p$ and $D_0$ such that

$$\mathbb{E} \left[ \int_0^{t \wedge T_r} \left\| u(s) \right\|_{L^p_{\nu}(\mathbb{T})}^p \, ds \right] \leq C_5^{(p)} \left( 1 + \left\| u_0 \right\|_{L^p_{\nu}(\mathbb{T})}^p \right) + C_6^{(p)} t.$$
Indeed, Assumption 2 ensures that we can apply Itô’s formula \cite[Theorem 4.32]{8} for the real-valued process \(F_p : u \mapsto \|u\|_{L^p_0(T)}\). Since this process writes
\[
u(t) = u_0 + \int_0^t \varphi(s)ds + W^Q(t)
\]
with \(\varphi(t) = -\theta x A(u(t)) + \nu \theta x u(t) \in L^2_0(T)\), the standard formulation of Itô’s formula in Hilbert spaces \cite[Theorem 4.32]{8} requires at least \(F_p\) to be continuous on \(L^2_0(T)\), which is not the case for \(p > 2\) here. Hence, we shall proceed to approximate \(F_p\) with a sequence of smooth functions \(F_{M,p}, M \geq 1\), apply Itô’s formula to the functions \(F_{M,p}\) and then take the limit \(M \to +\infty\).

**Step 1. Approximation of the \(L^p_0(T)\)-norm.** Let \(\rho\) be a \(C^\infty\) function from \(\mathbb{R}\) to \(\mathbb{R}_+\) such that \(\int_\mathbb{R} \rho(u)du = 1\) and whose support is contained in the interval \((-\frac{1}{2}, \frac{1}{2})\). For any \(M \geq 1\), we set the regularised Heaviside function \(\psi_M := 1_{(-\infty, M+\frac{1}{2})} \ast \rho\) and its antiderivative
\[
\phi_M : u \in \mathbb{R}_+ \mapsto \int_0^u \psi_M(v)dv \in \mathbb{R}_+.
\]
We now define a truncated \(L^p_0(T)\)-norm by setting
\[
F_{M,p} : \begin{cases}
L^p_0(T) & \longrightarrow \mathbb{R}_+ \\
v & \longmapsto \int_T \phi_M(v(x))dx.
\end{cases}
\]
The first differential \(DF_{M,p}\) and the second differential \(D^2F_{M,p}\) have the following expressions: \(\forall v, h \in L^2_0(T),\)
\[
\langle DF_{M,p}(v), h \rangle_{L^2_0(T)} = p \int_T h(x)v(x)\phi_{M-1}(v(x))dx,
\]
\[
\langle D^2F_{M,p}(v) \cdot h, h \rangle_{L^2_0(T)} = p(p-1) \int_T h(x)^2v(x)\phi_{M-2}(v(x))dx + p^2 \int_T h(x)^2v(x)^2\phi_{M-1}(v(x))dx.
\]

**Step 2. Itô’s formula.** First, let us notice that the process \((W^Q(t))_{t \geq 0}\) can be seen as an \(L^2_0(T)\)-valued \(Q'\)-Wiener process where the operator \(Q' : L^2_0(T) \to L^2_0(T)\) has covariance
\[
\langle u, Q'v \rangle_{L^2_0(T)} = \sum_{k \geq 1} \langle g_k, u \rangle_{L^2_0(T)} \langle g_k, v \rangle_{L^2_0(T)}.
\]
Indeed, Assumption 2 ensures that \(Q'(L^2_0(T)) \subset H^2_0(T)\) and \(Q'(H^2_0(T)) = Q\). We now have
\[
\text{Tr} (D^2F_{M,p}(v)Q') = \sum_{k \geq 1} \langle D^2F_{M,p}(v)g_k, g_k \rangle_{L^2_0(T)},
\]
so that we can apply Itô’s formula \cite[Theorem 4.32]{8} for the real-valued process \((F_{M,p}(u(t)))_{t \in [0,T_\ast]}\), which leads to
\[
F_{M,p}(u(t)) = F_{M,p}(u_0) + p \int_0^t \int_T (-\theta x A(u(s)) + \nu \theta x u(s)) u(s)^{p-1} \phi_M'(u(s))dsdx
\]
\[
+ \int_0^t \langle DF_{M,p}(u(s)), dW^Q(s) \rangle_{L^2_0(T)}
\]
\[
+ \frac{1}{2}p(p-1) \sum_{k \geq 1} \int_0^t g_k^2 u(s)^{p-2} \phi_M(u(s))dsdx
\]
\[
+ \frac{1}{2}p^2 \sum_{k \geq 1} \int_0^t g_k^2 u(s)^{2(p-1)} \phi_M''(u(s))dsdx.
\]
Since the \(L^2_0(T)\)-norm of \(DF_{M,p}(u(s))\) is bounded uniformly in time, the third term of the right-hand side is a square integrable martingale \cite[Theorem 4.27]{8}. Thus, for \(t \geq 0\), integrating in time up to \(t \wedge T_\ast\) and
taking the expectation, we get

\begin{equation}
\mathbb{E}[F_{M,p}(u(t \wedge T_r))] = F_{M,p}(u_0) - p\mathbb{E}\left[\int_0^{t\wedge T_r} \int_T \partial_x A(u(s))u(s)^{p-1}\phi'_M(u(s)^p)\,dx\,ds\right]
\end{equation}

(19)

\begin{equation}
+ p\mathbb{E}\left[\int_0^{t\wedge T_r} \int_T \nu\partial_{xx} u(s)u(s)^{p-1}\phi'_M(u(s)^p)\,dx\,ds\right]
\end{equation}

(20)

\begin{equation}
+ \frac{1}{2} p(p-1)\mathbb{E}\left[\sum_{k \geq 1} \int_0^{t\wedge T_r} \int_T g_k^2 u(s)^{p-2}\phi'_M(u(s)^p)\,dx\,ds\right]
\end{equation}

(21)

\begin{equation}
+ \frac{1}{2} p^2 \mathbb{E}\left[\sum_{k \geq 1} \int_0^{t\wedge T_r} \int_T g_k^2 u(s)^2(p-1)\phi''_M(u(s)^p)\,dx\,ds\right].
\end{equation}

(22)

**Step 3.** **Passing** $M \to +\infty$. We want now to pass to the limit $M \to +\infty$. Regarding the left-hand side in the above equation, the family of functions $\phi_M$ is non-decreasing with respect to $M$, so that the monotone convergence theorem yields

\[
\lim_{M \to \infty} \mathbb{E}[F_{M,p}(u(t \wedge T_r))] = \mathbb{E}\left[\int_T \lim_{M \to \infty} \phi_M(u(t \wedge T_r)^p)\,dx\right] = \mathbb{E}\left[\|u(t \wedge T_r)^p\|_{L_p^p(T)}\right].
\]

For the flux term, we have almost surely, for all $s \in [0, t\wedge T_r]$ and for all $M \geq 0$, $\partial_x A(u(s))u(s)^{p-1}\phi'_M(u(s)^p) \leq |\partial_x A(u(s))||u(s)|^{p-1}$. Furthermore,

\[
\mathbb{E}\left[\int_0^{t\wedge T_r} \int_T |\partial_x A(u(s))||u(s)|^{p-1}\,dx\,ds\right] \leq \mathbb{E}\left[\sup_{s \in [0, t\wedge T_r]} \|u(s)\|^{p-1}_{L_{p}^p(T)} \int_0^{t\wedge T_r} \int_T |\partial_x A(u(s))|\,dx\,ds\right]
\]

\[
\leq r^{\frac{p-1}{2}} \mathbb{E}\left[\int_0^{t\wedge T_r} \|\partial_x A(u(s))\|_{L_{p}^p(T)}\,ds\right] \quad \text{(from (3) and (16))}
\]

\[
\leq r^{\frac{p-1}{2}} L_r \mathbb{E}\left[\int_0^{t\wedge T_r} \|u(s)\|_{L_{p}^p(T)}\,ds\right] \quad \text{(from Proposition I)}
\]

\[
\leq L_r r^{\frac{p}{2}} t < +\infty.
\]

Thus, the dominated convergence theorem applies and yields

\[
\lim_{M \to \infty} p\mathbb{E}\left[\int_0^{t\wedge T_r} \int_T \partial_x A(u(s))u(s)^{p-1}\phi'_M(u(s)^p)\,dx\,ds\right] = p\mathbb{E}\left[\int_0^{t\wedge T_r} \int_T \partial_x A(u(s))u(s)^{p-1}\,dx\,ds\right].
\]

We now integrate by parts the viscous term:

\[
p\nu\mathbb{E}\left[\int_0^{t\wedge T_r} \int_T \partial_{xx} u(s)u(s)^{p-1}\phi'_M(u(s)^p)\,dx\,ds\right]
\]

\[
= -p\nu\mathbb{E}\left[\int_0^{t\wedge T_r} \int_T \partial_x u(s) \left(\partial_x (u(s)^{p-1}) \phi'_M(u(s)^p) + u(s)^{p-1} \partial_x (\phi'_M(u(s)^p))\right)\,dx\,ds\right]
\]

\[
= -p\nu\mathbb{E}\left[\int_0^{t\wedge T_r} \int_T (\partial_x u(s))^2 \left((p-1)u(s)^{p-2}\phi'_M(u(s)^p) + pu(s)^{2(p-1)}\phi''_M(u(s)^p)\right)\,dx\,ds\right],
\]
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and this last integrand is dominated uniformly in $M$ by $(\partial_x u(s))^2 ((p - 1)u(s)^{p-2} + \kappa pu(s)^{(p-1)})$, where $\kappa = \sup_{\mathbb{R}} |\rho|$. Furthermore, thanks to (10), we have

$$
\mathbb{E} \left[ \int_0^{t \wedge T_r} (\partial_x u(s))^2 \left((p - 1)u(s)^{p-2} + \kappa pu(s)^{(p-1)}\right) \, ds \right] \\
\leq \mathbb{E} \left[ \left((p - 1) \sup_{s \in [0, t \wedge T_r]} \|u(s)^{p-2}\|_{L^p_\nu(\mathbb{T})} + \kappa p \sup_{s \in [0, t \wedge T_r]} \|u(s)\|^2_{L^p_\nu(\mathbb{T})}) \right] \int_0^{t \wedge T_r} \|u(s)\|^2_{H^1_\nu(\mathbb{T})} \, ds \\
\leq (p - 1) r^\frac{p-2}{2} + \kappa p r^{p-1}) \nu r < +\infty.
$$

Thus, we get from the dominated convergence theorem,

$$
\lim_{M \to \infty} \mathbb{P} \left[ \int_0^{t \wedge T_r} \nu \partial_x x \, u(s)^{p-1} \phi_M' (u(s)^{p}) \, ds \right] = -\nu p(p - 1) \mathbb{E} \left[ \int_0^{t \wedge T_r} (\partial_x u(s))^2 \, u(s)^{p-2} \, ds \right].
$$

With similar computations, for the noise term, we have

$$
\lim_{M \to \infty} p(p - 1) \mathbb{E} \left[ \sum_{k \geq 1} \int_0^{t \wedge T_r} g_k^2 u(s)^{p-2} \phi_M'(u(s)^{p}) \, ds \right] = p(p - 1) \mathbb{E} \left[ \sum_{k \geq 1} \int_0^{t \wedge T_r} g_k^2 u(s)^{p-2} \, ds \right],
$$

and

$$
\lim_{M \to \infty} p^2 \mathbb{E} \left[ \sum_{k \geq 1} \int_0^{t \wedge T_r} g_k^2 u(s)^{2(p-1)} \phi_M''(u(s)^{p}) \, ds \right] = 0.
$$

Letting $M$ go to $+\infty$ in (19), (20), (21) and (22), we get

$$
\mathbb{E} \left[ \|u(t \wedge T_r)\|_{L^p_\nu(\mathbb{T})} \right] = \|u_0\|_{L^p_\nu(\mathbb{T})} - p \mathbb{E} \left[ \int_0^{t \wedge T_r} \partial_x A(u(s)) \, u(s)^{p-1} \, ds \right] \\
- \nu p(p - 1) \mathbb{E} \left[ \int_0^{t \wedge T_r} (\partial_x u(s))^2 \, u(s)^{p-2} \, ds \right] + \frac{1}{2} p(p - 1) \sum_{k \geq 1} \mathbb{E} \left[ \int_0^{t \wedge T_r} u(s)^{p-2} \, ds \right].
$$

It turns out that the flux term disappears:

$$
\int_0^T u(s)^{p-1} \partial_x A(u(s)) \, ds = \int_0^T u(s)^{p-1} A'(u(s)) \partial_x u(s) \, ds = \int_0^T \partial_x (A_p(u(s))) \, ds = 0,
$$

where $A_p$ is an antiderivative of $v \mapsto v^{p-1} A'(v)$. As regards the noise coefficients, we have

$$
\sum_{k \geq 1} g_k(x)^2 \leq \sum_{k \geq 1} \|g_k\|_{L^\infty_\nu(\mathbb{T})} \leq \sum_{k \geq 1} \|g_k\|_{H^1_\nu(\mathbb{T})}^2 \leq D_0,
$$

thanks to (3) and (4). As a consequence, we get from (23) the inequality

$$
\nu p(p - 1) \mathbb{E} \left[ \int_0^{t \wedge T_r} \left( u(s)^{p-1} \partial_x u(s) \right)^2 \, ds \right] \leq \|u_0\|_{L^p_\nu(\mathbb{T})}^p + \frac{1}{2} p(p - 1) D_0 \mathbb{E} \left[ \int_0^{t \wedge T_r} \|u(s)\|_{L^{p-2}_\nu(\mathbb{T})}^2 \, ds \right].
$$

Rewriting the integrand in the left-hand side, we get

$$
\frac{4\nu}{p} (p - 1) \mathbb{E} \left[ \int_0^{t \wedge T_r} \left( \partial_x \left( u(s)^{p/2} \right) \right)^2 \, ds \right] \leq \|u_0\|_{L^p_\nu(\mathbb{T})}^p + \frac{p(p - 1)}{2} D_0 \mathbb{E} \left[ \int_0^{t \wedge T_r} \|u(s)\|_{L^{p-2}_\nu(\mathbb{T})}^2 \, ds \right].
$$

Since $u(s)$ has a zero space average and is continuous in space (because it belongs to $H^1_\nu(\mathbb{T})$), almost surely the function $u(s)^{p/2}$ vanishes somewhere on the torus. Thus, we can apply the Poincaré inequality on the left-hand side which leads, after multiplying by $p/(4\nu(p-1))$ on both sides, to the inequality

$$
\mathbb{E} \left[ \int_0^{t \wedge T_r} u(s)^{p}_{L^p_\nu(\mathbb{T})} \, ds \right] \leq \frac{p}{4
r(p - 1)} \|u_0\|_{L^p_\nu(\mathbb{T})}^p + \frac{p^2 D_0}{8\nu} \mathbb{E} \left[ \int_0^{t \wedge T_r} \|u(s)\|_{L^{p-2}_\nu(\mathbb{T})}^2 \, ds \right].
$$
For $p = 2$, we get
\[
E \left[ \int_0^{t \wedge T_r} \| u(s) \|^2_{L^p_0(T)} \, ds \right] \leq \frac{1}{2p} \| u_0 \|^2_{L^p_0(T)} + \frac{D_{st}}{2p},
\]
and the claimed result for arbitrary $p \in 2\mathbb{N}^*$ follows by induction and from the inequalities $\| u_0 \|^2_{L^{p-2r}_0(T)} \leq 1 + \| u_0 \|^2_{L^p_0(T)}$ and $E[t \wedge T_r] \leq t$.

Remark 1. By Jensen’s inequality, the bound (18) also holds for any real number $p \geq 2$.

Lemma 4. Under Assumptions 7 and 8 there exist two constants $C_7, C_8 > 0$ depending only on $\nu, p_A, C_1$ and $D_0$, such that for all $t \geq 0$ and all $r \geq 0$,
\[
E \left[ \| u(t \wedge T_r) \|^2_{H^1_0(T)} \right] + \nu E \left[ \int_0^{t \wedge T_r} \| u(s) \|^2_{H^1_0(T)} \, ds \right] \leq \| u_0 \|^2_{H^1_0(T)} + C_7 \left( 1 + \| u_0 \|^2_{L^p_0(T)} \right) + C_8 t.
\]

Proof. We want to apply Itô’s formula to the squared $H^1_0(T)$-norm of the process $(u(t))_{t \in [0, T^\wedge]}$. As for the proof of Lemma 3 we proceed by truncation of this function.

Step 1. Approximation of the $H^1_0(T)$-norm. We set
\[
G_M : \begin{cases} 
L^2_0(T) \\ v \end{cases} \rightarrow \mathbb{R}_+, \quad \sum_{m=1}^M (\lambda_m)(v, e_m)^2_{L^2_0(T)}
\]
The first differential $DG_M$ and the second differential $D^2G_M$ have the following expressions: $\forall h \in L^2_0(T)$,
\[
\langle DG_M(v), h \rangle_{L^2_0(T)} = -2 \sum_{m=1}^M \lambda_m(v, e_m)_{L^2_0(T)} \langle h, e_m \rangle_{L^2_0(T)},
\]
\[
\langle D^2G_M(v), h \rangle_{L^2_0(T)} = -2 \sum_{m=1}^M \lambda_m(h, e_m)^2_{L^2_0(T)}.
\]

Step 2. Itô’s formula. Itô’s formula applied to $G_M$ yields almost surely and for all $r \geq 0$,
\[
(28) \quad G_M(u(t \wedge T_r)) = G_M(u_0) - 2 \int_0^{t \wedge T_r} \sum_{m=1}^M \lambda_m (u(s), e_m)_{L^2_0(T)} (-\partial_x A(u(s)) + \nu \partial_{xx} u(s), e_m)_{L^2_0(T)} \, ds
\]
\[
- 2 \int_0^{t \wedge T_r} \langle DG_M(u(s)), dW^Q(s) \rangle_{L^2_0(T)} - 2 \sum_{k \geq 1} \sum_{m=1}^M \lambda_m (g_k, e_m)^2_{L^2_0(T)} \, ds.
\]
We first check that the third term of the right-hand side is a square-integrable martingale:
\[
E \left[ \int_0^{t \wedge T_r} \| DG_M(u(s)) \|^2_{L^2_0(T)} \, ds \right] = 4 \sum_{m=1}^M \lambda_m^2 \left[ \int_0^{t \wedge T_r} \langle u(s), e_m \rangle_{L^2_0(T)} \, ds \right]^2
\]
\[
\leq 4 \left( \sum_{m=1}^M \lambda_m^2 \right) \left[ \int_0^{t \wedge T_r} \| u(s) \|^2_{L^2_0(T)} \, ds \right] \leq 4 \left( \sum_{m=1}^M \lambda_m^2 \right) tr < +\infty.
\]
Thus, taking the expectation, the stochastic integral disappears and we get
\[
(29) \quad E \left[ G_M(u(t \wedge T_r)) \right] = G_M(u_0) + 2E \left[ \int_0^{t \wedge T_r} \sum_{m=1}^M \lambda_m (u(s), e_m)_{L^2_0(T)} \langle \partial_x A(u(s)), e_m \rangle_{L^2_0(T)} \, ds \right]
\]
\[
- 2E \left[ \int_0^{t \wedge T_r} \sum_{m=1}^M \lambda_m (u(s), e_m)_{L^2_0(T)} \langle \nu \partial_{xx} u(s), e_m \rangle_{L^2_0(T)} \, ds \right] - E \left[ \sum_{k \geq 1} \int_0^{t \wedge T_r} \sum_{m=1}^M \lambda_m (g_k, e_m)^2_{L^2_0(T)} \, ds \right].
\]
On one hand, we can rewrite the viscous term as follows:

\[
\sum_{m=1}^{M} \lambda_m \langle u(s), e_m \rangle_{L^2_T} \langle \nu \partial_{xx} u(s), e_m \rangle_{L^2_T} = \sum_{m=1}^{M} \lambda_m \langle u(s), e_m \rangle_{L^2_T} \langle \nu u(s), \partial_{xx} e_m \rangle_{L^2_T} = \sum_{m=1}^{M} \lambda_m \langle u(s), e_m \rangle_{L^2_T} \langle \nu u(s), \lambda_m e_m \rangle_{L^2_T} = \nu \sum_{m=1}^{M} \lambda_m^2 \langle u(s), e_m \rangle_{L^2_T}^2.
\]

(30)

On the other hand, applying Young’s inequality on the flux term, we get

\[
2\nu \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \sum_{m=1}^{M} \lambda_m \langle u(s), e_m \rangle_{L^2_T} \langle \partial_x A(u(s)), e_m \rangle_{L^2_T} ds \right] \leq 2\nu \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \sum_{m=1}^{M} \lambda_m \langle u(s), e_m \rangle_{L^2_T}^2 ds \right] + \frac{1}{2\nu} \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \sum_{m=1}^{M} \langle \partial_x A(u(s)), e_m \rangle_{L^2_T}^2 ds \right].
\]

(31)

Injecting (30) and (31) into (29), we get the inequality

\[
\mathbb{E} \left[ G_M(u(t \wedge T_r)) \right] \leq G_M(u_0) + \frac{1}{2\nu} \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \sum_{m=1}^{M} \langle \partial_x A(u(s)), e_m \rangle_{L^2_T}^2 ds \right] - \mathbb{E}[t \wedge T_r] \sum_{k \geq 1} \sum_{m=1}^{M} \lambda_m \langle g_k, e_m \rangle_{L^2_T}^2.
\]

(32)

**Step 3. Passing** \( M \to +\infty. \) From Proposition 1, for any \( r > 0, \) there is a constant \( L_r \) such that for all \( M \geq 1, \) we have

\[
\sum_{m=1}^{M} \langle \partial_x A(u(s)), e_m \rangle_{L^2_T}^2 \leq \| \partial_x A(u(s)) \|_{L^2_T}^2 \leq L_r \| u(s) \|_{H^1_0(T)}^2 \leq r L_r.
\]

Thus, we can use the dominated convergence theorem to let \( M \) go to infinity in (32) and we get

\[
\mathbb{E} \left[ \| u(t \wedge T_r) \|_{H^1_0(T)}^2 \right] \leq \| u_0 \|_{H^1_0(T)}^2 + \frac{1}{2\nu} \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \| \partial_x A(u(s)) \|_{L^2_T}^2 ds \right] + \mathbb{E}[t \wedge T_r] \sum_{k \geq 1} \| g_k \|_{H^1_0(T)}^2.
\]

(33)

Since from Assumption 1, \( A' \) has polynomial growth, we can bound the second term of the right-hand side: using (2) and (17) with \( p = 2 \) and \( 2p + 2, \) we get

\[
\mathbb{E} \left[ \int_{0}^{t \wedge T_r} \| \partial_x A(u(s)) \|_{L^2_T}^2 ds \right] = \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \int_{T} (\partial_x u(s))^2 A'(u(s))^2 dx ds \right] \leq 2C_1^2 \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \int_{T} (\partial_x u(s))^2 (1 + |u(s)|^{2p_A}) dx ds \right]
\]

\[
= 2C_1^2 \left( \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \| u(s) \|_{H^1_0(T)}^2 ds \right] + \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \int_{T} (\partial_x u(s))^2 u(s)^{2p_A} dx ds \right] \right)
\]

\[
\leq 2 \mathbb{E} \left[ \| u_0 \|_{L^2_T}^2 + \frac{1}{\nu} \mathbb{E}[t \wedge T_r] \right] + \frac{2}{(2p_A + 2)(2p_A + 1)} \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \| u(s) \|_{L^{2p_A^2}_T}^2 ds \right] + D_0 \mathbb{E} \left[ \int_{0}^{t \wedge T_r} \| u(s) \|_{L^{2p_A}_T}^2 ds \right].
\]
Applying now Lemma 3 we get
\[
E \left[ \int_0^{t \wedge T_r} \| \partial_x A(u(s)) \|_{L^2(T)}^2 \, ds \right] \leq \frac{C_2^2}{\nu} \left( 2 \left( 1 + \frac{\| u_0 \|_{L^2(T)}^{2p_A+2}}{L_{0}^{2p_A+2}(T)} \right) + D_0 t \right) + D_0 C_5^{(2p_A)} \left( 1 + \frac{\| u_0 \|_{L^2(T)}^{2p_A}}{L_{0}^{2p_A}(T)} \right) + C_6^{(2p_A)} t .
\]

Injecting this last bound in (33), we get the wanted result.

**Corollary 2 (Limit of \( T_r \)).** Under Assumptions [7] and [2] \( T_r \to +\infty \) almost surely, and thus \( T^* = +\infty \) almost surely.

**Proof.** Let \( t \geq 0 \). Writing
\[
P( T_r < t ) = P \left( \| u(t \wedge T_r) \|_{H^1_0(T)}^2 \geq r \right) ,
\]
we get from Markov’s inequality,
\[
P( T_r < t ) \leq \frac{1}{r} E \left[ \| u(t \wedge T_r) \|_{H^1_0(T)}^2 \right] .
\]
We apply now Lemma [4] to get
\[
P( T_r < t ) \leq \frac{1}{r} \left( \| u_0 \|_{H^1_0(T)}^2 + C_7 \left( 1 + \frac{\| u_0 \|_{L^2(T)}^{2p_A+2}}{L_{0}^{2p_A+2}(T)} \right) + C_8 t \right) \xrightarrow{r \to \infty} 0.
\]
Since \( t \) has been chosen arbitrarily, it follows that almost surely, \( T_r \) tends to \(+\infty\) as \( r \to +\infty\). Then, since \( T_r \leq T^* \), we have \( T^* = +\infty \) almost surely. \( \square \)

**2.4. Proof of Theorem [11]** Under Assumptions [4] and [2] let \( u_0 \in H^2_0(T) \), and \( (T^*, (u(t))_{t \in [0,T^*)}) \) be the maximal solution to Equation (11) given by Lemma [2] By Corollary [2] \( T^* = +\infty \) almost surely. Therefore, \( (u(t))_{t \geq 0} \) is the unique (global) mild solution to Equation (1), and by Proposition [4] it is also the unique (global) strong solution to this equation. It remains to check that this solution depends continuously on \( u_0 \).

**Lemma 5 (Continuous dependence on initial conditions).** If \( (u_0^{(j)})_{j \geq 1} \) is a sequence of \( H^2_0(T) \) satisfying
\[
\lim_{j \to \infty} \| u_0 - u_0^{(j)} \|_{H^2_0(T)} = 0 ,
\]
then, denoting by \( (u^{(j)}(t))_{t \geq 0, j \geq 1} \) the family of associated solutions, for any \( T \geq 0 \), we have almost surely
\[
\lim_{j \to \infty} \sup_{t \in [0,T]} \| u(t) - u^{(j)}(t) \|_{H^2_0(T)} = 0 .
\]

**Proof.** Let us fix a time horizon \( T > 0 \). Subtracting the mild formulations of \( (u(t))_{t \geq 0} \) and \( (u^{(j)}(t))_{t \geq 0} \) given by Proposition [4] and taking the \( H^2_0(T) \)-norm, we get by the triangle inequality and Proposition [2] for all \( t \in [0,T] \),
\[
\| u(t) - u^{(j)}(t) \|_{H^2_0(T)} \leq \| S_t \left( u_0 - u_0^{(j)} \right) \|_{H^2_0(T)} + \int_0^t \| S_{t-s} \partial_x \left( A(u(s)) - A \left( u^{(j)}(s) \right) \right) \|_{H^2_0(T)} \, ds
\]
\[
\leq \left\| u_0 - u_0^{(j)} \right\|_{H^2_0(T)} + \int_0^t \frac{C_4}{\sqrt{t-s}} \| \partial_x A(u(s)) - \partial_x A \left( u^{(j)}(s) \right) \|_{H^2_0(T)} \, ds .
\]

Now, for any \( M > 0 \), we define the stopping times
\[
\tau_M := \inf \left\{ t \geq 0 : \| u(t) \|_{H^2_0(T)} \leq M \right\} , \quad \tau^{(j)}_M := \inf \left\{ t \geq 0 : \| u^{(j)}(t) \|_{H^2_0(T)} \leq M \right\} , \quad j \in \mathbb{N} ,
\]
and we denote by \( L_M \), according to Proposition [1] the Lipschitz constant of the mapping \( v \in H^2_0(T) \mapsto \partial_x A(v) \in H^1_0(T) \) over the centered ball in \( H^2_0(T) \) of radius \( M \). For an arbitrarily fixed \( t \in [0,T] \), the
inequality (34) implies
\[
\|u \left(t \land \tau_M \land \tau_M^{(j)}\right) - u^{(j)} \left(t \land \tau_M \land \tau_M^{(j)}\right)\|_{H^2_0(T)} \leq \left\|u_0 - u^{(j)}_0\right\|_{H^2_0(T)} \\
+ \int_0^{t \land \tau_M \land \tau_M^{(j)}} \frac{C_4 L_M}{\sqrt{t \land \tau_M \land \tau_M^{(j)} - s}} \|u(s) - u^{(j)}(s)\|_{H^2_0(T)} \, ds.
\]

In the next step, we iterate this last inequality and apply the Fubini theorem on the double time integral:
\[
\|u \left(t \land \tau_M \land \tau_M^{(j)}\right) - u^{(j)} \left(t \land \tau_M \land \tau_M^{(j)}\right)\|_{H^2_0(T)} \leq \left\|u_0 - u^{(j)}_0\right\|_{H^2_0(T)} \left(1 + 2\sqrt{T} C_4 L_M\right) \\
+ C^2 L_M^2 \int_0^{t \land \tau_M \land \tau_M^{(j)}} \int_0^s \frac{1}{\sqrt{(t \land \tau_M \land \tau_M^{(j)} - s)(s - r)}} \|u(r) - u^{(j)}(r)\|_{H^2_0(T)} \, dr \, ds \\
\leq \left\|u_0 - u^{(j)}_0\right\|_{H^2_0(T)} \left(1 + 2\sqrt{T} C_4 L_M\right) \\
+ C^2 L_M^2 \int_0^{t \land \tau_M \land \tau_M^{(j)}} \left(\int_r^s \frac{1}{\sqrt{(t \land \tau_M \land \tau_M^{(j)} - s)(s - r)}} \, ds\right) \|u(r) - u^{(j)}(r)\|_{H^2_0(T)} \, dr.
\]

However, by a change of variable, we have
\[
\int_s^{t \land \tau_M \land \tau_M^{(j)}} \frac{1}{\sqrt{(t \land \tau_M \land \tau_M^{(j)} - r)(r - s)}} \, dr = \int_{-1}^{1} \frac{1}{\sqrt{1 - y^2}} \, dy = \pi.
\]

Hence, Grönwall’s lemma yields the following control
\[
\|u \left(t \land \tau_M \land \tau_M^{(j)}\right) - u^{(j)} \left(t \land \tau_M \land \tau_M^{(j)}\right)\|_{H^2_0(T)} \leq \left\|u_0 - u^{(j)}_0\right\|_{H^2_0(T)} \left(1 + 2\sqrt{T} C_4 L_M\right) e^{C^2 L_M^2 \pi(t \land \tau_M \land \tau_M^{(j)})}.
\]

It follows from this inequality that \(\liminf_{j \to \infty} \tau_M^{(j)} \geq \tau_M \land T\). Indeed, assuming the opposite, we would have (along a subsequence)
\[
\|u \left(\tau_M^{(j)}\right) - u^{(j)} \left(\tau_M^{(j)}\right)\|_{H^2_0(T)} \leq \left\|u_0 - u^{(j)}_0\right\|_{H^2_0(T)} \left(1 + 2\sqrt{T} C_4 L_M\right) e^{C^2 L_M^2 \pi \tau_M^{(j)}} \xrightarrow{j \to \infty} 0,
\]
which would imply
\[
M \leq \lim_{j \to \infty} \|u^{(j)} \left(\tau_M^{(j)}\right)\|_{H^2_0(T)} = \lim_{j \to \infty} \|u \left(\tau_M^{(j)}\right)\|_{H^2_0(T)} < M.
\]

Hence, necessarily, beyond a certain rank \(j\), we have
\[
\|u(t \land \tau_M) - u^{(j)}(t \land \tau_M)\|_{H^2_0(T)} \leq \left\|u_0 - u^{(j)}_0\right\|_{H^2_0(T)} \left(1 + 2\sqrt{T} C_4 L_M\right) e^{C^2 L_M^2 \pi t \land \tau_M}.
\]

Since the solutions of (7) do not explode, the stopping time \(\tau_M\) tends almost surely to \(+\infty\) as \(M\) tends to \(+\infty\). As a consequence, there exists \(M_T > 0\) such that \(T < \tau_{M_T}\) almost surely, so that for all \(t \in [0, T]\),
\[
\|u(t) - u^{(j)}(t)\|_{H^2_0(T)} \leq \left\|u_0 - u^{(j)}_0\right\|_{H^2_0(T)} \left(1 + 2\sqrt{T} C_4 L_{M_T}\right) e^{C^2 L_M^2 \pi t}.
\]

Hence the result. □
2.5. Proofs of preliminary results. In this subsection, we detail the proofs of the preliminary results from Subsection 2.1, namely Propositions 1, 2, 3 and 4.

Proof of Proposition 2 We shall prove only the second claim when $s = 2$. For the first claim, we refer the reader to [3, Lemma A.0.5]. The second claim with $s = 1$ is proven in the same way as the case $s = 2$, but more easily.

Let $M > 0$ and let $u, v \in H^s_0(T)$ such that $\|u\|_{H^s_0(T)} \leq M$ and $\|v\|_{H^s_0(T)} \leq M$. Note in particular that using (3), all quantities $\|u\|_{L^\infty_0(T)}$, $\|v\|_{L^\infty_0(T)}$, $\|\partial_x u\|_{L^\infty_0(T)}$, $\|\partial_x v\|_{L^\infty_0(T)}$ are bounded from above by $M$. We write

$$\|\partial_x A(u) - \partial_x A(v)\|^2_{H^1_0(T)} = \int_T (\partial_x (\partial_x u A'(u) - \partial_x v A'(v)))^2 dx$$

$$= \int_T (\partial_x u A'(u) + (\partial_x u)^2 A''(u) - \partial_x v A'(v) - (\partial_x v)^2 A''(v))^2 dx$$

$$\leq 2 \int_T (\partial_x u A'(u) - \partial_x v A'(v))^2 dx + 2 \int_T ((\partial_x u)^2 A''(u) - (\partial_x v)^2 A''(v))^2 dx$$

$$\leq 4 \int_T (\partial_x u)^2 (A'(u) - A'(v))^2 dx + 4 \int_T (\partial_x u - \partial_x v)^2 A'(v)^2 dx$$

$$+ 4 \int_T (\partial_x u)^4 (A''(u) - A''(v))^2 dx + 4 \int_T (\partial_x u - \partial_x v)^2 (\partial_x u + \partial_x v)^2 A''(v)^2 dx$$

$$\leq 4\|u\|^2_{H^3_0(T)} \sup_{T} |A'(u) - A'(v)|^2 + 4\|u - v\|^2_{H^3_0(T)} \sup_{[-M, M]} |A''|^2$$

$$+ 4 \int_T (\partial_x u)^4 dx \sup_{T} |A''(u) - A''(v)|^2$$

$$+ 4 \sup_{[-M, M]} |\partial_x u + \partial_x v|^2 \sup_{[-M, M]} |A''|^2 \|u - v\|^2_{H^3_0(T)}$$

By Assumption 1, $A'$ and $A''$ are locally Lipschitz continuous on $\mathbb{R}$ (and thus locally bounded). Hence, there exist constants $C_M$ and $L_M$ such that

$$\|\partial_x A(u) - \partial_x A(v)\|^2_{H^1_0(T)} \leq 4M^2 L_M \|u - v\|^2_{L^\infty_0(T)} + 4C_M \|u - v\|^2_{H^3_0(T)}$$

$$+ 4L_M \|u - v\|^2_{L^\infty_0(T)} + 16C M^4 \|u - v\|^2_{H^3_0(T)}$$

$$\leq (4M^2 L_M + 4C_M + 4L_M + 16C M^4) \|u - v\|^2_{H^3_0(T)}$$

where we used (3) thrice in the last line.

Proof of Proposition 3 The equations (3) and (3) yield the immediate estimate

$$\|S_tv\|^2_{H^3_0(T)} = \sum_{m \geq 1} (-\lambda_m)^s e^{2\gamma_m t} (v, e_m)^2_{L^2_0(T)} \leq \sum_{m \geq 1} (-\lambda_m)^s (v, e_m)^2_{L^2_0(T)} = \|v\|^2_{H^3_0(T)},$$

which ensures that $S_tv \in H^s_0(T)$ and then implies the first assertion of Proposition 2 thanks to the dominated convergence theorem.

The second assertion is proved in [3, 24, 7].

We now detail the proof of the third assertion, part of which can also be found in [3, Lemma A.0.6]. Let $s \in [0, +\infty)$, $T > 0$ and $(v(t))_{t \in [0, T]} \in C([0, T], H^s_0(T))$. For any $0 \leq t_1 \leq t_2 \leq T$, we have

$$\left\| \int_0^{t_1} S_{t_1-r}v(r)dr - \int_0^{t_2} S_{t_2-r}v(r)dr \right\|_{H^{s+3/2}_0(T)}$$

$$\leq \int_0^{t_1} \|S_{t_1-r}v(r) - S_{t_2-r}v(r)\|_{H^{s+3/2}_0(T)} dr + \int_{t_1}^{t_2} \|S_{t_2-r}v(r)\|_{H^{s+3/2}_0(T)} dr.$$

Thanks to the second assertion of Proposition 2 we get a bound over the second term of the right-hand side:

$$\int_{t_1}^{t_2} \|S_{t_2-r}v(r)\|_{H^{s+3/2}_0(T)} dr \leq \int_{t_1}^{t_2} C_4(t_2 - r)^{-3/4} \|v(r)\|_{H^3_0(T)} dr \leq 4C_4(t_2 - t_1)^{1/4} \sup_{r \in [0, T]} \|v(r)\|_{H^3_0(T)}.$$
as well as for the first term:

\[
\int_0^{t_1} \|S_{t_1-r} v(r) - S_{t_2-r} v(r)\|_{H^{\alpha+3/2}_0(T)} \, dr = \int_0^{t_1} \|S_{t_1-r} (\text{Id} - S_{t_2-t_1}) v(r)\|_{H^{\alpha+3/2}_0(T)} \, dr
\]

(37)

\[
\leq \int_0^{t_1} C_4 (t_1 - r)^{-3/4} \|\text{Id} - S_{t_2-t_1}) v(r)\|_{H^{\alpha}_0(T)} \, dr.
\]

Using (36) and (37), we write for all \( r \in [0, T] \),

\[
\|\text{Id} - S_{t_2-t_1}) v(r)\|_{H^{\alpha}_0(T)} = \left( \sum_{m \geq 1} (-\lambda_m)^s \left( 1 - e^{\nu\lambda_m (t_2-t_1)} \right)^2 \langle v(r), \varepsilon_m \rangle^2_{L^2_0(T)} \right)^{1/2}.
\]

\[
\leq \left( \sum_{m \geq 1} (-\lambda_m)^s (\varepsilon_m)^2_{L^2_0(T)} \right)^{1/2} = \|v(r)\|_{H^\alpha(T)} < +\infty,
\]

and thus, we can apply the dominated convergence theorem which yields

\[
\lim_{t_2-t_1 \to 0} \|\text{Id} - S_{t_2-t_1}) v(r)\|_{H^{\alpha}_0(T)} \leq \left( \sum_{m \geq 1} (-\lambda_m)^s \lim_{t_2-t_1 \to 0} \left( 1 - e^{\nu\lambda_m (t_2-t_1)} \right)^2 \langle v(r), \varepsilon_m \rangle^2_{L^2_0(T)} \right)^{1/2} = 0.
\]

To pass to the limit \( t_2 - t_1 \to 0 \) in (36), we use the dominated convergence theorem once again: injecting (36) and (37) into (35), we get

\[
\lim_{t_2-t_1 \to 0} \left\| \int_0^{t_1} S_{t_1-r} v(r) \, dr - \int_0^{t_2} S_{t_2-r} v(r) \, dr \right\|_{H^{\alpha+3/2}_0(T)} 
\]

\[
\leq \int_0^{t_1} C_4 (t_1 - r)^{-3/4} \lim_{t_2-t_1 \to 0} \|\text{Id} - S_{t_2-t_1}) v(r)\|_{H^{\alpha}_0(T)} \, dr + 4C_4 \sup_{r \in [0, T]} \|v(r)\|_{H^{\alpha}_0(T)} \lim_{t_2-t_1 \to 0} (t_2 - t_1)^{1/4} = 0,
\]

from which we derive the wanted result. \( \square \)

**Proof of Proposition 3.** For any \( m \geq 1 \), the process \( \{\tilde{w}_m(t)\}_{t \geq 0} \) is an Ornstein-Uhlenbeck process. In particular, it is the solution of the stochastic differential equation:

\[
\tilde{w}_m(t) = \nu \lambda_m \int_0^t \tilde{w}_m(s) \, ds + \tilde{W}_m(t), \quad t \geq 0.
\]

(38)

As such, it satisfies the inequality

\[
\tilde{w}_m(t) - \nu \lambda_m \int_0^t \tilde{w}_m(s) \, ds \leq \sup_{s \in [0, T]} \tilde{W}_m(s), \quad t \in [0, T],
\]

where we fixed a time horizon \( T > 0 \). Thus, for all \( t \in [0, T] \), we get

\[
\frac{d}{dt} \left( e^{-\nu \lambda_m t} \int_0^t \tilde{w}_m(s) \, ds \right) = e^{-\nu \lambda_m t} \left( -\nu \lambda_m \int_0^t \tilde{w}_m(s) \, ds + \tilde{w}_m(t) \right) \leq e^{-\nu \lambda_m t} \sup_{s \in [0, T]} \tilde{W}_m(s),
\]

which leads, after integrating in time and dividing by \( e^{-\nu \lambda_m t} \) on each side, to the inequality

\[
\int_0^t \tilde{w}_m(s) \, ds \leq \frac{1 - e^{\nu \lambda_m t}}{-\nu \lambda_m} \sup_{s \in [0, T]} \tilde{W}_m(s), \quad t \in [0, T].
\]

(39)

In a similar way, from the inequality

\[
\tilde{w}_m(t) - \nu \lambda_m \int_0^t \tilde{w}_m(s) \, ds \geq \inf_{s \in [0, T]} \tilde{W}_m(s), \quad t \in [0, T],
\]

(40)

we get

\[
\int_0^t \tilde{w}_m(s) \, ds \geq \frac{1 - e^{\nu \lambda_m t}}{-\nu \lambda_m} \inf_{s \in [0, T]} \tilde{W}_m(s), \quad t \in [0, T].
\]

(41)
we deduce that

\[
\int_0^t \overline{w}_m(s)ds \geq \frac{1 - e^{\nu \lambda m t}}{-\nu \lambda m} \inf_{s \in [0, T]} \overline{W}_m(s), \quad t \in [0, T].
\]

Combining (39) and (40), we get

\[
\left| \int_0^t \overline{w}_m(s)ds \right| \leq \frac{1}{-\nu \lambda m} \sup_{s \in [0, T]} |\overline{W}_m(s)|, \quad t \in [0, T].
\]

Taking the supremum in time, the expectation and applying Doob’s inequality, recalling (6), we have

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \left| \int_0^t \overline{w}_m(s)ds \right|^2 \right] \leq \frac{1}{(\nu \lambda m)^2} \mathbb{E} \left[ \sup_{t \in [0, T]} |\overline{W}_m(t)|^2 \right] \leq \frac{4}{(\nu \lambda m)^2} \mathbb{E} \left[ \left( \langle \overline{W}_m(t)^2, \frac{e_m}{\nu \lambda m} \rangle_{L^2(H_0^2(T))} \right)^2 \right] = \frac{4T}{(\nu \lambda m)^2} \sum_{k \geq 1} \left\langle g_k, \frac{e_m}{\nu \lambda m} \right\rangle_{L^2(H_0^2(T))}^2.
\]

We deduce from (68) that

\[
\sup_{t \in [0, T]} |\overline{w}_m(t)|^2 \leq 2 \left( (\nu \lambda m)^2 \sup_{t \in [0, T]} \left| \int_0^t \overline{w}_m(s)ds \right|^2 + \sup_{t \in [0, T]} |\overline{W}_m(t)|^2 \right),
\]

and therefore it follows from (61), (62), (63) that

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} |\overline{w}_m(t)|^2 \right] \leq 16T \sum_{k \geq 1} \left\langle g_k, \frac{e_m}{\nu \lambda m} \right\rangle_{L^2(H_0^2(T))}^2 < +\infty.
\]

As a consequence, for any \( M \geq 1 \), we have

\[
\sum_{m=1}^M \overline{w}_m \frac{e_m}{\lambda_m} \in L^2(\Omega, C([0, T], H_0^2(T))).
\]

By completeness of \( L^2(\Omega, C([0, T], H_0^2(T))) \), to prove the statement, it suffices to show that the sequence \( \left( \sum_{m=1}^M \overline{w}_m \frac{e_m}{\lambda_m} \right)_{M \geq 1} \) is Cauchy in this space. That is,

\[
\lim_{M, N \to \infty} \mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \sum_{m=M}^{M+N} \overline{w}_m(t) \frac{e_m}{\lambda_m} \right\|_{L^2(H_0^2(T))}^2 \right] = 0.
\]

We prove this last equality using (64):

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \sum_{m=M}^{M+N} \overline{w}_m(t) \frac{e_m}{\lambda_m} \right\|_{L^2(H_0^2(T))}^2 \right] \leq \sum_{m=M}^{M+N} \mathbb{E} \left[ \left\langle g_k, \frac{e_m}{\lambda_m} \right\rangle_{L^2(H_0^2(T))}^2 \right] \leq 16T \sum_{m=M}^{M+N} \sum_{k \geq 1} \left\langle g_k, \frac{e_m}{\lambda_m} \right\rangle_{L^2(H_0^2(T))}^2.
\]

Recall that thanks to Assumption 2 combined with the fact that the family \( \left( \frac{e_m}{\lambda_m} \right)_{m \geq 1} \) is an orthonormal basis of \( H_0^2(T) \),

\[
\sum_{k \geq 1} \sum_{m \geq 1} \left\langle g_k, \frac{e_m}{\lambda_m} \right\rangle_{L^2(H_0^2(T))}^2 = \sum_{k \geq 1} \left\| g_k \right\|_{L^2(H_0^2(T))}^2 < +\infty.
\]
Hence, (15) is proven. Moreover, \((\overline{w}(t))_{t\geq 0}\) is \((\mathcal{F}_t)_{t\geq 0}\)-adapted as the limit of the sequence of \((\mathcal{F}_t)_{t\geq 0}\)-adapted processes \(\sum_{m \geq 1} \overline{w}_m \lambda_m / \lambda_m\).

**Proof of Proposition 4.** We first show that the assumption that \(\overline{w}_0 \in H^2_0(\mathbb{T})\) ensures that \(t \mapsto \overline{w}(t)\) is a continuous, \(H^2_0(\mathbb{T})\)-valued mapping. The proof consists in the two first iterations of the bootstrap argument that was used in [3, Theorem A.0.7]: since the mild solution \((\overline{w}(t))_{t \in [0,\tau]}\) belongs to \(C([0,\tau], H^2_0(\mathbb{T}))\) almost surely, then from Proposition 1 for all \(s \in [0,\tau]\), we have \(\partial_x A(\overline{w}(s)) \in L^2(\mathbb{T})\). As a consequence of the third assertion of Proposition 2, the mapping \(t \mapsto \int_0^t S_{t-s} \partial_x A(\overline{w}(s)) \, ds\) is continuous from \([0,\tau]\) to \(H^{1/2}(\mathbb{T})\), and by the first assertion of Proposition 2 as well as Proposition 5 so are the mappings \(t \mapsto S_t \overline{w}_0\) and \(t \mapsto \overline{w}(t)\). Therefore, (11) shows that \((\overline{w}(t))_{t \in [0,\tau]} \in C([0,\tau], H^{1/2}([\mathbb{T}]))\). Iterating this argument, we get \((\overline{w}(t))_{t \in [0,\tau]} \in C([0,\tau], H^2_0(\mathbb{T}))\).

We now show that \((\overline{w}(t))_{t \in [0,\tau]}\) satisfies the strong formulation of (10) on \([0,\tau]\). Along each coordinate of the basis \((e_m)_{m \geq 1}\), the mild formulation (11) writes for all \(t \in [0,\tau]\)

\[
(\overline{w}(t), e_m)_{L^2(\mathbb{T})} = e^{\nu \lambda_m t}(\overline{w}_0, e_m)_{L^2(\mathbb{T})} - \int_0^t e^{\nu \lambda_m (t-s)}(\partial_x A(\overline{w}(s)), e_m)_{L^2(\mathbb{T})} \, ds + \frac{1}{\lambda_m} \overline{w}_m(t).
\]

Multiplying on each side by \(e^{-\nu \lambda_m t}\), we get the decomposition

\[
e^{-\nu \lambda_m t}(\overline{w}(t), e_m)_{L^2(\mathbb{T})} = (\overline{w}_0, e_m)_{L^2(\mathbb{T})} - \int_0^t e^{-\nu \lambda_m (t-s)}(\partial_x A(\overline{w}(s)), e_m)_{L^2(\mathbb{T})} \, ds + \frac{1}{\lambda_m} \int_0^t e^{-\nu \lambda_m s} \lambda W_m(s).
\]

Then, the Itô formula yields

\[
(\overline{w}(t), e_m)_{L^2(\mathbb{T})} = (\overline{w}_0, e_m)_{L^2(\mathbb{T})} + \nu \lambda_m \int_0^t (\overline{w}(s), e_m)_{L^2(\mathbb{T})} \, ds - \int_0^t (\partial_x A(\overline{w}(s)), e_m)_{L^2(\mathbb{T})} \, ds + \frac{1}{\lambda_m} W_m(t).
\]

Since for all \(s \in [0, t]\), \(\overline{w}(s)\) belongs to \(H^2_0(\mathbb{T})\), it is possible to perform an integration by parts on the viscous term in the following way:

\[
\nu \lambda_m \int_0^t (\overline{w}(s), e_m)_{L^2(\mathbb{T})} \, ds = \nu \int_0^t (\overline{w}(s), \partial_x e_m)_{L^2(\mathbb{T})} \, ds = \nu \int_0^t (\partial_x \overline{w}(s), e_m)_{L^2(\mathbb{T})} \, ds.
\]

Equation (16), after being injected with the above equality, multiplied by \(e_m\) and summed over \(m\), becomes the strong formulation of (10).

The converse statement follows from the same computations. \(\square\)

3. **Invariant measure**

This section is dedicated to the proof of Theorem 2. The existence of an invariant measure is proven in Subsection 2 using the Krylov-Bogoliubov theorem, whereas the uniqueness is addressed through a coupling argument relying on the \(L^1(\mathbb{T})\)-contraction property established in Proposition 5.

The proof of existence of an invariant measure we provide in the next subsection relies plainly on the presence of viscosity. Indeed, the viscous term provides the process \(u(t)\) with a dissipative – and thus a more stable – behaviour. Still, it has to be borne in mind that when the flux term is nonlinear enough, the presence of a viscous term is not a necessary condition for the stability of the underlying stochastic process. On the physical side, in his theory of turbulent flows [21, 20], Kolmogorov already predicted this idea: the statistical distribution of scales of intermediate size in turbulence are not determined by the viscosity coefficient. On the theoretical side, the same idea was validated theoretically by powerful results on the invariant measure for the inviscid stochastic Burgers’ equation [16] and, quite a few years later, for inviscid stochastic conservation laws with "non-degenerate" flux [12]. However, our framework differs substantially from the inviscid case in the sense that our stability results are driven by regularity issues which cannot be tackled without viscosity.

3.1. **Preliminary results.** By Definition 2 an invariant measure for Equation (1) is a Borel probability measure on \(H^2_0(\mathbb{T})\). Our proofs of existence and uniqueness however involve estimates in various spaces, namely \(L^1(\mathbb{T})\), \(L^2(\mathbb{T})\) and \(H^2_0(\mathbb{T})\). In particular, we shall manipulate and identify Borel probability measures on these spaces. We first clarify the relation between the associated Borel \(\sigma\)-fields thanks to the following result. For any metric space \(E\), we respectively denote by \(\mathcal{B}(E)\) and \(\mathcal{P}(E)\) the Borel \(\sigma\)-field and the set of Borel probability measures on \(E\).
Lemma 6 (Borel probability measures on $L^q_0(T)$ and $H^s_0(T)$). For all $q \in [1, 2]$ and $s \geq 1$, $\mathcal{B}(H^s_0(T)) = \{ B \cap H^s_0(T) : B \in \mathcal{B}(L^q_0(T)) \}$. As a consequence:

1. for any $\mu \in \mathcal{P}(H^s_0(T))$, the mapping $\bar{\mu}(\cdot) = \mu(\cdot \cap H^s_0(T))$ defines a Borel probability measure on $L^q_0(T)$;
2. conversely, for any $\bar{\mu} \in \mathcal{P}(L^q_0(T))$ which gives full weight to $H^s_0(T)$, there exists a unique $\mu \in \mathcal{P}(H^s_0(T))$ such that $\bar{\mu}(B) = \mu(B \cap H^s_0(T))$ for any $B \in \mathcal{B}(L^q_0(T))$.

Proof. Let $q \in [1, 2]$ and $s \geq 1$. The set $\mathcal{T}$ defined by

$$\mathcal{T} = \{ B \cap H^s_0(T) : B \in \mathcal{B}(L^q_0(T)) \}$$

is a $\sigma$-field on $H^s_0(T)$, called the trace $\sigma$-field of $H^s_0(T)$ in $\mathcal{B}(L^q_0(T))$.

1. We denote by $I$ the injection $H^s_0(T) \to L^q_0(T)$, so that $\mathcal{T} = \{ I^{-1}(B) : B \in \mathcal{B}(L^q_0(T)) \}$. Since $I$ is continuous, and therefore Borel measurable, we have $\mathcal{T} \subset \mathcal{B}(H^s_0(T))$. Thus, for any $\mu \in \mathcal{P}(H^s_0(T))$, the pushforward measure $\bar{\mu}$ defined by

$$\bar{\mu}(B) := \mu \circ I^{-1}(B) = \mu(B \cap H^s_0(T)), \quad B \in \mathcal{B}(L^q_0(T)),$$

is a Borel probability measure on $L^q_0(T)$.

2. Let us first notice that since $H^s_0(T)$ is separable, the Borel $\sigma$-field $\mathcal{B}(H^s_0(T))$ is the smallest $\sigma$-field on $H^s_0(T)$ containing all closed balls. Let $A \subset H^s_0(T)$ be such a ball. Since the $H^s_0(T)$-norm is lower semi-continuous on $L^q_0(T)$, then $A$ is closed in $L^q_0(T)$ as a level set of a lower semi-continuous function, and thus $A \in \mathcal{B}(L^q_0(T))$. It is then clear that $A \in \mathcal{T}$, which by the minimality property of $\mathcal{B}(H^s_0(T))$ entails $\mathcal{B}(H^s_0(T)) \subset \mathcal{T}$, and thus $\mathcal{B}(H^s_0(T)) = \mathcal{T}$.

Now let $\bar{\mu}$ be a Borel probability measure on $L^q_0(T)$ which gives full weight to $H^s_0(T)$, that is to say such that there exists $\bar{B} \in \mathcal{B}(L^q_0(T))$ such that $\bar{B} \subset H^s_0(T)$ and $\bar{\mu}(\bar{B}) = 1$. Let us define the Borel probability measure $\mu$ on $H^s_0(T)$ by

$$\mu(B \cap H^s_0(T)) := \bar{\mu}(B), \quad B \in \mathcal{B}(L^q_0(T)).$$

Notice that this definition is not ambiguous, because the identity $\mathcal{T} = \mathcal{B}(H^s_0(T))$ ensures that any element of $\mathcal{B}(H^s_0(T))$ writes under the form $B \cap H^s_0(T)$ for some $B \in \mathcal{B}(L^q_0(T))$; besides, if $B_1, B_2 \in \mathcal{B}(L^q_0(T))$ are such that $B_1 \cap H^s_0(T) = B_2 \cap H^s_0(T)$, then $\bar{\mu}(B_1) = \bar{\mu}(B_1 \cap \bar{B}) = \bar{\mu}(B_2 \cap \bar{B}) = \bar{\mu}(B_2)$ because the identity $B_1 \cap H^s_0(T) = B_2 \cap H^s_0(T)$ implies that $B_1 \cap \bar{B} = B_2 \cap \bar{B}$. Finally, the fact that any $\nu \in \mathcal{P}(H^s_0(T))$ such that $\bar{\mu}(B) = \nu(B \cap H^s_0(T))$ for any $B \in \mathcal{B}(L^q_0(T))$ needs to coincide with $\mu$ follows again from the identity $\mathcal{B}(H^s_0(T)) = \mathcal{T}$. \qed

To prove Theorem 2 we will need a standard property of scalar conservation laws, namely the $L^1_0(T)$-contraction. In the stochastic setting, we mention that a similar proof of the following proposition is done in [4] Theorem 6.1, but in the case where the flux function is $C^\infty$.

Proposition 5 ($L^1_0(T)$-contraction). Under Assumptions 1 and 2, let $(u(t))_{t \geq 0}$ and $(v(t))_{t \geq 0}$ be two strong solutions of (1) starting from different initial conditions $u_0$ and $v_0$. Then, almost surely and for every $0 \leq s \leq t$, we have

$$\|u(t) - v(t)\|_{L^1_0(T)} \leq \|u(s) - v(s)\|_{L^1_0(T)}.$$

Proof. We define a continuous approximation of the sign function by setting for all $\eta > 0$,

$$\text{sign}_\eta(u) := \begin{cases} u \eta, & u \in [-\eta, \eta], \\ 1, & u \geq \eta, \\ -1, & u \leq \eta, \end{cases}$$

which gives rise to the following continuously differentiable approximation of the absolute value function:

$$|v|_\eta := \int_0^v \text{sign}_\eta(u) du, \quad v \in \mathbb{R}.$$
Let $0 \leq s \leq t$. We have

\begin{equation}
\int_T |u(t) - v(t)|_\eta \, dx - \int_T |u(s) - v(s)|_\eta \, dx = \int_T \int_s^t \frac{d}{dr} |u(r) - v(r)|_\eta \, dr \, dx
\end{equation}

\begin{align*}
&= \int_T \int_s^t \frac{d}{dr} (u(r) - v(r)) \text{sign}_\eta (u(r) - v(r)) \, dr \, dx \\
&= \int_s^t \int_T (A(u(r)) - A(v(r))) - \nu \partial_x (u(r) - v(r)) \partial_x (\text{sign}_\eta (u(r) - v(r))) \, dx \, dr \\
&\quad \text{(where we used the Fubini theorem and an integration by parts)} \\
&= \int_s^t \int_T (A(u(r)) - A(v(r))) - \nu \partial_x (u(r) - v(r)) \partial_x (\text{sign}_\eta (u(r) - v(r))) \frac{1}{\eta} \mathbf{1}_{|u(r) - v(r)| \leq \eta} \, dx \, dr \\
&\leq \int_s^t \int_T (A(u(r)) - A(v(r))) \partial_x (u(r) - v(r)) \frac{1}{\eta} \mathbf{1}_{|u(r) - v(r)| \leq \eta} \, dx \, dr
\end{align*}

We fix

\[ M := \sup_{r \in [s, t]} \|u(r)\|_{L_\infty^\eta(\mathbb{T})} \vee \sup_{r \in [s, t]} \|v(r)\|_{L_\infty^\eta(\mathbb{T})}, \]

and we denote by $L_M$ a Lipschitz constant of $A$ over the interval $[-M, M]$. Since $(u(r))_{r \in [s, t]}$ and $(v(r))_{r \in [s, t]}$ belong to $C([s, t], H_0^2(\mathbb{T}))$ almost surely, then $M$ is finite almost surely and for all $r \in [s, t]$

\[ |A(u(r)) - A(v(r))| |\partial_x (u(r) - v(r))| \frac{1}{\eta} \mathbf{1}_{|u(r) - v(r)| \leq \eta} \leq L_M |\partial_x (u(r) - v(r))|, \]

with

\[ \int_s^t \int_T L_M |\partial_x (u(r) - v(r))| \, dx \, dr < +\infty. \]

Thus, we get from the dominated convergence theorem:

\begin{equation}
\lim_{\eta \to 0} \int_s^t \int_T (A(u(r)) - A(v(r))) \partial_x (u(r) - v(r)) \frac{1}{\eta} \mathbf{1}_{|u(r) - v(r)| \leq \eta} \, dx \, dr = \int_s^t \int_T \lim_{\eta \to 0} (A(u(r)) - A(v(r))) \partial_x (u(r) - v(r)) \frac{1}{\eta} \mathbf{1}_{|u(r) - v(r)| \leq \eta} \, dx \, dr = 0.
\end{equation}

As for the left-hand side of (47), noticing that $|\cdot|_\eta$ increases to $|\cdot|$ as $\eta$ decreases, we have from the monotone convergence theorem

\[ \lim_{\eta \to 0} \int_T |u(t) - v(t)|_\eta \, dx = \|u(t) - v(t)\|_{L_1^\eta(\mathbb{T})}, \quad \lim_{\eta \to 0} \int_T |u(s) - v(s)|_\eta \, dx = \|u(s) - v(s)\|_{L_1^\eta(\mathbb{T})}. \]

Hence, (47) yields the wanted result. \hfill \square

### 3.2. Existence

From the semigroup $(P_t)_{t \geq 0}$ introduced in Subsection 1.2 we define its time-averaged semigroup $(R_T)_{T \geq 0}$ by $R_0 = \text{Id}$, and for all $T > 0$,

\[ R_T \varphi(u_0) = \frac{1}{T} \int_0^T P_t \varphi(u_0) \, dt, \quad \varphi \in C_b(H_0^2(\mathbb{T})), \quad u_0 \in H_0^2(\mathbb{T}), \]

\[ R_T^\ast \alpha(T) = \frac{1}{T} \int_0^T P_t^\ast \alpha(T) \, dt, \quad \alpha \in \mathcal{P}(H_0^2(\mathbb{T})), \quad \Gamma \in \mathbb{B}(H_0^2(\mathbb{T})). \]

Following the first part of Lemma 6 for any $\alpha \in \mathcal{P}(H_0^2(\mathbb{T}))$ and $T \geq 0$, we denote by $R_T^\ast \alpha$ the Borel probability measure on $L_0^1(\mathbb{T})$ defined by $R_T^\ast \alpha(\cdot) = R_T^\ast \alpha(\cdot \cap H_0^2(\mathbb{T}))$.

**Lemma 7.** Under Assumptions 1 and 3 for any $u_0 \in H_0^2(\mathbb{T})$, there exists an increasing sequence $T_n \to \infty$ $+\infty$ and a probability measure $\bar{\mu} \in \mathcal{P}(L_0^1(\mathbb{T}))$, such that the sequence of measures $(R_T^\ast \delta_{u_0})_{n \geq 1}$ converges weakly to $\bar{\mu}$ in $\mathcal{P}(L_0^1(\mathbb{T}))$. 
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Proof. Let \( u_0 \in H^2_0(\mathbb{T}) \). From the inequality (17) with \( p = 2 \), we can pass to the limit \( r \to +\infty \) (which we recall implies that \( T_r \to +\infty \) almost surely), and we get for all \( T \geq 0 \),

\[
E \left[ \int_0^T \|u(t)\|^2_{H^1_0(\mathbb{T})} \, dt \right] \leq \frac{1}{2\nu} \|u_0\|^2_{L^2_0(\mathbb{T})} + D_0 T \frac{1}{2\nu}.
\]

Applying now the Markov inequality when \( T \geq 1 \), we have for all \( \varepsilon > 0 \),

\[
\frac{1}{T} \int_0^T \mathbb{P} \left( \|u(t)\|^2_{H^1_0(\mathbb{T})} > \frac{1}{\varepsilon} \right) \, dt \leq \frac{\varepsilon}{2\nu} \left( \|u_0\|^2_{L^2_0(\mathbb{T})} + D_0 \right).
\]

Setting \( K_\varepsilon := \left\{ v \in H^1_0(\mathbb{T}) : \|v\|^2_{H^1_0(\mathbb{T})} \leq \frac{1}{\varepsilon} \right\} \), we know from the compact embedding \( H^1_0(\mathbb{T}) \subset \subset L^1(\mathbb{T}) \) that the set \( K_\varepsilon \) is compact in \( L^1_0(\mathbb{T}) \). Thus, rewriting (49) as

\[
\mathcal{R}_T \delta_{u_0}(L^1_0(\mathbb{T}) \setminus K_\varepsilon) \leq \frac{\varepsilon}{2\nu} \left( \|u_0\|^2_{L^2_0(\mathbb{T})} + D_0 \right),
\]

we deduce that the family of measures \( \{\mathcal{R}_T \delta_{u_0} : T \geq 1\} \) is tight in the space \( \mathcal{P}(L^1_0(\mathbb{T})) \). The result is then a consequence of Prokhorov’s theorem [11] Theorem 5.1.

□

Lemma 8. Under the assumptions of Lemma 7, for all \( p \geq 1 \), if \( v \) is a random variable in \( L^1_0(\mathbb{T}) \) distributed according to \( \tilde{\mu} \), then

\[
E \left[ \|v\|^p_{L^p_0(\mathbb{T})} \right] < +\infty \quad \text{and} \quad E \left[ \|v\|^2_{H^2_0(\mathbb{T})} \right] < +\infty.
\]

Besides, the probability measure \( \mu \in \mathcal{P}(H^2_0(\mathbb{T})) \) associated with \( \tilde{\mu} \) by the second part of Lemma 7 is invariant for the semigroup \( (P_t)_{t \geq 0} \).

Proof. We start to show that the measure \( \tilde{\mu} \in \mathcal{P}(L^1_0(\mathbb{T})) \) gives full weight to \( H^2_0(\mathbb{T}) \). Thanks to Lemma 6 since \( T_r \to +\infty \) almost surely, we have:

\[
\forall T > 0, \quad \frac{1}{T} \int_0^T E \left[ \|u(s)\|^2_{H^2_0(\mathbb{T})} \right] \, ds \leq \frac{1}{T} \left( \|u_0\|^2_{H^2_0(\mathbb{T})} + C_T \left( 1 + \|u_0\|^2_{L^2_0(\mathbb{T})} \right) \right) + \frac{C_8}{\nu}.
\]

Let \( (v_n)_{n \geq 1} \) be a sequence of \( H^2_0(\mathbb{T}) \)-valued random variables such that \( v_n \sim \mathcal{R}_T \delta_{u_0} \) and \( v_n \) converges in distribution in \( L^1_0(\mathbb{T}) \) towards a random variable \( v \sim \tilde{\mu} \). From (50) and the definition of \( (\mathcal{R}_T)_{T \geq 0} \), we have

\[
\limsup_{n \to \infty} E \left[ \|v_n\|^2_{H^2_0(\mathbb{T})} \right] = \liminf_{n \to \infty} \frac{1}{T} \int_0^T E_{u_0} \left[ \|u(s)\|^2_{H^2_0(\mathbb{T})} \right] \, ds \leq \frac{C_8}{\nu}.
\]

Now, since \( \| \cdot \|^2_{H^2_0(\mathbb{T})} \) is lower semi-continuous on \( L^1_0(\mathbb{T}) \), we get from Portemanteau’s theorem:

\[
E \left[ \|v\|^2_{H^2_0(\mathbb{T})} \right] \leq \liminf_{n \to \infty} E \left[ \|v_n\|^2_{H^2_0(\mathbb{T})} \right] \leq \frac{C_8}{\nu}.
\]

In particular, \( v \in H^2_0(\mathbb{T}) \) almost surely, and thus \( \tilde{\mu} \) gives full weight to \( H^2_0(\mathbb{T}) \).

We now show that for any \( p \geq 1 \), \( E[\|v\|^p_{L^p_0(\mathbb{T})}] < +\infty \). Let \( p \geq 1 \). From Lemma 6, we have for all \( T > 0 \),

\[
\frac{1}{T} \int_0^T E_{u_0} \left[ \|u(s)\|^p_{L^p_0(\mathbb{T})} \right] \, ds \leq \frac{C_6(p)}{T} \left( 1 + \|u_0\|^p_{L^p_0(\mathbb{T})} \right) + C_6(p).
\]

Once again, we use Portemanteau’s theorem and the lower semi-continuity, this time of \( \| \cdot \|^p_{L^p_0(\mathbb{T})} \), on \( L^1_0(\mathbb{T}) \):

\[
E \left[ \|v\|^p_{L^p_0(\mathbb{T})} \right] \leq \liminf_{n \to \infty} E \left[ \|v_n\|^p_{L^p_0(\mathbb{T})} \right] = \liminf_{n \to \infty} \frac{1}{T} \int_0^T E_{u_0} \left[ \|u(s)\|^p_{L^p_0(\mathbb{T})} \right] \, ds \leq C_6(p),
\]

and the wanted result follows.

To prove the invariance of the measure \( \mu \) with respect to \( (P_t)_{t \geq 0} \), we wish to apply the Krylov-Bogoliubov theorem [9] Theorem 3.1.1. However, \( (P_t)_{t \geq 0} \) is a Feller semigroup on the space \( H^2_0(\mathbb{T}) \) (Corollary 11) whereas our tightness result (Lemma 7 holds in \( \mathcal{P}(L^1_0(\mathbb{T})) \)). To overcome this inconvenience, we use Lemma 8 and we
place ourselves at the level of the embedded probability measures in $\mathcal{P}(L^1_0(T))$, where we can adapt, thanks to Proposition 3\cite{9} the proof of [9 Theorem 3.1.1].

Let $\mu \in \mathcal{P}(H^2_0(T))$ be associated with $\bar{\mu}$ by the second part of Lemma 6\cite{9} and let $\varphi \in C_b(L^1_0(T))$. In particular, the restriction $\varphi|_{H^2_0(T)}$ is bounded and continuous on $H^2_0(T)$ and we can write

$$
\int_{H^2_0(T)} \varphi dP_t^* \mu = \int_{H^2_0(T)} P_t \varphi d\mu.
$$

(51)

It follows from the $L^1_0(T)$-contraction property that the map $P_t \varphi : H^2_0(T) \to \mathbb{R}$ is continuous with respect to the $L^1_0(T)$-norm. To prove this fact, let $v_0 \in H^2_0(T)$ and let $(v_0^{(j)})_{j \geq 1}$ be a sequence of $H^2_0(T)$ such that $\|v_0^{(j)} - v_0\|_{L^1_0(T)} \to 0$, $j \to +\infty$. Let $(v(t))_{t \geq 0}$ and $(v^{(j)}(t))_{t \geq 0}$, $j \geq 1$, be the strong solutions of (1) respectively with initial conditions $v_0$ and $v_0^{(j)}$, $j \geq 1$. From Proposition 5\cite{9} we get almost surely and for all $t \geq 0$,

$$
\lim_{j \to \infty} \|v^{(j)}(t) - v(t)\|_{L^1_0(T)} = 0.
$$

Since $\varphi$ is bounded and continuous with respect to the $L^1_0(T)$-norm, we have

$$
\lim_{j \to \infty} \left| P_t \varphi \left( v_0^{(j)} \right) - P_t \varphi(v_0) \right| \leq \lim_{j \to \infty} \mathbb{E} \left[ \left| \varphi \left( v^{(j)}(t) \right) - \varphi(v(t)) \right| \right] = 0,
$$

so that $P_t \varphi$ is continuous with respect to the $L^1_0(T)$-norm.

As a consequence, from Lemma 7\cite{9} we have for all $t \geq 0$

$$
\int_{H^2_0(T)} P_t \varphi d\mu = \int_{L^1_0(T)} P_t \varphi d\bar{\mu}
$$

$$
= \lim_{n \to \infty} \int_{L^1_0(T)} P_t \varphi d\bar{R}^*_T \delta_{u_0}
$$

$$
= \lim_{n \to \infty} \int_{H^2_0(T)} P_t \varphi dR^*_T \delta_{u_0}
$$

$$
= \lim_{n \to \infty} \frac{1}{T^n} \int_0^{T^n} \int_{H^2_0(T)} \varphi dP^*_s \delta_{u_0} d\tau
$$

$$
= \lim_{n \to \infty} \frac{1}{T^n} \int_t^{T^n + t} \int_{H^2_0(T)} \varphi dP^*_s \delta_{u_0} d\tau
$$

$$
= \lim_{n \to \infty} \left( \frac{1}{T^n} \int_0^{T^n} \int_{H^2_0(T)} \varphi dP^*_s \delta_{u_0} d\tau + \frac{1}{T^n} \int_{T^n}^{T^n + t} \int_{H^2_0(T)} \varphi dP^*_s \delta_{u_0} d\tau \right)
$$

$$
= \lim_{n \to \infty} \int_{L^1_0(T)} \varphi d\bar{R}^*_T \delta_{u_0}
$$

$$
= \lim_{n \to \infty} \int_{L^1_0(T)} \varphi d\bar{R}^*_T \delta_{u_0} = \int_{L^1_0(T)} \varphi d\bar{\mu}.
$$

For any $t \geq 0$, $P^*_t \mu$ gives full weight to $H^2_0(T)$ and therefore, following the first part of Lemma 6\cite{9} we can define the associated Borel probability measure on $L^1_0(T)$ by $\bar{P}^*_t \mu = P^*_t \mu \cap H^2_0(T)$. From Equation (51) and the above sequence of computations, it follows that for all $t \geq 0$

$$
\int_{L^1_0(T)} \varphi d\bar{P}^*_t \mu = \int_{L^1_0(T)} \varphi d\bar{\mu},
$$

Given that $\varphi$ has been chosen arbitrarily in $C_b(L^1_0(T))$, this last equality says that $\bar{P}^*_t \mu = \bar{\mu}$. The second part of Lemma 6\cite{9} now ensures that $P^*_t \mu = \mu$. \qed
3.3. **Uniqueness.** The proof of the uniqueness part of Theorem 2 follows the ideas of the "small-noise" coupling argument from Dirr and Souganidis [13]. On one hand, due to the dissipative nature of the drift, two solutions of \((1)\) perturbed by the same noise and starting from different initial conditions are driven to balls of \(L^2_0(\mathbb{T})\) with small radius whenever this noise is small over sufficiently long time intervals. On the other hand, the \(L^1_0(\mathbb{T})\)-contraction property ensures that when these two solutions get close to one another they stay close forever. Hence, each time the noise gets small enough, the two solutions get closer and closer and eventually, they show the same asymptotical behaviour. This idea allows to show that the law of two solutions have the same limit as the time goes to infinity. Therefore, starting from two invariant measures leads to the equality of these measures. The same kind of argument was used in [12] for the invariant measure of kinetic solutions of inviscid scalar conservation laws and in [10] for the stochastic Navier-Stokes equations.

Let \((u(t))_{t \geq 0}\) and \((v(t))_{t \geq 0}\) be two solutions of \((1)\) driven by the same \(Q\)-Wiener process \((W^Q(t))_{t \geq 0}\). For all \(R > 0\), we define the stopping time:

\[
\tau_R := \inf \left\{ t \geq 0 : \|u(t)\|_{H^1_0(\mathbb{T})}^2 + \|v(t)\|_{H^1_0(\mathbb{T})}^2 \leq R \right\}.
\]

**Lemma 9.** Under Assumptions 1 and 2, there exists \(R > 0\) such that for any \(u_0\) and \(v_0\) in \(H^2_0(\mathbb{T})\), the stopping time \(\tau_R\) is finite almost surely.

**Proof.** We can use here, from the statement of Lemma 3, the inequality (17) with \(p = 2\). In this case, we get:

\[
2\nu \mathbb{E} \left[ \int_0^{\tau_R} \left( \|u(s)\|_{H^1_0(\mathbb{T})}^2 + \|v(s)\|_{H^1_0(\mathbb{T})}^2 \right) \, ds \right] \leq \|u_0\|_{L^2_0(\mathbb{T})}^2 + \|v_0\|_{L^2_0(\mathbb{T})}^2 + 2D_0 \mathbb{E}[t \wedge \tau_R],
\]

from which we deduce, by definition of the stopping time \(\tau_R\), that

\[
2\nu \mathbb{E}[t \wedge \tau_R] \leq \|u_0\|_{L^2_0(\mathbb{T})}^2 + \|v_0\|_{L^2_0(\mathbb{T})}^2 + 2D_0 \mathbb{E}[t \wedge \tau_R].
\]

Taking \(R > D_0/\nu\) yields

\[
\mathbb{E}[\tau_R] = \lim_{t \to \infty} \mathbb{E}[\tau_R \wedge t] \leq \frac{\|u_0\|_{L^2_0(\mathbb{T})}^2 + \|v_0\|_{L^2_0(\mathbb{T})}^2}{2(\nu R - D_0)} < +\infty,
\]

from which we derive the wanted result. \(\square\)

The following result asserts that when the coupled processes \((u(t))_{t \geq 0}\) and \((v(t))_{t \geq 0}\) start from deterministic initial conditions inside some ball of \(L^2_0(\mathbb{T})\), then they both attain in finite time any neighbourhood of 0 with positive probability:

**Lemma 10.** Under Assumptions 1 and 2, for any \(M > 0\) and any \(\varepsilon > 0\), there exist a time \(t_{\varepsilon,M} > 0\) and a value \(p_{\varepsilon,M} \in (0, 1)\) such that for all \(u_0, v_0 \in H^2_0(\mathbb{T})\) satisfying \(\|u_0\|_{H^1_0(\mathbb{T})}^2 + \|v_0\|_{H^1_0(\mathbb{T})}^2 \leq M\),

\[
\mathbb{P} \left( \|u(t_{\varepsilon,M})\|_{L^2_0(\mathbb{T})}^2 + \|v(t_{\varepsilon,M})\|_{L^2_0(\mathbb{T})}^2 \leq \varepsilon \right) \geq p_{\varepsilon,M}.
\]

**Proof.** Let \(u_0, v_0 \in H^2_0(\mathbb{T})\) be such that \(\|u_0\|_{H^2_0(\mathbb{T})} + \|v_0\|_{H^2_0(\mathbb{T})} \leq M\), and let us define

\[
t_{\varepsilon,M} = -\frac{1}{2\nu} \log \left( \frac{\varepsilon}{4M} \right).
\]

To prove the lemma, we are going to compare the trajectories of \((u(t))_{t \geq 0}\) and \((v(t))_{t \geq 0}\) with the trajectories of their noiseless counterparts \((\bar{u}(t))_{t \geq 0}\) and \((\bar{v}(t))_{t \geq 0}\), defined by

\[
\begin{align*}
\partial_t \bar{u}(t) &= -\partial_x A(\bar{u}(t)) + \nu \partial_x x \bar{u}(t) \\
\bar{u}(0) &= u_0, \\
\partial_t \bar{v}(t) &= -\partial_x A(\bar{v}(t)) + \nu \partial_x x \bar{v}(t) \\
\bar{v}(0) &= v_0.
\end{align*}
\]

Recall that the viscosity yields energy dissipation:

\[
\frac{d}{dt} \left( \|\bar{u}(t)\|_{L^2_0(\mathbb{T})}^2 + \|\bar{v}(t)\|_{L^2_0(\mathbb{T})}^2 \right) = -2\nu \left( \|\bar{u}(t)\|_{H^1_0(\mathbb{T})}^2 + \|\bar{v}(t)\|_{H^1_0(\mathbb{T})}^2 \right).
\]

Applying (3) on the right-hand side, we get

\[
\frac{d}{dt} \left( \|\bar{u}(t)\|_{L^2_0(\mathbb{T})}^2 + \|\bar{v}(t)\|_{L^2_0(\mathbb{T})}^2 \right) \leq -2\nu \left( \|\bar{u}(t)\|_{L^2_0(\mathbb{T})}^2 + \|\bar{v}(t)\|_{L^2_0(\mathbb{T})}^2 \right),
\]
and we can now apply Grönwall’s lemma:
\[
\|u(t)\|_{L^2(T)}^2 + \|\pi(t)\|_{L^2(T)}^2 \leq \left(\|u_0\|_{L^2(T)}^2 + \|v_0\|_{L^2(T)}^2\right) e^{-2\nu t} \leq M e^{-2\nu t}.
\]
With our choice of \(t_{\epsilon,M}\), the above inequality means that as soon as \(t \geq t_{\epsilon,M}\), we have \(\|u(t)\|_{L^2(T)}^2 + \|\pi(t)\|_{L^2(T)}^2 \leq \epsilon/4\).

Furthermore, it is a consequence of Lemma 4 that \((\pi(t))_{t \geq 0}\) satisfies
\[
\|\pi(t)\|_{H^1(T)}^2 \leq \|u_0\|_{H^1(T)}^2 + C_7 \left(1 + \|u_0\|_{L^p(T)}^{2p + 2}\right), \quad t \geq 0.
\]
Indeed, when all the noise coefficients \(g_k\) are equal to zero, the constant \(C_5\) in the statement of Lemma 4 can also be taken equal to zero. Since the same inequality also applies to \((\pi(t))_{t \geq 0}\), we have
\[
\|\pi(t)\|_{H^1(T)}^2 + \|\pi(t)\|_{H^1(T)}^2 \leq M + 2C_7 \left(1 + M^{p+1}\right) =: C^{(M)}_9.
\]

We focus now on the trajectories of the random processes \((u(t))_{t \geq 0}\) and \((v(t))_{t \geq 0}\). We introduce the stopping time
\[
\tilde{\tau}_M := \inf \left\{ t \geq 0 : \|u(t)\|_{H^1(T)} \lor \|v(t)\|_{H^1(T)} \geq \frac{1}{2} + \sqrt{C^{(M)}_9} \right\}.
\]
Following Proposition 4 we may use the expressions of \((u(t))_{t \geq 0}\) and \((\pi(t))_{t \geq 0}\) in the mild sense. From these mild formulations, we write
\[
\tag{52}
\|u(t) - \pi(t)\|_{H^1(T)} \leq \int_0^t \|S_{t-s} \partial_x (A(u(s)) - A(\pi(s)))\|_{H^1(T)} ds + \|w(t)\|_{H^1(T)},
\]
where \((w(t))_{t \geq 0}\) is the stochastic convolution associated with the Q-Wiener process \((W^Q(t))_{t \geq 0}\). According to Proposition 1, we call \(L_M\) a local Lipschitz constant of the map \(z \in H^1(T) \mapsto \partial_x A(z) \in L_2(T)\) over the ball \(\{z \in H^1(T) : \|z\|_{H^1(T)}^2 \leq \frac{1}{2} + \sqrt{C^{(M)}_9}\}\), and we place ourselves in the event
\[
\left\{ \text{sup}_{t \in [0,t_{\epsilon,M}]} \|w(t)\|_{H^1(T)} \leq \delta_{\epsilon,M} \right\}, \quad \text{where} \quad \delta_{\epsilon,M} := \frac{\sqrt{\epsilon}}{2\sqrt{2}} \frac{1}{1 + 2\sqrt{t_{\epsilon,M} C_6 L_M}} e^{-C_4^2 L_M^2 t_{\epsilon,M}},
\]
where \(C_4\) has been defined at Proposition 1. Taking \(t \leq \tilde{\tau}_M \land t_{\epsilon,M}\), applying the second part of Proposition 2 and Proposition 1 to (52), we get
\[
\|u(t) - \pi(t)\|_{H^1(T)} \leq \int_0^t \|S_{t-s} \partial_x (A(u(s)) - A(\pi(s)))\|_{L^2(T)} ds + \|w(t) - \pi(t)\|_{H^1(T)} ds + \delta_{\epsilon,M}.
\]
Iterating this inequality and using the same arguments as in the proof of Lemma 5, we get for all \(t \leq t_{\epsilon,M} \land \tilde{\tau}_M\),
\[
\|u(t) - \pi(t)\|_{H^1(T)} \leq \delta_{\epsilon,M} \left(1 + 2\sqrt{t_{\epsilon,M} \land \tilde{\tau}_M C_4 L_M}\right) + C_4^2 L_M^2 \pi \int_0^t \|u(s) - \pi(s)\|_{H^1(T)} ds.
\]
Using now Grönwall’s lemma, we deduce
\[
\|u(t) - \pi(t)\|_{H^1(T)} \leq \delta_{\epsilon,M} \left(1 + 2\sqrt{t_{\epsilon,M} \land \tilde{\tau}_M C_4 L_M}\right) e^{C_4^2 L_M^2 \pi t} \leq \frac{\sqrt{\epsilon}}{2\sqrt{2}}
\]
Since the same arguments apply for the processes \((v(t))_{t \geq 0}\) and \((\pi(t))_{t \geq 0}\), and given Equation (3), we have shown that for all \(t \leq \tilde{\tau}_M \land t_{\epsilon,M}\),
\[
\|u(t)\|_{L^2(T)}^2 + \|v(t)\|_{L^2(T)}^2 \leq 2 \left(\|\pi(t)\|_{L^2(T)}^2 + \|\pi(t)\|_{L^2(T)}^2\right) + 2 \left(\|u(t) - \pi(t)\|_{L^2(T)}^2 + \|v(t) - \pi(t)\|_{L^2(T)}^2\right)
\leq \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.
\]
We shall prove now that the event $\tau_M < t_{\varepsilon,M}$ is impossible. Indeed, assume for instance that $\|u(\tau_M)\|_{H^1(T)} \geq 1/2 + \sqrt{C_M}$, then we would have
\[
\|u(\tau_M) - \bar{\tau}(\tau_M)\|_{H^1(T)} \leq \frac{\sqrt{\varepsilon}}{2} \quad \text{and} \quad \|\bar{\tau}(\tau_M)\|_{H^1(T)} \leq C_M,
\]
and thus,
\[
\frac{\sqrt{\varepsilon}}{2} \geq \|u(\tau_M) - \bar{\tau}(\tau_M)\|_{H^1(T)} \geq \left|\|u(\tau_M)\|_{H^1(T)} - \|\bar{\tau}(\tau_M)\|_{H^1(T)}\right| \geq \left(\frac{1}{2} + \sqrt{C_M}\right) - \sqrt{C_M} = \frac{1}{2},
\]
which is false for too small values of $\varepsilon$.

We just have proven that for $M > 0$ arbitrarily chosen and for all $u_0, v_0 \in H^1_0(T)$ such that $\|u_0\|_{H^1(T)}^2 + \|v_0\|_{H^1(T)}^2 \leq M$, we have
\[
\mathbb{P}\left(\|u(t_{\varepsilon,M})\|_{L^2(T)}^2 + \|v(t_{\varepsilon,M})\|_{L^2(T)}^2 \leq \varepsilon\right) \geq \mathbb{P}\left(\sup_{t \in [0, t_{\varepsilon,M}]} \|w(t)\|_{H^1(T)} \leq \delta_{\varepsilon,M}\right).
\]
To conclude the proof, it remains to check that
\[
\left(53\right) \quad p_{\varepsilon,M} := \mathbb{P}\left(\sup_{t \in [0, t_{\varepsilon,M}]} \|w(t)\|_{H^1(T)} \leq \delta_{\varepsilon,M}\right) > 0.
\]
We can write $\{\sup_{t \in [0, t_{\varepsilon,M}]} \|w(t)\|_{H^1(T)} \leq \delta_{\varepsilon,M}\} = \{(w(t))_{t \in [0, t_{\varepsilon,M}]} \in B\}$ where $B$ is the closed ball of $C([0, t_{\varepsilon,M}], H^1_0(T))$ with radius $\delta_{\varepsilon,M}$. Since the process $(w(t))_{t \in [0, t_{\varepsilon,M}]}$ is the mild solution to the stochastic heat equation (i.e., Equation (7) with initial condition $w(0) \equiv 0$ and flux $A \equiv 0$), we can apply the support theorem from [22] Theorem 1.1 which implies $\mathbb{P}(\{w(t)\}_{t \in [0, t_{\varepsilon,M}]} \in B) > 0$, so that (53) is satisfied. \[\Box\]

**Lemma 11.** Under Assumptions 1 and 2, any invariant measure $\mu$ for the process $(u(t))_{t \geq 0}$ solution to (1) is unique.

**Proof.** **Step 1. Almost sure confluence.** We start by fixing $\varepsilon > 0$ small to which we associate the value $t_{\varepsilon,R}$ defined at Lemma 10 where $R$ has been defined at Lemma 9. We define the increasing stopping time sequence
\[
\begin{align*}
T_1 & := \tau_R \\
T_2 & := \inf \left\{ t \geq T_1 + t_{\varepsilon,R} : \|u(t)\|_{H^1(T)}^2 + \|v(t)\|_{H^1(T)}^2 \leq R \right\} \\
T_3 & := \inf \left\{ t \geq T_2 + t_{\varepsilon,R} : \|u(t)\|_{H^1(T)}^2 + \|v(t)\|_{H^1(T)}^2 \leq R \right\} \\
& \quad \vdots
\end{align*}
\]
Lemma 9 and the strong Markov property (Corollary 11) ensure that every $T_j$ is finite almost surely. We claim that
\[
\left(54\right) \quad \forall J \in \mathbb{N}^*, \quad \mathbb{P}\left(\forall j = 1, \ldots, J, \quad \|u(T_j + t_{\varepsilon,R})\|_{L^2(T)}^2 + \|v(T_j + t_{\varepsilon,R})\|_{L^2(T)}^2 > \varepsilon\right) \leq (1 - p_{\varepsilon,R})^J.
\]
Indeed, it is true for $J = 1$ thanks to the strong Markov property and Lemma 10
\[
\begin{align*}
\mathbb{P}_{(u_0, v_0)}\left(\|u(\tau_R + t_{\varepsilon,R})\|_{L^2(T)}^2 + \|v(\tau_R + t_{\varepsilon,R})\|_{L^2(T)}^2 > \varepsilon\right) &= \mathbb{E}_{(u_0, v_0)}\left[\mathbb{P}_{(u_0, v_0)}\left(\|u(\tau_R + t_{\varepsilon,R})\|_{L^2(T)}^2 + \|v(\tau_R + t_{\varepsilon,R})\|_{L^2(T)}^2 > \varepsilon|\mathcal{F}_{\tau_R}\right)\right] \\
&= \mathbb{E}_{(u_0, v_0)}\left[\mathbb{P}_{(u(\tau_R), v(\tau_R))}\left(\|u(\tau_R)\|_{L^2(T)}^2 + \|v(\tau_R)\|_{L^2(T)}^2 > \varepsilon\right)\right] \\
& \leq 1 - p_{\varepsilon,R},
\end{align*}
\]
of (1), and let us take initial conditions
\[ u \phi \]
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\[ \mu \]
been chosen arbitrarily at the beginning of this proof, then Equality (55) means that almost surely,
\[ \underset{\text{d}}{=} \]
Since
\[ \text{Proof of Theorem 2.} \]
Step 2. Uniqueness. Let us now assume that there exist two invariant measures \( \mu_1, \mu_2 \) for the solution of (1), and let us take initial conditions \( u_0 \) and \( v_0 \) with distributions \( \mu_1 \) and \( \mu_2 \) respectively. For any test function \( \phi : L_0(\mathbb{T}) \to \mathbb{R} \) bounded and Lipschitz continuous, we have for all \( t \geq 0 \),
\[ \text{E} [ \phi(u_0) - \mu(u_0)] = \text{E} [ \phi(v_0)] \]
Since \( \phi \) is Lipschitz continuous, from (56), we have almost surely
\[ \lim_{t \to \infty} |\phi(u(t)) - \phi(v(t))| = 0. \]
Moreover, for any \( t \geq 0 \), we have almost surely \( |\phi(u(t)) - \phi(v(t))| \leq 2 \sup |\phi| \). Thus, we may apply the dominated convergence theorem, which yields
\[ \text{E} [ \phi(u_0)] = \mu(u_0), \quad \text{E} [ \phi(v_0)] = \mu(v_0) \]
so that \( \text{E} [ \phi(u_0)] = \text{E} [ \phi(v_0)] \), or in other words,
\[ \int_{H^2_0(\mathbb{T})} \phi d\mu_1 = \int_{H^2_0(\mathbb{T})} \phi d\mu_2. \]
According to Lemma 6 let \( \tilde{\mu}_1 \) and \( \tilde{\mu}_2 \) be the probability measures on \( \mathcal{P}(L_0^1(\mathbb{T})) \) associated to \( \mu_1 \) and \( \mu_2 \) respectively. Equation (57) rewrites
\[ \int_{L_0^1(\mathbb{T})} \phi d\tilde{\mu}_1 = \int_{L_0^1(\mathbb{T})} \phi d\tilde{\mu}_2, \quad \forall \phi \in C_b \left( L_0^1(\mathbb{T}) \right), \]
so that \( \tilde{\mu}_1 = \tilde{\mu}_2 \) and thus, by Lemma 10 \( \mu_1 = \mu_2 \).

Proof of Theorem 2. It follows from Lemmas 8 and 11.
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