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Abstract. The distributed file system landscape is scattered. Besides a plethora of research file systems, there is also a large number of production grade file systems with various strengths and weaknesses. The file system, as an abstraction of permanent storage, is appealing because it provides application portability and integration with legacy and third-party applications, including UNIX utilities. On the other hand, the general and simple file system interface makes it notoriously difficult for a distributed file system to perform well under a variety of different workloads. This contribution provides a taxonomy of commonly used distributed file systems and points out areas of research and development that are particularly important for high-energy physics.

1. Introduction
In high-energy physics, we store files in a variety of distributed file systems. The first and foremost advantage of using a file system is application portability. Distributed file systems resemble the API of local file systems. A locally developed application that has been tested on a small local data set, for instance, can be readily integrated in a distributed computing workflow where it can work on a large data set provided by a distributed file system. Secondly, as a storage abstraction, file systems are a sweet spot. They provide some data organization due to the hierarchical namespace but no schema is imposed on the contents of the files.

There is a large number of publicly available, production grade distributed file systems. Nevertheless, no single file systems seems to be a universally applicable silver bullet. Most distributed file system implementations are optimized for a particular class of applications. For instance, XrootD is optimized for high-throughput access to high-energy physics data sets [1], the Hadoop File System (HDFS) is designed as a storage layer for the MapReduce framework [2,3], the CernVM File System (CVMFS) is optimized to distribute software binaries [4], and Lustre is optimized as a scratch space for cooperating applications on supercomputers [5]. These use cases differ both quantitatively and qualitatively. As an example, table 1 compares some of the characteristics of LHC application software files and LHC data files. Fundamental differences in average file size, (meta-)data access pattern, and confidentiality result in fundamentally different designs of file systems optimized for one use case or another.

There are several publications on taxonomies, case studies, and performance comparisons of distributed file systems [6–12]. This contribution classifies distributed file systems by use case and points out areas of research and development that are particularly important to high energy physics and that are not necessarily well-covered by off-the-shelf distributed file systems.
Table 1. Comparison of some of the characteristics of LHC experiment software and LHC experiment data.

| Software          | Data                      |
|-------------------|---------------------------|
| $10^8$ objects    | $10^9$ objects            |
| consistent namespace | independent files        |
| tens of terabytes | hundreds of petabytes     |
| whole file access | partial file access       |
| absolute paths    | arbitrary path            |
| open access       | confidential              |

2. File System Interface
We usually associate the POSIX file system interface with a hierarchical namespace and the basic functions for creating and deleting files, retrieving meta-data (e.g. file size), opening and closing files, sequential reading and writing, and directly accessing an arbitrary file position. Designed for local file systems, for better or worse the POSIX interface provides a much richer interface, including file locking, extended attributes, hard links, device files and much more. It is often difficult or impossible (sometimes also pointless) to resemble this functionality in a distributed context. Since the level of POSIX compliance differs for different file systems, high-energy physics applications should be tested and validated when a critical file system is exchanged. A typical pitfall is the use of SQLite databases on a file system with no proper support for file locks. But deviations from the standard can be more subtle. HDFS, for instance, writes file sizes asynchronously for performance reasons and thus it returns the real size of a file only some time after the file has been written.

On the other hand, information about physical file location, file replication status, or file temperature are not provided by the file system interface. Such information would be very useful in a distributed context. Collecting and exploiting this information is one of the main purposes of a distributed data management, a layer on top of pure file systems [13].

2.1. Connecting Applications to File Systems
File systems are traditionally belong to the core business of an operating system kernel. Indeed some distributed file systems are implemented as an extension of the operating system kernel (e.g. NFS [14], AFS, Lustre). That allows for best performance but the deployment is difficult and implementation errors typically crash the operating system kernel.

Equally good performance plus the ability to provide non-standard features can be provided by user space libraries that directly connect applications to a file system. HDFS or XRootD are examples of file systems that implement this approach. The library typically closely resembles a POSIX file system but it is in certain aspects tailored to a specific use case. For instance, HDFS extends POSIX semantics by an atomic append [15], a feature particularly useful for the merging phase of MapReduce jobs. A user-space library is also helpful to use a particular file system on resources where mounting a custom file system cannot be enforced.

On the other hand, a library interface comes at the cost of transparency; applications are developed and compiled for a particular distributed file system. It often makes application integration clumsy. For instance, we cannot seamlessly use the well-known UNIX tools (grep, sort, awk, ...) in our scientific workflows but files have to be staged in and out.

To overcome these limitations, so called interposition systems introduce a layer of indirection that transparently redirects file system calls of an application to a library or an external process. The Parrot system creates a sandbox around a user-space process and intercepts its system calls [16]. The Fuse kernel-level file system redirects file system calls to a special user-land process.
### Table 2. File Systems by Use Case. Entries marked † are widely deployed in HEP.

| Field of Use     | File Systems                  | Important Characteristics                                                                 |
|------------------|-------------------------------|-------------------------------------------------------------------------------------------|
| Big Data         | HDFS †[3] QFS †[18] MapR FS  | Integration with MapReduce workflows, fault-tolerance on commodity hardware               |
| Supercomputers   | Lustre †[5] GPFS †[19] OrangeFS [20] BeeGFS Panasas [21] | Parallel write performance, support for high-performance interconnects such as Infiniband |
| Shared Disk      | GFS2 †[22] OCFS2 †[23]       | High level of POSIX compliance                                                            |
| General Purpose  | (p)NFS †† Ceph †[24] Gluster-FS †[25] XtreemFS [26] MooseFS | Incremental scalability, ease of administration                                           |
| Personal Files   | AFS †[27] Tahoe-LAFS [28] owncloud/dropbox | Privacy, sharing, synchronization                                                         |
| HEP              | dCache †[29] XRootD †[1] CernVM-FS †[4] EOS †[30] | Tape access, name space federation, software distribution, fault-tolerance on commodity hardware |

(“upcall”) [17]. Ideally, interposition systems would give the application full control over the mounted file system tree while introducing only negligible performance overhead. Our community would benefit from more research and development in this area, given our world-wide distributed, heterogenous resources (grid, cloud, supercomputers) that are often not under control of the application owners.

### 3. File System Taxonomy

In a first attempt to organize the space of file systems, we classify them by the field of use for which they are optimized. Table 2 provides a classification for commonly used file systems. We routinely use many of these file systems in our data centers. In some areas, however, we need customized file system developments. HEP has challenging demands in handling a complex storage hierarchy including tapes, we need to provide access to complex software stacks on globally distributed resources, and we manage large data volume of hundreds of petabytes in a geographically distributed manner.

Often we can derive file system characteristics from its architecture. Modern file systems implement an object-based architecture, which separates data management and meta-data management. Files are spread over a number of servers that handle read and write operations. A meta-data server maintains the directory tree and takes care of data placement. As long as meta-data load is much smaller than data operations (i.e. files are large), this architecture allows for incremental scaling. As the load increases, data servers can be added one by one with minimal administrative overhead. This is a typical architecture for MapReduce environments. Due to
its global view on the name space, the meta-data server can help in an optimized scheduling
of jobs. The commonly used Hadoop implementation of MapReduce unfortunately does not
perfectly match high-energy physics workflows, for instance it lacks integration with the ROOT
I/O. A lesson to learn, however, is that it is beneficial to co-design a file system with a particular
computing workflow.

For supercomputer applications, the object-based architecture is typically refined to a parallel
file system (e.g. Lustre) that cuts every file in small blocks and distributes the blocks over many
nodes. Thus read and write operations are executed in parallel on multiple servers for better
maximum throughput. This is important when it comes to application checkpointing and many
nodes write out state information at the same time.

As the number of nodes that use a distributed file system quickly increased to tens of thousands
and more, file system designers discovered that a central meta-data handling becomes a bottleneck.
To improve the situation, a file system with distributed meta-data can be used. Distributed
meta-data handling is more complex than distributed data handling because the meta-data servers
are closely coupled in order to maintain a consistent state of the name space. The Ceph file system
implements such an architecture. After many years of development Ceph is becoming a production
grade option that most likely will work well for a large number of use cases. Multi-Petabyte
installation of Ceph’s underlying object storage layer are deployed today in multiple HEP data
centers.

Another approach to solve the meta-data bottleneck is decentralized meta-data handling.
Instead of asking a meta-data server, decentralized or peer-to-peer file systems (e.g. GlusterFS [25])
let clients compute the location of data and meta-data by means of a distributed hash table.
Zero-hop routing in a distributed hash table is restricted to a local network, however, in which
every node is aware of every other node. On a global scale, tree based routing as being done by
XRootD is simpler to implement and it shows better lookup performance than globally distributed
hash tables. Furthermore, high peer churn (servers that frequently join and leave the network)
pose a hard challenge on distributed hash tables.

4. Technology Trends and Future Challenges
Most of our future challenges are on improving the infrastructure, data management software,
and computing workflows in order to process data sets at the exascale. Capacity-wise, current
projections of growth rates for hard disks and tapes are promising. The recently introduced
Shingled Magnetic Recording (SMR) technology, for instance, allows for 8 TB hard drives today,
and 20 TB hard drives seem to be in reach in a few years from now.

At the same time, however, the storage throughput does not nearly scale at the same pace.
Table 3 compares the development of throughput and capacity of several storage technologies
in the last 20 years. For comparison the table also shows the development of the bandwidth
of Ethernet networks, which scaled at a similar pace than the capacity of hard drives. This
development suggests a storage architecture that avoids a segregation of compute nodes and
storage nodes. For a maximum number of concurrently accessible storage devices, every compute
node could be part of the storage network, exploiting the high bisection bandwidth among
compute nodes.

To some extent, the limited throughput of hard disks can be mitigated by flash based SSDs.
Due to the high price of SSD storage of the order of one dollar per gigabyte (hard disks: <5
cent per gigabyte), their use should be well-considered. File system meta-data are a particular
appealing use case because not only the higher throughput but also the good random access speed
of SSDs can be exploited. Otherwise, SSDs are likely to become a part of the storage hierarchy
between DRAM and hard disks.

At the software level of storage space management, log-structured storage systems provide
an interesting approach that can help to utilize the available bandwidth in an optimal way.
Table 3. Development of capacity and bandwidth in the last 20 years. Method and entries marked † from Patterson [31]. Other numbers refer to DDR2-400 DRAM (2004) and DDR4-3200 DRAM (2014) and the 100 GbitE IEEE 802.3bj standard (2014).

| Year | Capacity | Throughput (r/w) | Capacity | Throughput | Bandwidth |
|------|----------|------------------|----------|------------|-----------|
| 1993 | 16 Mibit/chip† | 267 MiB/s† | | | |
| 1994 | 4.3 GB† | 9 MB/s† | | | |
| 1995 | 100 Mbit/s† | | | | |
| 2003 | 73.4 GB† | 86 MB/s† | | | |
| 2004 | 512 Mibit/chip | 3.2 GiB/s | | | |
| 2008 | 160 GB | 250/100 MB/s³ | | | |
| 2012 | 6 TB | 220 MB/s³ | 800 GB | 500/460 MB/s⁴ | |
| 2014 | 2 TB | 2.8/1.9 GB/s² | | | |
| 2015 | 8 TB | 190 MB/s² | 8 Gbit/chip | 25.6 GiB/s | 100 Gbit/s |
| Improvement | ×1860 | ×24 | ×12.5 | ×11.2 | ×512 | ×98 | ×1000 |

¹Seagate ST6000NM0034, http://www.storagereview.com/seagate_enterprise_capacity_6tb_35_sas_hdd_review_v4
²Seagate ST8000AS0012 (SMR), http://www.storagereview.com/seagate_archive_hdd_review_8tb
³Intel X25-M, http://www.storagereview.com/intel_x25-m_ssd_review
⁴Intel SSD DC S3700, http://www.storagereview.com/intel_ssd_dc_s3700_series_enterprise_ssd_review
⁵Intel SSD DC P3700, http://www.tomshardware.com/reviews/intel-ssd-dc-p3700-nvme,3858.html

Log-structured systems provide near-optimal write performance for small and large files because all changes, new data and meta-data are appended to the physical medium [32, 33]. While log-structured data organization is popular in distributed key-value stores and object stores, it is only occasionally used in distributed file systems, possibly because most of them assume large sequential writes. In high-energy physics, this assumption is often valid but not always. Counter examples are the many small files of software and source code in CernVM-FS, or the merging phase of a parallelized physics analysis or simulation with many small distributed parts of the final result. Moreover, log-structured data organization is an efficient means to manage storage space throughout the memory hierarchy from DRAM to flash memory to hard disks [34].

4.1. Fault-Tolerance

Fault-tolerance is an important property for a file system in high-energy physics because of the large scale of our storage systems and because mostly commodity hardware is used. Thus, hardware failures are not only the norm but they also tend to occur in a correlated manner. Power cuts are an example, or a failing controller with many connected drives.

Replication and erasure codes are the techniques used to avoid data loss and to continue operation in case of hardware failures. A critical engineering challenge when building fault-tolerant storage is the placement of redundant data in such a way that the redundancy crosses multiple failure domains. The Ceph file system, for instance, can parse the physical layout of a data center together with policies to distribute redundant data on multiple racks or disk shelves. Another option is to keep a copy of all data at a remote data center. The second engineering challenge is to decide when to start a recovery, i.e. to distinguish between short-term glitches and permanent faults. Tight monitoring can help to distinguish between the two in some cases, but in general the only available technique are heartbeats between servers and properly tuned time-out values [35].

While replication is simple and fast, it also results in a large storage overhead. Most systems use a replication factor of three. Erasure codes, on the other hand, can be seen as more sophisticated, distributed RAID systems. Every file is chunked and additional redundancy blocks are computed. Typically the storage overhead of erasure codes is much smaller than a factor of two. Erasure codes, however, come at the cost of computational complexity. Modifications to a file as well as
recovery from hardware faults is expensive because the redundancy blocks have to be recalculated and redistributed. Exploration of the trade-off between computational complexity and storage overhead in erasure codes are an active research area. Today’s systems typically deploy extra computing nodes exclusively for the (re-)computation of redundancy blocks.

Storage systems based on erasure codes are commercially available (e.g. GPFS, NEC Hydrastor, Scality RING). Proprietary storage systems based on erasure coding are also commonly used at large cloud storage providers [36,37]. The latest developments in this direction in open source file systems [18,24,30], including efforts in high-energy physics, are very promising.

5. Conclusion
Distributed file systems are at the heart of our distributed computing. As such, they should be co-designed with our distributed computing workflows. This is a lesson that can be learned from the Google file system and MapReduce.

Off the shelf distributed file systems cannot always fulfill our demands. Luckily, in the last years many very powerful open source tools appeared, most importantly in the area of object stores and key-value stores, that can serve as building blocks for file systems tailored to the needs of high-energy physics. We should put particular focus on wide area data federation, multi-level storage hierarchies from DRAM to tape, erasure coding, and coalescing of storage nodes and compute nodes.
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