Hand Gesture Recognition Based on Faster-RCNN Deep Learning
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Abstract: The hand gesture recognition is an effective way to apply human computer interaction which should aim at good recognition accuracy and high speed. To solve the problem of hand gesture recognition in complex scenes, we propose a new approach for hand gesture recognition which is based on the faster regional convolutional neural network (Faster-RCNN) deep learning algorithm with five layers of neural network. A benchmark database with gestures is used, several general characters under the complex environmental background are chosen to as the processing object. The model is established with a certain number samples for training. The results of model checking show that the algorithm can identify the gesture recognition categories effectively, quickly and accurately with low computational cost. The accuracy can reach highly up to 99.2% which is great significance for human computer interaction application.
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1. Introduction

With the rapid development of computer technology and intelligent development, non-contact gesture recognition plays an important role in human computer interaction (HCI) [1]-[3]. The hand gesture recognition system can be used for an effective and natural human-machine interaction. What more, the gesture recognition based on vision is widely applied in artificial intelligence, multimedia, virtual reality and natural language communication [4]-[7].

However, the gesture recognition based on image processing algorithm was not applied and developed widely due to its poor real time capable, low accuracy recognition and complex algorithm. In recently years, as the application of graphics processor (GPU) to artificial intelligence (AI), the gesture recognition based on machine learning has been developed rapidly in wide application. The machine learning algorithms such as local orientation histogram, support vector machine (SVM)[8], neural network and elastic graph matching are widely used in gesture recognition system [9]-[11]. The neural network owns the good characteristic learning ability. It does not need manual feature setting during simulating human learning process and can carry out training the gesture sample to form a network classification recognition map [12], [13]. Deep learning, a relatively recent approach to machine learning, which involves neural networks with more than one hidden layer. It can acquire the characteristics of the learning object easily and accurately under the complex object and exhibit the superior performance in face recognition, speech recognition and Natural Language Processing (NLP) [14]-[16]. The Fast RCNN and Faster RCNN make further optimization
for the object detection. Compare with the traditional RCNN, the Fast/Faster RCNN which is initialized with discriminative pre-training for ImageNet classification uses convolutional layers to extract region features followed by a region wise multilayer perceptron (MLP) for classification.

In this paper, the gesture recognition method based on the faster region full convolution neural network is proposed to deal with hand gesture recognition in complex environment. The experiment results reveal that the Faster RCNN can overcome the interference signals in complex background and improve the accuracy and processing speed of gesture recognition.

2. Related Work

Generally, three basic processing stages consists the vision-based hand gesture recognition system including hand segmentation, gesture modelling, and finally gesture classification. The hand gesture recognition system was divided into the training phase and the testing phase. The training phase includes the hand segmentation and gesture modelling processing stages, while the testing phase includes all three processing stages.

The main purpose of hand segmentation is to detect the hand regions from the hand gesture sequence, separate them from the complex backgrounds and provide the effective input information source for the following training phase. In the stage of hand gesture analysis, hand postures as well as motion patterns are calculated from the hand gesture frame sequence. Training is used to acquire an effective recognition model; recognition output is based on the model that has been trained to identify the gesture categories of input data. Then the hand gesture model is created accordingly. The final stage is gesture classification by the built model of the hand gesture. The gesture classification has to be both fast and accurate. A multilayer perceptron (MLP) network is used to recognize the hand posture, and the feature vector is input to this network. An MLP is a standard method for nonlinear classification and can approximate any continuous function to an arbitrary accuracy. However, the network’s performance within a given training period is dependent on its structure. A small network may have limited processing capability, while a large one may be too slow and may have redundant connections. Thus, the same evolutionary algorithm is also used to select the optimal layout for the neural network.

Fig. 1. The graphs of hand gestures information. (a) Standard library of hand gestures; (b) Five hand gestures graphs in different backgrounds.
The standard hand gesture database is key important in human-machine interaction system. The Fig. 1(a) shows the standard numbers and letters with hand gestures database. Note that some gestures are rather difficult to distinguish. For example “a” and “e”, “d” and “l”, “m” and “n” or “i” and “j”. In this work, the characters of "c", "h", "i", "n" and "a" are chosen as the study objects which was shown in Fig. 1(b). Each hand gesture sample is obtained under three different complex background which is aim at proving the applicability and reliability of the hand gesture recognition system.

The hand segmentation detection plays a preprocessing role in gesture recognition system which is regarded as the first step towards process the input gestures. Here, the input and output are images, these images are transformed to the binary form in order to prepare original image for the region segmentation. The binary images are obtained by threshold the original images at 0.5 gray level. The purpose of segmentation technique is mainly to divide the special domain on which the image is defined. An algorithm to segment hand-occupied regions in the binary images is then implemented. The hand segmentation algorithm tracks the boundary of the white pixels in the images, and extracts pixels in form of a rectangular bounding box containing the segmented hand then obtain the meaningful regions from the original image. The meaningful region may be a complete object or may be a part of it.

In this work, the skin color segmentation is applied to carry out the preprocessing step in gesture recognition system under the complex background. The skin color has been utilized by several approaches for hand detection. A major decision towards providing a model of skin color is the selection of the color space to be employed. Several color spaces have been proposed including RGB, normalized RGB, HSV, YCrCb, YUV, etc. HSV is an effective color space method for skin color segmentation. HSV is an effective color space method for skin color segmentation. As the image resources are BGR color space, the color conversion is needed for HSV color space by employing following expression [17].

\[
\begin{align*}
V &= \max(B, G, R) \\
S &= \frac{V - \min(B, G, R)}{V} \\
H &= \begin{cases} 
240^\circ + 60^\circ \ast \frac{V - G}{V - \min(B, G, R)}, & V = B \\
120^\circ + 60^\circ \ast \frac{V - R}{V - \min(B, G, R)}, & V = G \\
60^\circ \ast \frac{V - B}{V - \min(B, G, R)}, & V = R 
\end{cases}
\end{align*}
\]

where \(H\) is the shades of color (0 \(\sim\) 360\(^\circ\)), \(S\) is the saturation of color, \(V\) is the brightness of color. The \(B, G, R\) are all normalized values and the value is [0, 1]. This method owns the advantages of simple rule, fast speed and highly accuracy, so as to detect the meaningful region gesture quickly and accurately. After the hand segmentation detection, the neural network is trained with the obtained meaningful region data by machine deep learning [18].
The Faster-RCNN algorithm is proposed to the gesture recognition system due to its highly efficient and accurate. The Faster-RCNN is evolved from RCNN and Fast-RCNN [19], [20]. The relation of Faster-RCNN, Fast-RCNN and RCNN algorithms is shown in Fig. 2.

The successful RCNN [21] algorithm applies high-capacity convolutional neural networks to extract a fixed-length feature vector from each region which is fed to a set of class-specific linear SVM. It firstly was trained the network by supervision for image classification with abundant data and then fine-tunes the network for detection where data is scarce. In fact, it only can be considered a hybrid of traditional. Although this method has many advantages over the traditional algorithm, there are also shortcomings such as cumbersome training steps, long time consuming, large hard disk occupying speed and slow speed.

Fast-RCNN and Faster-RCNN make further evolution on the pipeline of object detection. Following the pioneering RCNN, Fast/Faster RCNN uses convolutional layers, initialized with discriminative pre-training for ImageNet classification, to extract region-independent features followed by a region wise multilayer perceptron (MLP) for classification. Besides, they jointly optimize a soft max classifier and bounding-box regressor, rather than training a soft max classifier, SVMs, and regressor in three separate stages. The Fast-RCNN algorithm uses a selective search algorithm to extract a specific number of advice windows in the image by using a selective search algorithm, then the whole image is input into the CNN for feature extraction. The proposed window is mapped to the last layer convolution feature map of CNN which is made through the ROI pool layer. The characteristic map of the fixed size is produced by windows. Finally, the classification probability and border regression training are combined using the detection classification probability and the detection border regression algorithm. Compared with RCNN, the Fast-RCNN is added to the ROI pool layer after the final convolution; the loss function uses the multitask loss function and the border return is directly added to the CNN network to train and save the computing resources. Fast-RCNN, the improved algorithm has many advantages. After normalization of the whole image, it is directly sent into the CNN, and the suggestion box information is added to the feature graph of the final convolution layer, so that the CNN operation is shared with avoiding the waste of computing power and raising the speed of the test time in the training process. Only one image is needed to be sent to the network, each image extracts the CNN feature and the proposed window at one time. The training data is directly into the loss layer in the memory of the graphics processing unit (GPU). The first layers of the candidate region do not need to repeat the calculation and no longer need to store a large amount of data on the hard disk. According to the problem of large hard disk space and slow speed in training, the algorithm unify the classification and position regression with the depth network, without the consumption of additional computing resources, so as to improve the speed and timeliness in the recognition system.

Fig. 3. The flow chart of fast-RCNN algorithm.
The Faster-RCNN algorithm directly inputs the entire detection image into the CNN for feature extraction, then outputs a proposed window with Region Proposal Network (RPN). Each image generates a recommended window for the characteristics, then maps the proposed window to the final convolution feature graph of CNN by generating a fixed size for each ROI through the ROI pool layer. Finally, the classification probability and border regression training are combined using the detection classification probability and the detection border regression algorithm. Faster-RCNN compared with Fast-RCNN, using RPN instead of the original selective search method produces a suggestion window. The CNN of the proposed window and the CNN sharing of the target detection. Due to using of the proposed windows CNN and the CNN sharing of target detection, the speed of detection and recognition has been greatly improved. The Faster-RCNN algorithm used in this paper and the algorithm flow chart is shown in Fig. 3.

The CNN network algorithm of Fast-RCNN used in the gesture recognition system is shown in Fig. 4. which owns five layer ZF neural network. The output feature image with the 55*55*96 size is acquired by the the original image data under the processing of 7*7 convolution kernel and 2*2 pool. The step of convolution kernel is 2. Then, the 5*5 and 3*3 convolution kernel are adopted to carry on the further process. Finally, the system outputs a feature image with 13*13*256 characteristics as the input data of the training phase.

Fig. 4. The flow chart of CNN network.
3. Results and Discussion

The gesture recognition system model was built by using the Faster-RCNN algorithm to train each character gesture with 300 images under three different complex backgrounds. The testing result of recognition model character "c", "h", "i", "n" and "a" shows superior performance. It is obvious that the system has better gesture recognition function. As shown in Fig. 5, the automatic recognition results of character "c" and "h" with deep learning gesture recognition system exhibits high performance. It is known that the two characters can be identified accurately in three backgrounds. what more, the accuracy is better than 90%, and the highest recognition accuracy is up to 99.2%.

The results of the automatic recognition of the characters "i" and "n" with deep learning gesture recognition system processing was observed in Fig. 6. While the results of the automatic recognition of the characters "a" was shown in Fig. 7. It is obvious that that the characters of the "i", "n" and "a" can be accurately recognized under three different complex backgrounds. The recognition accuracy is better than 90% and the highest recognition accuracy is up to 98.8%.

![Fig. 5. The automatic recognition result. (a) The recognition result of character "c"; (b) The recognition result of character "h".](image-url)
To evaluate comprehensive performance of the gesture recognition system, the system error and response time were tested. The relationship between the iterations number and the system error was shown in Fig. 8. The system was set on 1000 iterations in the algorithm. It is clearly that the system error decreases with the increasing iteration number. The gesture recognition system average accuracy and response time are shown in Table 1. All the accuracy is better than 90.6% and the "i" character owns higher accuracy. All the response time is less than 10 ms which is reveal that the system exhibits high real-time performance.
4. Conclusion

In summary, the faster region full convolution neural network (Faster-RCNN) depth learning algorithm is proposed to apply for gesture recognition in this work. We chose five characters hand gesture under three different complex backgrounds as the investigated objects. The five layers neural network is used to acquire the recognition model with learning and training the selected characters after the hand segmentation carried on. The system test results show that gesture recognition system based on Faster-RCNN exhibits efficiently, reliably, quickly and accurately. The system response time is less than 10 ms revealing high real-time performance. All the accuracy is better than 90.6% and the maximum is high up to 99.2%. The research results show that the Faster-RCNN algorithm can be used in hand gesture recognition for the human-computer interaction application.
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