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Abstract: Nowadays, water shortage is increasingly severe, which has huge negative influence on daily life. Constructing hydropower engineering is one of the approaches to alleviate such problem. Therefore, it’s worth settling technical problems of hydropower engineering timely, which will help people not only make better use of water resources but also get rid of various security risks. To achieve such goal, this study predicts potential technical problems that hydropower engineering might happen. In order to utilize the large amount of data, data mining techniques are used to solve this multi-classification problem. First of all, plenty of data is preprocessed. Particularly, because of the complexity of text data, text mining techniques are applied to transform the unstructured data to structural data. Then, eXtreme Gradient Boosting (XGBoost) is applied to make the classification. To validate efficiency of the model, comparisons are made among XGBoost, Gradient Boosting Decision Tree, Random Forest, Decision Tree, k-Nearest Neighbor and Bernoulli Naïve Bayes from the perspective of accuracy, precision, recall and f-score. The experimental result shows that XGBoost is more suitable to solve this classification problem. This study provides engineering inspectors with helpful suggestions of particular technical problems that need attention, and further enables people to inspect engineering more efficiently and effectively.
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1. Introduction

Water resources are indispensable but limited resources needed to be taken advantage of in a rational way. Hydropower engineering is one of the efficient approaches which allow people to make good use of water resources. There are various studies focused on the reasonable construction of hydropower engineering [1-5]. With the development of science and technology, the present era has been an era of information explosion, which provides people with substantial and valuable knowledge. Without exception, relevant departments of hydropower engineering also have accumulated a great amount of data in the process of engineering supervision. Nevertheless, with traditional methods, it costs a lot of time to acquire useful information, and even it’s likely to be drowning in plenty of data without acquisition of any meaningful conclusion. Thus, data mining techniques emerged as helpful solutions to obtaining underlying knowledge from messy data.

There are various methods available to mine data, including feature mining, classification, association rules, clustering, outlier analysis and so on. Some researchers have utilized data mining techniques to explore the better ways to construct and operate hydropower engineering [6-9]. This study pays attention to predicting possible technical problems of hydropower engineering with the help of data mining, which has almost not been studied before. eXtreme Gradient Boosting (XGBoost) and other 5 classification models are adopted.

The remainder of this paper is organized as follows. The presentation of related work is in Section 2.
introduces data preprocessing and modeling method. In Section 4, experimental result is analyzed and Section 5 concludes this study.

2. Related Work

Recently, data mining techniques have been developing rapidly and there are lots of researchers applying data mining in different fields. In professional sports, Valero [10] used data mining to predict Win-Loss outcomes in MLB regular season games. In education, data mining has been utilized as well. Yukselturk et al. [11] used data mining techniques to analyze the dropout students’ features and Shingari et al. [12] did a study to predict students’ performance in higher education. What’s more, in business, Sun et al. [13] predicted the financial distress of companies and Xu et al. [14] did an unemployment rate prediction.

Furthermore, data mining techniques also become powerful tools in the field of hydropower engineering. Cobaner et al. [15] build an ANN model to predict the possibility of hydropower plant installation to an existing irrigation dam and Su et al. [16] used it to predict the service life of hydropower engineering. Jiang et al. [17] used the technology of data mining to calculate the failure probability of hydraulic structures for rural hydropower. Shi [18] used PCA-ANN model to predict the elevation of water conservancy projects.

Based on the previous study, it can be concluded that many researchers have attached great importance to data mining in various fields, however, few paid attentions to the specific technical problems of hydropower engineering. As a consequence, this study focuses on this particular respect, intending to assist engineering inspectors to inspect and solve problems in time.

3. Data Preprocessing and Modeling Method

The dataset used in this study comes from a supervision and management center of hydropower engineering in China. This section will detail how to preprocess the dataset and build a classification model.

3.1. Data Preprocessing

The raw dataset is composed of several documents with partial same features so that data merging is conducted at first. The merged data has 4472 records, containing 16 features and 1 label- “technical problem of hydropower engineering”. Since it’s not convenient to build classification models directly with such data, data preprocessing is done as following steps.

1) Text mining

The feature- “the description of fact” is text data, which is unstructured data. It’s of great difficulty to make use of such data directly when predicting. There possibly exits misspelling, terminologies, abbreviations and other linguistic structures in text, what’s more, context is important when acquiring information from text. Nevertheless, text data provides engineering inspectors with plenty of information, which means that it’s not advisable to simply ignore the feature. Therefore, in order to take full advantage of raw data, the text undergoes processing and is transformed to feature vectors, based on which classification models are applied.

Each record of “the description of fact” is seen as a document in text mining, and the collection of the whole documents is called the corpus. All the words in the corpus rank in order of the occurrence. Thus, every word owns its corresponding sequence number.

In the processing, the grammar, word order, sentence structure and punctuation are ignored [19]. Every single word in a given document helps predict which class the document belongs to more or less. However, stop words are eliminated, such as “about”, “before” and “either”, owing to the fact that such words are too common in every document to mean anything. Even if stop words are deleted, there are still too many words, which will hinder computers from operating well if all the remaining words are applied to make prediction. Then, for each document, term frequency-inverse document frequency (TFIDF) are utilized to calculate the weight of every word [19]. The TFIDF value of a word t in a given document d is defined as equation (1), additionally, equation (2) and equation (3) define TF and IDF respectively [19].

$$\text{TFIDF}(t, d) = \text{TF}(t, d) \times \text{IDF}(t)$$  \hspace{1cm} (1)

$$\text{TF}(t, d) = \frac{\text{number of feature } t \text{ in the document } d}{\text{number of all the features in the document } d}$$  \hspace{1cm} (2)

$$\text{IDF}(t) = 1 + \log\left(\frac{\text{total number of documents}}{\text{number of documents containing } t}\right)$$  \hspace{1cm} (3)

For every word, its weight is its TFIDF value. The higher TFIDF value is, the more significant the word is when classifying. To be more specific, the more documents containing word t are, the more common word t is, furthermore, the word can’t differentiate the class of documents well because many classes share a same word.

For convenience of classification, 50 new features (from feature 1 to feature 50) are created for the whole corpus. For a given document, values of these features are the sequence numbers of important words sorting by weight. More specifically, sequence number of the word with the highest weight is the value of feature 1, while sequence number of the word with the lowest weight is the value of feature 50. If a document doesn’t have 50 words in all, the missing value of remaining features will be filled by -1.

2) Deletion of unimportant features

In the dataset, some features don’t affect technical problems so that they are removed in order to acquire more satisfactory experimental result, such as “the name of the hydropower engineering”. Additionally, feature- “the description of fact” has been preprocessed in the first step and 50 new features have been created, therefore, the very feature can be
abandoned now.

(3) Addition of necessary features

In the first step, 50 features are created after text mining, which will not be repeated in detail. The focus of this step is the features which don’t influence the technical problems independently. Nevertheless, combing such features will present some interesting results. For instance, “time interval” is such a combined feature subtracting “commence time of hydropower engineering” from “recording time of the technical problem”.

(4) Transformation of literal data

It’s of great difficulty for classification models to process literal data directly so that all the literal data is transformed to numeric data. For example, for feature- “type of the hydropower engineering”, 1 represents “seawall” while 2 represents “river channel”.

For the sake of clearness and conciseness, Table 1 presents part of selected features, while Table 2 illustrates part of candidate problem category of this multi-classification problem.

| Feature               | Description                              | Range                                           |
|-----------------------|------------------------------------------|-------------------------------------------------|
| TypResUnits01         | types of responsible units               | regulatory unit-1, detection unit-2, design unit-3, construction unit-4, project legal person-5 |
| TypEngin              | type of the hydropower engineering       | seawall-1, river channel-2, agriculture-3, reservoir-4, reclamation-5, small hydropower-6, water diversion-7, others-8 |
| TypSupVision          | type of the supervision agency           | provincial level-1, prefecture level-2, county level-3 |
| TotalInv              | total investment of the hydropower engineering | from 1 to 1382390, unit: ten thousand yuan      |
| HydroGrad             | grade of the hydropower engineering      | 6 grades altogether                              |
| EnginNature           | nature of the hydropower engineering     | reinforcement-1, reconstruct-2, extension-3, new-4 |
| EnginStatus           | status of the hydropower engineering     | initial period-1, peak period-2, later period-3, completion-4, acceptance-5, suspension-6 |
| TimeInter             | time interval between recording time of the technical problem and commence time of the hydropower engineering | from -24 to 43083, unit: day                     |

| Problem   | Description                              |
|-----------|------------------------------------------|
| 1         | earth rock excavation doesn’t meet requirements |
| 2         | drainage of foundation pit is not timely  |
| 3         | bolt-shotcrete support doesn’t comply with standards |
| 4         | the construction of pine piles is not in line with regulations |
| 5         | the construction of bored piles is not in accordance with standards |
| 46        | the setting of safety warning signs doesn’t meet the standards |
| 47        | safety measures for blasting are not satisfactory |
| 48        | safety measures for welding and cutting are not in place |
| 49        | protective equipment wearing is not up to requirements |
| 50        | safety measures for working over water are not conform to regulars |

3.2. Modeling Method

To verify the performance of different classification models, the preprocessed dataset is divided into two sub-datasets, in other words, training data and testing data. Training data is used for building models, while testing data is for detecting the performance of classifiers. In the process of division, there exists a special situation needed careful consideration. Regardless of accountability units, different records of a same hydropower project may share the same technical problem. If the dataset is randomly divided without any special handling, there might be strong similarity between the records in training data and ones in testing data, which influences performance of classifiers. Thus, a definite ID is set up for every record in the dataset, records of the same hydropower project sharing a same ID. Then the preprocessed dataset is divided randomly on the premise of allocating records with same ID to the same sub dataset, 70% of data being training data and 30% being testing data.

This study employs eXtreme Gradient Boosting (XGBoost) to predict technical problems, which makes some improvements on the basis of Gradient Boosting Decision Tree (GBDT), assembling many regression trees also [20]. Other than Random Forest (RF), trees in the XGBoost correlates with each other. The objective function of XGBoost is defined as

\[
\text{Obj} = \sum_{i=1}^{n} l(y_i, \hat{y}_i) + \sum_{k=1}^{K} \Omega(f_k) \quad (4)
\]

where \(i\) represents the \(i\)th record to be predicted, \(n\) is the number of all the records to be predicted, \(y_i\) represents the actual value of the \(i\)th record, \(\hat{y}_i\) represents the predicted value, and \(l(y_i, \hat{y}_i)\) is the loss function of the \(i\)th record. The loss function represents the forecast error which is expected to be as small as possible. Moreover, the loss function undergoes Taylor expansion, which is one of advantages over GBDT. What’s more, \(K\) is the number of the whole regression trees, \(k\)
represents the kth tree, and \( \Omega(f_k) \) describes complexity of the kth tree. The smaller \( \Omega(f_k) \) is, the less complex the model is, and further the more excellent generalization ability the model owns, which can prevent the model from overfitting effectively.

4. Experiment

This section reveals the process of experiments. Values of important parameters are firstly decided, and then performance of XGBoost with other 5 classifiers is compared. The experiments are conducted by Python Version 3.6 on a PC with a 2.60 GHz Intel CORE i5 processor. The PC has 4 GB of RAM, running the Microsoft Windows 7 operating system.

4.1. Parameters Selection

Eta (i.e., learning_rate) and max_depth are significant parameters which require special adjustments. If values of these two parameters are not suitable, the classification model is likely to fall into overfitting problem, which has serious impacts on the universality of the classification model. When deciding the value of a certain parameter, other parameters are kept as the defaults or the values that have been adjusted to the best. The specific method of defining eta is as follows: testing the accuracy rates of XGBoost with eta changing from 0 to 1 and increasing by 0.1, and the method to define max_depth is similar. Figure 1 and Figure 2 give an account of the results of parameters selection. From the two figures, eta is set as 0.1 and max_depth is set as 2.

4.2. Performance Comparison

For the purpose of evaluating the efficiency of XGBoost, other 5 classifiers are also utilized to predict in order to make comparison, which are Gradient Boosting Decision Tree (GBDT), Random Forest (RF), Decision Tree (DT), k-Nearest Neighbor (KNN) and Bernoulli Naïve Bayes (Bernoulli NB), respectively. Evaluation indexes are accuracy, precision, recall and f-score, which are introduced subsequently as next 4 equations. In addition, Table 3 explains variables of equations (5)-(8).

![Figure 1. XGBoost accuracy with change of eta.](image1)

![Figure 2. XGBoost accuracy with change of max_depth.](image2)

| Table 3. Confusion Matrix. |
|-----------------------------|
|                             | True                          | negative                     |
|                             | positive                      | False Positive (FP)          |
| Predicted                   | False Negative (FN)          | True Negative (TN)           |
| positive                    | True Positive (TP)           |                             |
| negative                    | False Negative (FN)          |                             |

\[
\text{accuracy} = \frac{TP+TN}{TP+FP+FN+TN} \quad (5)
\]

\[
\text{precision} = \frac{TP}{TP+FP} \quad (6)
\]

\[
\text{recall} = \frac{TP}{TP+FN} \quad (7)
\]

\[
\text{f-score} = \frac{2}{\frac{1}{\text{precision}} + \frac{1}{\text{recall}}} \quad (8)
\]

Figure 3 illustrates different accuracy rates of 6 classification models, while Figure 4 shows precision, recall, and f-score of these classifiers. From these two figures, it can be easily concluded that XGBoost is more appropriate in this multi-class problem.
5. Conclusion

Hydropower engineering is significant for utilizing limited water resources, which consumes large amount of human resources, material resources and financial resources in the construction process. If technical problems of hydropower engineering can’t be resolved effectively and efficiently, not only extra investment will be wasted, but also safety accidents will happen. Therefore, it’s of great significance to predict technical problems, which assists the concerned people to inspect the engineering more pertinently. In this study, firstly, necessary preparations are conducted so as to build more accurate classification models. Particularly, in order to make better use of data, text mining techniques are applied, which improves the performance of classifiers considerably. Then, XGBoost is used to make prediction in comparison with other 5 classifiers. The experimental result shows that XGBoost outperforms other classification models whatever the evaluation index is. Based on the prediction results, people concerned could attach more attentions to potential problems and inspect engineering accordingly. This study supplies engineering inspectors with support for management of hydropower engineering.

At the same time, there still exists space for improvement. The data used in this study is limited, and it’s possible that the very classification models utilized are not suitable for other data. Hence, it’s advisable to apply more data to validate the experimental result. What’s more, to further enhance the accuracy rates of models, heuristic algorithms can be put into use.
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