Constrained Dynamics and Directed Percolation
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In a recent work [A. Deger et al., Phys. Rev. Lett. 129, 160601 (2022)] we have shown that kinetic constraints can completely arrest many-body chaos in the dynamics of a classical, deterministic, translationally-invariant spin system with the strength of the constraint driving a dynamical phase transition. Using extensive numerical simulations and scaling analyses we demonstrate here that this constraint-induced phase transition lies in the directed percolation universality class in both one and two spatial dimensions.

Kinetic constraints have long emerged as a prominent avenue towards impeding ergodicity [1–7], complementary to and fundamentally different from that of quenched randomness and originally introduced in the context of the dynamics of glass forming systems at low temperatures. The underlying mechanism of dynamical slowing down is the decrease of the effective connectivity in configuration space by forbidding processes based on local constraints [8]. This is to be contrasted to the mechanisms of glassy relaxation in disordered systems, involving topographic features of the potential energy landscape. In many-body quantum systems it has been established in the last few years that constraints can lead to slow relaxation and also stabilise a many-body localised phase, not only at low temperatures but also at infinite temperatures [8–11].

This motivates the following question: what is the fate of classical many-body chaos in the presence of constrained dynamics? A signature of chaos is that infinitesimally small perturbations grow exponentially, dramatically changing the state at late times. In extended many-body systems and for spatially localised perturbations, this effect spreads ballistically in space, eventually resulting in global changes in the state [12]. We have recently showed that constraints in the dynamics can, if strong enough, fully arrest this spreading, confining the effect of a perturbation to a small region and thus suppressing chaos [13]. The nature of the transition between these chaotic and frozen phases, in particular its universality class, has however remained an open question.

Via numerical simulations and scaling analyses, we provide a sharp answer to this question: the phase transition belongs to the directed percolation (DP) universality class [14–17]. This constitutes the central result of this work, and is remarkable because the models we consider are translation-invariant, with deterministic dynamical rules, quite differently from conventional percolation models. To the best of our knowledge, the appearance of DP universality in such a clean, deterministic setting has not been reported before.

The DP problem is an anisotropic variant of the standard percolation problem such that the percolating cluster can grow only in a given direction [18]. Equivalently, it can be understood as a cluster growth process on a graph with bonds directed along the given direction. This naturally endows the problem with a dynamical interpretation with time as one of the directions of the graph along which the bonds are directed. In order to map our problem onto a DP problem, we note that at late times, in the non-chaotic phase the spins freeze while in the chaotic phase they remain dynamically active. Based on this observation, we map the dynamically active and frozen spins to occupied and empty sites on the space-time lattice for the DP problem.

We consider constrained dynamics of a periodically driven classical Heisenberg spin system in spatial dimensions \( d = 1 \) and \( d = 2 \). Driving ensures that this model has no conserved quantities, including total energy. The
Hamiltonian within a period, $T$, is given by

$$H(t) = \left\{ \begin{array}{ll} \sum_{\langle i, j \rangle} S^z_i S^z_j + h \sum_i S^z_i; & t \in [0, T/2) \\ 9 \sum_i S^x_i; & t \in [T/2, T) \end{array} \right.,$$

(1)

where $\langle i, j \rangle$ denotes a pair of nearest-neighbour sites. The equations for the stroboscopic dynamics of the spins in the presence of kinetic constraints are then

$$\vec{S}_i(t + T) = R_x[\gamma_{x,i}(t)] \cdot R_z[\gamma_{z,i}(t)] \cdot \vec{S}_i(t),$$

(2)

where $R_x[\gamma_{x,i}(t)]$ denotes rotation matrices about the $x(z)$ axis by an angle $\gamma_{x,z,i}$. These angles are given by

$$\gamma_{x,i}(t) = \Theta_i(t) \left[ \sum_{j \in \langle i \rangle} S^x_j(t) + h \right] T/2$$

(3)

$$\gamma_{z,i}(t) = \Theta_i(t) g T/2$$

where $\Theta_i(t)$ encodes the kinetic constraint via a Heaviside step function

$$\Theta_i(t) = \Theta[\cos \theta_c - \min_{j \in \langle i \rangle} S^z_j(t)].$$

(4)

This constraint means that the spin at site $i$ rotates under the dynamics only if at least one of its neighbouring spins lies outside the spherical sector subtended by a polar angle $\theta_c$. We will call such a spin active. Corollarily, a spin is frozen and does not evolve dynamically if all its neighbours lie inside the spherical sector. The constraint (4) is inspired by the Fredrickson-Andersen model of constrained Ising spin glasses [1, 2]. The physics is that dynamics is locally forbidden in a region if it is surrounded by immobile high-density regions, modelled by up spins and allowed if there are some mobile low-density regions, modelled by down spins, in the neighbourhood. We generalise this via Eq. (4) to the case of Heisenberg spins. The angle $\theta_c$ therefore parametrises the strength of the constraint and, as we will show, tunes the system across a dynamical phase transition at $\theta_c^{\text{crit}}$ between an active phase at $\theta_c < \theta_c^{\text{crit}}$ and a frozen phase at $\theta_c > \theta_c^{\text{crit}}$. To distinguish between these and to map the problem to DP, which is usually discussed in terms of binary variables, we define an indicator function $\sigma_i(t)$, which we call the activity. It takes a value 1 if the spin at site $i$ is active at time $t$ and 0 otherwise; in other words, $\sigma_i(t) = \Theta_i(t)$. In terms of this, we define the density of active sites at time $t$ as

$$\rho(t) = N^{-1} \sum_i \sigma_i(t),$$

where $N$ is the total number of spins.

Numerically simulating the dynamics starting from an all-active initial state, we find that in the active phase, $\theta_c < \theta_c^{\text{crit}}$, there is always a finite density of active sites at arbitrarily long times, as illustrated in Fig. 1(left). This implies that the long-time state is evolving dynamically and fluctuating. On the other hand, in the frozen phase, $\theta_c > \theta_c^{\text{crit}}$, the system goes into a state at late times wherein the $\sigma_i$ stops fluctuating with $t$. In order words, the state described in terms of $\sigma_i$ gets absorbed into a frozen one. The constraint-induced dynamical phase transition is therefore an absorbing phase transition. We find that, in the frozen phase, but near the critical point, the typical absorbing state is one where $\sigma_i = 0$ for all sites [Fig. 1(right)]. Once the system reaches such a state, since $\Theta_i = 0$ for all $i$ in Eqs. 2 and 3, the dynamics is completely frozen.

We also find other absorbing states where there exist temporally persistent, spatially finite and dynamically stable configurations surrounded by inactive spins—reminiscent of breathers. These evolve regularly without spreading and persist forever. However, due to the extreme diluteness of such active sites, they are statistically irrelevant for the scaling behaviour near the critical point [19]. We can therefore posit that $\rho(t)$ in the limit of $t \to \infty$ is a valid order parameter, with the active and frozen phases characterised by $\rho_\infty \equiv \rho(t \to \infty) \to \text{finite and vanishing values respectively}.$

Finally, for the dynamics of $\sigma_i(t)$ to be a bona fide DP problem, we need to argue that the active sites necessarily form a contiguous cluster in the space-time graph connecting all active sites at time $t$ to the initially-active sites at $t = 0$. In other words, that the dynamics cannot spawn active clusters in a background of frozen sites. This is straightforwardly argued for based on the locality of the constraints: a spin can change state over a period if and only if at least one of its neighbours is active. Therefore if a spin is inactive, $\sigma_i(t) = 0$ it may only become active $\sigma_i(t + T) = 1$ if either of $\sigma_{i\pm 1}(t) = 1$. This implies that any active spin $\sigma_i(t) = 1$ has one of its parents active, $\sigma_{i\mp 1}(t - T) = 1$, and so on up to the initial time $t = 0$. This implies that the active sites form a contiguous cluster in the space-time graph. Therefore, the active phase of the constrained dynamics corresponds to the percolating phase as the cluster of active sites percolates all the way to infinite time whereas the frozen phase corresponds to the non-percolating phase as the cluster of active sites dies out.

From the above discussion, we conclude that the constraint-induced dynamical phase transition can be described as a continuous, absorbing phase transition with a one-component order parameter, short-ranged dynamical rules and no symmetries except translation invariance. It therefore satisfies three out of the four conjectured requirements by Janssen and Grassberger [20, 21] for the transition to be in the DP universality class. The one requirement that our model does not satisfy is the presence of a unique absorbing state (any configuration of the spins inside the cones is an absorbing state). Nevertheless the DP universality is known to be extremely robust against such violations of the aforementioned requirements [22–27]. In the following, using extensive numerical simulations and scaling analyses we firmly estab-
lish that our constraint-induced transition does indeed lie in the DP universality class.

Before delving into the results, let us briefly recapitulate the scaling forms and the critical exponents for the DP universality class. Since the DP transition is a continuous phase transition, the order parameter goes to zero continuously with an exponent $\beta$ from the active side as

$$\rho_\infty \sim \Delta^\beta \quad \Delta \equiv \theta_{c,\text{crit}} - \theta_c. \quad (6)$$

In addition to a correlation length, $\xi$, diverging as $\xi \sim |\Delta|^{-\nu_x}$, we also have a correlation time, $\xi_t$, which diverges with a different exponent $\xi_t \sim |\Delta|^{-\nu_x}$. This also defines the dynamical exponent $z = \nu_t/\nu_x$ which relates the rescaling of space and time under rescaling of the parameter $\Delta$ that tunes the phase transition. The DP transition is thus described in terms of the three independent critical exponents $(\beta, \nu_x, \nu_t)$, which are strictly defined in the steady state. Since the true steady state is not accessible in numerical calculations, we obtain these exponents from dynamical scaling as follows. With an initial condition where all sites are active, scale invariance at the critical point suggests $\rho(t, \theta_{c,\text{crit}})$ decaying as a power law for an infinite system, $\rho(t, \theta_{c,\text{crit}}) \sim t^{-\alpha}$. Usual considerations of critical scaling imply that corrections away from this limit are captured via universal scaling functions of $t/\xi_t \sim t|\Delta|^{\nu_x}$ and of $t/L^z$,

$$\rho(t) \sim t^{-\alpha} f(t|\Delta|^{\nu_x}, tL^{-z}). \quad (7)$$

where $L$ is the linear size of the system and $N = L^d$ with $d$ with the spatial dimension.

For very large systems such that $tL^{-z} \ll 1$, asymptotically in the active phase such that $t \gg \xi_t$, $\rho(t)$ saturates to a constant and hence we expect the scaling function $f$ in Eq. (7) to be such that the time-dependence of $\rho(t)$ drops out in this limit. This implies $f(y_1, y_2 < 1) \sim y_1^\alpha$ for $y_1 \gg 1$ and hence $\rho(t \to \infty) \sim \Delta^{\nu_x}$ in the active phase. Comparing this to Eq. (6), we find the relation between the exponents $\alpha = \beta/\nu_t$. Therefore, by performing a scaling analyses on the data for $\rho(t)$, one can extract the exponents $\alpha, \nu_x$, and $z$ and hence the three fundamental exponents $\beta, \nu_x$, and $\nu_t$. Table I summarises the known values of these exponents.

Let us now turn to our results for the constrained spin dynamics described via Eq. (1) through Eq. (4) for both $d = 1$ and $d = 2$. We evolve our system using the full dynamics for $\{\vec{S}_i(t)\}$, then calculate $\{\sigma_i(t)\}$ and then $\rho(t)$. For the former, we consider a chain and for the latter, a square lattice. The results for the 1+1D case are shown in Fig. 2 whereas those for the 2+1D case in Fig. 3. Our initial conditions are chosen randomly except for ensuring that all spins are active at $t = 0$. This is done by initialising randomly the polar and azimuthal angles of the spins, $\text{arccos}(S^z_i)$ and $\text{arctan}(S^x_i/S^y_i)$, from uniform distributions $\in (\theta_r, \pi)$ and $\in [0, 2\pi)$ respectively. In what follows, we set $T = 2\pi, h = 0.1$, and $g = 0.4$ without loss of generality.

In the left panels we show $\rho(t)$, defined in Eq. (5), as a function of $t$ for different values of $\theta_r$ straddling $\theta_{c,\text{crit}}$ for the largest sizes in our simulations: $L = 4096$ for $d = 1$ and $L = 200$ for $d = 2$. For $\theta_r < \theta_{c,\text{crit}}$, the data on logarithmic axes curves upwards from a power-law indicating its tendency to saturate to a finite value at $t \to \infty$, signifying the active/percolating phase. On the other hand, for $\theta_r > \theta_{c,\text{crit}}$, the deviation of $\rho(t)$ from the power-law curves downwards indicating a rapid decay of $\rho(t \to \infty) \to 0$, a signature of the frozen/non-percolating phase. We therefore estimate the critical point from the

![Image](https://via.placeholder.com/150)

**FIG. 2.** Critical scaling in the 1+1D case. Left: The density of active sites, $\rho$, as a function of $t$ for different values of $\theta_r$. At the critical point, $\rho$ decays with $t$ following a power law with an exponent $\alpha = 0.159$ consistent with DP in 1+1D (black dashed line). Middle: Scaling $\rho$ in the left panel with $t^\alpha$ and plotting it against $t|\theta_r - \theta_{c,\text{crit}}|^{\nu_x}$ with $\theta_{c,\text{crit}} \approx 0.5234\pi$ shows perfect scaling collapse for the DP universality exponents of $\alpha = 0.159$ and $\nu_x = 1.734$. Right: Finite-size scaling at the critical point by plotting $\rho(t)$ against $tL^{-z}$ with $t^2$ DP universality exponent $z = 1.581$, again shows excellent collapse. The inset shows the unscaled data. Results for $g = 0.4, h = 0.1$, and $T = 2\pi$.

| $d/\text{exponents}$ | $\beta$ | $\nu_x$ | $\nu_t$ | $\alpha$ | $z$ |
|----------------------|--------|--------|--------|--------|----|
| $d = 1$              | 0.276  | 1.097  | 1.734  | 0.159  | 1.581|
| $d = 2$              | 0.584  | 0.734  | 1.295  | 0.451  | 1.76 |

**TABLE I.** Summary of the DP universality class critical exponents for $d = 1$ and $d = 2$ taken from Ref. [16].
The sizes we considered ensure $tL^{-z} \ll 1$ and hence the $L$-dependence in the scaling function (7) can be ignored. We confirm this by ensuring the data in Figs. 2(left) and 3(left) are converged with $L=200$. Finally, we consider the finite-size scaling at the critical point to extract the dynamical exponent $z$. At criticality, $\Delta = 0$, and hence the scaling function (7) implies that $\rho(t)^{1/\alpha}$ is an universal function of $t|\theta_c-\theta_{c,\text{crit}}|^{\nu_t}$. Upon rescaling $\rho(t)$ with $t^{\nu_t}$ and plotting it against $t|\theta_c-\theta_{c,\text{crit}}|^{\nu_t}$ with $\alpha$ and $\nu_t$ from Table I and $\theta_{c,\text{crit}}$ extracted as above, we find that the data for all $\theta_c$ collapse onto two universal curves, one for each phase. This is shown in the middle panels in Figs. 2 and 3 for $d = 1$ and $d = 2$ respectively, which confirms that the $\nu_t$ exponent is also the same as that of DP universality.

Finally, we consider the finite-size scaling at the critical point to point to the dynamical exponent $z$. At criticality, $\Delta = 0$, and hence the scaling function (7) implies that $\rho(t)^{1/\alpha}$ is an universal function of $tL^{-z}$. In the right panels of Figs. 2 and 3, we plot $\rho(t)^{1/\alpha}$ as a function of $tL^{-z}$ at $\theta_c = \theta_{c,\text{crit}}$ with $z$ from Table I and find that the curves for several $L$ collapse on top each other. This confirms that the dynamical exponent $z$ is also the same as that of DP universality.

The analyses presented in the three panels together in Fig. 2 for $d = 1$ and Fig. 3 for $d = 2$ thus show that the three exponents $\alpha$, $\nu_t$, and $z$, and hence by extension the three independent exponents $\beta$, $\nu_c$, and $\nu_t$ for our constraint-induced dynamical phase transition are the same as those for DP universality class. We therefore conclude that the transition lies in the same universality—this constitutes the central result of this work.
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STATISTICAL IRRELEVANCE OF RARE ACTIVE SITES

In this section, we will discuss the additional absorbing states which have rare active sites and show that they are statistically irrelevant for the scaling near the transition. We start with arguing how these rare active sites can persist for arbitrarily large times. Here we restrict to 1+1D; generalisations to 2+1D are straightforward.

Consider a segment of 2r+1 sites centred at \(i\), labelled by \(i\), \(i \pm 1 \cdots i \pm r\), such that \(S_i^z(t) < \cos \theta_c\) whereas \(S_{i \pm l}^z(t) > \cos \theta_c\) for \(l = 1, \cdots, r\). This automatically means that all sites in this segment are inactive except for the sites at \(i \pm 1\). This activity pattern is infinitely long-lived if the dynamics, (2), given by

\[
\tilde{S}_{i \pm 1}(t + mT) = [R_x[\gamma_{x,i \pm 1}(t)]R_z[\gamma_{z,i \pm 1}(t)]]^n\tilde{S}_{i \pm 1}(t),
\]

with

\[
\gamma_{x,i \pm 1}(t) = \left[ S_i^x(t) + S_{i \pm 2}^x(t) + h \right]T/2,
\]

\[
\gamma_{z,i}(t) = gT/2
\]

is such that

\[
S_{i \pm 1}^z(t + mT) < \cos \theta_c\quad \forall 1 \leq m \leq n,
\]

and

\[
[R_x[\gamma_{x,i \pm 1}(t)]R_z[\gamma_{z,i \pm 1}(t)]]^n = I_3.
\]

In other words, such an activity profile, \(\cdots 0010100\cdots\), can persist for arbitrarily long times (and hence is an absorbing state) if the dynamics of the two active spins separated by one and surrounded by inactive spins are such that they form a \(n\)-cycle and the two spins stay inside the constraining sector throughout the cycle. We next provide numerical evidence for this mechanism.

In Fig. S1(left) we show the activity map for a randomly chosen initial state the dynamics for which exhibits such rare active sites in the absorbing state. The inset shows that the active sites indeed appear in pairs separated by one inactive site in the middle and surrounded also by inactive sites. In Fig. S2, we plot the trajectories of the two active spins show in the inset of Fig. S1(left) on the unit sphere. The trajectories indeed form closed curves which reside entirely in the constrained sector of the sphere indicated by the red shade. These two numerical results show that the mechanism discussed above is indeed the one that gives rise to additional absorbing states with active sites.

Let us now discuss the implications (or absence thereof) of these absorbing states for the scaling analyses. In the main text, the results for the average density of active sites and its scaling analyses treated these additional absorbing states on the same footing as the absorbing state with \(\sigma_i = 0\ \forall \ i\); to compute the average \(\rho(t)\) an unbiased average was performed over random initial conditions whose absorbing states may or may not contain these rare absorbing states.

What we find is that the results remain virtually unchanged if these persistent active sites are treated as inactive sites. The rationale behind this is that in the frozen phase, these active sites cannot grow into larger percolating clusters and the activity pattern of \(\cdots 01010\cdots\) persists – they are effectively inactive sites as far as cluster growth is considered. To make this quantitative, we identify these active sites for each initial condition by

FIG. S1. Left: The activity map for a randomly chosen initial condition the absorbing state for which has rare active sites. The inset shows a zoom which shows that the active sites appear in isolated pairs with a single inactive site separating them. Right: The same map as the left panel except the persistent active sites have been identified and rendered inactive. Results for \(L=1024\) and \(\theta_c/\pi = 0.53\).

FIG. S2. The trajectories of two active spins (black and white) on the unit sphere which correspond to the ones shown in the inset of Fig. S1(left), form cycles while staying completely within the constrained sector denoted by the red shade.
The dynamical rules in Eq. (S5) imply that if a site is active at time \( t \), then at time \( t + 1 \) it goes into the constraining cone with probability \( p \) and out of the cone with probability \( 1 - p \). The probability \( p \) then in some sense plays the same role as the angle \( \theta_c \). A larger \( \theta_c \) would mean that it is more likely that under dynamics the spin enters the cone implying a larger \( p \). Therefore, for this model, \( p \) plays the role of the tuning parameter for the transition.

As in the main text, we start from an all active initial condition, \( \tau_i(0) = 1 \) for all \( i \) which also implies \( \sigma_i(0) = 1 \). We run the dynamical rules over several realisations and compute the average activity \( \rho(t) = N^{-1} \sum_i \langle \sigma_i(t) \rangle \).

We perform the same scaling analyses as in the main text; the results are shown in Fig. S4. The excellent scaling collapse of the data with the DP exponents (see Tab. I) provides clear evidence that the transition in this stochastic model lies in the DP universality class.

FIG. S3. Results for modified density of active sites, \( \rho'(t) \) where rare persistent active sites in the absorbing states are rendered inactive by hand. The white dashed lines show the corresponding data for \( \rho(t) \) which are almost indistinguishable. The scaling collapse with the DP exponents, as in Fig. 2, is again excellent indicating that the rare active sites are irrelevant for the results of the scaling analysis. Results for \( L = 2048 \).

The right panel in Fig. S1 illustrates the result of this process for the activity map shown in the left panel; the activity map stays the same except the persistent active sites in the absorbing states are rendered inactive. The probability \( p \) is again used to compute the average density of active sites, and denote it by \( \rho'(t) \) [the primed notation distinguishes it from the original \( \rho(t) \)]. We show the results for \( \rho'(t) \) and its scaling analysis in Fig. S3. The results are almost identical, quantitatively, to those of \( \rho(t) \) and consequently, show excellent scaling collapse with the DP exponents as in Fig. 2. This shows that the additional absorbing states with rare active sites are irrelevant for the scaling analyses near the transition.

STOCHASTIC CONSTRAINED DYNAMICS

In this section, we discuss the 1+1D stochastic model discussed in the main text as a coarse-grained version of the spin system. We find that this stochastic model also has a dynamical phase transition which lies in the DP universality class.

The dynamics is defined in terms of two Boolean variables, \( \tau_i \) and \( \sigma_i \), on site \( i \). \( \tau_i = 1/0 \) is a proxy for the spin at site \( i \) being outside/inside the constraining cone and \( \sigma_i \equiv \text{OR}[\tau_{i-1}, \tau_{i+1}] \) is a proxy for the activity of the site. The stochastic dynamics are given by

\[
\tau_i(t + 1) = \sigma_i(t)\eta_i + \left[1 - \sigma_i(t)\right]\tau_i(t), \tag{S5}
\]

where \( \eta_i \)'s are independent random numbers, \( \eta_i \sim \begin{cases} 0; & \text{probability } p \\ 1; & \text{probability } 1 - p \end{cases} \) \tag{S6}. The dynamical rules in Eq. (S5) imply that if a site is active at time \( t \), then at time \( t + 1 \) it goes into the constraining cone with probability \( p \) and out of the cone with probability \( 1 - p \). The probability \( p \) then in some sense plays the same role as the angle \( \theta_c \). A larger \( \theta_c \) would mean that it is more likely that under dynamics the spin enters the cone implying a larger \( p \). Therefore, for this model, \( p \) plays the role of the tuning parameter for the transition.

As in the main text, we start from an all active initial condition, \( \tau_i(0) = 1 \) for all \( i \) which also implies \( \sigma_i(0) = 1 \). We run the dynamical rules over several realisations and compute the average activity \( \rho(t) = N^{-1} \sum_i \langle \sigma_i(t) \rangle \). We perform the same scaling analyses as in the main text; the results are shown in Fig. S4. The excellent scaling collapse of the data with the DP exponents (see Tab. I) provides clear evidence that the transition in this stochastic model lies in the DP universality class.

FIG. S4. Results for the scaling analyses for the stochastic constrained dynamics defined in Eq. (S5). Top left: The density of active sites, \( \rho \), as a function of \( t \) for different values of \( p \). At the critical point, \( \rho \) decays as a power law, \( t^{-\alpha} \) with \( \alpha = 0.159 \) consistent with DP in 1+1D (black dashed line). Top right: Plotting \( \rho(t) \) as a function of \( t[p - p_c]^{\nu} \) with \( p_c = 0.5413 \) and the DP exponents \( \alpha = 0.159 \) and \( \nu = 1.734 \) shows a perfect collapse. Bottom: Finite-size scaling at the critical point by plotting \( \rho(t) \) against \( tL^{-z} \) with the DP universality exponent, \( z = 1.581 \), again shows excellent collapse.