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Abstract
Sparse tensors appear frequently in distributed deep learning, either as a direct artifact of the deep neural network’s gradients, or as a result of an explicit sparsification process. Existing communication primitives are agnostic to the peculiarities of deep learning; consequently, they impose unnecessary communication overhead. This paper introduces DeepReduce, a versatile framework for the compressed communication of sparse tensors, tailored for distributed deep learning. DeepReduce decomposes sparse tensors in two sets, values and indices, and allows both independent and combined compression of these sets. We support a variety of common compressors, such as Deflate for values, or run-length encoding for indices. We also propose two novel compression schemes that achieve superior results: curve coding for indices. We also propose two novel compression schemes that achieve superior results: curve coding for indices. We also propose two novel compression schemes that achieve superior results: curve coding for indices. We also propose two novel compression schemes that achieve superior results: curve coding for indices. We also propose two novel compression schemes that achieve superior results: curve coding for indices.

1 Introduction
Training complex deep neural networks (DNNs) with large datasets, requires distributed computing infrastructure. A cluster of powerful compute nodes, each equipped with one or multiple accelerators (e.g., GPUs), independently process partitions of the data, and synchronize regularly by exchanging the model parameters or the gradients. Data exchange results in network bottleneck [51, 55, 59] that becomes more prominent for larger DNNs (e.g., GPT-3 [13]) has $3 \cdot 10^8$ to $175 \cdot 10^8$ parameters, and for higher ratios of computation to communication speed (e.g., faster GPUs such as the NVidia A100).

Lossy compression is commonly employed to alleviate the network bottleneck. Intuitively, the stochastic nature of the training optimization algorithm (e.g., some variant of Stochastic Gradient Descend [58]), tolerates the small information loss introduced by lossy compression. Three main families of compression methods exist (refer to [75] for a survey): (i) Quantization [7, 11, 20, 44, 617], where each tensor element is replaced by a lower precision one (e.g., float8 instead of float32), to achieve in practice compression ratios in the order of 4x to 8x [75]. (ii) Sparsification [5, 49, 63, 65, 68, 72], where only a few elements (e.g., top-r or random-r) of the tensor are selected; it can achieve compression ratios of 100x or more. (iii) Hybrid methods [10, 37, 48, 64], which combine quantization with sparsification to achieve higher compression ratios.

Consequently, the data exchanged during the training of DNN often correspond to sparse tensors, that is, tensors with many zero-value elements. Sparse tensors may: (i) be generated explicitly by sparsification; or (ii) be direct artifacts of the training process; for instance, the gradients of the NCF model [32] consist of roughly 40% zero elements (Section 6).

Figure 1. (a) Dense tensor format needs 256 bits; (b) sparse (key,value) form also needs 256 bits; (c) our method sends parameters a and b as well as an 8-bit string, i.e., 72 bits in total.

\[ \text{Figure 1: (a) Dense tensor format needs 256 bits; (b) sparse (key,value) form also needs 256 bits; (c) our method sends parameters a and b as well as an 8-bit string, i.e., 72 bits in total.} \]

\[ \text{Table 1: Insertion of a zero element (i.e. value 0) in a 32-bit floating point number.} \]

\[ \text{Table 2: Insertion of a non-zero element (i.e. value 1) in a 32-bit floating point number.} \]
The example demonstrates the significant margin for additional compression for sparse tensors. Recent works (e.g., SKCompress [39]) take advantage of these opportunities, but rely on a tightly coupled index and value compression algorithm that benefits only some scenarios (see Section 6). In practice there are complex trade-offs among data volume, model accuracy and computational overhead, in conjunction with system aspects, such as the network bandwidth and the communication library (e.g., NCCL [2] or Gloo [30]). Given that no solution fits all scenarios, practitioners need flexibility to adjust the way sparse tensors are compressed and transmitted, for each particular DNN model and system architecture.

In this paper, we propose DeepReduce, a framework for transmitting large sparse tensors through the network, tailored for distributed DNN training. DeepReduce decomposes the sparse tensor into two parts, indices and values, and allows for both independent and combined compression. By decoupling indices from values, it enables the effortless combination of a variety of compressors in a way that benefits each particular DNN and training setup. DeepReduce resides between the machine learning framework (e.g., TensorFlow, PyTorch) and the communication library. It exposes an easy-to-use API that encapsulates a variety of existing methods, such as Run Length [74] and Huffman encoding [36] for index compression; as well as Deflate [21] and QSGD [7] for value compression. DeepReduce also provides an index reordering abstraction, which is useful for combining value with index compressors. Moreover, we develop two novel compressors for sparse tensors: (i) a Bloom filter-based index compressor that reduces the size of keys by 50%, compared to the traditional \((key, value)\) sparse representation; and (ii) a value compressor based on polynomial or double exponential curve fitting that reduces the values array to just a few parameters. Both of our compressors do not affect the quality of the trained model.

Our contributions include: (i) Our DeepReduce framework, described in Section 3; our code is available at https://github.com/hangxu0304/DeepReduce. (ii) Our novel index and value compressors, introduced in Sections 4 and 5, respectively. (iii) A comprehensive evaluation on a variety of large-scale models (Section 6) focused on practical applicability issues.

2 Background

Notations. By \(|d|\) we denote the set of \(d\) natural numbers \(\{1, 2, \cdots, d\}\). To denote the cardinality and complement of a set \(X\), we use \(|X|\) and \(X^c\), respectively. \(x[i]\) denotes the \(i^{th}\) component of vector \(x\). By \(x_i \in \mathbb{R}^d\) we denote a \(|d|\)-sparse vector, where \(I \subseteq [d]\) is its support. \(||x||_2\) and \(||x||_{\infty}\) denote the \(l_2\) and \(l_\infty\) norm of a vector \(x\), respectively.

Compressed distributed training via SGD. In DNN training (back-propagation) with \(n\) workers (i.e., compute nodes), to update the model parameter \(x\), each worker \(i\), at each iteration, calculates a stochastic gradient \(g_i\) by processing an independent batch of data. Often, for efficient communication, the gradient is compressed to \(\hat{g}_i\) and is communicated to all workers, either through a parameter server [56], or through a peer-to-peer collective, like Allreduce [62]. The aggregated gradient \(\hat{g}_t = \frac{1}{n} \sum_{i=1}^{n} g_i\) is then transmitted to all workers, who update the parameters of their local model via: \(x_{t+1} = x_t - \eta \hat{g}_t\), where \(\eta\) is the learning rate; the process repeats until convergence. The compressed gradient \(\hat{g}_t\) is generated by a random operator \(C(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^d\) called Compressor [63], that satisfies \(\mathbb{E}_C[x - C(x)]^2 \leq \Omega\|x\|^2\), where \(\Omega > 0\) is the compression factor and the expectation is taken over the randomness of \(C\). If \(\Omega = 1 - \delta\) and \(\delta \in (0, 1]\), \(C\) is a \(\delta\)-compressor, denoted by \(C_{\delta}\).

Sparsification. A rank-1 tensor that has mostly zero components is said to be sparse. Many modern DNNs are inherently sparse [19, 41] and so are their gradients. Sparse gradients can also be generated by a compressor that sparsifies [49, 65, 68, 72] the gradient \(g\) to generate \(\hat{g} \in \mathbb{R}^d\): \(\hat{g} = g - q(\hat{g})\), where \(q\) is a support set of \(\hat{g}\) such that \(\hat{g}\) is \(r\)-sparse if and only if \(|S| = r\). Two common sparsifiers are Random-\(r\) [63] and Top-r [5, 8]; both are \(\delta\)-compressors.

Run Length Encoding (RLE) [74] is a lossless compressor in which consecutive occurrences of symbols are encoded as \((frequency, symbol)\) tuples. For example, string “aaaaaab” is encoded as: \((4, \text{“a”}), (1, \text{“b”}), (2, \text{“a”})\). RLE is used to compress large sequences of repetitive data. In this work, we employ bit-level RLE, where symbols are 0 or 1, for index compression.

Huffman encoding [36] is a lossless scheme that assigns the optimal average code-length prefix codes, using a greedy algorithm to construct a Huffman code tree. Higher frequency symbols are encoded with fewer bits. For instance, string “aaabaaacababa” generates mapping (“a”**, “b”, “c”**) → (0, 10, 11) resulting to the following encoding: 0000100110010100. Huffman encoding has been used to compress DNN weights [29, 31], as well as sparse gradient indices (e.g., SKCompress [39]).

Bloom Filter [12] is a probabilistic data structure that represents the elements of a set \(S\). Initially, it is a bit string \(B\) of \(m\) bits, all set to 0. To insert an element \(y_i \in S\) in the Bloom filter, we apply \(k\) independent hash functions \(h_i\) on \(y_i\). Each \(h_i\) yields a bit location in \(B\), and changes that bit to 1. To query if \(y_i \in S\), we apply all \(k\) hash functions on it. If \(h_i(y_j) = 0\) for any \(i \in [k]\), then the element surely does not belong to \(S\) (i.e., no false negatives). In contrast, if \(h_i(y_j) = 1\) for all \(i \in [k]\), then \(y_j\) may or may not belong to \(S\) (i.e., possible false positives). The false positive rate (FPR) [12] of \(B\) is: \(\epsilon = (1 - e^{-kIS/mk})\). Figure 2 illustrates a Bloom filter \(B\) with \(m = 12\) bits and \(k = 3\) hash functions, representing a set \(S = \{y_1, y_2, y_3\}\). During querying, \(y_1\) and \(y_2\) are correctly identified as belonging (i.e., true positive) and not belonging (i.e., true negative) to \(B\), respectively. In contrast, \(y_3\) is wrongly identified (i.e., false positive) as belonging to \(B\).

3 System Architecture

DeepReduce is optimized for data parallel distributed DNN training. It resides between the machine learning framework (e.g., TensorFlow, PyTorch) and the communication library, and is oblivious to the communication topology (e.g., parameter server, or Allreduce peer-to-peer collective). DeepReduce offers a simple API whose functions can be overridden to implement, with minimal effort, a wide variety of index and value compression methods for sparse tensors. The system architecture is shown in Figure 3. At the transmitting worker
side, the input to DeepReduce is a sparse tensor, which is fed directly from the ML framework, for the case of inherently sparse models; or, is generated by an explicit sparsification process. In our implementation, we employ the GRACE [75] library for the sparsification operation, since it includes many popular sparsifiers; other libraries can also be used.

Sparse tensors are typically represented as (key, value) tuples. DeepReduce decouples the keys from the values and constructs two separate data structures. Let $g \in \mathbb{R}^d$ be the sparse gradient, where $d$ is the number of model parameters and $\|g\| = r$ is the number of nonzero gradient elements. Let $S$ be the set of $r$ indices corresponding to those elements. DeepReduce implements two equivalent representations of $S$: (i) an array of $r$ integers; and (ii) a bit string $B$ with $d$ bits, where $B_i = 1$ if and only if $g[i] \neq 0$. The two representations are useful for supporting a variety of index compressors; for example, the bit string representation is used by RLE [15]. The Index Compression module, depicted in Figure 3, encapsulates the two representations and implements several algorithms for index compression, including our Bloom filter-based proposal, the existing RLE and Huffman encoders and an option to bypass index compression. Note that DeepReduce supports both lossless (e.g., RLE) and lossy (e.g., Bloom filter-based) compressors.

The Value Compression module receives the sparse gradient values and compresses them independently. Several compressors, such as Deflate [21] and QSGD [7], are implemented, in addition to our own polynomial and exponential curve fitting-based methods. Again, there is an option to bypass value compression. Some value compressors (e.g., our own proposals), require reordering of the gradient elements, which is handled by the Index reorder module. DeepReduce then combines in one container the compressed index and value structures, the reordering information and any required metadata; the container is passed to the communication library.

The receiving worker, at the right of Figure 3, mirrors the structure of the transmitter, but implements the reverse functions, that is, index and value decompression, and index reordering. The reconstructed sparse gradient is routed to GRACE for de-sparsification, or is passed directly to the ML framework. It is worth mentioning that DeepReduce is general enough to represent popular existing methods that employ proprietary combined value and index compression. For example, SKCompress [39] can be implemented in DeepReduce as follows: SketchML plus Hu [42] for the sparsification operation, since it includes many popular sparsifiers; other libraries can also be used.

4 Bloom Filter for Indices

This section introduces our novel Bloom filter-based, lossy index compressor. Recall that $S$ is the set of $r$ indices (i.e., $|S| = r$) corresponding to the nonzero components of sparse gradient $g$. Let us insert each item of $S$ into a Bloom filter $B$ of size $m$, with $k$ hash functions, as shown in Figure 2.

**Naive Bloom filter.** Let $V$ be an array of size $r$ containing the elements of $g$ that are indexed by $S$; formally: $V(i) = g[i]$. DeepReduce transmits $V$ and $B$. The receiver initializes $ptr = 1$ and reconstructs the gradient as follows:

\[
\begin{align*}
  1 & \text{ for } i = 1 \text{ to } d \text{ do } \forall \text{ all elements of gradient } \hat{g} \in \mathbb{R}^d \quad \forall \text{ all elements of gradient } \hat{g} \in \mathbb{R}^d \\
  2 & \text{ if } i \in B \text{ then } \hat{g}[i] = V[ptr]; ptr++ \text{; else } \hat{g}[i] = 0 \\
\end{align*}
\]

If $B$ were lossless, the above mentioned algorithm would have perfectly reconstructed the gradient. However, in practice Bloom filters exhibit false positive (FP) responses. Assume a single FP at $ptr = j$; then, for $j < ptr < r$, every $V[ptr]$ value will be assigned to the wrong sparse gradient element. Therefore, FPs cause a disproportionately large error to the reconstructed sparse gradient, significantly affecting the quality of the trained model, as we show in Section 6.1.

**No-error approach: Policy P0.** To address the drawback of the naive approach, let us initialize set $P = \emptyset$ and slightly modify the previous reconstruction algorithm:

\[
\begin{align*}
  1 & \text{ for } i = 1 \text{ to } d \text{ do } \forall \text{ all elements of gradient } \hat{g} \in \mathbb{R}^d \\
  2 & \text{ if } i \in B \text{ then } \text{insert } i \text{ in } P \\
\end{align*}
\]

Now $P$ contains the union of the true and false positive responses of $B$. The transmitting worker can execute this algorithm and determine $P$ prior to any communication. With that information, it constructs array $V$ as follows: $V(i) = g[P[i]]$. Essentially, $V$ contains the gradient elements that correspond to both true and false positives. Therefore, the receiving worker can reconstruct perfectly the sparse gradient. The trade-off is increased data volume, since the size of $V$ grows to $|P| \geq r$. In our technical report [45] we show that $|P|$ is at most $r + (\frac{1}{e})^{\frac{d}{k}}(d - r)$, where $e$ is the false positive rate, and approaches to $r$ as $e \to 0$. 

Figure 2: Bloom filter example.

Figure 3: System architecture. The DeepReduce framework is highlighted in blue.
The GRACE [75] sparsification library allows to use the original dense gradient $g$, instead of $\hat{g}$, to populate $V$. Consequently, all elements corresponding to false positives (i.e., set $P - S$) receive the original, instead of zero values. In [45] we show that for a $\delta$-compressor $C_\delta$, there exists $\beta \in [0,1]$, $\beta \geq \delta$ such that the compression error due to gradient $C_{P0,\delta}(g)$ resulted from policy P0, is $\mathbb{E}[|g - C_{P0,\delta}(g)|^2] \leq (1 - \beta)|g|^2$. In practical terms, we show in our experiments that the quality of the trained model when we use a Bloom filter with policy P0, is as good or better than that of the initial sparsity.

**Random approach:** Policy P1. To address the increased data volume issue of policy P0, this policy defines a new set of indices $\hat{S} \subseteq P$, where $|\hat{S}| = r$. $\hat{S}$ is generated by randomly selecting $r$ elements from $P$. Consequently, array $V$ is constructed as $V_i \in [1, r]: V_i = g[S[i]]$ (recall that GRACE allows access to the original gradient $g$). Since $\hat{S} \neq \emptyset$ in general, we expected the error to be affected. Let $k_1 = |\hat{S} \cap S|$ and assume that the input gradient is inherently sparse, i.e., sparsifier $C_\delta$ is the identity function $I_g$. For the combined compressor $C_{P1,\delta}$, we show [45] that $\mathbb{E}[|g - C_{P1,\delta}(g)|^2] = (1 - \frac{2k_1}{r})|g|^2$; that is, policy P1 creates a lossy compressor with compression factor as good as Random-$k_1$. In practice, DeepReduce allows $C_\delta$ to be any sparsifier (e.g., Top-$r$ [5, 8]). In this case, policy P1 is essentially equivalent to a combined sparsifier, similar to Elbí et al. [25] and Barnes et al. [9]. For a detailed analysis and proofs of error bounds, refer to our technical report [45].

**Conflict sets:** Policy P2. The previous policies represent two extremes: P0 eliminates errors but increases the amount of transfer data, whereas P1 sends fewer data but may introduce errors. Here, we propose policy P2, which transmits a modest amount of additional data compared to P1, and is close to P0 in terms of error. Similar to P1, this policy generates a set $\hat{S} \subseteq P$, but makes better probabilistic choices. Intuitively, false positives are due to collisions in the Bloom filter, resulting in conflicts. Policy P2 groups all items of $P$ into conflict sets. Two elements $x$ and $y$ belong to a conflict set $C_j$ if $x, y \in P$ and $h_t(x) = h_t(y) = j$ for $t, t' \in [k]$, where $j$ is the $j$th bit of $B$ and $\bigcup_j C_j = P$. Figure 4 shows an example, with 4 items and 3 hash functions; item $x_2$ is a false positive and there exist 8 conflict sets. If a set $C_j$ contains only one item, it is guaranteed to be a true positive, so it is added to $\hat{S}$. Else, if $C_j$ contains many items, a random subset is inserted into $\hat{S}$. Therefore, it is possible that some false positives are included in $\hat{S}$, but the probability is smaller, compared to policy P1.

Figure 4: Policy P2, with 3 hash functions and 8 conflict sets.

Algorithm 1: Construct bloom filter for policy BF-P2

| Input: Bloom filter $\mathcal{B}$ of size $m$, $k$-hash functions $h_i$, gradient dimensionality $d$, empty set $P$, empty conflict sets $C_j$, target number of decompressed indices $r$ |
| Output: A set of decompressed indices $\hat{S}$ |

1. for $i = 1$ to $d$ do
2. all elements of gradient $\hat{g} \in \mathbb{R}^d$
3. if $i \in \mathcal{B}$ then
4. insert $i$ in $P$
5. for each $x \in P$ do
6. if $i = 1 \wedge x$ do
7. insert $x$ in $C_{j(x)}$
8. Sort conflict-sets in $C$ by their sizes in ascending order
9. while $\text{size}(\hat{S}) < r$ do
10. for each $C_j \in C$ do
11. if $|C_j| = 1$ then
12. Insert $C_j$ in $\hat{S}$; Remove $C_j$ from $C$
13. else
14. Remove from $C_j$ items that exist in $\hat{S}$
15. Insert into $\hat{S}$ a random item from $C_j$
16. return $\hat{S}$

sets $C_{1-\ldots j}$, where $j$ is equal to the number of “1”s in $\mathcal{B}$. For lack of better information, we assume that the true positives are uniformly distributed across the conflict sets; therefore, the probability of drawing a true positive out of a smaller conflict set is higher. To prioritize such sets, Line 5 sorts $C_{1-\ldots j}$ in ascending size order. Then, lines 6-11 repeatedly draw items out of the conflict sets until the size of $\hat{S}$ reaches our target size $r$. If a set $C_j$ is initially a singleton, its item is a true positive; thus it is added to $\hat{S}$. Else, we remove from $C_j$ any items that already exist in $\hat{S}$ (observe there may be duplicates among conflict sets), and add randomly a remaining item to $\hat{S}$.

**Implementation on GPUs and CPUs.** We provide an efficient GPU implementation of Bloom filters on PyTorch. During construction, many items can be inserted in parallel without locking; since collisions do not cause inconsistency. Since the domain $[d]$ of the hash functions is finite, we precompute a 2D lookup table $\mathbb{Z}^{d \times k}$, for each possible input of all hash functions. We store $\mathbb{Z}$ in the GPU memory, allowing us to insert items in the Bloom filter using only lookup operations. $\mathbb{Z}$ occupies around 1.5MB for ResNet-20 and 1GB for NCF; note that this optimization may not be feasible for very large models. Querying is also implemented in the GPU. If an item $i$ belongs to the Bloom filter, then $\mathcal{B} | h_1(i) + \mathcal{B} | h_2(i) + \mathcal{B} | h_3(i) + \cdots + \mathcal{B} | h_k(i) | = k$. The summation can be executed in parallel with each hash function reduced to a lookup in $\mathbb{Z}$. Moreover, many such queries can be run concurrently. Although the basic Bloom filter is implemented on GPUs, complex policies, like P2, require programming flexibility. For this reason, we provide CPU implementations on PyTorch, using library pybloomfilter [3]; and on TensorFlow using the C++ extension to create custom operators.

5 Curve Fitting for values

We propose a novel curve fitting-based approach for the independent compression of gradient values. Figure 5 shows, in light blue, the gradient values for one layer of ResNet20 on CIFAR-10. By sorting those values, we obtain a smooth curve that can be approximated by a set of functions. This results to high compression ratios, even after considering the overhead of the mapping from the original to the sorted order.
Formally, let $g$ be the original gradient and $C_S(g)$ be the sparse gradient resulting from a $\delta$-sparsifier. We sort the values of the nonzero components of $C_S(g)$ in descending order and denote as $C_S(g)$. Let $g_t$ be the gradient estimate at iteration $t$ of a DNN training, and let $C_S(g_t) \in \mathbb{R}^d$ follow the hierarchical model: $C_S(g_t) = \nabla f_t + \sigma e$, where $\xi_t \sim N(0, \sigma_t^2)$, $\nabla f_t \in \mathbb{R}^d$ is the sorted oracle gradient and $\sigma$ is a vector of knots. The model is commonly used in signal processing for approximation problems \cite{4, 40, 46}. With these assumptions, we show how to fit regression models on $D = [1, C_S(g_t)[1]]^T$, and calculate the fitting error.

**Piece-wise approximation.** For piece-wise approximation, we split the sorted curve into segments and fit each segment individually. We explain how this is done for the positive sorted values; similar idea applies to the negative sorted values. Let the whole gradient be sorted in descending manner; set $[I]$ corresponds to indices of the sorted positive values and $[d] \setminus [I]$ to the sorted negative values. Let $y = mx + c$ be the line joining $(1, C_S(g)[1])$ and $(1, C_S(g)[I])$. Calculate $d_i := (y_t - C_S(g)[I_i])^2$, where $y_t = mi + c$. Choose the sorted gradient component that corresponds to $\max_{i \leq I} d_i$ as the segmentation point. The process continues until the desired number of segments is reached. We stop segmentation if the number of points in a segment is less than $(n' + 1)$, where $n'$ is the degree of the polynomial used to fit on each segment.

**Polynomial regression.** Over each segment, we apply polynomial regression. As it is well-known (cf. \cite{17}), piece-wise polynomial regression (least squares approximation) with free knots is a difficult theoretical problem and is of current research interest. Although there exist algorithms to numerically find the optimal solution, most are computational intensive which makes them not suitable for our use at each iteration of DNN training. We thus propose a simplified way of polynomial regression (as described before and then follow it by a regression).

---

**Figure 5:** Piece-wise (8 pieces) value fitting on a convolution layer gradient of ResNet20 (on CIFAR-10).

---

5.1 Combined index and value compression

To combine Bloom filter-based with curve fitting-based compression, first observe that neither method is order preserving. Therefore, we need a mapping from the original to the final position of each value. This corresponds to a 1D vector with $1-d$, where $d$ is the size of sparse gradient. Since now the maximum element in this mapping vector is $d$, we encode their each element using $\log_2(d)$ bits. For our experiments, this corresponds to 16 bits for ResNet50 and 19 bits for NCF, which is a significant gain compared to the usual int32 format.
were generated by Top-2, we opt for best accuracy. Memory compensation is enabled (Section 4), achieves much lower accuracy, justifying the need for our proposed policies. Similar results were observed for DenseNet40-K12; refer to our technical report [45].

6.3 DeepReduce vs stand-alone methods

DeepReduce is designed to work either in conjunction with a sparsifier (e.g., Top-\(r\)), or with inherently sparse gradients. To contrast with the common practice, we compare DeepReduce against state-of-the-art stand-alone gradient compressors [75] that are applied directly on the original gradient.

Table 1: Summary of the benchmarks and datasets; last column shows the best quality achieved by the no-compression baseline.

| Type  | Model               | Task                  | Dataset               | Parameters | Optimizer | Platform | Metric   | Baseline     |
|-------|---------------------|-----------------------|-----------------------|------------|-----------|----------|----------|--------------|
| CNN   | ResNet-20 [42]      | Image classif.        | CIFAR-10 [46]         | 269,722    | SGD-M     | TFlow    | Top-1 Acc. | 90.94%       |
|       | DenseNet40-K12 [35] | Image classif.        | CIFAR-10 [46]         | 357,491    | SGD-M     | TFlow    | Top-1 Acc. | 91.76%       |
|       | ResNet-50 [42]      | Image classif.        | ImageNet [18]         | 25,557,032 | SGD-M     | TFlow    | Top-1 Acc. | 73.78%       |
| MLP   | NCF [32]            | Recommendation        | Movielens-20M [52]    | 3,182,577  | Adam      | PyTorch  | Best Hit Rate | 94.97%       |

Figure 6: Summary of the benchmarks and datasets; last column shows the best quality achieved by the no-compression baseline.

6.1 Bloom filter-based index compression

Effect of false positive rate (FPR). We train ResNet-20 on CIFAR-10 on 8 nodes for 328 epochs and measure the top-1 accuracy and the amount of transferred data. Our baseline transmits the original uncompressed gradients. To generate sparse gradients, we employ the Top-\(r\) [6] and Rand-\(r\) [63] sparsifiers; each achieves different accuracy [75]. We vary FPR and measure its effect; smaller FPR corresponds to larger bloom filter. The results for our three index compression policies are shown in Figure 6. Recall (Section 4) that policy BF-P0 transmits extra data for each false positive index. The advantage, as shown in Figure 6a is that accuracy is only marginally affected by FPR, irrespectively of the gradient sparsifier (i.e., Top-\(r\) or Rand-\(r\)). The disadvantage is that the amount of transferred data increases with higher FPR; if it is high enough (e.g., more than 0.004 in our figure), then BF-P0 transfers more data than the sparse input gradient. Policy BF-P1, on the other hand, resolves bloom filter conflicts randomly; as expected, Figure 6b confirms that the amount of transferred data decreases when FPR increases. The trade-off is that accuracy also decreases because more erroneous gradient elements are received. Fortunately, our next policy, BF-P2, improves this issue, as shown in Figure 6c; by resolving conflicts in an informed way. In a sense, BF-P2 combines the benefits of BF-P0 and BF-P1, while avoiding their pitfalls.

Convergence rate of each policy. Figure 7 depicts the convergence timeline for our three index compression polices for ResNet-20 on CIFAR-10; FPR is set to 0.001. We compare against the no-compression baseline, as well as the plain Top-\(r\) sparsifier. All our policies converge to the same top-1 accuracy as the no-compression baseline, but BF-P2 converges in fewer training epochs. It is worth noting that BF-P2 converges faster than the plain Top-\(r\) sparsifier, despite transmitting 33\% fewer data (refer to Figure 6c). We also compare against BF-naive (Section 4), achieves much lower accuracy, justifying the need for our proposed policies. Similar results were observed for DenseNet40-K12; refer to our technical report [45].

6.2 Curve fitting-based value compression

Figure 8 shows the converge timeline for our two curve fitting-based value compression methods, Fit-Poly and Fit-DExp, on ResNet-20 with CIFAR-10. The sparse input gradients were generated by Top-\(r\). Fit-Poly uses polynomials with degree 5 (i.e., 6 coefficients). Fit-DExp requires 4 coefficients without segmentation. Both methods converge to the same accuracy as the no-compression baseline; also, both converge in fewer steps than plain Top-\(r\). Fit-DExp has a slight advantage over Fit-Poly, in terms of convergence. Moreover Fit-DExp sends fewer data: it compresses the output of Top-\(r\) by roughly 50\%; whereas Fit-Poly compresses it slightly less, by around 40\%. The trade-off is the compression and decompression overhead: Fit-DExp is roughly 3.5\% slower than Fit-Poly. Details about the data volume and runtime are discussed in Figure 10 below.

6.3 DeepReduce on top of the Top-\(r\) sparsifier.

We consider two instantiations of DeepReduce: (i) DR\(_{BF-P2}\) that uses Bloom filter index compression with policy P2 and FPR = 0.001; and (ii) DR\(_{Fit-Poly}\) that uses value compression with polynomial fit. Both operate on the sparse tensor generated by Top-\(r\), with \(r = 1\). We compare against two stand-alone gradient compressors: SLC [48] with sparsification multiplier set to 1, and SketchML [37]; we use 2\(^b\) quantile buckets, since we opt for best accuracy. Memory compensation is enabled.
we show the data volume (relative to the no-compression baseline) separately for values and indices, for various instantiations of DeepReduce. We test ResNet-20 on CIFAR-10 and generate sparse tensors by Top-$r$. We compare against SKCompress, which also operates on the sparse tensor. For fairness, parameters are selected such that all methods achieve similar accuracy. Although the ratio of index over value data volume differs for each combination of DeepReduce, all versions transmit fewer data than plain Top-$r$. Interestingly, SKCompress performs the best; however, this depends on the particular model, as can be verified by the NCF results in Table 2.

Figure 10b shows, in logarithmic scale, the computational overhead of compression and decompression measured by the wall clock runtime. We implement all methods by utilizing the best available libraries either on CPUs or GPUs; we acknowledge there remains margin for improvement. Nonetheless, this experiment demonstrates the significant variation in terms of overhead among methods; for instance, SKCompress is 3 orders of magnitude slower, compared to DeepReduce.

Total training runtime. We demonstrate a realistic deployment by training NCF on ML-20m and measuring the total wall clock time. We employ gradient accumulation with 10 accumulations per iteration and 10\textsuperscript{th} local batch size. We use NCCL Allreduce for baseline communication, and NCCL Allgather for Top-$r$ ($r = 10\%$) and DeepReduce. We vary the network bandwidth from 100Mbps up to 10Gbps, and consider 32-bit and 16-bit training precision. Figure 11 shows the wall time, in three components: forward and back-propagation, encoding / decoding, and communication. Gradient compression is beneficial only when the ratio of communication over computation cost is high; this is consistent with the findings in [51, 55, 75].

Discussion. The previous experiment demonstrates that the practical benefit of any compressor, including DeepReduce, depends on multiple factors that affect the communication

---

**Table 2:** Inherently sparse model: NCF on ML-20m. Data volume is relative to baseline. DeepReduce performs the best.

| Method         | Relative Data Volume | Best Hit Rate |
|----------------|----------------------|---------------|
| Baseline       | 1                    | 0.9497        |
| DR Fit-Poly BF-P2 | 0.5879              | 0.9519        |
| SKCompress QSGD | 0.2175               | 0.9513        |
| DR BF-P0       | 0.2063               | 0.9496        |
over computation ratio. Those include the communication library (e.g., NCCL, Gloo), the implementation details of each compressor, the computing hardware (e.g., faster GPUs), possible accelerators (e.g., NICs with FPGAs), and others. Some applications are more suitable for gradient compression, such as Geo-distributed training [34] and Federated Learning [43], where network bandwidth is typically limited. The advantage of DeepReduce lies in its versatility to intermix various index and value compressors, e.g., it can combine a GPU implementation of QSGD (value quantization) with a streaming FPGA implementation of Bloom filter-based index compression.

7 Related Work

SketchML and SKCompress. In SketchML [37], the nonzero gradient elements are quantized into buckets using a non-uniform quantile sketch. The number of buckets is further reduced via hash tables that resolve collisions by a Min-Max strategy. The indices are compressed by a delta encoder. SKCompress [39] improves SketchML by additional Huffman coding on the bucket indices as well as the prefix of delta keys. Both of these methods can be viewed as special cases of DeepReduce.

Hybrid compressors. Qsparse local SGD [10] combines quantization with Top-$\tau$ or Random-$\tau$ sparsifiers. Strom et al. [64] and Dryden et al. [23] use a fixed and adaptive threshold, respectively, to sparsify. Elihol et al. [25] combine Top-$\tau$ with randomized unbiased coordinate descent. Barnes et al. in [9], perform a Top-$m$ selection of each local gradient and communicate $r < m$ randomly chosen components. Double quantization [76] is an asynchronous approach that integrates gradient sparsification with model parameter and gradient quantization. The output sparse gradient of hybrid methods can be the input to our framework; therefore, our work is orthogonal.

Quantization and encoding. Quantized gradients require efficient encoding. QSGD [7] and TernGrad [73] use Elias encoding, while Natural Compression [33] uses fixed length 8-bit codes. Gajjala et al. [28] use Huffman encoding, whereas Faghri et al. [26] use adaptive quantization with 3 bits.

Sparse tensor communication. Communication libraries typically transmit sparse tensors via Allgather [1], because the more efficient Allreduce collective only supports dense tensors. In contrast, ScaleCom [14] tailors Allreduce to sparse data. OmniReduce [27] also implements sparse Allreduce that sends the non-zero blocks to the workers in an all-to-all manner. SparCML [57] adaptively switches between Allreduce and Allgathet based on global gradient sparsity among the workers. SwitchML [60] is a hardware approach that aggregates the model updates in programmable network switches.

8 Conclusions

Sparse tensors are ubiquitous in distributed DNN training. DeepReduce integrates seamlessly with popular machine learning frameworks and provides an easy-to-use API for the effortless implantation of a wide variety of sparse tensor communication methods. We demonstrate the practical applicability of DeepReduce both by instantiating it with existing index and value compressors, as well as by implementing two novel methods: a Bloom filter-based index compressor and a curve fitting-based value compressor. DeepReduce targets large scale models, and can assist practitioners to lower the communication overhead for their specific distributed training pipeline.

Acknowledgments

Kelly Kostopoulos was supported by the KAUST Visiting Student Research Program. The computing infrastructure was provided by the KAUST Super-computing Lab (KSL).
References

[1] [n.d.] API — Horovod documentation. https://horovod.readthedocs.io/en/latest/api.html#module-horovod.tensordot.

[2] [n.d.] NCCL. NVIDIA Collective Communication Library. https://developer.nvidia.com/nccl.

[3] [n.d.] pybloomfilter library. https://axiak.github.io/pybloomfiltermap/

[4] [n.d.] A. Askell, V. Benjamini, D. L. Donoho, I. M. Johnstone, et al. 2006. Adapting to unknown sparsity by controlling the false discovery rate. The Annals of Statistics 34, 2 (2006), 584–653.

[5] [n.d.] A. Aji and Kenneth N. Heffernan. 2017. Sparse communication for Distributed Gradient Descent. In Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing. 440–445.

[6] [n.d.] Alp Fiker Aji and Kenneth N. Heffernan. 2017. Sparse communication for distributed gradient descent. arXiv preprint arXiv:1704.05021 (2017).

[7] [n.d.] Dan Alastur, Denjan Grulje, Jerry Li, Byta Tomiska, and Milan Vojnovic. 2017. OGSD: Communication-efficient SGD via gradient quantization and encoding. In Proc. of NeurIPS. 1709–1728.

[8] [n.d.] D. Alastur, T. Hofler, M. Johansson, N. Konstantinov, S. Khirirat, and C. Reagen. 2018. The Convergence of Sparsified Gradient Methods. In Proc. of NeurIPS. 5977–5987.

[9] [n.d.] Leighton, Patrice Audet, Hueyson A. Inan, Beiran Liik, and Ayre Oguz. 2020. "Top-k: A Statistical Estimation Approach to Distributed SGD." arXiv preprint arXiv:2005.10741 (2020).

[10] [n.d.] D. Basu, D. Data, C. Karakos, and S. Digvaji. 2019. Qsparse-loc SGD: Distributed SGD with Quantization, Sparsification, and Local Computations. In Proc. of NeurIPS.

[11] [n.d.] Jeremy Bernstein, Yu-Wang Wang, Kamvay Assizadehnebeli, and Animashree Anandkumar. 2018. SKINSGD: Compressed Optimisation for Non-Convex Problems: In International Conference on Machine Learning. 559–569.

[12] [n.d.] Andrei Broder and Michael Mitzenmacher. 2004. Network applications of bloom filters: a survey. Internet mathematics 1, 4 (2004), 485–505.

[13] [n.d.] Tom B Brown, Benjamin Cummins, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. 2020. Language models are few-shot learners. arXiv preprint arXiv:2001.01162 (2020).

[14] [n.d.] Chia-Yu Chen, Jamin Ni, Songtao Lu, Xiaodi Cui, Pin-Yu Chen, Xiao Xiao, Nanjiang Wang, Swagath Venkataramani, Vijayalakshmi Vashistha, and Tushar Krishna. 2016. Flutter: Scheduling tasks closer to data across geo-distributed datacenters. In Proc. of IEEE INFOCOM.

[15] [n.d.] Gao Huang, Zhuang Liu, Laurens van der Maaten, and Kilian Q. Weinberger. 2017. Densely Connected Convolutional Networks. In CVPR.

[16] [n.d.] D. A. Huffman. 1952. A Method for the Construction of Minimum-Redundancy Codes. The Bella 60, 9 (1952), 1098–1101.

[17] [n.d.] J. Jiang, F. Fu, T. Yang, and B. Cui. 2018. SketchML: Accelerated Distributed Machine Learning with Data Sketches. Proceedings of the ACM SIGKDD International Conference on Management of Data (2018). 1269–1284.

[18] [n.d.] Juwei Jiang, Fangcheng Fu, Tong Yang, and Bun Cui. 2018. SketchML: Accelerated distributed machine learning with data sketches. In Proceedings of the 2018 International Conference on Management of Data. 1269–1284.

[19] [n.d.] Juwei Jiang, Fangcheng Fu, Tong Yang, Yingxia Shao, and Bun Cui. 2020. SKCompression: compressing sparse and nonuniform gradient in distributed machine learning. The VLDB Journal (2020), 1–28.

[20] [n.d.] I. M. Johnstone. 1994. On minimax estimation of a sparse normal mean vector. The Annals of Statistics 22 (1994), 271–289.

[21] [n.d.] Rafal Jozefowicz, Oriol Vinyals, Mike Schuster, Noam Shazeer, and Yoshua Bengio. 2016. Exploring the limits of language modeling. arXiv preprint arXiv:1609.08144 (2016).

[22] [n.d.] H. Kaiming, Z. Xiangyu, R. Shaoqing, and S. Jian. 2016. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition. 770–778.

[23] [n.d.] Peter Kairouz, Brendan McMahan, Brendan Avent, Aurèlien Bellet, Melih Senbu, Anjum Nithin Bhojagi, Keith Bonawitz, Zachary Charles, Graham Cormode, Rachel Cummings, et al. 2019. Advances and open problems in federated learning. arXiv preprint arXiv:1912.04977 (2019).

[24] [n.d.] Sai Pranesh Kumar诫veddy, Quentin Rebjock, Sebastian Stich, and Martin Jaggi. 2019. Error Feedback Fixes SignSGD and other Gradient Compression Techniques. In Proceedings of the 10th International Conference on Machine Learning (Proceedings of Machine Learning Research), Vol. 97. 3252–3261.

[25] [n.d.] Kelly Kostopoulos, Hang Xu, Aritra Dutta, Xin Li, Alexandros Ntomlas, and Panos Kalnis. 2021. DeepReduce: A Sparse-tensor Communication Framework for Distributed Deep Learning. Technical Report. KAUST. https://github.com/kostopoulos/DeepReduce/blob/main/techreport.pdf.

[26] [n.d.] A. Krizhevsky and G. Hinton. 2009. Learning multiple layers of features from tiny images. Technical report, University of Toronto 1, 4 (2009).

[27] [n.d.] Hyonhoon Kim, David G. Andersen, and Michael A. Kaminsky. 2018. 3LC: Lightweight and Effective Traffic compression for distributed machine learning. arXiv preprint arXiv:1802.07569 (2018).

[28] [n.d.] Hyonhoon Kim, David G. Andersen, and Michael A. Kaminsky. 2019. 3LC: Lightweight and Effective Traffic Compression for Distributed Machine Learning. In The International Conference on Systems and Machine Learning (SysML). https://www.sysml.cc/doc/2019/32.pdf.

[29] [n.d.] Yujun Lin, Song Han, Huiyi Mao, and William Y. 2018. Deep Gradient Compression: Reducing the Communication Bandwidth for Distributed Deep Learning.

[30] [n.d.] L. Luo, J. Nelson, L. Cere, A. Planhansayer, and A. Krishnamurthy. 2018. PPlow: Rack-Scale Parameter Server for Distributed Deep Neural Network Training. In SoCC.

[31] [n.d.] M. Viole, et al. M. Viole. https://groupdocs.com/datasets/movielens/.

[32] [n.d.] NVIDIA deep learning examples [n.d.]. NVIDIA deep learning examples.

[33] [n.d.] Travis Oliphant. 2006–. NumPy: A guide to NumPy. USA: Trelgol Publishing.

[34] [n.d.] PyTorch. https://github.com/soumith/dcgan,tensorflow/modes

[35] [n.d.] LSTM-PTB. https://github.com/LSTM-PTB/lstm-ptime.

[36] [n.d.] Yuli Lin, Song Han, Huiyi Mao, and William Y. 2018. Deep Gradient Compression: Reducing the Communication Bandwidth for Distributed Deep Learning. Technical Report.
9 Appendix

9.1 Background

Figure 12 shows an example of distributed training for DNNs with compressed communication.

During the phase of decompression, we try to reconstruct the gradient components with respect to their true positions. The decompression by causing re-arrangements or shifts of decoded indices. Notice how the selection of one wrong index affects the decompression by causing re-arrangements or shifts of the reconstructed gradient components with respect to their true positions.

9.2 Bloom filter-based index compression

In this scope we explain Naive compression by a simple illustration.

**Naive compression.** The process we described is illustrated in Figure 13. We have a dense gradient represented as a sparse tensor in a key-value format. Notice that, the values in the sparse representation are sorted by their indices in an increasing order. The set, $S$ of keys is represented as a bloom filter. To communicate the sparse tensor we send both the values and the bloom filter. During the phase of decompression, we try to reconstruct $S$ by following the process we described. However, in this case, we manage to retrieve only 4 out of the 5 elements of $S$. Index 4 does not belong to $S$ and corresponds to a FP response. Mapping $M$ scans the communicated values in the order they arrive and assigns each one of them to the next larger index from the set of decoded indices. Notice how the selection of one wrong index affects the decompression by causing re-arrangements or shifts of the reconstructed gradient components with respect to their true positions.

![Figure 12: Distributed training from the perspective of $i$th computing node.](image)

![Figure 13: Bloom Filter—Naive Bloom Error](image)
10 Theoretical Insights

10.1 Inequalities used

(1) If \( a, b \in \mathbb{R}^d \) then the Peter-Paul inequality is: There exists a \( \xi > 0 \) such that
\[
\|a + b\|^2 \leq (1 + \xi)\|a\|^2 + (1 + \frac{1}{\xi})\|b\|^2.
\]

We generally use a relaxed version of the above inequality as follows:
\[
\|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2.
\]

(2) If \( a, b \in \mathbb{R}^d \) then there exists a \( \xi > 0 \) such that
\[
2\langle a, b \rangle \leq \xi\|a\|^2 + \frac{1}{\xi}\|b\|^2.
\]

(3) For \( x_i \in \mathbb{R}^d \) we have:
\[
\|\sum_{i=1}^{n} x_i\|^2 \leq n \sum_{i=1}^{n} \|x_i\|^2.
\]

(4) If the operator \( C : \mathbb{R}^d \to \mathbb{R}^d \) is a compressor then there exists \( \Omega > 0 \) such that
\[
\|g - C(g)\|^2 \leq \Omega\|g\|^2.
\]

10.2 Preliminaries

Random-\( r \), Top-\( r \) sparsifiers, and \( \delta \)-compressors. Based on the selection criteria of the elements in \( S \), some of the most commonly used sparsifiers such as, Random-\( r \) [63] and Top-\( r \) [5, 8] are defined. For Random-\( r \), the elements of \( S \) are randomly selected out of \([d]\), whereas, for Top-\( r \), the elements of \( S \) correspond to the indices of the \( r \) highest magnitude elements in \( g \). Sparsifiers that follow (5) with \( \Omega = 1 - \delta \) and \( \delta \in (0, 1) \), are known as \( \delta \)-compressors and denoted by \( C_{\delta} \). That is,
\[
\|g - C_{\delta}(g)\|^2 \leq (1 - \delta)\|g\|^2.
\]

Remark 1. Both Top-\( r \) and Random-\( r \) are \( \delta \)-compressors with \( \delta = \frac{r}{d} \), and \( \mathbb{E}[g - \text{Topr}(g)]^2 \leq \mathbb{E}[g - \text{Randomr}(g)]^2 = (1 - r/d)\|g\|^2 \), for all \( g \in \mathbb{R}^d \).

The next Lemma characterizes the probability of the false-positive rates in a Bloom filter.

Lemma 2. [12] Let \( k \) denote the number of independent hash functions, \( m \) the dimension of the bit-string, and \( r \) the cardinality of the index set, \( S \). Then the probability of the false-positive rate (FPR) is \( \epsilon = (1 - e^{-kr/m})^k \).

Remark 2. Given \( \epsilon \) and \( r, \) the optimal \( m = \frac{r \log \epsilon}{\log 2} \), and \( k = \frac{r \log \epsilon}{\log 2} \). Given \( m \) and \( r \), the number of hash functions that minimizes the probability of false positives is \( k = \frac{r \log \epsilon}{\log 2} \). This \( k \) results in the probability of false positive, \( \epsilon \) as \( \epsilon = e^{-kr/m} \). In practice, we need to calculate the bits in the filter by using the relation \( m = \frac{r \log \epsilon}{\log 2} \) and the number of hash functions by \( k = \frac{r \log \epsilon}{\log 2} \).

The next two Lemmas are instrumental in proving other compression related results.

Lemma 3. Let \( x \in \mathbb{R}^d \) and \( x_S \) be a vector that has the components of \( x \) arranged in ascending/descending order of magnitude. If \( 0 \leq \theta < \pi/2 \) be the angle between \( x \) and \( x_S \), then \( \|x - x_S\|^2 = 2(1 - \cos \theta)\|x\|^2 \).

Proof. We have
\[
\|x - x_S\|^2 = \|x\|^2 + \|x_S\|^2 - 2\langle x, x_S \rangle = \|x\|^2 + \sum_{i=1}^{d/2} \langle x, x_i \rangle^2 - 2\|x\|^2 \cos \theta = 2(1 - \cos \theta)\|x\|^2.
\]

Hence the result. □

Lemma 4. Let \( C(\cdot) : \mathbb{R}^d \to \mathbb{R}^d \) be a \( \delta \)-compressor.

(i) If \( C_{\delta}(g) \) is unbiased then \( \mathbb{E}[|C_{\delta}(g)|^2] \leq (2 - \delta)\|g\|^2 \).

(ii) If \( C_{\delta}(g) \) is biased then \( \mathbb{E}[|C_{\delta}(g)|^2] \leq 2(2 - \delta)\|g\|^2 \).

Proof. Recall from (6), for \( \delta \)-compressors, we have \( \mathbb{E}[g - C_{\delta}(g)]^2 \leq (1 - \delta)\|g\|^2 \). Therefore,
\[
\mathbb{E}[|C_{\delta}(g)|^2] = \mathbb{E}[|g - g + C_{\delta}(g)|^2] \overset{\text{By (6)}}{=} \mathbb{E}[g - C_{\delta}(g)]^2 + \|g\|^2 \leq (1 - \delta)\|g\|^2 + \|g\|^2 = (2 - \delta)\|g\|^2.
\]

On the other hand, for biased compressors, \( \mathbb{E}[C_{\delta}(g)] \neq g \) and hence,
\[
\mathbb{E}[|C_{\delta}(g)|^2] = \mathbb{E}[|g - g + C_{\delta}(g)|^2] \leq 2\mathbb{E}[|g - C_{\delta}(g)|^2 + 2\|g\|^2] \overset{\text{By (6)}}{=} 2(1 - \delta)\|g\|^2 + 2\|g\|^2 = 2(2 - \delta)\|g\|^2.
\]

□
10.3 No Policy Error

Proof of Lemma 5

Lemma 5. The cardinality of the set $P$ is at most $|r + \left( \frac{1}{2} \right) \frac{\log(r)}{\log 2} (d - r)$ and approaches to $r$ as $\epsilon \to 0$.

Proof. For given $\epsilon, r, d$ the cardinality of the set of positive $P$ follows

$$r \leq |P| \leq |r + \epsilon(d - r)| \frac{\log\epsilon}{\log 2} \log(1 - \epsilon/m)^k(d - r).$$

Given $\epsilon$ and $r$, the optimal $m = -\frac{\log\epsilon}{\log 2}$ and $k = -\frac{\log\epsilon}{\log 2}$. Therefore, plugging them in the above expression we get

$$r \leq |P| \leq \left( r + \frac{1}{2} \right) \frac{\log(r)}{\log 2} (d - r),$$

which after taking limit $\epsilon \to 0$ gives the desired result.

The next Lemma measures compression error due to compressed gradient $C_{P_{\delta}}(g)$.

Lemma 6. (i) For inherently sparse gradient, $g$, with $C_g = I_d$, we have $\beta = \delta = 1$.

(ii) For a general $\delta$-compressor, $C_g$, there exists a $\beta \in [0, 1]$, $\beta \geq \delta$ such that the compression error due to a compressed gradient $C_{P_{\delta}}(g)$ resulted from $P_\delta$ is $\mathbb{E}[\|g - C_{P_{\delta}}(g)\|^2] \leq (1 - \beta\|g\|^2]$.

Proof. (i) For inherently sparse gradient, $g$, with $C_g = I_d$, we have $\delta = 1$, and $\|C_g(g)\|_0 = r$. For policy $P_\delta$, we have $\|C_{P_\delta}(g)\|_0 = r$ resulting to $\beta = \delta = 1$.

(ii) Consider a $\delta$ sparsiﬁer, $C_g$ such that $\|C_g(g)\|_0 = r$. If $P_\delta$ is used then, by Lemma 5, $|P| = r + \left( \frac{1}{2} \right) \frac{\log r}{\log 2} (d - r) \geq r$ for $\delta \geq 0$. Therefore, for $C_{P_\delta}$, we have $\beta = |P|/d > \delta$ resulting $\mathbb{E}[\|g - C_{P_{\delta}}(g)\|^2] \leq (1 - \beta\|g\|^2]$.

Remark 3. We consider two extreme cases of $\delta$ sparsiﬁer. For Random-$r$, $\delta = r/d \leq 1$. If $P_\delta$ is used then $|P| = r + \left( \frac{1}{2} \right) \frac{\log r}{\log 2} (d - r) > r$ for $\delta > 0$. In this case, for $C_{P_\delta}$ we have $\beta = |P|/d > \delta$.

In another extreme case, for $C_g$ to be Top-$r$, by Remark 1, $\delta \leq r/d \leq 1$. For $g \in \mathbb{R}^d$, similar argument as above gives us:

$$\mathbb{E}[\|g - C_{P_\delta}(g)\|^2] < \mathbb{E}[\|g - \text{Top}(g)\|^2] \leq \mathbb{E}[\|g - \text{random}(g)\|^2] \leq (1 - r/d\|g\|^2].$$

Lemma 5 shows that for small $\epsilon$, no policy sends negligible amount of extra data compared to the other policies. For inherently sparse tensors, Lemma 6 (i) shows that no policy is lossless and is the best choice. In contrast, Lemma 6 (ii) shows that for sparsiﬁed vectors, no policy achieves a better compression factor than the original sparsiﬁer, $C_g$.

10.4 Deterministic policy

This policy deterministically selects a subset of $r$ elements from $P$ and is denoted by $P_{\delta}$. One can select the ﬁrst $r$, the middle $r$, or the last $r$ elements from $P$, and based on this denote them as, leftmost-$r$, middle-$r$, and rightmost-$r$ policy, respectively. For implementation, the set $S$ can be created while iterating and posing queries on the universe $U$ and once it has $r$ elements, the querying is stopped. Let $C_g$ be a general $\delta$-compressor that selects $r$ gradient components. However, with a policy $P_{\delta}$, not all the $r$ selected indices are due to $C_g$. Let $I_1$ denote the set of indices that are selected via policy $P_{\delta}$, originally resulted from $C_g$ sparsiﬁer and let $I_2$ denote the set of the rest of the $(r - |I_1|)$ indices. Therefore, $S = I_1 \cup I_2$ and let $C_{P_{\delta}}(g)$ be the compressed gradient whose indices are drawn via policy $P_{\delta}$ and has support $S$. The following lemma quantifies the compression error.

Deterministic policy error. Lemma 7 gives the compression error bound for Deterministic policies.

Lemma 7. (i) For all deterministic policies, $P_{\delta}$, and for an inherently sparse gradient $g$, the compression error due to a compressed gradient $C_{P_{\delta}}(g)$ is given by $\mathbb{E}[\|g - C_{P_{\delta}}(g)\|^2] = (1 - \frac{1}{2^n})\|g\|^2$.

(ii) For all deterministic policies, $P_{\delta}$, and a general $C_{\delta}$, the compression error due to a compressed gradient $C_{P_{\delta}}(g)$ is given by $\mathbb{E}[\|g - C_{P_{\delta}}(g)\|^2] = (1 - \frac{1}{2^n})\|g\|^2$.

The proof of Lemma 7 follows from standard procedure of taking expectation with respect to all possible $|I_1|$ cardinality subsets formed from the set $P$ by policy $P_{\delta}$ and follows the same structure as the proof of Lemma 8 (i) and (ii). We omit the proof.

Lemma 7 (i) shows that by adopting a deterministic policy, $P_{\delta}$, on the support of a general $\delta$-compressor, the compression error in expectation is as good as using a Random-$r$ sparsiﬁer on the original gradient. Moreover, Lemma 7 (ii) shows that by adopting a deterministic policy, $P_{\delta}$ on the support of a inherently sparse vector, the compression error in expectation is as good as using a Random-$|I_1|$ sparsiﬁer on the original gradient. Therefore, it creates a lossy compression whose compression factor is as good as a Random-$|I_1|$ compressor on $r$ elements.
10.5 Random Policy

Random approach: Policy P1. A deterministic policy, $\mathcal{P}_D$ may be prone to bias, based on how the gradient components are distributed and the sparsifier $\mathcal{C}_S$ is concentrated at the beginning of $P$, then except leftmost-$r$, other deterministic policies such as, middle-$r$ and rightmost-$r$ incur more bias as they would select more elements in $I_2$ than $I_1$. Similarly, if the support set of the sparsifier $\mathcal{C}_S$ is concentrated at the center, then only middle-$r$ policy is expected to incur the least bias compare to the others as it selects more elements in $I_1$ than $I_2$. Without knowing the distribution of the gradient components, it is hard to invoke a deterministic policy. A random policy, $\mathcal{P}_R$ forms $\hat{S}$ by picking $r$ indices randomly from $P$. Without loss of generality, consider the only source of randomness here is due to the random selection of $r$ indices and is unaffected by other source of randomness—randomness in the i.i.d. data, independence of the hash functions, etc.

Let $|P| = m_0$. Let policy $\mathcal{P}_R$ chooses a set $I_1$ of $k_1$ elements from the support set of a $\delta$-compressor $\mathcal{C}_S$ without replacement. Let the rest $k_2$ elements belong to the set $I_2$ such that, $k_1 + k_2 = r$. We illustrate this in Figure 14. By this, we incur two types of errors with respect to the vector $g_P$. The first error, $E_1$, is due to the compressed gradient $g_{I_1}$. The second error, $E_2$, is due to the compressed gradient $g_{I_2}$. We have, $C_{\mathcal{P}_R, \delta}(g) := g_{I_1} \bigoplus g_{I_2}$. In the following Lemma, we measure the compression error due to compressed gradient $C_{\mathcal{P}_R, \delta}(g)$ with respect to $g_P$.

**Lemma 8.** With the notations mentioned above, we have the following measures of the compression error:

(i) $E_1 = \mathbb{E}_{\mathcal{P}_R} \|g_P - g_{I_1}\|^2 = (1 - \frac{k_1}{r})\|g_P\|^2$.

(ii) $E_2 = \mathbb{E}_{\mathcal{P}_R} \|g_P - g_{I_2}\|^2 = (1 - \frac{k_2}{r})\|g_P\|^2$.

(iii) Denote $E := \mathbb{E}_{\mathcal{P}_R} \|g_P - C_{\mathcal{P}_R, \delta}(g)\|^2$ be the total compression error due to the compressed gradient $C_{\mathcal{P}_R, \delta}(g)$ with respect to $g_P$. Then, $E \leq E_1 + E_2$.

**Proof.** Let $\Omega_{k_1}$ and $\Omega_{k_2}$ denote the set of all $k_1$ and $k_2$ elements subsets of the sets having cardinality $r$ and $m_0 - r$, respectively. The first error, $E_1$, is due to the compressed gradient $g_{I_1}$ whose support belongs to $\Omega_{k_1}$. The second error, $E_2$, is due to the compressed gradient $g_{I_2}$ whose support belongs to $\Omega_{k_2}$. With the notations mentioned above, we have

$$E_1 = \mathbb{E}_{\mathcal{P}_R} \|g_P - g_{I_1}\|^2 = (1 - \frac{k_1}{r})\|g_P\|^2.$$

Similarly, we have $E_2 = \mathbb{E}_{\mathcal{P}_R} \|g_P - g_{I_2}\|^2 = (1 - \frac{k_2}{r})\|g_P\|^2$.

Denote $E := \mathbb{E}_{\mathcal{P}_R} \|g_P - C_{\mathcal{P}_R, \delta}(g)\|^2$ be the total compression error due to the compressed gradient $C_{\mathcal{P}_R, \delta}(g)$ with respect to $g_P$. Then, by using the linearity of expectation, we have

$$E = \mathbb{E}_{\mathcal{P}_R} \|g_P - C_{\mathcal{P}_R, \delta}(g)\|^2 = \mathbb{E}_{\mathcal{P}_R} \|g_P - g_{I_1} \bigoplus g_{I_2}\|^2.$$

On the other hand,

$$E_1 + E_2 = 2\mathbb{E}_{\mathcal{P}_R} \|g_P\|^2 + 2\mathbb{E}_{\mathcal{P}_R} \|g_{I_1}\|^2 + 2\mathbb{E}_{\mathcal{P}_R} \|g_{I_2}\|^2 - 2\mathbb{E}_{\mathcal{P}_R} \left(\sum_{i \in I_1} g_i^2\right) - 2\mathbb{E}_{\mathcal{P}_R} \left(\sum_{i \in I_2} g_i^2\right) = 2\mathbb{E}_{\mathcal{P}_R} \|g_P\|^2 + 2\mathbb{E}_{\mathcal{P}_R} \|g_{I_1}\|^2 + 2\mathbb{E}_{\mathcal{P}_R} \|g_{I_2}\|^2 - 2\mathbb{E}_{\mathcal{P}_R} \left(\sum_{i \in I_1} g_i^2\right) - 2\mathbb{E}_{\mathcal{P}_R} \left(\sum_{i \in I_2} g_i^2\right).$$

Together with $\mathbb{E}_{\mathcal{P}_R} \|g_P\|^2 \geq 0$ implies $E \leq E_1 + E_2$. \hfill $\square$
To measure the compression error due to the compressed gradient $C_{P_{n,\delta}}(g)$ with respect to the full gradient vector $g$, by Lemma 8, there exists an $\alpha \in \mathbb{R}$ such that the total expected compression error:

$$
\mathbb{E}[\|g - C_{P_{n,\delta}}(g)\|^2] = E + \sum_{i \in P_{n,\delta}} q_i^2 \leq \alpha \|g\|^2.
$$

(7)

But there is no guarantee that $\alpha \in [0, 1)$. On the other hand, by Remark 1 we have:

$$
\mathbb{E}[\|g - C_{P_{n,\delta}}(g)\|^2] = \mathbb{E}[\|g - \text{Random}(\delta)\|^2] \leq (1 - \frac{\alpha}{2}) \|g\|^2.
$$

(8)

which guarantees $C_{P_{n,\delta}}$ to be a $\delta$-compressor. Additionally, the sparsiifier $C_{P_{n,\delta}}(g)$ is an hybrid sparsiifier—It has some attributes of the original sparseifier $C_{\delta}$, but we are unsure which $k_1$ and $k_2$ random elements are selected via policy $P_{\delta}$. If $k_1 = 0$, then $C_{P_{n,\delta}}(g)$ is Random-$\delta$ [63] sparsiifier. If $k_2 = 0$, then $C_{P_{n,\delta}}(g)$ is $C_{\delta}$ sparsiifier. Furthermore, if $C_{\delta}$ is $\text{Top}-\tau$ , then $C_{P_{n,\delta}}(g)$ is similar to hybrid random-$\text{Top}-\tau$ sparsiifier by Elibol et al. [25]. If $C_{\delta}$ is $\text{Top}-\tau$, $k_1 \leq r$, $k_2 = 0$, then it is random-Top-$k_1$ sparsiifier of Barnes et al. [9].

For inherently sparse vectors $g$, with $C_{\delta} = I_d$, we have $C_{P_{n,\delta}}(g) = g_{i_1}$ and Lemma 8 holds. Moreover, by (7) we have:

$$
\mathbb{E}[\|g - C_{P_{n,\delta}}(g)\|^2] = (1 - \frac{k_1}{r}) \|g\|^2.
$$

(9)

That is, the policy creates a *lossy* compression with compression factor as good as a Random-$k_1$ compressor.

### 10.6 Approximation error due to polynomial fit

**Polynomial regression.** As mentioned in Section 5, over each sorted segment, we apply a polynomial regression. In our experiments, we usually take the degree of the polynomial as 5. The following result concerns piece-wise constant approximation.

**Lemma 9.** [22] (Error of piece-wise constant fit) For $C_{\delta}(g) \in C([1, d])$ and $M > 0$ the following are equivalent:

1. $\text{Var}_{[1,d]}(C_{\delta}(g)) \leq M$ and
2. $\|s - C_{\delta}(g)\|_\infty \leq \frac{M}{\sqrt{p}^2}$, for some $s \in S_p^0$ — the set of piece-wise constant splines with $p$ knots.

**Proof:** of the above Lemma follows from [22].

**Remark 4.** We can also give a heuristic to calculate $p$ from Lemma 9. First, calculate $M = \|C_{\delta}(g)[1] - C_{\delta}(g)[2] - (C_{\delta}(g)[d - 1] - C_{\delta}(g)[d])|$. By considering the error bound $\frac{M}{\sqrt{p}^2}$ as a function of $p$, we find closed-form solution for $p$ as $p = \lceil \frac{M}{1} \rceil$.

However, for piece-wise linear fit, we propose the following result with an explicit constant.

**Lemma 10.** (Error of piece-wise linear fit with explicit constants) For $C_{\delta}(g) \in C^1([1, d])$ with $\text{Var}_{[1,d]}(C_{\delta}(g)) \leq M$, we have $\|s - C_{\delta}(g)\|_\infty \leq \frac{2M}{p}$, for some $s \in S_p^1$ — the set of piece-wise linear splines with $p$ knots.

**Proof.** Let $p' = \lceil p/2 \rceil$, the integer part of $p/2$, and let $\delta^0 \in S_p^0$ satisfy $|C_{\delta}(g)(t) - \delta(t)| \leq \frac{M}{\sqrt{p}^2}$, as guaranteed by Lemma 9. Denote $V^1 := \int_1^d |C_{\delta}(g)(t) - \delta(t)| dt$. Choose $p'$ knots $\{t_j\}$ in $(1, d)$ such that $\int_{t_j}^{t_{j+1}} |C_{\delta}(g)(t) - \delta(t)| dt = \frac{V^1}{p'}$. Define $s(x) = \int_{t_j}^{x} \delta(t) dt + \hat{f}(t)$ for $x \in [t_j, t_{j+1})$, $j = 0, 1, \ldots, p'$. Then $s$ is a piece-wise linear spline function with possible knots at $2p' \leq p$ points such that, for $x \in [t_j, t_{j+1})$, $|C_{\delta}(g)(x) - s(x)| \leq \int_{t_j}^{x} |C_{\delta}(g)(t) - \delta(t)| dt \leq \int_{t_j}^{t_{j+1}} |C_{\delta}(g)(t) - \delta(t)| dt = \frac{2M}{(2p')^2} \leq \frac{2M}{p^2}$, which implies the result.

**Remark 5.** Let $s \in S_p^1$. Denote $\hat{\delta} := \|s - C_{\delta}(g)\|_\infty$. Then

$$
\hat{\delta} := \|s - C_{\delta}(g)\|_\infty \leq \sqrt{p} \|s - C_{\delta}(g)\|_\infty \text{ By Lemma 10} \leq \frac{2\sqrt{p}M}{p^2}.
$$

### 10.7 Compression error from value fitting

Let $\hat{C}(g)$ be the approximation of the sparse vector $C_{\delta}(g)$ resulted from a $\delta$-compressor. In the intermediate step, we consider the sparse vector $C_{\delta}(g)$ that has the components of $C_{\delta}(g)$ arranged in descending order of magnitude. Let $s \in S_p^0$ be the approximation of $C_{\delta}(g)$. Assume no orthogonality and let the angle between $C_{\delta}(g)$ and $C_{\delta}(g)$ be $0 \leq \theta < \pi/2$, and the angle between $s$ and $C_{\delta}(g)$ be $0 \leq \theta' < \pi/2$. We aim to calculate the bound on $\mathbb{E}[\|\hat{C}(g)\|]$, (where $\hat{C}(g)$ is considered to be iteration and worker agnostic) and the Lemma follows. At each node this is what happens:

- $g$ → $C_{\delta}(g)$ → Rearranged absolute gradient → $s$ → Approximated absolute gradient → $\hat{C}(g)$ → Reconstructed sparse gradient.
Lemma 11. (i) If $C_0(g)$ is unbiased, that is, $\mathbb{E}(C_0(g)) = g$ then

$$\mathbb{E}||\hat{C}(g)||^2 \leq 2(2 - \delta)||g||^2 + 8(1 - \cos \theta)(2 - \delta)||g||^2 + \frac{2dM^2}{p^4} + \frac{12dM^2}{p^4}(1 - \cos \theta')(2 - \delta)||g||^2. \quad (10)$$

(ii) If $C_0(g)$ is biased, that is, $\mathbb{E}(C_0(g)) \neq g$, then

$$\mathbb{E}||\hat{C}(g)||^2 \leq 2(2 - \delta)||g||^2 + 16(1 - \cos \theta)(2 - \delta)||g||^2 + \frac{32dM^2}{p^4} + (1 - \cos \theta') \frac{128dM^2}{p^4} + 64(1 - \cos \theta')(2 - \delta)||g||^2. \quad (11)$$

Proof. We have

$$\mathbb{E}||\hat{C}(g)||^2 = \mathbb{E}||\hat{C}(g) - g + g||^2 \leq 2\mathbb{E}||\hat{C}(g) - g||^2 + 2||g||^2.$$

Case: 1 Consider $C_0(g)$ be unbiased, that is, $\mathbb{E}(C_0(g)) = g$. Therefore,

$$\mathbb{E}||g - \hat{C}(g)||^2 = \mathbb{E}||g - C_0(g) + C_0(g) - \hat{C}(g)||^2 \leq (1 - \delta)||g||^2 + \mathbb{E}||C_0(g) - \hat{C}(g)||^2.$$

Further we need to bound $\mathbb{E}||C_0(g) - \hat{C}(g)||^2$. We have

$$\mathbb{E}||C_0(g) - \hat{C}(g)||^2 = \mathbb{E}||C_0(g) + C_0(g) - \hat{C}(g)||^2 \leq 2\mathbb{E}||C_0(g) - C_0(g)||^2 + 2\mathbb{E}||C_0(g) - \hat{C}(g)||^2.$$

If the angle between $C_0(g)$ and $C_0(g)$ be $0 \leq \theta < \pi/2$, then

$$\mathbb{E}||C_0(g) - C_0(g)||^2 \leq 2(1 - \cos \theta)\mathbb{E}||C_0(g)||^2 \quad (12)$$

We pause here and quantify: $||C_0(g) - \hat{C}(g)||^2$. Let $s \in S_{\rho}$ be the approximation of $C_0(g)$. Then

$$\mathbb{E}||C_0(g) - \hat{C}(g)||^2 = \mathbb{E}||C_0(g) - s + s - \hat{C}(g)||^2 \leq 2\mathbb{E}||C_0(g) - s||^2 + 2\mathbb{E}||s - \hat{C}(g)||^2 \quad (13)$$

By Remark 5

$$\mathbb{E}||s - \hat{C}(g)||^2 \leq \frac{8dM^2}{p^4} + 2\mathbb{E}||s - \hat{C}(g)||^2$$

Similar to before, if the angle between $s$ and $\hat{C}(g)$ be $0 \leq \theta' < \pi/2$, then

$$\mathbb{E}||s - \hat{C}(g)||^2 \leq 2(1 - \cos \theta')\mathbb{E}||s||^2$$

Therefore,

$$\mathbb{E}||C_0(g) - \hat{C}(g)||^2 \leq 2\mathbb{E}||C_0(g) - C_0(g)||^2 + 2\mathbb{E}||C_0(g) - \hat{C}(g)||^2 \leq 4(1 - \cos \theta')(2 - \delta)||g||^2 + \frac{16dM^2}{p^4} + \frac{64dM^2}{p^4}(1 - \cos \theta') + 16(1 - \cos \theta')(2 - \delta)||g||^2.$$
Combining all together we have
\[
\mathbb{E}\|\tilde{C}(g)\|^2 \\
\leq 2(2 - \delta)\|g\|^2 + 8(1 - \cos \theta)(2 - \delta)\|g\|^2 + \frac{32dM^2}{\rho^4} + \frac{128dM^2}{\rho^4}(1 - \cos \theta') + 32(1 - \cos \theta')(2 - \delta)\|g\|^2.
\]

**Case 2** If \( C_\delta(g) \) be biased, that is, \( \mathbb{E}(C_\delta(g)) \neq g \) then
\[
\mathbb{E}\|g - \tilde{C}(g)\|^2 \\
\leq 2\mathbb{E}\|g - C_\delta(g)\|^2 + 2\mathbb{E}\|C_\delta(g) - \tilde{C}(g)\|^2.
\]

By (6) we have
\[
\leq 2(2 - \delta)\|g\|^2 + 2\mathbb{E}\|C_\delta(g) - \tilde{C}(g)\|^2.
\]

For biased compressor \( C_\delta(g) \), we have From Lemma 4 (i)
\[
\mathbb{E}\|C_\delta(g)\|^2 \leq 2(2 - \delta)\|g\|^2.
\]

As a result,
\[
\mathbb{E}\|C_\delta(g) - C_\delta(g)\|^2 \leq 2(1 - \cos \theta)\mathbb{E}\|C_\delta(g)\|^2 \\
\leq 4(1 - \cos \theta)(2 - \delta)\|g\|^2.
\]

and
\[
\mathbb{E}\|s - \tilde{C}(g)\|^2 \leq 4(1 - \cos \theta')(\|s - C_\delta(g)\|^2 + 4(1 - \cos \theta')\mathbb{E}\|C_\delta(g)\|^2 \\
\leq (1 - \cos \theta')\frac{16dM^2}{\rho^4} + 8(1 - \cos \theta')(2 - \delta)\|g\|^2.
\]

Finally,
\[
\mathbb{E}\|C_\delta(g) - \tilde{C}(g)\|^2 \\
\leq 2\mathbb{E}\|C_\delta(g) - C_\delta(g)\|^2 + 2\mathbb{E}\|C_\delta(g) - \tilde{C}(g)\|^2 \\
\leq 8(1 - \cos \theta)(2 - \delta)\|g\|^2 + \frac{16dM^2}{\rho^4} + (1 - \cos \theta')\frac{64dM^2}{\rho^4} + 32(1 - \cos \theta')(2 - \delta)\|g\|^2.
\]

Combining all together we have
\[
\mathbb{E}\|\tilde{C}(g)\|^2 \\
\leq 2\mathbb{E}\|\tilde{C}(g) - g\|^2 + 2\|g\|^2 \\
\leq 2(2 - \delta)\|g\|^2 + 16(1 - \cos \theta)(2 - \delta)\|g\|^2 + \frac{32dM^2}{\rho^4} + (1 - \cos \theta')\frac{128dM^2}{\rho^4} + 64(1 - \cos \theta')(2 - \delta)\|g\|^2.
\]

Hence the result. □

### 10.8 Comment on convergence.

Lemma 11 shows that the fitted sparse gradients are bounded and is instrumental for proving the convergence of distributed SGD. One can find the bound on compressed aggregated gradient \( \hat{g}_k \) resulting at \( k^{th} \) iteration. Denote \( \tilde{C}(g'_k) \) be the approximation of the sparse vector \( C_\delta(g'_k) \) resulted from a \( \delta \)-compressor at \( i^{th} \) worker, at the \( k^{th} \) iteration. Denote the compressed aggregated gradient at \( k^{th} \) iteration to be \( \hat{g}_k := \frac{1}{n} \sum_{i=1}^{n} \tilde{C}(g'_k) \). By using standard technique we can show that \( \mathbb{E}\|\hat{g}_k\|^2 \) is also bounded for both biased and unbiased \( C_\delta(g) \).

With this, based on the strong growth condition of stochastic gradients [24, 69], for a lower bounded, Lipschitz smooth, and non-convex loss function \( f \), following [24], the distributed SGD with an \( \delta \) sparsifier where the sparse values are approximated by a linear regressor converges, that is, \( \min_{\tilde{f} \in F} \mathbb{E}[\|\nabla \tilde{f}_T\|^2] \to 0 \) as \( T \to \infty \).

### 11 Additional experimental results

#### 11.0.1 Implemented methods.

We implement DeepReduce\(^2\) as an extension of GRACE [75], a framework that supports many popular sparsification techniques and interfaces with various low-level communication libraries for distributed deep learning. Table 3 presents a summary of the methods we implement.

**Run Length Encoding (RLE).** Since RLE is a lossless method designed for continuous repetitive symbols, it is not directly applicable to non-repetitive gradient indices. We convert gradient indices into bitmap format, which is a boolean bit string

\(^2\)Available at: https://github.com/hangxu0304/DeepReduce
Table 3: Summary of implementations. DR<sub>idx</sub> denotes instantiation of DeepReduce with <i>idx</i> and <i>val</i> as index and value compression method, respectively.

| Method          | Idx | Val | Device | Framework |
|-----------------|-----|-----|--------|-----------|
| DR<sub>Naive</sub> | ✔  |     | CPU    | TFlow     |
| DR<sub>BF</sub>  | ✔  |     | GPU    | PyTorch   |
| DR<sub>P0</sub>  | ✔  |     | CPU    | TFlow, PyTorch |
| DR<sub>P1</sub>  | ✔  |     | CPU    | TFlow, PyTorch |
| DR<sub>DR</sub>  | ✔  |     | CPU    | TFlow, PyTorch |
| DR<sub>Huffman</sub> | ✔  |   | GPU, CPU | TFlow, PyTorch |
| DR<sub>F0-Poly</sub> | ✔  |     | GPU    | PyTorch   |
| DR<sub>DExp</sub> | ✔  |     | GPU    | PyTorch   |
| DR<sub>SGD</sub> | ✔  |     | GPU    | PyTorch   |
| DR<sub>F0-F1-Poly</sub> | ✔  | ✔  | GPU    | PyTorch   |
| DR<sub>F0-P2</sub> | ✔  |     | GPU    | PyTorch   |
| 3LC             | ✔  |     | CPU    | PyTorch   |
| SketchML        | ✔  | ✔  | CPU    | PyTorch   |
| SKCompress      | ✔  | ✔  | CPU    | PyTorch   |

indicating which elements are selected. In this way, RLE can be used to encode the continuous zeros and ones in the bitmap. Note that, the compression rate is highly dependent on the distribution of the indices. That is, RLE is more beneficial if gradient indices contain more continuous integers.

**Huffman Encoding.** The key idea of Huffman Coding is to use fewer bits to represent more frequent symbols. We note that most indices are much smaller than 2<sup>32</sup>, and consequently their binary format start with continuous zero bits. Based on this observation, we can use Huffman Coding to compress the binary format of each index to remove the redundancy. The codec is constructed from all possible indices of the target model. (i.e. If the largest gradient size is d, then we use 0 ~ d – 1 for codec construction). The encoding phase contains 2 steps: unpack each 32-bit integer gradient key into Byte format and then encode each index with the pre-defined codec. The decoding phase is just a reversed process.

![Figure 15: (a) Data volume vs. accuracy of ResNet-20 on CIFAR-10. (b) Data volume vs. accuracy of DenseNet40 on CIFAR-10. We compare DR<sub>top</sub> (with P0, P1, P2, naive policy) against Top-r and baseline. Ratios of Top-r are 1% for ResNet20, and 0.5% for DenseNet40. FPR is set to 0.001.](image-url)