Optimized analysis for sensitive detection and analysis of single proteins via interferometric scattering microscopy
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Abstract

It has been shown that interferometric detection of Rayleigh scattering (iSCAT) can reach an exquisite sensitivity for label-free detection of nano-matter, down to single proteins. The sensitivity of iSCAT detection is intrinsically limited by shot noise, which can be indefinitely improved by employing higher illumination power or longer integration times. In practice, however, a large speckle-like background and technical issues in the experimental setup limit the attainable signal-to-noise ratio. Strategies and algorithms in data analysis are, thus, crucial for extracting quantitative results from weak signals, e.g. regarding the mass (size) of the detected nano-objects or their positions. In this article, we elaborate on some algorithms for processing iSCAT data and identify some key technical as well as conceptual issues that have to be considered when recording and interpreting the data. The discussed methods and analyses are made available in the extensive python-based platform, PiSCAT\textsuperscript{6}.
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(Some figures may appear in colour only in the online journal)
Detection, characterization and imaging of small amounts of matter is of central importance in a large number of scientific and technological applications with biochemical and atmospheric analytics representing just two important examples [1]. While techniques such as electron microscopy [2] or mass spectrometry [3] allow ultrasensitive detection of matter, the recent emergence of nanoscience and nanotechnology has rekindled the interest in achieving the same goals via optical techniques, leading to many breakthroughs such as scanning near-field optical microscopy, single-molecule spectroscopy, and super-resolution microscopy [4].

Optical detection of small nano-objects is often achieved via fluorescence, but the problems associated with labeling and photobleaching limit the scope of this approach. A powerful alternative is presented by the ubiquitous process of Rayleigh scattering, which is commonly detected via dark-field microscopy. The application of this method, however, is usually limited to the detection of particles that are larger than a few tens of nanometers. In 2004, interferometric scattering (iSCAT) microscopy was introduced [5, 6], which has since reached a remarkable real-time detection sensitivity down to single unlabeled proteins [7–10], also leading to more sophisticated experiments on the assembly of macromolecular protein structures [11, 12]. Theoretical considerations of the iSCAT performance, its comparison with other methods as well as various technical issues can be found in [5–7, 13]. In our study, we present an optimized analysis platform with an emphasis on the prospects of pushing the limits of mass sensitivity further.

1. Fundamentals of iSCAT imaging

In iSCAT, one embraces the illumination field instead of avoiding it, as is done in dark-field microscopy. The illumination field, or a fraction of it, acts as a reference field that is interfered with the Rayleigh-scattered light of the sample [6, 13] such that the intensity on the detector reads:

\[ I_\theta \propto I_r + I_s + 2|E_r||E_s|\cos \phi. \] (1)

Here \( E_r \) and \( E_s \) denote the electric fields and intensities of the reference and the scattered light on the detector, respectively. The phase \( \phi \) stands for the relative phase between the two fields, which usually has two main components: a Gouy phase due to the tight focus of an imaging arrangement and a traveling phase component stemming from the axial position of the particle. As shown in figure 1(a), the most common configuration of iSCAT operates in the wide-field reflection mode, where the light reflected from the sample interface acts as the reference field \( E_r \), and \( E_s \) is collected via the same microscope objective that delivers the illumination. However, iSCAT imaging can also be achieved in several other illumination and collection arrangements [6].

The iSCAT point-spread function (iPSF) of a wide-field setup results from the interference of a quasi-spherical wave emitted by the nanoparticle under study and a quasi-plane wave of the reference field [14]. Figure 1(b) depicts a computed iPSF for a dielectric nanoparticle placed at the glass-water interface and in the focus of the microscope objective. A cross section (see red curve) shows that an iPSF in a wide-field setup contains several interference rings, the details of which depend on the focusing parameters and the exact particle position along the optical axis. In the presence of a limited signal-to-noise ratio (SNR), however, the higher-order rings are often not pronounced. Indeed, the large majority of iSCAT works have analyzed the central iPSF lobe [5, 7] although the rich ring structure of the iPSF has recently been exploited for 3D particle tracking [14, 15].

The key added value of iSCAT microscopy over conventional interferometric modalities is the detection of sub-wavelength nanoparticles [6, 13]. The scattering cross section of such a particle illuminated at vacuum wavelength \( \lambda \) is given by [6]:

\[ \sigma = \frac{8\pi^3}{3} \left(\frac{n_m}{\lambda}\right)^4 \alpha^2. \] (2)

Here \( \alpha \) denotes the polarizability of the nanoparticle given by:

\[ \alpha = 3V \left(\frac{n_p^2 - n_m^2}{n_p^2 + 2n_m^2}\right), \] (3)

where \( n_p \) and \( V \) denote the refractive index and the volume of the particle surrounded by a medium of refractive index \( n_m \). Noting that \( E_s \propto \alpha E_r(\vec{x}) \) for an incident field \( E_r(\vec{x}) \) at particle position \( \vec{x} \), it becomes clear that the second term in equation (1) scales as \( V^2 \) whereas the third (extinction) term scales
proportionally with V. Thus, \( I_s \) in equation (1) becomes negligible for smaller particles so that the contrast (C) on the camera can be formulated as,

\[
C = \frac{I_d - I_i}{I_t} = \frac{I_d}{I_t} - 1 \simeq 2 \left| \frac{E_i}{E_r} \right| \cos \phi = 2^s r \cos \phi, \tag{4}
\]

where \( s \) and \( r \) denote the proportionality factors between \( E_i / E_r \) and \( E_i / E_s \), respectively. We note that if we assume that the density does not vary significantly for different proteins, we can conclude that \( E_s \), and thus, \( C \) are proportional to the particle mass \( m \), so that an iSCAT measurement can serve as mass photometry [9].

The contrast \( C \) can be manipulated by the strength of the reference field. However, it should be kept in mind that the decisive metric for the detection sensitivity is the SNR and not \( C \) [5, 6, 13]. In what follows, we consider the various components of the signal analysis for a typical sensing scenario, in which proteins are delivered to a chamber and precipitate on the bottom substrate positioned at the focus of an iSCAT microscope (see figure 1(a)). We remark that a successful iSCAT measurement also requires various technical choices that we do not discuss in this work, but they can be found in [13, 16, 17].

2. Signal analysis

In the absence of extrinsic noise or signal fluctuations, one could detect arbitrarily small contrasts, only limited by the shot noise. Thus, considering that scattering is a linear non-saturable process, the SNR can be enhanced if one increases the incident power or the integration time. Scientific CMOS devices with quantum efficiencies up to 90%, fill factors close to 100% (back-illuminated CMOS chips), and pixel well depths ranging from tens of thousands to millions of electrons are well suited for iSCAT imaging although currently no camera possesses all of these features at the same time. For a pixel with a full well depth of \( 2 \times 10^5 \) electrons and readout noise of 220 e\(^-\), the total shot noise in a single camera frame amounts to \( 2.2 \times 10^3 \) of the signal level at saturation. This noise level is comparable to the iSCAT contrast of a 400 kDa protein placed at the glass-water interface (see SI 1.1 (available online at stacks.iop.org/JPD/55/054002/mmedia)).

The first iSCAT sensing experiment with single-protein sensitivity reported a limit of about 66 kDa, corresponding to an iSCAT contrast of \( 3 \times 10^{-3} \) in the arrangement shown in figure 1(a) [7]. To reach this detection limit, one has to sum the signal of many frames. Although this is a straightforward conceptual procedure, its realization confronts several technical issues and a number of noise sources, stemming from the detector (readout noise, dark current, fixed pattern noise), laser intensity fluctuations (instrumental power fluctuations and shot noise), and phase noise caused by drifts and vibrations of the sample stage or the optical components, as well as the motion of the analyte particle. In other words, in addition to the shot noise of the optical field, iSCAT imaging faces several other sources of signal fluctuations that have to be addressed.

2.1. Power normalization

Available light sources suffer from intensity fluctuations, which are often larger than 0.1%. In experiments on the detection of single dye molecules via extinction, these power fluctuations were corrected for by using a balanced photodetector [18]. Here, a fraction of the incident light was measured on a second detector, acting as a reference for power normalization (PN). In a wide-field experiment, the sum of the signal over all the pixels in the field of view (FOV) provides a convenient and reliable intrinsic reference for PN [7].

2.2. Digitization noise

The next technical feature to be considered is the bit depth of the camera’s analog-to-digital converter (ADC). An N-bit ADC digitizes an analogue signal with the maximum amplitude into \( 2^N \) discrete levels. Thus, a commonly used monochrome 12-bit pixel has 4096 discretized gray levels, so that the smallest resolvable change in each frame corresponds to \( 2^{-N} \approx 2.4 \times 10^{-4} \). While this is much smaller than the shot noise of the full well, it is comparable to the contrast of a small protein. Thus, one might wonder if the digitization noise would impose a harsh limit on the detection sensitivity. However, because the noise in the signal projects it to the lower or higher neighboring values, averaging a large number of frames will converge the output to a higher resolution [19].

2.3. Differential treatment of images to eliminate image inhomogeneities

The most fundamental source of fluctuations in iSCAT microscopy stems from the signal of material features, such as surface roughness, adsorbates or other nanoparticles that generates a speckle-like background in the FOV. This was indeed the case in the early iSCAT measurements, where spin-coated stationary gold nanoparticles of diameter 5 nm were hard to distinguish from the background [5, 20]. In the case of moving particles, the background can be eliminated by a differential treatment of the consecutive images of a video stream [7, 9, 21]. This analysis can be done at the level of individual frames or batches of averaged frames, depending on the speed of the events of interest and the SNR in each frame.

Figure 1(c) shows an example of the raw camera image before proteins are introduced. The large bright spot indicates the extent of the illumination, while the faint features in it are caused by wavefront imperfections or residual interference effects in the illumination path. The tilted fine stripes are caused by an etaloning effect in the camera window. In [7], the lateral position of the sample was modulated at much lower frequency than the camera frame rate of 5 kHz in order to realize a lock-in arrangement for eliminating residual wavefront imperfections that are usually present in a wide-field illumination. This allowed a direct visualization of the inherent speckle pattern caused by the sample substrate. However, as can be seen below, it is not necessary to remove the illumination inhomogeneities separately as they are also automatically eliminated in the background treatment process.
The procedure based on low-frequency sample modulation effectively reduces the frame rate. Indeed, the unit of data recorded directly on the hardware consisted of a stack of hundreds of frames in [7] in order to minimize the required computer storage capacity. Young et al [9] improved on this approach by reducing the number of frames that were added rigidly during data acquisition to 10 and, thus, allowing for more temporal resolution in determining the contrast values (see section 2.7).

Once the rigid stacks are recorded, one can further form ‘batches’ of many stacks during image processing to improve the SNR. To eliminate the quasi-stationary background features, two consecutive batches can either be subtracted [7, 21] or divided [9] with respect to each other, leading to a base signal about 0 or 1, respectively. In the latter case, one is subtracted from the output image to set the signal near zero once more. In both cases, the operation comes at a price of a higher pixel noise of $\sqrt{2}\sigma$ if $\sigma$ denotes the pixel fluctuations in one batch [6, 13].

Next, to account for a finite arrival time of the particle of interest, one can perform a rolling average as a function of time, as we describe in more detail in section 2.7. We now generally refer to the combined procedure of rolling average and differential reduction of inhomogeneities as differential rolling average (DRA). Figure 2(a) shows the outcome of subtracting two batches $(B_1$ and $B_2)$ to yield image $D_{1,2}$, where the dynamic features that are new relative to the reference image can be identified (see arrows in figure 2(b)).

### 2.4. Column-wise fixed pattern noise

As seen in figure 2(b), elimination of the large inhomogeneities in the image reveals weak residual vertical stripes (see also [7]), which we refer to as fixed pattern noise (FPN) [22]. These are caused by the mismatch between the gain and the bias of the ADCs that are built in individual columns of modern CMOS imagers for improving the read-out speed. Because these parameters are not constant in time, FPN persists even after the subtraction of consecutive frames. The width and period of such a pattern dependent on the size of the FOV and frame rate. In our measurements, we typically observe a periodicity of about ten pixels, which is comparable to the size of a diffraction-limited spot (DLS), thus, complicating the identification of small particles. Previous works [9] reached a protein detection sensitivity of about 55 kDa without correcting for FPN. It is very likely, however, that FPN limits the sensitivity in iSCAT detection at some point. We now take a moment to investigate it further.

We start by assessing whether the dynamics of the observed column noise is rooted in the temporal variations of the offset or the gain of the ADC. In figures 3(a)–(c), we present the results of averaging FPNs for a bare substrate, i.e., without any nanoparticles. The bottom panels in each case display the average of pixel values in each column. The comparison of figures 3(a)–(c) shows that averaging reduces the fluctuation amplitude. Interestingly, however, the central bright region of figure 3(c) indicates that small residual features of the illumination inhomogeneities re-appear again as a result of strong averaging.

To quantify the FPN behavior as a function of the integration time, in figure 3(d) we plot the spatial frequency spectrum of the curves obtained by averaging the column pixels (as in the bottom panels of figures 3(a)–(c)) for a range of integration times. The main FPN periodicity is clearly represented by a peak. The comparison between the evolution of the peak height and the baseline, which is reminiscent of a 1/f noise, indicates that the FPN dynamics is mostly additive. In other words, it is the ADC offset that varies more than its gain. Hence, it is more appropriate to correct for FPN before the division of batches.

A variety of algorithms have accounted for FPN [23–27]. In our work, it is important to correct for both spatial and temporal non-uniformities at the same time. Hence, we use a dedicated protocol illustrated by the flow chart in figure 2, which integrates the FPN correction into the middle of DRA. In the first part of DRA, we compute the differential frame $D_{1,2} = B_2 - B_1$, and then determine the median of each column. We note that we choose the median over the mean because the former would be more susceptible to the contribution of nanoparticles that might be present in the FOV. When we then generate an FPN noise map $N_{1,2}$ by filling all the pixels of a given column with its median (see figure 2(c)). The noise map is...
Investigating the nature of FPN. (a)–(c) Difference images with three different batch sizes. The pixel values in each column are averaged and plotted underneath each image. This 1D mean signal (plotted in red) can then be Fourier transformed to obtain the periodicity of the column noise. (d) The mean amplitude spectrum of bias signals for various batch sizes. The peak corresponding to the FPN periodicity is marked with a black arrow. Scale bars are equal to 1.5 µm.

Further subtracted from the differential frame $D_{1,2}$ to arrive at the corrected image $C_{1,2}$ (see figure 2(d)). The algorithm is now applied to the remaining DRA parts.

### 2.5. Temporal behavior of the noise floor

A number of phenomena can cause temporal variations that remain in the iSCAT noise floor after DRA, thus, hindering long integration times. Examples include sample drift, vibrations in the setup, low-frequency drift of other optical components, camera pixel response, and laser beam pointing instabilities [6, 7]. To investigate the temporal stability of the measurements, we monitored a 48 × 48 pixels (2.88 × 2.88 µm²) region of interest (ROI) in 10⁵ consecutive frames of the corrected videos (PN and FPN) recorded from a blank sample, i.e. in the absence of any proteins. Figure 4(a) displays the standard deviations of nine pixels in the center of the FOV with 0.6 µm spacing between them as a function of integration time measured at 1 kHz. While the behaviors of the individual pixels are not identical, the noise begins to level off within a few seconds for all pixels, indicating that one does not benefit from longer integration times. To obtain a global sense of the temporal fluctuations, we averaged the standard deviations of all pixels in the FOV and examine them as a function of time. The circles in figure 4(b) display the outcome of this analysis for two different frame rates of 1 kHz and 2 kHz. The comparison between the two data sets shows that fast measurements are advantageous because one can reach the required SNR before slow system instabilities dominate.

A spatially fluctuating background might reduce image quality when temporal averaging is used. To characterize this aspect of a typical iSCAT image, we have also calculated the standard deviation of all the pixel values in one frame. The dots in figure 4(b) plot this quantity as a function of the integration window. We see that again averaging reduces the amplitude of fluctuations up to a time scale of the order of 1 s, but for longer times, the noise becomes larger. We display the expected behavior of the shot noise by the solid curves and mark the single-frame digitization limit of a 12-bit ADC by the horizontal line.

The data in figure 4 suggest that after about 2 s of integration, the current experimental noise level allows one to reach an iSCAT contrast of about $1 \times 10^{-4}$. This would imply unity SNR for the detection of single proteins with a molecular mass of 15 kDa, accessing an important class of cancer maker proteins such as cytokines [28, 29].
2.6. Identifying individual particles

After integration over an optimal number of frames and eliminating the unwanted background features, the remaining task is to identify individual nanoparticles and to determine their contrasts. At this point, a median filter with a size of $3 \times 3$ pixels can be employed to remove any hot pixels that could lead to false detection. In the simplest localization method, a threshold is set to eliminate residual background fluctuations and mark features that stand out in a ROI. Here, one can take advantage of the extensive literature in fluorescence microscopy and image processing for fitting a two-dimensional (2D) Gaussian profile [30] to an experimentally measured PSF. In our case, this would provide a good approximation to the central lobe of the generally more complex iPSF [14] (see figure 1(b)). However, these common algorithms perform poorly in the presence of background inhomogeneities, especially when the signal contrast is weak. More advanced feature detection strategies have also been applied. One such example uses the Haar transform [31], which is based on dedicated square shaped wavelets and considers a locality of pixels rather than a thresholded pixel. A number of other algorithms can optimize the process for the native shape of an iPSF, which is mostly radially symmetric [32, 33]. We propose and employ the Difference of Gaussian (DoG) [34, 35] for the optimal analysis of low-contrast iSCAT signals using only the main lobe of the iPSF.

In DoG, an image is first convolved with two Gaussian kernels of large and small widths and then the two resulting images are subtracted from each other. This operation acts as a bandpass filter which removes the background and extracts the sharp local maximum centered about the iPSF location (see SI 1.2) at a radius $W$, which is $\sqrt{2}$ times larger than the standard deviation of the convolution. We find that DoG offers a high performance for detecting iPSFs with low SNR, localizing the center, and estimating the iPSF size, all at the same time. We note in passing that because localization algorithms are designed to detect 2D features similar to the instrument PSF, it is important to avoid spatial frequencies that correspond to the PSF width when performing pre-processing steps such as FPN correction (see SI 1.3).

2.7. More on DRA: quantitative assessment of the contrast

At this point, potential iPSFs of the particles of interest have been identified and localized in space, reporting the number of particles and their positions. Next, the contrast of the registered iPSFs can be quantified in order to learn about the particle contrast. In what follows, we do this by dividing consecutive batches with and without the particle to deduce its contrast. In the ideal case, this profile has a well-defined global baseline such that its extremum is assigned to the particle contrast [9, 37]. In practice, it is hard to assess the baseline of the V-profile for small SNRs, leading to uncertainties in the signal contrast. Other possibilities include reading the intersection of the two fitted lines on the sides of the V-profile or using the method of prominence [38-40]. We typically monitor all three approaches.

2.8. Particle arrival, mobility and departure

In a realistic experiment, particles might not be present in a FOV during the whole integration time of a certain batch. As a result, the footprints of several particles in a given batch might not reach the same SNR. Furthermore, it should be kept in mind that for a camera frame rate of 1 kHz or higher, individual proteins could easily move during several frames before they bind to the surface. Indeed, a typical diffusion constant of $1–100 \mu m^2 s^{-1}$ [41, 42] implies that assuming 3D diffusion, the protein may easily traverse a distance of $0.8–8 \mu m$ in a typical integration time of about 100 ms. Furthermore, considering that molecules undergo thermal agitations even after binding, a certain lateral mobility is expected. While a modest lateral jitter has no effect on the registration of large proteins, it can smear the iPSF and lower the fit quality, which has a particularly large impact on the analysis of small proteins. Figure 6 plots the contrast obtained in an analytical calculation that considers the displacement of a 2D-Gaussian PSF in discrete steps.

![Figure 5. Schematic representation of the differential rolling averaging. (a) A series of batches of video frames. (b) Evolution of the protein landing contrast. By shifting the consecutive batches of frames through the entire video, one reaches a V-shaped trajectory ($P_1$ and $P_2$) with a width equal to twice the batch size and a height that corresponds to the contrast of the particle ($C_1, C_2$). The red and blue solid lines depict the experimental contrast trajectories of two landing events for two proteins (150 kDa) indicated by arrows in (a).](image-url)
poral behavior of each iPSF using an algorithm developed
ous features of a residual background, we extract the tem-
To ensure that we distinguish particles of interest from spuri-
2.9. Elimination of false positive events
across an averaging batch. We find that small lateral motions
Another mobility phenomenon that should be considered
is the unbinding of proteins. This phenomenon can be eas-
yielded through the reversal of contrasts that result from
Figure 7. (a) Blue and red discs illustrate the positions of binding
and unbinding events for proteins of mass 66 kDa, respectively.
(b), (c) Two frames from a DRA video, demonstrating the binding
and unbinding of PSFs using dark and bright colors. Scale bars are
equal to 1.5 \( \mu \text{m} \).

2.10. Histograms of iSCAT contrast values
As in most studies, the iSCAT contrasts obtained from indi-
vidual particles show statistical fluctuations. We recall that in
iSCAT, the particle contrast is proportional to its polarizabil-
ity, which in turn scales linearly with the particle mass if the
density is assumed to be constant. Thus, the distribution of a
histogram across a range of iSCAT contrasts translates to a
distribution of particle mass, establishing a powerful comple-
mentary technique to mass spectrometry [9].

The histogram in figure 8(a) presents an example of this
for 474 detection events of fibrinogen protein with a nominal
mass of 340 kDa. We observe a prominent peak which can be
fit to a Gaussian distribution depicted by the blue curve. How-
ever, one also finds a weaker tail towards larger molecular
masses. This may indicate the existence of protein aggregates
for a purified sample [45]. Furthermore, for a sample contain-
ing different unknown protein species [10], the measured his-
togram reports on the distribution of its various constituent
masses. In this case, a Gaussian mixture model (GMM) can be
used to identify multiple Gaussian sub-populations [46, 47].
GMM is a semi-supervised probabilistic algorithm based on
machine learning, which assumes the data contain a mixture
of a finite number of Gaussian distributions with unknown
parameters. As a statistical measure, Akaike information cri-
teron (AIC) and Bayesian information criterion (BIC) are
commonly used as two estimators to deduce the most probable number of sub-populations [46]. Here, AIC is better at detecting the number of modes at the lower band limit (false negatives), whereas BIC is better at eliminating false positives at the upper band limit (over-fitting) [48, 49]. We apply both AIC and BIC.

Given the finite width of each Gaussian component, the ability to resolve the different species depends on the width of each histogram feature and the statistical robustness of the data. The spread in the contrast values may be caused by intrinsic stochastic features of the desired signal, but it may also result from sample impurities or imperfections. Moreover, systematic errors or noise in various measurement and analysis steps can influence the contrast. For example, variations of the refractive index along the optical path could lead to the modulation of the interferometric signal.

2.11. Precision and accuracy in mass determination

The center of a Gaussian feature can be determined with much better precision than its width just as is the case for spatial localization of single molecules in super-resolution microscopy [50]. Thus, it is evident that in analogy with localization microscopy, issues such as the histogram bin size [51], the overall feature width, and the SNR play a role in the attainable precision. In the example of figure 8(a), we find $C = (11.6 \pm 0.38) \times 10^{-4}$ for the first mode, whereas the large peak in figure 8(b) yields $C = (5.0 \pm 0.14) \times 10^{-4}$.

Besides the issue of the measurement precision, the quantity of central importance in mass determination is the measurement accuracy, namely how close the experimental value is to the true value. Because the contrast in iSCAT depends on many parameters such as the strength of the reference field and the collection efficiency for the scattered field, it is important to establish a calibration procedure. Studies [7, 9] have shown that this can be obtained by measuring several well-known samples to establish a calibration ladder, much as is the case in gel electrophoresis [52]. Figure 8(c) presents the general idea using the two data points extracted from figures 8(a) and (b). The error bar on each data point represents the error in the fit of the Gaussian. The small intercept on the vertical axis indicates that the analysis procedure does not fully eliminate the background. Once the measurement platform has been calibrated, a new contrast measurement can be converted to a mass value. The precision in the measured contrast is then translated to an uncertainty in mass.

3. Summary and overview of the analysis pipeline

Figure 9 presents an overview flowchart of the signal analysis algorithm discussed in this article. Starting with an iSCAT raw video, we normalize the pixel values in each frame to the sum of all pixels in that frame to create a power normalized video. We then search for the optimum averaging batch size that, together with the FPN correction, would yield the best noise floor (see figure 4). Subsequently, particles are localized in each batch and are tracked in time. We examine the spatio-temporal characteristics of the candidate particles and filter out those which do not fulfill the selection criteria, e.g., by removing the smeared and asymmetric iPSFs. A V-shaped profile is constructed by reading the contrast of the central pixel in the PSF across the entire trajectory of a protein or by determining the amplitude of a 2D-Gaussian function fitted to its PSF. In this study, we analyzed the data with the former method. Next, GMM is used to assess the number of Gaussian populations in the data, whereby each mode represents a pure sub-population containing one type of protein or a particular oligomeric state of that protein. We can extract the mean of that mode in the contrast histogram as the representative iSCAT contrast for the protein.

3.1. Synthetic data

As we previously demonstrated, even after the sophisticated image processing procedure outlined above, there are finite
background fluctuations in the image, preventing the detection of arbitrarily small proteins (see figure 10(a)). In particular, it should be kept in mind that such a background is compounded with the intrinsic shot noise of each pixel. The combination of temporal and spatial fluctuations with correlation lengths in the same order of magnitude as the microscope iPSF dictates the detection limit. To investigate this, we generated synthetic iSCAT videos and subjected them to the same analysis algorithm described in figure 9. Here, we used example experimental background frames from a blank sample and superimposed PSF intensities with various contrast in a random fashion. Figure 10(b) shows the extracted contrasts as a function of the expected protein mass. The solid blue line is a fit to this synthetic library. We note that the data points extracted for cases with SNR < 3 no longer lie on the straight line because the contrast of the particle PSF cannot be reliably extracted from the noisy speckle background. Future studies will take such a synthetic analysis an important step further by considering the interference of the iPSF with the speckle background and applying machine learning algorithms to push the detection limit towards SNR ∼ 1.

4. Discussion and outlook

With detection sensitivity down to single proteins as small as about 60 kDa [7, 9], iSCAT has ushered optical sensing to a new horizon, well beyond the commercial gold standard based on surface plasmon resonance sensing [54]. In fact, the current sensitivity is in no way limited by a fundamental issue so that there is reason to expect further advances in the near future. In this article, we have sketched the various steps involved in iSCAT protein sensing and mass determination and have identified and addressed several key factors that set the ground for future progress. Improvements can be implemented to the physical setup and measurement strategy as well as the data analysis algorithms.

On the experimental side, it will be important to examine the binding and mobility of proteins on various substrates in order to increase the detection yield and to prevent potential contrast smearing which results if a protein moves during the detection process. Employment of different camera technologies can also help improve the SNR, e.g. by providing larger well depth and better readout noise. Another interesting topic for further studies concerns a quantitative assessment of the effect of the water-glass interface on the scattering pattern of a protein and the resulting iPSF. Indeed, some recent studies have employed a spatial filter in the detection path to enhance the detected contrast [37, 55, 56]. Here, it would be interesting to examine the influence of the near-field coupling between the particle and the substrate on the angular distribution of the scattered light.

The data analysis algorithms presented in this article are provided on a python-based open-source platform (PiSCAT) [53]. This analysis will be modified and extended in many different manners, especially in the wake of a fury of machine learning techniques in image processing and microscopy [57]. Furthermore, sophisticated statistical analysis of the speckle-like background and a better understanding of the spread in the contrast histograms will allow one to identify the desirable signals and eliminate false positive contributions.
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