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Abstract. The brand is one of the crucial elements that determine the success of a product. Consumers in determining the choice of a product will always consider product attributes (such as features, shape, and color), however consumers are also considering the brand. Brand will guide someone to associate a product with specific attributes and qualities. This study was designed to identify the product attributes and predict brand performance with those attributes. A survey was run to obtain the attributes affecting the brand. Subtractive Fuzzy Clustering was used to classify and predict product brand association based aspects of the product under investigation. The result indicates that the five attributes namely shape, ease, image, quality and price can be used to classify and predict the brand. Training step gives best FSC model with radii (ra) = 0.1. It develops 70 clusters/rules with MSE (Training) is 9.7093e-016. By using 14 data testing, the model can predict brand very well (close to the target) with MSE is 0.6005 and its' accuracy rate is 71%.

1 Introduction

Marketing efforts include creating strategies, marketing tactics and operational activities has very significant role in product success. One of important aspect of marketing is branding management. Brand is important because it is not just a name for the product, but also an identity to differentiate it from the products resulting from other companies. Some studies showed that brand, one important aspect of marketing, has significantly contributed to the success.

Product that has positive brand association tends to get better probability to be purchased in the future [1] and recommended to other customer [2]. It can also increase customer’s loyalty [3]. Brand is a symbol of the company name on a product that consistently delivers the features, benefits and services to its customers. Consumers in determining the choice of a product will always consider product attributes (such as features, shape, and color), however consumers are also pay attention on brand [4] [5]. Brand will guide someone to associate a product by selecting information elements in the product selection [6]. This was confirmed by Page and Herr which states that the design and brand have different influences on preferences and quality assessment [7]. Preference is determined by the design, while the quality is determined by both design and brand.

Brand equity will give special value to customers. It can help customers to interpret, process and store information related to the product. Brand equity is built by brand awareness, perceived quality, brand association and brand loyalty [8]. Brand association is claimed to be the most important by some expert because it can drive to the better brand performance [9] to survive in this dynamic environment, brand association should involve institutional theory [10].

Brand association known can be used by consumers to identify other products from a company [11]. Many studies showed that positive brand association positively affects behavior. There are many different techniques to measure and develop brand association network [12] such as brand concept maps (BCM) [13]. However, it is still needed to develop techniques and methods to evaluate and predict the brand association.

Based on some facts and studies above, this research is intended to develop prediction method of the brand association based on customer perception of product attributes. Fuzzy clustering is implemented to divide the data space into fuzzy clusters, in which each representing a specific part of the system behavior. The fuzzy rules can be found for each cluster. By applying fuzzy systems, uncertainty of the case can be involved in linguistic labels to more adapted results [14, 15].

Fuzzy subtractive clustering (FSC) method is applied to get the prediction. The FSC method is used because it is fast method to estimating clusters of the data as basis to get estimation and it is more consistent than fuzzy C Mean method [16, 17].

FSC has been applied in some field of researches such as three phase induction control [18], Non Linear process modeling [19], Data mining [20] and web design [21].

Hand Phone (HP) or smart phone is chosen as the object of this study because it has a high growth rate. Based on research conducted by the Research on Asia
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(ROA), the average rate of growth of HP in Indonesia from 2006 to 2010 are around 17% per year [22]. In fact, surveying HP Nielsen Company Indonesia stated that the average level of ownership HP increased by about 23% per year from 2006 to 2010 [23]. Sales growth is also expected to remain high for the next years. International Data Corporation (IDC) estimates that mobile phone sales will grow about 10%, equivalent to 48.8 million units in 2012 [24]. Besides, HP has a wide range and variety associated with features and price. Number of series HP-powered GSM in the market is more than 180 series. HP's low end product has the most variants. It is about 42% of the total series in the market.

2 Basic Concept

2.1 Brand

The brand is a name, term, sign, symbol, design or a combination of these things, intended to identify the goods or services and to differentiate them from competitors' products. According to Aaker "A brand is a name or symbol discriminatory (such as logo, seal or packaging) with a view to identify the goods or services of one seller or group specific seller thus distinguishing the goods and services produced by the competitor" [8].

Brand equity is an asset that can provide its own value in the eyes of its customers. Asset that it contains help customers interpret, process and store information related to the product and the brand. Besides giving value for the consumer, it also provides the brand equity value for the company. Aaker defines brand equity by "A set of assets (and liabilities) linked to a brand's name symbol that adds to the value provided by a product or service to a firm and for that firm' customers" [8]. Five categories of assets includes brand loyalty, image quality is captured, associations brand, brand awareness and the asset of other brands (other proprietary asset) such as patents, cap, distribution channels and others, all of which can provide value to the customer and the company. Five categories of assets underlying brand equity is illustrated in figure 1.

Romaniuk and Nenycz-Thiel underlined that the knowledge and experience of a consumer with a certain brand will influence the total amount of associations a consumer related to a brand [3]. Based on sport shoes study, Mühlbacher et al. claimed that cognitive brand research showed that brand association characteristics - such as favorability, number, uniqueness, and consensus - influence brand strength [25]. Moreover, the finding supported the theory of cognitive brand equity. Favorability, number, uniqueness, and consensus can be used as predictor of brand strength.

2.2 Fuzzy Subtractive Clustering

The idea of fuzzy clustering is to divide the data space into fuzzy clusters, each of which represents a particular part of the system behavior. After projecting the cluster to the input space, the antecedent part of the fuzzy rules can be found. In the fuzzy clustering algorithm, the membership function can be determined according to two possible methods [26].

In the first method, the cluster is projected orthogonal to the axis of the antecedent variables and membership functions attached to these projections. The second method uses multi-dimensional membership functions, the fuzzy cluster is projected to input space. Membership degree of data points are directly calculated in this cluster and is projected by distance from the center of the cluster is projected.

Some fuzzy clustering methods have been developed in the literature. The most common method is fuzzy C-means clustering and subtractive clustering. Fuzzy C-Means (FCM) is a supervised filtering algorithm. It is developed based on a determined (known) cluster numbers o be performed. If the number of clusters to be formed is not known before, then an unsupervised algorithm should be performed. The most common unsupervised algorithm is Fuzzy Subtractive Clustering (FSC). FSC is based on the size of the density (potential) of data points in a space (variable).Another difference is related to the position of cluster central. In FCM method, the cluster central may not be in one of the clustered data. It will not happen in the subtractive clustering method. In the subtractive clustering method, a cluster center must be one of the clustered data, where the degree of membership in the cluster is equal to 1. The sum of all degrees of membership in FCM is always equal to 1, but not so with subtractive clustering. In the subtractive clustering method, the sum of all degrees of membership is not necessarily (even rarely) equal to 1.

![Brand Equity Value](image)
FSC is a fuzzy clustering method that applied Sugeno fuzzy inference System (FIS) and it is unsupervised model. Figure 1 is the structure of the Sugeno FIS.

Subtractive Fuzzy Clustering (FSC), an extension of the mountain clustering method proposed by Yager and Filev is a method that is expected to resolve issues that arise in the previous grouping method in which the calculation is growing exponentially with the dimension of the problem, namely because the function must be evaluated at each grid point.

![Fig. 2. Structure of FIS](image)

FSC solves the problem by using a data point as a potential center of the cluster, not the grid points as in the mountain cluster. This means that the calculation is now comparable to the dimensions of the problem size; not dimension [27, 28]. Although the exact center of the cluster is not necessarily located at one data point, but in many cases it is a good approach. Each data point is the candidate for the center cluster, the size of the density of data points as shown in (2.1).

$$D_k = \sum_{j=1}^{N} \exp \left( - \frac{X_k - X_j}{(r/2)^2} \right),$$ (2.1)

when ra is a positive constant that describes to a radius around a central point.

The first cluster center x1 can be selected that have the greatest value of Dk. Then measures the density corrected by equation 2.2.

$$D'_k = D_k - D_{C1} * \exp \left( - \frac{||X_k - X_{C1}||}{(r_b/2)^2} \right)$$ (2.2)

By Dk is a solid potential for the center cluster to k (ck). Rb is a positive constant that defines a radius around a central point which has a measurable reduction of solids. Rb value describes the range subtractive efficient and have a greater value than the value ra.

$$r_b = \eta r_a,$$ (2.3)

with η is a value greater than 1 is referred to as squash factor. After subtraction, any potential new cluster centers associated with upper acceptance limit and lower rejection limit and a distance criterion selects the second cluster centers.

In the implementation, there are 2 fractions as a comparator factor. They are Accept ratio and Reject ratio. Accept ratio and reject ratio is a fractional number that has value 0 to 1. Accept ratio is the lower limit where a data point becomes a candidate (candidate) cluster center is allowed to become the center of the cluster. While the reject ratio is the upper limit in which a data point to be a candidate (candidate) cluster center is not allowed to be the center of the cluster. On an iteration, if it has been found a data point with the highest potential (eg. Xk with potential Dk), then it will be continued by searching for the potential Ratios of the data point with the highest potential of a data point at the beginning of the iteration (eg. Xh with potential Dh). The result for Dk with Dh is then called Ratio (Ratio = Dk / Dh). There are 3 conditions that can occur in an iteration (figure 2):

- If Ratio > Accept ratio, then the data point is accepted as a new cluster center.
- If the Reject Ratio <Ratio ≤ Accept ratio then the new data point will be accepted as the new cluster center only if the data point is located at a considerable distance with the other cluster center (the sum of the Ratio and the nearest distance of the data point with a center other existing clusters ≥ 1). If the sum between the ratio and the longest distance of the data point with the other existing cluster center <1, then other than that point the data will not be accepted as the center of the cluster, it will no longer be considered to be the center of the new cluster (its potential is set equal to zero).
- If the ratio ≤Reject ratio, then no more data points will be considered to be a cluster central candidate, iteration is stopped.

3 Research Method

This study was designed to cluster the samples and develop FSC model to predict brand of products with regard to the nature of contingency products segment. Research design was explanatory or confirmatory research that aimed to find the relationship of research variable. A survey was conducted to determine the relationship between some HP independent variables and brand choice for low end segment. The independent variables were shape, quality, convenience, price and image.

This research consists of four steps namely data instrument development and instrument testing, data gathering, modeling, and model testing and prediction.

First, research instrument was developed based on some variables as found in the literature review. This study used consumer product attributes preferences questionnaire with Summated Rating Scale Method. A questionnaire was composed to get information from respondents.

Secondly, based on tryout data, instrument was tested for their reliability and validity. Thirty five respondents were involved in tryout. Thirdly, research data gathering was run based on cross-sectional research design type, in which one or more samples were taken from the population at certain of time.

The population of this research was the HP consumers aged between 17-55 years and use low/medium end HP. The sample was taken by purposive sampling method from Yogyakarta and Surakarta. Questions regarding the background of respondents asked in the questionnaire and if it did not meet the criteria will be sorted. Minimum number of samples was determined based on normal assumption (based Kolmogorov Smirnov test). This research used 97 samples. The next steps, FSC modeling
was developed based on data gathered. Eighty-three data was used for model development. Finally, the model was used to predict the target. It was done by some other data (using 14 data). The result was tested to the fact.

4 Result and Discussion

There were three steps of analysis in this research; namely validity and reliability analysis, model development, and testing & prediction.

4.1 Validity and Reliability Analysis

Before it was applied, research questionnaire must be analyzed for their validity and reliability. Thirty seven respondents participated in try out step. All items were tested and the result was valid (r > 0.3) and reliable (alpha=0.8898).

4.2 Model Development and Evaluation

Data analysis was performed using Matlab 14. The program was done with the help function genfis2 and evalfis. Models were generated by using functions genfis. After doing several trials with different radii (r), the best model was found by considering the magnitude of the error rate and number clusters. Genfis2 was applied to generate a Sugeno-type Fuzzy Interface System (FIS) structure using subtractive clustering for adaptive neuro fuzzy interface system (ANFIS) training. Evalfis function was to perform fuzzy interface calculation.

The first step to develop a model is running training. Source code for this model development (training) based on 5 independent variables is performed below:

```matlab
In=P(:,2:6); Out=P(:,7);
Fismat=genfis2(In,Out,r);
Fuzout=evalfis(In,Fismat);
Fcnrmse=norm(fuzout-Out)/sqrt(length(fuzout));
salah=fuzout-Out;
hasil1=[fuzout]
selisih1=[salah]
MSE1=sqrt(mse(salah))
plot(no(:,1),Out,'bo',no(:,1),fuzout,'r*');
pause;
```

The study applied Mean Square Error (MSE) to measure the error in this training stage. Best model selection is done by simulating the value of radii. The result can be seen in Table 1.

**Table 1. The training evaluation result**

| Radii (R) | # rule | Training | MSE        |
|----------|--------|----------|------------|
| 0.9      | 2      | 0.5375   |
| 0.7      | 3      | 0.5230   |
| 0.5      | 10     | 0.2522   |
| 0.3      | 51     | 6.9609e-015 |
| 0.1      | 70     | 9.7093e-016 |
| 0.05     | 73     | 5.8138e-016 |
| 0.01     | 73     | 4.1362e-016 |
| 0.001    | 73     | 4.1362e-016 |

Based on the calculation subtractive clustering source code above, the results obtained were very close to the target (brand). In training step, with 84 data, the best model was developed. Fuzzy inference rules were generated by genfis function. Table 1 simulates model fuzzy inference rules in training steep. Number rules will increase with the decrease of radii. The smaller radii was used, the more clusters will be generated. The fewer clusters were generated, the number rules will be generated and the fewer MSE (training) found. However, rules number was constant for radii less than 0.1. Based on this condition, the study decides to choose model with ra = 0.1 for the next prediction. It gives 70 rules/clusters and its MSE is 9.709 e-16.

The prediction and its test source code is performed bellow.

```matlab
CekIn=Y(:,1:5);
CekOut=Y(:,6);
Fuzcek=evalfis(CekIn,Fismat);
plot(CekIn(:,5),CekOut,'bo',CekIn(:,5),Fuzcek,'r*');
pause;
err=Fuzcek-CekOut;
hasil=[Fuzcek]
selisih=|err|
MSE=sqrt(mse(Fuzcek-CekOut))
plot(err,'r*');hold on;plot(err);
pause;
```

By using 14 testing data, brand association prediction was done and evaluated based on both prediction MSE and accuracy. The best model (with ra = 0.1) gave very good result. The result showed that only four of the fourteen results that was significantly difference (more than 0.5) to the targets. It means the accuracy rate was 71% (Table 2).
Before it was applied, research questionnaire must be analyzed for their validity and reliability. Thirty seven respondents participated in try out step. All items were tested and the result was valid (r > 0.3) and reliable (using 14 data). The result was tested to the fact. Eighty three data was developed based on data gathered. Eighty -three data was generated by genfis function. Table 1 simulates model code above, the results obtained were very close to the target of testing data well. Numerically, it also gives smallest MSE (test) by 0.6005. It can be seen in Table 3.

| No | Target | Prediction Result | Difference | Similar |
|----|--------|-------------------|------------|---------|
| 1  | 1      | 1.6666            | 0.6666     | No      |
| 2  | 2      | 2.9143            | 0.9143     | No      |
| 3  | 2      | 2.0000            | -0.0000    | Yes     |
| 4  | 2      | 3.3070            | 1.3070     | No      |
| 5  | 2      | 1.9375            | -0.0625    | Yes     |
| 6  | 2      | 3.3501            | 1.3501     | No      |
| 7  | 3      | 2.7500            | -0.2500    | Yes     |
| 8  | 3      | 2.9732            | -0.0268    | Yes     |
| 9  | 3      | 2.5877            | -0.4123    | Yes     |
| 10 | 3      | 3.0000            | -0.0000    | Yes     |
| 11 | 3      | 3.0000            | -0.0000    | Yes     |
| 12 | 3      | 2.9906            | -0.0094    | Yes     |
| 13 | 4      | 4.0000            | -0.0000    | Yes     |
| 14 | 4      | 4.0000            | 0.0000     | Yes     |

Figure 2 shows how close the prediction and the target visually for radii is 0.1. It looks that prediction is very close to the target. Numerically, it also gives smallest MSE (test) by 0.6005. It can be seen in Table 3.

![Comparison between fuzzy subtractive clustering prediction results and target](image)

The prediction performance (MSE Test) and accuracy is influenced much by the characteristic training and testing data.

If the data are similar to the training data, the performance of prediction will be very good. In contrary, if testing data have many outliers, data are higher than the highest training data or lower than the lowest training data, the model built by training data will not predict target of testing data well.

This research also has limitation in determining the best cluster used to get best prediction. It still uses simulation and by trial and error. Thus, further research in optimizing cluster number is needed. Some meta-heuristic such as genetic algorithm, simulated annealing can be applied.

| Radii (R) | # rule | Testing |
|----------|--------|---------|
| 0.9      | 2      | 0.8265  | 42%    |
| 0.7      | 3      | 0.8430  | 42%    |
| 0.5      | 10     | 2.7409  | 42%    |
| 0.3      | 51     | 1.0881  | 57%    |
| 0.1      | 70     | 0.6005  | 71%    |
| 0.05     | 73     | 0.6467  | 71%    |
| 0.01     | 73     | 0.5669  | 28%    |
| 0.001    | 73     | 0.5825  | 28%    |

5 Conclusion

1. The result indicates that the five attributes namely shape, ease, image, quality and price can be used to classify and predict the brand.
2. Training step gives best FSC model with radii ra = 0.1. It develops 70 clusters with MSE (Training) is 9.7093e-016.
3. By using 14 testing data, the model can predict brand very well (close to the target) with MSE is 0.6005 and its’ accuracy rate is 71%.
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