A PROOF OF THE COMPOSITIONAL DELTA CONJECTURE
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ABSTRACT. We prove a compositional refinement of the Delta conjecture (rise version) of Haglund, Remmel and Wilson [HRW18] for \( \Delta'_{e_{n-k-1}} e_n \) which was stated in [DIW20b] in terms of Theta operators.
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1. Introduction

In [HRW18] Haglund, Remmel and Wilson formulated the Delta conjecture (rise version), which can be stated as

\[
\Delta'_{e_{n-k-1}} e_n = \sum_{P \in \text{LD}(n)^+} q^{	ext{dinv}(P)} t^{	ext{area}(P)} x^P,
\]

where the sum is over labelled Dyck paths of size \( n \) with positive labels and \( k \) decorated rises (see Sections 3 for definitions). It turns out that for \( k = 0 \) this formula reduces to the shuffle conjecture, recently proved in [CM18]; see [vW19] for a nice exposition of this interesting story. The Delta conjecture (rise version) already attracted quite a bit of interest, and several of its consequences have been proved: e.g. see [GHRY17, Rom17, HRS18, DIVW20, DIVW19b, DIVW19a], and [DIW20a, Section 2] for a short survey of partial progress on the problem.

In [DIW20b] a new family of operators on symmetric functions has been introduced, the so called Theta operators, which allowed the authors to conjecture a compositional refinement of the Delta conjecture, which can be stated as

\[
(-1)^{|\alpha|} \Theta_{e_k} \nabla C_{\alpha} = \sum_{P \in \text{LD}(n)^+} q^{	ext{dinv}(P)} t^{	ext{area}(P)} x^P,
\]

where \( \text{dcomp}(P) \) is the diagonal composition determined by the points where the Dyck path of \( P \) touches the main diagonal and the positions of the decorated rises (see Sections 3 for definitions).

This conjecture at \( k = 0 \) gives the compositional shuffle conjecture stated in [HMZ12], which is precisely what has been proved in [CM18].

In this work we prove (1), getting the Delta conjecture as an immediate corollary.

Remark 1.1. In [HRW18] there is also a valley version of the Delta conjecture, which is left open.

The rest of this paper is organized in the following way. In Sections 2 and 3 we introduce the notions and tools needed to state in Section 3 the compositional Delta conjecture. In Section 4 we recall some definitions about the Dyck path algebra introduced in [CM18] and how the Delta conjecture has been reduced in [DIW20a] to an identity of operators on symmetric functions. In Section 5 we finally prove this operator identity.
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2. Symmetric functions

In this section we limit ourselves to introduce the necessary notation to state our main theorem.

The standard bases of the symmetric functions that will appear in our calculations are the complete \( \{ h_\lambda \}_\lambda \), elementary \( \{ e_\lambda \}_\lambda \), power \( \{ p_\lambda \}_\lambda \) and Schur \( \{ s_\lambda \}_\lambda \) bases.

We will use the usual convention that \( e_0 = h_0 = 1 \) and \( e_k = h_k = 0 \) for \( k < 0 \).

The ring \( \Lambda \) of symmetric functions can be thought of as the polynomial ring in the power sum generators \( p_1, p_2, p_3, \ldots \). This ring has a grading \( \Lambda = \bigoplus_{n \geq 0} \Lambda^{(n)} \) given by assigning degree \( i \) to \( p_i \) for all \( i \geq 1 \). As we are working with Macdonald symmetric functions involving two parameters \( q \) and \( t \), we will consider this polynomial ring over the field \( \mathbb{Q}(q,t) \). We will make extensive use of the plethystic notation.

With this notation we will be able to add and subtract alphabets, which will be represented as sums of monomials \( X = x_1 + x_2 + x_3 + \cdots \). Then, given a symmetric function \( f \), and thinking of it as an element of \( \Lambda \), we denote by \( f[X] \) the expression \( f \) with \( p_k \) replaced by \( x_1^k + x_2^k + x_3^k + \cdots \), for all \( k \). More generally, given any expression \( Q(z_1, z_2, \ldots) \), we define the plethystic substitution \( f[Q(z_1, z_2, \ldots)] \) to be \( f \) with \( p_k \) replaced by \( Q(z_1^k, z_2^k, \ldots) \).

We denote by \( \langle \cdot, \cdot \rangle \) the Hall scalar product on symmetric functions, which can be defined by saying that the Schur functions form an orthonormal basis. We denote by \( \omega \) the fundamental algebraic involution which sends \( e_k \) to \( h_k \), \( s_\lambda \) to \( s_\lambda \) and \( p_k \) to \((-1)^{k-1}p_k \).

With the symbol “\( \perp \)” we denote the operation of taking the adjoint of an operator with respect to the Hall scalar product, i.e.

\[
\langle f^\perp g, h \rangle = \langle g, fh \rangle \quad \text{for all } f, g, h \in \Lambda.
\]

For a partition \( \mu \vdash n \), we denote by

\[
H_\mu := H_\mu[X] = \tilde{H}_\mu[X; q, t] = \sum_{\lambda \vdash n} \tilde{K}_{\lambda\mu}(q,t)s_\lambda
\]

the (modified) Macdonald polynomials, where

\[
\tilde{K}_{\lambda\mu} := \tilde{K}_{\lambda\mu}(q,t) = K_{\lambda\mu}(q,1/t)t^{n(\mu)} \quad \text{with } n(\mu) = \sum_{i \geq 1} \mu_i(i-1)
\]

are the (modified) Kostka coefficients (see [Hag08] Chapter 2 for more details).

The set \( \{ \tilde{H}_\mu[X; q, t] \}_\mu \) is a basis of the ring of symmetric functions \( \Lambda \) with coefficients in \( \mathbb{Q}(q,t) \). This is a modification of the basis introduced by Macdonald [Mac95], and they are the Frobenius characteristic of the so called Garsia-Haiman modules (see [GH93]).

If we identify the partition \( \mu \) with its Ferrers diagram, i.e. with the collection of cells \( \{ (i,j) \mid 1 \leq i \leq \mu_j, 1 \leq j \leq \ell(\mu) \} \), then for each cell \( c \in \mu \) we refer to the arm, leg, co-arm and co-leg (denoted respectively as \( a_\mu(c), l_\mu(c), a_\mu(c)', l_\mu(c)') \) as the number of cells in \( \mu \) that are strictly to the right, above, to the left and below \( c \) in \( \mu \), respectively (see Figure 1).

We set

\[
M := (1-q)(1-t),
\]
and we define for every partition $\mu$

$$B_\mu := B_\mu(q,t) = \sum_{c \in \mu} q^{a'_c}(c)t^{l'_c}(c)$$

(6)

$$T_\mu := T_\mu(q,t) = \prod_{c \in \mu} q^{a'_c}(c)t^{l'_c}(c)$$

(7)

$$\Pi_\mu := \Pi_\mu(q,t) = \prod_{c \in \mu/(1)} (1 - q^{a'_c}(c)t^{l'_c}(c)) \quad (\mu \neq \emptyset).$$

(8)

Notice that

$$B_\mu = c_1[B_\mu] \quad \text{and} \quad T_\mu = c_{|\mu|}[B_\mu].$$

For every symmetric function $f[X]$ we set

$$f^* = f^*[X] := f \left[ \frac{X}{M} \right].$$

(10)

The following linear operators were introduced in [BG99, BGHT99], and they are at the basis of the conjectures relating symmetric function coefficients and $q,t$-combinatorics in this area.

We define the nabla operator on $\Lambda$ by

$$\nabla \tilde{H}_\mu = (-1)^{|\mu|}T_\mu \tilde{H}_\mu \quad \text{for all } \mu.$$  

(11)

Notice that traditionally there is no sign in the definition of nabla, but we follow here the convention in [GM19], as it makes it easier to state and use some results in that reference.

We define the Delta operators $\Delta_f$ and $\Delta'_f$ on $\Lambda$ by

$$\Delta_f \tilde{H}_\mu = f[B_\mu(q,t)]\tilde{H}_\mu \quad \text{and} \quad \Delta'_f \tilde{H}_\mu = f[B_\mu(q,t) - 1] \tilde{H}_\mu, \quad \text{for all } \mu.$$  

(12)

Observe that on the vector space of symmetric functions homogeneous of degree $n$, denoted by $\Lambda^{(n)}$, the operator $\nabla$ equals $(-1)^n \Delta_{\varepsilon_n}$. Moreover, for every $1 \leq k \leq n$,

$$\Delta_{\varepsilon_k} = \Delta_{\varepsilon_k}' + \Delta_{\varepsilon_{k-1}}' \quad \text{on } \Lambda^{(n)},$$

(13)

and for any $k > n$, $\Delta_{\varepsilon_k} = \Delta_{\varepsilon_{k-1}}' = 0$ on $\Lambda^{(n)}$, so that $\Delta_{\varepsilon_n} = \Delta_{\varepsilon_{n-1}}'$ on $\Lambda^{(n)}$.

In [HMZ12] the following operators were introduced: for any $m \geq 0$ and any $F[X] \in \Lambda$

$$\mathbb{C}_m F[X] := (-1/q)^{m-1} \sum_{r \geq 0} q^{-r} h_{m+r}[X] h_r[X(1-q)]^{-1} F[X],$$

(14)

and for any composition $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_l)$ of $n$, denoted $\alpha \vdash n$, we set

$$C_\alpha = C_{\alpha}[X;q] := C_{\alpha_1} C_{\alpha_2} \cdots C_{\alpha_l}(1).$$

(15)

The symmetric functions $E_{n,k}$ were introduced in [GH02] by means of the following expansion:

$$e_n \left[ \frac{1-z}{1-q} \right] = \sum_{k=1}^{n} \frac{(z;q)_k}{(q;q)_k} E_{n,k},$$

(16)

where

$$(a;q)_n := (1-a)(1-aq)(1-a^2q) \cdots (1-a^{n-1}q)$$

is the standard notation for the $q$-rising factorial.
Notice that setting $z = q$ we get

$$e_n = E_{n,1} + E_{n,2} + \cdots + E_{n,n}.$$  

The following identity is proved in [HMZ12, Section 5]:

$$E_{n,r} = \sum_{\alpha \vdash n} C_{\alpha} \quad \text{for all } r = 1, 2, \ldots, n,$$  

where $\ell(\alpha)$ denotes the length of the composition $\alpha$.

Together with (18) it gives immediately

$$e_n = \sum_{\alpha \vdash n} C_{\alpha}. $$  

Recall the definition of the invertible linear operator $\Pi$ on $\Lambda = \oplus_{n \geq 1} \Lambda^{(n)}$ defined as follows: for any non-empty partition $\mu$

$$\Pi \tilde{H}_\mu := \Pi_\mu \tilde{H}_\mu.$$  

For any symmetric function $f \in \Lambda^{(k)}$ we introduce the following Theta operators on $\Lambda$: for every $F \in \Lambda^{(n)}$ we set

$$\Theta_f F := \begin{cases} \Pi f^* \Pi^{-1} F & \text{if } n \geq 1 \\ 0 & \text{if } n = 0 \text{ and } k \geq 1 \\ f \cdot F & \text{if } n = 0 \text{ and } k = 0 \end{cases}$$  

It is clear that $\Theta_f$ is linear, and moreover, if $f$ is homogenous of degree $k$, then so is $\Theta_f$, i.e.

$$\Theta_f \Lambda^{(n)} \subseteq \Lambda^{(n+k)}$$  

The following theorem is proved in [DIW20b, Theorem 3.1].

**Theorem 2.1.** For $n \geq 1$ and $k \geq 0$,

$$(-1)^{n-k} \Theta_{e_k} \nabla e_{n-k} = \Delta'_{e_{n-k-1}} e_n.$$  

The following corollary immediately follows from Theorem 2.1 and (20).

**Corollary 2.2.** For $n \geq 1$ and $k \geq 0$,

$$(-1)^{n-k} \sum_{\alpha \vdash n-k} \Theta_{e_k} \nabla C_{\alpha} = \Delta'_{e_{n-k-1}} e_n.$$  

3. **Combinatorial definitions**

**Definition 3.1.** A Dyck path of size $n$ is a lattice paths going from (0, 0) to $(n, n)$ consisting of east or north unit steps, always staying weakly above the line $x = y$ called the main diagonal. The set of Dyck paths is denoted by $D(n)$.

**Definition 3.2.** A labelling or word of a Dyck path $\pi$ of size $n$ ending east is an element $w \in \mathbb{N}^n$ such that when we label the $i$-th vertical step of $\pi$ with $w_i$ the labels appearing in each column of $\pi$ are strictly increasing from bottom to top (cf. Figure 2). The set of such labellings is denoted by $W(\pi)$.

A labelled Dyck path is an element $P = (\pi, w)$ of

$$LD(n) := \{ (\pi, w) \mid \pi \in D(n), w \in W(\pi) \}.$$  

**Definition 3.3.** Let $\pi$ be a Dyck path of size $n$. We define its area word to be the sequence of integers $a(\pi) = (a_1(\pi), a_2(\pi), \ldots, a_n(\pi))$ such that the $i$-th vertical step of the path starts from the diagonal $y = x + a_i(\pi)$. For example the path in Figure 2 has area word (0, 1, 0, 1, 2, 1, 2, 3).

**Definition 3.4.** We define for each $P \in LD(n)$ a monomial in the variables $x_1, x_2, \ldots$: we set

$$x^P := \prod_{i=1}^{n} x_{l_i(P)}$$  

where $l_i(P)$ is the label of the $i$-th vertical step of $P$ (the first being at the bottom).
Definition 3.5. The rises of a Dyck path $\pi$ are the indices
$$r(\pi) := \{2 \leq i \leq n \mid a_i(\pi) > a_{i-1}(\pi)\},$$
or the vertical steps that are directly preceded by another vertical step.

A decorated Dyck path is a pair $P = (\pi, dr)$ where $\pi$ is a Dyck path and $dr \subseteq r(\pi)$. We set
$$D(n)^k := \{(\pi, dr) \mid \pi \in D(n), dr \subseteq r(\pi), |dr| = k\}.$$

A labelled decorated Dyck path is a triple $(\pi, dr, w)$ where $\pi$ is a Dyck path, $dr \subseteq r(\pi)$ and $w$ is a labelling of $\pi$. We set
$$LD(n)^k := \{(\pi, dr, w) \mid (\pi, w) \in LD(n), dr \subseteq r(\pi), |dr| = k\}.$$

We will sometimes use the natural identification $LD(n)^0 = LD(n)$.

Definition 3.6. Given a labelled Dyck path $P$, we define its reading word $\sigma(P)$ as the sequence of nonzero labels, read starting from the main diagonal $y = x$ going bottom left to top right, then moving to the next diagonal, $y = x+1$ again going bottom left to top right, and so on.

If the reading word of $P$ is $r_1 \ldots r_n$ then the reverse reading word of $P$ is $r_n \ldots r_1$.

See Figure 2 and Figure 3 for an example.

![Figure 2](image)

**Figure 2.** Example of an element in $LD(8)$ with reading word 21341626.

![Figure 3](image)

**Figure 3.** Example of an element in $LD(6)^2$ with reading word 21341626.

We define two statistics on this set that reduce to the same statistics as defined in [HHL+05] when $k = 0$.

Definition 3.7. Let $P = (\pi, dr) \in D(n)^k$. Define
$$\text{area}(P) := \sum_{i \in dr} a_i(\pi).$$

More visually, the area is the number of whole squares between the path and the main diagonal and not contained in rows containing a decorated rise.

If $P = (\pi, dr, w) \in LD(n)^k$ then we set $\text{area}(P) = \text{area}((\pi, dr))$. In other words, the area of a path does not depend on its labelling.
For example, the path in Figure 3 has area 6.

**Definition 3.8.** Let \( P = (\pi, dr, w) \in \text{LD}(n)^{\ast k} \). For \( 1 \leq i < j \leq n \), we say that the pair \((i, j)\) is an inversion if

- either \( a_i(\pi) = a_j(\pi) \) and \( w_i < w_j \) (primary inversion),
- or \( a_i(\pi) = a_j(\pi) + 1 \) and \( w_i > w_j \) (secondary inversion),

where \( w_i \) denotes the \( i \)-th letter of \( w \), i.e. the label of the vertical step in the \( i \)-th row.

Then we define

\[
\text{dinv}(P) := \# \{ 0 \leq i < j \leq n \mid (i, j) \text{ is an inversion} \}.
\]

For example, the path in Figure 3 has \( \text{dinv} \) 3: 1 primary inversion, i.e. (2, 4), and 2 secondary inversions, i.e. (2, 3) and (5, 6).

**Definition 3.9.** Given \( P \in \text{LD}(n)^{\ast k} \) we define its diagonal composition \( \text{dcomp}(P) \) to be the composition of \( n - k \) whose \( i \)-th part is the number of rows of \( P \) without a decoration \( \ast \) that lie between the \( i \)-th and the \((i + 1)\)-th vertical step of \( P \) on the main diagonal (or from the \( i \)-th step onwards if it is the last such step). See Figure 4 for an example. If \( P \in D(n)^{\ast k} \), its diagonal composition is defined identically.

![Figure 4. A partially labelled Dyck path with diagonal composition \( \alpha = (1, 1, 1, 3, 1, 3) \).](image)

### 4. Statements of Delta conjectures

In this section we state our refined conjectures.

The following conjecture is due to Haglund, Remmel and Wilson [HRW18].

**Conjecture 4.1 (Delta (rise version)).** Given \( n, k \in \mathbb{N} \) with \( n > k \geq 0 \),

\[
\Delta_{e_{n-k-1}}' e_n = \sum_{P \in \text{LD}(n)^{\ast k}} q^{\text{dinv}(P)} \text{area}(P) x^P.
\]

In [DIW20b, Conjecture 5.4] it is stated a compositional refinement of the Delta conjecture, i.e. of the case \( k = 0 \) of Conjecture 4.1.

**Conjecture 4.2 (Compositional Delta).** Given \( n, k \in \mathbb{N} \), \( n > k \geq 0 \) and \( \alpha \vDash n - k \),

\[
(-1)^{n-k} \Theta_{\alpha} \nabla C_\alpha = \sum_{\substack{P \in \text{LD}(n)^{\ast k} \\text{dcomp}(P) = \alpha}} q^{\text{dinv}(P)} \text{area}(P) x^P.
\]

**Remark 4.3.** We observe immediately that the compositional Delta conjecture implies the Delta conjecture: just sum (26) over \( \alpha \vDash n - k \) and use (24).

The main result of this article is a proof of these conjectures.
5. Relation to the Dyck path algebra

Following [CMIS], we now introduce the operators of the Dyck path algebra \( A = \mathbb{C}_q \).

Given a polynomial \( P \) depending on variables \( u, v \), define the operator \( \Upsilon_{uv} \) as

\[
(\Upsilon_{uv} P)(u, v) := \frac{(q - 1)uP(u, v) + (v - qu)P(v, u)}{u - v}
\]

In [CMIS] this operator is called \( \Delta_{uv} \), but we changed the notation in order to avoid confusion with the \( \Delta_f \) operator defined on \( \Lambda \).

**Definition 5.1** ([CMIS Definition 4.2]). For \( k \in \mathbb{N} \), define \( V_k := \Lambda[y_1, \ldots, y_k] = \Lambda \otimes \mathbb{Q}[y_1, \ldots, y_k] \). Let \( T_i := \Upsilon_{y_i y_{i+1}} : V_k \to V_k \) for \( 1 \leq i \leq k - 1 \).

We define the operators \( d_+: V_k \to V_{k+1} \) and \( d_- : V_k \to V_{k-1} : \) for \( F[X] \in V_k \)

\[
\begin{align*}
(d_+ F)[X] &:= T_1 T_2 \cdots T_k (F[X + (q - 1)y_{k+1}]) \\
(d_- F)[X] &:= -F[X - (q - 1)y_k] \sum_{i=0}^{(q - 1)y_k} (-1/y_k)^i e_i[X] \Big|_{y_k=1}.
\end{align*}
\]

The following theorem is an immediate consequence of Theorem 6.22 and Equation (41) in [DIW20b].

**Theorem 5.2.** If \( \alpha \) is a composition of length \( \ell \), then we have

\[
\sum_{P \in LD(\alpha)^* \atop \text{dcomp}(P) = \alpha} q^{\text{dinv}(P)} \text{area}(P) \alpha P = d^\ell M^{\alpha k}_\alpha
\]

where \( M^{\alpha k}_\alpha \in V_\ell \) is defined by the recursive relations

\[
M^{\alpha k}_{(1)\alpha} = d_+ M^{\alpha k}_\alpha + \frac{1}{q - 1} [d_-, d_+] M^{\alpha k-1}_{\alpha(1)},
\]

and for \( a > 1 \)

\[
M^{\alpha k}_{(a)\alpha} = \left( \sum_{\beta = a - 1}^{a-1} d_{-}^{(a) - 1} M^{\alpha k}_{\alpha \beta} \right) - \sum_{\beta = a}^{\alpha - 1} d_{-}^{(a) - 1} M^{\alpha k-1}_{\alpha \beta} - \sum_{\beta = a}^{\alpha - 1} d_{-}^{(a) - 1} M^{\alpha k-1}_{\alpha \beta},
\]

with initial conditions \( M^{\alpha k}_{a\alpha} = \delta_{k, 0} \).

It follows immediately from Theorem 5.2 that the following theorem, which is the main result of the present article, is equivalent to the compositional Delta conjecture (26).

**Theorem 5.3.** If \( \alpha \) is a composition of length \( \ell \), then

\[
(-1)^{\alpha} \Theta_{\alpha k} \nabla C_{\alpha} = d_\ell M^{\alpha k}_\alpha,
\]

with \( M^{\alpha k}_\alpha \) defined as in Theorem 5.2.

The rest of this work is devoted to a proof of this theorem.

6. Proof of Theorem 5.3

We begin by proving the following identity.

**Remark 6.1.** Recently Conjecture 10.3 in [DIW20a], which is another identity with Theta operators, has been proved in [Rom20] by a similar method. In fact Proposition 6.4 below can be used to obtain another proof of that conjecture.

In writing identities it is convenient to use generating functions. Let \( u, v \) be formal variables. Let

\[
\Theta(u) := \sum_{k=0}^{\infty} (-u)^k \Theta_{e_k}, \quad \Delta(u) := \sum_{k=0}^{\infty} (-u)^k \Delta_{e_k}, \quad \text{and} \quad \tau_u := \sum_{k=0}^{\infty} (-u)^k \tau_k,
\]

where the operator \( \tau_k^* \) is simply defined by \( \tau_k^*(f) := e_k f \) for every symmetric function \( f \).
Proposition 6.2. We have the following identity:

\[(31)\]
\[\Theta(u)\nabla = \tau_u^* \nabla \tau_u^*.\]

Alternatively, we have

\[\Theta_{e_k} \nabla = \sum_{i=0}^{k} e_i^* \nabla \epsilon_{k-i}.\]

Proof. We quote the identity from [GM19, Theorem 1.1, specialized to (4) and (2)]:

\[(32)\]
\[T_{1,0} T_{0,1} = T_{0,1} T_{1,1} T_{1,0},\]

where

\[T_{1,0} = \sum_{k=0}^{\infty} (-u)^k \Delta(e_k[-1/M+X]), \quad T_{0,1} = \tau_u^*, \quad T_{1,1} = \sum_{k=0}^{\infty} (uv)^k R_{k,k}\]

for certain operators \(R_{k,k}\). The series \(T_{1,0}\) satisfies

\[T_{1,0} = \sum_{k=0}^{\infty} (-u)^k e_k[-1/M] \cdot \Delta(u),\]

and cancelling the series \((-u)^k e_k[-1/M]\) from both sides of \((32)\) produces

\[(33)\]
\[\Delta(u) \tau_u^* = \tau_u^* \left( \sum_{k=0}^{\infty} (uv)^k R_{k,k} \right) \Delta(u).\]

Suppose \(f\) is a symmetric function of degree \(d\). Collecting the coefficients of \(u^m v^k\) in \((33)\) produces

\[\Delta_{e_m}(e^*_v f) = \sum_{i=0}^{\min(m,k)} \epsilon_{k-i} R_{i,i} \Delta_{e_{m-i}}(f).\]

Let us specialize to \(m = k + d\). Since the degree of \(e^*_v f\) is \(m\), the \(\Delta\) operator on the left hand side can be replaced by \((-1)^{k+d}\nabla\). The terms on the right hand side vanish when \(m - i > d\), which is equivalent to \(i < k\). So only the term for \(i = k\) on the right hand side survives and we obtain

\[(-1)^{k+d} \nabla(e^*_v f) = R_{k,k}(-1)^d \nabla(f).\]

So we have \(R_{k,k} = (-1)^k \nabla \epsilon^*_k \nabla^{-1}\) and \((33)\) can be written as follows:

\[(34)\]
\[\Delta(u) \tau_u^* = \tau_u^* \nabla \tau_u^* \nabla^{-1} \Delta(u)\]

If we apply both sides to a function of positive degree, the result is divisible by \(1 - u\). In fact we have

\[\Delta(u) \tilde{H}_\mu = \prod_{c \in \mu}(1 - u q^{\nu(c)} t^{\nu(c)}) \tilde{H}_\mu.\]

Diving by \(1 - u\) and specializing to \(u = 1\) produces the operator \(\Pi\), so \((34)\) implies the following identity for \(\Pi\):

\[\Pi \tau_u^* (f) = \tau_u^* \nabla \tau_u^* \nabla^{-1} \Pi (f) \quad (\deg f > 0).\]

From the definition of \(\Theta(v)\) we have \(\Theta(v) = \Pi \tau_v^* \Pi^{-1}\) when applied to functions of positive degree, so in this case the statement is equivalent to \((34)\). On the other hand, applying \((34)\) to the function 1 produces

\[\Delta(u) (\tau_u^*(1)) = \tau_u^* \nabla \tau_u^* (1).\]

Setting \(u = 1\) in this identity produces 1 = \(\tau_u^* \nabla \tau_u^* (1)\). So \((34)\) is also true when applied to a function of degree 0. \(\square\)

The operation \(\tilde{\omega}\) on symmetric functions is defined by sending \(F[X; q, t]\) to \(F[-X; q^{-1}, t^{-1}]\). The operators \(\tau_u^*\) and \(\nabla \tilde{\omega}\) admit nice extensions to the space \(V_* \coloneqq V_0 \oplus V_1 \oplus \cdots\), which is a module for the \(A_q, t\)-algebra (see [CM18]).

Consider the algebra \(A^* = A_{q^{-1}}\) with generators \(d^*_+, T^*_γ\), where \(z_i\) denotes the image of the multiplication by \(y_i\) under the isomorphism from \(A\) to \(A^*\) that sends generators to corresponding generators, and which is antilinear with respect to \(q \mapsto q^{-1}\).

Recall (see [CM18, Theorem 6.1]) that \(A^*\) acts on \(V_*\), and under this action

\[d^*_+ = d_-, \quad T^*_γ = T^{-1}_γ, \quad (d^*_+ F)[X] = \gamma F[X + (q - 1)y_k + 1] \quad \text{for } F \in V_k,\]
where γ is the operator that sends \( y_i \) into \( y_{i+1} \) for \( i = 1, 2, \ldots, k \) and \( y_{k+1} \) to \( ty_k \). Moreover (cf. [CM18] Lemma 5.4) on \( V_k \)

\[
z_1 = \frac{q^{k-1}}{q-1} (d^*_u d_- - d_- d^*_u) T_{k-1}^{-1} T_1^{-1}.
\]

**Proposition 6.3.** The operator \( \nabla \omega \) extends to an antilinear operator \( \mathcal{N} \) on \( V_* \) in such a way that we have

\[
\mathcal{N} d_+ = d^*_u N, \quad \mathcal{N} d_- = d_- N, \quad \mathcal{N} T_i = T_i^{-1} N, \quad \mathcal{N} y_i = z_i N, \quad \mathcal{N} z_i = y_i N.
\]

The operator \( \tau^*_u \) extends to a linear endomorphism of \( V_k \) in such a way that it commutes with \( d_- T_i d_+ \), \( d_\ell \), \( y_i \) and we have

\[
d^*_u \tau^*_u = (1 - uy_1) \tau^*_u d^*_u, \quad z_1 \tau^*_u = (1 - uy_1) \tau^*_u z_1.
\]

**Proof.** The statement about \( \nabla \) is [CM18] Theorem 7.4. The extension of \( \tau^*_u \) is extracted from the proof of [Mel16] Proposition 3.13. Define \( \tau^*_u \) on \( V_k \) by

\[
\tau^*_u = \sum_{n=0}^{\infty} (-u)^n \frac{X + (q-1) \sum_{i=1}^k y_i}{M}.
\]

It is then straightforward to verify the statements about \( \tau^*_u \). \( \square \)

Now we combine Propositions 6.3 and 6.2 to obtain an extension of \( \Theta(u) \nabla \omega \) to \( V_* \).

**Proposition 6.4.** The operator \( \Theta(u) \nabla \omega \) extends to an antilinear operator \( \mathcal{M} \) on \( V_* \) in such a way that it commutes with \( d_\ell \mathcal{M} T_i = T_i^{-1} \mathcal{M} \mathcal{M} T_i = T_i^{-1} \mathcal{M} \), and we have

\[
\mathcal{M} d_\ell = (1 - uy_1) \mathcal{M} d^*_u, \quad \mathcal{M} y_1 = (1 - uy_1)^{-1} z_1,
\]

\[
\mathcal{M} d^*_\ell = (1 - (qt)^{-1} u(1 - uy_1)^{-1} z_1) \mathcal{M} d_\ell, \quad \mathcal{M} z_1 = (1 - (qt)^{-1} u(1 - uy_1)^{-1} z_1) y_1 \mathcal{M},
\]

\[
\mathcal{M} d_\ell = \mathcal{M} d^*_\ell = (1 - (qt)^{-1}) \mathcal{M} d^*_\ell, \quad y_1 \mathcal{M} = (1 - (qtuy_1)^{-1}) \mathcal{M} z_1.
\]

**Proof.** It is convenient to write \( \Theta(u) \nabla \omega \) as follows:

\[
\Theta(u) \nabla \omega = \tau^*_u \nabla \omega = \tau^*_u \nabla \omega (\tau^*_u)^{-1} = \tau^*_u N (\tau^*_u)^{-1}.
\]

Then the statements are obtained by successively applying the commutation relations of Proposition 6.3. \( \square \)

For any composition \( \alpha \) with \( \alpha = (\alpha_1, \ldots, \alpha_\ell) \), \( \sum_{i=1}^\ell \alpha_i = |\alpha| \) we have

\[
(-1)^{|\alpha|} C_\alpha = q^{-|\alpha|} \omega (d^*_\ell y_1^{\alpha_1-1} \cdots y_\ell^{\alpha_\ell-1} d^*_\ell + 1).
\]

Denote

\[
y_\alpha = y_1^{\alpha_1-1} \cdots y_\ell^{\alpha_\ell-1} d^*_\ell + 1 \in V_\ell.
\]

Define for any composition \( \alpha \)

\[
M_\alpha(u) = \sum_{k=0}^{\infty} (-u)^k M^k_\alpha := q^{-|\alpha|} \mathcal{M}(y_\alpha).
\]

**Theorem 6.5.** We have \( M^k_\alpha = M^k_\alpha \) for all compositions \( \alpha \) and all \( k \). In particular, we have

\[
d^\ell \mathcal{M}^k_\alpha = (-1)^{|\alpha|} \Theta_{x_{\alpha}} \nabla C_\alpha.
\]

**Proof.** In order to show that \( M^k_\alpha = M^k_\alpha \) it is sufficient to verify that the \( u \)-coefficients of \( M_\alpha(u) \) satisfy the recursion relations \( 23 \), \( 29 \) of Theorem 5.2. The main idea for verifying these relations is to start with the right hand side and simplify it to obtain the left hand side instead of the other way around.

We begin with relation \( 29 \). Consider the expression

\[
F_{\alpha, \alpha} := (d_\ell d_\ell - d_\ell^* d_-) \sum_{\beta \vee \alpha = 1} d^\ell(\beta)^{-1} (M_{\alpha\beta}(u)) \quad (u \geq 2).
\]

Using \( 37 \) it can be written as \( 38 \)

\[
F_{\alpha, \alpha} = q^{(\ell-|\alpha|)} \sum_{\beta \vee \alpha = 1} \mathcal{M} \left( q^{-1-\ell(\beta)} (1 - qtuy_1)^{-1} (d_\ell d^*_\ell - d^*_\ell d_-) d^\ell(\beta)^{-1} y_\alpha \right).
\]

\( 1 \)Keep in mind that \( \mathcal{M} \) is antilinear, so \( \mathcal{M}(qf) = q^{-1} \mathcal{M}(f) \), \( \mathcal{M}(tf) = t^{-1} \mathcal{M}(f) \) for any expression \( f \).
The following identity has been established in [CM18, Proposition 6.6]:

\begin{equation}
\label{eq:39}
y_{(a)\alpha} = \frac{t^{1-a}}{q-1} (t^d d_+ - d_- d^\alpha) \sum_{\beta=\alpha-1} q^{1-|\ell(\beta)|} d^\beta_{(1-\beta)} (y_{\alpha\beta}) \quad (a \geq 2)
\end{equation}

So (28) can be simplified to

\[ F_{a,\alpha} = -q^{\ell(\alpha)-|\alpha|} \mathcal{M} \left( q^{a-2}(q-1)t^{a-1}(1-qty_1)^{-1}y_{(a+1)\alpha} \right) . \]

From \( y_{(a+1)\alpha} = y_1 y_{(a)\alpha} \) we obtain

\[ F_{a,\alpha} - u F_{a+1,\alpha} = -q^{\ell(\alpha)-|\alpha|} \mathcal{M} \left( (q^{a-2}(q-1)t^{a-1}y_{(a)\alpha}) = (q-1)^{1-a} M_{(a)\alpha}(u) \right) . \]

This is equivalent to (29).

Now consider (28). Write the generating series for the second term on the right hand side:

\[ \frac{1}{q-1}[d_-, d_+] M_{(1)\alpha}(u) = \frac{q^{\ell(\alpha)-|\alpha|}}{q-1} M \left( (1-qty_1)^{-1}[d_-, d^\alpha] y_{(1)\alpha} \right) . \]

Using (39) in the special case \( a = 2 \) we obtain

\[ \frac{1}{q-1} \frac{q^{\ell(\alpha)-|\alpha|}}{q-1} M \left( (1-qty_1)^{-1}(q-1)t^{2} y_{(2)\alpha} \right) = q^{\ell(\alpha)-|\alpha|} \mathcal{M} \left( (qt^{2} y_1 (1-qty_1)^{-1} y_{(1)\alpha}) \right) . \]

On the other hand, the generating series for the first term on the right hand side of (28) equals

\[ d_+ M_{(a)\alpha}(u) = q^{\ell(\alpha)-|\alpha|} \mathcal{M} \left( (1-qty_1)^{-1} y_{(1)\alpha} \right) . \]

Combining the two terms we obtain

\[ d_+ M_{(a)\alpha}(u) - u \frac{1}{q-1} [d_-, d_+] M_{(1)\alpha}(u) = q^{\ell(\alpha)-|\alpha|} \mathcal{M} \left( y_{(1)\alpha} \right) = M_{(1)\alpha}(u) . \]

This is equivalent to (28).

\[ \square \]
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