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Abstract

Physicochemical traits of river influence the habitat of fish species in aquatic ecosystems. Fish showed a complex relationship with aquatic factors in river. Machine learning (ML) modeling is a useful tool to established relationship between complex systems. This study identified the preferred habitat indicators of *Chanda nama* (a small indigenous fish), in the Krishna River, of peninsular India, using machine learning modeling. Data were observed on *Chanda nama* fish distribution (presence/absence) and associated ten physical and chemical parameters of water at 22 sampling sites on the river during year 2001-02. Machine learning models such as random forest (RF), artificial neural network (ANN), support vector machine (SVM), k-nearest neighbors (KNN) used for the classification of *Chanda nama* distribution in the river. The ML model efficiency was evaluated using classification accuracy (CCI), Cohen’s kappa coefficient (k), sensitivity, specificity and receiver-operating-characteristics (ROC). Results showed that random forest is the best model with 82% accuracy, CCI (0.82), k (0.55), sensitivity (0.57), specificity (0.76) and ROC (0.72) for *Chanda nama* distribution (presence/absence) in the Krishna River. Random Forest model identified three preferred physicochemical habitat traits like altitude, temperature and depth for *Chanda nama* distribution in the Krishna River, India. This study will be helpful for researcher and policy maker to understand the important habitat physicochemical traits for sustainable management of small indigenous fish (*Chanda nama*) in the river system.
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1 Introduction

River and its fauna are of major concern worldwide for conservation priorities due to continuously diminishing river habitat and species. Aquatic communities are being affected by habitat degradation in river channels, in spite of persistent controlling the water pollution by many countries (Aarts et al. 2004). Fish species presence in the river is considered as biological indicators (Plafkin et al. 1989) and a key component in environmental planning (Schiemer 2000). Fishes are very much sensitive to physical and chemical changes (i.e., pH, dissolved oxygen, temperature,
etc.), flow and natural changes (Moore et al. 1995). Physical and chemical changes alter its abundance and richness in aquatic system (Oberdorff et al. 1995; Angermeier et al. 2004; Laws 2000). Fresh water modeling approach through reliable model has made the substantial improvements in ecosystems modeling to understand the relationship between ecosystems identity (Recknagel 2002). Ecosystem parameters nonlinear interactions that vary in both time and space put challenges in front of researchers to understand the complex ecological pattern (Levin 1998). Machine learning (ML) modeling in ecological informatics is an interdisciplinary framework that explains the complex ecological pattern (Lehikoinen et al. 2019 ). Machine learning are widely applied in different fields of ecology such as species distribution modeling for conservation and management planning, modeling presence absence of fish, under water fish species classification, chlorophyll concentration in fresh water (Tirelli et al 2009; Rathi et al. 2017; Maier and Keller 2019). The advantage of machine learning methods is that it does not require the restrictive assumptions of the conventional models which made it more sufficient towards prediction and explain the ecological pattern (Olden and Jackso 2002; Elithet al. 2006; Olden et al. 2008). Machine learning works in two ways (a) supervised approach where relationship between a sets of inputs and known output is developed using modeling such as artificial neural networks (Lek et al. 1996), classification and regression trees (De’ath 2000), support vector machines (Drake 2006) and wavelet analysis (Cho and Chon 2006) and (b) unsupervised approach that describes the pattern analysis using modeling including Hopfield neural networks (Hopfield 1982) and self-organizing maps (Kohonen 2001) in ecological data. These machine learning models are useful for fish classification having greater accuracy (Hu et al. 2012; Ogunlana 2015; Allken et al. 2018). Important features are identified through feature selection method in ML modeling. In this process a potential subset of data is identified relevant predicting of target values in the data sets (Hnin and Lynn 2016). Support vector machine and random forest are some commonly used for classification techniques and feature selection method in fisheries and related fields (Lin et al. 2015; Sylvester et al. 2018; Blachnik et al. 2019).

The Krishna River is the second largest river in India and fishes in this river are under threat due to pollution and anthropogenic activities (Kharat et al. 2012). Small indigenous fish (SIF) (<25 cm standard length) is considered as cheap sources of protein, vitamins and minerals that fulfil the requirement of livelihood and nutritional security in many of the Asian countries like India, Pakistan, Bangladesh and Nepal etc. (Sarkar and Lakra 2010; Mohanty et al. 2013; Saha et al. 2018). Many SIFs were threatened and endangered due to its habitat degradation. Priority habitat identification of SIFs in aquatic systems is of major concern for its conservation and management
strategies. *Chanda nama* (Hamilton), a small indigenous fish species of ambassidae family mostly found in freshwater, brackish water, inhabiting running and standing waters (Talwar and Jhingran 1991; Nandi et al. 2013). Very rare studies were conducted for *Chanda nama* (SIF) habitat identification for presence/absence (prediction) in Indian river system using machine learning approaches. The purpose of this study is to develop a framework for prediction of habitat indicators for SIF *Chanda nama* distribution in the Krishna River, India using ML modeling. This manuscript is structured in two steps (a) at first the ML classification models such as RF, SVM, ANN, and KNN were performed and compared for prediction of *Chanda nama* and selected the best model (b) Secondly, using selected model identified priority habitat indicators for *Chanda nama* in the Krishna River.

2 Material and methods

2.1 Study area

The River Krishna (15° 45' 15.2604" N and 80° 53' 50.1720" E) is the second largest peninsular river of India has 268,786 km² drainage area covering four states, Maharashtra (25.8%), Karnataka (42.4%), and in Andhra Pradesh and Telangana (31.8%) (Figure 1). It originates from Mahabaleswar Hills (1337 m asl), Maharashtra and traverses from west to east before emptying into the Bay of Bengal. Based on the altitude and slope of the river the study area is divided into three strata (upper, middle and lower). There are total twenty two sampling stations which are distributed into these three strata in the river. Fourteen sampling stations were taken in the upper part of the river having altitude between 740 m to 515 m (slope 42 cm/km), five sampling stations in the middle part of the river having altitude between 494 to 170 m (slope 113 cm/km) and the three stations in the lower part of the river of altitude between 19 m to 5 meter (slope 11 cm/km). These sampling stations were selected to cover the variations in three strata of the selected river as well as the best representative sample and best point of gaining access to the rivers that can be suitable for easy sampling for fish and water quality.

2.2 Data structure and collection

The data were taken on *Chanda nama* fish presence/absence and associated ten physical and chemical parameters of water (temperature (°C), transparency (m), depth(m), pH, specific conductivity (µS/m), dissolved oxygen (ppm), total alkalinity (ppm), flow (cm/sec), chloride (ppm) and altitude (m) (Table 1) during post monsoon (Oct–Nov, 2001), pre-monsoon (May–June, 2002) and monsoon (September, 2002) seasons at 22 sampling sites of the Krishna river during 2001-02. Water sample analysis was carried out following APHA (1992) Standard Method.
Fisheries data were collected through in situ, landing centre and experimental fishing using different types of gear (included cast nets, gill nets, and drag nets with varying mesh sizes) at all the sampling stations. Sampling was performed two times a day, morning (06:00 to 10:00) and evening (18:00 to 21:00) at consecutive three sub-sites at an interval of 10–50 meters each of the studied sampling sites.

2.3 Methodology

The data are standardized before analysis. The complex classification models (classifiers) i.g., machine learning models such as random forest (RF), artificial neural network (ANN), support vector machine (SVM), k-nearest neighbors (KNN) based on its interpretability of parameters (Saberioon et al. 2018) were performed for classification of *Chanda nama* distribution (presence/ absence) in the river. Here complex classifier is defined as machine learning classifiers such as RF, SVM, ANN and KNN which have a number of parameters and difficult to interpret. The classifier performance was compared based on the model evaluation parameters such as classification accuracy (CCI), Cohen’s kappa coefficient (k), sensitivity, specificity and receiver-operating-characteristics (ROC) (Saberioon et al. 2018; Tirelli and Pessan 2009; Mansbridge 2018). Based on performance, the best classifier model was selected and further used for identifying the important habitat parameters for *Chanda nama* presence/absence (prediction) in the Krishna river. The classifiers are described as follows.

2.3.1 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a nonparametric machine learning classification algorithm where it maps its input (classification) features into a high dimensional feature space using kernel functions, where every classification feature represented by each dimension. It uses a linear hyper plane as a decision function for nonlinear problem and then it applies a back transformation in nonlinear space. It gets the optimal solution through Lagrange multiplier by partial differentiation of each feature and reduce the complexity of the training data into a significant subset known as support vectors.

Let us assume a training set of N data points, \( \{x_k, y_k\}_{k=1}^n \) with input data, in a n-dimensional data vector \( x_k \in \mathbb{R}^N \) and output, which is the one dimensional vector space \( y_k \in r \); SVM creates the classifier as shown in equation (1)

\[
y(x) = \text{sign}\left[ \sum_{k=1}^N \alpha_k y_k \psi(x, x_k) + b \right]
\]

\( \ldots (1) \)
where $\alpha_k$ is positive real constants and $b$ is a real constant. In this present study, most frequently used SVM with radial basis function kernel was used which can be calculated as using equation (2),

$$
\Psi(x,x_k) = \exp\left(-\frac{(x-x_k)^2}{2\sigma^2}\right), ~ k = 1, ..., N \tag{2}
$$

where $\sigma$ is the width of the radial function determined by a grid search method using repeated cross validation approach. For details please see (Vapni 1998; Hsu et al. 2003). Here, R package “caret” used for SVM classification model and feature selection (Kuhn 2008).

### 2.3.2 Random Forest (RF)

Random Forest (RF) is a supervised and tree based ensemble machine learning approach that works on mixture of decision trees; $\{T_1(X), ..., T_B(X)\}$, where $X=\{x_1, ..., x_p\}$ is a $p$-dimensional vector of variables. Each split of the tree follows the concept of bootstrap aggregation (i.e., subsampling input samples with replacement) and random subspace method (i.e., subsampling the variables without replacement). The ensemble produces $B$ outputs $\{\hat{Y}_1 = T_1(X), ..., \hat{Y}_B = T_B(X)\}$, where $\hat{Y}_b, b = 1, ..., B$ is the predicted weight by the $b^{th}$ tree. The class $\hat{Y}$ is predicted by the majority of trees (Breiman 2001). RF has advantage that it does not over-fit and has robustness to noise and irrelevant features to produce good predictors. Here, R package “random Forest” used for prediction modeling.

### 2.3.3 Artificial Neural Network (ANN)

Artificial neural network (ANN), a machine learning nonlinear and nonparametric model inspired from the biological neural networks, consists of a set of connected cells (neurons) based on multi-Layer Perceptron (MLP) having at least three layers i.e., input layer, hidden layer and output layer arranged in leftmost, middle and the right most positions (Leray and Gallinari 1999). The Input layer feeds the values of the features to the hidden layer impulses from the input cells or neurons. The hidden layer does not have any direct input. The neurons of neural network are known as sigmoid neurons having multiple inputs $x_1, x_2, ..., x_n$, but the output is on a scale of 0 and 1. The sigmoid neuron has weight for each input and over all bias. The neurons in the input layer receive input from the input cell perform some kind of transformation by assigning weights to the input and transmit outcome to the other neurons in the output layer. Commonly, each of the class has one output unit.

The discriminate function having $k^{th}$ output unit for the neural network can be written as:
$$g_k(\mathbf{X}) = \sigma\left[\sum_{j=1}^{J} \alpha_{j,k} \sigma\left(\sum_{i=1}^{n} x_i w_{i,j} + b_j^h\right) + b_k^o\right]. \quad (3)$$

Here, $\mathbf{X}$ is a feature vector, $w_{i,j}$ is the weight assign to the $j^{th}$ hidden node by the $i^{th}$ input unit, $\alpha_{j,k}$ is the weight assign to the $k^{th}$ output node by the $j$th hidden unit, $b_j^h$ bias term of the $j$th hidden unit, $b_k^o$ is the bias term of the $k$th output unit. These are the adjustable parameters that were estimated during the training process by minimizing the loss function. Let us assume that the training samples $N_T$ are available to train a neural network with the $K$ output units, then the error of the neural network can be computed as $E(\boldsymbol{\omega}) = \sum_{s=1}^{N_T} e_s(\boldsymbol{\omega})$, and $e_s = \frac{1}{2} \sum_{k=1}^{K} (d_{s,k} - g_{s,k})^2$, here $\boldsymbol{\omega}$ represents all the adjustable parameters of the neural network (weights and biases) which are initialized with small random values, $d_{s,k}$ represents the expected output of the unit $k$ for the samples $s$ and $g_{s,k}$ is the actual output value for the same sample. During learning process the commonly used learning back propagation (Rumelhart 1985) is practiced for adjusting the parameter $\boldsymbol{\omega}$ for targeting the lowest training error $E(\boldsymbol{\omega})$. For details in the theory and application please see (Venables and Ripley 2002; Tarca et al. 2007). The decision over the number of hidden layer and numbers of neurons in each layer is determined by trial and error methods to avoid the under and/or over fitting problems (Valipour 2013).

### 2.3.4 k-Nearest Neighbors (k-NN)

The k-Nearest Neighbor (k-NN) is also a machine learning nonparametric model which predicts the class of an object according to the class of its $k$ nearest neighbors. It computes the distance ($N_0$) from an observation $y_i$ to all the other observation $y_j$ using the distance function. Here Euclidean distance function was used. Further it estimates the conditional probability for class $j$ as the fraction of points in $N_0$ whose response value equal $j$:

$$\Pr(Y = j|X=x_0) = \frac{1}{k} \sum_{i \in N_0} I(y_i = j) \quad (4)$$

Finally, class is determined based on neighbors follows Bays rule (James et al. 2013).

### 3 Model validation

Validation of model is an important part to test the accuracy of the existing model. For this purpose total data sets are divided into a training set (80% of the samples) and validation set (20% of the samples). The training set is used for model buildings for classification and validation set is used to assess the prediction accuracy of the model. The
samples are selected randomly in training and validation sets both. Further, following five model evaluation criteria based on confusion matrices are used to access the performances of the models (Fielding and Bell 1997) (a) the classification accuracy i.e., percentage of correctly classification instances (CCI) (b) sensitivity of the model (ability to accurately predict species presence at sampling sites) (c) model specificity (the ability to predict species absences at different sites (Tirelli et al. 2009) (d) Cohen’s kappa coefficient (k), a reliable performance measure of presence/absence models because it is negligible affected due to prevalence. However, for freshwater ecology k value ranges between 0 to 1 and higher values give a better model classification. The range of k from 0.20 to 0.40 considered as fair, 0.40-0.60 as moderate, 0.60-0.80 substantial and 0.80 to 1.00 as excellent and (e) ROC curve (the area under the receiver-operating-characteristics) generally 0.7 indicates satisfactory discrimination, 0.8 good and 0.9 very good discrimination (Hosmer and Lemeshow 2000). Here 10-fold cross validation is taken into consideration for the average predictive performance of the model. The best selected model is used to identify the important habitat parameters for classification for the presence/absence of fish in the river.

Here all the five classification models are developed on training data sets and validated on validation data sets and compared based on five model evaluation criteria.

4 Results

Habitat parameters i.e., water temperature (Temp), Transparency (Trans), depth, pH, Conductivity (Cond.), dissolved oxygen (DO), water flow (Flow), total alkalinity (TA), chloride (Cl) and altitude (Alt) of the Krishna River mean and standard deviation were presented in table 1. The variation was found to be higher in depth, conductivity, flow, total alkalinity, chloride and altitude. The correlation between these parameters was presented in table 2. All the parameters showed low correlation with each other except chloride and conductivity. The classification model performance measures such as accuracy of classification (CCI), kappa coefficient, sensitivity, specificity and ROC were presented in the table 3. The model performance measures with average (avg.) and standard deviation (std.) were presented in table 3. Results showed that accuracy of ML models lies between 0.59 (59%) to 0.82 (82%). Random forest showed maximum accuracy of (0.82) 82% followed by ANN (0.68) 68%, SVM (0.59) 59% and k-NN (0.62) 62%. The distribution of model’s accuracy was presented in figure 2. The kappa value for RF (0.55) showed maximum followed by k-NN (0.36), ANN (0.33) and SVM (0.28). The kappa distribution of models was presented in figure 3. However, sensitivity was observed to be higher for ANN (0.61) followed by RF (0.57), SVM (0.43) and k-NN (0.38). The sensitivity distribution of models was presented in figure...
4. The specificity measure of RF and k-NN showed similar (0.76) followed by SVM (0.75) and ANN (0.66). The distribution of specificity of different models was presented in figure 5. ROC value for RF (0.72) was observed to be maximum followed by SVM (0.68), k-NN (0.68) and ANN (0.66). The distribution of ROC of different models was presented in figure 6. Out of five model performance measures criteria four measures were in favors of Random Forest ML model, the best among the all used models for classification of Chanda nama presence/absence in the Krishna River. Only ANN performs better than other models based on only sensitivity criteria. Hence, RF was selected as the best classification model for Chanda nama presence/absence in the Krishna River. Further, habitat features for Chanda nama distribution in Krishna River were identified using the RF model (Figure 7). RF model identified three important habitat parameters in priority order i.e., altitude (Alt), temperature (temp), depth for presence/absence of the Chanda nama in the Krishna River. Habitat parameters (mean and std.) of Chanda nama presence (Y) and absence (N) at distinct sites on the river was presented in the table 4. Identified habitat parameters i.e., altitude, temperature, and depth were observed to be lower at Chanda nama presence sites as compared to absence sites. Besides this, DO and alkalinity was observed to be higher and conductivity lower at Chanda nama presence sites.

5 Discussion

The purpose of this study was to identify the important habitat parameters to predict the presence/absence of Chanda nama in the Krishna River using machine learning model. Random forest (RF) machine learning algorithm models was found to be the best classifiers (table 3) for prediction of Chanda nama presence/absence in the Krishna River based on ML model evaluation criteria (Jinadasa, 2006). Over the last decades, the applications of machine learning become more popular to understand the complexity of ecological ecosystem (Valletta et al. 2017; Willcock et al. 2018). Machine learning algorithms were suitable for aquatic ecosystem modeling in relation to fisheries where habitat suitability modeling, ANN and decision tree modeling showed high potential (Goethal et al. 2007; Dakou et al. 2007), k-NN and SVM accuracy more than 95% for fish taxonomic classification (Noda et al. 216). Guisan and Zimmerman (2000) in a review paper highlighted the use of machine learning techniques for species distribution. Random Forest showed the best accurate classification model and used for important features selection (Jinadasa et al. 2006, Lonzarich and Quinn 1995; Sylvester et al. 2018). Some previous study also showed that RF is a better classifier than the SVM, ANN and CART (Lonzarich and Quinn 1995; Jinadasa et al. 2006; Sylvester et al. 2018)
since it works on pattern recognition method using “ensemble learning” where it generates several classifiers and by combining all the results produce the final prediction. The beauty of the RF is that it is simpler to tune, faster (depends on data) and precisely works for the categorical input than the SVM and ANN. Hence, it is an ensemble method that works better in some situations (Breiman 2001). However, generally the machine learning algorithm performance varies based on the nature and complexities of the data sets. Some studies showed SVM is better than ANN and RF (Tirelli et al. 2009), ANN performs better than SVM and RF (Rosenfeld 2003), k-NN better accuracy than RF (Noda et al. 2016). The machine learning modeling approach such as classification trees and artificial neural networks showed more robust for modeling species presence/absence distribution (Olden and Jackso 2002; Guisan and Zimmermann 2000).

Here, RF identified the three important habitat parameters i.e., altitude, temperature and, depth for Chanda nama presence/absence prediction in the Krishna River. The first and most important habitat feature is the altitudes of the river. Chanda nama is a small indigenous fish and in this study it was observed maximum in numbers at the higher altitudes in the upper portion of the study sites on the river between 740 m and 515 m with the slope at 42 cm/km and very less in the sites in the middle altitudes 494 to 170 m (slope 113 cm/km) and negligible in the down-stream of the river having altitudes between 19 m and 5 m (slope 11 cm/km). The presence of Chanda nama in the Krishna river was observed in less sloppy zone. But in downstream of the river even slope is very less but Chanda nama was absent due to estuarine condition of the river estuarine condition. The identified habitat features showed that the preferable average altitude 484.13 m and 472.75 m for the presence (Y) and absence (N) of Chanda nama in the Krishna River (table 4). Hence, Chanda nama prefers its presence in the upper portion less sloppy area on the Krishna River. The average temperature and depth was observed to be 28.56±2.27 °C and 5.03±9.07 m for the presence (Y) in comparison to the absence (N) where average temperature and depth was 29.57 ±1.97 °C and 6.50±8.88 m in the river (table 4). In this river Chanda nama habitat preference was low temperature and less depth.

Some previous studies also reported that fish distribution is governed by stream gradient, zones, altitude and temperature (Lonzarich and Quinn 1995; Jinadasa et al. 2006). A review paper (Rosenfeld 2003) showed that the habitat features such as velocity, depth, temperature and conductivity were associated with different fish species. Besides the preferable habitat features of individuals the persistence of populations also depends on landscape-scale features in relation to immigration and emigration rates, broader regional abiotic constraints and habitat fitness consequences (Pulliam 1988; Dunning et al. 1992; Poff 1997).
Thus, this ML modeling approach for identification of important physical and chemical parameters of water will provide a good understanding to the researchers and policy makers for determining the important habitat parameters of *Chanda nama* for decision making and sustainable management in the Krishna river. This study is the first modest attempt to apply the application of machine learning modeling like random forest for habitat identification of the prediction (presence/absence) of small indigenous fish like *Chanda nama* distribution in an Indian river.

6. Conclusion

Machine learning modeling is a useful tool for understanding the complex aquatic habitat parameters relationship with fish prediction in river system. Random Forest, machine learning model is observed as the best model for the identification of priority habitat parameters for *Chanda nama* distribution with 82% accuracy on the Krishna River, India. Random Forest model is better than the SVM, ANN, and k-NN models for *Chanda nama* prediction in the Krishna River. Altitude, temperature and depth were identified as the three major physical and chemical habitat parameters for *Chanda nama* distribution on the Krishna River. Higher altitude with less slope, low temperature and low depth, were the preferable habitat indicators for the *Chnada nama* presence on the Kishna River. The Machine learning model was observed to be the more robust for establishing relationship between complex aquatic ecosystem and fish species distribution in the Indian River system. Hence, the machine learning modeling an alternative approach study opens the scope for habitat parameter identification for fish and other aquatic species distribution in different aquatic systems.
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Table 1: Physical and chemical parameters (mean ± std.) of Krishna river, India, during year 2001-02.

| Physical and chemical parameters | Temp ±Std | Trans ±0.60 | depth ±8.96 | pH ±1.9 | Cond ±34.06 | DO ±1.37 | Flow ±23.91 | TA ±52.89 | Cl ±68.16 | Alt ±224.80 |
|---------------------------------|-----------|-------------|-------------|---------|-------------|---------|-------------|---------|-----------|-------------|
| Avg ±Std                        | 28.99±2.20| 1.12±0.60  | 5.66±8.96  | 8.12±0.19 | 561.9±342.06 | 7.38±1.37 | 24.68±23.91 | 147.86±52.89 | 72.24±68.16 | 415.32±224.80 |

Table 2: Correlation matrix between physical and chemical parameters of the Krishna river during year 2001-02.

| Physicochemical parameters | Temp | Trans | depth | pH | Cond | DO | Flow | TA | Cl | Alt |
|----------------------------|------|-------|-------|----|------|----|------|----|----|-----|
| Temp                       | 1.00 |       |       |    |      |    |      |    |    |     |
| Trans                      | 0.37 | 1.00  |       |    |      |    |      |    |    |     |
| depth                      | -0.14| 0.28  | 1.00  |    |      |    |      |    |    |     |
| pH                         | 0.07 | -0.06 | 0.00  | 1.00|      |    |      |    |    |     |
| Cond                       | 0.23 | 0.16  | -0.08 | -0.24| 1.00|    |      |    |    |     |
| DO                         | -0.39| -0.38 | -0.02 | -0.01| -0.23| 1.00|      |    |    |     |
| Flow                       | -0.06| 0.04  | -0.19 | -0.07| -0.03| 0.02| 1.00|    |    |     |
| TA                         | -0.08| -0.32 | -0.27 | 0.20 | 0.09 | 0.32| 0.26| 1.00|    |     |
| Cl                         | 0.20 | 0.16  | -0.07 | -0.26| 0.80 | -0.23| -0.04| 0.03| 1.00|     |
| Alt                        | -0.20| -0.04 | 0.05  | -0.01| 0.05 | 0.13| -0.24| 0.00| 0.06| 1.00|
Table 3: Model performance on validation sets for identification of presence and absence of *Chanda nama* fish in Krishna river, India

| Models                          | Accuracy of classification (avg±std) | Kappa (avg±std) | Sensitivity (avg±std) | Specificity (avg±std) | ROC (avg±std) |
|--------------------------------|-------------------------------------|-----------------|-----------------------|------------------------|---------------|
| Random Forest (RF)             | 0.82±0.03                           | 0.55±0.06       | 0.57±0.17             | 0.76±0.03             | 0.72±0.06     |
| Neural Network (ANN)           | 0.68±0.06                           | 0.33±0.09       | 0.61±0.09             | 0.66±0.02             | 0.66±0.02     |
| Support vector machine (SVM)   | 0.59±0.03                           | 0.28±0.09       | 0.43±0.10             | 0.75±0.04             | 0.68±0.10     |
| k-Nearest Neighbors (k-NN)     | 0.62±0.10                           | 0.36±0.04       | 0.38±0.06             | 0.76±0.03             | 0.68±0.03     |

Table 4: Physico chemical parameters (mean ± std.) at sites for *Chanda nama* presence (Y) and absence (N) in Krishna river, India, during 2001-02.

| Fish (Chanda nama) | Temp | Trans | depth | pH | Cond | DO | Flow | TA | Cl | Alt |
|-------------------|------|-------|-------|----|------|----|------|----|----|-----|
| N (Chanda nama)    | 29.57±1.97 | 6.50±8.88 | 8.15±0.19 | 647.36±355.31 | 7.19±1.14 | 21.12±16.78 | 145.74±40.69 | 88.09±81.03 | 472.75±180.04 |
| Y (Chanda nama)    | 28.56±2.27 | 1.09±0.53 | 5.03±9.07 | 8.09±0.18 | 498.58±222.07 | 7.54±1.52 | 26.50±28.09 | 149.42±60.82 | 60.57±155.11 | 484.12±161.6 |
Figure 1: Study area of the Krishna River, India
Figure 2: Model accuracy of k-nearest neighbors (KNN), random forest (RF), support vector machine (SVM) and artificial neural network (ANN) for classification of presence and absence of *Chanda nama* fish in Krishna River, India.
Figure 3: Kappa values of k-nearest neighbors (KNN), random forest (RF), support vector machine (SVM) and artificial neural network (ANN) for classification of presence and absence of *Chanda nama* fish in Krishna River, India.
Figure 4: Sensitivity of k-nearest neighbors (KNN), random forest (RF), support vector machine (SVM) and artificial neural network (ANN) for classification of presence and absence of *Chanda nama* fish in Krishna River, India.
Figure 5: Specificity of k-nearest neighbors (KNN), random forest (RF), support vector machine (SVM) and artificial neural network (ANN) for classification of presence and absence of *Chanda nama* fish in Krishna River, India.
Figure 6: ROC of k-nearest neighbors (KNN), random forest (RF), support vector machine (SVM) and artificial neural network (ANN) for classification of presence and absence of Chanda nama fish in Krishna River, India.
Figure 7: Importance of habitat features (altitude, temperature and depth) for *Chanda nama* fish classification of presence and absence in Krishna river, India using Random Forest modeling.