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Abstract. By a classical result of Weyl, for any increasing sequence \((n_k)_{k \geq 1}\) of integers the sequence of fractional parts \(\{n_k x\}_{k \geq 1}\) is uniformly distributed modulo 1 for almost all \(x \in [0, 1]\). Except for a few special cases, e.g. when \(n_k = k, \ k \geq 1\), the exceptional set cannot be described explicitly. The exact asymptotic order of the discrepancy of \(\{n_k x\}_{k \geq 1}\) for almost all \(x\) is only known in a few special cases, for example when \((n_k)_{k \geq 1}\) is a (Hadamard) lacunary sequence, that is when \(n_{k+1}/n_k \geq q > 1, \ k \geq 1\). In this case of quickly increasing \((n_k)_{k \geq 1}\) the system \(\{n_k x\}_{k \geq 1}\) (or, more generally, \((f(n_k x))_{k \geq 1}\) for a 1-periodic function \(f\)) shows many asymptotic properties which are typical for the behavior of systems of independent random variables. Precise results depend on a fascinating interplay between analytic, probabilistic and number-theoretic phenomena.

Without any growth conditions on \((n_k)_{k \geq 1}\) the situation becomes much more complicated, and the system \((f(n_k x))_{k \geq 1}\) will typically fail to satisfy probabilistic limit theorems. An important problem which remains is to study the almost everywhere convergence of series \(\sum_{k=1}^{\infty} c_k f(kx)\), which is closely related to finding upper bounds for maximal \(L^2\)-norms of the form

\[
\int_0^1 \left( \max_{1 \leq M \leq N} \left| \sum_{k=1}^{M} c_k f(kx) \right| \right)^2 dx.
\]

The most striking example of this connection is the equivalence of the Carleson convergence theorem and the Carleson–Hunt inequality for maximal partial sums of Fourier series. For general functions \(f\) this is a very difficult problem, which is related to finding upper bounds for certain sums involving greatest common divisors.

1. Uniform distribution modulo 1

A sequence of real numbers from the unit interval \((x_k)_{k \geq 1}\) is called uniformly distributed modulo 1 (u.d. mod 1) if for all \(0 \leq a < b \leq 1\) the asymptotic relation

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} 1_{[a,b)}(x_k) = b - a
\]

holds. Roughly speaking, a sequence is u.d. mod 1 if asymptotically every interval \([a, b) \subset [0, 1]\) receives its fair share of points, which is proportional to its length. In an informal way, uniformly distributed sequences are often considered as sequences showing random behavior; this is justified by the Glivenko–Cantelli theorem, which asserts that for a sequence \((U_k)_{k \geq 1}\) of independent, uniformly \([0, 1]\)-distributed random variables we have

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} 1_{[a,b)}(U_k) = b - a \quad \text{almost surely}
\]

for all \([a, b) \subset [0, 1]\). Thus a deterministic sequence \((x_k)_{k \geq 1}\) which is u.d. mod 1 can be seen as a typical realization of a random (uniformly \([0, 1]\)-distributed) sequence.

The theory a uniform distribution was boosted by Weyl’s seminal paper of 1916, which contains the celebrated Weyl criterion for uniform distribution of a sequence: a sequence \((x_k)_{k \geq 1}\) is u.d.
mod 1 if and only if for all integers $h \neq 0$

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} e^{2\pi i h x_k} = 0.
\]

This criterion can be used to give an easy proof for the fact that the sequence $((kx))_{k \geq 1}$ is u.d. mod 1 if and only if for $x \notin \mathbb{Q}$ (here $\langle \cdot \rangle$ stands for the fractional part function; usually this sequence is called $\alpha$ rather than $kx$, but for the sake of consistency of the notation with later parts of this article we will denote it by $kx$). In fact, assume that $x \notin \mathbb{Q}$; then, using the well-known formula for the geometric series, we have

\[
\frac{1}{N} \sum_{k=1}^{N} e^{2\pi i h x_k} = \frac{1}{N} \frac{e^{2\pi i hNx} - e^{2\pi i hx}}{e^{2\pi i h} - 1} \to 0 \quad \text{as } N \to \infty,
\]

where we used the fact that $e^{2\pi i h} - 1 \neq 0$ for $h \neq 0$ and $x \notin \mathbb{Q}$. It is easy to see that for $x \in \mathbb{Q}$ the sequence $((kx))_{k \geq 1}$ is not u.d. modulo 1; thus the problem of deciding for which $x \in [0, 1]$ the parametric sequence $(kx)_{k \geq 1}$ is u.d. mod 1 is completely solved.

Weyl’s paper also contained a general result for parametric sequences of the form $((n_kx))_{k \geq 1}$, where $(n_k)_{k \geq 1}$ is a sequence of distinct positive integers and $x$ is a real number from $[0, 1]$: for almost all $x$ (in the sense of Lebesgue measure) the sequence $((n_kx))_{k \geq 1}$ is u.d. mod 1. Accordingly the general case $((n_kx))_{k \geq 1}$ resembles the properties of the case $(kx)_{k \geq 1}$ insofar as in both cases the exceptional set is of measure zero; however, while in the latter case the exceptional set can be explicitly determined, it is generally very difficult to decide whether for a given sequence $(n_k)_{k \geq 1}$ and a given parameter $x$ the sequence $((n_kx))_{k \geq 1}$ is u.d. mod 1 or not (see also Section 2).

In the following paragraph, we want to prove Weyl’s result that $((n_kx))_{k \geq 1}$ is u.d. mod 1 for almost all $x$. Throughout this article, we will repeatedly use methods from probability theory; this makes perfect sense, since the unit interval, equipped with Borel sets and Lebesgue measure, is a probability space (that is, a measure space $(\Omega, \mathcal{F}, \mathbb{P})$ for which $\mathbb{P}(\Omega) = 1$). We will use the Rademacher–Menshov inequality, which states that for a real orthonormal system $\phi_1(x), \ldots, \phi_N(x)$ and for real coefficients $\alpha_1, \ldots, \alpha_N$ we have

\[
\left( \int_0^1 \max_{1 \leq M \leq N} \left( \sum_{k=1}^{M} \alpha_k \phi_k \right)^2 \, dx \right)^{1/2} \leq (\log_2 N + 2)^2 \sum_{k=1}^{N} \alpha_k^2
\]

(this inequality has been obtained independently by Rademacher [39] and Menshov [36]; it can be proved quite easily using a dyadic splitting method, see e.g. [24]). Note that an equivalent formulation of the Weyl criterion (2) is

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} \cos 2\pi h x_k = 0 \quad \text{and} \quad \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} \sin 2\pi h x_k = 0
\]

for all integers $h \neq 0$. For integers $m \geq 1$ and $h \neq 0$ we set

\[
S_{m,h} = \left\{ x \in [0, 1] : \max_{1 \leq M \leq 2^m} \left| \sum_{k=1}^{M} \cos 2\pi h n_k x \right| > 2^{m/2} m^2 \right\}.
\]

Then by (3), by the orthogonality of the trigonometric system and by the fact that by assumption the numbers $(n_k)_{k \geq 1}$ are distinct we have

\[
\int_0^1 \max_{1 \leq M \leq 2^m} \left( \sum_{k=1}^{M} \cos 2\pi h n_k x \right)^2 \, dx \ll 2^m (\log 2^m)^2 \ll 2^m m^2
\]
(where “≪” is the Vinogradov symbol). Chebyshev’s inequality states that for any square-integrable function \( f \) on \([0, 1]\) we have that for any \( t > 0 \)

\[
\lambda \left( x \in [0, 1] : |f(x)| \geq t \right) \leq \frac{1}{t^2} \int_0^1 f(x)^2 \, dx.
\]

Applying this inequality, by (4) we have

\[
\lambda(S_{m,h}) \ll \frac{m^2}{m^4} \ll \frac{1}{m^2}.
\]

Thus

\[
\sum_{m=1}^{\infty} \lambda(S_{m,h}) < \infty,
\]

which by the first Borel–Cantelli lemma implies that with probability one (with respect to the Lebesgue measure on \([0, 1]\)) only finitely many events \( S_{m,h} \) occur. Thus for almost all \( x \in [0, 1] \) there exists an \( m_0 = m_0(x) \) such that

\[
\max_{1 \leq M \leq 2m} \left| \sum_{k=1}^{M} \cos 2\pi h n_k x \right| \leq 2^{m/2}m^2
\]

for all \( m \geq m_0 \); consequently, there also exists an \( N_0 = N_0(x) \) such that

\[
\left| \sum_{k=1}^{N} \cos 2\pi h n_k x \right| \leq 2N^{1/2} (\log_2 N)^2
\]

for \( N \geq N_0 \), which implies

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} \cos 2\pi h n_k x = 0.
\]

The same argument applies if we replace the function \( \cos \) by \( \sin \). Consequently, \((n_k x)_{k \geq 1}\) is u.d. \( \mod 1 \) for almost all \( x \in [0, 1] \).

2. **Metric number theory**

One of the aims of metric number theory is to describe properties which are **typical** for (real) numbers, where “typical” means that the exceptional set of numbers not possessing this property is small; in our case, we consider a property to be “typical” if it holds for almost all numbers in the sense of Lebesgue measure (but of course there are also other possibilities of deciding what a “typical” property is, for example by means of the Hausdorff dimension).

An early result from metric number theory is due to Borel: he proved that almost all numbers are **normal** with respect to a given base \( b \geq 2 \) (\( b \) being an integer). Here a real number \( x \in [0, 1] \) is called “normal” if in its base-\( b \) expansion

\[
x = \sum_{i=1}^{\infty} r_i b^{-i}
\]

each digit \( 0, 1, \ldots, b-1 \) appears asymptotically with frequency \( b^{-1} \), each block of 2 digits appears asymptotically with frequency \( b^{-2} \), and, generally, each block of \( d \) digits appears with asymptotic frequency \( b^{-d} \). Formally this can be written as

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} 1_{[ab^{-d},(a+1)b^{-d})}(b^{k-1} x) = b^{-d}
\]

for all integers \( d \geq 1 \) and all integers \( a \in \{0, \ldots, b^d - 1\} \). Historically, Borel’s result is the first appearance of what we call today the **strong law of large numbers**. To see this, we choose for simplicity \( b = 2 \), and let for \( x \in [0, 1] \) the function \( r_k(x) \) be defined as the \( k \)-th digit (after the decimal point) of the binary expansion of \( x \). Then it an easy exercise to check that the functions \((r_k(x))_{k \geq 1}\), interpreted as random variables over the probability space \(([0, 1], \mathcal{B}([0, 1]), \lambda)\), form
a sequence of independent, identically distributed (i.i.d.) random variables (remember that by definition a random variable is just a measurable function). Thus Borel’s theorem, which in the special case $d = 1$ (that is, for single digits) states that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} r_k(x) = \frac{1}{2} = \int_{0}^{1} r_1(x) \, dx = E_\lambda(r_1) \quad \text{a.e.}$$

is the strong law of large numbers for i.i.d. fair Bernoulli-distributed random variables (the functions $(r_k(x))_{k \geq 1}$ are called Rademacher functions; the fact that they form a system if i.i.d. random variables has been first observed by Steinhaus in the 1920s). We just note by the way that Borel’s theorem can also be interpreted as an early appearance of the pointwise ergodic theorem (for the transformation $T x = (b x)$).

Written in the form (6) (which is not Borel’s original notation) it is quite obvious that there is a connection between normal numbers and the criterion for uniform distribution modulo 1 in equation (1). Surprisingly, this connection was not noted (or, at least, not rigorously proved) before 1949, when Wall [42] showed that a number $x$ is normal in a base $b$ if and only if the sequence $((b^k x))_{k \geq 1}$ is u.d. mod 1. Thus Borel’s theorem can be also seen as a special case of Weyl’s metric theorem on the uniform distribution of $((n_k x))_{k \geq 1}$ for a.e. $x$.

Now we know that almost all numbers are normal (which was not so difficult to establish); on the other hand, constructing a normal is rather difficult, and checking whether a given number is normal or not is (usually) absolutely infeasible. Most constructions of normal numbers are based on the principle of concatenating blocks of digits generated by “simple” functions; for example, Champernowne’s number (in base 10)

$$0.123456789101112\ldots$$

is obtained by concatenating the decimal expansions of the positive integers in consecutive order, the Copeland–Erdős number (again in base 10) is obtained by concatenating the decimal expansions of the primes

$$0.2357111317192329\ldots,$$

and there are several other constructions of this type (for example concatenating the values of polynomials [37] or other entire functions [35]). As mentioned before, checking whether a given number is normal or not is extremely difficult, and it is unknown whether constants such as $\sqrt{2}, e, \pi$ are normal. It is conjectured that all algebraic irrationals are normal, but no example or counterexample is known. For more details on this problem, see [6]. A closely related problem concerns sequences of the form $((x^k))_{k \geq 1}$. By a result of Koksma [30] this sequence is u.d. mod 1 for almost all $x > 1$; however, not a single explicit value of $x$ for which this is the case is known. The sequence $(((3/2)^k))_{k \geq 1}$ has attracted particular attention, but it is not even known whether

$$\limsup_{k \to \infty} ((3/2)^k) - \liminf_{k \to \infty} ((3/2)^k) \geq 1/2 \quad \text{(Vijayaraghavan’s conjecture of 1940).}$$

For more information concerning this problem see [17] [18].

Probably the most important open problem in metric number theory is the Duffin–Schaeffer conjecture in metric Diophantine approximation. For a non-negative function $\psi : \mathbb{N} \mapsto \mathbb{R}$, let $W(\psi)$ denote the set of real numbers $x \in [0, 1]$ for which the inequality $|nx - a| < \psi(n)$ has infinitely many coprime solutions $(a, n)$. It is an easy application of the first Borel–Cantelli lemma to prove that $\lambda(W(\psi)) = 0$ if

$$\sum_{n=1}^{\infty} \frac{\psi(n) \varphi(n)}{n} < \infty$$

(7) (here $\varphi$ denotes the Euler totient function); that means, divergence of the sum in (7) is a necessary condition for $\lambda(W(\psi)) = 1$. The Duffin–Schaeffer conjecture, proposed by R.J. Duffin and A.C. Schaeffer [19] in 1941, asserts that divergence of the sum in (7) is also sufficient to have $\lambda(W(\psi)) = 1$. Several special cases of the conjecture have been established (see for example [24],
but a complete solution of the problem seems to be far out of reach.

More information on the problems discussed in this section can be found in the books of Bugeaud \cite{Bugeaud} and Harman \cite{Harman}.

3. Discrepancy

The notion of the discrepancy of a sequence has been introduced as a measure of the quality of the uniform distribution mod 1 of a sequence. For a finite sequence \((x_1, \ldots, x_N)\) of points in the unit interval, the discrepancy \(D_N\) and the star-discrepancy \(D_N^*\) are defined as

\[
D_N(x_1, \ldots, x_N) = \sup_{0 \leq a < b \leq 1} \left| \frac{\sum_{k=1}^{N} \mathbf{1}_{[a,b)}(x_k)}{N} - (b - a) \right|
\]

and

\[
D_N^*(x_1, \ldots, x_N) = \sup_{0 \leq a \leq 1} \left| \frac{\sum_{k=1}^{N} \mathbf{1}_{[0,a)}(x_k)}{N} - a \right|
\]

It is easy to see that these two discrepancies are equivalent in the sense that always \(D_N^* \leq D_N \leq 2D_N^*\), and that an infinite sequence \((x_k)_{k \geq 1}\) is u.d. mod 1 if and only if \(D_N^*(x_1, \ldots, x_N) \to 0\) as \(N \to \infty\). An important inequality to estimate the discrepancy of a sequence is the Erdős–Turán inequality, which (in one out of many possible formulations) states that for any positive integer \(H\)

\[
D_N^*(x_1, \ldots, x_N) \leq \frac{3}{H} + 3 \sum_{h=1}^{H} \left| \sum_{k=1}^{N} e^{2\pi i h x_k} \right|
\]

(8)

We will use this inequality in Section 5 to obtain an upper bound for the discrepancy of \((\langle n_k x \rangle)_{k \geq 1}\) for almost all \(x\), by this means establishing a quantitative version of the theorem of Weyl mentioned in Section 1. Another important inequality concerning the discrepancy of sequences of points is Koksma’s inequality, which states that for any function \(f\) which has bounded variation \(\text{Var}(f)\) in the unit interval the estimate

\[
\left| \frac{1}{N} \sum_{k=1}^{N} f(x_k) - \int_{0}^{1} f(x) \, dx \right| \leq \text{Var}(f) \cdot D_N^*(x_1, \ldots, x_N)
\]

(9)

holds. The notions of uniform distribution mod 1 and discrepancy can be generalized in a natural way to the multi-dimensional setting, as can be the Erdős–Turán inequality and Koksma’s inequality (then called the Koksma-Hlawka inequality). The multi-dimensional version of (9) forms the foundation of the so-called Quasi-Monte Carlo method, which is based on the observation that sequences having small discrepancy can be used for numerical integration.

By a result of Schmidt \cite{Schmidt} there exists a positive constant \(c\) such that for any infinite sequence \((x_k)_{k \geq 1}\) of points in the unit interval the inequality

\[
D_N^*(x_1, \ldots, x_N) > c \frac{\log N}{N}
\]

holds for infinitely many \(N\); on the other hand, there exist several constructions of sequences satisfying \(D_N^*(x_1, \ldots, x_N) = O((\log N)N^{-1})\) as \(N \to \infty\), so in the one-dimensional case the problem of the optimal asymptotic order of the discrepancy is solved. On the contrary, determining the optimal asymptotic order of the discrepancy in the multi-dimensional case turned out to be a very difficult problem, which is still open (see \cite{Schmidt} for a survey).

More information on discrepancy theory and the Quasi-Monte Carlo method can be found in the books of Dick and Pillichshammer \cite{DickPillichshammer} and Drmota and Tichy \cite{DrmotaTichy}. 
4. Lacunary series

The word lacunary originates from the Latin lacuna (ditch, gap), which is the diminutive form of lacus (lake). Accordingly, a lacunary Fourier series is a series which has “gaps” in the sense that it is composed of trigonometric functions whose frequencies are far apart from each other. A classical gap condition is the Hadamard gap condition, requiring that

\[
\frac{n_{k+1}}{n_k} \geq q > 1, \quad k \geq 1;
\]

thus a (Hadamard) lacunary Fourier series is of the form

\[
\sum_{k=1}^{\infty} \left( a_k \cos 2\pi n_k x + b_k \sin 2\pi n_k x \right)
\]

for \((n_k)_{k \geq 1}\) satisfying (10). By a classical heuristics, lacunary sequences resemble many properties which are typical for sequences of independent random variables. For example, by Kolmogorov’s three series theorem a sequence of centered and uniformly bounded independent random variables \((X_k)_{k \geq 1}\) is almost surely convergent if and only if the variances satisfy

\[
\sum_{k=1}^{\infty} \mathbb{V}(X_k) < \infty,
\]

and by a counterpart for lacunary series, also due to Kolmogorov, the series (11) is almost everywhere convergent if and only if

\[
\sum_{k=1}^{\infty} (a_k^2 + b_k^2) < \infty.
\]

Note here that the variance of the function \(a_k \cos 2\pi n_k x + b_k \sin 2\pi n_k x\), considered as a random variable over the probability space \(([0, 1], \mathcal{B}([0, 1]), \lambda)\), is simply given by

\[
\int_0^1 (a_k \cos 2\pi n_k x + b_k \sin 2\pi n_k x)^2 \, dx = a_k^2 + b_k^2.
\]

Thus the a.s. convergence behavior of series of independent random variables and of lacunary trigonometric series are in perfect accordance. Many similar results of the same type exist: for example, by a classical result of Salem and Zygmund \([40]\), under the gap condition (10) we have

\[
\limsup_{N \to \infty} \frac{1}{\sqrt{2N \log \log N}} \left| \sum_{k=1}^{N} \cos 2\pi n_k x \right| \rightarrow \Phi(t),
\]

where \(\Phi(t)\) denotes the standard normal distribution function. In other words, the system \((\cos 2\pi n_k x)_{k \geq 1}\) satisfies the central limit theorem. By a result of Erdős and Gál \([21]\), the same system also satisfies the law of the iterated logarithm (LIL), that is

\[
\limsup_{N \to \infty} \frac{1}{\sqrt{2N \log \log N}} \left| \sum_{k=1}^{N} \cos 2\pi n_k x \right| = \frac{1}{\sqrt{2}} \quad \text{a.e.}
\]

The situation gets significantly more complicated if we consider the more general sequence \((f(n_k x))_{k \geq 1}\) for a (in some sense) “nice” function \(f\) satisfying

\[
f(x + 1) = f(x), \quad \int_0^1 f(x) \, dx = 0,
\]

instead of \((\cos 2\pi n_k x)_{k \geq 1}\). A striking result for this general setting is a theorem of Philipp \([38]\), who confirmed the so-called Erdős–Gál conjecture by proving that under (10) we have

\[
\frac{1}{4\sqrt{2}} \leq \limsup_{N \to \infty} \frac{N D^*_{N} \left( \{n_1 x\}, \ldots, \{n_N x\} \right)}{\sqrt{2N \log \log N}} \leq C_q \quad \text{a.e.};
\]

where
this is a counterpart of the Chung–Smirnov LIL for the Kolmogorov–Smirnov statistic in probability theory. As a consequence of (15) and Koksma’s inequality (9) we have

\[
\limsup_{N \to \infty} \frac{\sum_{k=1}^{N} |f(n_k x)|}{\sqrt{2N \log \log N}} \leq C_{f,q} \quad \text{a.e.}
\]

Calculating the precise value of the lim sup in (15) and (16) is a very difficult problem, and depends on number-theoretic properties of \((n_k)_{k \geq 1}\) and Fourier-analytic properties of \(f\) (or of the indicator functions in the case of (15)) in a very delicate way. In the case of \(n_k = \theta^k\) for an integer \(\theta\) the problem has been solved by Fukuyama [23]; he proved that almost everywhere

\[
\limsup_{N \to \infty} ND_N^*(\{\theta x\}, \ldots, \{\theta^N x\}) = \begin{cases} 
\frac{\sqrt{\frac{\pi}{2} \log \log N}}{\sqrt{\theta^2 + 1}} & \text{if } \theta = 2 \\
\frac{\sqrt{\frac{\pi}{2} \log \log N}}{\sqrt{(\theta+1)\theta(\theta-2)}} & \text{if } \theta \geq 4 \text{ is even} \\
\frac{\sqrt{\frac{\pi}{2} \log \log N}}{2\sqrt{\theta-1}} & \text{if } \theta \geq 3 \text{ is odd}
\end{cases}
\]

In view of the results mentioned in Section 2, Fukuyama’s theorem establishes the typical asymptotic order of the discrepancy of normal numbers. In a sense the sequence \((\theta^k)_{k \geq 1}\) is a pathological example of a lacunary sequence, exhibiting an extremely strong relation between its consecutive terms. For a lacunary sequence for which no such strong arithmetic relations exist, the LIL is satisfied in the form

\[
\limsup_{N \to \infty} ND_N^*(\{n_1 x\}, \ldots, \{n_N x\}) = \frac{1}{2} \quad \text{a.e.}
\]

which is in perfect accordance (including the value of the constant of the right-hand side) with the Chung–Smirnov LIL for i.i.d. random variables (see [1] for details). For more information on lacunary sequences in the context of metric discrepancy theory and probabilistic limit theorems, see the survey paper [3].

Lacunary functions are well-known in analysis for several other interesting properties, apart from their resemblance of the behavior of systems of independent random variables. For example, Weierstrass’s celebrated example of a nowhere differentiable function is defined by means of a lacunary trigonometric series. It should be noted that the notion of lacunary series does not only include lacunary trigonometric series, but also other series such as for example lacunary Taylor series. For a survey, see [29].

5. Almost everywhere convergence

The Kolmogorov three series theorem gives a full characterization of the a.s. convergence behavior of sums of independent random variables. In general the a.s. convergence condition comprises of three conditions about the convergence or divergence of certain series (which explains the name three series theorem), but in the case of centered, uniformly bounded random variables the criterion reduces to the simple condition (12).

As noted in the previous section, there exists an analogue of the three series theorem for the case of Hadamard lacunary trigonometric series; however, surprisingly, the requirement of considering a Fourier series which contains only frequencies along an exponentially growing subsequence can be entirely dropped. This is the celebrated Carleson’s theorem [14], which is considered as one of the major achievements of Fourier analysis in 20th-century mathematics: a Fourier series

\[
\sum_{k=1}^{\infty} \left(a_k \cos 2\pi kx + b_k \sin 2\pi kx\right)
\]

is a.e. convergent, provided (13) holds. Moreover, for any function \(f \in L^2([0, 1])\) and

\[
f(x) \sim \sum_{k=1}^{\infty} \left(a_k \cos 2\pi kx + b_k \sin 2\pi kx\right),
\]
setting
\[ s_N(f; x) = \sum_{k=1}^{N} \left( a_k \cos 2\pi kx + b_k \sin 2\pi kx \right) \]
we have
\[ s_N(f; x) \to f(x) \quad \text{as} \quad N \to \infty \quad \text{for a.e.} \ x. \]

Carleson’s theorem has a breathtaking consequence: there exists an absolute constant \( c \) such that for any function \( f \) in \( L^2([0,1]) \) we have, writing \( \| \cdot \| \) for the \( L^2([0,1]) \) norm,
\[ \left\| \sup_{N \geq 1} |s_N(f; x)| \right\| \leq c \| f \|. \]  

Carleson’s theorem has been extended to the case \( f \in L^p([0,1]), \ p > 1 \), by Hunt [28]. It is a very deep result, and although alternative proofs have been given by Fefferman [22] and Lacey and Thiele [33], no “easy” proof exists. For a comprehensive treatment of the subject, see the monograph of Arias de Reyna [5] and the survey paper [32].

As an application of Carleson’s theorem, we will show how it can be used to obtain a quantitative version of the results on a.e. uniform distribution of Weyl mentioned in Section 1. This argument is due to Baker [7] and leads to the upper bound
\[ D_N^*(\{n_1x\}, \ldots, \{n_Nx\}) \ll \frac{(\log N)^{3/2+\varepsilon}}{\sqrt{N}} \quad \text{a.e.} \]
for any strictly increasing sequence of positive integers \((n_k)_{k \geq 1}\) and any \( \varepsilon > 0 \). To outline the similarity between this proof and the one given in Section 1, we will use a real version of the Erdős–Turán inequality (8).

Let \( \varepsilon > 0 \). For integers \( m \geq 1 \) we set
\[ S_m = \left\{ x \in [0,1] : \max_{1 \leq M \leq 2^m} \left| \sum_{1 \leq h \leq 2^{m/2}} \frac{1}{h} \sum_{k=1}^{M} \cos 2\pi hn_kx \right| > 2^{m/2}m^{3/2+\varepsilon} \right\}. \]
Note that by (17) for any \( h \) we have
\[ \left\| \max_{1 \leq M \leq 2^m} \sum_{k=1}^{M} \cos 2\pi hn_kx \right\| \leq c \left\| \sum_{k=1}^{2^m} \cos 2\pi hn_kx \right\| \leq c2^{m/2} \]
for an absolute constant \( c \). Thus by Minkowski’s inequality we have
\[ \left\| \max_{1 \leq M \leq 2^m} \sum_{1 \leq h \leq 2^{m/2}} \frac{1}{h} \sum_{k=1}^{M} \cos 2\pi hn_kx \right\| \leq \sum_{1 \leq h \leq 2^{m/2}} \frac{1}{h} \left\| \max_{1 \leq M \leq 2^m} \sum_{k=1}^{M} \cos 2\pi hn_kx \right\| \ll cm^{m/2}. \]
Consequently, by Chebyshev’s inequality [5] we have
\[ \lambda(S_m) \ll \frac{1}{m^{1+2\varepsilon}}. \]

Thus
\[ \sum_{m=1}^{\infty} \lambda(S_m) < \infty, \]
which by the first Borel–Cantelli lemma means that with probability one only finitely many events \( S_m \) occur. Thus for almost all \( x \in [0,1] \) there exists an \( m_0 = m_0(x) \) such that

\[
\max_{1 \leq M \leq 2^m} \left| \sum_{1 \leq h \leq 2^{m/2}} \frac{1}{h} \sum_{k=1}^{M} \cos 2\pi hn_k x \right| \leq 2^{m/2}m^{3/2+\varepsilon}
\]

for all \( m \geq m_0 \); consequently, there also exists an \( N_0 = N_0(x) \) such that

\[
\left| \sum_{1 \leq h \leq \sqrt{N}} \frac{1}{h} \sum_{k=1}^{N} \cos 2\pi hn_k x \right| \leq 2N^{1/2}(\log_2 N)^{3/2+\varepsilon}
\]

for \( N \geq N_0 \). The same result holds if we replace the function \( \cos \) by \( \sin \), and using (8) (split into real and imaginary part) we get (18). Carleson’s inequality (17) in the form (19) plays a key role in this proof, and if it is replaced by the Rademacher–Menshov inequality, which gives an additional logarithmic factor as in (4), one can only obtain (18) with the exponent \( 3/2+\varepsilon \) replaced by \( 5/2+\varepsilon \).

The optimal exponent of the logarithmic term in (18) is an important open problem in metric discrepancy theory. Note that by Koksma’s inequality (9) as a consequence of (18) we get (20)

\[
\left| \sum_{k=1}^{N} f(n_k x) \right| \ll \sqrt{N}(\log N)^{3/2+\varepsilon} \quad \text{a.e.}
\]

for any function \( f \) satisfying (14) which has bounded variation on \([0,1]\). On the other hand, Berkes and Philipp [8] constructed a sequence \((n_k)_{k \geq 1}\) for which

\[
\limsup_{N \to \infty} \frac{\left| \sum_{k=1}^{N} \cos 2\pi n_k x \right|}{\sqrt{N \log N}} = \infty \quad \text{a.e.},
\]

which again by Koksma’s inequality implies that the exponent of the logarithmic term in (18) can in general not be reduced below 1/2. In the following section we will see that 1/2 is in fact the optimal exponent, at least if we consider only a single function \( f \) (as in (20)) and not the discrepancy \( D_N^* \).

For more information on the a.e. convergence of sums of dilated functions, the interested reader is referred to the comprehensive survey article of Berkes and Weber [9].

6. Sums involving greatest common divisors

In the context of counting lattice points in right-angled triangles, around 1920 Hardy and Littlewood investigated the problem of finding good upper bounds for the asymptotic order of

\[
\sum_{k=1}^{N} (\{kx\} - 1/2) \quad \text{as} \quad N \to \infty.
\]

The \( L^2([0,1]) \)-norm of (21) can be calculated using the formula

\[
\int_{0}^{1} (\{mx\} - 1/2) (\{nx\} - 1/2) \, dx = \frac{1}{12} \left( \frac{\gcd(m,n)^2}{mn} \right)
\]

for integers \( m, n \) (first stated by Franel and proved by Landau in 1924). The generalized problem of estimating

\[
\sum_{k,l=1}^{N} (\gcd(n_k, n_l))^2 \frac{1}{n_k n_l}
\]

for an arbitrary sequence of distinct positive integers \( n_1, \ldots, n_N \) was posed as a prize problem by the Scientific Society at Amsterdam in 1947 (following a suggestion of Erdős), and solved by Gál [24] in 1949. He proved that there exists an absolute constant \( c \) such that (23) is bounded by \( cN(\log \log N)^2 \), and that this upper bound is asymptotically optimal. Koksma [31] observed that as
a consequence for any centered, periodically extended indicator function $f(x) = 1_{(a,b)}(\{x\}) - (b-a)$ (and in fact even for any 1-periodic function $f$ having mean zero and bounded variation on $[0,1]$) the estimate

$$
\int_0^1 \left( \sum_{k=1}^N f(n_k x) \right)^2 \, dx \ll N (\log \log N)^2
$$

holds. This follows from a generalized version of (22), which we will deduce in the next few lines. Assume that $f$ satisfies (14) and is of bounded variation on $[0,1]$. Let

$$
f(x) \sim \sum_{j=1}^\infty a_j \cos 2\pi j x
$$

denote the Fourier series of $f$ (for simplicity we assume that it is a pure cosine-series; the general case works in exactly the same way). Then

$$
|a_j| \ll j^{-1}
$$

(see [44, p. 48]; this estimate can be easily proved using the fact that any function of bounded variation can be written as the sum of two bounded and monotone functions). Thus for integers $m, n$ we have, by (25) and the orthogonality of the trigonometric system, and writing $\delta(\cdot, \cdot)$ for the Kronecker function,

$$
\int_0^1 f(mx) f(nx) \, dx = \sum_{j_1, j_2=1}^\infty a_{j_1} a_{j_2} \delta(m j_1, n j_2)
$$

$$
\ll \sum_{j_1, j_2=1}^\infty \frac{1}{j_1 j_2} \delta(m j_1, n j_2).
$$

(26)

Now $m j_1 = n j_2$ is only possible if $j_1 = j n / \gcd(m, n)$ and $j_2 = j m / \gcd(m, n)$ for some integer $j \geq 1$. Consequently, (26) is at most

$$
\sum_{j=1}^\infty \frac{\gcd(m, n) \gcd(m, n)}{j m} \ll \frac{\gcd(m, n)^2}{mn},
$$

which implies, together with the aforementioned result of Gál, that (24) holds. Sums involving common divisors similar to (23) were studied by Dyer and Harman [20] in the context of metric Diophantine approximation. They investigated

$$
\max_{n_1 < \ldots < n_N} \sum_{k,l=1}^N \frac{\gcd(n_k, n_l)^2 \alpha}{(n_k n_l)^\alpha}, \quad \alpha \in [1/2, 1),
$$

(27)

and, amongst other results, proved for the particularly interesting case $\alpha = 1/2$ the upper bound

$$
\max_{n_1 < \ldots < n_N} \sum_{k,l=1}^N \frac{\gcd(n_k, n_l)}{\sqrt{n_k n_l}} \ll N \exp \left( \frac{5 \log N}{\log \log N} \right).
$$

(28)

Recently, Aistleitner, Berkes and Seip [4] obtained upper bounds for (27) which are essentially optimal. They proved that

$$
\max_{n_1 < \ldots < n_N} \sum_{k,l=1}^N \frac{\gcd(n_k, n_l)^{2\alpha}}{(n_k n_l)^\alpha} \leq C_\varepsilon N \exp \left( (1 + \varepsilon) g(\alpha, N) \right),
$$

(29)

where for $1/2 < \alpha < 1$ we have

$$
g(\alpha, N) = \left( \frac{8}{1-\alpha} + \frac{16 \cdot 2^{-\alpha}}{\sqrt{2\alpha - 1}} \right) (\log N)^{1-\alpha} + \frac{\log N}{(1-\alpha)/2} \frac{\log \log N}{1-\alpha},
$$

(30)

for $\alpha = 1/2$ we have

$$
g(1/2, N) = 25 \sqrt{\log N} \sqrt{\log \log N},
$$

(31)
and where $C_\varepsilon$ is a constant only depending on $\varepsilon > 0$. Here the asymptotic order of $g(\alpha, N)$ in (30) is optimal, and the asymptotic order of $g(1/2, N)$ in (31) can perhaps be reduced from $\sqrt{\log N \log \log N}$ to $\sqrt{\log N / \log \log N}$ (but not below). As an application, Aistleitner, Berkes and Seip improved the exponent of the logarithmic term in (20) to $1/2 + \varepsilon$, which is optimal (up to the $\varepsilon$). Another application of such GCD sums is concerning the a.e. convergence of series $\sum_{k=1}^{\infty} c_k f(n_k x)$ for functions $f$ of bounded variation or being Hölder-continuous (see [4]; cf. also [2]) or of so-called Davenport series (see [12]). There is also a close connection with certain properties of the Riemann zeta function, which requires further investigation (cf. [27]).

As a consequence of (30) (and using a trick to modify the argument around equation (26)) one can show that for any $f$ of bounded variation satisfying (14) and for any strictly increasing sequence $(n_k)_{k \geq 1}$ of positive integers the Carleson-type inequality

$$\left| \max_{1 \leq M \leq N} \left| \sum_{k=1}^{M} c_k f(n_k x) \right| \right| \leq c (\log \log N)^4 \sum_{k=1}^{N} c_k^2$$

holds, which, using an argument similar to the one used to prove (18) in the previous section, leads to

$$\sum_{k=1}^{N} f(n_k x) \ll \sqrt{N} (\log N)^{1/2 + \varepsilon} \quad \text{a.e.}$$

As mentioned at the end of the previous section this means that the problem concerning the optimal (a.e.) asymptotic order of the sum $\sum f(n_k x)$ is solved; however, the more difficult case of the precise a.e. asymptotic order of the discrepancy $D_N^\alpha((n_1 x), \ldots, (n_N x))$ remains open.

Concluding remark: There exists a close connection between discrepancy theory and harmonic analysis, which we have for example observed in Weyl’s criterion (2), in the Erdős–Turán inequality (5) and in the Carleson convergence theorem in Section 5. This connection goes far beyond the material contained in this article, and is comprehensively presented in a survey article of Dmitriy Bilyk in the present volume (see [10]).
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