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Abstract. In this paper, we consider the lengths of cycles that can be embedded on the edges of the generalized pancake graphs which are the Cayley graph of the generalized symmetric group \( S(m, n) \), generated by prefix reversals. The generalized symmetric group \( S(m, n) \) is the wreath product of the cyclic group of order \( m \) and the symmetric group of order \( n \). Our main focus is the underlying undirected graphs, denoted by \( P_m(n) \). In the cases when the cyclic group has one or two elements, these graphs are isomorphic to the pancake graphs and burnt pancake graphs, respectively. We prove that when the cyclic group has three elements, \( P_3(n) \) has cycles of all possible lengths, thus resembling a similar property of pancake graphs and burnt pancake graphs. Moreover, \( P_4(n) \) has all the even-length cycles. We utilize these results as base cases and show that if \( m > 2 \) is even, \( P_m(n) \) has all cycles of even length starting from its girth to a Hamiltonian cycle. Moreover, when \( m > 2 \) is odd, \( P_m(n) \) has cycles of all lengths starting from its girth to a Hamiltonian cycle. We furthermore show that the girth of \( P_m(n) \) is \( \min\{m, 6\} \) if \( m \geq 3 \), thus complementing the known results for \( m = 1, 2 \).
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1. Introduction

The pancake problem consists of sorting a permutation utilizing prefix-reversals. In its classical formulation [1], one is tasked with sorting a stack of pancakes with different diameters utilizing only a chef’s spatula by picking up some pancakes from the top of the stack, flipping them, and placing them back on top of the stack. The problem has attracted the interest of computer scientists due to its applications to interconnection networks [2] and the interest of computational biologists due to its application to genome rearrangements [3]. The burnt pancake problem, first introduced in [4], considers the setting where the elements of permutations also have a sign. In this setting, every time a prefix-reversal is applied to a permutation, the positions affected also have a change in sign (from “+” to “−” or the other way around.)

A natural extension of the symmetric group of order \( n! \), denoted by \( S_n \), and the signed symmetric group of order \( 2^n n! \), denoted by \( B_n \), is the generalized symmetric group, denoted by \( S(m, n) := C_m \wr S_n \), where \( C_m \) is the cyclic group of order \( m \) whereas the group \( S(m, n) \) is of order \( m^n n! \). It follows that an extension of the pancake graphs and the burnt pancake graphs, along with the natural extension of prefix-reversals and their inverses, would be the Cayley graph of the generalized symmetric group generated by prefix-reversals. We refer to these graphs as the generalized pancake graphs or \( m \)-sided pancake graphs. Intuitively, we are dealing with a stack of \( n \) pancakes, each with \( m \) different “sides,” or colors. When \( m = 1 \) and \( m = 2 \), we recover the original setting of the pancake problem and burnt
pancake problem, respectively. Each time one “flips” a pancake, we cycle through its sides, which resets after $m$ flips. Alternatively, each time one “flops” a pancake, we reverse the cycle of its sides.

We prioritize the role of a “flip” in fidelity to the original pancake problem. That is, we consider the directed graph with only edges between generalized permutations that are a “flip” away, denoted by $P(m, n)$. When including the set of “flips” in the generating set of the Cayley graph those edges may also be considered undirected, which in that case we denote the graph by $\mathbb{P}_m(n)$. We focus our attention to the lengths of the cycles one can embed into $P(m, n)$ and $\mathbb{P}_m(n)$. The existence of certain cycle lengths in $P(m, n)$ remains more open than in $\mathbb{P}_m(n)$. For a graph $\Gamma$, we denote its vertex and edge set by $V(\Gamma)$ and $E(\Gamma)$, respectively.

1.1. Main results. The main results of this article are the following.

(1) We prove that the girth of the undirected generalized pancake graph $\mathbb{P}_m(n)$ is $\min\{m, 6\}$ if $m \geq 3$. This result complements the cases when $m = 1$, where the girth is 6, and when $m = 2$, where the girth is 8, proved by Compeau [5, Theorem 5 and Theorem 10]. Consequently, the girth is known for all the undirected generalized pancake graphs.

(2) If $m \geq 3$ is odd and $n \geq 2$, then $\mathbb{P}_m(n)$ has all cycles of length $\ell$ with $\min\{m, 6\} \leq \ell \leq |V(\mathbb{P}_m(n))|$.

(3) If $m \geq 3$ is even and $n \geq 2$, then $\mathbb{P}_m(n)$ has all cycles of length $2\ell$ with $\min\{m, 6\}/2 \leq \ell \leq |V(\mathbb{P}_m(n))|/2$. (Despite computer searches, no odd length cycles were found, see Section 5).

In Section 2 we list the main definitions and notation needed in the article. In Section 3 we describe formally the generalized pancake graphs and their undirected counterparts. In Section 4 we prove the girth results, providing a floor to cycle lengths. Moreover, in Sections 5 and 6 we prove that the $\mathbb{P}_3(n)$ has all cycles of length $k$ with $3 \leq \ell \leq |V(\mathbb{P}_3(n))|$ and that $\mathbb{P}_4(n)$ has all cycles of length $2k$ with $2 \leq \ell \leq |V(\mathbb{P}_4(n))|/2$. These are the base cases needed to prove the general results in Section 7. Finally, in Section 8 we describe a parallel implementation, which we make available, of an algorithm in [6] to find cycles in these generalized pancake graphs.

2. Preliminaries

Throughout this article, we shall use the integer interval notation. Namely, if $i, j \in \mathbb{Z}$ with $i \leq j$ and $n \in \mathbb{Z}_+$, we define $[n] := \{1, 2, 3, \ldots, n\}$ and $[i, j] := \{i, i+1, i+2, \ldots, j\}$. Furthermore, let $\zeta$ be a primitive $m$-th root of unity. We will denote an element of $S(m, n)$ by $\overline{\pi} = \overline{j, \pi} \in S(m, n)$ as $\overline{\pi} = [\zeta^{j_1}\pi_1, \ldots, \zeta^{j_n}\pi_n]$ where $\overline{j} = [\zeta^{j_1}, \zeta^{j_2}, \ldots, \zeta^{j_n}]$ with each $j_i \in [0, m-1]$, for $i \in [n]$, and $\pi = \pi_1\pi_2 \cdots \pi_n \in S_n$. Let $\overline{\pi} = [\zeta^{j_1}\pi_1, \zeta^{j_2}\pi_2, \ldots, \zeta^{j_n}\pi_n]$. Then, we define a generalized forward prefix reversal or generalized pancake flip of length $i \in [n]$ on $\overline{\pi}$ as

$$r_i(\overline{\pi}) := [\zeta^{j_{i+1}}\pi_i, \zeta^{j_{i+1}}\pi_{i-1}, \ldots, \zeta^{j_{i+1}}\pi_1, \zeta^{j_{i+1}}\pi_{i+1}, \zeta^{j_{i+2}}\pi_{i+2}, \ldots, \zeta^{j_n}\pi_n].$$

The inverse of a flip of length $i$ is the generalized backward prefix reversal or generalized pancake flop of length $i \in [n]$ on $\overline{\pi}$, denoted by

$$\overline{r}_i(\overline{\pi}) := [\zeta^{j_{i-1}}\pi_i, \zeta^{j_{i-1}}\pi_{i-1}, \ldots, \zeta^{j_{i-1}}\pi_1, \zeta^{j_{i+1}}\pi_{i+1}, \zeta^{j_{i+2}}\pi_{i+2}, \ldots, \zeta^{j_n}\pi_n].$$

For example, $r_2([\zeta^0, \zeta^2, \zeta^4, \zeta^23]) = [\zeta^0, \zeta^1, \zeta^14, \zeta^23] \in S(3, 4)$. 

We will refer to the powers of $\zeta$ as signs (also called “colors” in [7]) and the elements of the underlying permutation in $S_n$ as the symbols of the generalized permutation.

For simplicity in the notation of elements of $S(m, n)$, we will use one-line notation with superscripts to represent the signs of the elements. So in general, elements in $S(m, n)$ will be denoted by $a_1^{r_1} a_2^{r_2} \cdots a_n^{r_n}$, where $a_1, a_2, \ldots, a_n \in S_n$ and $i_1, i_2, \ldots, i_n \in [0, m - 1]$.

For example, $4^2 3^1 1^0 2^1 \in S(3, 4)$ has four symbols and three signs (indicated by the superscripts) corresponds to the element $[\zeta^2 4, \zeta^1 3, \zeta^0 1, \zeta^1 2]$.

2.1. Girth, pancyclic, panevencyclic. By a cycle, we mean a closed path where only the first and last vertices are repeated. We will focus on the nontrivial case where the cycles have length larger than two.

A graph $\Gamma = (V, E)$ is said to be pancyclic if it contains cycles of length $k$ for every $3 \leq k \leq |V|$. Moreover, we say that $\Gamma$ is panevencyclic if $|V|$ is even and if $\Gamma$ contains cycles of length $2k$ for every $2 \leq k \leq |V|/2$. Here, $|V|$ denotes the number of vertices of $\Gamma$. In the same spirit, we say that $\Gamma$ is $k$-pancyclic if $\Gamma$ has all cycles of length $\ell$ with $k \leq \ell \leq |V|$ and that $\Gamma$ is $2k$-panevencyclic if $|V|$ is even and $\Gamma$ has all cycles of length $2\ell$ with $k \leq \ell \leq |V|/2$. Notice that when $\Gamma$ is panevencyclic, it is possible that it contains cycles of odd length.

The girth of $\Gamma$ is the length of the shortest cycle of $\Gamma$. It is known that the girth of the pancake graph $P(1, n) = P_1(n)$ and the burnt pancake graph $P(2, n) = P_2(n)$ is six and eight, respectively [5]. In the next section, we define formally the generalized pancake graphs $P(m, n)$ and their undirected counterparts $\mathbb{P}_m(n)$.

3. Generalized Pancake Graph

For our purposes, if $G$ is a group and $S$ is a set that generates $G$, then the Cayley graph of $G$ with respect to $S$ is the graph with vertex set $G$ and edge set $\{(g, sg) : s \in S, g \in G\}$.

With the collection of generalized prefix reversals, we can define what we call the directed generalized pancake graph, denoted by $P(m, n)$, as the graph whose vertex set is $S(m, n)$ and whose set of (directed) edges is given by

$$\{(\bar{\pi}, r_i(\bar{\pi})) \mid \bar{\pi} \in S(m, n), i \in [n]\}.$$ 

where we shall refer to the $r_i$ as the label of the edge.

If the generating set contains both generators and their inverses, then the generating set is said to be symmetric. The Cayley graph with vertex set $S(m, n)$ and whose set of edges is given by

$$\{(\bar{\pi}, r_i(\bar{\pi})) \mid \bar{\pi} \in S(m, n), i \in [n]\} \cup \{\bar{\pi}, \overline{r_i}(\bar{\pi}) \mid \bar{\pi} \in S(m, n), i \in [n]\},$$

shall be referred to as the $m$-sided pancake graph or undirected generalized pancake graph, denoted by $\mathbb{P}_m(n)$. When the generating set is symmetric the resulting Cayley graph is commonly considered an undirected graph. We note that the generating set $\{r_i, \overline{r_i} \mid i \in [n]\}$ is symmetric and that $\mathbb{P}_m(n)$ is the underlying, undirected graph of $P(m, n)$ and is the Cayley graph of $S(m, n)$ first studied by Justan, Muga, and Sudborough in [8]. In our study, the following two properties are useful.

**Definition 3.1** (Vertex- and edge-transitive). Given a graph $\Gamma = (V, E)$, we say that $\Gamma$ is
Hierarchical structure of $P(m,n)$ and $\mathbb{P}_m(n)$. One of the more remarkable features of the pancakes graphs (see [2][9]) is their hierarchical structure. If one considers the induced subgraph whose vertices share a fixed last symbol (which is

| $m$ | $n$ | length of cycles |
|-----|-----|------------------|
| 3   | 2   | $[3, 18] \setminus \{5, 7, 11, 16, 17\}$ |
| 4   | 2   | $\{2k \mid k \in [2,16]\} \setminus \{30\}$ |
| 5   | 2   | $\{5, 50\} \setminus \{7, 9, 13, 47, 48, 49\}$ |
| 6   | 2   | $\{2k \mid k \in [2,36]\}$ |

Table 1. Lengths of cycles in $P(m,n)$ for different values of $m,n$. Notice that $P(4,2)$ has all cycles of even length except for 30

In the undirected case, $\mathbb{P}_m(n)$, we do find that there is a clear pattern for the lengths of the cycles in some of these graphs, as shown in Table 2. For example, we will show $\mathbb{P}_3(n)$ is pancyclic.
Table 2. Lengths of cycles in $P_m(n)$ for different values of $m, n$.

| $m$ | $n$ | length of cycles |
|-----|-----|------------------|
| 2   | 3   | {8, 48}          |
| 3   | 2   | {3, 18}          |
| 3   | 3   | {3, 162}         |
| 4   | 2   | {2k | k ∈ [2, 16]} |
| 5   | 2   | {5, 50}          |

Figure 1. Generalized pancake graph with three signs and 2 symbols, $P(3, 2)$. The “base cycle,” starting from $1^02^0$, is depicted with the dashed edges and the red edges depict the six copies of $P(3, 1)$, all of them a directed 3-cycle, embedded into $P(3, 2)$. A computer search shows that there is not a 5-cycle in $P(3, 2)$ (or cycles of length 7, 11, and 17.) Nonetheless, $P_3(2)$ is pancyclic.

equivalent to thinking of all the stacks with the same bottom pancake), then the resulting induced graph is isomorphic to the pancake graph with $n - 1$ symbols. In a similar fashion, by looking at the induced subgraph obtained from $P(m, n)$ and $P_m(n)$ by leaving the last signed-symbol fixed, we obtain a graph isomorphic to $P(m, n - 1)$ and $P_m(n - 1)$, respectively. To illustrate the concept, let us observe that in Figure 1 there are six copies of $P(3, 1)$ and $P_3(1)$ (they appear as a directed and undirected triangle) inside of $P(3, 2)$ and $P_3(2)$, respectively. In general, since there are $mn$ potential last signed-symbols, then there are $mn$ non-overlapping copies of $P(m, n - 1)$ and $P_m(n - 1)$ embedded into $P(m, n)$ and $P_m(n)$, with
3.2. Base cycle. For \( n > 2 \) and referring to the edge labels, we define the cycle

\[ C := (r_{n-1} \leftarrow r_n)^{mn}. \]

**Lemma 3.2.** \( C \) is a cycle in \( P_m(n) \) of length \( 2mn \).

**Proof.** That the length of the path \((r_{n-1} \leftarrow r_n)^{mn}\) is \( 2mn \) is straightforward.
To show that \((r_{n-1, n})^m n\) is indeed a cycle, let us consider the effect of applying the cycle \((r_{n-1, n})^n\) to the identity \(e = 10^0 \cdots n^0 \in S(m, n)\). Notice that the effect on the signed-symbols of \(e\) after applying \((r_{n-1, n})^i\), with \(i \in [n]\), is

\[
(r_{n-1, n})^i(e) = (i + 1)^0 (i + 2)^0 \cdots n^0 \cdot 1^{m-1} \cdot 2^{m-1} \cdots i^{m-1}
\]

This is because \((r_{n-1, n})^i\) reverses all the symbols while decremented their signs and then \(r_{n-1, n}\) reverses the first \(n - 1\) symbols and increases their signs back to zero. Thus, after each flop-flip the original first symbol is at the end of the generalized permutation with the sign reduced by one while the other \(n - 1\) symbols move to the left in their same relative order and original sign. Therefore, after applying \((r_{n-1, n})^n\) a total of \(n\) times beginning with the generalized permutation \(e\) the symbols will end up in their original position while the signs of each symbol are now \(m - 1\). Thus to cycle back to the original sign of zero requires \(m\) iterations of \((r_{n-1, n})^n\) to \(e\).

Therefore, the order of \(r_{n-1, n}\) is \(mn\). \(\square\)

We depict the base cycles for \(P(3, 2)\) and \(P(4, 2)\) in Figure 11 and 2.

4. The girth of \(\mathbb{P}_m(n)\)

In this section, we study the girth of the undirected generalized pancake graphs. We shall consider the cases when \(n = 2\) and when \(n > 2\) separately. These two cases are distinguished by the girths of their quotient graphs. For a given graph \(\Gamma = (V, E)\) and an equivalence relation \(\sim\) on \(V\), the quotient graph \(\Gamma / \sim\) is the graph whose vertex set is the quotient set \(V / \sim\) and whose edge set is \(\{([u], [v]) \mid (u, v) \in E\}\). That is vertices in the quotient graph are connected if any of the vertices in two equivalence classes have an edge between them.

A natural quotient graph to consider amongst generalized pancake graphs is the one with respect to the equivalence relation \(\sim_n\) that identifies generalized permutations with the same last signed-symbol, that is the quotient would be modulo the \(mn\)-copies of \(\mathbb{P}_m(n - 1)\) that are found in \(\mathbb{P}_m(n)\). We shall denote this quotient graph by \(\mathbb{P}_m(n) / \mathbb{P}_m(n - 1)\). As noted in Section 3.1 there are \(mn\) vertices in this quotient graph and the edges connecting would correspond to edges labeled by \(r_n\) and \(r_{n-1, n}\). Furthermore, for \(n \geq 2\), whenever the last symbols matches in two generalized permutations there is not a single flip/flop of length \(n\) that can connect them, thus the quotient graph will be a complete multipartite graph where there are \(n\) parts, those with matching last symbol, with \(m\) vertices within each part, one for each sign. It is well known that the girth of a complete bipartite graph with equal size parts is four. It is also straightforward to see that the girth of any complete multipartite graph, with more than two parts, is three.

The following is a useful observation connecting cycles in \(\mathbb{P}_m(n)\) and the quotient graph \(\mathbb{P}_m(n) / \mathbb{P}_m(n - 1)\).

**Lemma 4.1.** If \(C = (V_C, E_C)\) is a cycle in \(\mathbb{P}_m(n)\) consisting of edges labeled by \(R_n\), where \(R_n = \{r_n, r_{n-1, n}\}\), then \(C' = (V_C / \sim_n, \{([u], [v]) \mid u, v \in E_C\})\) is a cycle in \(\mathbb{P}_m(n) / \mathbb{P}_m(n - 1)\).

**Proof.** Let us denote \(C\) by a sequence of vertices connected by edges where the first and last vertex are the same. Without loss of generality, \(C\) has the form \(C = v_0 R_n S_1 R_n \cdots S_k R_n v_0\) where each \(S_i\) is a sequence of vertices and edges from \(\{r_1, r_{1, n}, \ldots, r_{n-1, n}, r_{n-1, n}\} \cup S(m, n)\).
Since $C$ is a cycle, each $S_i$ lies in a different copy of $\mathbb{P}_m(n-1)$ embedded in $\mathbb{P}_m(n)$. Under the equivalence relation $\sim_n$, each $S_i$ becomes a vertex $v_i$ of $\mathbb{P}_m(n)/\mathbb{P}_m(n-1)$. Since each $C$ is a cycle, $S_i$ and $S_j$ belong to different copies of $\mathbb{P}_m(n-1)$ embedded in $\mathbb{P}_m(n)$ if $i \neq j$. Therefore, $v_i \neq v_j$ if $i \neq j$, and therefore $C' = v_0R_nv_1R_n \cdots v_kR_nv_0$ is a cycle in $\mathbb{P}_m(n)/\mathbb{P}_m(n-1)$. \hfill $\square$

**Theorem 4.2.** For $m \geq 3$, the girth of $\mathbb{P}_m(2)$ is $\min\{m, 6\}$.

**Proof.** We consider the case $m \leq 5$ first and consider a cycle $C$ in $\mathbb{P}_m(2)$. If $C$ only uses edges labeled by $r_1$ or $\overleftarrow{r}_1$, then $C$ is embedded in one of the copies of $\mathbb{P}_m(1)$ in $\mathbb{P}_m(2)$, and so $|C| = m$. Moreover, if $C$ only traverses edges labeled by $r_2$ or $\overleftarrow{r}_2$, then $|C|$ is $m$ or $2m$ depending on the parity of $m$. The remaining possibility is that $C$ traverses edges labeled by a combination of $r_1$ or $\overleftarrow{r}_1$, and $r_2$ or $\overleftarrow{r}_2$. In this case, since the girth of the complete bipartite graph $\mathbb{P}_m(2)/\mathbb{P}_m(1)$ is 4, it follows that $|C| \geq 5$ (4 edges labeled by $r_2$ or $\overleftarrow{r}_2$ and at least one edge labeled by $r_1$ or $\overleftarrow{r}_1$). Therefore, since $(r_1)^m$ is an $m$-cycle, if $m \leq 5$, the girth of $\mathbb{P}_m(2)$ is $m$.

Now we consider the case $m > 5$. First, let us notice that $C = \overleftarrow{r}_1r_2r_2r_1$ is a 6-cycle in $\mathbb{P}_m(2)$. Indeed, due to vertex-transitivity, one needs only to see what happens when we apply $C$ to the identity generalized permutation $e = 1^02^0$. It can be readily verified that

$$((\overleftarrow{r}_12r_2^2r_1^2)(e) = e.$$ It remains to show that there cannot be a cycle of length five in $\mathbb{P}_m(2)$, and without loss of generality we assume that the starting vertex is $e$. If there were such a 5-cycle, it has to traverse edges labelled by $r_2$ or $\overleftarrow{r}_2$. In other words it must overlap with a cycle within $\mathbb{P}_m(2)/\mathbb{P}_m(1)$ by Lemma 4.1, which are of length at least 4. Furthermore, since $m > 5$, any 4-cycle in $\mathbb{P}_m(2)/\mathbb{P}_m(1)$ must contain two edges labelled $r_2$ and two edges labelled $\overleftarrow{r}_2$ to ensure the signs return to their initial value. However, a single $r_1$ or $\overleftarrow{r}_1$ within a copy of $\mathbb{P}_m(1)$ would force the parity of the sign for one symbol to be odd, and thus we could not return to our initial vertex $e$ with five edges since $m > 5$. It follows that there is no such 5-cycle, and therefore the girth of $\mathbb{P}_m(2)$ is $\min\{m, 6\}$. \hfill $\square$

In the next Theorem, we establish that the girth of $\mathbb{P}_m(n)$, with $n > 2$, is also $\min\{m, 6\}$.

**Theorem 4.3.** For $m \geq 3$ and $n \geq 2$, the girth of $\mathbb{P}_m(n)$ is $\min\{m, 6\}$.

**Proof.** Due to the hierarchical structure of $\mathbb{P}_m(n)$, there are copies of $\mathbb{P}_m(2)$ embedded in $\mathbb{P}_m(n)$ and thus the girth of $\mathbb{P}_m(n)$ is less than or equal to the girth of $\mathbb{P}_m(2)$, that is $\min\{m, 6\}$. We now shall show that there are no shorter cycles present as $n$ increases when $m > 6$.

We prove this by induction, with $n = 2$ from Theorem 4.2 being our base case. So let us assume as our inductive hypothesis that the girth of $\mathbb{P}_m(k-1)$ is 6 for some $k > 3$. Let us assume for the sake of contradiction that the girth of $\mathbb{P}_m(k)$ is $g \in \{3, 4, 5\}$, that is $g < 6$, and let $C$ be a cycle of length $g$ in $\mathbb{P}_m(k)$. Note that $C$ cannot be completely contained in a copy of $\mathbb{P}_m(k-1)$ embedded in $\mathbb{P}_m(k)$ because of the inductive hypothesis that the girth of $\mathbb{P}_m(k-1)$ is 6. Thus $C$ traverses edges labeled $r_k$ of $\overleftarrow{r}_k$, and let $C'$ be the cycle corresponding to $C$ in $\mathbb{P}_m(k)/\mathbb{P}_m(k-1)$ given in the statement of Lemma 4.1.

As mentioned in the paragraph before Lemma 4.1, we know that the quotient graph $\mathbb{P}_m(n)/\mathbb{P}_m(n-1)$ is a complete $n$-partite graph, whose parts are of size $m$,
one for each possible sign. It is easy to verify that the girth of this quotient graph is 3. So the cycle $C'$ in $P_m(k)/P_m(k - 1)$ could be of length 3, 4, or 5. We shall show that in each case the length of the corresponding cycle $C$ in $P_m(k)$ cannot be of length less than 6. Without loss of generality, due to the vertex-transitivity of $P_m(k)$, we may consider our cycle $C$ starts at the identity generalized permutation $e = 1^02^1\ldots k^0 \in S(m,k)$.

If $|C'| = 3$, then $C'$ connects three different copies of $P_m(k - 1)$ embedded in $P_m(k)$ and $C'$ must be of the form $r^3_k$, $r^2_k \tau_k$, $r_k \overline{r}_k^2$, or $\overline{r}_k^2 \tau_k$. (Since $C'$ is a cycle, forms like $r_k \overline{r}_k r_k$ are included in $r^2_k \tau_k$.) Clearly $C' \neq C$ since

$$\begin{align*}
(r^3_k)(e) &= k^3(k - 1)^3 \cdot 2^31^3, \\
(r^2_k \tau_k)(e) &= k^4(k - 1)^1 \cdot 2^11^1, \\
(r_k \overline{r}_k^2)(e) &= k^{m-1}(k - 1)^{m-1} \cdot 2^{m-1}1^{m-1}, \text{ and} \\
(\overline{r}_k^3)(e) &= k^{m-3}(k - 1)^{m-3} \cdot 2^{m-3}1^{m-3}
\end{align*}$$

are not the identity. Thus $C$ contains edges within at least one of the three copies of $P_m(k - 1)$ that $C'$ is incident upon.

Consider when $C' = r^3_k$ or $C' = r^2_k \tau_k$. The last signed-symbol of the three distinct copies would be $k^0, 1^1$, and $i^{m_i}$ for some $i \in [2, k - 1]$ and $m_i \in [0, m - 1]$. We traverse $C'$ from $e = 1^02^1\ldots k^0$ and perform the first $r_k$ in $C'$ to reach the next copy of $P_m(k - 1)$, which ends in $1^1$,

$$\begin{equation}
(r_k)(e) = k^1(k - 1)^1 \cdot 1^1 \cdot 2^11^1.
\end{equation}$$

In order to reach the next copy of $P_m(k - 1)$, which ends in $i^{m_i}$, we can either flip or flop with index $k - i + 1$ to put symbol $i$ in the first position. Suppose the reversal done is $\overline{r}_k$ followed by the second $r_k$ of $C'$,

$$\begin{equation}
(\overline{r}_k i^{k - i + 1})(e) = i^0 \cdot (k - 1)^0 k^0(i - 1)^1 \cdot 2^11^1, \text{ and}
\end{equation}$$

$$\begin{equation}
(r_k \overline{r}_k i^{k - i + 1})(e) = i^12^1 \cdot (i - 1)^2 k^1 \cdot i^1.
\end{equation}$$

Before completing the last flip/flop of $C'$ to enter our last copy of $P_m(k - 1)$, which ends in $k^0$, at least two more reversals are required to not only place the symbol $k$ at the beginning of the generalized permutation but also to make its sign within $\pm 1$ of 0. A similar argument would suffice for $C' = \overline{r}_k^3$ or $C' = \overline{r}_k^2 \tau_k$. Thus when $|C'| = 3$ the associated cycle $C$ must have length $|C| \geq 6$. The same argument holds if we perform $r_{k-1+i}$ followed by the second $r_k$

If $|C'| = 4$, then $C'$ must be of the form $r^4_k$, $r^3_k \tau_k$, $r^2_k \tau_k$, $r_k \tau_k^2$, or $\overline{r}_k \overline{r}_k^4$. Once again it can be verified that each possible form of $C'$ is not identically $C$ since

$$\begin{align*}
(r^4_k)(e) &= 1^14^1 \cdot (k - 1)^4 k^4, \\
(r^3_k \tau_k)(e) &= 1^22^2 \cdot (k - 1)^2 k^2, \\
(r_k \tau_k^2)(e) &= 1^{m-2}2^{m-2} \cdot (k - 1)^{m-2} k^{m-2} \text{ and} \\
(\overline{r}_k^4)(e) &= 1^{m-4}2^{m-4} \cdot (k - 1)^{m-4} k^{m-4}
\end{align*}$$

while $r^2_k \tau_k$ and $r_k \tau_k^2$ would traverse the same edge forward and backward in $P_m(k)$. Thus some additional edges in the copies of $P_m(k - 1)$ that $C'$ is incident upon are needed so that $C$ is a cycle.
In the cases where $C'$ is of the form $r_k^2 \overleftarrow{r_k}^2$, $(r_k \overleftarrow{r_k})^2$, $r_k^3 \overleftarrow{r_k}$, and $r_k \overleftarrow{r_k}^3$ at least two edges are needed between a pair of $r_k$ and $\overleftarrow{r_k}$ to avoid the traversing of the same edge. There are two pairs of adjacent $r_k$'s and $\overleftarrow{r_k}$'s. So any associated cycle $C$ in $\mathbb{P}_m(k)$ must have $|C| \geq 6$.

Lastly consider the cases where $C'$ is of the form $r_i^k$ and $\overleftarrow{r_i}^k$. Say $C' = r_i^k$ and a similar argument suffices for $C' = \overleftarrow{r_i}^k$. The last signed-symbol of the four distinct copies met by $C'$ would be $k^0, 1^1, i^{m_i}$, and $j^{m_j}$ for $i \in [2, k]$, $j \in [k - 1] \setminus \{i\}$, and $m_i, m_j \in [0, m - 1]$. We start traversing from $e$ exiting the copy with last signed-symbol $k^0$ and leading to the copy ending with signed-symbol $1^1$. Within the latter copy a reversal of length $k - 1 + 1$ is needed to put $i$ in the first position. Say the reversal $\overleftarrow{r_k}_{-i+1}$ is done followed by the second $r_k$ of $C'$ resulting in the same generalized permutation as in (4.3). An additional edge with length less than $k$ would be needed to move the symbol $j$ to the first position so that after the third $r_k$ of $C'$ we enter the copy of $\mathbb{P}_m(k - 1)$ ending in $j^{m_j}$. This gives us that $|C| \geq 6$.

The same argument holds if we perform $r_{k-i+1}$ followed by the second $r_k$.

Finally if $|C'| = 5$, then it can be verified that $C' \neq C$ in $\mathbb{P}_m(k)$ since any such 5-cycle must have an odd number of edges labeled either $r_k$ or $\overleftarrow{r_k}$, which would result in the sign of all the symbols to be odd, i.e. not 0 since $m > 6$. Thus an additional edge is required in at least one copy of $\mathbb{P}_m(k - 1)$. Therefore the associated cycle $C$ would have $|C| \geq 6$.

Table 3 summarizes the girth of the undirected generalized pancake graphs.

| $m$ | $n$ | girth of $\mathbb{P}_m(n)$ |
|-----|-----|----------------------------|
| 1   | $\geq 3$ | 6 [5, Theorem 5] |
| 2   | $\geq 2$ | 8 [3, Theorem 10] |
| $\geq 3$ | $\geq 2$ | $\min(m, 6)$ |

Table 3. Girths of $\mathbb{P}_m(n)$ for all non-trivial values of $m, n$.

**Remark 4.4.** We remark once again that the cycle structure of $P(m, n)$ is more mysterious. Clearly, the girth of $P(m, n)$ is at least $m$ due to the action of $C_m$. However, it remains to be understood whether or not shorter cycles exist.

In the remainder of the paper, we discuss the pancyclic and panenevcyclic properties of $\mathbb{P}_m(n)$.

5. $\mathbb{P}_3(n)$ is Pancyclic

In this section, we prove the following theorem.

**Theorem 5.1.** The graph $\mathbb{P}_3(n)$ is pancyclic for $n \geq 1$.

If $n > 3$, we use the “base cycle” $C$ from Lemma 5.2 that goes through all the $3m$ copies of $\mathbb{P}_3(n - 1)$ embedded in $\mathbb{P}_3(n)$. Moreover, if we take a cycle in any of the copies of $\mathbb{P}_3(n - 1)$ with more than $3^n - 2(n - 2)!$ edges, then such a cycle must contain an edge labeled by $r_{n-1}$. By Lemma 5.1, we can assume that such an edge overlaps with one of the edges labeled $r_{n-1}$ from $C$. So we may merge $q$ cycles $C_1, \ldots, C_q$ from $q$ different copies of $\mathbb{P}_3(n - 1)$ embedded in $\mathbb{P}_3(n)$ and $\ell(C_i) > 3^{n-2}(n - 2)!$ for $i \in [q]$ with the base cycle $C$. The length of the resulting cycle is
Observation 5.2. If \( q \in [3n] \) and \( 3^{n-2}(n-2)! < \ell(C_i) \leq 3^{n-1}(n-1)! \) for every \( i \in [q] \), then
\[
3^{n-2}(n-2)! + 6n - 1 \leq \sum_{i=1}^{q} (\ell(C_i) - 1) + (6n - q) \leq 3^n n!.
\]

Moreover, the lower bound is obtained by setting \( q = 1 \) with \( \ell(C_1) = 3^{n-2}(n-2)! + 1 \) and the upper bound is obtained by setting \( q = 3n \) with \( \ell(C_3n) = \cdots = \ell(C_3n) = 3^{n-1}(n-1)! \).

In the proof of Theorem 5.1 we will assume as inductive hypothesis that all the lengths from \( 3^{n-2}(n-2)! + 1 \) to \( 3^{n-1}(n-1)! \) are possible for each cycle \( C_1, \ldots, C_q \).

So it is sufficient to prove that as we vary the length of the cycles in Form (5.1), we obtain the cycles of every length from \( 3^{n-2}(n-2)! + 6n - 1 \) to \( 3^n n! \), which we know are possible by Observation 5.2. Furthermore, we know through Observation 5.3 that cycles in Form (5.1) have lengths overlapping those lengths implied by the inductive hypothesis. The following observations are easily verified.

Observation 5.3. If \( n \geq 4 \), then \( 3^{n-2}(n-2)! + 6n - 1 < 3^{n-1}(n-1)! \).

Observation 5.4. If \( n \geq 2 \), then \( 3^{n-1}(n-1)! - 3^{n-2}(n-2)! > 3^{n-2}(n-2)! \).

Observation 5.5. If \( n \geq 3 \), then \( 3^{n-2}(n-2)! + 3 < 3^{n-1}(n-1)! \).

We now can proceed to the main result of this section.

Proof of Theorem 5.1. The proof is by induction on \( n \). For the base cases of \( n \in [3] \), the claim is verified by hand or by computer search. So we will assume in the inductive hypothesis that \( n \geq 4 \) and that \( P_3(n-1) \) is pancyclic.

We now show that there are cycles of any length \( \ell \in [3,3^n n!] \) in \( P_3(n) \). By the inductive hypothesis we know there already exist cycles of length \( \ell \in [3,3^{n-1}(n-1)!] \) within a copy of \( P_3(n-1) \) with fixed signed symbol. Thus it remains to verify that there are cycles of length \( \ell \in [3^{n-1}(n-1)!,3^n n!] \) within \( P_3(n) \).

These cycles are constructed by merging upon the base cycle, \( C \), cycles of varying lengths within the incident copies of \( P_3(n-1) \). The length of such a cycle will be in the form (5.1). Notice, however, that the minimum cycle length obtained from (6.1) is \( \min(\ell(C)) = 3^{n-2}(n-2)! + 6n - 1 \), which is greater than \( 3^{n-2}(n-2)! \). We provide a procedure to produce such a cycle of length \( k + 1 \), if there exists such a cycle of length \( k < 3^n n! \).

Let us suppose \( k = \sum_{i=1}^{q} (\ell(C_i) - 1) + (6n - q) \) for some \( q \in [3n] \) and \( \ell(C_i) > 3^{n-2}(n-2)! \) for \( i \in [q] \). Moreover, notice that since \( k < 3^n n! \), it follows that \( q < 3n \).

Now there are two cases to consider.

\( \ell(C_j) < 3^{n-1}(n-1)! \) for some \( j \): In this case, we can replace \( C_j \) with a cycle \( C'_j \) of length \( \ell(C_j) + 1 \), which exists since we are assuming that \( P_3(n-1) \) is pancyclic. Thus by merging \( C_1, \ldots, C'_j, \ldots, C_q \) with \( C \), we obtain a cycle of length \( k + 1 \).
\[ \ell(C_i) = 3^{n-1}(n-1)! \text{ for all } 1 \leq i < q: \text{ In this case, we can replace } C_q \text{ with a cycle } C'_q \text{ of length } 3^{n-1}(n-1)! - 3^{n-2}(n-2)! \text{, which is greater than } 3^{n-2}(n-2)! \text{ by Observation 5.3 and in a copy of } \mathbb{P}_3(n-1) \text{ different from the } q < 3n \text{ copies where the cycles } C_1, \ldots, C_q \text{ are embedded, use a cycle } C_{q+1} \text{ of length } 3^{n-2}(n-2)! + 3, \text{ which we know is less than } 3^{n-1}(n-1)! \text{ by Observation 5.3.} \]

\begin{align*}
\sum_{i=1}^{q-1} (\ell(C_i) - 1) + (\ell(C'_q) - 1) + (\ell(C_{q+1}) - 1) + (6n - (q + 1)) \\
= \sum_{i=1}^{q-1} (\ell(C_i) - 1) + (3^{n-1}(n-1)!) + (6n - q) \\
= \sum_{i=1}^{q-1} (\ell(C_i) - 1) + (3^{n-1}(n-1)! - 1) + (6n - q + 1) \\
= \sum_{i=1}^{q} (\ell(C'_i) - 1) + (6n - q) + 1 \\
= k + 1,
\end{align*}

as desired.

Thus, there are cycles of any length \( \ell \in [3, 3^n n!] \) within \( \mathbb{P}_3(n) \). Therefore, \( \mathbb{P}_3(n) \) is pancyclic.

We remark that when considering only forward flips, that is, in the directed graph \( P(3, n) \), the digraph is not pancyclic. In particular, there are no cycles of length 5, 7, 11, and 17 (see Table |[1]|) in the next section we show that \( \mathbb{P}_4(n) \) has all cycles of even length, i.e. \( \mathbb{P}_4(n) \) is pan-pancyclic.

6. \( \mathbb{P}_4(n) \) is Pan-pancyclic

In this section we prove our second main result, that \( \mathbb{P}_4(n) \) contains all cycles of length 4, 6, 8, \ldots, \( 4^n n! \) if \( n \geq 1 \). Furthermore, we point out that unlike \( P(3, n) \), we are able to understand the structure of the directed \( P(4, n) \).

The proof is similar to that of Theorem 5.1 in that it is done by induction on \( n \). We will employ the base cycle \( C \), again, and merge it with cycles from the different copies of \( \mathbb{P}_4(n-1) \) with \( n \geq 3 \) that are embedded within \( \mathbb{P}_4(n) \).

Given the hierarchical structure of \( \mathbb{P}_4(n) \), there are \( 4n \) copies of \( \mathbb{P}_4(n-1) \), and we shall embed cycles \( C_i \), with \( i \in [q] \), from \( q \) distinct copies, with \( q \in [4n] \), and merge them with the base cycle \( C \). The length of the resulting cycle is

\[ \sum_{i=1}^{q} (\ell(C_i) - 1) + (8n - q), \]

where \( 8n \) is the length of \( C \). Furthermore, we shall ensure that the cycles \( C_i \) have \( \ell(C_i) > 4^{n-2}(n-2)! \) so that each \( C_i \) will contain an edge labeled \( r_{n-1} \), and therefore by edge-transitivity (Lemma 3.1), we pick an edge in \( C_i \) that overlaps with \( C \).

The following observations are in order.
**Observation 6.1.** If \( q \in [4n] \) and \( 4^{n-2}(n-2)! < \ell(C_i) \leq 4^{n-1}(n-1)! \) for \( i \in [q] \), then
\[
4^{n-2}(n-2)! + 8n - 1 \leq \sum_{i=1}^{q} (\ell(C_i) - 1) + (8n - q) \leq 4^n n!
\]

The lower bound is obtained by setting \( q = 1 \) and \( \ell(C_1) = 4^{n-2}(n-2)! + 1 \) and the upper bound is obtained by setting \( q = 4n \) and \( \ell(C_1) = \ldots = \ell(C_{4n}) = 4^{n-1}(n-1)! \).

**Observation 6.2.** If \( n \geq 3 \), then \( 4^{n-2}(n-2)! + 8n - 1 < 4^{n-1}(n-1)! \).

**Observation 6.3.** If \( n \geq 2 \), then \( 4^{n-1}(n-1)! - 4^{n-2}(n-2)! > 4^{n-2}(n-2)! \).

**Observation 6.4.** If \( n \geq 3 \), then \( 4^{n-2}(n-2)! + 4 < 4^{n-1}(n-1)! \).

With these established results we can state and prove the following result.

**Theorem 6.5.** The graph \( P_4(n) \) is panmaxyclic for \( n \geq 1 \).

**Proof.** The proof is by induction on \( n \). If \( n = 1 \), \( P(4, n) \) is a 4-cycle. If \( n = 2 \), we used a computer search and found the existence of all even cycles with lengths in \( 4, 6, \ldots, 32 \). (see Table [2]) Thus we will assume in the inductive hypothesis that \( n \geq 3 \) and that \( P_4(n-1) \) has all even cycles from \( 4, \ldots, 4^{n-1}(n-1)! \).

We now show that there are even cycles of length \( \ell \in \{4, 6, \ldots, 4^n n!\} \). By the inductive hypothesis we know that there exist cycles of length \( \ell \in \{4, 6, \ldots, 4^{n-1}(n-1)\} \) within a single copy of \( P_4(n-1) \) embedded in \( P_4(n) \). Thus it remains to verify that there are even cycles of length \( \ell \in \{4^{n-1}(n-1)! + 2, \ldots, 4^n n!\} \) within \( P_4(n) \).

These cycles are constructed by merging upon the base cycle, \( C \), cycles of particular length within the incident copies of \( P_4(n-1) \). By Observations 6.1 & 6.2, the length of a cycle formed by merging cycles on the base cycle, in the form \( (6.1) \), overlaps with the lengths assumed within a single copy of \( P_4(n-1) \). Thus, there is no gap in lengths between those available by the inductive hypothesis and those that can be found by merging with the base cycle. Therefore, since the induction hypothesis gives that each copy of \( P_4(n-1) \) has cycles of all even lengths from \( 4 \) to \( 4^{n-1}(n-1)! \), we need only show that all remaining even lengths may be found by merging cycles to the base cycle. We shall show that if a cycle of length \( k \) can be found by this process, that a cycle of length \( k + 2 \) may be found, up until \( k + 2 = 4^n n! \).

Let us assume that \( k = \sum_{i=1}^{q} (\ell(C_i) - 1) + (8n - q) \) for some \( q \in [4n] \) and \( \ell(C_i) > 4^{n-2}(n-2)! \) for \( i \in [q] \). Moreover, notice that since \( k < 4^n n! \), it follows that \( q < 4n \). Now there are two cases to consider.

- \( \ell(C_j) < 4^{n-1}(n-1)! \) for some \( j \): In this case, we can replace \( C_j \) with a cycle \( C_j' \) of length \( \ell(C_j) + 2 \), which exists by assumption. Thus, by merging \( C_1, \ldots, C_j', \ldots, C_q \) with \( C \), we obtain a cycle of length \( k + 2 \).
- \( \ell(C_i) = 4^{n-1}(n-1)! \) for all \( 1 \leq i < q \): In this case, we can replace \( C_q \) with a cycle \( C_q' \) of length \( 4^{n-1}(n-1)! - 4^{n-2}(n-2)! \), which is greater than \( 4^{n-2}(n-2)! \) by Observation 6.3 and in a copy of \( P_4(n-1) \) different from the \( q < 4n \) copies where the \( C_1, \ldots, C_q \) are embedded, use a cycle \( C_{q+1} \) of length \( 4^{n-2}(n-2)! + 4 \), which is less than \( 4^{n-1}(n-1)! \) by Observation 6.4. Notice that \( C_{q+1} \) exists since we are assuming that \( P_4(n-1) \) contains any even cycle length in from 4 to \( 4^{n-1}(n-1)! \). Hence, after merging \( C \) with \( C_1, \ldots, C_q', C_{q+1} \) along the edges they have in common, the resulting cycle
has length
\[ q \sum_{i=1}^{q-1} (\ell(C_i) - 1) + (\ell(C'_q) - 1) + (\ell(C_{q+1}) - 1) + (8n - (q + 1)) \]
\[ = q \sum_{i=1}^{q-1} (\ell(C_i) - 1) + 4^{n-1}(n-1)! + (8n - q) + 1 \]
\[ = q \sum_{i=1}^{q-1} (\ell(C_i) + (4^{n-1}(n-1)! - 1) + (8n - q) + 2 \]
\[ = q \sum_{i=1}^{q} (\ell(C_i) - 1) + (8n - q) + 2 \]
\[ = k + 2, \]
as desired. \( \square \)

In the next section, we generalize Theorem 5.1 and Theorem 6.5. The proof is by double induction, with these theorems serving as base case.

7. \( \mathbb{P}_m(n) \) is \( m' \)-pancyclic or \( m' \)-panevencyclic, \( m' = \min\{m, 6\} \)

In this section we prove the general case of Theorem 5.1 and Theorem 6.5 depending on the parity of \( m \). Throughout we assume that \( m \geq 3 \) and \( n \geq 1 \). Note, in the case when \( n = 1 \) the graph \( \mathbb{P}_m(1) \) is an \( m \)-cycle and trivially \( m \)-pancyclic or \( m \)-panevencyclic. Furthermore, we shall use the notation \( m' \) for \( \min\{m, 6\} \), the girth of \( \mathbb{P}_m(n) \). The computer searches, for small \( m \) and \( n \), on \( \mathbb{P}_m(n) \) indicated an increase in girth, tracking with the number of signs \( m \), but still having embedded cycles with lengths in \([m, m^n!]\), for odd \( m \), or lengths in \( \{2k \mid k \in [m/2, m^{n!/2}]\} \), for even \( m \). With those verified lower values, \((m, n) = (3, 2)\) and \((m, n) = (4, 2)\), as base cases and Theorems 5.1 and 6.5 as one direction of a double induction proof, for each parity of \( m \), we shall complete the other remaining directions herein. A double induction proof can be done to prove a claim \( C(m, n) \) for \( m \geq a \) and \( n \geq b \), for integers \( a \) and \( b \) by verifying

1. \( C(a, b) \) is true,
2. by induction that \( C(a, n) \) is true for all \( n \geq b \), and
3. by induction that \( C(m, n) \) is true for fixed \( n \) and all \( m \geq a \),

see for reference [14, Chapter 3]. That is, we shall show that assuming \( \mathbb{P}_m(n) \) is either \( m \)-pancyclic or \( m \)-panevencyclic for a fixed \( n \), then so is \( \mathbb{P}_{m+2}(n) \) is \( (m + 2) \)-pancyclic or \( (m + 2) \)-panevencyclic when \( m \) is odd or even, respectively. Prior to that, though, we point out some prescient observations.

We will once again employ the same strategy of merging the “base cycle” \( C \) with cycles \( C_1, \ldots, C_q \) in \( q \in [mn] \) distinct copies of \( \mathbb{P}_m(n-1) \) within \( \mathbb{P}_m(n) \). The length of the resulting cycle is

\[ \sum_{i=1}^{q} (\ell(C_i) - 1) + (2mn - q), \quad \text{with } q \in [mn]. \]
Observation 7.1. If \( q \in [mn] \) and \( m^{n-2}(n-2)! < \ell(C_i) \leq m^{n-1}(n-1)! \) for every \( i \in [q] \), then
\[
m^{n-2}(n-2)! + 2mn - 1 \leq \sum_{i=1}^{q}(\ell(C_i) - 1) + (2mn - q) \leq m^n n!.
\]
Moreover, the lower bound is obtained by setting \( q = 1 \) with \( \ell(C_1) = m^{n-2}(n-2)! + 1 \) and the upper bound is obtained by setting \( q = mn \) with \( \ell(C_1) = \cdots = \ell(C_{mn}) = m^{n-1}(n-1)! \).

Observation 7.2. If \( m \geq 3 \) and \( n \geq 3 \), then \( m^{n-2}(n-2)! + 2mn - 1 < m^{n-1}(n-1)! \).

Observation 7.3. If \( m \geq 3 \) and \( n \geq 2 \), then \( m^{n-1}(n-1)! - m^{n-2}(n-2)! > m^{n-2}(n-2)! \).

Observation 7.4. If \( m \geq 3 \) and \( n \geq 3 \), then \( m^{n-2}(n-2)! + 3 < m^{n-1}(n-1)! \) and \( m^{n-2}(n-2)! + 4 < m^{n-1}(n-1)! \).

Now we state and prove the general case including both parities of \( m \).

Theorem 7.5. For \( m \geq 3 \) and \( n \geq 1 \), the graph \( P_m(n) \) is
(i) \( m' \)-pancyclic, for odd \( m \), or
(ii) \( m' \)-pancyclic, for even \( m \),
where \( m' = \min\{m, 6\} \).

Proof. The proof shall be done by a double induction, upon \( m \) and \( n \). The cases where \( n = 1 \) are trivially true since \( P_m(1) \) is itself an \( m \)-cycle. The non-trivial base cases would be \( P_3(2) \) and \( P_4(2) \) for the even and odd cases for \( m \). Both have been verified by computer search, see Table 2. Furthermore, we have already shown the induction on the \( n \) direction when \( m = 3 \) in Theorem 6.1 and the induction on the \( n \) direction when \( m = 4 \) in Theorem 6.3. Thus, for both parities of \( m \) we must show the results hold for a fixed \( n \) and as we increase \( m \) by two. Fix \( n \geq 3 \), and let \( m' = \min\{m, 6\} \).

\( m \) is odd: We now show that there are cycles of any length \( \ell \in [m', m^n n!] \) in \( P_m(n) \). By the inductive hypothesis we know there already exist cycles of length \( \ell \in [m', m^{n-1}(n-1)!] \) within a copy of \( P_m(n-1) \) with fixed signed-symbol. Thus it remains to verify that there are cycles of length \( \ell \in [m^{n-1}(n-1)!, m^n n!] \) within \( P_m(n) \).

These cycles are constructed by merging upon the base cycle, \( C \), cycles of varying lengths within the incident copies of \( P_m(n-1) \). The length of such a cycle will be in the form \([\ell, 1]\). Notice, however, that the minimum cycle length obtained from \([\ell, 1]\) is \( \min(\ell(C)) = m^{n-2}(n-2)! + 2mn - 1 \), which is greater than \( m^{n-2}(n-2)! \) and \( m' \). Also, by Observation 7.2, the lengths of form \([\ell, 1]\) overlap with the lengths of cycles that exist by the inductive hypothesis and can have greater lengths by Observation 7.3. We provide a procedure to produce such a cycle of length \( k + 1 \), if there exists such a cycle of length \( k < m^n n! \).

Let us suppose \( k = \sum_{i=1}^{q}(\ell(C_i) - 1) + (2mn - q) \) for some \( q \in [mn] \) and \( \ell(C_i) > m^{n-2}(n-2)! \) for \( i \in [q] \). Moreover, notice that since \( k < m^n n! \), it follows that \( q < mn \). Now there are two cases to consider.

\( \ell(C_j) < m^{n-1}(n-1)! \) for some \( j \): In this case, we can replace \( C_j \) with a cycle \( C'_j \) of length \( \ell(C_j) + 1 \), which exists since we are assuming that
\(\mathbb{P}_m(n-1)\) is \(m\)-\(\ell\)-pancyclic. Thus by merging \(C_1, \ldots, C'_j, \ldots, C_q\) with \(C\), we obtain a cycle of length \(k+1\).

\(\ell(C_1) = m^{n-1}(n-1)!\) for all \(1 \leq i < q\): In this case, we can replace \(C_q\) with a cycle \(C'_q\) of length \(m^{n-1}(n-1)! - m^{n-2}(n-2)!\), which is greater than \(m^{n-2}(n-2)!\) by Observation 7.4 and in a copy of \(\mathbb{P}_m(n-1)\) different from the \(q < mn\) copies where the cycles \(C_1, \ldots, C_q\) are embedded, use a cycle \(C_{q+1}\) of length \(m^{n-2}(n-2)! + 3\), which we know is less than \(m^{n-1}(n-1)!\) by Observation 7.4. Such a \(C_{q+1}\) exists due to the assumption that \(\mathbb{P}_m(n-1)\) is \(m\)-pancyclic. Hence, after merging \(C\) with \(C_1, \ldots, C_{q-1}, C'_q, C_{q+1}\) along the edges they have in common, the resulting cycle has length

\[

\sum_{i=1}^{q-1} (\ell(C_i) - 1) + (\ell(C'_q) - 1) + (\ell(C_{q+1}) - 1) + (2mn - (q + 1))
\]

\[
= \sum_{i=1}^{q-1} (\ell(C_i) - 1) + (m^{n-1}(n-1)! - 1) + (2mn - q + 1)
\]

\[
= \sum_{i=1}^{q} (\ell(C_i) - 1) + (2mn - q) + 1
\]

\[
= k + 1,
\]

as desired.

Thus, there are cycles of any length \(\ell \in [m', m^{n}n]\) within \(\mathbb{P}_m(n)\). Therefore, \(\mathbb{P}_m(n)\) is \(m'\)-\(\ell\)-pancyclic.

\(m\) is even: The case for even \(m\) is nearly identical. However, the fact that the base case of the induction being panevencyclic forces the inductive hypothesis to assume there are even length cycles in the copies of \(\mathbb{P}_m(n-1)\) within \(\mathbb{P}_m(n)\). Furthermore, the length of the cycle \(C_{q+1}\) would need to be \(m^{n-2}(n-2)! + 4\), not \(m^{n-2}(n-2)! + 3\), as it was in the case when \(m\) was odd. This is to ensure the cycle is of even length.

Thus, there are cycles of any even length \(\ell \in \{2k | k \in [m'/2, m^{n}n!/2]\}\) within \(\mathbb{P}_m(n)\). Therefore, \(\mathbb{P}_m(n)\) is \(m'\)-\(\ell\)-panevencyclic.

This concludes the proof. \(\square\)

In our study, we used computers to find lengths of cycles in \(P(m, n)\) and \(\mathbb{P}_m(n)\). This proved to be a bit challenging due to the number of vertices of these graphs is \(m^{n}n!\). We modify an existing algorithm [6] and implement it in parallel. We include the details in the following section.

8. Computer search for lengths of cycles in \(P(m, n)\) and \(\mathbb{P}_m(n)\).

It would be interesting to know the cycles that can be embedded in \(P(m, n)\) for different values of \(m, n\). For this, we implement a modified version of the algorithm presented in [6] to find cycles of different lengths. The first modification is that our algorithm is running on multiple threads, with the problem of finding a cycle of a given length divided by the first initial moves. Up to a given depth, a new
thread is spawned for every neighbor of a vertex $v$ seen in the search. From the thread's initial given moves forward, each thread searches depth-first for cycles of lengths that have not yet been seen. If a given graph has $n$ vertices, once a cycle of length $n$ is found, every thread becomes limited in what length it will search up to, starting from $n - 1$, so as to not waste computation power looking for new cycles of large sizes that we have already found. Notably, this search space restriction is strictly from the top-down, and if the restriction is occurring for cycles of length $k$, then every cycle length from $k$ up to, and including $n$, has been found. Because we cannot rule out whether a cycle exists for a given length, without exhaustively searching every possible path smaller than it, this optimization is only beneficial for graphs with cycles of larger length. Otherwise, we cannot limit the search space, as we will have exhausted the search space entirely by the time we are able to conclusively shrink it, if large cycle lengths do not exist.

Additionally, our algorithm only explores cycles from one given vertex since $P(m, n)$ is vertex-transitive. From there, the algorithm saves to a file the exact cycle found every time it encounters a cycle of a length that it has not yet seen, and stores that cycle length in shared memory between the threads, so the other threads can determine if that cycle length can be used to shrink the search space to smaller cycle lengths. In spite of all these optimizations, we were only able to find the cycle for the values of $m, n$ listed in Table 1 and Table 2. The code and instructions can be found in the following repository [15].
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