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Abstract—This article proposes a novel decision-making framework for autonomous vehicles (AVs), called predictor–corrector potential game (PCPG), composed of a predictor and a corrector. To enable human-like reasoning and characterize agent interactions, a receding-horizon multiplayer game is formulated. To address the challenges caused by the complexity of solving a multiplayer game and by the requirement of real-time operation, a potential game (PG)-based decision-making framework is developed in the PG predictor, where the agents’ cost functions are heuristically predefined. We acknowledge that the behaviors of other traffic agents, for example, human-driven vehicles and pedestrians, may not necessarily be consistent with the predefined cost functions. To address this issue, a best response-based PG corrector is designed. In the corrector, the action deviation between the ego vehicle prediction and the surrounding agents’ actual behaviors are measured and are fed back to the ego vehicle decision-making, to correct the prediction errors caused by the inaccurate predefined cost functions and to improve the ego vehicle strategies. Distinguished from most existing game-theoretic approaches, this PCPG: 1) deals with multiplayer games and guarantees the existence of a pure-strategy Nash equilibrium (PSNE) and the convergence of the PSNE-seeking algorithm; 2) is computationally scalable in a multiagent scenario; 3) guarantees the ego vehicle safety under suitable conditions; and 4) approximates the actual PSNE of the system despite the unknown cost functions of others. Comparative studies between the PG, the PCPG, and the control barrier function (CBF)-based approaches are conducted in diverse traffic scenarios, including oncoming traffic scenarios and multivehicle intersection-crossing scenarios. The results from validation case studies based on a naturalistic dataset are reported.

Index Terms—Autonomous driving, decision-making, game theory, model predictive control, potential games (PGs).

I. INTRODUCTION

FULLY autonomous vehicles (AVs) are expected to improve safety, mobility, and accessibility and reduce energy consumption [1]. However, their broad introduction still faces significant challenges [2]. One of the key technical challenges lies in the design of AV decision-making algorithms, which aim to generate safe, reliable, and intelligent decisions for AVs in diverse and complex traffic scenarios. An ideal AV decision-making framework is expected to have the following properties.

1) Safety: Theoretical safety guarantees are desirable if a safe solution exists.
2) Interpretability: The decision-making process is expected to be interpretable by humans to build trust between humans and AVs.
3) Applicability: The algorithm should apply to various traffic scenarios and have the capability to handle unfamiliar or even previously unseen situations.
4) Scalability: The algorithm is computationally scalable to handle a large number of traffic agents.
5) Intelligence: Human-like negotiating behaviors and reasoning are desirable, especially when AVs interact with human drivers and/or pedestrians.

The existing approaches to AV decision-making can be largely grouped into two categories: model-based and data-driven. Model-based approaches [3], [4], [5], [6], [7], [8], in general, have good explainability and have the potential to provide safety guarantees under certain conditions (this is the case for responsibility-sensitive safety (RSS) [3] and control barrier function (CBF) [4]-based approaches). However, the downside is that they often lead to conservative AV behaviors [9], are highly dependent on assumed model parameters [10], and lack the applicability to diverse traffic scenarios [11]. Data-driven approaches, on the other hand, take advantage of naturalistic traffic datasets [12], [13], [14] and have the capability to generate human-like behaviors [15] in certain scenarios. However, their performance is highly reliant on the quality of the training datasets, lacking assurance in dealing with unfamiliar or unseen situations. Moreover, since deep neural networks (DNNs) are usually employed, especially in end-to-end learning [16], [17], the lack of transparency in the decision-making process becomes a concern in achieving intrinsic interpretability [18] and in building trust and confidence in AVs [19]. In addition, theoretical safety guarantees are generally not available in purely data-driven approaches.

Game-theoretic approaches have the potential to combine the advantages of the model-based and the data-driven approaches [20], [21], [22], [23], [24], [25]. Given the cost...
function of each agent, game-theoretic decision-making is consistent with human reasoning: Human behaviors are naturally motivated by pursuing their own interests while accounting for interactions with others [20]. On the other hand, data-driven approaches can facilitate the AV cost function design, leading to human-like behaviors. Examples include supervised learning, reinforcement learning (RL) with value function approximation, and inverse RL [26], [27], [28]. However, conventional game-theoretic approaches often suffer from scalability issues and the lack of knowledge of the surrounding agents’ cost functions that reflect the variability in human driving behaviors.

To address the scalability challenge, pairwise games have been widely adopted in the literature [23], [29]. In these kinds of approaches, the ego vehicle is assumed to play multiple two-player games, instead of one multiplayer game, and the most conservative outcomes are selected as the final decision. Such pairwise games may lead to conservative AV behaviors and result in a deadlock even in an ideal environment where all agents employ the pairwise games [29].

To address the challenge of unknown surrounding agents’ cost functions, attempts have been made to learn the parameters of the cost function in real-time [25], [30], [31]. These parameters usually characterize driving style [26], aggressiveness [25], or social value orientation (SVO) [32], [33]. However, because the time duration of traffic agents’ interaction is usually short, the amount of data may not be sufficient to guarantee the online learning performance. An inaccurate estimate of the cost can mislead the ego vehicle to perform undesirable or even dangerous maneuvers [24].

To address the above limitations and enable AV decision-making to meet the expectations listed in the first paragraph, we propose a novel predictor–corrector potential game (PCPG) framework, composed of two main components: a PG predictor and a PG corrector. The predictor solves a multiplayer game with predefined cost functions to find the optimal strategy for the ego vehicle while taking into consideration the interactions with other traffic agents. The corrector aims to correct the prediction error caused by the inaccurate predefined cost functions of others and to improve the ego vehicle decision-making. With this PCPG:

1) the existence of a pure-strategy Nash equilibrium (PSNE) and the convergence of the solution-seeking algorithm is guaranteed;
2) the computational scalability challenge is addressed;
3) the ego vehicle safety is guaranteed under suitable conditions. These conditions are detailed in Section V;
4) the optimal solution for the ego vehicle can be approximated despite the unknown cost functions of others.

To summarize, this PCPG framework inherits the appealing properties of game-theoretic approaches, including human-like reasoning and explicit agent interaction characterization, and addresses the computational scalability and lack of information challenges, improving the practicability and reliability of applying game-theoretic approaches to autonomous driving.

This article is organized as follows. Section II introduces preliminaries to facilitate the analysis in this article. Section III formulates the AV decision-making problem as a receding-horizon multiplayer game problem. Section IV proposes the PCPG. Section V analyzes the PCPG performance, including safety and optimality. Section VI conducts numerical studies in specific traffic scenarios and reports validations using a naturalistic dataset. Section VII concludes this article.

II. PRELIMINARIES

Let $\mathbb{Z}_+ (\mathbb{Z}_{++})$ denote the set of nonnegative (positive) integers and $\mathbb{R}_+ (\mathbb{R}_{++})$ denote the set of nonnegative (positive) real numbers.

**Definition 1 (Lipschitz Continuous Function [34]):** Suppose $(\mathcal{Y}, d_{\mathcal{Y}})$ and $(\mathcal{Z}, d_{\mathcal{Z}})$ are metric spaces and $g : \mathcal{Y} \to \mathcal{Z}$. If there exists $K \in \mathbb{R}_+$ such that

$$d_{\mathcal{Z}}(g(y_1), g(y_2)) \leq K \cdot d_{\mathcal{Y}}(y_1, y_2) \quad \forall y_1, y_2 \in \mathcal{Y}$$

then $g$ is called a Lipschitz continuous function on $\mathcal{Y}$ with Lipschitz constant $K$.

To introduce the preliminaries on game theory, let us consider a strategic-form game $G = \{N, \mathcal{A}, (J_i)_{i \in N}\}$. Here, $N = \{1, 2, \ldots, N\}$ is the set of players (or agents), $\mathcal{A} = \mathcal{A}_1 \times \mathcal{A}_2 \times \cdots \times \mathcal{A}_N$ with $\mathcal{A}_i$ representing the strategy space of player $i$, and $J_i : \mathcal{A} \to \mathbb{R}$ is the cost function of player $i$. Denote by $N_{-i}$ the set of all agents except for agent $i$. We let $a_i \in \mathcal{A}_i$ represent the strategy of agent $i$ and $a_{-i} \in \mathcal{A}_{-i}$ represent the set of strategies of all other agents except for agent $i$, that is, $a_{-i} = \{a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_N\}$ with $\mathcal{A}_{-i}$ being the domain of $a_{-i}$. Denote $a = \{a_i, a_{-i}\} \in \mathcal{A}$. Similarly, let $J_{-i} = \{J_1, \ldots, J_{i-1}, J_{i+1}, \ldots, J_N\}$ and $J = \{J_i, J_{-i}\}$.

**Definition 2 (Best Response [35]):** Agent $i$’s best response to other agents’ fixed strategies $a_{-i} \in \mathcal{A}_{-i}$ is defined as the strategy $a_i^* \in \mathcal{A}_i$ such that

$$J_i(a_i, a_{-i}) \leq J_i(a_i^*, a_{-i}) \quad \forall a_i \in \mathcal{A}_i.$$  

**Definition 3 (PSNE [35]):** An $N$-tuple of strategies (or strategy profile) $\{a_1^*, a_2^*, \ldots, a_N^*\}$ is a PSNE for an $N$-player game if and only if

$$J_i(a_i^*, a_{-i}) \leq J_i(a_i, a_{-i}^*) \quad \forall a_i \in \mathcal{A}_i \ \forall i \in N.$$  

Equation (3) implies that if all agents play their best response, then a PSNE is achieved, and if a PSNE is achieved, then no player would have the incentive to change its strategy. Next, we define a special class of games, called continuous potential game (PG).

**Assumption 1:** $\mathcal{A}_i$ is a connected set, $\mathcal{A}_i \neq \emptyset$, $\forall i \in N$, and $\mathcal{A}$ is compact, that is, closed and bounded.

**Definition 4 (Continuous PG [36]):** Under Assumption 1, let $J_i$ be everywhere differentiable on an open superset of $\mathcal{A}$. The game $G$ is called a continuous PG if and only if there exists a function $F : \mathcal{A} \to \mathbb{R}$ such that $F$ is everywhere differentiable on an open superset of $\mathcal{A}$, and

$$\frac{\partial J_i(a_i, a_{-i})}{\partial a_i} = \frac{\partial F(a_i, a_{-i})}{\partial a_i}$$

holds $\forall a_i \in \mathcal{A}_i$, $\forall a_{-i} \in \mathcal{A}_{-i}$, and $\forall i \in N$. The function $F$ is called the potential function.

Throughout this article, the term PG refers to a continuous PG, and the word “continuous” may be omitted.
A PG has appealing properties. We summarize two of them in the following lemmas.

Lemma 1 (Existence of PSNE [36, 37]): Under Assumption 1, if \( G \) is a PG, then it has at least one PSNE. Moreover, if the potential function \( F \) is strictly convex, then the PSNE is unique.

Lemma 2 (Equivalence of Nash Equilibria Sets [36, 37]): Under Assumption 1, if \( G \) is a PG, then the set of PSNE coincides with the set of PSNE of the identical-interest game \( G' = \{ N, A, \{ F_i \}_{i \in N} \} \), with \( F \) being the potential function. That is,

\[
\text{NESet}(G) = \text{NESet}(G')
\]  

where NESet denotes the set of PSNE.

III. PROBLEM FORMULATION

Consider a set of traffic agents \( N \) represented by the following discrete-time models:

\[
x_i(t + 1) = f_i(x_i(t), a_i(t))
\]

where \( x_i(t) \in X_i \subseteq \mathbb{R}^n \) and \( a_i(t) \in U_i \subseteq \mathbb{R}^m \) are, respectively, the state and action of agent \( i \) at the time step \( t \), \( f_i \) is the system evolution model, and \( i \in N \). Denote \( x^{-i} = \{x_i, x_{i-1}, x_{i+1}, \ldots, x_N\} \), \( x = \{x_i, x^{-i}\} \), \( a^{-i} = \{a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_N\} \), \( a = \{a_i, a^{-i}\} \), and \( f = \{f_1, f_2, \ldots, f_N\} \). Denote the dimension of \( a^{-i} \) as \( m^{-i} \), that is, \( a^{-i} \in \mathbb{R}^{m^{-i}} \).

In autonomous driving applications, \( x_i \) usually contains agent \( i \)'s position, velocity, and heading angle information, and \( a_i \) is the acceleration and/or the angular velocity. These signals can be measured by/estimated from vehicle-mounted sensors and have been used in driver assistance systems implemented in real vehicles [38]. The system evolution model \( f_i \) represents agent dynamics. Examples of \( f_i \) include single-mass model [39], [40], unicycle model [41], and bicycle model [42].

Assumption 2: At time \( t \), agent \( i \) has access to \( x(t), a(t-1), \) and \( f \).

In a driving scenario, every traffic agent has its own driving objective, for example, tracking a desired trajectory without collisions and with ride comfort. We use the cost function \( J_i \) to characterize agent \( i \)'s objective and formulate the decision-making problem as a receding horizon optimal control problem. That is, at each \( t \), agent \( i \) aims to find its optimal action sequence (also called strategy, or behavior) \( a_i^*(t) \) such that

\[
a_i^*(t) = \arg\min_{a_i(t) \in A_i} \sum_{t=0}^{T-1} J_i(a_i(t), a_{-i}(t))
\]

where \( a_i(t) = \{a_i(t), a_i(t+1), \ldots, a_i(t+T-1)\} \in A_i \). \( A_i \) is determined by \( U_i \). \( J_i \) is the instantaneous cost at one time instant, \( T \in \mathbb{Z}_{++} \) is the horizon length, and \( J_i : A_i \to \mathbb{R} \) is agent \( i \)'s cost function. The expression of \( J_i(a_i(t), a_{-i}(t)) \) can be different at different \( t \) due to its state dependence. With a slight abuse of notation, we do not distinguish \( J_i \) at different \( t \) in this article, as it is clear from the context. After deriving \( a_i^*(t) \), agent \( i \) implements the first element \( a_i^*(t) \) and repeats the same procedure at the next time instant \( t + 1 \).

In (7), \( J_i \) depends on both \( a_i \) and \( a_{-i} \), indicating that agent \( i \)'s driving performance is affected by not only its own actions, but also the actions of other traffic agents, characterizing agent interactions. At each \( t \), if every agent \( i \) aims to optimize its performance \( J_i \), then the multiagent optimization (7) becomes a multiplayer game, and the set of all agents’ optimal strategies \( \{a_i^*(t), a_{-i}^*(t), \ldots, a_N^*(t)\} \), if nonempty, composes a PSNE according to Definition 3.

Remark 1: The receding horizon game (7) is consistent with human driver decision-making in the following sense.

1) Human driver actions are generally motivated by a foreseen gain or loss within a finite prediction horizon. For example, a braking maneuver is usually motivated by a foreseen collision in a few seconds if the current speed is continued, consistent with the predictive control setting of (7).

2) Human drivers adjust their strategies frequently according to the latest information. For example, if a human driver is cut off by a car, he/she may have to abort the previous strategy (e.g., keeping speed) and take action to avoid collision. Such real-time adjustment is achieved in (7) since a new strategy is planned at every \( t \).

3) Human driver strategies are affected by the surrounding traffic agents. An experienced human driver does not simply react to the actions of others; instead, he/she predicts others’ behaviors by considering their driving objectives/interests, to benefit his/her own decision-making. This feature is represented in (7) by the coupled agent cost functions and by the game-theoretic formulation.

Such optimization-based approaches to represent human decision-making during driving have been validated in the literature with naturalistic datasets [33], [43], [44], [45], [46], [47].

The practical use of the formulation (7), although consistent with human reasoning, presents several challenges.

1) Existence of Solution: Given arbitrary \( J_i \), a strategy profile \( \{a_i^*(t), a_{-i}^*(t), \ldots, a_N^*(t)\} \) that satisfies (7) for all \( i \in N \) may not always exist.

2) Convergence of Algorithm: Even if a solution exists, a solution-seeking algorithm, for example, best- and better-response dynamics, may not necessarily converge.

3) Nonuniqueness of PSNE: The game (7) may have multiple solutions, that is, multiple PSNE. Selecting the one that is preferable to others can also be challenging.

4) Computational Scalability: Solving (7) generally requires multiple and iterative optimizations, resulting in a high computational burden when \( N \) is large.

5) Lack of Information: To solve (7), the ego vehicle needs to know everyone’s cost function, which may not be realistic in a traffic setting.

To differentiate the ego vehicle and its surrounding agents, from now on, we use agent \( i \) to represent the ego vehicle, and the set \( N_{-i} \) to represent its surrounding agents, which may include AVs, human-driven vehicles, and pedestrians.
Remark 2: Although agent $i$ does not know $J_{-i}$, it may have access to a typical human driver or pedestrian cost function, calibrated using naturalistic traffic datasets [27], [47]. Such a typical cost function corresponds to “common” or “general” human behaviors. However, given a specific human driver, his/her behaviors may not necessarily be consistent with the predetermined typical cost function, as human drivers often have distinct driving habits and styles, and their behaviors can hardly be described by one universal cost function.

This article aims to develop a decision-making framework to solve (7) and to address the aforementioned challenges.

IV. PREDICTOR–CORRECTOR PG

This section proposes a PCPG approach to solve (7). The predictor–corrector structure is inspired by previous work on CBF-based collision avoidance [48]. Here, we apply this structure in a game-theoretic setting to address the challenges caused by the unknown cost functions of other agents. The predictor solves (7) with the predefined cost function $\hat{J}_j$, and the corrector corrects the prediction error caused by $\hat{J}_j \neq J_j$. The diagram of the PCPG framework is shown in Fig. 1.

A. Predictor

In the predictor step, the ego vehicle assumes that the surrounding agents’ behaviors are generated from $\hat{J}_j$. Therefore, it solves the following $N$-player game at each $t$:

$$a_j(t) = \arg\min_{a_j(t) \in A_j} \hat{J}_j(a_j(t), a_{-j}(t))$$  \hspace{1cm} (8)

where $j \in N$, $a_j(t)$ is the predicted agent $j$’s action sequence at $t$, and $\hat{J}_j = \hat{J}_j$. Assumption 3: $\hat{J}_j$ is everywhere differentiable on an open superset of $A$, $\forall j \in N$.

To ensure a PSNE always exists and is obtainable in real-time, we formulate the game (8) as a PG.

Theorem 1 ([36, Th. 6]): If the cost function $\hat{J}_j$ in (8) satisfies

$$\hat{J}_j(a_j(t), a_{-j}(t)) = \alpha J^\text{self}_j(a_j(t)) + \beta \sum_{k \in N, k \neq j} J_{jk}(a_j(t), a_k(t))$$  \hspace{1cm} (9)

where $J^\text{self}_j : A_j \rightarrow \mathbb{R}$ is a function determined solely by agent $j$’s action, $J_{jk} : A_j \times A_k \rightarrow \mathbb{R}$ satisfies

$$J_{jk}(a_j(t), a_k(t)) = J_{kj}(a_k(t), a_j(t))$$

$\forall j, k \in N, j \neq k$, and $\forall a_j \in A_j, a_k \in A_k$ \hspace{1cm} (10)

and $\alpha$ and $\beta$ are two real numbers. Then, the game (8) is a PG with the following potential function:

$$F(a(t)) = \alpha \sum_{j \in N} J^\text{self}_j(a_j(t)) + \beta \sum_{j \in N} \sum_{k \in N, k \neq j} J_{jk}(a_j(t), a_k(t)).$$  \hspace{1cm} (11)

Theorem 1 states that if $\hat{J}_j$ can be represented as a linear combination of two components: $J^\text{self}_j$ and $\sum_{k \in N, k \neq j} J_{jk}$, then the resulting game is a PG. The required cost function form, that is, (9), meets the autonomous driving application needs in general. Specifically, the first component $J^\text{self}_j$ can model self-focused objectives, including tracking a desired speed, minimizing fuel consumption, and maintaining ride comfort. The second component $\sum_{k \in N, k \neq j} J_{jk}$ can characterize symmetric pairwise agent interaction, such as a pairwise collision penalty. See [47], [49], [50], [51], for example, where the AV cost function design follows, or can be slightly revised to follow, the form (9), and [36], [52], [53], for example, where PGs are employed in the context of driving.

After formulating the game as a PG, according to Lemma 1, a PSNE always exists. According to Lemma 2, a global minimizer to the following optimization problem provides a PSNE to the game (8):

$$\min_{a(t) \in A} F(a(t))$$  \hspace{1cm} (12)

where $F : A \rightarrow \mathbb{R}$ is the potential function determined by (11). Denote a global minimizer to (12) as $a^\dagger(t)$, that is, $a^\dagger(t) = \arg\min_{a(t) \in A} F(a(t))$.

With (12), the PSNE seeking problem is transferred to a simpler optimization problem. To see the difference clearly, we write down both algorithms here. Algorithm 1 is the best-response dynamics, which is among the most widely used algorithms to solve a multiplayer game. As shown in [54], the number of required optimizations in this algorithm can increase exponentially with the number of game players, thus not scalable. Algorithm 2 is the potential function optimization, applicable if (8) is a PG. This algorithm only requires one optimization, regardless of the number of game players. While this optimization problem is with a larger number of players, its size grows linearly with the number of players. The comparison of the computational times of the two algorithms in the context of five-vehicle intersection-crossing is reported in [36], showing the computational advantages of the PG approach. In addition, Algorithm 1 does not always converge even if a PSNE exists, that is, the NashCondition in
Potential function is not only a PSNE, but also a global minimizer of the initial conditions. If using Algorithm 2, then the outcome of Theorem 1, the challenges caused by solution existence, is naturally more preferable than others when multiple PSNE exist, addressing the challenge caused by the nonuniqueness of PSNE.

### B. Corrector

According to Definition 3, the ego vehicle strategy generated from the predictor, \( a_j^+(t) \), is the best response to \( a_j^−(t) \)

\[
a_j^+(t) = \arg \min_{a_j(t) \in A_j} J_j(a_j(t), a_j^−(t)).
\]

If in other words, if \( \hat{J}_j = J_j \forall j \in \mathcal{N} \), then \( a_j^+(t) \) is the ego vehicle’s optimal strategy. However, if \( \hat{J}_j \neq J_j \), it is likely that \( a_j^+(t) \neq a_j^−(t) \), where \( a_j^+(t) = \{a_j^+(t), a_j^+(t + 1), \ldots, a_j^+(t + T - 1)\} \) represents the surrounding agents’ actual strategies.

Define action deviation at \( t \) as

\[
\omega_m(t) = a_m^+(t) - a_m^−(t).
\]

In the corrector step, we let the ego vehicle perform the best response to a corrected prediction on the surrounding agents’ actions. Specifically, the ego vehicle aims to find \( a^*_m(t) \) such that

\[
a_m^*(t) = \arg \min_{a_m(t) \in A_m} J_m(a_m(t), \hat{a}_{-m}^+(t))
\]

with

\[
\hat{a}_{-m}^+(t) = a_{-m}^+(t) + \hat{\omega}_{-m}(t)
\]

\[
\hat{\omega}_{-m}(t) = I_T \otimes \omega_{-m}(t - 1)
\]

where \( \otimes \) represents the Kronecker product and \( I_T \) is a vector of ones with \( T \) elements. Note that \( J_m \) in (16) is the cost function of the ego vehicle and hence can be assumed to be known.

Equation (17) finds the corrected prediction on surrounding agents’ actions, that is, \( \hat{a}_{-m}^+(t) = \{\hat{a}_{-m}^+(t), \hat{a}_{-m}^+(t + 1), \ldots, \hat{a}_{-m}^+(t + T - 1)\} \), taking into consideration both the prediction from the PG, that is, \( a_{-m}^+(t) \), and the observed action deviation at \( t - 1 \), that is, \( \hat{\omega}_{-m}(t) = I_T \otimes \omega_{-m}(t - 1) \). The ego vehicle best response to this corrected prediction is \( a^*_m(t) \), derived by (16).

At time \( t \), let \( \tau \in [t, t + T - 1], \tau \in \mathbb{Z}_+ \). Define prediction error at \( \tau \) as

\[
e(\tau) = a^*_m(\tau) - \hat{a}_{-m}^+(\tau).
\]

The prediction error is of dimension \( m_{-m} \), that is, \( e(\tau) \in \mathbb{R}^{m_{-m}} \).

Next theorem shows that with (16) and (17), the prediction error \( e(\tau) \) admits a bound.

**Theorem 2 (Bounded Prediction Error):** Assume that \( a^*_m : \mathbb{Z}_+ \rightarrow \mathbb{R}^{m_{-m}} \) and \( a^+_{-m} : \mathbb{Z}_+ \rightarrow \mathbb{R}^{m_{-m}} \) are Lipschitz continuous functions with

\[
\|a^*_m(\tau) - a^*_m(\tau - 1)\| \leq K_1 \cdot (\tau - t + 1) \cdot \Delta t
\]

\[
\|a^+_{-m}(\tau) - a^+_{-m}(\tau - 1)\| \leq K_2 \cdot (\tau - t + 1) \cdot \Delta t
\]
where $K_1 \in \mathbb{R}^+$ and $K_2 \in \mathbb{R}^+$ are two constants, $\Delta t \in \mathbb{R}^+$ is the sampling time, and $\tau \in [t, t + T - 1]$, $\tau \in \mathbb{Z}_+$. Then, there exists a constant $C \in \mathbb{R}^+$ such that the inequality
\[
\|e(\tau)\| \leq C \cdot (\tau - t + 1) \cdot \Delta t
\] (21)
holds $\forall \tau \in [t, t + T - 1], \tau \in \mathbb{Z}_+$.

Proof: Substituting (15) and (17) into (18), and since $\hat{\omega}_{-i}(\tau) = \omega_{-i}(t - 1)$, $\forall \tau \in [t, t + T - 1], \tau \in \mathbb{Z}_+$, we have
\[
e(\tau) = a^*_{-i}(\tau) - \hat{a}^*_{-i}(\tau) \\
(\tau) = (a^*_{-i}(\tau) + \omega_{-i}(\tau) - (a^*_{-i}(\tau) + \hat{\omega}_{-i}(\tau)) \\
(\tau) = \omega_{-i}(\tau) - \hat{\omega}_{-i}(\tau) \\
(\tau) = (a^*_{-i}(\tau) - \omega_{-i}(t - 1)) - (a^*_{-i}(\tau) - \hat{\omega}_{-i}(t - 1)) \\
(\tau) = (a^*_{-i}(\tau) - \omega_{-i}(t - 1)) - (a^*_{-i}(\tau) - \hat{\omega}_{-i}(t - 1)).
\] (22)
Substituting (19) and (20) into (22), we have
\[
\|e(\tau)\| = \|a^*_{-i}(\tau) - \hat{a}^*_{-i}(\tau)\| \\
\|\omega_{-i}(\tau) - \hat{\omega}_{-i}(\tau)\| \\
\|\omega_{-i}(t - 1)\| \\
\leq (K_1 + K_2) \cdot (\tau - t + 1) \cdot \Delta t.
\] (23)
By letting $C = K_1 + K_2$, the proof is completed.

Theorem 2 shows that the prediction error $e(\tau)$ remains bounded over a finite prediction horizon, and the bound depends on the constants $K_1$ and $K_2$. The value of $K_1$ can be estimated from the acceleration, jerk, and angular acceleration limits of the individual vehicles. For example, if the actions are the longitudinal acceleration/deceleration, then $K_1$ can be estimated from the vehicle jerk limit. According to [57, 99], the maximum jerk in the studied highway driving is within the range $[-1.47, 1.07] \text{ m/s}^3$. Therefore, one may select $K_1 = 1.47$ for highway scenarios (or select $K_1 = 2.94$ per the six sigma rules [55] to enhance safety). In addition, since it is not likely that the peak jerk lasts for a long period, one may make $K_1$ smaller when $(\tau - t + 1) \cdot \Delta t \geq 1$ s, or limit the maximum acceleration to further narrow the error bounds. The value of $K_2$ solely depends on the PG design and can be manually selected (e.g., by letting $K_2 = K_1$ to make it consistent with real trajectory bound) and be enforced when solving the PG. In addition, it can also be estimated from offline closed-loop simulations of the multiagent system operating according to the PG in Algorithm 2.

Given the bound (21), we denote
\[
\mathcal{E}(\tau) = \{\hat{e} \in \mathbb{R}^{|\mathcal{M}|} | \|\hat{e}\| \leq C \cdot (\tau - t + 1) \cdot \Delta t\}
\] (24)
as the set of all possible prediction errors at $\tau$, $\tau \in [t, t + T - 1]$.

The corrector algorithm is summarized in Algorithm 3.

Remark 3: The ego vehicle cost functions in the predictor and the corrector do not need to be identical, although, in the current PCPG, they are designed to be the same to simplify the developments. In the predictor, the ego vehicle cost function needs to follow the form required by Theorem 1 for a PG. However, in the corrector, it is not necessary, and the cost function can be designed more flexibly.

Remark 4: Many of the existing game-theoretic AV decision-making approaches are open-loop [23, 36, 57, 58]: Even if the ego vehicle observes other agents’ action deviations, it does not adjust its own decision-making. A few works, on the other hand, aim to address this issue by learning driver-specific cost functions in real-time [25, 31, 33]. However, considering the short duration of agent interaction, estimating others’ cost functions can be challenging. In contrast, our approach relies on correcting the actions based on other agents’ deviations and on exploiting the error bound (21) predetermined offline.

V. SAFETY AND PERFORMANCE ANALYSIS

This section analyzes the PCPG performance, including safety and optimality.

We define a safe set $\mathcal{X}^{\text{safe}}(x_{-i}(t))$ as the set of all $x_i(t)$ such that given $x_{-i}(t)$, if the ego vehicle state is within the safe set, that is, $x_i(t) \in \mathcal{X}^{\text{safe}}(x_{-i}(t))$, then the ego vehicle is considered safe at $t$. An example of such a safe set, if $x$ represents vehicle position, is $\mathcal{X}^{\text{safe}}(x_{-i}(t)) = \{x_i(t) | x_i(t) - x_j(t) \geq d_{\text{safe}}, \forall j \neq i \in \mathcal{N}_{-i}, \}$ where $d_{\text{safe}} > 0$ is a predefined safe distance. At time $t$, we denote the surrounding agents’ future state trajectories generated by their actual action sequence $\mathbf{a}^*_n(t) = \{a^*_n(t), \ldots, a^*_n(t + T - 1)\}$ as $\{x^*_n(t + 1), \ldots, x^*_n(t + T)\}$, unknown to the ego vehicle. For $\tau \in [t + 1, t + T]$, denote by $\hat{x}_{-i}(\tau | t)$ the set of $\hat{x}_{-i}(\tau | t)$ generated by the set of action sequences $\{\hat{a}^*_n(t) + \hat{e}(\tau), \ldots, \hat{a}^*_n(t - 1) + \hat{e}(\tau - 1)\}$, where $e(\tau) \in \mathcal{E}(\tau), k \in [t, t - 1]$, and $\hat{x}(\tau) \in \hat{x}_{-i}(\tau | t)$. With a slight abuse of notation, $\hat{x}_{-i}(\tau | t)$ can be represented as
\[
\hat{x}_{-i}(\tau | t) = \{\hat{x}_{-i}(\tau | t) | \hat{x}_{-i}(\tau | t) = f_{-i}(x_{-i}(t), [a^*_n(t) + \hat{e}(\tau), \ldots, \hat{a}^*_n(t - 1) + \hat{e}(\tau - 1)]) \in \mathcal{X}^{\text{safe}}(x_{-i}(\tau | t)) \}
\] (25)
where $f_{-i}(x_{-i}(t), [a^*_n(t) + \hat{e}(\tau), \ldots, \hat{a}^*_n(t - 1) + \hat{e}(\tau - 1)])$ represents the surrounding agents’ state at $t$ if the action sequence $\{\hat{a}^*_n(t) + \hat{e}(\tau), \ldots, \hat{a}^*_n(t - 1) + \hat{e}(\tau - 1)\}$ is implemented.

Let $\mathcal{A}^{\text{safe}}(t, T) \subseteq \mathcal{A}$ denote the set of $a_i(t)$ such that $\forall \tau \in [t + 1, t + T]$
\[
x_i(t) = f_i(x_i(t), a_i(t), \ldots, a_i(t - 1)) \in \mathcal{A}^{\text{safe}}(t, T)
\] (26)
holds $\forall x_i(t) \in \hat{x}_{-i}(\tau | t)$. (26)
Our next theorem shows that the outcome from the PCPG guarantees the ego vehicle safety, under suitable conditions.

**Theorem 3 (Safety):** If the ego vehicle cost function \( J_i \) is designed such that
\[
\arg\min_{a_i(t) \in A_i} J_i(a_i(t), \hat{a}_i^*(t)) \subseteq A_i^{\text{safe}}(t, T) \tag{27}
\]
and
\[
A_i^{\text{safe}}(t, T) \neq \emptyset \tag{28}
\]
then \( a_i^*(t) \) guarantees the ego vehicle safety within the horizon \([t+1, t+T] \), that is, \( x_i(\tau) \in A_i^{\text{safe}}(x_i^*(\tau)), \forall \tau \in [t+1, t+T] \).

**Proof:** According to Theorem 2, \( \forall t \in [t+1, t+T] \)
\[
a_{-i}^*(\tau - 1) \in [\hat{a}_{-i}^*(\tau - 1) + \hat{e}(\tau - 1) | \hat{e}(\tau - 1) \in \mathcal{E}(\tau - 1)].
\]
(29)

Therefore, according to (25)
\[
x_{-i}^*(t) \in \hat{A}_{-i}(\tau | t). \tag{30}
\]
Combining (26), (27), (28), and (30), we have
\[
x_i(t) \in A_i^{\text{safe}}(x_i^*(t)). \tag{31}
\]
Therefore, the ego vehicle safety is maintained within the horizon \([t+1, t+T] \).

**Remark 5:** Theorem 3 states that the ego vehicle safety is guaranteed with the PCPG if the following two conditions are satisfied: 1) the ego vehicle is safety-conscious, that is, (27) holds, and 2) a safe strategy exists, that is, (28) holds.

A strategy \( a_i(t) \) is said to be safe if it satisfies (26). Intuitively, it means that if a strategy leads to the ego vehicle safety against a set of surrounding agents’ strategies, given by the prediction from the PCPG, \( \hat{a}_i^*(t) \), and the bounded prediction error, \( e(\tau) \in \mathcal{E}(\tau) \), then it is considered to be safe.

The condition in (27) represents a safety-conscious ego vehicle. That is, if safe strategies exist, then a global minimizer of \( J_i \) should be one of them. Such a cost function can be designed by incorporating the safety constraint as a barrier in \( J_i \), using, for example, the interior-point method [59], [60].

A detailed example of how to design such a cost function is provided in Section VI.

The safety guarantee in Theorem 3 does not assume any specific behaviors of the surrounding agents. The surrounding agents can behave freely, be noncooperative, or even be safety-agnostic. In the worst case, where all other agents aim to crash into the ego vehicle, the ego vehicle safety may not be maintained because a safe strategy does not exist. However, as long as a safe strategy exists, that is, \( A_i^{\text{safe}}(t, T) \neq \emptyset \), the PCPG leads to the ego vehicle safety. Here, \( A_i^{\text{safe}}(t, T) \) is defined based on the forward reachable set \( A_i^{\text{safe}}(\hat{a}_i^*(t | t)) \) in (26), the computation of which can be realized using, for example, reachability-based trajectory design (RTD) [61].

In a situation where a safe strategy does not exist, that is, \( A_i^{\text{safe}}(t, T) = \emptyset \), the outcome from the PCPG provides a minimum loss strategy for the ego vehicle, in the sense that \( J_i \) is minimized subject to \( \hat{a}_i^*(t) \). Note that \( A_i^{\text{safe}}(t, T) = \emptyset \) does not mean that a collision happens, as whether a collision happens depends on other agents’ actions as well. If other agents are also safety-conscious, then the PCPG enables the ego vehicle to collaborate with others to avoid collision, because the outcome from the PG is not only individually optimal, but also optimizes the “team interest” of all agents, none of which desires a collision.

**Remark 6:** Theorem 3 does not guarantee recursive feasibility, unless other agents also satisfy certain safety constraints. That is, \( A_i^{\text{safe}}(t + 1, T) \) is not guaranteed to be nonempty because we cannot control the surrounding agents’ behaviors. As shown in [3], when AVs and human-driven vehicles share the road, it is impossible to guarantee absolute safety for an AV. On the other hand, if other agents’ behaviors do satisfy certain safety constraints, for example, the robust CBF (RCBF) constraints (i.e., [48, eq. (2)]), then Theorem 3 can guarantee recursive feasibility, by letting \( J_i \) incorporate the RCBF constraints as barriers. However, as we shall see in Section VI if other agents are not safety-conscious, the CBF-based approach can be less preferable than the PCPG.

Our next theorem studies the optimality of \( a_i^*(t) \). According to (16), \( a_i^*(t) \) is optimal if \( \hat{a}_i^*(t) = a_i^*(t) \). With a slight abuse of notation, we denote \( (a_i^*(t), a_i^*(t)) \) (resp., \( (a_i^*(t), \hat{a}_i^*(t)) \)) as the strategy profile that the surrounding agents take \( a_{-i}^*(t) \) (resp., \( \hat{a}_{-i}^*(t) \)) and the ego vehicle take \( a_i^*(t) \in \arg\min_{a_i(t) \in A_i} J_i(a_i(t), a_{-i}^*(t)) \) (resp., \( a_i^*(t) \in \arg\min_{a_i(t) \in A_i} J_i(a_i(t), \hat{a}_{-i}^*(t)) \)).

**Theorem 4 (Optimality):** Consider the PCPG designed in Section IV and the action deviation in (15). If \( \omega_{-i}(t) \) varies slowly with time, that is, \( \omega_{-i}(t) - \omega_{-i}(t - 1) \to 0, \forall t \in \mathbb{Z}_+ \), where \( 0 \) is a vector of zeros of proper dimensions, then \( (a_i^*(t), \hat{a}_i^*(t)) \to (a_i^*(t), a_i^*(t)) \).

**Proof:** If \( \omega_{-i}(t) - \omega_{-i}(t - 1) \to 0 \) and \( T \) is finite, then according to (22)
\[
a_{-i}^*(t) - \hat{a}_{-i}^*(t) = \omega_{-i}(t) - \omega_{-i}(t - 1)
\]
\[
\to 0 \forall t \in [t, t + T - 1] \forall t \in \mathbb{Z}_+. \tag{32}
\]
Since from (32), \( \hat{a}_{-i}^*(t) \to a_{-i}^*(t) \) holds for all \( t \in [t, t + T - 1] \) and \( \forall t \in \mathbb{Z}_+ \), we have \( \hat{a}_{-i}^*(t) \to a_{-i}^*(t) \). Therefore, \( (a_i^*(t), \hat{a}_i^*(t)) \to (a_i^*(t), a_i^*(t)) \).

**Remark 7:** Theorem 4 suggests that if the action deviation \( \omega(t) \) varies slowly with time, then the outcome from the PCPG accurately approximates the actual PSNE \( (a_i^*(t), a_{-i}^*(t)) \).

In practice, a slowly time-varying \( \omega(t) \) indicates a consistent driving style. For example, if a driver behaves aggressively at \( t - 1 \), which may be reflected by a larger-than-typical acceleration, that is, \( a_j^*(t - 1) - a_j^*(t - 1) > 0 \), it is reasonable to assume that he/she would continue this aggressiveness for a while, that is, \( a_j^*(t + k) - a_j^*(t + k) > 0 \) for some \( k = 0, 1, \ldots \).

From a reasoning perspective, such a slowly time-varying \( \omega(t) \) indicates a consistent reasoning behind agent behaviors. For example, if agent \( j \) cares about safety less than a typical driver (i.e., the weight of the collision avoidance term in \( J_j \) is smaller than in \( J_j \)), which may cause more moderate braking than expected, that is, \( 0 > a_j^*(t - 1) > a_j^*(t - 1) \), then it is reasonable to assume that this inequality also holds at \( t \), that is, \( 0 > a_j^*(t) > a_j^*(t) \), since his/her reasoning, characterized by \( J_j \), remains the same at time \( t \).
Note that although a slow time-varying $\omega(t)$ facilitates achieving near optimality, it is not required or necessary in the safety guarantee, that is, Theorem 3.

To summarize, with the PCPG, the ego vehicle plans its strategy according to $J_j$ (predictor) and gets the strategy improved by incorporating others’ action deviations into its decision-making (corrector). Intuitively, although others’ actual cost functions are unknown, the ego vehicle can infer how different they are from the assumed ones, for example, whether the aggressiveness is underestimated or overestimated, by observing $a_i^j(t) - a_i(t)$ (37). With this information, the prediction error on others’ actions can be effectively compensated without requiring accurate driver-specific cost functions.

Remark 8: Note that the agent set $\mathcal{N}$ can be a subset of the traffic agents, depending on the application needs and the road structure. For example, in the three-lane highway scenario studied in [12], up to six surrounding vehicles are considered interactive agents. In the merging scenario studied in [62], three surrounding vehicles are selected according to a headway-based rule. These agent selection rules are also applicable in the proposed PCPG setting. The performance of the PCPG with a subset of traffic agents is reported in Section VI-C.

### VI. Numerical Studies

This section applies the PCPG framework to specific traffic scenarios. To illustrate the scalability of the PCPG to varied environments/traffic scenarios, we test the PCPG performance in three different scenarios: a two-vehicle oncoming traffic scenario, a five-vehicle intersection-crossing scenario, and a multivehicle highway merging scenario. In addition, validation results using a naturalistic driving dataset are also reported in highway merging scenarios.

The vehicles’ dynamics are described by the following equations [51]:

$$X_i(t+1) = X_i(t) + v_i(t)\Delta t$$

$$v_i(t+1) = v_i(t) + a_i(t)\Delta t$$  (33)

where $i = 1, 2, \ldots, N$ are the traffic agents, $X_i = [x_i, y_i]^T$ represents agent $i$’s position, $v_i = [v_{i,x}, v_{i,y}]^T$ is the speed, and $a_i = [a_{i,x}, a_{i,y}]^T$ is the acceleration, and here, agent $i$’s action. Let the sampling time $\Delta t$ be 0.5 s in the simulation.

Agents’ cost functions are designed as

$$J_i(a_i(t), a_{-i}(t)) = J_i^{self}(a_i(t)) + \sum_{j \in \mathcal{N}, j \neq i} J_{ij}(a_i(t), a_j(t))$$  (34)

where $a_i(t) = [a_i(t), a_i(t+1), \ldots, a_i(t+T-1)]$ is agent $i$’s strategy generated at $t$ over the prediction horizon of length $T$, and $\theta_i$ is a constant that characterizes agent $i$’s aggressiveness.

The first term in (34) is designed to track the desired position and speed. Specifically

$$J_i^{self}(a_i(t)) = \sum_{r=0}^{T-1}(\Delta X_i(r)^TQ_i\Delta X_i(r) + \Delta v_i(r)^TR_i\Delta v_i(r))$$  (35)

where $\Delta X_i(r) = X_i(r) - X_i^d$, $\Delta v_i(r) = v_i(r) - v_i^d$, $X_i^d$, and $v_i^d$ are the desired position and speed, respectively. The desired position usually represents, for example, staying in the center of a lane. Here, $Q_i$ and $R_i$ are weighting matrices, $Q_i$ is positive semidefinite, and $R_i$ is positive definite.

The second term in (34) is to avoid collision and is designed to be

$$J_{ij}(a_i(t), a_j(t)) = \sum_{r=0}^{T-1} \frac{d_r^2}{d_{ij(r)}(\tau) + \delta}$$  (36)

where $d_r$ is the comfortable (or desired) intervehicle distance and $\delta > 0$ is a positive small number to avoid the denominator being 0. The cost (36) discourages the actions that lead to small intervehicle distance $d_{ij}(\tau)$

$$d_{ij}(\tau) = \sqrt{(x_i(\tau) - x_j(\tau))^2 + (y_i(\tau) - y_j(\tau))^2}.$$  (37)

As shown from (34)–(37), agent $i$’s cost is affected by not only its own states and actions, but also the states and actions of its surrounding agents. In light traffic, where $d_{ij}$ is sufficiently large for all $j$, agent $i$ may be able to track its desired speed $v_i^d$, since its behavior is primarily governed by (35) in this case. However, in dense traffic, agent $i$ may not be able to maintain its desired speed, since the safety-related cost (36) and (37) would increase dramatically with the decrease of intervehicle distances.

In our simulation, the strategy space $A_i$ is selected such that a constant action is planned over the prediction horizon, that is, $a_i(t) = a_i(\tau), \forall \tau \in [t, t+T-1]$. Note that although the AV plans one maneuver over the horizon, it may change its mind and select another maneuver after $\Delta t$, triggered by the receding horizon control. This setting is consistent with a common driving experience: When a human driver plans a maneuver, for example, steering to change lane, he/she usually expects to continue this maneuver for some time, for example, 4 s for lane-changing [63].

#### A. Oncoming Traffic Scenario

This section considers the oncoming traffic scenario, where two vehicles encounter each other on a narrow road, as shown in Fig. 2. In such a scenario, both vehicles desire to keep their lateral positions, maintain the lateral and longitudinal velocities, and avoid collisions. To safely pass each other, vehicles have to compromise and deviate their trajectories and velocities from the individually desired ones when they cross each other. How much a vehicle would compromise depends on its aggressiveness, that is, $\theta_i$. This scenario is challenging to handle even for human drivers, as it requires careful interaction with the other driver. Wrong prediction on the other’s intention/strategy can easily lead to a collision.

We consider limited control authority for both vehicles, that is, $a_{x,i}(t) \in [-3, 3]$ m/s$^2$ and $a_{y,i}(t) \in [-3, 3]$ m/s$^2$, $i = 1, 2$.

Study 1 (PG Alone): We first test the performance of the predictor alone, that is, the PG with predefined cost functions. The game is solved using the potential function optimization, that is, Algorithm 2.

We first let $\tilde{J}_2 = J_2$, that is, vehicle 2’s cost function is known to the ego vehicle. In this situation, the two
Fig. 2. Oncoming traffic scenario: two vehicles encounter each other on a narrow road.

Fig. 3. Oncoming traffic scenario with PG alone. \( \hat{J}_2 = J_2 \). Two vehicles collaboratively bypass each other. (Video is available at https://www.youtube.com/watch?v=UOefR0Dhhqk.)

Fig. 4. Oncoming traffic scenario with PG alone. \( \hat{J}_2 \neq J_2 \). A collision happens at \( t = 6.2 \text{ s} \).

Fig. 5. Oncoming traffic scenario with the PCPG. Collision is successfully avoided despite \( \hat{J}_2 \neq J_2 \).

Fig. 6. Trajectories of vehicles 1 and 2. Blue circles: \( X_1(t) \). Red circles: \( X_2(t) \). Yellow lines: predicted \( X_2(\tau) \) according to \( a_2^+ \) (PG). Green lines: predicted \( X_2(\tau) \) according to \( \hat{a}_2^* \) (PCPG), where \( \tau \in [t, t+2] \text{ (s)} \).

Study 2 (PCPG): With the same setting and initial conditions as in Fig. 4, we then test the performance of the PCPG. The result is shown in Fig. 5. Thanks to the corrector, the ego vehicle notices that vehicle 2 does not behave as expected, and therefore, it adjusts its decision-making by feeding back vehicle 2’s actual behaviors according to Algorithm 3. The collision is now successfully avoided, despite the misinformation \( \hat{J}_2 \neq J_2 \).

To better visualize the two vehicles’ behaviors and the ego vehicle’s expectations, we plot their trajectories in Fig. 6. The blue and red circles represent the trajectories of vehicles 1 and 2, that is, \( X_1(t) \) and \( X_2(t) \), respectively. The ego vehicle trajectory is from the PCPG. The yellow lines represent the ego vehicle predicted vehicle 2 trajectory in the PG, at each \( t \) with a horizon \( T = 2 \text{ s} \). The green lines represent the corrected prediction in the PCPG. It is clear that the prediction error is significantly reduced in the PCPG compared to the PG, as the green lines, compared to the yellow ones, are much closer to the red. With the corrected prediction error, the ego vehicle can better respond to the approaching of vehicle 2.

Study 3 (PCPG versus CBF): In addition, we also compare the PCPG with a CBF-based quadratic program (QP) approach. As vehicles are controlled in a decentralized manner, the centralized CBF approach of [4] is not applicable. As such, we employ a variant of the centralized CBF–the predictor–corrector collision avoidance (PCCA) of [48]. In the PCCA,
the ego vehicle solves the following constrained optimization at each $t$:

$$\min_{a_1(t), a_2(t)} \left( \|a_1(t) - a_{10}(t)\|^2 + \|a_2(t)\|^2 \right)$$

s.t. $b(t) + c(t)a_1(t) - c(t)a_2(t) - c(t)\tilde{a}_2(t) \geq 0$ (38)

where $\tilde{a}_2(t) = \alpha(t) - \alpha_2(t)$, with a relative-degree-two constraint in (38) from the RCBF condition, with a relative-degree-two CBF. Specifically

$$b(t) = 2u_{12}(t)v_1(t) + 2l_1 X_{12}(t)X_1(t) - d_{safe}^2$$
$$c(t) = 2X_{12}^T(t)$$ (39)

where $u_{12}(t) = v_1(t) - v_2(t)$, $X_{12}(t) = X_1(t) - X_2(t)$, and $l_1$ and $l_0$ are two constants and are selected to be the same as in [48]. Vehicle 2 behaviors remain the same as in Study 2.

As the original PCCA does not consider the control saturation, we first test the PCCA with the unlimited control authority, that is, an unbounded action space $a_1(t) \in U_1 = \mathbb{R}^2$. All other settings and initial conditions are selected to be the same as in Study 2. The result is shown in Fig. 7. As expected, the PCCA successfully avoids collision. Notably, the ego vehicle performs different behaviors with the PCCP and with the PCCA, by comparing Figs. 5 and 7. Specifically, in the PCCA, the ego vehicle responds at a much later time compared to in the PCCP (e.g., at $t = 5$ s, the ego vehicle is well-prepared for the bypassing in the PCCP, while it does not respond yet in the PCCA, since the constraint in (38) is not active yet). Because of this later response, a much larger $\|a_1(t)\|$ is triggered after the constraint in (38) becomes active (e.g., the ego vehicle in Fig. 7 moves backward during 6–8 s to avoid collision). To quantify this observation and the AV driving performance in addition to safety, let us consider the following two performance metrics.

1) Deviation From the Desired Speed: We calculate both the average and the maximum longitudinal speed deviations, which are related to travel efficiency, according to

$$\Delta v_{y,1} = \sum_{i=0}^{t_f/\Delta t} \Delta v_{y,i}(t)$$
$$\Delta v_{y,1}^{max} = \max_{t \in [0,t_f]} \Delta v_{y,1}(t)$$ (40)

where

$$\Delta v_{y,1}(t) = (v_{y,1}(t) - v_{y,1}^{d})$$ (41)

$t_f = (15/0.5)$ s = 30 is the total time steps of the simulation, and $v_{y,1}^{d} = 5$ m/s is the ego vehicle desired longitudinal speed. Smaller $\Delta \bar{v}_{y,1}$ and $\Delta v_{y,1}^{max}$ indicate better adherence to the desired speed, and thus, are preferred.

2) Deviation From the Desired Heading: The average and the maximum heading angle deviations, which are related to ride comfort [64], are calculated by

$$\Delta \phi_{y,1} = \sum_{i=0}^{t_f/\Delta t} \Delta \phi_{y,1}(t)$$
$$\Delta \phi_{y,1}^{max} = \max_{t \in [0,t_f]} \Delta \phi_{y,1}(t)$$ (42)

where

$$\Delta \phi_{y,1}(t) = \phi_{y,1}(t) - \phi_{y,1}^{d} = \arctan \frac{v_{y,1}(t)}{v_{x,1}(t)} - \phi_{y,1}^{d}$$ (43)

$\phi_{y,1}^{d} = 90^\circ$ is the ego vehicle desired heading angle. Small $\Delta \phi_{y,1}$ and $\Delta \phi_{y,1}^{max}$ are preferred.

With the above metrics, we compare the performance of the PCPG and the PCCA. The PCPG leads to

$$\Delta \bar{v}_{y,1} = 0.22 \text{ m/s} \quad \Delta v_{y,1}^{max} = 1.29 \text{ m/s} \quad \Delta \phi_{y,1} = 6.48^\circ \quad \Delta \phi_{y,1}^{max} = 36^\circ.$$  

The PCCA leads to

$$\Delta \bar{v}_{y,1} = 1.82 \text{ m/s} \quad \Delta v_{y,1}^{max} = 8.63 \text{ m/s} \quad \Delta \phi_{y,1} = 36.68^\circ \quad \Delta \phi_{y,1}^{max} = 170.77^\circ.$$  

Thus, the PCPG results in better adherence to the desired trajectory, thanks to its early response realized by the ego vehicle predictive capability on vehicle 2 strategies, enabling the ego vehicle to plan ahead and to take necessary and moderate maneuvers in advance. In contrast, in the PCCA, the ego vehicle simply reacts to the instantaneous states and actions of vehicle 2 and cannot predict vehicle 2 future behaviors or plan ahead.

Next, let us consider limited control authority for the ego vehicle, that is, $a_1(t) \in [-3, 3] \text{ m/s}^2$ and $a_2(t) \in [-3, 3]$ m/s$^2$. Specifically, if $a_1(t)$ or $a_2(t)$ from (38) is larger than 3 m/s$^2$ (resp., less than −3 m/s$^2$), we make the ego vehicle implement 3 m/s$^2$ (resp., −3 m/s$^2$). In this case, due to the late response and the bounded action space, a collision happens if the ego vehicle employs the PCCA. The performance is similar to Fig. 4.

Study 4 (Statistical Studies): To make the comparative results more convincing, we conduct statistical studies. 500 scenarios are tested with randomly selected initial lateral positions of the two vehicles, that is, $x_2(0) - x_1(0)$ is uniformly distributed in $[0,2,2]$ m, and vehicle 2’s aggressiveness, that is, $\theta_2$ is uniformly distributed in $[1,10]$. The ego vehicle always assumes $\theta_2 = 1$ in all scenarios. Both vehicles have limited control authorities. The statistical results are shown in Table I, where “collision rate” represents the number of scenarios where collision happens divided by the total tested
scenarios, “speed deviation” and “heading angle deviation” are calculated according to (40)–(43), and “computational time” represents the running time for each decision-making collected from MATLAB\textsuperscript{1} on a laptop with an Intel Core i7-10750H processor clocked at 2.60 GHz and 16 GB of RAM. The optimization in the PG and the PCPG approaches is performed using the MATLAB genetic algorithm function “ga” \cite{65}, and in the PCCA approach using the quadratic programming function “quadprog” \cite{66}.

As we can observe from Table I, among the three approaches, PG, PCPG, and PCCA, the PCPG is the only one that ensures the ego vehicle safety in all tested scenarios. Meanwhile, the PCPG also leads to reasonably small speed deviations and heading angle deviations. Moreover, all three approaches are computationally practical, as all their running time is always less than 0.01 s. While the PCPG has the best performance in both collision avoidance and mobility, between PCCA and PG, the PCCA is more effective in avoiding collisions in the tested scenarios. It is because safety is a hard constraint in the PCCA, while a soft constraint in the PG, and the effectiveness of the PG is heavily dependent on reliable prediction of the surrounding agents’ behaviors.

B. Multivehicle Intersection Crossing

This section considers a multivehicle intersection crossing scenario, as shown in Fig. 8. The vehicle labeled with the number “1” is the ego vehicle, aiming to go straight to cross the intersection. The heading directions of other vehicles are marked using gray arrows and are known to the ego vehicle. Each vehicle controls its own longitudinal acceleration, and the lateral acceleration is zero, that is, no lane-changing while crossing an intersection. The action space for each vehicle is $\mathcal{U}_j = [-3, 3]$ m/s$^2$.

The cost function is designed according to (34)–(36), where $\theta_1 = 1$ and $\theta_j \in [1, 100]$ for $j = 2, 3, 4, 5$, unknown to the ego vehicle. Note that when $\theta_j = 100$, the collision avoidance term in (34) is very lightly weighted, indicating a safety-agnostic vehicle. To make the scenario more challenging for the ego vehicle, we also make the surrounding vehicle’s desired speed $v_d^j$ unknown to the ego vehicle. The ego vehicle assumes that $v_d^j = 5$ m/s, $\forall j$, but $v_d^j \in [5, 15]$ m/s for $j = 2, 3, 4, 5$.

With the above setting, we test and compare the performance of the PG, PCPG, and PCCA.

\begin{table}[h]
\centering
\caption{Statistical Comparison}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
 & Ego vehicle controller & \multicolumn{2}{c|}{Two-vehicle oncoming traffic} & \multicolumn{2}{c|}{Five-vehicle intersection-crossing} \\
\hline
 & & PG & PCPG & PCCA & PG & PCPG \\
\hline
\multirow{4}{*}{Collision rate} & 0/500 & 0/500 & 0/500 & 0/500 & 0/500 \\
\hline
\multirow{4}{*}{Ave/Max longitudinal speed deviation (m/s)} & 0.11/1.14 & 0.20/3.63 & 0.90/8.30 & 1.00/5.90 & 1.56/8.20 & 0.74/7.50 \\
\hline
\multirow{4}{*}{Ave/Max heading angle deviation} & 3.75°/58.26° & 6.50°/69.70° & 14.85°/179.8° & 0°/0° & 0°/0° & 0°/0° \\
\hline
\multirow{4}{*}{Ave/Max computational time (s)} & 0.06/0.25 & 0.10/0.33 & < 0.01/< 0.01 & 0.08/0.30 & 0.11/0.34 & < 0.01/< 0.01 \\
\hline
\end{tabular}
\end{table}

In the PG, the ego vehicle solves a five-player game with the assumed cost functions $\hat{J}_j$, $j = 2, 3, 4, 5$. When $\hat{J}_j$ and $J_j$ are close, the ego vehicle performs reasonably well in terms of both safety and mobility. However, if $J_j$ deviates significantly from $\hat{J}_j$, a collision may happen. Fig. 9 shows one such scenario. Vehicles’ aggressiveness, instantaneous, and desired speeds are all labeled in the figure. In this pictured scenario, the purple and the yellow vehicles are both safety-agnostic ($\theta_j = 100$) and have much larger desired speed than the ego vehicle expects ($v_d^1 = 13$ m/s and $v_d^j = 15$ m/s). At around 4 s, a collision with the yellow vehicle happens, as the ego vehicle expects the yellow to slow down, while the yellow speeds up to track its desired speed.

With the same setting as in Fig. 9, we test the PCPG. As shown in Fig. 10, the collision is now successfully avoided. The ego vehicle notices the action deviation of the purple and the yellow vehicles and improves its strategies accordingly. It can be seen by comparing $v_1(t)$ at $t = 2.5$ s in the PCPG (Fig. 10) and in the PG (Fig. 9).

For the PCCA, similar to the oncoming traffic scenario, if the ego vehicle has unlimited control authority, then collisions can always be avoided. If the control authority is limited, then collisions may happen. Due to the page limit, we do not show the detailed scenario pictures, instead, we present the statistical results in Table I.

From Table I, the PCPG performs the best among the three approaches in terms of safety, as it is the only one that ensures no collision. Different from the two-vehicle scenarios, the PG in the five-vehicle scenarios performs better than the PCCA in terms of safety. It is because the PG encodes the global agent interactions in its decision-making, while the PCCA encodes agent interactions in a pairwise manner (i.e., the CBF constraints are for each vehicle pair separately \cite{48}). It is possible that a strategy to solve the conflict with one vehicle worsens the situation with another. Since the CBF

\textsuperscript{1}Registered trademark.
constraints are not always active for all vehicles, it is possible that when the constraint becomes active with one vehicle, the ego vehicle is handling the conflict with another, and their handling strategies contradict each other, leading to a collision with at least one of the two vehicles. Therefore, the CBF-based approach can be “short-sighted” in multivehicle scenarios, due to the inability to capture global agent interactions.

From the computational perspective, all three approaches are practical, since their running time is always less than the sampling time. Comparing the running time in the two-vehicle and the five-vehicle scenarios, we can see that the time cost does not increase much with the increase in the number of agents. Specifically, with the PCPG, the average computational time is 0.10 s in the two-vehicle scenario and 0.11 s in the five-vehicle scenario, indicating good computational scalability.

C. Validation With Naturalistic Traffic Data

This section validates the PCPG performance using the naturalistic traffic dataset provided by the Federal Highway Administration’s (FHWA’s) Next Generation Simulation (NGSIM) program [67]. The data was collected on a segment of Interstate 80 (I-80) in Emeryville (San Francisco), California. A snapshot of the I-80 freeway and the traffic situation is shown in Fig. 11. We focus on the merging area (the same road segment and data extraction as in [68]) and aim to validate whether the PCPG enables safe and efficient merging in dense traffic. To this end, we test the PCPG performance on ten merging vehicles and compare it with the original human-driven vehicle trajectories. All vehicles’ initial conditions and the surrounding vehicles’ movements are from the I-80 dataset. The merging vehicles’ movements are controlled by the PCPG (purple vehicle in Fig. 12) and by the human drivers as recorded (yellow vehicle in Fig. 12), respectively. In the PCPG, a limited number of surrounding vehicles within the field of view are selected as game players, according to their time-to-collision (TTC) with the ego vehicle [24]. Specifically, a vehicle $j$ is considered a game player if the difference between its TTC (denoted as $T_{c1}^j$) and the ego vehicle TTC ($T_{c1}^j$) is within a threshold, that is, $|T_{c1}^j - T_{c1}^j| \leq \Delta T^c$. This criterion selects the most “dangerous” vehicles for the ego vehicle.

The merging vehicle performance is characterized by two metrics: The minimum longitudinal distance with the

---

Fig. 9. Multivehicle intersection crossing with PG alone. The blue is the ego vehicle. A collision happens due to the ego vehicle misinformation.

Fig. 10. Multivehicle intersection crossing with PCPG. The collision is successfully avoided despite $\hat{J}_j \neq J_j$, $j \in N_{-i}$.

Fig. 11. Snapshot of I-80 traffic video [67].
surrounding vehicles and the average ego vehicle speed during merging. The first metric indicates how safe this merge is, as longer intervehicle distances are safer. The second metric suggests how efficient the merge is, as higher speed corresponds to higher efficiency. The validation results are reported in Table II, which leads to the following observations.

1) In all tested situations, both the PCPG-driven and the human-driven vehicles can successfully merge into the highway, validating the effectiveness of the PCPG.

2) In safety-critical situations, where the minimum intervehicle distance is less than 40 m, the PCPG is safer than the corresponding human drivers, as reflected by longer human-driven vehicle distance.

3) The average speeds of the human-driven and the PCPG-driven vehicles are almost the same, validating the travel efficiency of the PCPG.

VII. Conclusion

In this article, a PCPG framework has been proposed to address the AV decision-making problem. A receding horizon multiplayer game was formulated to mimic human driver reasoning and to characterize agent interactions. To ensure solution existence, algorithm convergence, and computational scalability, a PG-based predictor is developed. To account for inaccurate cost functions of surrounding agents, a best-response-based corrector is introduced. By feeding back the surrounding agents’ action deviations to the ego vehicle decision-making, the prediction error on other agents’ future trajectories is corrected, leading to improved ego vehicle strategies. This framework guarantees the ego vehicle safety under suitable conditions and approximates the optimal solution despite the lack of information. Comparative studies between PG, PCPG, and CBF-based approaches show that the PCPG ensures the ego vehicle safety, while the CBF-based approach is not always able to do so if the ego vehicle has limited control authority. It is because the PCPG enables the ego vehicle to always keep in mind the global situation, while the CBF constraints become active only when a collision threat is clear, that is, passively reacting to the environment instead of proactively predicting and planning. With this framework, the long-standing challenges in AV decision-making, including safety, interpretability, computational scalability, applicability to diverse scenarios, and human-like intelligence, are all appropriately addressed. In future work, we will further improve the practicability of the PCPG framework by considering more advanced corrector designs, for example, filtered versions of previous action deviations, to account for possible sensing noises.
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