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We consider a model of the classical spinning particle in which the coadjoint orbits of the Poincare group are parametrized by two pairs of canonically conjugate four vectors, one representing the standard position and momentum variables and the other which encodes the spinning degrees of freedom. This “Dual Phase Space Model” is shown to be a consistent theory of both massive and massless particles and allows for coupling to background fields such as electromagnetism. The on–shell action is derived and shown to be a sum of two terms, one associated with motion in spacetime and the other with motion in “spin space.” Interactions between spinning particles are studied and a necessary and sufficient condition for consistency of a three–point vertex is established.

I. INTRODUCTION

The notion of “intrinsic angular momentum” was first discussed in the context of classical general relativity by Cartan \cite{1} in 1922. Spin, as it relates to the description of elementary particles, didn’t make an appearance until 1925 in the work of Goudsmit and Uhlenbeck \cite{2} who proposed that the splitting of spectral lines in the anomalous Zeeman effect could be explained by attributing an internal angular momentum to the electron. This idea was made rigorous a few years later when Dirac \cite{3} published his famous equation, now universally accepted as the correct quantum mechanical description of spin–\frac{1}{2} particles. Despite the success Dirac’s theory has enjoyed it offers little insight into the physical origin of spin, referred to by Pauli as a “two–valued quantum degree of freedom.” Modern treatments hold to this line of thought, either claiming outright that spin has no classical interpretation \cite{4} or avoiding the topic altogether \cite{5}. That is not to say attempts haven’t been made to understand spin from a classical perspective, the literature on the subject is vast pre–dating even Dirac\cite{4}.

Classical models of spin can be roughly divided into two types: phenomenological and group theoretic. Phenomenological models were the first to appear and took as their starting point some intuition regarding the internal structure of a spinning particle. For example, Frenkel \cite{12}, Thomas \cite{13, 14} and Kramer \cite{15, 16} proposed that spin was represented by an anti–symmetric tensor $S_{\mu\nu}$ whose interaction with the electromagnetic field $F_{\mu\nu}$ was governed by a covariant generalization of $\partial_t S \propto \vec{S} \times \vec{B}$, the equation for precession of a magnetic moment $\vec{S}$ in a magnetic field $\vec{B}$. In contrast, Mathisson \cite{17}, Papapetrou \cite{18, 19} and Dixion \cite{20–22} assumed that all information about the spinning particle is contained in its stress energy tensor $T_{\mu\nu}$ with equations of motion following from conservation of energy, $\nabla_{\nu} T^{\mu\nu} = 0$. Others characterized a spinning particle by a point charge and dipole moment \cite{23, 24, 25}, or as a relativistic fluid \cite{26, 27} while still others proposed semi–classical models \cite{28, 29}. The last of these was quantized and shown to reproduce the Dirac propagator in the path integral

\footnote{For readers interested in the subject see the review articles \cite{6–9} or the full length books \cite{10, 11}.}
formalism\textsuperscript{30, 31}. This Lagrangian perspective continues to be developed today\textsuperscript{32–35}.

Group theoretic models, on the other hand, connect directly with the quantum description of a spinning particle as irreducible representations of the Poincaré group. The first to attempt such a formulation were Hanson and Regge\textsuperscript{36} and Balachandran\textsuperscript{37–39}, both of whom assumed that the configuration space of a spinning particle was coordinatized by elements of the Poincaré group. This approach was formalized by Kirillov\textsuperscript{40}, Kostant\textsuperscript{41} and Souriau\textsuperscript{42, 43} who showed that the coadjoint orbits of a group form a symplectic manifold and therefore have a natural interpretation as the phase space of some classical system. Several authors\textsuperscript{44–48} have utilized the coadjoint orbit method to construct classical descriptions of spin, with quantization achieved by means of the worldline formalism\textsuperscript{49, 50}.

This approach is dramatically different from the most common worldline treatment of spinning particles\textsuperscript{51–55} where the spin degrees of freedom are represented by Grassmann variables. The group theoretical approach has in our view the merit of conceptual clarity, it allows the spinning degrees of freedom to be parametrized by variables which possess a semi–classical interpretation while also providing a common treatment of all spins at once. Moreover, Wiegmann\textsuperscript{47} has shown the equivalence between the Grassman variable treatment and the bosonic group theoretical approach. In this work we focus on the worldline description of spinning particles in terms of realistic compact degrees of freedom.

While providing some deep insight into the origin of spin, to the authors knowledge, the worldline approach has been principally concerned with understanding the propagation and quantization of single particles, possibly coupled to background fields. The question of interactions between several worldlines has not yet been developed and will be a focus of the present paper. One motivation for exploring this topic came from the recent understanding that there is, for a spinless particle, a direct connection between the form of the interaction vertex in momentum space and the locality of the corresponding interaction. Specifically, following\textsuperscript{56}, we showed in\textsuperscript{57} that a sufficient condition for local interactions is that the vertex factor be linear in the constituent momenta. Conversely, theories such as relative locality\textsuperscript{56, 58, 59} which permit momentum combination rules that are non–linear also realize non–local interactions. It is well known that for a scalar particle the vertex factor is just conservation of momenta and interactions are local as expected. Spinning particles are a different story since the presence of internal angular momentum modifies the vertex factor and the localisation properties\textsuperscript{60}. The question which we wish to answer is whether this modification is dramatic enough to allow for non–local behaviour.

The first result of this paper is to propose a new parametrisation for the phase space of a relativistic spinning particle, called the Dual Phase Space Model (DPS). In this parametrization the standard phase space of \((x, p)\) is extended by a second set of canonical variables \((\chi, \pi)\) which span a “spin” or “dual” phase space. We describe in detail the set of constraints on this dual space that realizes the relativistic spinning particle and show that interactions are local not only in \(x\) but in the dual position space \(\chi\) as well. This dual locality property is one of the main results of this paper. We also provide a precise formulation of the on–shell action for a spinning particle. From this analysis it becomes clear that the quantum phase factor is the sum of two terms: one is the usual proper–time \(\tau = m \int |\dot{x}| dt\), which depends on the spacetime motion, while the second factor is an angle \(\theta = s \int |\dot{\chi}| dt\) that depends on the spin motion.

This paper is organized as follows: In Section\textsuperscript{11} we present an overview of the coadjoint orbit method for a general matrix Lie group, the procedure is then implemented explicitly.
in Section III for the Poincare group. Two possible parametrizations of the these orbits are presented in Section IV and the spin quantization condition is discussed. Section V introduces the Dual Phase Space Model which is shown to be a consistent description of both massive and massless spinning particles. Equations of motion are derived, the on–shell action is calculated and a consistent coupling to electromagnetism is demonstrated. Finally, interactions between spinning particles are studied in Section VII, where we prove that dual locality is a necessary and sufficient condition for consistency of the three–point vertex.

II. ELEMENTARY CLASSICAL SYSTEMS AND THEIR QUANTIZATION

In this section we discuss the mathematical preliminaries which allow for a classical formulation of the spinning particle. For some readers this might sound paradoxical since spin is often viewed as a purely quantum object. However, while there are some phenomena, like the relationship between spin and statistics, which are purely quantum, it does not follow that the relativistic spinning particle has no classical description. What it does mean is that this description will only be accurate in the limit of large spins.

It is generally true that one can construct a classical realization of any quantum structure associated with a group $G$; for spin the relevant group is the Poincaré group. The procedure for doing so is called the coadjoint orbit method [61] and is outlined below for the case of matrix Lie groups; a reasonable simplification as most groups of interest fall into this category.

Let $G \subset \text{GL}(n, \mathbb{C})$ be a matrix Lie group and $g \subset \text{Mat}(n, \mathbb{C})$ its Lie algebra, the adjoint action of $g \in G$ on $X \in g$ is then matrix conjugation $\text{Ad}(g)X = gXg^{-1}$ and the coadjoint action of $G$ on the dual algebra $g^*$ is obtained by taking the dual of $\text{Ad}$. It satisfies

$$\langle \text{Ad}^*(g)\lambda, X \rangle = \langle \lambda, \text{Ad}(g^{-1})X \rangle,$$

where $\lambda \in g^*$ and $\langle , \rangle$ denotes the natural pairing between $g$ and $g^*$. Each coadjoint orbit $O_\lambda = \{ \text{Ad}^*(g)\lambda \mid g \in G \}$ possesses a natural symplectic structure $\sigma_\lambda$ and the pair $(O_\lambda, \sigma_\lambda)$ forms the classical phase space associated with the symmetry group $G$. To obtain $\sigma_\lambda$ explicitly we let $H_\lambda$ be the isotropy group for some $\lambda \in g^*$, then the bijection $p_\lambda : G/H_\lambda \rightarrow O_\lambda : [g] \rightarrow \text{Ad}^*(g)\lambda$ identifies the homogeneous space $G/H_\lambda$ with the coadjoint orbit through $\lambda$. A choice of section $g : G/H_\lambda \rightarrow G$ allows us to pull back the Maurer–Cartan form on $G$ to give a symplectic potential on $G/H_\lambda$

$$\theta_\lambda = \langle \lambda, g^{-1}dg \rangle. \tag{2}$$

The value of $\theta_\lambda$ depends explicitly on the choice of section. In particular, if $h : G/H_\lambda \rightarrow H_\lambda$ the change of section $g \rightarrow gh$ yields a corresponding variation $\delta\theta_\lambda = -\langle \lambda, h^{-1}dh \rangle$. Since $\text{Ad}^*(H_\lambda)\lambda = \lambda$, this sectional dependence disappears when considering the symplectic form

$$\omega_\lambda = d\theta_\lambda = -\langle \lambda, g^{-1}dg \wedge g^{-1}dg \rangle, \tag{3}$$

where the Maurer–Cartan equation $d(g^{-1}dg) = -g^{-1}dg \wedge g^{-1}dg$ has been used. One can now obtain the symplectic form on $O_\lambda$ by taking the pull back of $\omega_\lambda$ under $p_\lambda^{-1} : \sigma_\lambda = (p_\lambda^{-1})^*\omega_\lambda$.

We can proceed a bit further. Let $\hat{X}$ denote the extension of the Lie algebra element $X \in g$ to a right invariant vector field over $G$, then

$$\omega_\lambda(\hat{X}, \cdot) = \langle F_\lambda(g), [X, dgg^{-1}] \rangle = d\langle F_\lambda, X \rangle, \tag{4}$$
where $F_\lambda(g) := \text{Ad}^*(g)\lambda$ is a generic element of the coadjoint orbit through $\lambda$. It follows that the linear function $\mathcal{H}_X(g) := \langle F_\lambda(g), X \rangle$ is a Hamiltonian for the group action and $F_\lambda : G/H_\lambda \to \mathfrak{g}^*$ is its moment map. It follows that the Poisson bracket between two such functions is the commutator $\{\mathcal{H}_X, \mathcal{H}_Y\} = \mathcal{H}_{[X,Y]}$.

A classical description of some system is only useful if one can pass to the corresponding quantum version. In the present context this transition amounts to finding a map between the coadjoint orbits of a group and its irreducible representations. The key idea is that a classical phase space corresponds to a quantum Hilbert space and a phase space function is the commutator of highest weight $\Lambda$ is then given by

$$\text{Tr}_V(\rho_\lambda(e^{iX})) = \int \mathcal{D}g e^{\frac{i}{\hbar} \int_{S^1} \left(\lambda, g^{-1}\dot{g} - \langle F_\lambda(g), X \rangle\right) \, d\tau},$$

where the path integral is taken over all group valued periodic maps $g : S^1 \to G$. This is just a generalization of the usual Feynman path integral quantization where $\text{Tr}e^{i\mathcal{H}_X} \cdot \mathfrak{g}$ is written as

$$\text{Tr}e^{i\mathcal{H}_X} \cdot \mathfrak{g} = \int \mathcal{D}p \mathcal{D}q e^{\frac{i}{\hbar} \int_{S^1} (\dot{p} - H(p,q)) \, d\tau},$$

and the paths are chosen to be periodic. Here the phase space variables are $(p, q)$, with symplectic potential $pq$ and Hamiltonian $\mathcal{H}(p,q)$. In our case, the phase space variables are group elements $g$, with symplectic potential $\theta_\lambda = \langle \lambda, g^{-1}dg \rangle$ and Hamiltonian $\mathcal{H}_X(g) = \langle F_\lambda(g), X \rangle$ as discussed above.

This procedure can be reversed, mapping irreducible representations onto coadjoint orbits. To see this, suppose that $\rho : G \to \text{GL}(V)$ is a unitary irreducible representation of $G$ over the vector space $V$. To each normalised vector $|\Lambda\rangle \in V$, we can associate a linear functional $\lambda \in \mathfrak{g}^*$ by defining

$$\lambda(X) := \hbar \langle \Lambda | d\rho(X) |\Lambda\rangle,$$

where $X \in \mathfrak{g}$ and $d\rho$ is the representation of $\mathfrak{g}$ induced by $\rho$. $H_\lambda$ is by definition the subgroup that acts diagonally on $\Lambda$ and so, if $h = e^{i\mathcal{H}/\hbar} \in H_\lambda$ its action is given by

$$\rho(h) |\Lambda\rangle = e^{i\frac{\lambda(h)}{\hbar}} |\Lambda\rangle.$$

It follows that the linear functional associated with $\rho(g) |\Lambda\rangle$ is $\text{Ad}^*(g)\lambda$. If $\rho$ is an irreducible representation, every vector in $V$ can be represented as a linear combination of elements $\rho(g) |\Lambda\rangle$ with $g \in G$, therefore the map

$$V \to \mathcal{O}_\lambda,$$

$$\rho(g) |\Lambda\rangle \mapsto F_\lambda(g),$$
identifies rays in $V$ with points in the coadjoint orbits. More explicitly, if we label elements of $\mathcal{O}_\Lambda$ by the operators $X_\rho(g) := \rho(g) |\Lambda\rangle \langle \Lambda| \rho^\dagger(g)$, then the symplectic form
\[ \omega_\rho := -\hbar \text{Tr}_V(X_\rho dX_\rho \wedge dX_\rho), \] simplifies to $\omega_\rho = \hbar \langle \Lambda| \rho(g^{-1}) d\rho(g) \wedge \rho(g^{-1}) d\rho(g) |\Lambda\rangle$ which is equivalent to the one given in (3).

III. COADJOINT ORBITS OF THE POINCARE GROUP

Although we have presented the coadjoint orbit method in general we are only interested in its application to the Poincare group $\mathcal{P} = \text{SO}(3,1) \times \mathbb{R}^4$, which is well known to describe the symmetries of a relativistic spinning particle. In this section we will review the construction of these orbits and show that they are characterized by two quantities which are identified with the particle’s mass and spin.

Let $g(\Lambda,x)$ be a generic element of the Poincare group, where $\Lambda \in \text{SO}(3,1)$ is a Lorentz transformation and $x \in \mathbb{R}^4$ a translation, the group product is given by $(\Lambda_1,x_1)(\Lambda_2,x_2) = (\Lambda_1 \Lambda_2, x_1 + \Lambda_1 x_2)$. The generators of translations and Lorentz transformations, which form a basis for the Lie algebra $\mathfrak{p}$, are denoted $P_\mu$ and $J_{\mu\nu} = -J_{\nu\mu}$ respectively and satisfy
\[ [P_\mu, J_{\nu\rho}] = \eta_{\mu\nu} P_\rho - \eta_{\mu\rho} P_\nu, \quad [J_{\mu\nu}, J_{\rho\sigma}] = \eta_{\mu\rho} J_{\nu\sigma} - \eta_{\mu\sigma} J_{\nu\rho} - \eta_{\nu\rho} J_{\mu\sigma} + \eta_{\nu\sigma} J_{\mu\rho}. \]
It is now a straightforward exercise to compute the adjoint action of $g(\Lambda,x)$ on $\mathfrak{p}$, viz
\[ \text{Ad}(g(\Lambda,x)) P_\mu = \Lambda^\nu_{\mu} P_\nu, \quad \text{Ad}(g(\Lambda,x)) J_{\mu\nu} = \Lambda^\sigma_{\mu} \Lambda^\rho_\nu (J_{\rho\sigma} + P_\rho x_\sigma - P_\sigma x_\rho), \tag{12} \]
Introduce dual generators $\hat{P}^\mu$ and $\hat{J}^{\mu\nu}$ as a basis for the dual algebra, $\mathfrak{p}^*$, and let $\langle , \rangle$ be the natural pairing between $\mathfrak{p}$ and $\mathfrak{p}^*$, then $\langle \hat{P}^\mu, P_\nu \rangle = \delta^\mu_\nu$ and $\langle \hat{J}^{\mu\nu}, J_{\rho\sigma} \rangle = 2 \delta^\mu_\rho \delta^\nu_\sigma$. The coadjoint action is obtained from equation (12) by recalling its definition in terms of the adjoint action, see (11). We find
\[ \text{Ad}^*(g(\Lambda,x)) \hat{P}^\mu = \Lambda^\nu_{\mu} \left( \hat{P}^\nu - x_\rho \hat{J}^{\nu\rho} \right), \quad \text{Ad}^*(g(\Lambda,x)) \hat{J}^{\mu\nu} = \Lambda^\rho_{\mu} \Lambda^\sigma_\nu \hat{J}^{\rho\sigma}, \tag{13} \]
where $\Lambda^\nu_{\mu} = (\Lambda^{-1})^\nu_{\mu}$. Elements of the dual algebra $F \in \mathfrak{p}^*$ are parametrized by a vector $m_\mu$ and an anti-symmetric tensor $M_{\mu\nu}$, $F = (m_\mu, M_{\mu\nu})$. Under the coadjoint action these components transform as
\[ m_\mu \xrightarrow{\text{Ad}^*(g(\Lambda,x))} p_\mu = \Lambda^\nu_{\mu} m_\nu, \tag{14} \]
\[ M_{\mu\nu} \xrightarrow{\text{Ad}^*(g(\Lambda,x))} J_{\mu\nu} = (x \wedge p)_{\mu\nu} + \Lambda^\rho_{\mu} \Lambda^\sigma_{\nu} M_{\rho\sigma}, \tag{15} \]
where $(A \wedge B)_{\mu\nu} = A_\nu B_\mu - A_\mu B_\nu$. The quantities $p_\mu$ and $J_{\mu\nu}$ have standard physical interpretations, $p_\mu$ represents the total linear momentum of the particle while $J_{\mu\nu}$ represents the total angular momentum about the origin. Notice that we can split the total angular momentum as $J = L + S$, where $L = x \wedge p$ is the orbital part and $S = (\Lambda M \Lambda^T)$ is the spin angular momenta.

These orbits are characterized by the value of two invariants, one of which is $p^2 = -m^2$,\[ \tag{2} \]

2 Quantities which remain unchanged by the coadjoint action of $\mathcal{P}$.
with \( m \) representing the mass of the particle. If \( m > 0 \), the other invariant is \( w^2 = m^2 s^2 \) where \( w_\mu = \frac{1}{2\hbar} \epsilon_{\mu\nu\rho\sigma} p^\nu J^{\rho\sigma} \) is the Pauli–Lubanski vector and \( s \) is identified with the particles spin. The phase space for a relativistic spinning particle of mass \( m \) and spin \( s \) is then

\[
\mathcal{O}_{m,s} = \{(p_\mu, J_{\mu\nu}) \mid p^2 = -m^2 \text{ and } w^2 = m^2 s^2 \}.
\]

(16)

An arbitrary element \( F_{m,s} \in \mathcal{O}_{m,s} \) defines the symplectic form \( \sigma_{F_{m,s}} \) and the symplectic manifold \( (\mathcal{O}_{m,s}, \sigma_{F_{m,s}}) \) constitutes a complete description of the relativistic spinning particle.

If, on the other hand, \( m = 0 \) then \( w^2 = 0 \) and since \( w \cdot p = 0 \) the Pauli–Lubanski vector must be proportional to the momentum \( w_\mu = s p_\mu \); the constant of proportionality will be the second orbit invariant. Physically, this represents a massless spinning particle with helicity given by \( s \); the corresponding phase space is denoted \( (\mathcal{O}_{0,s}, \sigma_{F_{0,s}}) \). There should be no confusion in denoting the spin and helicity by the same variable \( s \) as it will be clear from context what is being referred to.

IV. MODELS OF THE CLASSICAL SPINNING PARTICLE

Given a coadjoint orbit of the Poincare group, equation (16), a model of the relativistic spinning particle is obtained by making a choice of coordinates on \( \mathcal{O}_{m,s} \). There are many viable options and the resulting theories can seem disparate, but this is only superficial as one can always find a coordinate transformation between competing models. We demonstrate this explicitly for two popular coordinatizations, those of Balachandran [38] and Wiegmann [47] and in the process examine how the quantization condition \( 2s \in \mathbb{Z} \) arises.

A. Homogeneous Space

With \( m > 0 \) we can choose \( F_{m,s} \) to have components \( m^0 := m \delta^0_\mu \) and \( M_{\mu\nu} := 2 \hbar s \delta^1_{[\mu} \delta^2_{\nu]} \) which transform under the coadjoint action of \( g(\Lambda, x) \) as

\[
m^0 \lambda^0_\mu \rightarrow p_\mu = m \lambda^0_\mu ,
\]

(17)

\[
2s \delta^1_{[\mu} \delta^2_{\nu]} \lambda^1_\mu \rightarrow J^{\mu\nu} = 2m x_{[\mu} \lambda^1_{\nu]} + 2 \hbar s \delta^1_{[\mu} \lambda^2_{\nu]} .
\]

(18)

The phase space \( \mathcal{O}_{m,s} \) is then regarded as a subset of \( \mathcal{P} \) coordinatized by \( \{ x^\mu, \lambda^0_\mu, \lambda^1_\mu, \lambda^2_\mu \} \). In this parametrization the splitting \( J = L + S \) is realized explicitly as

\[
L_{\mu\nu} = m \left( x_\mu \lambda^0_\nu - x_\nu \lambda^0_\mu \right) \quad \text{and} \quad S_{\mu\nu} = \hbar s \left( \lambda^1_\mu \lambda^2_\nu - \lambda^1_\nu \lambda^2_\mu \right) .
\]

(19)

Comparison with equations (1) and (2) of [38] shows that this parametrization is identical to that of Balachandran.

To obtain the symplectic potential \( \theta_{m,s} \) we first expand the Lie algebra valued one form \( g^{-1}dg \) in the basis \( \{ P_\mu, J_{\mu\nu} \} \)

\[
g^{-1}(\Lambda, x)dg(\Lambda, x) = -\Lambda^\mu_\nu dx^\nu P_\mu + \frac{1}{2} \eta_{\rho\sigma} \Lambda^0_{\rho\sigma} d\Lambda^{\rho\sigma} J_{\mu\nu} ,
\]

then with \( F_{m,s} \) as described above, equation (2) gives

\[
\theta_{m,s} = -m \lambda^0_\mu dx^\mu + \frac{\hbar s}{2} \eta^{\mu\nu} \left( \lambda^1_\mu d\lambda^2_\nu - \lambda^1_\nu d\lambda^2_\mu \right) .
\]

(20)
We can now identify $p_\mu = m\Lambda_\mu^0$ with the momentum conjugate to $x^\mu$ and write the symplectic form $\omega_{m,s} = d\theta_{m,s}$ as

$$\omega_{m,s} = dx^\mu \wedge dp_\mu + \hbar s\eta^{\mu\nu}d\Lambda_\mu^1 \wedge d\Lambda_\nu^2.$$  \hspace{1cm} (21)

Finally, we obtain an action by regarding all coordinates as a function of an auxiliary parameter $\tau$ and integrate the symplectic potential, viz

$$S = \int d\tau \left[ p_\mu \dot{x}^\mu - \frac{\hbar s}{2} \eta^{\mu\nu} \left( \Lambda_\mu^1 \dot{\Lambda}_\nu^2 - \Lambda_\nu^2 \dot{\Lambda}_\mu^1 \right) \right],$$  \hspace{1cm} (22)

where we have dropped an overall minus sign in the action. Note that we still regard $p_\mu$ as being derived from the Lorentz transformation $\Lambda_\mu^0$ which implies that this parametrization is explicitly on–shell.

**B. Vector on a Sphere**

In [47] Wiegmann parametrizes, in a natural way, the spinning degrees of freedom by a unit vector $n_\mu$ orthogonal to the linear momentum $p_\mu$. We now explicitly show that the Wiegmann parametrisation is equivalent to Balachandran. To see how this correspondence comes about, put $A_\mu = \Lambda_\mu^1$ and $B_\mu = \Lambda_\mu^2$, then

$$\omega^S_{m,s} = \hbar s\eta^{\mu\nu} dA_\mu \wedge dB_\nu, \quad \text{and} \quad S_{\mu\nu} = \hbar s(A \wedge B)_{\mu\nu},$$  \hspace{1cm} (23)

where $\omega^S_{m,s} = \omega_{m,s} - dx \wedge dp$ is the spin component of the symplectic potential. Introduce the unit momenta $u_\mu = p_\mu/m$ and define $n_\mu = \epsilon_{\mu
u\rho\sigma}u^\nu A^\rho B^\sigma$; note that $n_\mu$ is proportional to the Pauli–Lubanski vector $w_\mu = msn_\mu$. The set $\{u_\mu, n_\mu, A_\mu, B_\mu\}$ forms an orthonormal basis for $\mathbb{R}^4$ adapted to the particle’s motion. We can then expand the Minkowski metric as

$$\eta_{\mu\nu} = -u_\mu u_\nu + n_\mu n_\nu + A_\mu A_\nu + B_\mu B_\nu.$$  

If one replace the $\eta^{\mu\nu}$ appearing in $\omega^S_{m,s}$ with the expanded version above we obtain

$$\omega^S_{m,s} = \frac{\hbar s}{2} (A \wedge B)^{\mu\nu} (du_\mu \wedge du_\nu - dn_\mu \wedge dn_\nu).$$  

We can now make use of the relation $(A \wedge B)_{\mu\nu} = -\epsilon_{\mu\nu\rho\sigma}u^\rho n^\sigma$ to eliminate $A$ and $B$ from the expressions for $\omega^S_{m,s}$ and $S_{\mu\nu}$ and obtain a parametrization given entirely in terms of $u_\mu$ and $n_\mu$:

$$\omega^S_{m,s} = \frac{\hbar s}{2} \epsilon_{\mu\nu\rho\sigma}u^\mu n^\nu (dn^\rho \wedge dn^\sigma - du^\rho \wedge du^\sigma), \quad S^S_{\mu\nu} = -\hbar s\epsilon_{\mu\nu\rho\sigma}u^\rho n^\sigma,$$  \hspace{1cm} (24)

which corresponds to the Wiegmann expressions [47]. The phase space of this model is coordinatized by $\{x^\mu, p^\mu, n^\mu\}$ subject to the constraints

$$p^2 = -m^2, \quad n^2 = 1, \quad p \cdot n = 0,$$  \hspace{1cm} (25)
which define the on-shell hypersurface. In the rest frame $u_\mu = \delta^{\mu}_0$ and the symplectic form $\omega^S_{m,s}$ reduces to

$$\sigma^S = -\frac{\hbar s}{2} \epsilon^{ijk} n^i d n^j \wedge d n^k,$$

which is just the area form on a sphere of radius $\hbar s$. It follows that we can regard the two–form (24) as a “relativistic generalization” of the symplectic structure on a sphere and $n_\mu$ as an $S^2$ vector boosted in the direction of $p_\mu$.

C. Quantization Condition

As presented above, the quantity $s$, which represents the particles spin, is permitted to assume any real value. To recover the usual restriction $-2s \in \mathbb{N}$ – one demands that the symplectic form $\omega/\hbar$ is integral, i.e. the integral of $\omega/\hbar$ over a non–trivial two cycle is an integer multiple of $2\pi$. Consider what this means for the model of Section IV B where there is a single non–trivial two cycle, namely the sphere $S^2$. In the rest frame, the quantization condition says

$$\frac{1}{\hbar} \int_{S^2} \omega = s \int_{S^2} \frac{1}{2} \epsilon^{ijk} n^i d n^j \wedge d n^k \in 2\pi \mathbb{N}.$$ 

The quantity under the integral sign is the area form on the two–sphere and evaluates to $4\pi$ which immediately gives the expected result $2s \in \mathbb{N}$.

A more intuitive approach is as follows: Let $C$ denote the worldline of a spinning particle, then one could attempt to define an action as the integral over the symplectic potential, i.e. $S = \int_C \theta_{m,s}$. Unfortunately, this is not well defined since the symplectic form is not exact and so $\theta_{m,s}$ does not exist globally. Instead we need to define $S$ as the integral of $\omega_{m,s}$ over some surface of which $C$ is a boundary

$$S = \int_C \theta_{m,s} = \int_S \omega_{m,s},$$

where $\partial S = C$. The choice of $S$ is ambiguous but if we demand that different surfaces change $S$ by a multiple of $2\pi \hbar$ then the path integral will be well defined, since it is $e^{\pm S}$ which is the relevant quantity. For the vector on a sphere, $C = S^1$ and so $S$ can either be the upper or lower half sphere. In the rest frame we have

$$\int_{S^2_{\text{upper}}} \omega_{m,s}^S = \int_{S^2_{\text{lower}}} \omega_{m,s}^S + \int_{S^2_{\text{lower}}} \omega_{m,s}^S,$$

and so we demand that $\int_{S^2} \omega_{m,s}^S = 2\pi \hbar$, which is the same condition arrived at in the more formal approach.

V. DUAL PHASE SPACE MODEL

The previous section presented a sampling of possible parametrizations for the coadjoint orbits of the Poincare group. There are many other options, all of which are equivalent and can be used interchangeably depending on what aspect of the theory is to be emphasised. Presently, our interest is in analysing the interaction vertex and so we introduce a parametrization that is particularly well suited to this task.
A. Choosing the Coordinates

To define this parametrization we introduce a length scale $\lambda$ and an energy scale $\epsilon$ such that $\lambda \epsilon = \hbar$, otherwise these scales are arbitrary constants. Recall the parametrization presented in IV A and define variables $\chi_{\mu} = \lambda \Lambda_{\mu}^1$ and $\pi_{\mu} = \epsilon s \Lambda_{\mu}^2$ so that the symplectic form \((21)\) is written as
\[
\omega = dx^\mu \wedge dp_{\mu} + d\chi^\mu \wedge d\pi_{\mu}.
\] (27)

We now forget that $p_{\mu}, \chi^\mu$ and $\pi_{\mu}$ are components of a Lorentz transformation and instead regard them as variables on a classical phase space coordinatized by \{\(x^\mu, p_{\mu}, \chi^\mu, \pi_{\mu}\)\}. It follows from (27) that \((x^\mu, p_{\mu})\) and \((\chi^\mu, \pi_{\mu})\) form pairs of canonically conjugate variables with Poisson brackets
\[
\{x^\mu, p_\nu\} = \delta^\mu_\nu, \quad \{\chi^\mu, \pi_\nu\} = \delta^\mu_\nu,
\] (28)
all others vanishing. From this perspective $\chi^\mu$ and $\pi_{\mu}$ span a “dual” phase space, separate from the standard phase space of $x^\mu$ and $p_{\mu}$, which encodes information about the particles spin. The internal angular momentum, $S_{\mu\nu}$, further bears out this duality since in these variables it assumes the form (see \((19)\))
\[
S_{\mu\nu} = (\chi \wedge \pi)_{\mu\nu},
\] (29)
in direct analogy to orbital angular momentum $L_{\mu\nu} = (x \wedge p)_{\mu\nu}$. It is for this reason that we have called this formulation the Dual Phase Space Model or DPS and view $\chi_{\mu}$ and $\pi_{\mu}$ as a dual “coordinate” and “momenta” respectively.

It remains to explicitly impose relations among the phase space variables that were implicit in their origin as Lorentz transformations. These constraints will define the dynamics of our theory and are given by
\[
(p^2 = -m^2, \quad \pi^2 = \epsilon^2 s^2), \quad (p \cdot \pi = 0, \quad p \cdot \chi = 0), \quad (\chi^2 = \lambda^2, \quad \chi \cdot \pi = 0).
\] (30)
We have grouped the constraints in this manner to emphasise the duality mentioned above. The first pair are mass shell conditions, one in standard phase space $p^2 = -m^2$ and one in dual phase space $\pi^2 = \epsilon^2 s^2$. In this description the spin is proportional to the length of the dual momenta. In the second set we see that the two phase spaces are not independent, rather dual phase space is orthogonal to the canonical momenta. The final two constraints emphasise the dramatic difference between standard phase space and dual phase space, since in the former $x$ is totally unconstrained, while $\chi$ is constrained to live on a 2-sphere.

As presently formulated DPS assumes $m \neq 0$; recall that we made this assumption at the outset of section IV A. This restriction can easily be lifted as all aspects of the current formulation, both Poisson brackets and constraints, are well defined in the limit $m \to 0$.

An important point to emphasize is that this parametrization is invariant under an $\text{SL}(2, \mathbb{R})$ global symmetry, since any transformation of the form
\[
(\chi_{\mu}, \pi_{\mu}) \to (A\chi_{\mu} + B\pi_{\mu}, C\chi_{\mu} + D\pi_{\mu}), \quad AD - BC = 1,
\] (31)
\footnote{From now on we will drop subscripts on the symplectic form.}
does not alter the Poisson brackets (28) or the angular momenta (29). Part of this symmetry can be fixed by imposing the orthogonality condition \( \pi \cdot \chi = 0 \), the remaining symmetry consists of a re-scaling \((\chi_\mu, \pi_\mu) \to (\alpha \chi, \alpha^{-1} \pi)\) as well as a rotation

\[
(\chi_\mu, \pi_\mu) \to (\cos \theta \chi_\mu + \frac{\Delta}{\ell s} \sin \theta \pi_\mu, \cos \theta \pi_\mu - \frac{\Delta}{\ell s} \sin \theta \chi_\mu).
\]

These demonstrate, respectively, that the choice of scales \(\lambda\) and \(\epsilon\) as well as the initial direction of the dual momenta are immaterial, only the product \(\lambda \epsilon\) is physically meaningful. We now assume that a choice of scale and axis has been made.

A brief note before we continue: The parametrization presented in this section is identical to the one used by Wigner in his description of continuous spin particles [63], see also [64] for a classical realization which emphasis the similarity. However, to the authors knowledge it has never been used in the context of standard spinning particles.

**B. Action and Equations of Motion**

An action for DPS is obtained by making the appropriate change of variables to equation (22), and explicitly implementing the constraints (30) by means of Lagrange multipliers, viz

\[
S = \int d\tau \left[ p_\mu \dot{\chi}_\mu + \pi_\mu \dot{\pi}_\mu - \frac{N}{2} (p^2 + m^2) - \frac{M}{2} \left( \frac{\pi^2}{\ell^2} + \frac{s^2 \chi^2}{\lambda^2} - 2s^2 \right) \right. \\
\left. - \frac{N_1}{2} \left( \frac{s^2 \chi^2}{\lambda^2} - \frac{\pi^2}{\ell^2} \right) - N_2 (\chi \cdot \pi) - N_3 (p \cdot \pi) - N_4 (p \cdot \chi) \right],
\]

where we have combined some of the constraints in anticipation of the upcoming constraint analysis. Computing the constraint algebra we find, for \(ms \neq 0\), there are two first class constraints

\[
\Phi_m := \frac{1}{2} \left( p^2 + m^2 \right), \quad \Phi_s := \frac{1}{2} \left( \frac{\pi^2}{\ell^2} + \frac{s^2 \chi^2}{\lambda^2} \right) - s^2,
\]

and four second class constraints

\[
\Phi_1 = \frac{1}{2} \left( \frac{s^2 \chi^2}{\lambda^2} - \frac{\pi^2}{\ell^2} \right), \quad \Phi_2 = \chi \cdot \pi, \quad \Phi_3 = p \cdot \pi, \quad \Phi_4 = p \cdot \chi.
\]

The latter satisfy the algebra

\[
\{\Phi_1, \Phi_2\} \approx 2s^2, \quad \{\Phi_3, \Phi_4\} \approx m^2,
\]

where \(\approx\) denotes equality on the constraint surface and all other commutators vanish. This means that \((\Phi_1, \Phi_2)\) form a canonical pair whenever \(s \neq 0\), as do \((\Phi_3, \Phi_4)\) when \(m \neq 0\).

\footnote{The off-shell algebra is a semi-direct product of SL(2, \(\mathbb{R}\)) with the 2-dimensional Heisenberg algebra \(H_2\). The SL(2, \(\mathbb{R}\)) algebra consists of \(\hbar(\Phi_s + s^2)\), \(\hbar \Phi_1\) and \(\Phi_2\).}

\[
\{\Phi_1, \Phi_2\} = 2(\Phi_s + s^2), \quad \{\Phi_s, \Phi_1\} = -2\Phi_2/\hbar^2, \quad \{\Phi_s, \Phi_2\} = 2\Phi_1.
\]

These in turn act naturally on \(\Phi_3\) and \(\Phi_4\)

\[
\{\Phi_s, \Phi_3\} = \frac{\Phi_4}{\epsilon^2}, \quad \{\Phi_1, \Phi_3\} = \frac{\Phi_4}{\ell^2}, \quad \{\Phi_2, \Phi_3\} = \Phi_3.
\]

\[
\{\Phi_s, \Phi_4\} = -\frac{s^2}{\lambda^2} \Phi_3, \quad \{\Phi_1, \Phi_4\} = \frac{\Phi_3}{\lambda^2}, \quad \{\Phi_2, \Phi_4\} = -\Phi_4.
\]

while together \(\Phi_3\) and \(\Phi_4\) satisfy

\[
\{\Phi_3, \Phi_4\} = (m^2 - 2\Phi_m).
\]
Furthermore, when $m = 0$ the constraints $\Phi_3$ and $\Phi_4$ become first class and so a massless spinning particle is described by four first class constraints and two second class constraints. For completeness we have included an explicit expression for the Dirac brackets in Appendix B.

The momentum constraint $\Phi_m$ generates, as usual, the re-parametrisation invariance of the worldline $\delta x_\mu = -N p_\mu$. On the other hand, the spin constraint $\Phi_s$ generates a $U(1)$ gauge transformation of the $\chi$ and $\pi$ variables. This transformation rotates the dual variables while preserving their normalization constraints $\Phi_i$:

$$
\delta \pi_\mu = + \left( \frac{s^2 M}{\lambda^2} \right) \chi_\mu, \quad \delta \chi_\mu = - \left( \frac{M}{\epsilon^2} \right) \pi_\mu.
$$

(Massive Spinning Particle)

Let’s now assume that $m \neq 0$, then the constraints $\Phi_i$, $i = 1, \ldots, 4$ are second class and so the associated Lagrange multipliers, $N_1, N_2, N_3, N_4$ must vanish. The resulting Hamiltonian is given by

$$
H = N\Phi_m + M\Phi_s = \frac{N}{2} \left( p^2 + m^2 \right) + \frac{M}{2} \left( \frac{\pi^2}{\epsilon^2} + \frac{s^2 \chi^2}{\lambda^2} - 2s^2 \right).
$$

and defines time evolution in the standard fashion: $\dot{A} = \{H, A\}$. The equations of motion are easily integrated, we find

$$
x_\mu(\tau) = X_\mu - NP_\mu \tau, \quad \chi_\mu(\tau) = \lambda \left( A_\mu \cos \left( \frac{Ms}{\hbar} \tau \right) + B_\mu \sin \left( \frac{Ms}{\hbar} \tau \right) \right),
$$

where $X_\mu, P_\mu, A_\mu$ and $B_\mu$ are constant vector solutions of $P^2 = -m^2$, $A^2 = B^2 = 1$ and $A \cdot P = B \cdot P = 0$. The momenta are simply given by

$$
p_\mu = -\frac{\dot{x}_\mu}{N} = P_\mu, \quad \pi_\mu = -\frac{\epsilon^2 \chi_\mu}{M}.
$$

This motion is expected, the coordinate $x_\mu$ evolves like a free particle while the dual coordinate $\chi_\mu$ undergoes oscillatory motion of frequency $Ms/\hbar$ in the plane orthogonal to $P_\mu$. Furthermore, the motion is such that both orbital and spin angular momentum are constants of motion, specifically: $L_{\mu\nu} = (X \wedge P)_{\mu\nu}$ and $S_{\mu\nu} = \hbar s (A \wedge B)_{\mu\nu}$.

(Massive Second Order Formalism)

Further insights into the nature of DPS becomes apparent when we consider the second order formalism which is obtained from equation (33) by integrating out the momenta and Lagrange multipliers. Only the main results will be presented here, for a more detailed analysis see Appendix A. We begin by computing the equations of motion for the momenta and dual momenta which can be solved for $p_\mu$ and $\pi_\mu$ and then substituted back into the action, we find

$$
S = \int d\tau \left[ \frac{\rho}{(NN - N_3^2)} - \tilde{M} \left( \chi^2 - \lambda^2 \right) - \frac{N}{2} m^2 + \tilde{N} \frac{\epsilon^2 s^2}{2} \right],
$$

(45)
where \( \rho \) is given by

\[
\rho := \frac{1}{2} \left[ \tilde{N}(\dot{x} - N_4 \chi)^2 + N(\dot{\chi} - N_2 \chi)^2 - 2N_3(\ddot{\chi} - N_2 \chi) \cdot (\dot{x} - N_4 \chi) \right],
\]

and we have introduced

\[
\tilde{N} = \frac{(M - N_1)}{\epsilon^2}, \quad \tilde{M} = \frac{s^2(M + N_1)}{\lambda^2}.
\]

We can now solve for \( N_2 \) and \( N_4 \) which amounts to making the replacements

\[
\dot{x}_\mu - N_4 \chi_\mu \rightarrow D_t x_\mu := \dot{x}_\mu - \frac{\dot{x} \cdot \chi}{\chi^2} \chi_\mu, \quad (48)
\]

\[
\dot{\chi}_\mu - N_2 \chi_\mu \rightarrow D_t \chi_\mu := \dot{\chi}_\mu - \frac{\dot{\chi} \cdot \chi}{\chi^2} \chi_\mu, \quad (49)
\]

where \( D_t \) is the time derivative projected orthogonal to \( \chi \). It remains to integrate out the Lagrange multipliers \( N, \tilde{N} \) and \( N_3 \); after some algebra we obtain the following form for the action

\[
S = \int d\tau \left[ \alpha \sqrt{\epsilon^2 s^2(D_t \chi)^2 - m^2(D_t x)^2 - 2\epsilon \cos \beta \sqrt{D_t x \cdot (D_t \chi)}} - \frac{\tilde{M}}{2} (\chi^2 - \lambda^2) \right], \quad (50)
\]

where \( |(D_t x) \cdot (D_t \chi)| = \sqrt{(D_t x \cdot D_t \chi)^2 - (D_t x)^2 (D_t \chi)^2} \) is a coupling between the particle motion and the spin motion, and \( \alpha, \beta = \pm 1 \) are signs used to define the square roots. Observe that we can not integrate out the final Lagrange multiplier since the variation of \( S \) with respect to \( \tilde{M} \) is just the constraint \( \chi^2 = \lambda^2 \). It can be checked that the momenta \( p_x = \partial S/\partial \dot{x} \) and \( \pi_\chi = \partial S/\partial \dot{\chi} \) satisfy the constraints

\[
p_x^2 = -m^2, \quad \pi_\chi^2 = \epsilon^2 s^2, \quad \pi_\chi \cdot \chi = 0, \quad p_x \cdot \pi_\chi = 0, \quad p_x \cdot \chi = 0. \quad (51)
\]

Moreover when evaluated on–shell the action simplifies drastically and becomes

\[
S = \alpha \int d\tau |m| |\dot{x}| - \beta \epsilon \alpha |\dot{\chi}|, \quad (52)
\]

where we have defined \( |\dot{x}| = \sqrt{-\dot{x}^2} \) and \( |\dot{\chi}| = \sqrt{\dot{\chi}^2} \). As expected, if \( s = 0 \) equation (52) reduces to the action of a relativistic scalar particle. On the other hand, when \( s \neq 0 \) we can view the quantity appearing under the integral as the effective velocity of the particle. The effect of the spin velocity \( \dot{\chi} \) is seen to either decrease (for \( \beta = + \)) or increase (for \( \beta = - \)) this effective velocity relative to the scalar case. Furthermore, given a trajectory \( (x(t), \chi(t)) \) we define the proper time \( \tau \) and the proper angle \( \theta \) as

\[
\tau(t) := \int_0^t |\dot{x}| dt', \quad \theta(t) := \frac{1}{\lambda} \int_0^t |\dot{\chi}| dt'. \quad (53)
\]

which can then be used to parametrize the motion

\[
x_\mu(t) = x_\mu - \frac{p_\mu}{m} \tau(t), \quad \chi_\mu(t) = \chi_\mu \cos \theta(t) + \frac{\lambda \pi_\mu}{\epsilon s} \sin \theta(t). \quad (54)
\]
Massless Spinning Particle

As mentioned earlier, a massless particle has four first class constraints, with $\Phi_3$ and $\Phi_4$ appearing in addition to $\Phi_s$ and $\Phi_m$, and so the relevant Hamiltonian is given by

$$H = \frac{N}{2} p^2 + \frac{M}{2} \left( \frac{\pi^2}{\epsilon^2} + \frac{s^2 \chi^2}{\lambda^2} - 2s \right) + \frac{N_3}{\epsilon} (p \cdot \pi) + \frac{sN_4}{\lambda} (p \cdot \chi). \quad (55)$$

Again the equations of motion are easily integrated, we find

$$\chi^\mu(\tau) = \lambda \left( A^\mu \cos \left( \frac{Ms}{\hbar} \tau \right) + B^\mu \sin \left( \frac{Ms}{\hbar} \tau \right) - \frac{N_4}{Ms} P^\mu \right), \quad (56)$$

$$x^\mu(\tau) = X^\mu + \tau \left( \frac{N_3^2 + N_4^2}{M} - N \right) P^\mu + \frac{\epsilon}{M} \left( N_3 \chi^\mu(t) + \frac{N_4 \hbar}{Ms} \chi^\mu(t) \right) \bigg|_{t=0}, \quad (57)$$

where $X_\mu, P_\mu, A_\mu$ and $B_\mu$ are constant vector solutions of $P^2 = 0$, $A^2 = B^2 = 1$ and $A \cdot P = B \cdot P = 0$. The momenta are given by,

$$p_\mu = P_\mu, \quad \pi_\mu(\tau) = -\frac{\epsilon}{M} (\epsilon \chi^\mu(\tau) + N_4 P_\mu). \quad (58)$$

Apart from a constant offset proportional to $P_\mu$ the evolution of $\pi_\mu$ and $\chi_\mu$ is identical to the massive particle. This is not the case for $x_\mu$ where, in addition to the expected linear evolution along $P_\mu$, there is oscillatory motion in the hyperplane orthogonal to $P_\mu$ of frequency $Ms/\hbar$ and amplitude $\hbar \sqrt{N_3^2 + N_4^2}/M$. This latter quantity, we note, is pure gauge, being a function of only the Lagrange multipliers $N_3, N_4$ and $M$.

VI. COUPLING TO ELECTROMAGNETISM

At this point DPS describes the free propagation of a relativistic spinning particle. Although our goal is to consider interactions between such particles it is important to show that DPS can be consistently coupled to electromagnetism. A coupling prescription is said to be consistent if it leaves the constraint structure invariant, lest the introduction of a background field fundamentally alter the system dynamics.

At leading order we have the minimal coupling prescription

$$p_\mu \rightarrow P_\mu = p_\mu + eA_\mu(x), \quad (59)$$

which modifies the Poisson bracket of $P_\mu$ with itself $\{P_\mu, P_\nu\} = -eF_{\mu\nu}$. Note that the pure spin constraints $\Phi_s, \Phi_1$ and $\Phi_2$ are unaffected by this adjustment. We can also include a higher order term via the spin orbit coupling $F_{\mu\nu}S^{\mu\nu}$ by making the replacement

$$\Phi_m = \frac{1}{2}(P^2 + m^2) \rightarrow \Phi_{m,g} = \Phi_m + \frac{eg}{4} F_{\mu\nu}S^{\mu\nu},$$

where $g$ is the gyromagnetic ratio and $S_{\mu\nu} = (\chi \wedge \pi)_{\mu\nu}$ the spin bivector. These modifications alter the algebra of constraints which now reads

$$\{\Phi_3, \Phi_4\} = - \left( P^2 - \frac{e}{2} F^{\mu\nu} S_{\mu\nu} \right) = \tilde{m}^2 - 2\Phi_{m,g}, \quad \{\Phi_{m,g}, \Phi_3\} = e(\pi_\mu K^\mu), \quad \{\Phi_{m,g}, \Phi_4\} = e(\chi_\mu K^\mu). \quad (60)$$

$$\{\Phi_{m,g}, \Phi_3\} = e(\pi_\mu K^\mu), \quad \{\Phi_{m,g}, \Phi_4\} = e(\chi_\mu K^\mu). \quad (61)$$
where we have introduced an “electromagnetic mass” \( \tilde{m} \) and an “acceleration” vector \( K \mu \)

\[
\tilde{m}^2 := m^2 + \frac{e(g + 1)}{2} F^{\mu\nu} S_{\mu\nu}, \quad K^\mu := F^{\mu\nu} P_\nu - \frac{g}{2} \left( F^{\mu\nu} P_\nu - \frac{1}{2} \partial^\mu F^{\nu\rho} S_{\nu\rho} \right).
\]  

(62)

This vector enters the commutator

\[
\{ \Phi_{m,g}, P_\mu \} = e \left( K_\mu + \frac{g}{2} F^{\mu\nu} P_\nu \right).
\]  

(63)

One can now check that, for a massive particle, this prescription does not change the number of degrees of freedom. The theory still possesses two first class and four second class constraints. In particular, \( \Phi_3 \) remains first class since the spin sector is unmodified, while the other first class constraint is given by

\[
\Phi_{EM} := \tilde{m}^2 \Phi_{m,g} - e(\chi_\mu K^\mu) \Phi_3 + e(\pi_\mu K^\mu) \Phi_4.
\]  

(64)

The remaining four constraints will be second class and so the total Hamiltonian is given by

\[
H := N\Phi_{EM} + M\Phi_8,
\]  

(65)

and it is straightforward to show that \( H \) preserves all constraints. In standard phase space the resulting equations of motion are given by

\[
\dot{x}^\mu = -N \left[ \tilde{m}^2 P^\mu + e(SK)^\mu \right],
\]  

(66)

\[
\dot{P}_\mu = Ne \left[ \tilde{m}^2 \left( K_\mu + \frac{g}{2} (FP)_\mu \right) + e(FSK)_\mu \right].
\]  

(67)

where we have denoted \((SK)^\nu = S^{\nu\rho} K_\rho\), \((FSK)_\mu = F_{\mu\nu} S^{\nu\rho} K_\rho\), etc... The equations of motion in dual phase space lead to

\[
\dot{S}_{\mu\nu} = Ne \left[ P_\mu (SK)_\nu + \frac{g\tilde{m}^2}{2} (FS)_{\mu\nu} - (a \leftrightarrow b) \right].
\]  

(69)

In the limit of weak \((\tilde{m}^2 \approx m^2)\) and constant electromagnetic field, equation (69) reduces to the Frenkel–Nyborg equation, \([6, 12]\).

For a massless particle, we can see that it is impossible to introduce an electromagnetic field while keeping \( \Phi_3 \) and \( \Phi_4 \) first class since their commutator involves the vector \( K_\mu \). This means that the minimal coupling prescription for a massless particle is inconsistent, it would change the number of degrees of freedom. This is hardly a surprise since it is well known that one cannot give a photon or a graviton an electromagnetic charge.

\[ \text{VII. INTERACTION VERTEX FOR CLASSICAL SPINNING PARTICLE} \]

We now come to the central result of this paper – the interaction vertex for a relativistic spinning particle. In general, interactions between classical point particles are governed by a system of ten equations, conservation of linear momentum (four) and conservation of total

\[
\dot{\chi}_\mu = -\frac{M}{\epsilon^2} \pi_\mu + eN \left( P_\mu K_\nu + \frac{g\tilde{m}^2}{2} F_{\mu\nu} \right) \chi^\nu, \quad \dot{\pi}_\mu = \frac{s^2 M}{\lambda^2} \chi_\mu + eN \left( P_\mu K_\nu + \frac{g\tilde{m}^2}{2} F_{\mu\nu} \right) \pi^\nu.
\]  

(68)
angular momentum (six). The latter is represented in the DPS model by \( J = x \wedge p + \chi \wedge \pi \) and is a constant of motion. For simplicity we restrict our attention to a trivalent vertex with one incoming and two outgoing particles, see Figure 1. The particles have phase space coordinates \((x_i, p_i), (\chi_i, \pi_i), i = 1, 2, 3\) and so the conservation equations are given explicitly by

\[
p_1 = p_2 + p_3, \tag{70}
\]

\[
(x_1 \wedge p_1 + \chi_1 \wedge \pi_1) = (x_2 \wedge p_2 + \chi_2 \wedge \pi_2) + (x_3 \wedge p_3 + \chi_3 \wedge \pi_3). \tag{71}
\]

The coordinate \(x_i\) denotes the spacetime location assigned to the interaction by particle \(i\) and since one assumes that interactions are local in spacetime we should have that \(x_1 = x_2 = x_3 = x\). Conservation of orbital angular momentum now follows immediately from locality and equation (70); to be explicit

\[
x_1 \wedge p_1 - x_2 \wedge p_2 - x_3 \wedge p_3 = x \wedge (p_1 - p_2 - p_3) = 0. \tag{72}
\]

Thus, the system of equations we need to solve reduces to

\[
x_1 = x_2 = x_3 = x, \quad p_1 = p_2 + p_3, \tag{73}
\]

\[
\chi_1 \wedge \pi_1 = \chi_2 \wedge \pi_2 + \chi_3 \wedge \pi_3. \tag{74}
\]

Equation (73) is standard, expressing the locality of interactions, which as mentioned in the introduction, goes hand in hand with conservation of the linear momentum. The second equation, which expresses conservation of spin angular momentum, requires some additional work to be properly interpreted.

### A. Dual Locality

We propose that conservation of spin angular momentum, equation (74), can be understood as an expression of the “dual locality” of the interaction vertex, i.e. interactions are “local” in dual phase space. Specifically, we assume that there exists a four–vector \(\chi_\mu\) such that \(\chi^2 = \lambda^2\) and

\[
\chi_1 = \chi_2 = \chi_3 = \chi, \tag{75}
\]

see Figure 1. It follows from (74) and (75) that \(\pi_1 = \pi_2 + \pi_3 + \alpha \chi\) for some constant \(\alpha\); contracting both sides with \(\chi\) we get \(\alpha \lambda^2 = \chi \cdot (\pi_1 - \pi_2 - \pi_3)\), the constraints \(\chi_i \cdot \pi_i = \chi \cdot \pi_i = 0\) then imply \(\chi\) is orthogonal to \(\pi_i\) and so \(\alpha = 0\). Thus, dual locality plus conservation of spin angular momentum intimates the conservation of dual momentum

\[
\pi_1 = \pi_2 + \pi_3. \tag{76}
\]

This, we note, is an exact analogue of the results in standard phase space, further emphasising the duality of the dual phase space formulation.

To show that dual locality is a viable ansatz we must demonstrate that it is consistent with the constraints (30), which need to be satisfied for each particle and are enumerated below

i) \(p_1 \cdot \chi = 0\)  
iv) \(p_1 \cdot \pi_1 = 0\)  
 vii) \(\chi \cdot \pi_2 = 0\)  
 x) \(\pi_2^2 = s_2^2\)

ii) \(p_2 \cdot \chi = 0\)  
 v) \(p_2 \cdot \pi_2 = 0\)  
 viii) \(\chi \cdot \pi_3 = 0\)  
 xi) \(\pi_3^2 = s_3^2\)

iii) \(\chi^2 = \lambda^2\)  
 vi) \(p_3 \cdot \pi_3 = 0\)  
 ix) \(\pi_1^2 = s_1^2\)  
 xii) \(\pi_1 = \pi_2 + \pi_3\)
Notice that we have included conservation of dual momentum in this list, equation xii), since it will be convenient to have all restrictions on dual phase space variables collected in one spot. To proceed we use that conservation of momenta, equation (73), implies that \( \{ p_1, p_2, p_3 \} \) span a two–plane, denoted \( p \). Introduce \( \{ e_0, e_1 \} \) as an orthonormal basis for \( p \), where it is assumed that \( e_0 \) is time–like, we can then extend this to an orthonormal basis for \( \mathbb{R}^4 \) by including two additional vectors \( \{ e_2, e_3 \} \). It will also be convenient to define a hodge dual in \( p \), denoted

\[
(q)_{\mu} := \epsilon_{\mu\nu\rho\sigma} e_2^\nu e_3^\rho q^\sigma,
\]

for \( q \in p \).

We now systematically solve the constraints beginning with i)-iii) which are easily seen to have solution

\[
\chi = \lambda (\cos \phi e_2 + \sin \phi e_3),
\]

for some arbitrary angle \( \phi \). Equations iv) – vi) imply that the dual momenta \( \pi_i \) lies in the hyper–plane orthogonal to \( p_i \), hence we can expand \( \pi_i \) as

\[
\pi_i = \alpha_i \tilde{p}_i + A_i e_2 + B_i e_3.
\]

The hodge dual of (73) implies \( \tilde{p}_1 = \tilde{p}_2 + \tilde{p}_3 \) and so, projecting xii) into the plane \( p \) and using (79) gives

\[
(\alpha_1 - \alpha_2) \tilde{p}_2 + (\alpha_1 - \alpha_3) \tilde{p}_3 = 0.
\]

Thus, if \( p_2 \) and \( p_3 \) are linearly independent we get \( \alpha_1 = \alpha_2 = \alpha_3 = \alpha \). On the other hand, projecting xii) orthogonal to \( p \) and using (79) again, requires \( A_1 = A_2 + A_3 \) and \( B_1 = B_2 + B_3 \). Constraints vii) and viii) are then easily solved by putting \( A_2 = -\beta \sin \phi \), \( B_2 = \beta \cos \phi \) and \( A_3 = -\gamma \sin \phi \), \( B_3 = \gamma \cos \phi \) respectively. In summary we have

\[
\begin{align*}
\pi_1 &= \alpha \tilde{p}_1 + (\beta + \gamma) \chi^\perp, \\
\pi_2 &= \alpha \tilde{p}_2 + \beta \chi^\perp, \\
\pi_3 &= \alpha \tilde{p}_3 + \gamma \chi^\perp,
\end{align*}
\]
where $\chi^\perp = -\sin \phi e_2 + \cos \phi e_3$ is orthogonal to $\chi$. It remains to consider ix)–xi) which are seen to give

\begin{align*}
m_1^2\alpha^2 + (\beta + \gamma)^2 &= s_1^2, \\
m_2^2\alpha^2 + \beta^2 &= s_2^2, \\
m_3^2\alpha^2 + \gamma^2 &= s_3^2.
\end{align*}

Before showing that the above equations possess a consistent solution we need to recall some restrictions on the mass and spin of the constituent particles, namely

\begin{align*}
m_2 + m_3 &\leq m_1, \\
|s_2 - s_3| &\leq s_1 \leq s_2 + s_3.
\end{align*}

The first inequality is well known, and easily derived from momentum conservation \([\text{73}].\) Equation \([\text{88}]\) on the other hand is a quantum mechanical result derived by considering the eigenvalues of the total angular momentum operator in a composite system. Here we will show that it follows from the assumption of dual locality. We begin by squaring equation \([\text{86}]\) to obtain

\[s_1^2 = s_2^2 + s_3^2 + 2\pi_2 \cdot \pi_3.\]

As $\pi_i$ is spacelike we can apply the Cauchy–Schwartz inequality with impunity

\[2|\pi_2 \cdot \pi_3| \leq 2|\pi_2||\pi_3| = 2s_2s_3.\]

Substituting this result into the previous equation gives $(s_2 - s_3)^2 \leq s_1^2 \leq (s_2 + s_3)^2$, and the desired result follows after taking square roots.

With this in mind we return to equations \([\text{84}]-\text{86}].\) The latter two can be used to solve for $\beta$ and $\gamma$ in–terms of $\alpha$ and the result substituted into \([\text{84}].\) After rearranging and taking the square we get a consistency condition for $\alpha$

\[(s_2^2 - m_2^2\alpha^2)(s_3^2 - m_3^2\alpha^2) = (S^2 - M^2\alpha^2)^2, \quad (89)\]

where $2M^2 := m_1^2 - m_2^2 - m_3^2$ and $2S^2 := s_1^2 - s_2^2 - s_3^2$. It is not enough to simply solve this equation for $\alpha$ since it is immediately obvious from \([\text{84}]-\text{86}].\) That $\alpha^2 \leq r_i^2$ where $r_i = s_i/m_i$ for $m_i \neq 0$. As such, we introduce variables $\theta_2$ and $\theta_3$ which satisfy

\[\alpha = r_2 \cos \theta_2 = r_3 \cos \theta_3, \quad (90)\]

and without loss of generality suppose $r_3 \leq r_2$. Note that we can choose the sign of $\theta_2$ and $\theta_3$ so that $\beta = s_2 \sin \theta_2$ and $\gamma = s_3 \sin \theta_3$. The consistency equation on $\alpha$ now reads $F(\theta_3) = 0$ where

\[F(\theta) := (S^2 - M^2 r_3^2 \cos^2 \theta)^2 - s_2^2 s_3^2 \sin^2 \theta \left(1 - \frac{r_2^2}{r_3^2} + \left(\frac{r_2}{r_3} \sin \theta\right)^2\right). \quad (91)\]

It suffices, therefore, to show that $F(\theta)$ has a zero in the interval $[-\pi/2, \pi/2]$ and so we note that

\[F(0) = (S^2 - M^2 r_3^2)^2 \geq 0, \quad F(\pm \pi/2) = -[(s_2 + s_3)^2 - s_1^2][s_1^2 - (s_2 - s_3)^2] \leq 0,\]
where the second equality follows from (88). By the intermediate value theorem there exists \( \theta \in [0, \pi/2] \) such that \( F(\pm \theta) = 0 \) and so \( \alpha = r_3 \cos \theta \) satisfies (89). It follows, for massive particles, that there are two solutions to the dual locality equations for which \( \alpha > 0 \). These two solutions are related by a change of orientation in the plane orthogonal to \( \mathbf{p} \); if \((\alpha, \beta, \gamma)\) is a solution then \((\alpha, -\beta, -\gamma)\) is also a solution. Note that by parity invariance \((-\alpha, -\beta, -\gamma)\) and \((-\alpha, \beta, \gamma)\) are also solutions.

The case where \( m_2 = 0 \) can be obtained from the above by allowing \( r_2 \to \infty \) in (91), and one can again obtain a solution for \( \alpha \) by using the intermediate value theorem. In the remaining case \( m_2 = m_3 = 0 \), equations (85) and (86) are solved immediately as \( \beta = \epsilon_2 s_2 \) and \( \gamma = \epsilon_3 s_3 \) where \( \epsilon_i = \pm 1 \). We then obtain for \( \alpha \)

\[
\alpha^2 = \frac{1}{m_i^2} \left( s_1^2 - (\epsilon_2 s_2 + \epsilon_3 s_3)^2 \right),
\]

where equation (88) implies that \( \epsilon_2 \epsilon_3 = -1 \) and we again find four solutions belonging to two sectors related by parity. This completes our analysis of the three particle interaction, showing that dual locality ensures a consistent vertex for any viable combination of spinning particles.

### B. Universality of Dual Locality

The previous section established dual locality as a sufficient condition to ensure a consistent three–point vertex, we now establish its necessity. The key point is that when the spin is non–zero, we have an additional gauge symmetry in the system which corresponds to a rotation in the \((\chi, \pi)\) plane, recall equation (41):

\[
R_\theta(\chi_\mu, \pi_\mu) = (\cos \theta \chi_\mu + \frac{\lambda}{\epsilon_3} \sin \theta \pi_\mu, \cos \theta \pi_\mu - \frac{\lambda}{\epsilon_3} \sin \theta \chi_\mu).
\]  

(92)

Such a gauge transformation does not change the value of the spin bivector \( R_\theta(\chi) \wedge R_\theta(\pi) = \chi \wedge \pi \). Therefore if \((\chi_i, \pi_i)_{i=1,2,3}\) is a solution of (74) then \((R_\theta_i(\chi_i), R_\theta_i(\pi_i))_{i=1,2,3}\) is also a solution for arbitrary \( \theta_i \). This is simply an expression of the gauge symmetry of the theory. The main claim we now want to prove is that any solution of the spin conservation equation (74) is gauge equivalent to a solution satisfying dual locality. In other words if \((\chi_i, \pi_i)_{i=1,2,3}\) is a solution of (74) then there exists \((\chi', \pi')_{i=1,2,3}\) with \( \pi_1' = \pi_2' + \pi_3' \), and \( \theta_i \) such that

\[
(\chi_i, \pi_i) = (R_\theta_i(\chi'), R_\theta_i(\pi')) \text{, for } i = 1, 2, 3.
\]  

(93)

Note that in addition to the rotation (41) DPS is invariant under the global re–scaling \( \lambda \to \alpha \lambda \) and \( \epsilon \to \alpha^{-1} \lambda \). Therefore, we can assume that all \( \lambda_i \) and \( \epsilon_i \) have been re–scaled to some common values \( \lambda \) and \( \epsilon \).

Suppose that we have a solution to equations (73) and (74), including all accompanying constraints. It is always possible to choose \( \chi_i \) orthogonal to the plane \( \mathbf{p} \), to see why consider \( \chi_2 \). By construction \( \chi_2 \cdot p_2 = 0 \) and so we need only ensure that it is orthogonal to \( p_3 \) since then conservation of momentum guarantees that it will be orthogonal to \( p_1 \) as well. Hence, if \( \chi_2 \cdot p_3 \neq 0 \) a gauge rotation with \( \cot \theta = \lambda \pi_2 \cdot p_3/(s_2 \chi_2 \cdot p_3) \), will ensure that the new \( \chi_2 \) is orthogonal to \( p_3 \). A similar argument holds for the other \( \chi_i \) and the claim is justified.

\footnote{It is impossible to have three massless interacting particles.}
thereby allowing us to write \( \chi_i = \lambda (\cos \phi_i e_2 + \sin \phi_i e_3) \), since \( \chi_i^2 = \lambda^2 \). Now, contract \((\ref{eq:74})\) with \((p_1, p_2, p_3)\) to obtain

\[
\begin{align*}
\chi_2(p_3 \cdot \pi_2) + \chi_3(p_2 \cdot \pi_3) &= 0, \\
\chi_1(p_2 \cdot \pi_1) - \chi_3(p_2 \cdot \pi_3) &= 0, \\
\chi_1(p_3 \cdot \pi_1) - \chi_2(p_3 \cdot \pi_2) &= 0.
\end{align*}
\]

There are two cases to consider. Either \((p_i \cdot \pi_j)_{i \neq j}\) are all vanishing or they are all non-vanishing. Indeed, if \(p_3 \cdot \pi_2 = 0\) the above equations imply that \(p_2 \cdot \pi_3 = p_2 \cdot \pi_1 = p_3 \cdot \pi_1 = 0\) which in turn, via momentum conservation, yield \(p_1 \cdot \pi_2 = p_1 \cdot \pi_3 = 0\).

Let us first assume that \(p_i \cdot \pi_j = 0\). As argued above, \(\chi_i\) and \(\pi_i\) are orthogonal to \(p\) and therefore can be expanded as

\[
\chi_i = \lambda (\cos \phi_i e_2 + \sin \phi_i e_3), \quad \pi_i = s_i \epsilon (-\sin \phi_i e_2 + \cos \phi_i e_3).
\]

A further gauge transformation with \(\theta_i = -\phi_i\) can now be performed to give \(\chi_i = \lambda e_2\), \(\pi_i = s_i \epsilon e_3\), which proves the proposition.

In the generic case we have \((p_i \cdot \pi_j)_{i \neq j} \neq 0\). Contract equation \((\ref{eq:94})\) with \(\pi_3\) to obtain \(\pi_3 \cdot \chi_2 = 0\); repeating for the other \(\pi_i\) we find that \((\chi_i)_{i=1,2,3}\) is orthogonal to \((\pi_j)_{i=1,2,3}\). With this established we can return to equation \((\ref{eq:74})\) contract with \(\chi_1\) and then \(\chi_2\) and combine the results to eliminate the terms proportional to \(\pi_1\), we find

\[
0 = [(\chi_1 \cdot \chi_2)^2 - \lambda^4] \pi_2 + [(\chi_1 \cdot \chi_3)(\chi_1 \cdot \chi_2) - \lambda^2(\chi_2 \cdot \chi_3)] \pi_3.
\]

Note that \(\pi_2\) and \(\pi_3\) can not be parallel since then \(\pi_2 \cdot p_3 \propto \pi_3 \cdot p_3 = 0\) which is contrary to the original assumption \(\pi_2 \cdot p_3 \neq 0\). Hence, the previous equation implies that

\[
|\chi_1 \cdot \chi_2| = \lambda^2.
\]

As \(\chi_i\) are space-like vectors which satisfy \(\chi_i^2 = \lambda^2\), the Cauchy–Schwartz inequality implies that \(\chi_1\) and \(\chi_2\) are parallel, hence \(\chi_1 = \pm \chi_2\). We can repeat the above procedure, contracting \((\ref{eq:94})\) with \(\chi_1\) and \(\chi_3\), to obtain \(\chi_1 = \pm \chi_3\), and so

\[
\epsilon_1 \chi_1 = \epsilon_2 \chi_2 = \epsilon_3 \chi_3 = \chi,
\]

where \(\epsilon_i = \pm\). This is not exactly what we want. All we have to do is perform another set of gauge transformations by the angle \((1 - \epsilon_i)\pi/2\) to transform \((\chi_i, \pi_i)\) to \((\epsilon_i \chi_i, \epsilon_i \pi_i)\). Note that these gauge transformations do not affect any of the orthogonality properties established before and so we obtain the dual locality property

\[
\chi_1 = \chi_2 = \chi_3 = \chi, \quad \pi_1 = \pi_2 + \pi_3.
\]

This completes the proof, showing that a solution to \((\ref{eq:74})\) and \((\ref{eq:73})\) implies that dual locality holds, up to a gauge re-labelling.

C. An Alternative View of Dual Locality

The universality of dual locality is an important result further emphasising the symmetry between standard and dual phase space. As such, it will be beneficial to see how dual locality
arises from one of the alternative models presented earlier in this paper. In particular, select the parametrization of Section [IV.B] where spin is represented by a single vector $n_\mu$. Recall that $n_\mu$ has the interpretation of an $S^2$ vector boosted in the direction of the particles momenta and the spinning part of angular momentum is given by $S_{\mu\nu} = s \ast (n \wedge u)_{\mu\nu}$. Consider again a three particle interaction with one particle incoming and the other two outgoing. In what follows we will assume $m \neq 0$.

![Diagram of three particles with vectors](image.png)

FIG. 2. Relationship between $\chi$ and $\pi$ and $n$ for particle one, plotted in the hyperplane orthogonal to $p_1$. To ensure that all vectors sit on the same sphere we have plotted the unit vectors $\hat{\chi}$ and $\hat{\pi}_1$.

Interactions, as previously discussed, are governed by conservation of linear momentum, equation (73), and conservation of spin angular momentum. The latter, after taking the hodge dual and making use of (73), can be written as

$$
[(r_1n_1 - r_2n_2) \wedge p_2] + [(r_1n_1 - r_3n_2) \wedge p_3] = 0,
$$

where $r_i = s_i/m_i$. Let $A^{\perp}_p$ denote the projection of a vector $A$ onto the plane orthogonal to $p$, applying this projection to (98) yields\(^7\)

$$
r_1n_1^{\perp}_p = r_2n_2^{\perp}_p = r_3n_3^{\perp}_p.
$$

\(^7\) Assuming $p_2$ and $p_3$ are linearly independent.
A further condition on the $n_i$ is obtained by contracting (98) with $\tilde{p}_2 \wedge \tilde{p}_3$, viz

$$r_1 n_1 \cdot \tilde{p}_1 = r_2 n_2 \cdot \tilde{p}_2 + r_3 n_3 \cdot \tilde{p}_3.$$  \hspace{1cm} (100)

The previous two equations provide a natural method for defining variables $\chi$ and $\pi_i$ which satisfy dual locality, in particular

$$\chi = \frac{\lambda}{|n_i^{\perp}|} \ast (e_0 \wedge e_1 \wedge n_i) \quad \text{and} \quad \pi_i = \frac{er_i}{\lambda} \ast (\chi \wedge p_i \wedge n_i).$$

It follows from (99) that $\chi$ is independent of $i$ while (100) can be used to show $\pi_1 = \pi_2 + \pi_3$. The necessary constraints, see i) – xi), are also satisfied as one can easily check. Note that the above definitions are ambiguous up to a sign, although the same sign must be chosen for all $\pi_i$, and so we see again that there are four possible solutions belonging to two parity related sectors. In summary, conservation of angular momentum requires that the vectors $r_i n_i$ are equal when projected into the plane $p^{\perp}$. The dual position $\chi$ is then the unique (up to a sign) vector of length $\lambda$, lying in the plane $p^\perp$ which is orthogonal to $r_i n_i^{\perp}$. In turn, the dual momenta $\pi_i$ is the unique (up to a sign) vector of length $\lambda$ orthogonal to $p_i$, $n_i$ and $\chi$. We have pictured the relationship between $\chi$, $\pi_1$ and $n_1$ in Figure 2 with the sphere sitting in the hyper–plane orthogonal to $p_1$. The projections of $p_2$ and $p_3$ into this hyper–plane are parallel (or anti–parallel) and define a normal vector for the equatorial plane, which is identified with $p^\perp$.

**VIII. CONCLUSION**

The dual phase space model presented herein provides a unique perspective on the relativistic spinning particle. It imagines the variables which parametrize the spinning degrees of freedom as living in their own phase space, independent from the standard phase space of $x_\mu$ and $p_\mu$. The structure of these spaces and their relationship with one another are governed by constraints which yield linear propagation of the coordinate variable as well as oscillatory motion of the dual variables. Furthermore, the on–shell action for DPS is seen to be the sum of the usual proper time which encodes motion in spacetime, and a “proper angle” determined by the spin motion.

The three point interaction vertex is further testament to the utility of DPS. Given that interactions are governed by conservation of linear and angular momentum we showed that consistency is possible if and only if dual locality is satisfied, in which case conservation of angular momentum becomes conservation of dual momenta. This further emphasises the symmetry between the two phase spaces and provides a prescription for implementing interactions in the worldline formalism.

If, for a moment, one ignores the constraints then DPS implies that the phase space of a spinning particle is twice as large as that of a scalar particle. If one takes the duality of DPS seriously, then this doubling suggests that one might be able to realize the spinning particle as a composite of two scalar particles. The behaviour of the spinning particle itself could then be viewed as emerging from interactions between the constituent particles. This is a radical proposal which we intend to explore more fully in a subsequent paper.
Appendix A: Second Order Formulation

In this appendix we present the second order formulation of the DPS action which is obtained from equation (33) by integrating out the momenta and all Lagrange multipliers. We begin by re-writing the action as

\[
S = \int d\tau \left[ p_\mu (\dot{x}_\mu - N_4 \chi^\mu) + \pi_\mu (\dot{\chi}_\mu - N_2 \chi) - \frac{N}{2} (p^2 + m^2) - \frac{\tilde{N}}{2} (\epsilon^2 - \epsilon^2 s^2) - N_3 (p \cdot \pi) \right] \tag{A1}
\]

\[
- \frac{\tilde{M}}{2} (\chi^2 - \lambda^2) \right]. \tag{A2}
\]

where we have introduced

\[
\tilde{N} = \frac{(M - N_1)}{\epsilon^2}, \quad \tilde{M} = \frac{s^2 (M + N_1)}{\lambda^2}. \tag{A3}
\]

The equations of motion for the momenta read

\[
N p_\mu + N_3 \pi_\mu = (\dot{x}_\mu - N_4 \chi^\mu), \tag{A4}
\]

\[
N_3 p_\mu + \tilde{N} \pi_\mu = (\dot{\chi}_\mu - N_2 \chi^\mu), \tag{A5}
\]

and upon inverting these we obtain

\[
(N \tilde{N} - N_3^2) p_\mu = \tilde{N} (\dot{x}_\mu - N_4 \chi^\mu) - N_3 (\dot{\chi}_\mu - N_2 \chi^\mu), \tag{A6}
\]

\[
(N \tilde{N} - N_3^2) \pi_\mu = -N_3 (\dot{x}_\mu - N_4 \chi^\mu) + N (\dot{\chi}_\mu - N_2 \chi^\mu). \tag{A7}
\]

Substituting this result into (A1) we find

\[
S = \int d\tau \left[ \frac{\rho}{(N \tilde{N} - N_3^2)} - \frac{\tilde{M}}{2} (\chi^2 - \lambda^2) - \frac{N}{2} m^2 + \frac{\tilde{N}}{2} (\epsilon^2 s^2) \right], \tag{A8}
\]

where \( \rho \) is given by

\[
\rho := \frac{1}{2} \left[ \tilde{N} (\dot{x} - N_4 \chi)^2 + N (\dot{\chi} - N_2 \chi)^2 - 2 N_3 (\dot{\chi} - N_2 \chi) \cdot (\dot{x} - N_4 \chi) \right]. \tag{A9}
\]

We can now start integrating out the constraints, begin by varying (A8) with respect to \( N_2 \) and \( N_4 \), then

\[
N_2 \chi^2 = \dot{\chi} \cdot \chi, \quad N_4 \chi^2 = \dot{x} \cdot \chi. \tag{A10}
\]

This suggests that we introduce the notation

\[
D_t x_\mu := \dot{x}_\mu - \frac{(\dot{x} \cdot \chi)}{\chi^2} \chi_\mu, \quad D_t \chi^\mu := \dot{\chi}_\mu - \frac{(\dot{\chi} \cdot \chi)}{\chi^2} \chi_\mu, \tag{A11}
\]

where \( D_t \) is the time derivative projected orthogonal to \( \chi \). We can now compute the variation with respect to the Lagrange multipliers \( N, \tilde{N} \) and \( N_3 \); after some algebra we find

\[
(D_t x)^2 = \tilde{N}^2 \epsilon^2 s^2 - N_3^2 m^2, \tag{A12}
\]

\[
(D_t \chi)^2 = N_3^2 \epsilon^2 s^2 - N_2^2 m^2, \tag{A13}
\]

\[
(D_t x) \cdot (D_t \chi) = N_3 \tilde{N} \epsilon^2 s^2 - N_2 N m^2. \tag{A14}
\]
To solve for these equations it will be convenient to define

\[
D := (N\tilde{N} - N_3^2)s\epsilon m, \quad T := (\tilde{N}\epsilon^2 s^2 - Nm^2),
\]

which allow us to re-write (A12)-(A14) as

\[
(D_t\chi)^2 = \tilde{N}T + \frac{mD}{s\epsilon}, \quad (D_t\chi) \cdot (D_t x) = N_3T, \quad (D_t x)^2 = NT - \frac{seD}{m}.
\]

These relations are straightforward to invert and we find

\[
D = \beta \sqrt{[(D_t\chi) \cdot (D_t x)]^2 - (D_t x)^2(D_t\chi)^2} = \beta |(D_t x) \wedge (D_t \chi)|, \quad (A17)
\]

\[
T = \alpha \sqrt{\epsilon^2 s^2(D_t\chi)^2 - m^2(D_t x)^2 - 2\beta s\epsilon m |(D_t x) \wedge (D_t \chi)|}, \quad (A18)
\]

where \(\alpha = \pm 1\) and \(\beta = \pm 1\) are signs needed to define the square root. For definiteness we choose both signs to be positive from now on. Thus, after integration of \(N_2, N_4\) and \(N, \tilde{N}\) and \(N_3\) the action becomes

\[
S = \int d\tau \left[ \alpha \sqrt{\epsilon^2 s^2(D_t\chi)^2 - m^2(D_t x)^2 - 2\epsilon s\beta m |(D_t x) \wedge (D_t \chi)|} - \frac{\tilde{M}}{2}(\chi^2 - \lambda^2) \right]. \quad (A19)
\]

Observe that we can not integrate out the final Lagrange multiplier since the variation of \(S\) with respect to \(\tilde{M}\) is just the constraint \(\chi^2 = \lambda^2\). We can however, obtain expressions for some of the other Lagrange multipliers, viz

\[
N = \frac{m(D_t x)^2 + s\epsilon |(D_t x) \wedge (D_t \chi)|}{mT}, \quad (A20)
\]

\[
\tilde{N} = \frac{s\epsilon(D_t\chi)^2 - m\beta |(D_t x) \wedge (D_t \chi)|}{s\epsilon T}, \quad (A21)
\]

\[
N_3 = \frac{|(D_t x) \cdot (D_t \chi)|}{T}. \quad (A22)
\]

The conjugate momenta are now obtained via the standard prescription \(p_x = \partial S/\partial \dot{x}\) and \(\pi_\chi = \partial S/\partial \dot{\chi}\), we find

\[
p_{x,\mu} = \frac{m}{T} \left( mD_t x_\mu + \frac{\beta s\epsilon}{|D_t x \wedge D_t \chi|} \left[ (D_t x \cdot D_t \chi)D_t \chi_\mu - (D_t \chi)^2 D_t x_\mu \right] \right), \quad (A23)
\]

\[
\pi_{\chi,\mu} = \frac{s\epsilon}{T} \left( s\epsilon D_t \chi_\mu - \frac{m\beta}{|D_t x \wedge D_t \chi|} \left[ (D_t x \cdot D_t \chi)D_t x_\mu - (D_t x)^2 D_t \chi_\mu \right] \right). \quad (A24)
\]

It can be checked that these momenta satisfy the constraints

\[
p_{x}^2 = -m^2, \quad \pi_{\chi}^2 = \epsilon^2 s^2, \quad \pi_\chi \cdot \chi = 0, \quad p_x \cdot \pi_\chi = 0, \quad p_x \cdot \chi = 0. \quad (A25)
\]

The variation of the action with respect to \(x_\mu\) and \(\chi_\mu\) determines the Lagrange equations of motion, in particular

\[
\dot{p}_{x,\mu} = 0, \quad \dot{\pi}_{\chi,\mu} = -(\chi \cdot \dot{x})p_{x,\mu} - (\chi \cdot \dot{\chi})\pi_{\chi,\mu} - \tilde{M}\chi_\mu. \quad (A26)
\]
Provided we implement $\chi^2 = \lambda^2$ these equations preserve $p_x^2 = -m^2$ and $\pi^2 = \epsilon^2s^2$; demanding that $\pi \cdot \chi = 0$ is also preserved in time determines the Lagrange multiplier $\tilde{M}$:

$$\tilde{M} = \frac{\epsilon^2s^2}{\lambda^2} \tilde{N}.$$ (A27)

On the other hand, for the remaining two constraints we have

$$\frac{d}{dt}(p_x \cdot \chi) = -\frac{m^2}{T}(D_t x) \cdot (D_t \chi), \quad \frac{d}{dt}(p_x \cdot \pi \chi) = m^2(\chi \cdot \dot{x}).$$ (A28)

Therefore, ensuring that these quantities are stationary in time requires that we impose constraints on the initial conditions, specifically $(D_t \chi) \cdot (D_t x) = \dot{x} \cdot \chi = 0$ which implies that the dual motion is always orthogonal to the particle velocity. Once these extra constraints are imposed, the action simplifies to the one quoted in the main text, see equation (52)

$$S = \alpha \int d\tau |m|\dot{x} - \beta \epsilon s|\dot{\chi}|,$$ (A29)

where we have defined $|\dot{x}| = \sqrt{-\dot{x}^2}$ and $|\dot{\chi}| = \sqrt{\dot{\chi}^2}$.

**Appendix B: Dirac Brackets**

We include here an explicit formulation of the Dirac brackets for DPS. Assuming $m \neq 0$ a direct computation gives

$$\{f, g\}_{DB} = \{f, g\} + \frac{1}{2s^2}(\{f, \Phi_1\} \{\Phi_2, g\} - \{f, \Phi_2\} \{\Phi_1, g\})
+ \frac{1}{m^2}(\{f, \Phi_3\} \{\Phi_4, g\} - \{f, \Phi_4\} \{\Phi_3, g\}).$$ (B1)

The commutation relations between the phase space variables are now given by

$$\{x^\mu, p^\nu\}_{DB} = \eta^{\mu\nu}, \quad \{x^\mu, x^\nu\}_{DB} = \frac{1}{m^2} (\chi \wedge \pi)^{\mu\nu},$$ (B2)

$$\{x^\mu, \chi^\nu\}_{DB} = \frac{1}{m^2} \chi^\mu p^\nu, \quad \{\chi^\mu, \chi^\nu\}_{DB} = -\frac{1}{2\epsilon^2s^2} (\chi \wedge \pi)^{\mu\nu},$$ (B3)

$$\{x^\mu, \pi^\nu\}_{DB} = \frac{1}{m^2} \pi^\mu p^\nu, \quad \{\pi^\mu, \pi^\nu\}_{DB} = -\frac{s^2}{2\lambda^2} (\chi \wedge \pi)^{\mu\nu},$$ (B4)

$$\{\chi^\mu, \pi^\nu\}_{DB} = \eta^{\mu\nu} - \frac{s}{2\lambda^2} \chi^\mu \chi^\nu - \frac{1}{2\epsilon^2s^2} \pi^\mu \pi^\nu + \frac{1}{m^2} p^\mu p^\nu.$$ (B5)

To obtain the brackets for a massless particle let $m \to \infty$ in the above relations.
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