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Abstract— This paper investigates the robust uncertain two-level cooperative set covering problem (RUTLCSNP). Given two types of facilities, which are called y-facility and z-facility. The problem is to decide which facilities of both types to be selected, in order to cover the demand nodes cooperatively with minimal cost. It combines the concepts of robust, probabilistic, and cooperative covering by introducing “t”-robust two-level-cooperative α-cover” constraints. Additionally, the constraint relaxed version of the RUTLCSNP, which is also a linear approximation robust counterpart version of RUTLCSNP (RUTLCSNP-LA-RC), is developed by linear approximation of the constraints, and can be stated as a compact mixed-integer linear programming problem. We show that the solution for RUTLCSNP-LA-RC, ε-under-approximate solution, can also be the solution for RUTLCSNP on some conditions. Computational experiments show that the solutions in 333 instances (10125 instances in total) with 12 types which tinely violate the constraints of RUTLCSNP, can be an efficient under-approximate solutions, while the feasible solutions in other instances are proven to be optimal.

I. INTRODUCTION

The set covering problem (SCP) is one of the most studied combinatorial optimization problems. In the SCP, a set \( \mathcal{I} = \{1, \ldots, n\} \) of \( m \) demand nodes, a set \( \mathcal{J} = \{1, \ldots, n\} \) of \( n \) potential facility location sites and their building costs \( c_j \) are given. The 0-1 matrix \( A = [a_{ij}]_{m \times n} \) indicates whether a location \( j \in \mathcal{J} \) is able to cover a demand node \( i \in \mathcal{I} \). The goal of SCP is to find a minimum cost cover of the demand nodes by \( x \) where \( x_j \) is a binary value whether site \( j \) is selected. It is proven to be NP-complete [1].

\[
\begin{align*}
\min & \sum_{j \in \mathcal{J}} c_j x_j \quad (1) \\
\text{s.t.} & \sum_{j \in \mathcal{J}} a_{ij} x_j \geq 1 & \forall i \in \mathcal{I} \quad (2) \\
& x_j \in \{0, 1\} & \forall j \in \mathcal{J} \quad (3)
\end{align*}
\]

The SCP has widely been used in many real-world applications, especially in facility locations [2], where both exact and heuristic algorithms are proposed to deal with it. Daskin [3] considers the facility may not by working with probability, and it can be applied in many applications, e.g., node deployment in wireless sensor networks [4], weapon platforms [5], etc. Beraldi et al. [6] proposed the probabilistic set-covering aiming at covering constraint satisfied with a predefined probability. Aardal et al. [7] considered more than one facility type, and proposed a two-level uncapacitated facility location problem. Berman et al. [8] first proposed the cooperative cover model with one facility type.

Pereira et al. [9] proposed the robust SCP with uncertain cost coefficients within predefined interval. To the best of our knowledge, the robust set covering problem with probabilistic and cooperative covering by two types of facilities has not previously been analyzed. The collaboration of different platforms has been analyzed recently. Xin et al. [10] and Xu et al. [11] discussed the sensor-weapon-target assignment problem as a collaborative task assignment of sensor and weapon platforms, and Xu adopted Soyster’s robust model [12]. The probability of capturing the target is similar to the cooperative covering in this paper, while the former is regarded as the objective function. We summarize our contributions as follows:

1. A compact mixed-integer linear programming formulation is proposed by utilizing robust optimization and constraint relaxation.
2. The proposed formulation is analyzed on a large set of test cases with 10125 different instances.
3. A majority of the under-approximate solutions are proven to be optimal, while few of them slightly violate the constraints and provide an efficient lower bound.

The rest of this paper is organized as follows. Section II formulates the robust uncertain two-level cooperative set covering problem. Section III presents some properties of the model. Performance evaluation results are presented and analyzed in Section IV. Conclusions are given in Section V.

II. FORMULATING THE ROBUST UNCERTAIN TWO-LEVEL COOPERATIVE SET COVERING PROBLEM

A. The Deterministic and Uncertain Two-Level Cooperative Set Covering Problem

In the Two-Level Cooperative Set Covering Problem (TLCSCP), a set \( \mathcal{I} = \{1, \ldots, m\} \) of \( m \) demand nodes, a set \( \mathcal{J} = \{1, \ldots, n_1\} \) of \( n_1 \) potential y-facility location sites and a set \( \mathcal{K} = \{1, \ldots, n_2\} \) of \( n_2 \) potential z-facility location sites are given. The 0-1 matrix \( A = [a_{ij}]_{m \times n_1} \) or \( B = [b_{kj}]_{m \times n_2} \) indicates whether a location \( j \in \mathcal{J} \) or \( k \in \mathcal{K} \) is able to cover a demand node \( i \in \mathcal{I} \). \( c_{ij} \) represents the costs of building y-facility located at site \( j \), and \( c_{zk} \) represents the costs of building z-facility located at site \( k \). Both \( y_j \) and \( z_k \) are binary value, which means whether building a y-facility at site \( j \) and z-facility at site \( k \). The objective is to find two subsets \( C^1 \subseteq \mathcal{J} \) and \( C^2 \subseteq \mathcal{K} \) with minimal cost.
$c(C^1, C^2) :=\sum_{j \in C^1} c_j^1 + \sum_{k \in C^2} c_k^2$ covering all the demand nodes, i.e., for each demand node $i \in I$ there exists at least one $y$-facility $j \in C^1$ and $z$-facility $k \in C^2$ which ensures $a_{ij} = 1$ and $b_{ik} = 1$ simultaneously.

A standard binary nonlinear programming formulation of TLCSCP is defined as

$$\min \sum_{j \in J} c^1_j y^j + \sum_{k \in K} c_k^2 z_k \quad \text{(4)}$$

subject to

$$\left( \sum_{j \in J} a_{ij} y^j \right) \left( \sum_{k \in K} b_{ik} z_k \right) \geq 1 \quad \forall i \in I \quad \text{(5)}$$

$$y_j \in \{0, 1\} \quad \forall j \in J \quad \text{(6)}$$

$$z_k \in \{0, 1\} \quad \forall k \in K. \quad \text{(7)}$$

where (4) minimize the building cost of two kinds of facilities, (5) ensures that for each demand node, it is covered at least one $y$-facility and $z$-facility simultaneously. Equations (6) and (7) ensure decision variables are binary value. Since $a_{ij}$, $b_{ik}$, $y_j$ and $z_k$ are binary value, TLCSCP is equivalent to the following integer linear programming formulation:

$$\min \sum_{j \in J} c^1_j y^j + \sum_{k \in K} c_k^2 z_k \quad \text{(8)}$$

subject to

$$\sum_{j \in J} a_{ij} y^j \geq 1 \quad \forall i \in I \quad \text{(9)}$$

$$y_j \in \{0, 1\} \quad \forall j \in J \quad \text{(10)}$$

$$z_k \in \{0, 1\} \quad \forall k \in K, \quad \text{(11)}$$

where (8) and (9) linearize (5). And similar to SCP [13], TLCSCP is also a NP-hard combinatorial optimization problem.

Then, the Generalized Uncertain Two-Level Cooperative Set Covering Problem (GUTLSCP) is formulated based on TLCSCP, which introduces uncertainty into covering model. $a_{ij}$ and $b_{ik}$ are independent random binary variable: with a probability of $1 - p_{ij}$ when $a_{ij} = 1$ and $p_{ij}$ when $a_{ij} = 0$; with a probability of $1 - q_{ik}$ when $b_{ik} = 1$ and $q_{ik}$ when $b_{ik} = 0$. Since the probabilities are assumed to be independent, the probability of two sets $C^1$ and $C^2$ cooperatively covering demand node $i$ is as follows:

$$P\left( \sum_{j \in C^1} a_{ij} \geq 1 \right) = 1 - \prod_{j \in J} p_{ij}, \quad P\left( \sum_{k \in C^2} b_{ik} \geq 1 \right) = 1 - \prod_{k \in K} q_{ik}.$$ 

Then, the GUTLSCP can be formulated as a binary model given by

$$\min \sum_{j \in J} c^1_j y^j + \sum_{k \in K} c_k^2 z_k \quad \text{(12)}$$

subject to

$$P\left( \sum_{j \in C^1} a_{ij} y^j \geq 1 \right) \cdot P\left( \sum_{k \in C^2} b_{ik} z_k \geq 1 \right) \geq \alpha \quad \forall i \in I \quad \text{(13)}$$

$$y_j \in \{0, 1\} \quad \forall j \in J \quad \text{(14)}$$

$$z_k \in \{0, 1\} \quad \forall k \in K. \quad \text{(15)}$$

where (12) is a nonlinear constraint. A linear approximation method is given as follows.

In (12), set $m_i = \prod_{j \in J} p_{ij}^{y_j}, n_i = \prod_{k \in K} q_{ik}^{z_k}, (1 - m_i) (1 - n_i) \geq \alpha$ for all $i \in I$. The original constraint (12) can be reformulated as:

$$\left\{ \begin{array}{l}
m_i = \prod_{j \in J} p_{ij}^{y_j} \\
n_i = \prod_{k \in K} q_{ik}^{z_k}
\end{array} \right. \iff \left\{ \begin{array}{l}
\ln(m_i) = \sum_{j \in J} \ln(p_{ij}) y^j \\
\ln(n_i) = \sum_{k \in K} \ln(q_{ik}) z_k
\end{array} \right. \quad \text{(16)}$$

where for all $i \in I$ with $m_i, n_i, \alpha \in [0, 1]$.

Therefore, GUTLSCP can be reformulated as:

$$\min \sum_{j \in J} c^1_j y^j + \sum_{k \in K} c_k^2 z_k \quad \text{(17)}$$

subject to

$$\ln(m_i) = \sum_{j \in J} \ln(p_{ij}) y^j \quad \forall i \in I \quad \text{(18)}$$

$$\ln(n_i) = \sum_{k \in K} \ln(q_{ik}) z_k \quad \forall i \in I \quad \text{(19)}$$

The key issue is to deal with the constraint (16). Since $m_i, n_i, \alpha \in [0, 1]$, (16) can be reformulated in part as follows.

$$\left\{ \begin{array}{l}
1 - m_i \geq \alpha \\
1 - n_i \geq \alpha
\end{array} \right. \iff \left\{ \begin{array}{l}
\sum_{j \in J} \ln(p_{ij}) y^j \leq \ln(1 - \alpha) \\
\sum_{k \in K} \ln(q_{ik}) z_k \leq \ln(1 - \alpha)
\end{array} \right. \quad \text{(20)}$$

for all $i \in I$.

According to the (14) and (15), $\ln(m_i)$ and $\ln(n_i)$ are linear functions with respect to $y^j$ and $z_k$. Besides, we have obtained (19). As a result, we can construct constraints like

$$\beta \ln(m_i) + \gamma \ln(n_i) \leq \ln(F_i(\alpha, \beta, \gamma)),$$

where $\beta + \gamma = 1, F_i(\alpha, \beta, \gamma)$ is a function with respect to $\alpha, \beta$ and $\gamma$ for all $i \in I$. In order to determine the parameters
of the constraint (20), we can find the function tangent to (16).

The constraint (20) can be reformulated as follows

$$\beta \ln(m_i) + \gamma \ln(n_i) \leq \ln(F_i(\alpha, \beta, \gamma)) \iff m_i^\beta n_i^\gamma \leq F_i(\alpha, \beta, \gamma).$$

(21)

Set \((1 - m_i)(1 - n_i) = \alpha\), then \(m_i = 1 - \alpha/(1 - n_i)\). We can substitute it into (21) and obtain

$$f(n_i) = \left(1 - \frac{\alpha}{1 - n_i}\right)^\beta n_i^\gamma.$$  

(22)

Then by determining the first derivative of (22), which is \(f'(n_i) = 0\), the tangency function is obtained.

The solution to \(f'(n_i) = 0\) is as follows

\[
\begin{align*}
  n_{i1} &= 0 \\
  n_{i2} &= 1 - \alpha \\
  n_{i3} &= \frac{2\gamma + \alpha \beta - \alpha - \gamma}{\sqrt{\alpha(4\beta\gamma + \alpha^2 \beta^2 + \alpha^2 \gamma^2 - 2\alpha \beta \gamma)}} \\
  n_{i4} &= \frac{2\gamma + \alpha \beta - \alpha - \gamma + \sqrt{\alpha(4\beta\gamma + \alpha^2 \beta^2 + \alpha^2 \gamma^2 - 2\alpha \beta \gamma)}}{2\gamma}.
\end{align*}
\]

The corresponding tangency function is obtained when \(n_{i\beta}\) is selected. Fig. 1(a) shows comparison between constraint (20) after linear approximation and nonlinear constraint (16) when \(\alpha = 0.9\), \(\beta = 0.5\) and \(\gamma = 0.5\). The range for x-axis and y-axis are determined by (19) within \([0, 0.1]\). Fig. 1(a) shows that there exists regions between these two constraints with one pair of \(\beta/\gamma\). Therefore, multiple combinations of \(\beta/\gamma\) are needed. Fig. 1(b) shows the comparison when \(\beta = [0.1, 0.3, 0.5, 0.7, 0.9]\). Fig. 1(c) combines these \(\beta/\gamma\) together to get an intersection of those constraints. Obviously, the linear approximate constraints show great similarity to the original nonlinear constraint. The decision space under the linear approximate constraints is slightly bigger than under nonlinear constraint. Relaxing the problem in (12) leads to the following linear approximation formulation of the GUTLCSCP (GUTLSCP-LA):

\[
\begin{align*}
\min \sum_{j \in J} c_1^j y_j &+ \sum_{k \in K} c_2^k z_k \\
\text{s.t.} \sum_{j \in J} \ln(p_{ij}) y_j &\leq \ln(1 - \alpha) \quad \forall i \in I \\
\sum_{k \in K} \ln(q_{ik}) z_k &\leq \ln(1 - \alpha) \quad \forall i \in I \\
\beta \sum_{j \in J} \ln(p_{ij}) y_j &+ \gamma \sum_{k \in K} \ln(q_{ik}) z_k \\
&\leq \ln \left( \left(1 - \frac{\alpha}{1 - \delta}\right)^\beta \right) \quad \forall i \in I \notag
\end{align*}
\]

\[
y_j \in \{0, 1\} \quad \forall j \in J \\
\notag
z_k \in \{0, 1\} \quad \forall k \in K,
\]

where \(\delta = \frac{2\gamma + \alpha \beta - \alpha - \gamma}{\sqrt{\alpha(4\beta\gamma + \alpha^2 \beta^2 + \alpha^2 \gamma^2 - 2\alpha \beta \gamma)}}.\) \(\beta, \gamma \in (0, 1)\) are constants or vectors with \(\beta + \gamma = 1.\)

**Remark 1:** The linear approximation (LA) method used here actually transforms the original problem to a constraint relaxed problem as an integer linear programming program. All the problems in this paper with LA are the constraint relaxed version of the original problems.

![Fig. 1. Comparison between constraint (20) after linear approximation and nonlinear constraint (16) when \(\alpha = 0.9\).](image)

### B. Modeling the Robust Uncertain Two-Level Cooperative Set Covering Problem

The Robust Uncertain Two-Level Cooperative Set Covering Problem (RULTSCP) is formulated based on the GUTLSCP, with fluctuation of the probabilities \(p_{ij}\) and \(q_{ik}\).

In real-world applications, the probabilities \(p_{ij}\) and \(q_{ik}\) are not precisely known [13]. They can be estimated based on historical data. However, these estimated values could not reflect the whole picture. In some situations, estimated values may be too optimistic, while in other situations, they may be too pessimistic. Hence, there exists a natural fluctuation of the probabilities. Therefore, in order to model the effect of these fluctuations, an interval is established based on the nominal value. This interval covers the range of probabilities. As a result, this description of probability is more reasonable than using a particular value [13].

The following description is based on a \(\Gamma\)-scenario set proposed by Bertsimas and Sim [14]. There are at most \(\Gamma\) values deviate from their nominal value. When \(\Gamma = n\), all parameters are allowed to deviate, which is equivalent to Soyster’s robust model [12]. However, this model is too conservative. \(\Gamma\) models the risk attitude of the parameters [13], and it is also called the budget of uncertainty.

We assume that \(p_{ij}\) and \(q_{ik}\) are uncertain variable within the interval \([\bar{p}_{ij}, \bar{p}_{ij} + \Delta p_{ij}] \subseteq [0, 1]\) and \([\bar{q}_{ik}, \bar{q}_{ik} + \Delta q_{ik}] \subseteq [0, 1]\) where \(\bar{p}_{ij} \geq 0\) and \(\bar{q}_{ik} \geq 0\) are the nominal value, \(\Delta p_{ij} \geq 0\) and \(\Delta q_{ik} \geq 0\) are the worst case deviation. The two \(\Gamma\)-scenario sets are given by

\[
\begin{align*}
\mathcal{Y}^{\Gamma}_1 &:= \left\{ p_i \mid \forall j \in J : (p_{ij}, \bar{p}_{ij} + \Delta p_{ij}) \right\} \\
\mathcal{Y}^{\Gamma}_2 &:= \left\{ q_i \mid \forall k \in K : (q_{ik}, \bar{q}_{ik} + \Delta q_{ik}) \right\}
\end{align*}
\]

for all \(i \in I\), where \(p_i := (p_{ij})_{j \in J}\), \(q_i := (q_{ik})_{k \in K}\).
The difference between RUTLCSCP and GUTLCSCP is that for any $i \in \mathcal{I}$, there exists two-level-cooperative $\alpha$-cover in RUTLCSCP with probabilities satisfying $p_{ij} \in \mathcal{P}_{\Gamma_i}$ and $q_{ik} \in \mathcal{P}_{\Gamma_i}$. We can consider the worst case: there exists $\Gamma_i \in \mathbb{N}_0$ entries in $p_{ij}$ and $q_{ik}$ derive from their nominal value, which are the worst case deviation. The other entries in $p_{ij}$ and $q_{ik}$ are their nominal values $\bar{p}_{ij}$ and $\bar{q}_{ik}$. A $\Gamma$-robust two-level-cooperative $\alpha$-cover is defined as follows.

**Definition 1:** (Γ-robust two-level-cooperative $\alpha$-cover). Set $i \in \mathcal{I}$, $\Gamma_i \in \mathbb{N}_0$, $\Gamma = (\Gamma_i)_{i \in \mathcal{I}}$, $\alpha \in (0, 1)$. For all $j \in \mathcal{J}$ and $k \in \mathcal{K}$, $p_{ij}$ are within range $[\bar{p}_{ij}, \bar{p}_{ij} + \delta_{ij}] \subseteq [0, 1]$, $q_{ik}$ are within range $[\bar{q}_{ik}, \bar{q}_{ik} + \delta_{ik}] \subseteq [0, 1]$. The worst-case coverage probability for set $C^1 \subseteq \mathcal{J}$ and set $C^2 \subseteq \mathcal{K}$ can be defined by

\[
P_{\Gamma_i} \left( \sum_{j \in \mathcal{J}} a_{ij} \geq 1 \right) := 1 - \max_{\{t \in \mathcal{C}^1 : \mu_t \leq \Gamma_i \}} \left\{ \prod_{j \in \mathcal{J}} (\bar{p}_{ij} + \delta_{ij}) \cdot \prod_{j \in \mathcal{J}} \bar{p}_{ij} \right\},
\]

\[
P_{\Gamma_i} \left( \sum_{k \in \mathcal{K}} b_{ik} \geq 1 \right) := 1 - \max_{\{t \in \mathcal{C}^2 : \nu_t \leq \Gamma_i \}} \left\{ \prod_{k \in \mathcal{K}} (\bar{q}_{ik} + \delta_{ik}) \cdot \prod_{k \in \mathcal{K}} \bar{q}_{ik} \right\}.
\]

A $\Gamma$-robust two-level-cooperative $\alpha$-cover with $C^1 \subseteq \mathcal{J}$ and $C^2 \subseteq \mathcal{K}$ have a worst-case coverage probability $P_{\Gamma_i} \left( \sum_{j \in \mathcal{J}} a_{ij} \geq 1 \right) \cdot P_{\Gamma_i} \left( \sum_{k \in \mathcal{K}} b_{ik} \geq 1 \right)$ greater or equals to $\alpha$. When all $i \in \mathcal{I}$ for set $C^1$ and set $C^2$ satisfying $\Gamma$-robust two-level-cooperative $\alpha$-cover, then a $\Gamma$-robust two-level-cooperative $\alpha$-cover is obtained.

The RUTLCSCP is to find a $\Gamma$-robust two-level-cooperative $\alpha$-cover of minimum costs. A nonlinear formulation can be defined in the following:

\[
\min \sum_{j \in \mathcal{J}} c_j y_j + \sum_{k \in \mathcal{K}} c_k z_k
\]

s.t. $P_{\Gamma_i} \left( \sum_{j \in \mathcal{J}} a_{ij} y_j \geq 1 \right) \cdot P_{\Gamma_i} \left( \sum_{k \in \mathcal{K}} b_{ik} z_k \geq 1 \right) \geq \alpha \quad \forall i \in \mathcal{I}
\]

\[
y_j \in \{0, 1\}, \quad \forall j \in \mathcal{J}
\]

\[
z_k \in \{0, 1\}, \quad \forall k \in \mathcal{K}.
\]

A solution $y^* \in \{0, 1\}^{n_1}$, $z^* \in \{0, 1\}^{n_2}$ is called robust feasible when $\Gamma$-robust two-level-cooperative $\alpha$-cover is satisfied. There exists two maximum subproblems in (23) defined as

\[
\beta_2^1(y, \Gamma_i) := \max_{\{t \in \mathcal{C}^1(y) : \mu_t \leq \Gamma_i \}} \left\{ \prod_{j \in \mathcal{J}} (\bar{p}_{ij} + \delta_{ij}) y_j \cdot \prod_{j \in \mathcal{J}} \bar{p}_{ij} \right\},
\]

\[
\beta_2^1(z, \Gamma_i) := \max_{\{t \in \mathcal{C}^2(z) : \nu_t \leq \Gamma_i \}} \left\{ \prod_{k \in \mathcal{K}} (\bar{q}_{ik} + \delta_{ik}) z_k \cdot \prod_{k \in \mathcal{K}} \bar{q}_{ik} \right\},
\]

where for all $i \in \mathcal{I}$.

Therefore, the RUTLCSCP can be reformulated as

\[
\min \sum_{j \in \mathcal{J}} c_j y_j + \sum_{k \in \mathcal{K}} c_k z_k
\]

s.t. $\left[ 1 - \beta_1^1(y, \Gamma_i) \right] \cdot \left[ 1 - \beta_2^1(z, \Gamma_i) \right] \geq \alpha \quad \forall i \in \mathcal{I}
\]

\[
y_j \in \{0, 1\}, \quad \forall j \in \mathcal{J}
\]

\[
z_k \in \{0, 1\}, \quad \forall k \in \mathcal{K}.
\]

Similarly, we can develop the linear approximate model of the RUTLCSCP based on the GUTLCSCP-LA. Meanwhile, applying the strong duality theorem, we can develop the robust counterpart (RC) of the robust model RUTLCSCP-LA-RC, which is a compact mixed-integer linear programming problem:

\[
\min \sum_{j \in \mathcal{J}} c_j y_j + \sum_{k \in \mathcal{K}} c_k z_k
\]

s.t. $\sum_{j \in \mathcal{J}} \ln(\bar{p}_{ij} + \delta_{ij}) y_j + \sum_{j \in \mathcal{J}} \ln(\bar{q}_{ik} + \delta_{ik}) z_k \geq \ln(1 - \alpha) \quad \forall i \in \mathcal{I}
\]

$\sum_{k \in \mathcal{K}} \ln(\bar{q}_{ik} + \delta_{ik}) z_k + \sum_{k \in \mathcal{K}} \ln(\bar{p}_{ij} + \delta_{ij}) y_j \geq \ln(1 - \alpha) \quad \forall i \in \mathcal{I}
\]

A solution $y^* \in \{0, 1\}^{n_1}$, $z^* \in \{0, 1\}^{n_2}$ is called robust feasible when $\Gamma$-robust two-level-cooperative $\alpha$-cover is satisfied. There exists two maximum subproblems in (23) defined as

\[
\beta_2^1(y, \Gamma_i) := \max_{\{t \in \mathcal{C}^1(y) : \mu_t \leq \Gamma_i \}} \left\{ \prod_{j \in \mathcal{J}} (\bar{p}_{ij} + \delta_{ij}) y_j \cdot \prod_{j \in \mathcal{J}} \bar{p}_{ij} \right\},
\]

\[
\beta_2^1(z, \Gamma_i) := \max_{\{t \in \mathcal{C}^2(z) : \nu_t \leq \Gamma_i \}} \left\{ \prod_{k \in \mathcal{K}} (\bar{q}_{ik} + \delta_{ik}) z_k \cdot \prod_{k \in \mathcal{K}} \bar{q}_{ik} \right\},
\]

where for all $i \in \mathcal{I}$.

Therefore, the RUTLCSCP can be reformulated as

\[
\min \sum_{j \in \mathcal{J}} c_j y_j + \sum_{k \in \mathcal{K}} c_k z_k
\]

s.t. $\left[ 1 - \beta_1^1(y, \Gamma_i) \right] \cdot \left[ 1 - \beta_2^1(z, \Gamma_i) \right] \geq \alpha \quad \forall i \in \mathcal{I}
\]

\[
y_j \in \{0, 1\}, \quad \forall j \in \mathcal{J}
\]

\[
z_k \in \{0, 1\}, \quad \forall k \in \mathcal{K}.
\]

where $\delta = \frac{2\gamma + \alpha - \alpha \gamma - \sqrt{\alpha(4\beta^2 + \alpha^2 + 2\alpha^2 - 2\alpha \beta^2)}}{2\gamma \beta}$, $\beta, \gamma \in (0, 1)$ are constants or vectors with $\beta + \gamma = 1$.

**III. Properties of the Model.**

There exist nonlinear, noncompact constraints, and maximum subproblems in the proposed RUTLCSCP, which are hard to solve. A definition and two propositions are provided as follows.

**Definition 2:** ($\varepsilon$-under-approximate solution). Given a scalar $\varepsilon > 0$, a $\varepsilon$-under-approximate solution has a larger feasible region with constraints relaxed than the original feasible region with the original constraints. The new feasible region is obtained by linear approximation of the nonlinear constraints, i.e., $X_{LA} \in \Omega_{LA} = \{x | C_i(X)(1 + \varepsilon) \geq \alpha, X(\Omega) \geq \alpha \}$, where $\Omega$ is the feasible region of the original problem and $\Omega_{LA}$ is the approximate feasible region.

**Proposition 1:** Suppose the solution to the linear approximate problem is $X_{LA}$ with the objective value $F_{LA}(X_{LA})$, while the solution for the nonlinear constraints problem is $X$ with the objective value $F(X)$. Then we will have $F_{LA}(X_{LA}) \leq F(X)$, which is a lower bound on the optimal objective function. If the nonlinear constraints are satisfied when we substitute the solution $X_{LA}$ into the original problem with nonlinear constraints, we will have $F_{LA}(X_{LA}) = F(X)$. The nonlinear constraints problems include the GUTLCSCP and the RUTLCSCP, while the
linear approximate problems are the GUTLSCP-LA and the RUTLSCP-LA-RC.

Proof: The solution to the linear approximate problem is \( X_{LA} \in \Omega_{LA} \), while the solution for the nonlinear constraints problem is \( X \in \Omega \). According to Fig. 1(c) \( \Omega_{F} \) nonlinear constraints are relaxed by the linear approximation method. Therefore, \( \Omega \subseteq \Omega_{LA} \) is a subset of the approximate feasible region. As a result, \( F_{LA}(X_{LA}) \leq F(X) \). When the solution \( X_{LA} \) satisfies the nonlinear constraints, that means \( X_{LA} \in \Omega \). Therefore, we will have \( F_{LA}(X_{LA}) = F(X) \).

Proposition 2: If the problem after linear approximation (GUTLSCP-LA, RUTLSCP-LA-RC) has no solution, the original problem with nonlinear constraints (RUTLSCP-LA-RC, RUTLSCP) has no solution as well.

Proof: Based on Proposition 1 we have \( \Omega \subseteq \Omega_{LA} \). If there is no solution in the feasible region \( \Omega_{LA} \), then there is no solution in the feasible region \( \Omega \) as well. In other words, if there is no solution in the linear approximate problem, there is no solution in the original problem with nonlinear constraints.

Therefore, based on the above propositions, as for problems in different scales, we could use an exact method or solver (e.g., IBM-ILOG-CPLEX) to solve the RUTLSCP-LA-RC in order to obtain the exact solution to the RUTLSCP if the equality condition in Proposition 1 is met. Otherwise, \( \varepsilon \)-under-approximate solution is obtained.

IV. COMPUTATIONAL EXPERIMENTS AND ANALYSIS

This section is devoted to the performance investigation of the proposed model. At first, we present a RUTLSCP test-case generator, which can produce instances of different scales. Then, we solve the problem, which includes exact solutions for RUTLSCP-LA-RC and approximate solutions for RUTLSCP. All experiments were carried out on a PC with Intel Xeon E5 CPU 2.60GHz and 64 GB internal memory. RUTLSCP-LA-RC problems were implemented in MATLAB R2016a using YALMIP as the modeling language and CPLEX 12.5 with default parameter settings.

A. Test-Case Generator

Due to the lack of benchmark instances for the RUTLSCP in literature, we consider the following parameter setting. The fixed costs coefficients building \( y \)-facility \( c_{ij} \) and \( z \)-facility \( c_{ij}^2 \) were both randomly generated by sampling from a uniform distribution in \([0, 100]\). The nominal value of probabilities \( \bar{p}_{ij} \) and \( \bar{q}_{ik} \) were both obtained by sampling from a uniform distribution in \([0, 1.0]\). Deviations for the default probability \( \bar{p}_{ij} \) and \( \bar{q}_{ik} \) were both taken from a uniform distribution in \([0.9, 1.0]\). Besides, we consider two covering ranges, \( yr \) and \( zn \), for these two kinds of facilities. If the Euclidean distance of the demand node and facility location is greater than the covering range, the corresponding probability \( p_{ij} \) or \( q_{ik} \) is 0. Each demand node serves as a candidate location site for \( y \)-facility and \( z \)-facility, i.e., \( I = J = K \). The positions of the demand nodes are randomly generated within the region \( Ax \times Ay \). All the RUTLSCP formulations were solved for the parameters \( \alpha \in \{0.8, 0.85, 0.9\} \) and \( \Gamma \in \{0, \ldots, |I|\} \). 10 cases were considered. For each case, we randomly generated five different instances. In total, 10125 derived RUTLSCP instances were generated. The detailed information of these instances is in Table I.

| Instance | \(|I|, |J|, |K|\) | \(yr/km, zn/km\) | \(A_x/km, A_y/km\) |
|----------|----------------|-----------------|-----------------|
| P1.1-P1.5 | (20, 20, 20) | (10, 5) | (25, 25) |
| P2.1-P2.5 | (25, 25, 25) | (10, 5) | (25, 25) |
| P3.1-P3.5 | (30, 30, 30) | (10, 5) | (25, 25) |
| P4.1-P4.5 | (40, 40, 40) | (14.7) | (50, 50) |
| P5.1-P5.5 | (50, 50, 50) | (14.7) | (50, 50) |
| P6.1-P6.5 | (60, 60, 60) | (14.7) | (50, 50) |
| P7.1-P7.5 | (80, 80, 80) | (20, 10) | (100, 100) |
| P8.1-P8.5 | (100, 100, 100) | (20, 10) | (100, 100) |
| P9.1-P9.5 | (120, 120, 120) | (20, 10) | (100, 100) |
| P10.1-P10.5 | (140, 140, 140) | (20, 10) | (100, 100) |

B. Results and Analysis

We found that the approximation accuracy of the constraints is related to the amount of the \( \beta/\gamma \) pairs. If we use more pairs, the approximation will be better, which increases the total running time of the algorithm. Therefore, one needs to balance these two conflicts. Here we considered the combination \( \beta = 0.001 \cdot 0.01 \cdot 0.05 \cdot 0.1 \cdot 0.15 \cdot 0.2 \cdot 0.3 \cdot 0.4 \cdot 0.5 \cdot 0.6 \cdot 0.7 \cdot 0.8 \cdot 0.85 \cdot 0.9 \cdot 0.95 \cdot 0.99 \cdot 0.999 \) based on empirical testing, where \( \gamma = 1 - \beta \).

The results for RUTLSCP are presented in Table I with the following statistics:

- **Proof of opt:** The proportion of instances in which the solution was proven to be optimal.
- **Time:** Arithmetic mean of run times in seconds.
- **CV (constraint violation):** The proportion of violated constraints in RUTLSCP with feasible \( \varepsilon \)-under-approximate solution.
- **Degree of feasibility:** The ratio of feasible solutions without any violated constraint in RUTLSCP-LA-RC and the total number of instances.

From Table I there exists infeasible solutions for RUTLSCP-LA-RC since the degree of feasibility is less than 100%. These instances are especially those with \( \alpha = 0.9 \) and \( \Gamma \geq 1 \). As a result, the corresponding instances of RUTLSCP have no solution. Besides, for some instances, the solutions violate the original nonlinear constraints but feasible to RUTLSCP-LA-RC, which are the \( \varepsilon \)-under-approximate solutions. These instances are shown in Table III with 12 instances types. \( \phi \) represents the total constraint violations and \# stands for the proportion of violations with total nonlinear constraints. The solutions for the remaining instances are also solutions for the original problem, RUTLSCP. Most of the \( \phi \) of the approximate solutions are at a level of E-4~E-6, and with only one violated constraint, which means great approximation. The corresponding objective value is closely lower than the optimal value, which is an efficient under-approximation and a lower bound.

For \( \alpha = 0.8 \) and \( \alpha = 0.85 \), the objective values are the same as \( \Gamma \geq 1 \). However, for \( \alpha = 0.9 \), the objective values are different under different \( \Gamma \). Most instances have the same objective value when \( \Gamma \geq 2 \). Note that in P8.3 (\( \alpha = 0.9 \),...
In the future, over-approximation with more constraints and less feasible regions are likely to be investigated. Besides, new exact or heuristic algorithms, new reformulation, and multi-level of the model can be considered. Meanwhile, the proposed model can be applied in many real-world applications, e.g., collaborative task assignment [11], joint allocation of heterogeneous stochastic resources [15], etc.
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