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The present work derived the robust constraints on annihilating WIMP parameters utilizing new radio observations of M31, as well as new studies of its dark matter distribution and other properties. The characteristics of emission due to DM annihilation were computed in the frame of 2D galactic model employing GALPROP code adapted specifically for M31. This enabled to refine various inaccuracies of previous studies on the subject. DM constraints were obtained for two representative annihilation channels: $\chi\chi \rightarrow b\bar{b}$ and $\chi\chi \rightarrow \tau^+\tau^-$. A wide variety of radio data was utilized in the frequency range $\approx (0.1–10)$ GHz. As the result the thermal WIMP lighter than $\approx 72$ GeV for $b\bar{b}$ channel and $\approx 39$ GeV for $\tau^+\tau^-$ was excluded. The corresponding mass threshold uncertainty ranges were estimated to be $20–210$ GeV and $18–89$ GeV. The obtained exclusions are competitive to those from Fermi-LAT observations of dwarfs and AMS-02 measurements of antiprotons. Our constraints does not exclude the explanation of the gamma-ray outer halo of M31 and Galactic center excess by annihilating DM. The thermal WIMP with $m_x \approx 70$ GeV, which explains the outer halo, would make a significant contribution into the non-thermal radio flux in M31 nucleus fitting well both the spectrum and morphology. And finally we questioned the possibility to robustly constrain heavy thermal WIMP with $m_x > 100$ GeV by radio data on M31 claimed in other studies.

I. INTRODUCTION AND MOTIVATION

The physical nature of dark matter (DM) remains to be one of the biggest puzzles in modern physics and astronomy. Currently we may outline three most popular candidates for the role of DM: weakly interacting massive particles (WIMPs), axionlike particles (ALPs) and sterile neutrinos (see e.g. [1] for a review). This work is dedicated to indirect searches of the first candidate - WIMPs, which historically have been the most anticipated. The idea of indirect searches is based on the opportunity of pair annihilation of WIMPs, which are assumed to be Majorana fermions, particularly e.g. neutralinos. This annihilation produces various highly-energetic Standard Model particles, whose signatures can be potentially detected or constrained astrophysically (e.g. [2] for a review). In our case we consider DM halo of the big neighbor galaxy M31 (or Andromeda galaxy, or NGC 224). Annihilating WIMPs in its halo would produce relativistic electrons and positrons ($e^\pm$), which in turn would generate synchrotron emission in the galactic magnetic field (MF) at radio frequencies. Hence the radio observations of the galaxy may infer some constraints on annihilating DM or even hints of DM signal.

This work aims mainly to derive the conservative and robust constraints on WIMP parameters – mass and annihilation cross section. The considered WIMP mass range is $10–1000$ GeV. Indeed theoretically WIMPs may exist beyond this range. However WIMPs lighter than $\sim 10$ GeV with the cross section around thermal value are already excluded robustly by various strategies [2], at least for canonical annihilation channels. And WIMPs heavier than $\sim 1$ TeV produce too faint radio signals to be separable from other astrophysical emissions. Then inside the chosen mass range thermal WIMPs lighter than $\approx (20–100)$ GeV were excluded by Fermi-LAT observations of dwarf MW satellites [3, 4]. The quoted mass threshold is so uncertain due to uncertainties in the assumed J-factors of dwarfs and variety of possible annihilation channels. Then the masses above $\approx 100$ GeV are expected to be probed by future CTA observations of the Galactic halo [5]. Thus the gamma-ray observations, although producing rather model-independent constraints, tend to have some sensitivity gap around $m_x \approx 100$ GeV. Hence other independent probes should be utilized in order to complement searches in the gamma-ray band, also verifying them independently. And radio observations is one of such probes. Unlike the prompt gamma radiation, the radio emission is produced by secondary $e^\pm$, which makes the respective constraints more model-dependent. However the advantage of radio band is much higher angular and spectral resolutions in comparison with the gamma-ray band, which provides very detailed imaging of targets. The polarization information can be utilized too, which enhances the sensitivity even further [6]. Thus the ultimate goal of our work is to probe WIMP masses up to $\approx 100$ GeV at the level of thermal cross section as the most physically motivated one.

M31 is one of the best targets in the sky for DM searches in radio due to its proximity, which allows detailed imaging and studies of the galactic environment – particularly mass and MF distributions. Dwarf MW satellites are not so attractive in radio as in the gamma-ray band due to absence of any direct measurements of their MF. Objects beyond the Local Group are more distant and, hence, would have fainter annihilation signals. Our own Galaxy MW might be worse target than M31 due to brighter central region, which is illustrated by ta-
of table I at a couple of relevant frequencies. The total radio emission is indeed composed of a wide variety of mechanisms, and it is quite difficult to separate various emission components. Hence in general the lower total emission intensity would imply lower limit on the intensity of emission due to DM annihilation and, therefore, stronger DM constraints. A majority of emission from DM is concentrated in a small region around the galactic center with radius $R \sim 1$ kpc; since typically DM density falls off with distance fast, and the volumic annihilation rate is proportional to the square of DM density. From table I we see that M31 nucleus is fainter than that of MW by more than an order of magnitude! This suggests potentially high sensitivity to weak DM contribution and motivates to study M31 very thoroughly as a promising target.

| Galaxy | Intensity at 0.408 GHz, kJy/sr | Intensity at 1.42 GHz, kJy/sr |
|--------|-------------------------------|-------------------------------|
| MW     | 1400 [7]                      | 440 [8]                       |
| M31    | 78 [9]                        | 32 [9]                        |

At the frequencies relevant for WIMP searches the thermal and non-thermal (illustrated in fig. 2 below). The thermal emission is generated by ionized galactic gas and can be relatively easily subtracted due to distinct spectral shape. The non-thermal emission represents synchrotron from relativistic $e^\pm$ of cosmic rays (CR) and may contain the component from $e^\pm$ of DM. To distinguish these two populations they are refereed as CR and DM $e^\pm$ respectively. It is difficult in general to separate these two components of synchrotron emission, since they have quite similar spectral shapes as shown below. For this reason in order to derive conservative and robust DM constraints, I separated out only the thermal emission when possible and did not attempt to estimate the level of CR synchrotron. Such an attempt would indeed strengthen the constraints, but make them very model-dependent at the same time.

In order to derive DM constraints at first we have to model theoretically the characteristics of anticipated emission due to DM, i.e., its intensity dependence on frequency and direction. This is done by utilization of GALPROP code and described in sec. III. The obtained DM emission maps and spectra are discussed in sec. IV. Then the relevant observational data were collected and compared with the theoretically calculated DM emission intensity. The latter is linearly proportional to the annihilation cross section, which allows to infer limits on it straightforwardly for any WIMP mass. The derivation of constraints is described in sec. V. Then sec. VI relates the derived constraints with those from gamma-ray band and antiprotons. And sec. VII discusses semi-qualitatively possible DM contribution into the central radio emission in M31.

In fact this paper continues our previous work on the subject [10]. Currently an attempt of comprehensive study has been made, which includes the following key novelties and improvements with respect to the previous studies:

1. Multiple inaccuracies made in the previous works (they are discussed in sec. II) were refined.
2. New information on DM density distribution and galactic environment emerged over last 10 years were incorporated.
3. For the first time the transport equation for DM $e^\pm$ was solved in 2D including the diffusion of $e^\pm$, before only 1D (i.e. spherically-symmetric) approximation was implemented – more in sec. II.
4. New radio observational data were included, particularly very valuable low-frequency images from LOFAR.
5. Emission component separation was included: at some frequencies the utilized maps are cleaned of the discrete projected nuisance sources and diffuse thermal emission.

Table II shows the utilized parameters of M31, which define its position with respect to the observer. Over the text of paper variable $R$ denotes the 3D radial distance, while $(r, z)$ are cylindrical coordinates attached to the galactic plane. They correspond to ($\rho'$, $z'$) coordinates in our paper [10].

| Parameter                | Value | Reference |
|--------------------------|-------|-----------|
| Galactic longitude of center | 121.17$^\circ$ | [11] |
| Galactic latitude of center | –21.57$^\circ$ | [11] |
| Distance $d$               | 760 kpc | [12] |
| Inclination               | 74$^\circ$ | [12] |

II. CRITICAL REVIEW OF THE PREVIOUS WORKS ON THE SUBJECT

Best to the author’s knowledge here is the list of papers dedicated to DM searches in M31 in radio – [10, 13–16]. Each of these works has certain weaknesses, which are briefly reviewed below.

[10] (our work) was the first approximation to the task. In that study we neglected by the spatial diffusion of DM $e^\pm$ in the central region. Then eqs. (8) and (10)
there, which define the energy loss rates for $e^\pm$, are unfortunately incorrect at some level, which was revealed in verification procedure conducted now. Thus ICS losses (8) must have the prefactor 1.0 instead of 0.76. Then the bremsstrahlung losses (10) there must have the form as (11) here below. Moreover, historically these errors propagated through many papers due to copying without checking. Thus the following non-exhaustive list of papers has wrong expressions for some of the energy loss components – [13, 15, 17–22]. These loss rates play an important role in the calculations. For this reason the verified expressions for them are provided below – eqs. (9)-(12). Another possible problem in the above papers is the expression for electron's synchrotron power. This can be seen, for example, in [17, eq. (38)]: the physical meaning of the factor $(1 + (\gamma \nu / \nu_i)^2)^{3/2}$ is unclear, its explanation can not be found. Returning back to the discussion of [10], the constant interstellar radiation field (ISRF) energy density equal to that in MW center was assumed there. This energy density defines the ICS loss rate. Indeed the density is not uniform in the galactic environment and, as shown in sec. III D below, larger in M31 nucleus by $\approx 2$ times with respect to (w.r.t.) that in MW nucleus.

[13] calculated multifrequency emissions from annihilating WIMPs, which would fit the gamma-ray excess around M31 center seen by Fermi-LAT [23]. For this purpose the authors solved analytically the transport equation for DM $e^\pm$ with spatial diffusion in the spherically-symmetric approximation employing their RX-DMFIT tool [22]. Although such universal tools are generally useful, 1D approximation presumably applies well to dwarf spheroidals and virialized galaxy clusters, but not to spiral galaxies, which inherently have (at least) 2D geometry. Also each target has its own peculiar properties. Thus the authors repeated as in [10] the extrapolation of MW central ISRF energy density to that in M31 center, which would overestimate the emission intensity from $e^\pm$ as was mentioned above.

[14] claimed abnormally strong DM constraints from their observations of M31 at 5 GHz (just one frequency) by 26 m single-dish radio telescope. Thus these authors stated the exclusion of WIMP masses up to $\approx 300$ GeV for all annihilation channels! They claimed that by somehow their observational technique called "cross-scans" managed to avoid the majority of usual astrophysical emissions and left mainly the diffuse large-scale emission potentially attributable to DM. The described technique is not understandable, especially taking into account their angular resolution FWHM $\approx 10\degree$. They utilized the region, which captures essentially the whole galaxy, for derivation of constraints. The measured diffuse signal looks to be around the noise level from their fig. 1. Likely the authors severely underestimated the large-scale diffuse flux, getting its value much below other independent measurements. Then in the calculations they neglected completely by the spatial diffusion of DM $e^\pm$ in the whole galaxy, and by spatial variations of MF and ISRF density. These are clearly crude approximations, as can be seen e.g. from [13, fig. 6], where the impact of diffusion coefficient value on the radio flux is shown for the central kiloparsec. This impact is significant even in the central region, where $e^\pm$ cool fast. In the outer regions $e^\pm$ cool down much slower, hence migrate much further sinking into the halo – and the diffusion is much more important. Thus overall the claimed constraints can not be considered as justified.

[15] basically solved the transport equation again in 1D and possibly (not really clear from the text) neglected by the diffusion too producing even stronger constraints than [14] with large ROIs up to 50'. Thus the reasoning from previous two paragraphs applies here directly too. One advantage here in comparison with [14] is the spatially-dependent MF (1D). Then the author claimed that the derived constraints rule out DM interpretation of Galactic center (GC) gamma-ray and antiproton CR excesses. However the derived constraints are again doubtful, as it is shown below.

[16] utilized the radio data [24] at 5–8 GHz and claimed a possible presence of DM contribution in the central emission with the former being well-fitted by the thermal WIMP with $m_x \approx 30$ GeV. However the least understandable fact in the story is that the authors seem to ignore that they robustly ruled out such WIMP in their work [14] couple of years ago! Thus their two papers seem to require different WIMPs for inner and outer parts of M31.. Besides this their model of observational uncertainties is not transparent, e.g. a map noise and systematics are not mentioned. Also the authors assumed the stellar density profile as a tracer of non-DM radio emission. However CR synchrotron must not necessarily follow the stellar density, since the former is defined by the distribution of CR accelerators and $e^\pm$ diffusion. Also such frequency range is not optimal for WIMP detection as shown below.

Thus this section pedagogically demonstrated that the current situation is not really satisfactory – all the works discussed above have certain inaccuracies. Therefore M31 still lacks the comprehensive and precise analysis. This created the motivation to build the full 2D model and derive more precise DM constraints. In secs. VI, VIII the comparison of newly derived constraints with those from papers above is discussed.

III. MODELING THE EMISSION DUE TO DM ANNIHILATION BY GALPROP

In this section I describe the first key step - computation of the theoretically expected emission maps and spectra due to WIMPs annihilation. In general, there are two possible ways of this computation: one is to create a new code specifically for this purpose like we did in our previous work [10]; or to adapt widely-used codes, which compute CR propagation and emission. The latter way has a big advantage: we does not need to do an exten-
sive calibration and checking of the whole code, instead we only have to check the part which we modify for our purpose. Moreover in the past we already developed the extension for GALPROP package, which accurately computes DM annihilation. This was done in the frame of our work [25] on DM searches in MW for version 54 of GALPROP. Later the new version 56 was released, which has many new functionalities including an arbitrary observer placement in the galaxy [26, 27]. The latter opportunity allows in principle to apply GALPROP to any galaxy – not just to MW. These circumstances evidently defined my choice to employ GALPROP v56 for the task. Only two essential procedures were needed: adaptation of our DM extension for v56, and then – v56 for M31. Our DM extension for both versions of GALPROP is made public at [28] for convenient usage by astrophysical community. The detailed explanations are also provided there. The extension for v56 includes some features specifically related to M31.

The source term in the transport equation incorporated by our extension defines injection of $e^\pm$ produced by WIMP annihilation and has the following form:

$$q(R, E) = \frac{1}{2} \langle \sigma v \rangle \left( \frac{\rho(R)}{m_x} \right)^2 \xi(R) \frac{dN_\gamma}{dE}(E),$$

(1)

where $\langle \sigma v \rangle$ denotes WIMP annihilation cross section, $\rho(R)$ is DM density distribution, $m_x$ is WIMP mass, $\xi(R)$ is the DM annihilation rate boost factor due to substructures and $\frac{dN_\gamma}{dE}(E)$ represents the energy spectrum of $e^\pm$ per annihilation. For the latter the same spectra were used as in our previous works cited above. These spectra were taken from PPPC 4 DM ID resource [29, 30].

Modeling the emission due to DM annihilation indeed suffers from various significant uncertainties, which include and not limited to those in DM density and MF distributions, propagation parameters of galactic environment. And it is very important to include and quantify all significant uncertainties in the procedure of DM constraints derivation. To quantify uncertainties the popular MIN-MED-MAX paradigm (like e.g. in [31]) was utilized, when MIN and MAX model setups provide the lowest and highest DM emission intensities respectively and, hence, the weakest and strongest constraints. And MED setup represents some middle or “average expectation” scenario. It is not constructed to yield exactly average intensity between MIN and MAX. In this respect MED is probably less informative, since MIN and MAX represent rather hard limits, and the real intensity lives somewhere between them. MIN-MED-MAX models were built separately for DM density profile and MF distribution together with the propagation parameters (MF/prop.). Thus for each WIMP mass and annihilation channel 9 independent density/MF/prop. models were computed for a good coverage of the parameter space. DM intensities were computed for 13 log-evenly spaced WIMP masses over our range of interest $10^{-10}$–$1000$ GeV, which provides sufficiently dense coverage for further interpolation. And so far I computed only two representative and popular annihilation channels – $\chi \chi \rightarrow b \bar{b}$ and $\chi \chi \rightarrow \tau^+ \tau^-$. Just with two channels the total number of computed models, i.e. separate GALPROP runs, is thus $13 \times 2 \times 9 = 234$. Such model grid required significant amount of computational time. For this reason other annihilation channels were left for future work. Also as can be seen e.g. at [32, fig. 9], the exclusion limits for other channels can be expected to lie approximately between those for $b \bar{b}$ and $\tau^+ \tau^-$. The next subsections describe in details all the essential ingredients needed for modeling of the emission due to DM annihilation. The dependence of thermal annihilation cross section on WIMP mass was gathered from the updated work on the subject [33, 34].

A. Adaptation of GALPROP for M31

The main difference between MW and M31 cases in the frame of modeling by GALPROP is the location of observer. Fortunately GALPROP from v56 allows to set arbitrary location. However if one would set the true distance to M31, then the map pixels would be too large to achieve an acceptable angular resolution. For this reason M31 was placed at the fake distance $d_f = 50$ kpc, and all the angular quantities were rescaled by the following relation from a simple geometry: $d \tan \alpha \approx d_f \tan \alpha_f$. The fake distance value was chosen from two obvious requirements: on one hand it must be much larger than the relevant ROIs, on the hand it must be small enough to provide sufficient angular resolution about the angular size of GALPROP space grid step. It was checked empirically that the rescaling by relation above with the chosen value of $d_f$ does not introduce any significant intensity distortions. Thus the introduced $d_f$ allowed to have a comfortable (not too large) number of pixels on the produced HEALPix maps.

Another aspect is the choice between 2D and 3D solution of the transport equation. Since practically all the model ingredients are 2D, this was an obvious choice to speed up computation. Also the difference between 2D and 3D solutions was checked to be negligible for the small enough spatial grid step in 2D. The numerical values of general GALPROP parameters, which are same for all MIN-MED-MAX setups, are written out in the Appendix.

Then it was very important to establish/check the consistency between our previous setups [10, 25] and the current one. After long and deep investigations it was concluded that all three setups agree at the level not worse than $\approx 10\%$, which is a very good agreement. [10] used the code, which is completely independent w.r.t. GALPROP. Hence the obtained agreement provides the mutual check between all three setups and their results.
B. Modeling DM density distribution

The first important question here one may have is whether the traditional spherically-symmetric density profiles would describe M31 dark halo adequately. Besides many spherically-symmetric models two papers were found, which claimed both significantly oblate and prolate halo shapes – [35] and [36] respectively. Thus no systematical and robust deviation from the spherical symmetry seems to be detected. Hence the spherically-symmetric DM density distributions were employed.

Many studies concerning DM distribution in M31 were considered, and [37–43] were utilized among them. Overall they have quite good agreement between each other. As was outlined above, I aimed to choose three representative density profiles among many ones derived in the above papers: one “average expectation” case (MED) and two boundary cases around it, which would majorly enclose the uncertainty range (MIN/MAX). Usually stellar and gas kinematics do not allow to deduce reliably DM distribution in the inner regions of big galaxies; since baryons dominate the potential there, non-circular motions arise etc. Thus almost all the above studies derived DM density distribution at distances above 7-8 kpc leaving it very poorly constrained in the inner kiloparsecs. At the same time the density in this inner region majorly defines DM constraints we are looking for, since the signal from DM is very concentrated towards the center (see e.g. [10, fig. 5]). Hence our constraints would be very uncertain, if we would just formally extrapolate the profiles derived for an outer region into the inner region. Thus the estimates showed that the most cored (Burkert) profile from [41] allows thermal WIMPs with almost any mass in our range of interest (for MED MF/prop.), while the most cuspy/contracted (Moore) profile would exclude WIMP masses up to almost 1 TeV! Fortunately the new works [42, 43] allow to shrink reasonably such a huge uncertainty range. The team [42] introduced newer data and sophisticated two-bulge 2D-model for M31, which yielded satisfactory estimates of DM density in the inner region – fig. 12 there. Their estimates reliably exclude both extreme cases – very shallow profile like Burkert and very contracted one like Moore. The authors of [43] pointed out that “the giant stellar stream and the shell-like features of M31 are probably results of accretion of the satellites from highly eccentric orbits”. They modeled the influence of such accretion of DM-rich satellite on the central DM cusp and found, that even if the initial DM distribution in M31 was very cuspy, the central cusp would be unavoidably washed out after accretion. Thus the final profile is expected to be rather cored, although with quite high central densities - see [43, fig. 5, 8]. Based on these results both extremely cuspy and cored profiles were excluded from consideration. Other profiles derived in [37–42] (with sane fit qualities) form the corresponding uncertainty range. I ranked all these profiles by central densities and chose MIN-MED-MAX, which have approximately minimal-medium-maximum central densities and, hence, would generate respective intensities of DM emission.

The minimal profile, which would yield the most conservative DM constraints, appeared to be Einasto from [42]. I took for MIN their lowest allowed density profile rather than the best fit to stay conservative. The chosen profile can be seen on [42, fig. 12] as the bottom edge of violet-shaded family of acceptable Einasto profiles. The exact definition of Einasto profile is the following:

$$\rho_{\text{Ein}}(R) = \rho_{-2} \exp \left( -\frac{2}{\alpha} \left( \left( \frac{R}{R_{-2}} \right)^{\alpha} - 1 \right) \right),$$  \hspace{1cm} (2)

where $R_{-2}$ and $\rho_{-2}$ are the radius and density, where the profile slope goes over -2 (more details can be seen in [41, appendix B]). The numerical values of these parameters are provided in table III. I note that in fact the density profiles in [42] are 2D and have a mild flatness $q = 0.85$ as a fiducial value. Such flattened DM halos are physically motivated by gravitational pull from baryons towards the galactic plane, since the baryonic matter dominates the potential in the central region and is concentrated around the plane. However according to estimates $q = 0.85$ and $q = 1$ (i.e. spherically-symmetric) profiles yield very close J-factors for the relevant ROIs – the former differ just by few percents. Such small difference is negligible in our context, hence $q = 1$ was adopted. Also I would like to note that this profile does not reproduce correctly the total halo mass, which is profile-independent and well-constrained to lie in the range $0.7 - 1.3 \times 10^{12} M_\odot$ (e.g. [41, table 5]). The reason is that the authors [42] aimed to reconstruct the density profile only up to radius of 15 kpc, and their profiles are not precise beyond this distance. However it does not hamper to use it for our purposes; since as shown below, DM emissivity is too weak at radial distances above ~ 10 kpc and, hence, does not render much relevance there.

As the opposite MAX case the Einasto profile derived in [41] was employed. This profile has approximately the biggest central density allowed by [42, 43]. Also it is well-known that besides the smooth DM component, numerous subhalos with a very wide mass spectrum may reside in the host halo and boost the signal from annihilating DM significantly. For this reason to get a bit optimistic DM constraints in MAX case I included the signal boost due to substructure on top of the regular smooth component according to the boost factor model [44]. However we do not expect a significant signal increase due to substructure, since the latter do not survive much in the central regions of galaxies due to tidal disruption and DM signal is mainly localized around the center.

Then finally we have to choose the MED density profile, which would represent approximately medium constraints between margins provided by MIN and MAX. Such MED model can be naturally considered as more probable/expected case, or fiducial model. It was found that NFW best-fitting profile in [42] is the closest to such MED case. The exact functional form for NFW, which
C. Modeling the magnetic field distribution

As was already mentioned in sec. II, it is very important to model MF properly for the computation of synchrotron emission. Indeed the knowledge about MF distribution in M31 is much more limited than that in MW, which implies corresponding uncertainties for the expected emission. As with modeling of DM density, various available literature concerning MF in M31 was analyzed. Also a similarity between M31 and MW was naturally utilized: some aspects, which are unclear for analyzed. Also a similarity between M31 and MW was expected emission. As with modeling of DM density, we can see from the figure, that all the accepted profiles reproduce well DM density at the solar radius (one may expect rather similar DM halos in M31 and MW).

To model the radial profile of MF in the plane the results of mainly two papers [45, 46] were utilized. Thus [45] reported the following equipartition total field estimates in the central region: $B(0.2 < r < 0.4 \, \text{kpc}) = 15 \pm 3 \, \mu\text{G}$, $B(0.8 < r < 1.0 \, \text{kpc}) = 19 \pm 3 \, \mu\text{G}$. I took uncertainties of these and other field values in the disk as one of the factors, which defined MIN-MED-MAX range of models. Thus, for example, for MIN $B(0.2 < r < 0.4 \, \text{kpc}) = 15 - 3 = 12 \, \mu\text{G}$ was used, for MED $B(0.2 < r < 0.4 \, \text{kpc}) = 15 \, \mu\text{G}$ and for MAX $B(0.2 < r < 0.4 \, \text{kpc}) = 15 + 3 = 18 \, \mu\text{G}$. The field value in the very center $0 < r < 0.2 \, \text{kpc}$ was assumed to be equal to that in the range $0.2 < r < 0.4 \, \text{kpc}$. Then [46, table 1] provides the field values in the radial range 6–14 kpc (so-called star-forming ring, with 4 sub-ranges) at the level $B \approx 6 \div 7 \, \mu\text{G} \pm 20\%$. And no reliable estimates in the range $1 < r < 6 \, \text{kpc}$ seem to be available. Regarding this gap between the nucleus and ring [24] states, that the large-scale field exists there too, but it is just not illuminated by CR $e^\pm$, which are confined in the nucleus and ring. But it is hard to measure the field value in the gap directly (through Faraday rotation), since really few background sources shine through the gap [47].

Considering that the field does not differ much among the measured ranges and, hence, changes with $r$ relatively slowly, to build the full radial dependence a simple connection of the measured ranges by linear interpolation was applied, which yields the continuous radial profile. Another important circumstance, which is usually not taken into account, is that the cited field values must not be considered as values at a point. Instead these are always values effectively averaged over some volume, which is inevitably non-zero due to e.g. a finite size of telescope beam, which is used for MF measurement (through the non-thermal emission intensity or rotation measure). The size of such volume along $r$ coordinate is explicitly provided by the results cited above. Considering that the cited radial ranges are quite narrow, and the field changes slowly with $r$, this averaging effect along $r$ was neglected. However the field changes much faster along $z$ in any spiral galaxy, i.e. the field falls down exponentially (in first approximation) with scale $\sim 1 \, \text{kpc}$. Hence it is important to take into account this averaging effect along $z$ in order to model properly the values in galactic plane. This requires to choose the effective averaging volume size $\pm z_{av}$ along $z$. A natural choice, also suggested by [46], would be the characteristic thickness of the non-thermal emission layer, which can be considered as the vertical beam path length in the layer. [46, table 1] provides the value of this thickness $z_{av} \approx 0.3 \, \text{kpc}$. Then by definition of volumic average, which in our case comes down to average over $z$ due to $B(r) \approx \text{const}$ locally, we
have

\[ \langle B \rangle = \int_{-z_{av}}^{z_{av}} B_{pl} \exp \left( -\frac{|z|}{z_B} \right) dz \int_{-z_{av}}^{z_{av}} dz = \]

\[ = B_{pl} \frac{z_B}{z_{av}} \left( 1 - \exp \left( -\frac{z_{av}}{z_B} \right) \right). \quad (4) \]

Here \( z_B \) means the vertical scale height, \( \langle B \rangle \) – the effectively measured field in a certain radial range and \( B_{pl} \) – the physical value in galactic plane, which we look for to construct MF distribution. Such averaging correction in practice is relatively small. Thus, for example, the measured MED MF value cited above for the central region \( \langle B \rangle = 15 \ \mu G \) yields \( B_{pl} = 17 \ \mu G \) with the corresponding \( z_B \) value. Having conducted the whole procedure described above we can write out our basic MIN MF model, which is described by eq. (5) below.

Our MIN model represents the minimal anticipated MF from the condition of equipartition between the field energy density and that of CR \( \epsilon^\pm \). However (e.g. [48]) the equipartition assumption may underestimate the real field in irregular dense environments like galactic centers. This was evidently demonstrated in the work [49] for the nucleus of our Galaxy. These authors considered approximately ellipsoidal region around the GC with semi-major and minor axes \((r_1, z_1) = (0.42, 0.14) \) kpc. The simple equipartition assumption gives the field strength of just 6 \( \mu G \) inside. However the independent comprehensive multi-wavelength analysis revealed the necessary minimal field strength of 50 \( \mu G \) (effective volumic average) with a possibility for real field to be even at the level \( \approx 100 \ \mu G \) (see also [50]). Such situation may naturally exists in M31 nucleus too. For this reason it was decided to introduce the same MF "cusps" into MED and MAX distributions as in MW. Such MF profiles are somewhat analogous to DM density profiles in the aspect of cusp or core presence in the central region. MF cusps were embedded into MED and MAX profiles through the following way. MF was assumed to be constant with the strength 50 and 100 \( \mu G \) for MED and MAX profiles correspondingly inside the ellipsoidal region with semiaxes \((r_1, z_1) = (0.42, 0.14) \) kpc similar to MW. Indeed in reality MF likely has some internal non-uniform structure inside this region. However it would be too speculative to assume any specific non-uniformity. For this reason the effective volumic-average values according to the results of [49] were set. Such cusp is embedded into the large-scale MF around the central region, where the equipartition field is assumed to be valid. Hence this MF around is described by the same piecewise-linear on \( r \) and exponential on \( z \) model discussed above for MIN profile. However it is necessary to connect smoothly the central cusp with its surroundings avoiding unphysical field discontinuity. To do this the transition zone was introduced, where the field is naturally assumed to transform gradually from the central non-equipartition regime down to the equipartition state around. This transition zone was assumed to be restricted from outside by the ellipsoidal surface too with semiaxes \((r_2, z_2) = 2 \times (r_1, z_1) = (0.84, 0.28) \) kpc. From inside it is indeed restricted by the central cusp of constant field. Thus the transition zone can be imagined as the ellipsoidal layer around the concentrical ellipsoid with constant field. As for the field distribution in the transition zone, it was defined essentially through the linear interpolation between field values on the boundary surfaces of the zone, which reflects the mentioned smooth transition between the assumed non-equipartition and equipartition regions. The internal surface possesses indeed the central field value 50 or 100 \( \mu G \). And the external surface in turn – the corresponding piecewise-linear on \( r \) and exponential on \( z \) values. Eqs. (6)-(7) below summarize the structure of MED and MAX models with formal mathematical description of the ellipsoidal surfaces.

\[
B_{\mu G}^{\text{MIN}}(r_{\text{kpc}}, z) = \exp \left( -\frac{|z|}{z_B} \right) \times \begin{cases} 
14, & \text{if } r < 0.4; \\
12r + 9, & \text{if } 0.4 \leq r < 0.8; \\
19, & \text{if } 0.8 \leq r < 1; \\
-2.1r + 21, & \text{if } 1 \leq r < 6; \\
-0.36r + 11, & \text{if } r \geq 6.
\end{cases} \quad (5)
\]

\[
B_{\mu G}^{\text{MED}}(r_{\text{kpc}}, z) = \begin{cases} 
50, & \text{if } r < r_1, |z| < z_1 \sqrt{1 - (r/r_1)^2}; \\
\text{transition zone}, & \text{if } r < r_2, \max[0, z_1^2(1 - (r/r_1)^2)] \leq z^2 < z_2^2(1 - (r/r_2)^2); \\
17, & \text{if } r_1 \leq r < r_2, |z| \geq z_2 \sqrt{1 - (r/r_2)^2}; \\
9.1r + 13, & \text{if } r_1 \leq r < r_2, |z| \geq z_2 \sqrt{1 - (r/r_2)^2}; \\
21, & \text{if } r_2 \leq r < 1; \\
-2.4r + 23, & \text{if } 1 \leq r < 6; \\
-0.27r + 11, & \text{if } r \geq 6.
\end{cases} \quad (6)
\]
The key MF model parameters are written out in table III.

### D. Propagation parameters

Another important set of parameters attributes to the diffusion of DM $e^\pm$ in both coordinate and energy space. Let us begin the modeling of this set from defining the size of diffusion cylinder, inside which we solve the transport equation by GALPROP. The cylinder radius is usually assumed to be about the radius of stellar disk. However in our case the $e^\pm$ source is very concentrated towards the center, and $r_{\text{max}} = 15$ kpc was checked and set as absolutely sufficient radius. As for the vertical size $z_{\text{max}}$ – i.e. the half-height of diffusion cylinder, it is naturally linked to the vertical extent of MF, since the latter holds $e^\pm$ inside the diffusion region. For this reason usually a linear proportionality is assumed between $z_{\text{max}}$ and $z_B$, and I set $z_B = \delta \times z_{\text{max}}$ according to e.g. [54, eq. (4.5)]. $\delta$ here denotes the energy-dependence slope of the diffusion coefficient defined as follows:

$$D(E) = D_0 \left(\frac{E}{\text{GeV}}\right)^\delta.$$  \hspace{1cm} (8)

Thus now we have to determine the diffusion coefficient parameters $D_0$ and $\delta$. Here the results of detailed study of CR $e^\pm$ propagation in M31 and M33 [55] were utilized. These authors estimated the diffusion coefficient at several GeV and reported the results in their table 5. They found a slight anisotropy of the diffusion coefficient: it is larger by about 2 times along the galactic plane than in the orthogonal direction. However GALPROP v56 allows only isotropic diffusion, hence the coefficients were averaged over directions. The estimates in [55] are too approximate to recover $\delta$ reliably. For this reason the data on diffusion parameters in MW were also employed – particularly from [31]. And $\delta$ values were extrapolated from there. This work derived the updated diffusion parameters for DM searches in MW in the frame of MIN-MED-MAX paradigm. These authors outlined the parameter values for various propagation setups. These setups differ by the functional form of the diffusion coefficient, presence of reacceleration and convection. The closest to our GALPROP setup is called ”QUAINT” in their notation. The respective parameter values are provided in [31, table VII], which yields $\delta = 0.4$–0.5. These values reasonably agree with the results of [55] and, therefore, were adopted for M31. Having set $\delta$, $D_0$ values were derived using $D(E)$ from [55, table 5] for our MIN-MED-MAX models respectively as $\langle\langle D_0\rangle\rangle$; i.e. the range is formed by all possible values obtained in [55] by various methods and observational frequencies. All the accepted parameter values for M31 are written out in table III. The accepted $D_0$ values are rather close to those for MW cited in [31, table VII] – the values for M31 are lower by 2–3 times.

Another important aspect of the propagation model is a possible reacceleration of $e^\pm$ by MHD waves, which together with energy losses defines the diffusion in energy space. GALPROP defines the reacceleration coefficient through essentially the single parameter $V_A/\sqrt{w}$ with $V_A$ being Alfvén speed and $w$ – the ratio of energy densities of MHD waves to MF. However it is very difficult to model such fine effects in M31 – no papers on this topic were found. Another difficulty is a lack of knowledge about $w$ and the thickness of layer around the galactic plane, where reacceleration works. Also there are some doubts whether the reacceleration is modeled fully correctly by GALPROP, since substitution of the typically
recommended value $V_A = 30$ km/s (e.g. [56]) yields a very abnormal increase of our synchrotron emission intensity. Taking all these into account it would be too rough to assume any specific reacceleration in our model. At the same time "QUANT" setup for MW mentioned above requires significant $V_A$ for all MIN-MED-MAX cases. In such uncertain situation the following conservative choice was made: reacceleration was switched off in our MIN and MED models, and was included only into MAX model with the minimal possible $V_A = 5$ km/s according to the recipe in [31, appendix B] (assuming $w = 1$). Such conservative choice ensures that our emission intensities of interest would not be overestimated. And the correction of $e^\pm$ was not included too as uncertain and insignificant effect.

Finally we have to discuss probably the most important propagation aspect – energy losses of $e^\pm$ in the galactic environment. These losses are composed by synchrotron, ICS, bremsstrahlung, Coulomb and ionization losses. As discussed above in sec. II, many studies used incorrect expressions for these losses. Therefore below I provide the verified expressions for the key loss components $b = -dE/dt$ in GeV/s as they are implemented in GALPROP based mainly on [57]:

$$b_{\text{synch}} = 6.60 \cdot 10^{-25} B_{\mu G}^2 (\gamma^2 - 1),$$  
$$b_{\text{ICS}} = 2.66 \cdot 10^{-23} U_{eV/cm^3} (\gamma^2 - 1),$$  
$$b_{\text{brems}} \simeq 7.1 \cdot 10^{-20} \gamma n_e (\ln \gamma + 0.36),$$  
$$b_{\text{Coul}} \simeq 7.6 \cdot 10^{-18} n_e (\frac{\ln (\gamma n_e)}{n_e}) + 73;$$ (9) (10) (11) (12)

where $\gamma$ is $e^\pm$ Lorentz factor, $U$ is the energy density of ambient radiation field and $n_e$ is the concentration of ambient (fully-) ionized gas in cm$^{-3}$. MF strength for the synchrotron losses is defined by eqs. (5)-(7). As for the ISRF energy density $U$ in (10), its determination is highly non-trivial. In general ISRF comprises three major components: CMB emission, which is the same everywhere with $U_{\text{CMB}} = 0.26$ eV/cm$^3$; infrared emission from galactic dust and starlight. As for the spatial profiles of energy densities of last two components, they were adopted from MW (taken from GALPROP). Then ISRF densities were globally rescaled (i.e. the profiles were renormalized) according to the individual properties of M31. GALPROP easily allows to do such rescaling of each component by an arbitrary factor w.r.t. to the typical density in MW. Let us begin this discussion from modeling the infrared rescaling factor. Generally, as e.g. [58] says, M31 is a relatively dust poor galaxy with low infrared luminosity. Hence we expect the lower infrared radiation density in comparison with that in MW. In order to estimate the rescaling factor quantitatively the infrared intensities of the central regions $(r,|z|) \leq 0.5$ kpc of MW and M31 were obtained. The central region was chosen as the most important again, since DM is highly confined there. The infrared intensity of the GC region was extracted from DIRBE-COBE and IRIS missions data in the frequency range 1–5 THz. The intensity of M31 nucleus was taken from the dedicated paper [59] by Planck collaboration. Then the ratio of intensities was obtained – M31 appeared to be fainter by 10–30 times depending on frequency. Assuming approximate proportionality between the emission intensity and energy density, I set the infrared ISRF energy density factor for M31 to be 0.1 for all MIN-MED-MAX cases. Overall this factor has a relatively little influence (as well as CMB) on the total ICS losses. But this is opposite for the optical ISRF density, which dominates in ICS losses around the galactic center – i.e. in the bulge region. To compare the optical bulge intensities of MW and M31 the information from [60–63] the ratio of M31 to MW bulge luminosity (and hence intensity) was obtained to be $\approx 2.0 \pm 0.5$ depending on a filter band. In the absolute units it corresponds to $U_{\text{opt}} \approx (12 - 25)$ eV/cm$^3$ in M31 center. Thus we see that the optical radiation energy density in M31 central region is significantly higher than that in MW, which would in turn imply faster cooling of DM $e^\pm$, therefore lower synchrotron intensity and, unfortunately, weaker DM constraints. The optical ISRF density factor was set to 2.5 for MIN scenario, 2.0 for MED and 1.6 for MAX to cover the potential uncertainty range. This choice provides the same increment 1.25 between MIN and MED, MED and MAX: 2.5 = 2.0 $\times$ 1.25 = 1.6 $\times$ 1.25$^2$. At this point we have defined the synchrotron and ICS energy losses, which play the main role in overall loss budget. Then in order to determine bremsstrahlung, Coulomb and ionization losses (which are subdominant) I had to model and substitute into GALPROP the spatial distributions of the ionized, atomic and molecular gas in M31. As for the first one, combining the relevant information from [46, 51] the following approximate profile was set:

$$n_e(r, z) = 0.03 \exp \left( - \frac{r}{10} \right)^2 - \frac{|z|}{T} \right) \text{cm}^{-3}.$$

(13)

The description of neutral gas distributions and other secondary parameters are placed into Appendix in order to not overload the main body of paper.

### E. Emission absorption

It is important to take into account possible emission absorption along the line of sight. We estimated in [10, appendix A] that the synchrotron self-absorption is not relevant in the circumnuclear environment of M31 at the frequencies of interest. Then we have to estimate the thermal free-free absorption both in M31 and MW. For
both GALPROP was used – it has the functionality to model both free-free emission and absorption by ionized gas. In order to estimate the absorption in MW by GALPROP the observer was placed at the Sun’s position, and the test source was generated outside of MW in the direction of M31. Apriori we do not expect a significant free-free absorption in this direction, since M31 is located quite far from the GC in the sky – M31 Galactic coordinates can be seen in table II. The level of absorption was checked with a couple of representative ionized gas distributions for MW contained in GALPROP. The emission intensity decreases by no more than ≈ 1.5% at our lowest frequency of interest 74 MHz. The free-free absorption coefficient indeed decreases with frequency increase. Therefore the absorption inside MW was justifiably neglected.

The free-free absorption inside M31 was basically modeled by three entities: the thermal electrons’ spatial distribution, their temperature and clumping factor. The first entity is our ionized gas distribution (13) – this is fixed. The electrons’ temperature was fixed to the value 7000 K according to [64, fig. 1]. Then the electrons’ clumping factor was adjusted as free parameter to reproduce the global M31 free-free emission flux density, which is indeed produced by the same gas. Thus the thermal emission measurements help to model the thermal absorption. The former was taken from [59, fig. 15] and [65, fig. 3] at the frequency about 0.5 GHz. These independent studies found approximately the following flux densities of free-free emission from the whole galaxy at the mentioned frequency: 0.9 Jy and 0.5 Jy respectively. Then the electrons’ clumping factor in GALPROP was fitted to the value 21, which provides approximately the average free-free flux between the cited values. This value of clumping factor lies inside the expected range 10–100 suggested by GALPROP manual [66]. The corresponding free-free emission flux density generated by GALPROP can be seen in fig. 2. The described procedure yielded the synchrotron emission absorption at the level 0.5–1.0% for relevant ROIs with $R = 1–2$ kpc at 74 MHz. Thus the free-free absorption inside M31 can be neglected too, though it was still included in calculations at no cost. However, in general, it is important to model it carefully at $\nu \lesssim 50$ MHz. Another very important aspect here is that a significant absorption may break the linear proportionality between DM $e^\pm$ synchrotron intensity and annihilation cross section. This linearity in turn is fundamental for the whole procedure of DM constraints derivation. Here the absorption was included into the calculations by the simple single model, since it is tiny and, hence, does not require much attention in the frequency range of interest; which essentially lies in the domain, where the optically transparent medium approximation works. However one should be very careful in case of going outside the optical transparency regime.

| Model | MIN | MED | MAX |
|-------|-----|-----|-----|
| Type  | Einasto | NFW | Einasto |
| Scale radius $R_{2(\chi)}$, kpc | 8.9 | 10.4 | 17.4 |
| Scale density $\rho_{2(\chi)}$, $\text{GeV/e}^{-3}$ | 0.383 | 0.585 | 0.0892 |
| $\alpha$-slope | 0.73 | 0.76 | 0.17 |
| Central cusp | – | + | + |
| Substructure boost | – | – | + |
| Central field value, $\mu$G | 14 | 50 | 100 |
| Vertical scale $z_D$, kpc | 0.88 | 1.2 | 1.6 |

**IV. OBTAINED EMISSION MAPS AND SPECTRA**

Combining all the ingredients described above together GALPROP solved the transport equation for each of 234 DM models and generated the respective synchrotron intensity maps in HEALPix format at 8 frequencies of interest listed in table IV. Fig. 3 depicts the example of representative DM intensity map in comparison with the observed non-thermal diffuse emission map of M31 at 1.5 GHz. A benchmark thermal WIMP with $m_x = 100$ GeV annihilating evenly to $\bar{\nu}_\mu$ and $\tau^+\tau^−$ is assumed there (MED configuration). At the non-thermal (top) image we see very bright central region and the well-known star-forming ring around $r \approx 10$ kpc. The central emission has remarkably circular shape. This can not be said about DM emission morphology: it clearly shows a mild ellipticity, which reflects primarily the asymmetry of MF distribution in $r$ and $z$ directions. The measured intensity in the center is larger by $\approx 5$ times than that on DM map, which preliminary indicates that it is rather tricky to constrain even $100$ GeV WIMP mass scale. DM emission intensity decreases fast with the angular distance from center waning down completely beyond $\approx 15^\circ$. This fast decrease reflects the steepness of annihilation rate profile, which is proportional to $p^2$.

Fig. 2 demonstrates the emission spectra integrated over the whole galaxy (ROI radius is $\approx 2$°). The sep-
Aratation of all regular emission components was done in the dedicated study of M31 by Planck collaboration [59]. Their results generally agree with the similar independent study [65]. Then the spectra of specified benchmark DM models were superimposed on the plot to compare them with various emission components. First of all we can see that DM component expectedly decreases fast with the mass increase. The ratio of fluxes between $b\bar{b}$ and $\tau^+\tau^-$ channels depends both on the mass and frequency. Also we see that the slope of DM spectra is rather similar to that of total synchrotron. DM component (if it exists) would contribute into the synchrotron spectrum drawn by the magenta line. Hence it is optimal to search DM at frequencies where the synchrotron dominates the total emission to avoid contamination by other components. The synchrotron absolutely dominates up to $\approx 1$ GHz, then free-free adds slightly between 1 and 10 GHz. Thus we can preliminary infer the optimal frequency range for DM detection/constraining: below $\approx 1$ GHz is the best situation, where we can work with the total emission; then between 1 and 10 GHz it is preferable to remove the free-free component; and it does not make sense to go beyond 10 GHz, since many other components arise there, but DM rapidly faints. This justifies my choice of frequency range $\approx (0.1–10)$ GHz for derivation of constraints: below this range the free-free absorption hinders, above – DM signal drowns among other emissions. Also we see that working with the emission integrated over the whole galaxy would not be able to yield any useful constraints – even the lightest WIMP with $m_x = 10$ GeV produces the flux by an order of magnitude lower than the observed synchrotron. Hence the ROI optimization is necessary.

Fig. 6 shows the azimuthally-averaged radial emission profiles at the frequency of LOFAR Two-meter Sky Survey (LoTSS). As pointed above, only the synchrotron exists at such low frequencies. At angular radii above $5'–10'$ the observed emission intensity is an approximate estimate, since LOFAR does not see completely diffuse structures of such big sizes according to [67]. We see that DM emission is expectedly highly-concentrated around the center; and its potential contribution into the total decreases strongly beyond $10'–15'$, especially counting that LOFAR does not see all the intensity there. Then at large radii $\gtrsim 20'$ the bright star-forming ring enters the ROI, and the DM signal – to – non-thermal noise ratio drops even further. Thus the plot suggests that the optimal ROI radii for DM searches are likely not larger than $10'–15'$. Also we may notice that the radial profiles of different channels are very parallel.

Then figs. 4 and 5 illustrates the dependence of radial profiles on DM density distribution and MF/prop. setup respectively for both channels. Regarding the dependence on density profile, MED and MAX curves are quite parallel and differ mainly by their amplitudes. But MIN intensity decreases slower: in the center it is the lowest and at $20'$ it is almost the highest. This likely reflects the fact that MIN density overtakes both MED and MAX at $R \gtrsim 3$ kpc, which is visible at fig. 1. Regarding the dependence on MF/prop. model, all three curves here are rather parallel. The main difference is due to the presence or absence of central MF cusp: MED and MAX cases elevates up the intensity in the cusp zone steeply. And MIN evolves with distance more smoothly. All three setups are quite equally separated by their intensities on log scale.

The main inference from this section is the optimal frequency and spatial domains for the derivation of DM constraints, which is described in the next section.
FIG. 3. Top: the observed non-thermal emission (source-subtracted) map of M31 at 1.5 GHz from [68, + priv. comm.]. Bottom: the intensity map due to DM annihilation computed by GALPROP for the specified configuration of parameters. 1 arcmin corresponds to $R \approx 0.22$ kpc.

$\chi \chi \rightarrow 0.5b\bar{b} + 0.5\tau^+\tau^-$,

$m_\chi = 100$ GeV,

$\langle \sigma v \rangle_{\text{thermal}} = 2.1 \cdot 10^{-26}$ cm$^3$/s,

MED DM density and MF/prop.

FIG. 4. The radial DM intensity distribution dependence on DM density profile for the specified benchmark configurations.

FIG. 5. The radial DM intensity distribution dependence on MF/prop. model for the specified benchmark configurations.
The free-free component is negligible below $\approx 1 \, \text{GHz}$. Hence it is not dangerous. Also as was explained above, constraints towards weaker side (i.e. more conservative), presence of nuisance emissions would spoil the produced results such images were found. However in principle the estimated observed emission intensity is very approximate due to the limitations of LOFAR ability to see large scales.

V. DERIVATION OF DM CONSTRAINTS FROM VARIOUS RADIO DATA

For comparison of the theoretically calculated DM maps with the observed maps all the relevant radio data on M31 was thoroughly collected in the frequency range of interest $\approx (0.1–10) \, \text{GHz}$. The selected radio surveys and targeted observations are listed in table IV with their characteristics. We can see that a large variety of high-quality data are currently available, which evenly covers our frequency range. Ideally one would prefer to have an image, which is cleared off both projected discrete sources and thermal diffuse emission (especially above 1 GHz) by the image authors. Availability of such images among the selected sample is marked by "⊥" in the last column of table. Just for 3 (out of 8) frequency channels such images were found. However in principle the presence of nuisance emissions would spoil the produced constraints towards weaker side (i.e. more conservative), hence it is not dangerous. Also as was explained above, the free-free component is negligible below $\approx 1 \, \text{GHz}$. Let us now briefly discuss the data at each frequency. 0.074 GHz survey represents the redux of VLSS. Being interferometric sky survey it inevitably has a limitation of the largest angular scale visible, which is $36'$. In total 33 ROIs were utilized (from 1 to 5 at each frequency) covering the distances up to $15'$. In total 33 ROIs were utilized (from 1 to 5 at each frequency) covering the distances up to $15'$. Beyond $15'$ the bright start-forming ring begins to enter worsening significantly the signal-to-noise ratio. Meanwhile inner 6' is almost free from the projected nuisance sources. One may also in principle use off-center ROIs. The dark gaps between the nucleus and ring well visible at fig. 3 (top) are particularly attractive in this respect. It was calculated that these gaps (especially right one) actually provide very high signal-to-noise ratio; i.e. DM constraints, which are even stronger than those derived from nuclear region. However as was explained in details in sec. III C, these regions lack any direct MF measurements. MF there was defined in our model just by linear interpolation between the nuclear and ring regions. Hence it
TABLE IV. Characteristics of the radio images of M31 used for derivation of constraints. The last column indicates the availability of emission intensity cleaned of the thermal emission.

| Frequency, GHz | Ref. | Bandwidth, GHz | Targeted obs. or sky survey name | Beam FWHM, arcmin | RMS noise, mJy/beam | Syst. uncert., % | Non-thermal int. avail. |
|---------------|------|----------------|---------------------------------|------------------|---------------------|-----------------|------------------------|
| 0.074         | [69, 72] | 0.0016         | VLSSr                           | 1.25             | 100                 | 10              | –                      |
| 0.15          | [67]   | 0.048          | LoTSS                           | 0.33             | $\approx 0.25$      | 10              | –                      |
| 0.34          | [73]   | $\approx 0.07$ | Targeted                        | 5                | 3                   | 8               | –                      |
| 1.5           | [68]   | $\approx 0.02$ | Targeted                        | 1.5              | 0.3                 | $\approx 10$   | +                      |
| 2.6           | [70]   | 0.07           | Targeted                        | 4.4              | 1.2                 | $\approx 5$    | –                      |
| 4.9           | [24, 70] | 0.3            | Targeted                        | 0.25, 3          | 0.0075, 0.35        | $\approx 5.10$ | –, +                   |
| 6.6           | [71]   | 1.2            | Targeted                        | 2.9              | 0.43                | 28              | +                      |
| 8.4           | [24, 70] | 1.1            | Targeted                        | 0.25, 1.4        | 0.0055, 0.25        | $\approx 5$    | –                      |

would be too speculative and unreliable to claim strong constraints based on the gap region only; and I made the decision to utilize only the central ROIs, where MF was more or less certainly measured.

Meanwhile the following alternative selection of central ROIs was also tested, when only disks are used. Firstly at each frequency the optimal disk is being searched, i.e. the disk with radius providing the best sensitivity. Then one such optimal ROI for each frequency is being substituted in the joint likelihood. In such case the latter would have just 8 ROIs in total instead of 33 as in the method described above. However this strategy with disks only demonstrated worse sensitivity for all DM models. Hence the strategy above with 33 ROIs was employed.

Another important step of the preparation of ROI intensities for substitution into the final likelihood was map smoothing in order to take into account the angular resolution at each frequency. The effective pixel size of DM maps generated by GALPROP before smoothing is $\approx 0.3^\circ$. Then smoothing by Gaussian beam was applied to each map (except very high-resolution maps) with the corresponding beam FWHM (listed in the 5th column of table IV).

Now we can move to the construction of the likelihood function $L(\vec{c}|\vec{\Theta})$, which represents the probability density for the parameter vector $\vec{\Theta}$ in case of the observational data $\vec{c}$. $\vec{c}$ in our case is the observed mean intensities inside ROIs, and $\vec{\Theta}$ contains the annihilation cross section and various nuisance parameters. The likelihood (assumed to be Gaussian) takes into account both statistical and systematical uncertainties of the observed intensities $L = L_{\text{stat}} \times L_{\text{syst}}$:

$$L \propto \prod_{i=1}^{8\text{freq.}} \prod_{j=1}^{\#\text{ROI}_i} \exp \left(-\frac{n_{ij}^2}{2\sigma_{ij}^2}\right) \times \exp \left(-\frac{(s_{ij} - c_{ij})^2}{2\sigma_{s,ij}^2}\right),$$

(14)

where $n_{ij}$ is the map noise inside $j$-th ROI at $i$-th frequency with RMS $\sigma_{ij}$, $s_{ij} - c_{ij}$ is the systematical offset between the measured mean intensity $c_{ij}$ and the true one $s_{ij}$. The systematic map uncertainties listed in the 7th column of table IV (let us denote them by $u_i$) represent essentially the sky-averaged values. However the systematic offset in any specific ROI is not known apriori. Hence it is essentially the random variable, which is being modeled by the Gaussian distribution with $\sigma_{s,ij} = u_i c_{ij}$.

Then the total offset-corrected intensity is composed by the following terms: $s_{ij} = n_{ij} + u_{ij} + w_{ij}$, where $a$ is all the standard astrophysical emission (mainly CR synchrotron and free-free) and $w$ is the potential DM contribution. The noise RMS for an arbitrary ROI is calculated as $\sigma_{ij} = \sigma_{m,i}/\sqrt{\Omega_{ij}}$ with $\sigma_{m,i}$ being the map noise in Jy/beam listed in the 6th column of table IV and $\Omega_{ij}$ -- number of beams inside $j$-th ROI. A reminder here just in case: all the calculations are done in terms of the ROI-averaged intensity (i.e. in Jy/sr), not the flux density [Jy]. Then in the absolute units $\sigma_{ij} = \sigma_{m,i}/\sqrt{\Omega_{b,i} \Omega_{ij}}$, where $\Omega$ is the ROI size in sr. Thus to convert all the map intensities and noises into telescope-independent units one has to calculate the effective beam sizes $\Omega_{b,i}$. For this purpose the Gaussian telescope beam was assumed:

$$\Omega_{b,i} = \frac{\int 4\pi \exp \left(-\frac{\theta^2}{2\sigma_{b,i}^2}\right) d\Omega}{\int 4\pi \exp \left(-\frac{4 \ln 2 \theta^2}{\text{FWHM}^2}\right) \sin \theta d\theta} = 2\pi \int_0^\pi \exp \left(-\frac{4 \ln 2 \theta^2}{\text{FWHM}^2}\right) \sin \theta d\theta$$

(15)

with the beam FWHM being listed in the 5th column of table IV.

The null likelihood $L_0$ with $\langle \sigma v \rangle = 0$ is not suitable. A violation of this applicability condition causes a deviation of TS from $\chi^2$ distribution and finally may spoil the constraints by several times towards weaker, side as was shown in [4]. Hence I employed the bayesian inference,
when the likelihood function is being marginalized over nuisance parameters inferring the probability density for variables of interest. Similar methodology was utilized in our previous work [10, sec. III]. The nuisance parameters in our case are the intensities of usual astrophysical emission $a_{ij}$ and the systematic-free observed intensities $s_{ij}$. An important decision is what to assume for $a_{ij}$. As was intended initially, the constraints being derived here must be conservative and minimally model-dependent. Hence the flat prior uncorrelated between frequencies was assumed for $a_{ij}$ meaning that any astrophysical intensities are equally allowed. The prior for $s_{ij}$ is flat too. With flat priors we can straightforwardly marginalize the likelihood (14) to get the probability density for the annihilation cross section (other DM parameters are fixed):

$$L(\langle \sigma v \rangle | \vec{c}) \propto \int_{-\infty}^{\infty} \prod_{i,j} \exp \left( -\frac{(s_{ij} - a_{ij} - w_{ij}(\langle \sigma v \rangle))^2}{2\sigma^2_{ij}} \right) \times \exp \left( -\frac{(s_{ij} - \bar{c})^2}{2\sigma^2_{s,ij}} \right) ds_{ij} da_{ij}. \quad (16)$$

The integral above was calculated analytically yielding:

$$L(\langle \sigma v \rangle | \vec{c}) \propto \prod_{i=1}^{8\text{freq.}} \prod_{j=1}^{\#\text{ROI}} \left( 1 + \text{erf} \left( \frac{c_{ij} - w_{ij}(\langle \sigma v \rangle)}{\sqrt{2(\sigma^2_{ij} + \sigma^2_{s,ij})}} \right) \right). \quad (17)$$

where $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt$. In total the double product above has 33 multipliers. Then the following equation derives the constraint on $\langle \sigma v \rangle$ at the typical 95% confidence level:

$$\langle \sigma v \rangle_{\text{lim}} = \int_0^{\int L(\langle \sigma v \rangle | \vec{c}) d(\sigma v)} \int L(\langle \sigma v \rangle | \vec{c}) d(\sigma v) = 0.95. \quad (18)$$

The limiting cross section $\langle \sigma v \rangle_{\text{lim}}$ was found numerically from eq. above individually for each of 234 DM models computed by GALPROP. These models enter (17) through the mean intensities $w_{ij}$, which are linearly proportional to $\langle \sigma v \rangle$.

Before drawing the final constraints joining all frequencies together, the frequency-individual constraints were derived for MED parameter configuration in order to see the influence of each frequency. In this case the product over $i$ in (17) is absent. The result is shown in fig. 7 for both annihilation channels. We see that in $\chi \chi \rightarrow b\bar{b}$ case LoTSS data dominates the constraints for almost all WIMP masses considered. At low masses VLSSr also helps. LoTSS domination was naturally anticipated: this is the highest sensitivity data at low frequencies, where DM synchrotron is expected to be bright. Other frequencies influence the likelihood weakly – for a strong influence the exclusion lines should be packed densely to each other creating the multiplication effect, as the plot demonstrates. For $\chi \chi \rightarrow \tau^+ \tau^-$ channel the “cloud” of lines is narrower. Here LoTSS defines the exclusion until $m_{\chi} \approx 30$ GeV, then the non-thermal map at 4.9 GHz dominates absolutely. However for MIN and MAX setups the picture could be different.

Then fig. 8 demonstrates the exclusions for each of our 9 DM density and MF/prop. setups. We can see that they generate quite wide uncertainty range – its vertical width slightly exceeds an order of magnitude, especially for $b\bar{b}$. In general the obtained constraints are meaningful in a sense that some thermal WIMP masses inside our range are excluded even in the most conservative MIN case for both channels. We can also note that with our log axes the separation between MIN and MED curves are smaller than that between MED and MAX. This can be explained mainly by the presence of substructure boost and reacceleration in MAX models, which cause a significant pull towards larger DM signal intensities and, hence, stronger constraints.

More meaningful exclusions are probably those which enclose the whole uncertainty band, since they represent quite hard limits for possible reality. These hard limits are set by MIN and MAX density/MF/prop. setups. However one would naturally prefer to have some representative (or effective) average exclusion. Selection of MED scenario for the role of such exclusion would not be correct, since MED reflects just a particular parameter configuration. Instead all 9 possible parameter configurations must be averaged. This was done by geometric averaging, since MIN-MED-MAX tend to form the geometric progression rather than arithmetic one. The resulting exclusion is shown by the green thick line at fig. 9 and can be considered as the effective average exclusion. The green-shaded area around it reflects the uncertainties of DM density distribution (with MED MF/prop.). The blue- and magenta-shaded areas add MF/prop. uncertainties. We can notice (also from fig. 8) that the widths of uncertainty bands due to uncertainties in DM density and MF/prop. are comparable to each other in many cases. Thus both factors have important contributions into the total uncertainty budget. Then WIMP mass limits for the thermal cross section were numerically calculated for the cases depicted at fig. 9. The results are written out in table V. The mass in case of $\tau^+ \tau^-$ channel is confined significantly better than for $b\bar{b}$. In the latter case the total uncertainty reaches an order of magnitude. Assuming that the exclusions for other annihilation channels lie somewhere between the tested cases, it can be claimed that the thermal WIMP with $m_{\chi} \lesssim 20$ GeV is robustly excluded under any reasonable choice of DM density and MF/prop. models. In the opposite case of optimistic models the mass threshold is in the range $\approx (90-200)$ GeV. And finally the average expectation for the thermal WIMP is $m_{\chi} \lesssim (40-70)$ GeV, which reflects essentially the moderately conservative models. Indeed the conducted procedure does not yield any probabilistic inference for the thermal WIMP mass thresholds inside the obtained uncertainty ranges quoted in table V. The threshold value probability density can be assumed quasi-
uniform over these ranges with a slight preference toward the effective averages just from a general intuition.

TABLE V. The obtained limiting values of the thermal WIMP mass and their uncertainty ranges.

| Reaction | Effective (geometric) average | Range due to DM density uncert. | Range due to DM density and MF/prop. uncert. |
|----------|-------------------------------|--------------------------------|-------------------------------------------|
| $\chi \to b\bar{b}$ | 72 | 40–120 | 20–210 |
| $\chi \to \tau^+\tau^-$ | 39 | 27–65 | 18–89 |

VI. RELATION WITH THE GAMMA-RAY BAND AND ANTIPROTONS

DM annihilation necessarily produces gamma rays besides $e^\pm$, mainly in the form of prompt radiation. In this context [13] analyzed whether M31 radio brightness allows to fit the central gamma-ray emission seen by Fermi-LAT [23] by annihilating DM only. As was mentioned in sec. II, [13] concluded that such fit is not allowed, but their model contains some imprecise assumptions. Having more precise model developed here, we can check whether the conclusion of [13] still holds. According to their fig. 3 for NFW density profile with $\gamma_{\text{NFW}} = 1$, which is quite similar to our MED, WIMP must have the following parameters to fit the gamma emission: $m_\chi \approx 10$ GeV, $\langle \sigma v \rangle \approx 10^{-25}$ cm$^3$/s. According to our fig. 9 such WIMP is excluded absolutely robustly. Then for larger values of the inner profile slope $\gamma_{\text{NFW}}$ they indeed obtained smaller required cross sections. Our constraints would strengthen for steeper profiles too down to at least $\langle \sigma v \rangle \approx 10^{-27}$ cm$^3$/s. Therefore we conclude that the main claim of [13] is verified to be valid in spite of their model approximations. This is generally anticipated, since it is unlikely that the gamma-ray emission around M31 center is generated by DM only – some contributions from usual astrophysical sources like CR interactions, millisecond pulsars etc. are expected too.

More interesting situation was revealed for the outer halo of M31, which was claimed to manifest gamma-ray emission too in [74]. And DM annihilation was found to be the plausible mechanism for this emission in [75]. In the outer halo a domination of DM source is more probable, since CR interactions with the environment generate gammas mainly inside the disk. Fig. 10 shows by red crosses WIMP parameter ranges required to fit the outer halo emission. The top cross reflects the model, in which only M31 dark halo contributes into the signal. The bottom cross takes into account both MW and M31 halo contributions along the line of sight. We see that in both cases the vertical uncertainty range is quite large. However our constraints robustly exclude the first case, when only M31 J-factor is included. This is generally anticipated, since DM must inevitably annihilate in both halos. The second case is allowed very partially, i.e. non-conservative assumptions are needed for the fit, particularly regarding the J-factor values.

Then the purple cross in fig. 10 shows the parameter values required to fit the well-known gamma-ray excess around the GC according to the newest study [76]. Our derived constraints in principle allow these values, although for slightly "pessimistic" models of DM density and MF/prop. in M31. Thus summarizing the explanation by DM annihilation of both gamma-ray phenomena – M31 outer halo and GC excess – is allowed in the view of radio constraints, although with some restrictions and cautions. Hence these phenomena persist to be the promising directions for DM indirect searches. The community needs in new higher-quality gamma-ray data on both GC and M31 in order to progress understanding of the nature of both phenomena. Such new data in future may come from (besides other projects) our space-based gamma-ray telescope GAMMA-400 being developed currently. Its anticipated sensitivity to various types of DM signals are reviewed in details in [77].

Fig. 10 also demonstrates Fermi constraints from dwarf MW satellites. These constraints are generally comparable to our effective average exclusion. Fermi constraints significantly depend on the assumed J-factors for dwarfs without their direct measurements. As pointed out in [3], the optimistic J-factor values yield the constraints slightly stronger than those derived here and exclude thermal WIMP up to $\approx 100$ GeV. More realistic scenario shown by the orange line in fig. 10 yield the exclusion, which is weaker than our one until $\approx 200$ GeV.

And finally fig. 10 also contains the limit from AMS-02 antiproton data derived in the newest study [78], which meanwhile also disproved the significance of antiproton excess attributed to DM. We see that the antiproton exclusion line jumps below and above our exclusion until $\approx 200$ GeV, where overtakes finally. Thus overall our approach is very competitive to both Fermi observations of dwarfs and CR antiproton measurements.

VII. POSSIBLE DM CONTRIBUTION INTO THE NON-THERMAL EMISSION IN THE CENTRAL REGION

This section is dedicated to the semi-qualitative discussion on the following interesting question: what kind of radio signal in M31 nucleus would be produced by WIMP, which fits the gamma-ray outer halo? For this purpose I decided to test WIMP with the thermal annihilation cross section (as the most motivated value) and $m_\chi = (60 – 70)$ GeV. This WIMP lies inside the range bounded by the red bottom cross in fig. 10, and it is "partially" (i.e. for certain reasonable parameter configurations) allowed by all the main constraints: our radio, Fermi gamma by dwarfs and antiprotons. Lighter thermal WIMP is severely constrained, and heavier one.
FIG. 7. The limits on annihilation cross section vs. WIMP mass for both annihilation channels (MED DM density and MF/prop.) split by frequency, which is marked in GHz near each curve. The thick green line represents the joint exclusion from all frequencies together. The excluded cross section values are above the lines. The (almost) horizontal dashed line shows the thermal relic cross section.

FIG. 8. The joint constraints for all 9 DM density and MF/prop. models for both annihilation channels.

would not fit the outer halo. $m_x = 68$ GeV was set due to practical convenience. Then the spectrum of radio emission due to such WIMP and radial intensity profile were generated (for MED configuration) for the disk with 5' radius around the center – shown by light-green lines at figs. 11-12. The spectrum was compared with the observed non-thermal spectrum, which was obtained from the data at 0.074, 0.15, 0.34, 1.5 and 4.9 GHz. The observed spectrum was fitted by a simple power law yielding $I_{\nu} \propto \nu^{-0.76}$ (machine fit) – it is shown by the thick green line. We see that the spectral slopes of the observed and DM spectra are quite similar. The blue line shows the case of $\tau^+\tau^-$ channel just for comparison ($\tau^+\tau^-$ was not used to fit the outer halo). The radial intensity profile
FIG. 9. The constraints’ uncertainty ranges formed by uncertainties of DM density only (green-shaded zone), and both DM density and MF/prop. (blue- and magenta-shaded zones). The green thick line represents the geometric average of all 9 density/MF/prop. models and can be considered as the effective average limit.

FIG. 10. Our constraints for $b\bar{b}$ annihilation channel in comparison with the WIMP parameter ranges required to fit the gamma-ray emission from outer halo of M31 (red crosses, taken from [75, fig. 7]) and GC excess (purple cross, taken from [76]). Also the constraints from Fermi observations of dwarfs [3, fig. 4] and AMS-02 data on antiprotons [78, fig. 6] are shown.

from DM also follows the observed one very well just from a visual inspection. Thus such WIMP can easily mimic both the spectrum and morphology of the central emission contributing up to about half of the total emission intensity. Another contribution can naturally come from CR $e^\pm$. And a good consistency of the spectrum and morphology was seen with just first near at hand parameter configuration – in terms of DM density profile and MF prop. – without any tuning. Intentional tuning would further improve the consistency. DM model
Variation causes a significant variation of the spectral index. As an illustration of this fact, all our computed 234 DM models have the spectral indices in the wide range 0.39–1.77 approximating the spectra by power law inside inner 5′. The branching ratio of annihilation to different channels is another free parameter. Thus overall the opportunities to achieve the necessary fit for spectrum, morphology and amplitude are large.

The obtained good consistency between the considered DM emission spectrum/morphology and the observed ones may in principle indicate indirectly in favor of the presence of DM contribution in the central emission. Meanwhile [24] noticed, that the source of CRs, which produces radio emission in the nucleus, is unclear; since the star formation and, hence, CR acceleration sites are located in the outer zone $r \gtrsim 3$ kpc. The possibility of diffusion of CRs from there to the central region is also doubted. Hence it is not easy to find conventional explanation for the relatively bright central radio emission.

VIII. CONCLUSIONS AND DISCUSSION

The present work aimed to obtain the robust and model-independent WIMP annihilation constraints from radio observations of M31. Various new data on M31 were implemented, including very recent high-quality images obtained in LOFAR Two-meter Sky Survey. For the first time the transport equation for DM $e^\pm$ was properly solved in 2D taking into account the spatial diffusion. Solution of the transport equation and generation of DM synchrotron emission maps were performed by specific adaptation of GALPROP code (v56). A wide variety of radio data in the frequency range $\approx (0.1–10)$ GHz were utilized to derive the constraints. The uncertainties of derived constraints were quantified by three benchmark MIN-MED-MAX scenarios (individual) for both DM density distribution and MF/prop. parameters. The constraints were obtained for two representative annihilation channels – into $b \bar{b}$ and $\tau^+ \tau^-$. The final results are shown in fig. 9 and table V. Thus WIMP mass is constrained to be higher than $\approx 72$ GeV for $b \bar{b}$ channel and $\approx 39$ GeV for $\tau^+ \tau^-$ channel for the case of thermal annihilation cross section. The total estimated uncertainty ranges around these values are rather large: 20–210 GeV and 18–89 GeV respectively. These limits are rather model-independent in sense that no specific assumptions were made regarding the intensity of usual CR synchrotron emission, i.e. the flat priors were assumed for it at all frequencies.

Let us compare the derived constraints with results of previous studies on the subject. First of all it is very interesting to make the comparison with our previous work [10]. There we claimed the (average effective) exclusion of thermal WIMP lighter than 55–100 GeV (the same annihilation channels). The little difference w.r.t. the new results appeared to be fully caused by the change of the thermal cross section value: the older value used 10 years ago is by $\approx 1.5$ times larger than the modern refined value utilized here. Rescaling the thermal cross section would bring the old and new results into nearly
ideal agreement! The supposed reason of such remarkable reconciliation is the following. On one hand, the new study introduced various refining aspects to the model, which lowered DM intensities (hence weakened the constraints). These aspects include the spatial diffusion, more realistic MF distribution and energy losses etc. On other hand, newer and more sensitive radio images, some of which were cleaned of the nuisance emissions, were utilized. Better sensitivity allowed to constrain the observed non-thermal intensity better, which strengthened DM constraints. And it looks like these two opposite effects exactly canceled each other! The uncertainty ranges were slightly shrunk by the new model.

Regarding the studies made by other authors, we basically disproved the strong constraints claimed in [14, 15], which excluded heavy thermal WIMPs with $m_x \gg 100$ GeV. These studies obtained the constraints utilizing very large ROIs comparable by size to the whole galaxy. Fig. 2 above indicates semi-intuitively impossibility of such strong constraints, even if MED configuration there would be replaced by MAX, which produces the largest possible DM flux (from the whole galaxy). The latter reaches the level of observed flux just for the lightest WIMP with $m_x \approx 10$ GeV, meaning that only such low masses can be constrained. The natural question is what does cause such a big discrepancy between the results here and in [14, 15]? Although the precise answer would require to do specific calculations, on a qualitative level the main supposed reason is the deficient 1D MF model in [14, 15] together with abandoning the spatial diffusion, as was discussed in sec. II. Their MF models extrapolate spherically-symmetrically significant field values of several $\mu$G up to huge distances of decades of kpc. However no direct field measurements are available at such distances, especially outside of the disk. From a general reasoning one would not expect for MF to extend significantly beyond the disk, since the typical field generation by dynamo would not work there. For this reason the exponential field decline is usually assumed in the halo. Thus [14, 15] presumably boosted DM flux from the halo abnormally due to filling unrealistically large volume by significant MF. More realistic 2D MF models like employed here (eqs. (5)-(7)) are needed instead, especially taking into account the mentioned thickness of M31 magnetic disk.

The obtained exclusions are competitive/comparable to those from Fermi observations of MW satellites and AMS-02 measurements of CR antiprotons. Also rather conservative scenarios of the derived constraints allow the explanations of gamma-ray M31 outer halo and GC excess by annihilating DM.

It was found that the thermal WIMP with $m_x \approx 70$ GeV, which fits the gamma-ray outer halo and is not strongly excluded by all the main constraints, would make a significant contribution into the non-thermal emission intensity in the central region of M31 fitting well both the emission spectrum and radial profile. This is demonstrated at figs. 11-12 particularly for MED DM density and MF/prop. configuration. In that case DM emission intensity reaches up to about half of the total observed intensity.

As a further development of this work it is planned to extend this methodology to all other possible annihilation channels in order to study them in details and obtain the channel-independent exclusions. Then the future data from LOFAR LBA Sky Survey (LoLSS) [79] is anticipated for further sensitivity improvement. The study similar to the present work can be conducted for MW too, since the most recent such study [32] utilized rather approximate solution of the transport equation. And the information on emission polarization can be employed for ultimate improvement of the sensitivity (for both galaxies). This was already probed in [6].

Appendix: Additional aspects of modeling of DM $e^\pm$ propagation and emission from them in GALPROP.

Here I describe the aspects, which were not covered in the main text. Table VI below lists the values of various relevant parameters, which were used in GALPROP. The spatial and energy grid step sizes, as well as the propagation energy range cited in the table were empirically adjusted to achieve a good precision of the intensity calculation at the level of few percents. In fact the step sizes are very small. Such small steps in the numerical procedure were needed, because both DM density and $e^\pm$ injection spectra changes very steeply.

Then let us discuss the neutral gas concentration profiles, which were needed to calculate $e^\pm$ bremsstrahlung and ionization energy losses mentioned in sec. III D. The measured surface density profiles of the atomic and molecular gas were taken from [62, fig. 1]. Then I assumed the vertical profiles of gas to be similar to those in MW. Usually these vertical profiles are assumed to be Gaussian – e.g. [80]. From the latter paper and [81] the vertical scale heights (i.e. Gaussian RMS) were adopted: $\sigma_{\text{HI}} = 0.06$ kpc and $\sigma_{\text{H}_2} = 0.03$ kpc, which are attributed to the bulge region. Then the normalization coefficients for the concentration profiles were calculated requiring that each profile must reasonably reproduce the total gas mass in M31: $\int n_{\text{gas}}(r,z)m_{\text{H}}dV \approx M_{\text{gas}}$. The total gas masses in M31 were taken from [62, table 1] and [82]. Such procedure produced the following fitting functions for gas distributions, which were substituted into GALPROP:

$$n_{\text{HI}}(r_{\text{kpc}}, z) = 0.269(10^{-7}(\sin((r/8.23)^{1.35})) - 0.377) + (r/23)^2 + 0.23/(r + 1.8)^{0.7} \exp(-0.5z^2/\sigma_{\text{HI}}^2) \text{ cm}^{-3},$$ \hfill (A.1)

$$n_{\text{H}_2}(r_{\text{kpc}}, z) = 0.538(0.073 + 0.42\exp(-(r - 4.35)^2) + \exp(-(r - 10.8)^2/3.5)) \exp(-0.5z^2/\sigma_{\text{H}_2}^2) \text{ cm}^{-3}.$$ \hfill (A.2)
Indeed these are quite simple distributions, which track only the large-scale structure of gas over the whole disk and do not contain small-scale irregularities like dense clouds. As an overall sanity check of the gas profiles constructed above (including (13)), I compared the synchrotron flux from the relevant ROI \((R \leq 1\ \text{kpc})\) produced with the profiles above and that with the standard MW profiles. Replacement of \(n_e(r, z)\) and \(n_{\text{HI}}(r, z)\) has a minor effect on the flux – less than 10%. This agrees with the data presented in [62, table 1, fig. 1] for HI – its disk surface density and total mass are very similar in MW and M31. However replacement of \(n_{\text{H}_2}(r, z)\) profile lowers the flux more – by 10–30% depending on frequency. This also agrees with the mentioned source of data – \(\text{H}_2\) surface density and mass in M31 are lower than those in MW by several times! Thus the constructed profiles look realistic in first approximation. Also the fact that emission fluxes depend mildly on the gas concentrations releases a necessity to vary the latter with the purpose to study the corresponding uncertainty range. I.e. the potential uncertainties in the synchrotron intensity due to the uncertainties in gas distributions are negligible in comparison with those driven by e.g. uncertainties in DM density distribution. Thus I set the same gas distributions for all MIN-MED-MAX scenarios.

Full galdef files for GALPROP runs can be requested from the author by e-mail.

### TABLE VI. Values of various parameters used in GALPROP.

| Parameter                                      | Value          |
|------------------------------------------------|----------------|
| Radius of the diffusion cylinder \(r_{\text{max}}\) | 15 kpc         |
| Spatial grid step size \(\Delta r = \Delta z\)  | 0.05 kpc       |
| Propagation energy range \(10\text{MeV} - 1.2m_{\text{e}} c^2\) | 1.04           |
| Energy grid step increment                     |                |
| Infrared ISRF density factor w.r.t. MW         | 0.1            |
| HEALPix resolution of maps \(N_{\text{side}}\) | \(2^{10} = 1024\) |
| Temperature of free e\(^-\) in galactic gas \(T_e\) | 7000 K         |
| Free electrons’ clumping factor                | 21             |
| He/H ratio in galactic gas                     | 0.1            |
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