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ABSTRACT. We define a notion of substitution on colored binary trees that we call substreetution. We show that a fixed point by a substreetution may be (or not) almost periodic, thus the closure of the orbit under $F_2^+$-action may (or not) be minimal.

We study one special example: we show that it belongs to the minimal case and that the number of preimages in the minimal set increases just exponentially fast, whereas it could be expected a super-exponential growth.

We also give examples of periodic trees without invariant measure on their orbit.

We use our construction to get quasi-periodic colored tilings of the hyperbolic disk.
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1. Introduction

1.1. Background and main motivations. In the present paper we define and study a notion of substitution on colored trees. In the following they will be called substreetutions to make clear they are substitutions on trees. Substitution will be used for “classical ones” acting on the line. These substreetutions are new objects and generate many natural questions, within the dynamical viewpoint.

Our first main theorem (see Theorem A) states the existence of a substreetution \( H \) such that the \( \mathbb{F}_2^+ \)-orbit of the fixed point (for \( H \)), \( J \), generates a minimal set \( X \) in the set of colored binary trees (under \( \mathbb{F}_2^+ \) action).

The first motivation comes from Thermodynamic formalism in Ergodic Theory. A series a works ([3, 4, 5]) investigates the question of freezing phase transition with a quasi-crystal ground state and make links with substitutions. The question of higher-dimensional actions naturally appears, but conflicts to the fact that 1-d thermodynamical formalism deeply uses the Transfer Operator. This operator needs (to be defined) a kind of canonical order in the action, which does not hold for \( \mathbb{Z}^d \) actions with \( d \geq 2 \). Considering \( \mathbb{F}_2^+ \)-actions was thus the way to recover such canonical order in the action. We have thus been led to study substitutions associated to \( \mathbb{F}_2^+ \)-actions.

The second motivation is the existence of works on Sturmian trees (see [14] and [1]). It was a motivation to define substitutions on colored trees and to study the closure of the fixed point, as it is done for the Fibonacci sequence. We remind that the Fibonacci sequence is both Sturmian and substitutive.

The third motivation deals with the notion of invariant measures. Coming from the Ergodic Theory world, this question is of prime interest. It seems that few is known on invariant measures for trees. Unless we consider simple periodic trees with high symmetries, Bernoulli measures on the vertices or Markov inspired measures (see [6], [21]), we are not aware of other examples. We remind that \( \mathbb{F}_2^+ \) is not amenable, which makes the standard construction of invariant measures fail. In [11], some stationary measures are studied but it is not clear that they are \( \mathbb{F}_2^+ \)-invariant measures. We also mention the work of Rozikov et al (see [20]) in the statistical mechanics context.

We remind that in the classical Thermodynamic Formalism, invariant measures are usually obtained as equilibrium states, and more precisely as conformal measures coming from a Transfer Operator. Note that this operator exists here, but the question remains to see if we can use it to construct conformal measures. In particular, does it act on continuous functions?

If one wants to mimic or adapt the classical proofs, one of the first key points is to control the spectral radius of the Transfer Operator. Still for the classical case, the logarithm of the spectral radius is the topological entropy of the system. Entropy is a way to quantify the complexity of the system, and this is the core of the study in Dynamical Systems. Usually, entropy is given by the exponential growth rate of the number of configurations the system sees with respect to their length. For trees, it is naturally expected a super-exponential growth rate (see [19]). In [14], Sturmian trees are colored trees with an affine growth.

At that point, two questions arise: what is the good renormalization scale to classify chaos, and how to compute entropy? We remind that the spectral radius of the Transfer Operator usually deals with backward iterates, whereas the number of configurations/patches usually deals with forward iterates.
For the first question, we remind that for classical substitutions, complexity is in \( O(n) \), \( O(n \log \log n) \), \( O(n \log n) \) or \( O(n^2) \). This means that chaos is not observed at exponential scale but at a lower scale. Substitutions are chaotic but zero-entropy systems. Our second main result Theorem [B] exhibits a similar result but with a change of scale. Whereas we could expect a super exponential growth rate, we show here that we only have an exponential growth rate.

The second question has been studied for many systems. The result is that in spirit both rates do coincide. In particular, we mention [17], where several notions of pressures\(^1\) are defined for rational quadratic maps. Some are computed involving backward iterates, some with forward iterates. In [18] it was proved that all these pressures do coincide.

In the present paper, we define a notion of entropy, inspired by the tree-pressure\(^2\) from [17]. We show in our second main result Theorem B that the growth rate for the number of preimages of any tree in \( X \) is at most exponential, with a bounded from above speed. To avoid confusion with what would be entropy for trees, we decided to call it the backward complexity. However, we conjecture that this backward complexity has the same growth than the number of patches that can be seen in \( J \).

Copying the vocabulary for classical substitution, we mostly consider in the present paper constant length-2 substitutions on regular binary trees. More general substitutions can easily be defined, however, some computations show that complexity may become extremely quickly very high.

Several examples of constant length-2 substitutions are described and studied in the paper. For one of them, the fixed point is the usual Thue-Morse sequence lifted in a tree (each line has a constant color). The closure of the orbit of this tree is obviously minimal but does not really exploit the tree structure.

Furthermore, in Theorem [1.5] we give one example of a periodic tree without invariant measure.

1.2. Settings and results.

1.2.1. Binary trees and colored trees. We consider the free monoid with two generators \( \mathbb{F}_2^+ \) whose elements are the identity and all the finite words, of any given length, that can be written with the alphabet \( \{a, b\} \). The letter \( e \) stands for the empty word.

\(|\cdot|\) is the length of a given word, meaning the number of letters it has; we also set \(|e| = 0\).

The product of two words is just the word obtained by the concatenation. The lexicographic order on \( \mathbb{F}_2^+ \) is the one given by \( a < b \) and \( \omega < \omega' \) if \(|\omega| < |\omega'|\).

Fix a set \( \mathcal{A} \), called the alphabet; a colored tree (also called configuration) is a map \( \mathcal{B}: \mathbb{F}_2^+ \rightarrow \mathcal{A} \), say \( \mathcal{B} \in \mathcal{A}^{\mathbb{F}_2^+} \). In the following one shall set \( \mathcal{B}(x) \) and, for simplicity, we also fix \( \mathcal{A} \) as being the set \( \{0, 1\} \). We will only consider colored trees and thus simply use the word tree.

If \( \mathfrak{A} \) is a tree and \( \omega \) belongs to \( \mathbb{F}_2^+ \), \( \mathfrak{A}_\omega \) is called digit at position \( \omega \). Hence, if the tree \( \mathfrak{A} \) is fixed, elements of \( \mathbb{F}_2^+ \) will also be called sites. The generation of a site \( \omega \) is \(|\omega|\). Hence, the root, that corresponds to the site \( e \) is generation 0, the two first descendants form the set of sites at generation 1 and so on.

If \( \omega \) is a site, \( \omega.a \) is called its \( a \)-follower. Equivalently, we shall say that the digit \( A_{\omega a} \) is the \( a \)-follower of digit \( A_\omega \) and the digit \( A_{\omega b} \) is the \( b \)-follower of digit \( A_\omega \). The sites \( \omega.a \) and \( \omega.b \) are said to be brothers. Followers will also be called children. A \( n \)-descendant for \( \omega \) is any digit at site \( \omega \omega' \) with \(|\omega'| = n\). Children are 1-descendants.

\(^1\)We remind that the pressure is a kind of extension of the entropy.

\(^2\)Here tree-pressure is related to the tree-structure of inverse branches under a \( \mathbb{Z} \)-action and has not to be mixed up with the tree structure coming from \( \mathbb{F}_2^+ \)-action.
The site $\omega$ is the 1-ascendant of sites $\omega.a$ and $\omega.b$. We shall also call it the father. The father of the father is called the grandfather. It is also the 2-ancestor. By induction, one may define the $n$-ancestor of any site $\omega$ with $|\omega| > n$. Two sites are cousin if they have the same grandfather but they are not brothers.

A backward path in the tree is a path going from one site to one of its ancestor and containing all intermediate ancestors. A forward (finite) path is a backward path read in the other direction.

The distance between two trees $\mathfrak{A}$ and $\mathfrak{B}$ is $2^{-N(\mathfrak{A}, \mathfrak{B})}$ where $N(\mathfrak{A}, \mathfrak{B})$ is the minimal integer $n$ such that $\mathfrak{A}_\omega \neq \mathfrak{B}_\omega$ and $|\omega| = n$.

In other words, $d(\mathfrak{A}, \mathfrak{B}) = 2^{-n}$ means that $\mathfrak{A}$ and $\mathfrak{B}$ have different root if $n = 0$, and $\mathfrak{A}_\omega$ and $\mathfrak{B}_\omega$ do coincide for every $\omega$, such that $|\omega| \leq n$ and for at least one $\omega$ with $|\omega| = n$, one of the followers of $\mathfrak{A}_\omega$ is different to the same follower for $\mathfrak{B}_\omega$.

Note that the space of trees $\mathcal{A}^F$ is compact (for the metric we introduced) as a product of compact spaces. The subset of trees with root equal to 0 (or 1) is also compact as a closed set included into a compact set.

1.2.2. Canonical dynamics on trees. There is a natural $\mathbb{F}_2^+$-action on trees defined as follows:

For any given $x \in \mathbb{F}_2^+$ and $\mathfrak{A} \in \mathcal{A}^F \to \{0, 1\}$ take

$$ (T_a \mathfrak{A})_x := \mathfrak{A}_{ax} \quad \text{and} \quad (T_b \mathfrak{A})_x := \mathfrak{A}_{bx} $$

For the definition of distance one can easily see that we have:

$$ d(T_\omega(\mathfrak{A}), T_\omega(\mathfrak{B})) \leq 2d(\mathfrak{A}, \mathfrak{B}) \quad \text{for} \quad \omega = a, b $$

and thus the maps $T_a$ and $T_b$ are Lipschitz-continuous.

**Definition 1.1.** Let $\mathfrak{A}$ be a tree. A ball (of size $n \geq 1$) is any ball $B(T_\omega \mathfrak{A}, 2^{-n})$ where $\omega \in \mathbb{F}_2^+$

**Definition 1.2.** A tree $\mathfrak{A}$ is called pre-periodic if there exists a finite set of trees $\mathcal{O} := \{\mathfrak{A}(1), \mathfrak{A}(2), \ldots, \mathfrak{A}(n)\}$ satisfying

1. it contains $\mathfrak{A}$,
2. $\mathcal{O}$ is $T_a$ and $T_b$-invariant.

The tree $\mathfrak{A}$ is said to be periodic if $T_a(\mathcal{O}) \cup T_b(\mathcal{O}) = \mathcal{O}$.

Equivalently, $\mathfrak{A}$ is periodic and $\mathcal{O} := \{\mathfrak{A}(1), \mathfrak{A}(2), \ldots, \mathfrak{A}(n)\}$ is its orbit, means that if we consider the oriented graph whose states are the elements of $\mathcal{O}$ and with edges representing images by $T_a$ or $T_b$, then, each vertex is the initial point for two edges, and the end point for at least one edge.

**Notation 1.** For simplicity we shall set $T^{-1}(\mathfrak{A})$ for $T_a^{-1}(\mathfrak{A}) \cup T_b^{-1}(\mathfrak{A})$.

1.2.3. Substreetution.

**Definition 1.3.** A substreetution on trees is a map $H$ on the set of configurations defined by concatenation as follows:

1. $H$ maps each site to a truple (actually a root with two followers), the value depending only on the value of the digit at the site. See Figure with the box with dashline.
2. $H$ connects images of subtrees (followers) as indicated on Figure with $\mathfrak{A}, \mathfrak{B}, \mathfrak{L} \in \{H(\mathfrak{A}), H(\mathfrak{B})\}$.

The order word $\mathfrak{A}\mathfrak{B}\mathfrak{L}$ is called the grammar of the substreetution and is explained below.

$$ H(0) = \begin{array}{c} i \\ \hline \end{array} \quad \text{and} \quad H(1) = \begin{array}{c} 1-i \\ \hline \end{array}, \quad i = 0, 1. $$
Identifying the trees and their name, and reemploying notation from above, the word $IJKL$ is a word in $\{H(A), H(B)\}^4$, and can canonically be identified with a word in $\{A, B\}^4$. This defines the grammar of the substreetution $H$ and indicates the $H$-image of which sub-tree as to be connected on which slot at generation $2$.

**Example:** The grammar $ABBA$ means $J = L = H(A)$ and $J = K = H(B)$. In this case it is easy to see that the function $H$ satisfies the following relations: $HT_a = T_{aa}H = T_{bk}H$ and $HT_b = T_{ab}H = T_{ba}H$.

More generally, we let the reader check that

$$\{T_{aa}H, T_{ab}H, T_{ba}H, T_{bk}H\} = \{HT_a, HT_b\}$$

which is rewritten under the form $T^2 \circ H = H \circ T$. We call this relation the renormalization equation.

We emphasize that Equality (1) is a natural extension to the $F_2^+$-action case of property $\sigma^2 \circ H = H \circ \sigma$ which holds for the shift considered as a $N$-action and for constant length-2 substitutions.

It has been pointed to us that our procedure could have some similarities with the one introduced in [8]. This procedure deals with theoretical computer science. The vocabulary and probably the questions are quite different from the ones in Dynamical System. This makes the understanding of similarities or differences harder. At least, we see a difference as the Damm procedure seems to study finite trees whereas we are interested in infinite trees. We emphasize that our procedure has been defined from the need that the renormalization equality does hold.

**1.2.4. Results.** The two first results describe some property of one specific substreetution.

**Theorem A.** Let $H$ denote the substreetution given by $0 \mapsto \emptyset \mapsto 0 \mapsto 1$ and $1 \mapsto 1 \mapsto 0$, equipped with the grammar BBAB. Then there exists a unique fixed point $J$ with root $0$. The closure of its orbit is a minimal dynamical system $X$ and is not periodic.

There also exists a unique fixed point $J'$ with root $1$. It coincides with $J$ except at the root.

As $\sigma$ is continuous and $X$ is compact, $\sigma(X) \subset X$ and minimality yield that $\sigma(X) = X$. Hence $\sigma$ (restricted to $X$) is onto, which is *a priori* not obvious. This makes sense to study the backward complexity in $X$. Furthermore, it is neither clear that $J'$ belongs to $X$. This actually holds, see Corollary 5.17

**Theorem B.** With the same $H$. Let $\mathfrak{A}$ be in $X$. Set $p(n, \mathfrak{A}) := \# \{\mathfrak{B} \in X, T_\omega(\mathfrak{B}) = \mathfrak{A}, |\omega| = n\}$. Then for every $n$,

$$p(n, \mathfrak{A}) \leq 3^n.$$
The bound in Theorem 3 is not sharp at all. What is remarkable it is that it exists. We emphasize that in the whole space of trees $A^F_2$, for any tree $A$, $T^{-1}(A)$ has cardinality of the continuum. Furthermore, we conjecture a result similar to what holds for the tree-pressure in [17]: for most of the elements $A$ in $X$,

$$\lim_{n \to +\infty} \frac{1}{n} \log p(n, A) = \sup_{A \in X} \lim_{n \to +\infty} \frac{1}{n} \log p(n, B),$$

and both quantities exist.

Re-employing vocabulary from 1-d-ergodic theory, Balls of size $2^{-n}$ form a partition of $X$. We denote by $R_n$ its cardinality. $R_n$ is the number of patches of size $n$ that we see in $J$. We conjecture that

$$\lim_{n \to +\infty} \frac{1}{n} \log R_n = \sup_{B \in X} \lim_{n \to +\infty} \frac{1}{n} \log p(n, B)$$

holds.

Next results show that substreetutions may not generate a minimal set. And the last result shows that existence of invariant measures on a periodic set of trees does not always hold.

**Theorem 1.4.** The substreetution given by $0 \mapsto 0$ and $1 \mapsto 1$, equipped with the grammar $ABBA$ is non-minimal.

**Theorem 1.5.** There exist periodic trees with no invariant measure on their orbit.

1.3. **More general substreetutions.** Once we agree that the way to define a substitution on trees is to consider that equality in the renormalization equation (1) holds for sets, then it is very easy to define more general substreetutions.

Actually, $H$ can be defined by:

- Fixing the image of each “color” as a finite tree.
- Fixing the grammar for each slot at the end of each $H(\otimes)$.

This may be defined for colored trees involving a greater alphabet (more than 2 colors) and even not necessarily binary (or even regular) trees. Of course, the grammar has to consider possible irregularities in the number of followers.

**Example:** We can consider a substreetution on binary 2-colored trees defined by $H\left(\begin{array}{c} 0 \\ A \\ B \end{array} \right) = \begin{array}{c} 0 \\ \hline \hline \\ 1 \end{array}$

$$H(A) \quad H(B) \quad $$

and $H\left(\begin{array}{c} 1 \\ A \\ B \end{array} \right) = \begin{array}{c} 0 \\ \hline \hline \\ 0 \end{array}$

$$H(A) \quad H(B) \quad H(B) \quad H(A).$$

In this paper, we will mostly consider constant length-2 substreetutions. First of all because these objects are already complicated and there are many situations that we have not yet studied. For constant-length 2 substitutions on alphabet with 2 letters there are $2^4 = 8$ possibilities.
For constant length-2 substreetutions on regular binary trees there are 128 possibilities. Even if these numbers may be diminished due to symmetries, the number of possibilities for trees is much higher than the number of possibilities for the line.

Furthermore, we will deeply use the constant-length structure to define tools (as the source and the \( \chi \)-procedure). These tools could be defined for general substreetuation but would be extremely more complicated and harder to work with.

1.4. Plan of the paper. In Section 2 we first give some general results on substreetution, as existence of fixed points. Then, we prove some points of Theorem A: existence of two fixed points that differ only from the root.

In Section 3 we give a precise description of each line of the fixed point \( \mathcal{J} \). For that we use the notion of source which corresponds to unsubstitution in the classical.

Section 4 is devoted to the proof of the remaining points in Main Theorem A: that \( X \) is minimal and that \( \mathcal{J} \) is not periodic.

Minimality follows from [12]. We show that \( \mathcal{J} \) is almost periodic. The proof that \( \mathcal{J} \) is not periodic is done by contradiction. Assuming it is periodic, we use the Perron-Frobenius theorem on positive matrices to show that the proportion of 1’s along the lines of \( \mathcal{J} \) should have finitely accumulation points that are all positive. Contradiction comes from the fact that the proportion of 1’s goes to 0 along special subsequences of lines.

Section 5 explores several symmetries and rigidities of the configuration \( \mathcal{J} \) and its images. This allows to determines types (namely odd and even) of trees in \( X \).

We also show that knowing one subtree in \( A \in X \) allows to to recover his brother and even his cousins.

Section 6 is devoted to the proof of Main Theorem B. For any type of tree defined above, we compute the number of possible preimages in \( X \) and give a precise description of them.

Finally, in Section 7 we show Theorems 1.4 and 1.5. We also give a funny example of substreetution generating the well-known Thue-Morse sequence along the paths.

We give a picture of \( \mathcal{J} \) and show how to get a colored quasi-periodic tiling of \( \mathbb{D}^2 \) using elements of \( X \).

2. Some more general facts on (constant length-2) substreetutions

2.1. Source and Unsubstreetuted tree. We consider a constant length 2 substreetution as defined in Def. 1.3.

We remind the renormalization equation \( T^2 \circ H = H \circ T \). From this we get:

**Lemma 2.1.** Let \( H \) be a substreetution. For every site \( \omega \) with even length, there exists a word \( s(\omega) \) of length \( |\omega|/2 \) such that

\[
T_{\omega} \circ H = H \circ T_{s(\omega)}.
\]

The site \( s(\omega) \) is called the source of the site \( \omega \).

**Proof.** Direct application of renormalization equation by induction. □

We emphasize that a kind of converse is true. Given any word \( \omega \), there exists \( \omega' \) with \( |\omega'| = 2|\omega| \) such that \( T_{\omega'} \circ H = H \circ T_{\omega} \). Nevertheless, such an \( \omega' \) is not necessarily unique. It is entirely determined by the grammar.

2.2. Fixed points for marked substitution. We start with a basic observation.

**Lemma 2.2.** A marked substreetution is one-to-one.

**Proof.** Let \( A \) and \( B \) be two trees coinciding up to generation \( n - 1 \). Let \( \omega \), with \( |\omega| = n \) such that \( A_\omega \neq B_\omega \). Let \( \omega' \) be such that \( s(\omega') = \omega \). By definition, \( T_{\omega}(A) \) and \( T_{\omega'}(B) \) have different roots. Because \( H \) is marked, \( H \circ T_{\omega}(A) = T_{\omega'}(H(A)) \) and \( H \circ T_{\omega}(B) = T_{\omega'}(H(B)) \) have different roots. Therefore, \( H(A) \neq H(B) \). □
Assume that $\mathfrak{A}$ is a fixed-point for a substitution $H$. Let $\omega$ be a site with even length. Set $\omega' = s(\omega)$. Then, if $T_\omega(\mathfrak{A}) = H(T_{\omega'}(\mathfrak{A}))$, we say that $T_\omega(\mathfrak{A})$ is the unsubstreeuted tree from $T_{\omega'}(\mathfrak{A})$. By lemmas 2.1 and 2.2, it is well defined and uniquely determined. However, because the source operation is not one-to-one, it may be that several sites have the same unsubstreeuted tree. This hold if and only if the subtrees with roots these sites are equal.

Now, we show that a well-known result on classical substitutions holds for substreesition.

**Proposition 2.3.** If $H(0) = 0$ (resp. $H(1) = 1$) then, there is a unique fixed point for $H$ starting with 0 (resp. 1). They will respectively be denoted by $0\mathfrak{A}$ and $1\mathfrak{A}$.

**Proof.** Let us assume that $H(0) = (0,..)$ holds, the other case being totally symmetric.

By definition of $H$, if $\mathfrak{A}$ and $\mathfrak{B}$ are two trees coinciding up to generation $n$, with $n \geq 1$, then $H(\mathfrak{A})$ and $H(\mathfrak{B})$ do coincide up to generation $2n$ because each site produces 2 generations of new sites. Therefore,

$$d(H(\mathfrak{A}), H(\mathfrak{B})) \leq d^2(\mathfrak{A}, \mathfrak{B}) \leq \frac{1}{2} d(\mathfrak{A}, \mathfrak{B}).$$

Hence, $H$ acts as a contraction on the compact set of trees whose root is 0. It admits a unique fixed point on this set.

Because the set of trees is compact, thus is an Hausdorff space, the fixed point $0\mathfrak{A}$ is obtained as the limit of $H^n(\mathfrak{A})$ as $n$ goes to $+\infty$ and where $\mathfrak{A}$ is any tree with root 0. Furthermore, $0\mathfrak{A}$ can also be obtained as $\lim_{n \to +\infty} H^n(0)$.

In Theorem A we consider the substitution $0 \mapsto 010$ and $1 \mapsto 110$, equipped with the grammar $BBAB$.

It fulfills conditions to ensure that there is a fixed point with root 0 and a fixed point with root 1. We denote by $J$ the fixed tree with root 0 and by $J'$ the fixed point with root 1. It is easy to check (by induction) that each odd rank is a string of 10's.

We give here a first description of these two fixed points:

**Proposition 2.4.** The two trees $J$ and $J'$ only differ from the root.

**Proof.** We recall that $J$ and $J'$ are obtained as $\lim_{n \to +\infty} H^n(0)$ and $\lim_{n \to +\infty} H^n(1)$. Hence, the proof is done by induction on the number of iterations for $H$. we show that $H^n(0)$ and $H^n(1)$ only differ in the root.

Because $H(0) = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}$ and $H(1) = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}$, then level 1 for $J$ is equal to level 1 for $J'$.

For $n \geq 2$, $H^n(0) = H^{n-1}(0)$ and $H^n(1) = H^{n-1}(1)$. This finite tree is the tree $\mathfrak{A}^{n-1} := H^{n-1}(0)$ where we glue at the extremities the trees $H^{n-1}(0)$ or $H^{n-1}(1)$. The gluing only depends on the grammar rules.
Similarly, the finite tree $H^n(1) = H^{n-1} \begin{pmatrix} 1 \\ \hline 1 & 0 \end{pmatrix}$ is equal to the tree $\mathfrak{B}^{n-1} := H^{n-1}(0)$ where we glue at the extremities the trees $H^{n-1}(0)$ or $H^{n-1}(1)$. The gluing for that tree respects the same rules that for $H^n(0)$.

By assumption, $\mathfrak{A}$ and $\mathfrak{B}$ only differ in the root. This finishes the proof by induction. □

In the following, we write $O(3)$ for $\{T_\omega(3), \ \omega \in \mathbb{F}_2^+\}$. We remind that $X = O(3)$.

3. Description of the Jacaranda tree $\mathfrak{J}$

In all the following, except if it is especially mentioned, we shall only consider the substitution

from Theorem A: $0 \mapsto \begin{pmatrix} 1 \\ \hline 1 & 0 \end{pmatrix}$ and $1 \mapsto \begin{pmatrix} 1 \\ \hline 1 & 0 \end{pmatrix}$, equipped with the grammar BBAB. In this case the renormalization equations take the form

$T_aT_aH = T_bT_aH = T_bT_bH = T_b, \ T_aT_bH = HT_a$

$\mathfrak{J}$ and $\mathfrak{J}'$ are the two fixed points (for $H$) respectively with root 0 and 1. $\mathfrak{J}$ is also referred to as the Jacaranda tree.

As it is said above, each odd line in $\mathfrak{J}$ is a concatenation of 10's. The goal of this section is first to describe each even line (see Prop. 3.11) and to get an estimation for the number of 1's on even lines. This later result will be used to show that $\mathfrak{J}$ is not periodic (nor pre-periodic).

3.1. Inverse of the source function for $\mathfrak{J}$. As defined previously in the lemma 2.1 the source function $s$ is defined by

$T_\omega H = HT_s(\omega)$.

Here we want to describe more precisely the function $s$; the map $H$ has the property that for any given configuration $\mathfrak{C}$ we get $H(\mathfrak{C})_e = \mathfrak{C}_e$. We also have that

$aaH = baH = bbH = Hb$ and $abH = Ha$

(where, for example $abH$, is just a short notation for $T_aT_bH = T_{ab}H$).

If we consider $\mathfrak{J}$, the fixed point for $H$ whose root is zero, then we have

$(a_1a_2 \ldots a_k\mathfrak{J})_e = \mathfrak{J}_{a_k \ldots a_1}$

We also get, using equation (2),

$\mathfrak{J}_{ba} = (ab\mathfrak{J})_e = (abH(\mathfrak{J}))_e = (H\mathfrak{J}(\mathfrak{J}))_e = (a\mathfrak{J})_e = \mathfrak{J}_a = \mathfrak{J}_{s(ba)}$

Hence the source of $ba$ is $a$. In a similar way we can show that the sources of $aa, ab, bb$ are $b$: $s(aa) = s(ab) = s(bb) = b, s(ba) = a$.

More generally we get:

Lemma 3.1. Given two words $P$ and $Q$ with even length then $s(PQ) = s(P)s(Q)$
A family-block in a colored tree is the collection of all $H$.

3.2.1. Word at last even line for image of finite colored trees. Here, we want to describe how the word at last line for a colored tree generates the word at last but one line for its image by $H$. This procedure is recursive.

**Definition 3.3.** A family-block in a colored tree is the collection of all $n$-descendants of a site $\omega$.

Note that 2 brothers and 4 cousins form a family block. A family block has cardinality $2^n$, where $n$ is such that the first common ancestor is their $n$-ancestor.

**Definition 3.4.** Let $\mathcal{A}$ be a finite colored tree whose last line is a full family block. Then, the word at the last line is called the bottom-word of $\mathcal{A}$. It is denoted by $bw(\mathcal{A})$. The word at line last but one is called the vice-bottom-word. It is denoted by $vbw(\mathcal{A})$.

Next lemma is a direct consequence of the definition of $H$: proof...
Lemma 3.5. Let $\mathfrak{A}$ be a finite colored tree whose last line is a full family block. Set $\mathfrak{A} = \bigotimes \mathcal{R}$. Then

$$vbw(H(\mathfrak{A})) = vbw(H(\mathfrak{R})) \circ vbw(H(\mathfrak{R})) \circ vbw(H(\mathcal{L})) \circ vbw(H(\mathcal{R})).$$

Note that equality $bw(\mathfrak{H}(\mathfrak{R})) = bw(H(\mathfrak{R})) \circ bw(H(\mathfrak{R})) \circ bw(H(\mathcal{L})) \circ bw(H(\mathcal{R}))$ also holds but is not interesting as the bottom-word is only composed by a chain of 10’s.

Now, in order to introduce $\chi$, we notice that we can represent any configuration $\mathcal{C} \in \{0,1\}^F$ by means of the sets of addresses of the 1’s in each of its lines (it is clear that this can also be done using zeros, our choice of “1” here being completely arbitrary). Let us define the set $W_n = \{a,b\}^n$ of words of length $n \geq 1$ over the alphabet $\{a,b\}$, $W_0$ being the singleton $\{e\}$ that represents the root.

Given a configuration $\mathcal{C}$ we have, at the line $l \geq 0$, a word of length $2^l$ on the alphabet $\{0,1\}$ whose addresses are words on the alphabet $\{a,b\}$, with length $l$; hence the addresses corresponding to the line $l$ are in $W_l$. Then we define $1_l(\mathcal{C})$ as the set of addresses $\omega \in W_l$ where $\mathcal{C}_\omega = 1$.

For example $1_2(0010) = \{ba\}$ and $1_3(0100001) = \{aab,bbb\}$; in the case of words with length one (corresponding to the root of the configuration) we write $1_0(0) = \emptyset$ and $1_0(1) = e$.

Since the alphabet is $\{0,1\}$ we have a one to one correspondence between a word $P \in \{0,1\}^{2^l}$ (with length $2^l$) and the set $1_l(P) \subset W_l$.

In particular, this allows us to define a function $\chi$ that maps words of $\{0,1\}^{2^l}$ to words of $\{0,1\}^{2^{2l}}$: given a word $P \in \{0,1\}^{2^l}$ we take the corresponding addresses of the symbols “1” (say, $1_l(P)$), take their image under $\theta$, that gives a set of addresses in $\{a,b\}$ with length $2l$ and consider then as the addresses of the symbols “1” of a new word $\chi(P)$ of length $2^{2l}$. More formally:

Definition 3.6. $\chi$ is the function such that

$$1_{2l}(\chi(P)) = \theta(1_l(P))$$

where $P$ is a word of length $2^l$ over the alphabet $\{0,1\}$.

Remark 1. In the expression above, as usual, $\theta(A) = \{\theta(a) \forall a \in A\}$.

From this definition we get that the function $\chi$ can be described recursively:

Lemma 3.7. We have that $\chi(0) = 0, \chi(1) = 1$ and, for any given word $W_1W_2$ with length $2^l$, we have

$$\chi(W_1W_2) = \chi(W_2)\chi(W_1)\chi(W_2)$$

Proof. We have

$$1_0(\chi(0)) = \theta(1_0(0)) = \theta(\emptyset) = \emptyset$$

Hence, $\chi(0) = 0$. Similarly, $1_0(\chi(1)) = \theta(1_0(1)) = \theta(e) = e$ and so $\chi(1) = 1$.

Now

$$1_{2l}(\chi(W_1W_2)) = \theta(1_l(W_1W_2))$$

But $1_l(W_1W_2) = \{a1_{l-1}(W_1), b1_{l-1}(W_2)\}$ and then

$$\theta(1_l(W_1W_2)) = \theta(\{a1_{l-1}(W_1), b1_{l-1}(W_2)\}) = \{ba\theta(1_{l-1}(W_1)), aa\theta(1_{l-1}(W_2)), ab\theta(1_{l-1}(W_2)), bb\theta(1_{l-1}(W_2))\} = \{aa1_{2l-2}(\chi(W_2)), ab1_{2l-2}(\chi(W_2)), ba1_{2l-2}(\chi(W_1)), bb1_{2l-2}(\chi(W_2))\} = 1_{2l}(\chi(W_1W_2))$$

Hence $\chi(W_1W_2) = \chi(W_2)\chi(W_1)\chi(W_2)$.

□
We emphasize (and let the reader check):

1. \( \chi(10) = 0010 \),
2. any \( \chi^u(10) \) with \( u \geq 2 \) is a concatenation of blocks 0010 and 0000,
3. \( \chi^u(10) \) is a word of length \( 2^u \) in 0’s and 1’s.

**Proposition 3.8.** For any finite colored tree with full last line, say \( \mathfrak{A} \), then \( \text{vbw}(H(\mathfrak{A})) = \chi(\text{bw}(\mathfrak{A})) \) holds.

**Proof.** The proof is done by induction on the number of lines of the finite colored tree \( \mathfrak{A} \) (with full last line). If \( \mathfrak{A} = 0,1 \) (that is only line 0), then \( H(\mathfrak{A}) = \begin{pmatrix} 1 \\ \hline 0 \end{pmatrix} \) with \( \otimes = \mathfrak{A} \). Moreover, \( \text{bw}(\mathfrak{A}) = \otimes \). Then,

\[
\text{vbw}(H(\mathfrak{A})) = \otimes = \chi(\otimes) = \chi(\text{bw}(\mathfrak{A}))
\]

Assume that the result holds for any finite colored tree with full last line with \( l \) lines. Let \( \mathfrak{A} \) be a finite colored tree with full last line and with \( l+1 \) lines. Set \( \mathfrak{A} = \begin{pmatrix} \mathfrak{L} & \mathfrak{R} \end{pmatrix} \) and \( \text{bw}(\mathfrak{A}) = w \). Then \( w = \text{bw}(\mathfrak{L})\text{bw}(\mathfrak{R}) \) holds with \( \mathfrak{L} \) and \( \mathfrak{R} \) two colored trees with full last line and with \( l \)-lines.

Lemma 3.5 and Induction Assumption yield

\[
\begin{align*}
\text{vbw}(H(\mathfrak{A})) &= \text{vbw}(H(\mathfrak{R}))\text{vbw}(H(\mathfrak{L}))\text{vbw}(H(\mathfrak{R}))
\end{align*}
\]

3.2.2. Some technical lemmas on \( \chi \). We give some extra properties for \( \chi \) that will be used later.

**Lemma 3.9.** If \( \omega \) is a word with length \( 2^k \) and \( \omega' \) is the concatenation of \( 2^k \) words \( \omega \), then \( \chi(\omega') \) is a concatenation of \( \chi(\omega) \).

**Proof.** The proof is done by induction on \( k \). The result is obvious if \( k = 1 \). Let us assume it holds for \( k \) and let us prove it for \( k + 1 \).

Set \( \omega' \) the concatenation of \( 2^k \) words \( \omega \) and \( \omega'' = \omega'\omega' \). Then,

\[
\chi(\omega'') = \chi(\omega'\omega') = \chi(\omega')\chi(\omega')\chi(\omega')\chi(\omega').
\]

Hence, the property holds for \( k + 1 \) just by using Induction Hypothesis.

**Lemma 3.10.** For any \( u \geq 1 \), the word \( \chi^u(10) \) has at least one 1 in the second half. The same holds for the first half if \( u \geq 2 \).

**Proof.** The proof is done by induction.

First, \( \chi(10) = 0010 \). The second half of the word is 10 which contains 1.

Let us assume that the result holds for \( \chi^u(10) \) and let us prove it for \( \chi^{u+1}(10) \). Set \( \chi^u(10) = W^1 W^2 \) with \( |W^1| = |W^2| \).

By definition, \( \chi^{u+1}(10) = \chi(\chi^u(10)) = \chi(W^1 W^2) = \chi(W^2)\chi(W^2)\chi(W^1)\chi(W^2) \). The second half of \( \chi^{u+1}(10) \) is the word \( \chi(W^1)\chi(W^2) \) as the length of the image of a word by \( \chi \) does only depend on the length of the word.

By Induction hypothesis, \( W^2 \) contains some 1. By definition of \( \chi \), as \( \chi(1) = 1 \), \( \chi(W^2) \) also contains some 1. This shows that both halves contain some 1.

\( \square \)
3.2.3. **Description of words at even line in \( J \).**

**Proposition 3.11.** For every integer of the form \( m = 2^n(2n+1) \) with \( u \geq 0 \), the word at generation \( m \) in \( J \) is a concatenation of blocks \( \chi^n(10) \).

**Proof.** The proof is done by induction on \( u \).

For \( u = 0 \), we are looking at an odd line, which is only composed by blocks 10 by definition of \( H \).

We assume that this the property holds for any line of the form \( 2^n(2n+1) \) and we prove it for a line of the form \( 2^{n+1}(2n+1) \).

At line \( 2^n(2n+1) \) we consider all the consecutive and juxtaposed blocks of length \( 2^{2n} \). They form a sequence of family blocks with common \( 2^n \)-ancestors. More precisely, the line \( 2^n(2n+1) \) is the juxtaposition of the bottom-words of all the finite subtrees in \( J \) with root at line \( 2^{n+1} \) and with size \( 2^n \).

The tree \( J \) is invariant by \( H \), hence the line \( 2^{n+1}(2n+1) \) is obtained from the line \( 2^n(2n+1) \).

From Proposition 3.8 and induction hypothesis, Lemma 3.9 shows that the line \( 2^{n+1}(2n+1) \) is the concatenation of blocks \( \chi(\chi^n(10)) = \chi^{n+1}(10) \).

\[ \Box \]

\[ \begin{array}{l}
\text{We emphasize:} \\
\text{(1) odd lines are only composed by concatenations of 10's.} \\
\text{(2) Lines in } 4N+2 \text{ are only composed by 0010.} \\
\text{(3) Lines in } 4N \text{ are composed by blocks 0010 and blocks 0000.}
\end{array} \]

3.3. **Proportion of 1’s on even lines in \( J \).** Now we want to estimate how many 1’s we have in even lines of the Jacaranda tree \( J \).

First we start with special even lines.

**Proposition 3.12.** The number of 1’s on the line \( 2^n \) is given by \( 2^n(1 + f^n(1))^{-1} \), where \( f(x) = x + x^{-1} + 1 \) and \( n \geq 0 \).

**Proof.** First, we recall the map \( \theta \), defined such that \( \theta(a) = ba, \theta(b) = \{aa, ab, bb\} \) and \( \theta(pq) = \theta(p)\theta(q) \) (meaning the concatenation of any word of the set \( \theta(p) \) with any word of the set \( \theta(q) \)).

Now consider the line \( 1 = 2^0 \); since it is an odd line, the element that corresponds to 1 is on the site \( a \). We define \( P_0 \) as the number of sites with 1 and \( Q_0 \) as the number of sites with 0 on the line \( 2^0 \); hence \( P_0 = Q_0 = 1 \). This line is the source of line \( 2 = 2^1 \) and so, to find the sites that correspond to 1, we need to find all the sites whose source is \( a \). But they are given exactly by \( \theta(a) = ba \).

Then on the line \( 2^n \) we have that the sites with 1 are given by \( \theta^n(a) \) (and the sites with 0 are given by \( \theta(b) \)). Denoting by \( P_n \) (resp. \( Q_n \)) the cardinality of \( \theta^n(a) \) (resp. \( \theta^n(b) \)) we have that \( P_n + Q_n = 2^{2n} \), the length of the line \( 2^n \).

To obtain the line \( 2^{n+1} \), whose source is \( 2^n \), we use the fact that the ones are on the positions \( \theta(\theta^n(a)) = \theta^n(\theta(a)) = \theta^n(ba) = \theta^n(b)\theta^n(a) \); hence the sites of the ones are the concatenation of any site of \( \theta^n(b) \) with any from \( \theta^n(a) \). This implies that the number of 1’s is given recursively by \( P_{n+1} = P_n Q_n \). To obtain \( Q_{n+1} \) we just remind that this number is the number of elements of the line \( 2^{n+1} \) minus the number of elements that are equal to 1: \( Q_{n+1} = (P_n + Q_n)^2 - P_{n+1} = (P_n + Q_n)^2 - P_n Q_n \).

For any \( n \geq 1 \) we have then the recursion

\[ P_{n+1} = P_n Q_n \quad \text{and} \quad Q_{n+1} = (P_n + Q_n)^2 - P_n Q_n \]

Writing \( R_n = Q_n/P_n \) we obtain that

\[ R_{n+1} = \frac{Q_{n+1}}{P_{n+1}} = \frac{(Q_n + P_n)^2 - P_n Q_n}{P_n Q_n} \]
Proposition 4.1. There exists \( \omega \) such that for any position \( \omega = \omega_1 \ldots \omega_n \), for any word \( \omega_{n+1} \ldots \omega_{n+2} \), there exists \( k \leq N \) such that \( n + k \) is even and \( \mathcal{J}_{\omega_1 \ldots \omega_{n+k}} = 0 \).

Proof. The result is obvious if \( n \) is even and \( \mathcal{J}_{\omega_1 \ldots \omega_{n}} = 0 \). For the rest of the proof, we assume that \( \mathcal{J}_{\omega_1 \ldots \omega_{n}} = 1 \) holds.

Every odd line is followed by an even one. Hence, we can only prove the proposition for \( n \) even, the result for odd line is an immediate consequence of the result for even \( n \).

For the rest of proof we consider that \( n \) is even and that the digit at position \( \omega_1 \ldots \omega_n \) is 1.

\[
\begin{align*}
\frac{Q_n^2 + P_n^2 + P_nQ_n}{P_nQ_n} &= \frac{Q_n + P_n + 1}{Q_n + P_n + 1} = R_n + \frac{1}{R_n} + 1 = f(R_n)
\end{align*}
\]

where \( f(x) = x + \frac{1}{x} + 1 \) and \( R_1 = 3 \).

Hence

\[
2^{2^n} = P_n + Q_n = P_n + R_nP_n \Rightarrow P_n = \frac{2^{2^n}}{1 + f^{n-1}(3)} = \frac{2^{2^n}}{1 + f^n(1)}
\]
as claimed. \( \square \)

Corollary 3.13. Using the same notation of the previous proposition we have the following:

(1) The proportion of 1’s in the line \( 2^n \) is given by \( P_n/(2^n) = (1 + f^n(1))^{-1} \), that is a strictly decreasing function of \( n \) and this proportion goes to zero as \( n \) goes to infinity.

(2) The proportion of 1’s in the lines \( m = 2^n(2n + 1) \) is given by \( (1 + f^n(1))^{-1} \).

Proof. (1): notice that \( f(x) = x + \frac{1}{x} + 1 > x + 1 \); hence we have that \( f^k(1) \geq 1 + k \), showing that \( f^k(1) \to \infty \) as \( k \) goes to infinity and so

\[
P_n \to 0 \quad \text{as} \quad n \to \infty
\]

It is also clear that \( f^n(1) = f(f^{n-1}(1)) = f^{n-1}(1) + \frac{1}{f^{n-1}(1)} + 1 > f^{n-1}(1) \) showing that \( f^n(1) \) increases with \( n \) and so the proportion of 1’s decreases as \( n \) increases.

(2): as a consequence of proposition [3.11] we have that the lines \( m = 2^n(2n + 1) \) are a concatenation of blocs \( \chi^n(10) \); since in each one of those blocs the proportion of 1’s is given by \( (1 + f^n(1))^{-1} \) then the proportion of 1’s at the line \( m \) is also given by \( (1 + f^n(1))^{-1} \). \( \square \)

A very useful consequence of the results above is the following:

Corollary 3.14. A concatenation of blocs \( \chi^n(10) \) is the same as a concatenation of blocs \( \chi^n(10) \) if and only if \( u = v \).

Proof. One implication is automatic, let us concentrate on the other. Suppose \( v < u \) (the case \( v > u \) being completely similar); now take a concatenation of blocs \( \chi^n(10) \). The proportion of 1’s in this word is the same as in \( \chi^n(10) \), that is larger than the proportion of 1’s in \( \chi^n(10) \). But in the concatenation of \( \chi^n(10) \) the proportion of 1’s is the same as in \( \chi^n(10) \), showing that both blocs are distinct when \( v \neq u \). \( \square \)

4. Proof that \( X \) is minimal

4.1. The fixed point is minimal. The Grammar BBAB yields \( T_aT_aH = T_bT_aH = T_bT_bH = HT_b \) and \( T_aT_bH = HT_a \). Thus the source is given by

\[
\begin{align*}
s(aa) &= s(ab) = s(bb) = b \\
s(ba) &= a,
\end{align*}
\]

and more generally, \( s(p_1p_2 \ldots p_{2n}) = s(p_1p_2) \ldots s(p_{2n-1}p_{2n}) \).

Proposition 4.1. There exists \( N \) such that for any position \( \omega = \omega_1 \ldots \omega_n \), for any word \( \omega_{n+1} \ldots \omega_{n+N} \), there exists \( k \leq N \) such that \( n + k \) is even and \( \mathcal{J}_{\omega_1 \ldots \omega_{n+k}} = 0 \).

Proof. The result is obvious if \( n \) is even and \( \mathcal{J}_{\omega_1 \ldots \omega_{n}} = 0 \). For the rest of the proof, we assume that \( \mathcal{J}_{\omega_1 \ldots \omega_{n}} = 1 \) holds.

Every odd line is followed by an even one. Hence, we can only prove the proposition for \( n \) even, the result for odd line is an immediate consequence of the result for even \( n \).

For the rest of proof we consider that \( n \) is even and that the digit at position \( \omega_1 \ldots \omega_n \) is 1.
Figure 2. Different parts of the tree $\mathcal{J}$

(1) The case $n \in 8\mathbb{N}$. Let us set $n = 8n_1$. Because $H$ is marked, the source of the digit at position $\omega_1 \ldots \omega_n$ is 1 and is an even line. Its source is at line $2n_1$ and is again 1, and the source of this last digit is at line $n_1$ and is 1. Hence, we have line $n_1$, 1 and $B$

On Figure 2, site $\tilde{0}$ at level $4n_1 + 1$ is mapped by $H$ on sites $0$ at level $8n_1 + 2$. The subtree in frame at level $4n_1 + 1$ is mapped on the subtree at level $8n_1 + 2$ in frame (+ children). At level $8n_1 + 2$ three grand-children are 0. At level $8n_1 + 4$, all the grand-children from the site with digit 1 at level $8n_1 + 2$ are 0.

Consequently, for any $\alpha$ with $|\alpha| \geq 4$, there exists a digit in $\mathcal{J}$ at position $\omega_1 \ldots \omega_n\alpha_1 \ldots \alpha_k$ with $k \leq 4$ whose value is 0 and such that $n + k$ is even.

(2) Other cases. Let us set $n = 8n_1 + j$ with $j = 2, 4, 6$. Set $\alpha$ be any word with length at least 10. Then, $\omega_1 \ldots \omega_n\alpha_1 \ldots \alpha_{8-j}$ has length in $8\mathbb{N}$. Either there is some 0 at even position from position $\omega_1 \ldots \omega_n$ to position $\omega_1 \ldots \omega_n\alpha_1 \ldots \alpha_{8-j}$, or we are back to the previous case.

In the following for $\omega \in \mathbb{F}_2^+ = \omega_0 \ldots \omega_n$, $\bar{\omega}$ stands for $\omega_0 \ldots \omega_0$.

**Proposition 4.2.** There exists $N_0$ such that for any $\omega = \omega_1 \ldots \omega_n \in \mathbb{F}_2^+$, there exists $k \leq N_0$ and $\alpha \in \mathbb{F}_2^+$ with $|\alpha| \leq k$ such that $T_\omega(\mathcal{J})$ belongs to $T_\alpha(B(\mathcal{J}, 1))$.

**Proof.** From Proposition 4.1 path from position $\omega' := \omega_1 \ldots \omega_{n-N}$ to $\omega_1 \ldots \omega_n$ contains some 0 at even level. Having digit equal to 0 at even level implies being in $B(\mathcal{J}, 1)$. Thus, result holds with $N_0$ equal to $N$ from Proposition 4.1.

**Proposition 4.3.** For every $m$, there exists $N_m$ such that for any $\omega = \omega_1 \ldots \omega_n \in \mathbb{F}_2^+$, there exists $k \leq N_m$ and $\alpha \in \mathbb{F}_2^+$ with $|\alpha| \leq k$ such that $T_\omega(\mathcal{J})$ belongs to $T_\alpha(B(\mathcal{J}, 2^{-m}))$.

**Proof.** The proof is done by induction on $m$. For $m = 0$ this follows from Proposition 4.2.

Let us assume that the proposition holds for $m$ and let us prove it for $m + 1$.

Let $\omega = \omega_1 \ldots \omega_n \in \mathbb{F}_2^+$. For simplicity we assume it is bigger than $2N_m + N_0$. Again, we assume that $n$ is even. From Proposition 4.2 we can find $k \leq N_0$ such that $n - k$ is even and $\tilde{\mathcal{J}}_{\omega_1 \ldots \omega_{n-k}} = 0$.

Let us consider the source for this digit. It lives at level $n' = \frac{n-k}{2}$. Note that $n'$ is bigger or equal to $N_m$.

Let $\beta = \beta_1 \ldots \beta_{n'} \in \mathbb{F}_2^+$ be its position. Then, by induction hypothesis, there exists $j \leq N_m$ such that $T_{\beta_{n'-j} \ldots \beta_1}(\mathcal{J})$ belongs to $B(\mathcal{J}, 2^{-m})$. 

\[ \text{\□} \]
By definition $\beta_1 \ldots \beta_n = s(\omega_1\omega_2) \ldots s(\omega_{n-2j-1}\omega_{n-2j})$ and then

$$
\beta_1 \ldots \beta_{n-k-2j} = s(\omega_1\omega_2) \ldots s(\omega_{n-2j-1}\omega_{n-2j})
$$

Then we the renormalization equality and apply $T_{\beta_{n-k-2j}} \beta_1$. This yields

$$
H \circ T_{\beta_{n-k-2j}} \beta_1 = H \circ T_{s(\omega_{n-k-2j}\omega_{n-k-2j-1}) \ldots s(\omega_{n-k-2j})} = T_{\omega_{n-k-2j}\omega_{n-k-2j-1} \ldots s(\omega_{n-k-2j})} H(3) = T_{\omega_{n-k-2j} \ldots (3)},
$$

where we use $H(3) = \tilde{3}$.

On the other hand, we remind that $H$ acts as a contraction on trees. Hence $T_{\beta_{n-k-2j}} \beta_1 (3) \in B(3, 2^{-m})$ yields

$$
B(3, 2^{-m-1}) = B(H(3), \frac{1}{2} 2^{-m}) \ni T_{\omega_{n-k-2j} \ldots (3)}.
$$

Note that $k + 2j$ is lower or equal to $2N_m + N_0$. If we set $\alpha = \omega_n \ldots \omega_{n-k-2j+1}$, then

$$
T_\omega(3) \in T_{\alpha} B(3, 2^{-(m+1)}).
$$

This prove that property holds for $m + 1$, and then it holds for every $m$. \qed

Following notation from [12] Chap. IV (1.2), Prop. 4.3 shows that $\tilde{3}$ is almost periodic. Therefore, the closure of its orbit is a minimal invariant set.

#### 4.2. The fixed point $\tilde{3}$ is not periodic.

We are now in a position to prove the main result of this subsection:

**Proposition 4.4.** The fixed point $\tilde{3}$ is not periodic.

**Proof.** Because odd lines are alternations of 1 and 0, we cannot have $T_\omega \tilde{3} = \tilde{3}$ with $|\omega|$ odd, because it would send even lines on odd lines, and in each odd line the ration between the 0’s and the 1’s is equal to 1.

We do the proof by contradiction. Let us assume that there are finitely many trees $\tilde{3}(1), \ldots, \tilde{3}(N)$ with $\tilde{3}(1) = \tilde{3}$ such that the orbit of $\tilde{3}$ is $O = \{\tilde{3}(1), \tilde{3}(2), \ldots, \tilde{3}(N)\}$. This means that we can construct the graph whose vertices are the $\tilde{3}(i)$’s and there is an arrow (with label $a$ or $b$) going from $\tilde{3}(i)$ to $\tilde{3}(j)$ if $\tilde{3}(j) = T_c(\tilde{3}(i))$ with $c = a, b$. By definition of being the orbit, each vertex has two outgoing arrows and at least one incoming arrow.

We denote by $M$ the matrix associated to this graph. If we have at least one of the equalities $\tilde{3}(j) = T_a \tilde{3}(i)$ or $\tilde{3}(j) = T_b \tilde{3}(i)$ then, we set $M_{i,j} = 1$; hence $M_{i,j} = 1$ means that we can go from $\tilde{3}(i)$ to $\tilde{3}(j)$ by at least one path ($T_a$ or $T_b$, perhaps both).

By definition each row and each column of $M$ has at least one 1. By construction, $(M^n)_{i,j} > 0$ means that there exists $\omega \in F_2^+ \setminus \emptyset$ with $|\omega| = n$ and $T_\omega \tilde{3}(i) = \tilde{3}(j)$.

We let the reader check that the matrix $M$ is exactly of the form of the matrices considered in [13] Ex. 1.9.4-]. The spectral decomposition yields a partition of $O = \{\tilde{3}(1), \ldots, \tilde{3}(N)\}$ in finitely many disjoint sets $O_1, \ldots, O_{N'}$, with

$$
T_a O_i \cup T_b O_i = O_{i+1},
$$

with the convention $N' + 1 = 1$. Moreover, the dynamics for return in each component $O_i$ is mixing in the following sense: there exists $N''$ such that for every $n \geq N''$, for every $i$, for every $k_i$ and $j_i$ such that $\tilde{3}(k_i)$ and $\tilde{3}(j_i)$ belong to $O_i$, there exists $\omega \in F_2^+ \setminus \emptyset$ with $|\omega| = nN'$ and $T_\omega \tilde{3}(k_i) = \tilde{3}(j_i)$.

In other words, the transition matrices for the return in each $O_i$ are irreducible. We can apply the Perron-Frobenius theorem which yields for each $O_i$ an eigenvector with positive entries (if we only consider the indexes $k_i$ such that $\tilde{3}(k_i) \in O_i$) associated to the eigenvalue $\lambda N'$, where $\lambda$ is the spectral radius for $M$. We denote these eigenvectors by $\gamma_i$.

\footnote{and thus the unique single dominating eigenvalue.}
The $\gamma_i$'s yield an interesting property for the lines of $\mathfrak{J}$. We remind that $\mathfrak{J} = \mathfrak{J}(1)$ and thus belongs to one of the $O_i$'s, say $O_i$. The dynamics of the transition matrix $M$ represent the elements of the orbit of $\mathfrak{J}$ that can be reached applying the $\mathbb{F}_2^+\cdot$-action. Hence, each line of value $KN'$ in $\mathfrak{J}$ is only composed by roots of the elements of $O_{i_0}$ (and they do not appear elsewhere, since the sets $O_i$ are disjoint). More generally, each line $KN'+i$ in $\mathfrak{J}$ is only composed by roots of elements of $O_{(i_0+i \mod N')}$. Furthermore, the entries of the vector $(1, 0, \ldots, 0).M^{KN'+i}$ give exactly how many $T^i_{\omega_1\ldots\omega_{KN'+i}}\mathfrak{J}$ belongs to each $\mathfrak{J}(k_i) \in O_{(i_0+i \mod N')}$. In addition, and this is a consequence of the Perron-Frobenius theorem, their relative proportion is asymptotically given by the ratio between the entries of the eigenvectors $\gamma_i$ as $K$ goes to $+\infty$. We refer to Fig. 3 for a graphic representation of that fact. Hence, the ratio between the number of 1's and the number of 0's must be uniformly (in $i$ and $K$) bounded away from 0 and away from 1. This is in contradiction with Corollary 3.13.

**Corollary 4.5.** There is no $\omega \in \mathbb{F}_2^+$ such that $T^i_\omega(\mathfrak{J}) = \mathfrak{J}'$.

**Proof.** The proof is done by contradiction. Let us assume that $T^i_\omega(\mathfrak{J}) = \mathfrak{J}'$. Note that $\omega \neq e$, as $\mathfrak{J}$ and $\mathfrak{J}'$ have different root. Then, $T^i_\omega(\mathfrak{J}') = \mathfrak{J}'$. Set $\omega = \omega_1\ldots\omega_n$. If we consider the concatenation of $k$ times $\omega$, Proposition 4.3 shows that there exists $m \leq n$ such that $T^i_{\omega_1\ldots\omega_m}(\mathfrak{J}') = \mathfrak{J}$, hence $T^i_{\omega_1\ldots\omega_m}(\mathfrak{J}) = \mathfrak{J}$. This is a contradiction. □

5. **Self-similarities, types, unsubstreetutions and rigidity**

5.1. **Self-similarities in $\mathfrak{J}$.**

**Lemma 5.1.** Let $\omega a$ and $\omega b$ be two brothers with even length. Let $\omega'$ and $\omega''$ respectively denote the sources of $\omega a$ and $\omega b$. Then either $\omega' = \omega''$ or they are brothers.

**Proof.** Let $\otimes$ be the color for the grandfather of $\omega a$. We see the configuration

\[
\begin{array}{c}
\otimes \\
\text{site } \omega \\
\text{site } \omega a \\
\text{or site } \omega a \\
\text{site } \omega b \\
\end{array}
\]

\[
\begin{array}{c}
\otimes \\
\text{site } \omega \\
\text{site } \omega b \\
\end{array}
\]

\[\text{Figure 3. Proportion of 1's is bounded away from 0 as the generation increases.}\]
In any case, $\otimes$ lays at even level and we can consider its source. At the source one sees

\[ \otimes \]

which yields at level of the grandfather $H(\mathcal{B})$, $H(\mathcal{A})$ and $H(\mathcal{B})$. If $\omega$ is the $a$-follower of $\otimes$, then $\omega' = \omega''$. If $\omega$ is the $b$-follower, then $\omega'$ and $\omega''$ are brothers. □

We remind that odd lines of $\mathcal{J}$ are composed by strings of 10. We remind equalities

\[ \chi(1) = 1, \quad \chi(0) = 0, \quad \chi(10) = 0010 \quad \text{and} \quad \chi(2)(10) = \chi(0010) = \chi(10). \]

Clearly, $\chi^n(0000)$ is a chain of 0’s.

Hence, by Proposition 3.11 even lines in $\mathcal{J}$ are composed by blocks 0000 or 0010. More precisely,

**Lemma 5.2.** Any line in $\mathcal{J}$ at level in $4N + 2$ is only composed with blocks 0010. Any group of 16 digits in $\mathcal{J}$ at level in $4N$ with the same $4$-ancestor is either composed only by 0’s or is equal to $0010 \ 0010 \ 0000 \ 0010$.

**Lemma 5.3.** Let $\omega$ be a site such that all its grandchildren in $\mathcal{J}$ have root equal to 0. Then,

\[ T_{\omega a}(\mathcal{J}) = T_{\omega b}(\mathcal{J}) = T_{\omega a}(\mathcal{J}) = T_{\omega b}(\mathcal{J}). \]

**Proof.** Because all sites $\omega a$, $\omega b$, $\omega a$ and $\omega b$ have color 0 it means that they lay at even level.

\[ \otimes \]

Hence, $|\omega|$ is even and we can consider its source. At the source we see $\mathcal{A}$ and $\mathcal{B}$ which yields

\[ \frac{1}{\otimes} \frac{0}{\mathcal{A}} \frac{H(\mathcal{B})}{\mathcal{B}} \]

at site $\omega$. This immediately yields $T_{\omega a}(\mathcal{J}) = T_{\omega b}(\mathcal{J}) = T_{\omega a}(\mathcal{J}) = T_{\omega b}(\mathcal{J})$.

Now, let us set $|\omega a| = 2^n(2n + 1)$. We can consider the unsubstreeututed trees for $H(\mathcal{B})$ and $H(\mathcal{A})$ (respectively at site $\omega a$ and $\omega b$) $n$-times. These two resulting trees are at level $2n + 1$. By Lemma 5.1 they are either equal or “brother” subtrees. Furthermore their roots are equal to 0. But at odd level, one only sees strings of 10. This yields that the subtrees are equal, hence $H(\mathcal{A}) = H(\mathcal{B})$. □

5.2. **Types and unsubstreeutation.** We remind $O(\mathcal{J}) = \{ T_\omega(\mathcal{J}), \ \omega \in F_2^+ \}$ and $X = \overline{O(\mathcal{J})}$.

As $H(\mathcal{J}) = \mathcal{J}$, equality (1) shows that the set $X$ is $H$-invariant. A natural question is to inquire about in which $H^n(X)$ a given element belongs. If $\mathcal{A} = H^n(\mathcal{B})$, then we say that $\mathcal{B}$ is the $n$-times unsubstreeuted tree of $\mathcal{A}$. Unsubstreeutation has been defined for element in $O(\mathcal{J})$ in Subsection 2.1 via the source function (see Lemma 2.1). The goal of this section is to extend this notion to general elements in $X$ and not only those in the orbit of $\mathcal{J}$.

At that stage it is not yet proved that $\mathcal{J}'$ belongs to $X$. The proof is done in Corollary 5.17 in Subsection 5.3. Nevertheless we point out that it is not an error to consider the case $\mathcal{A} \in X$. 
and $\mathcal{A} \neq \mathcal{J}$. Furthermore, Corollary 5.17 comes from Lemma 5.16. The Lemma could be stated earlier but only for $\mathcal{J}$. As we need it for any element of $X$ it appeared easier to postpone the proof of $\mathcal{J} \in X$.

5.2.1. Type $2^u$ for elements in $X$.

**Definition 5.4.** We say that $\mathcal{A} \in X$ is of type $2^u$, with $u \in \mathbb{N}$ if there is a sequence $\omega_k$ with $|\omega_k| = 2^u(2n_k + 1)$ such that

$$\mathcal{A} = \lim_{k \to +\infty} T_{\omega_k}(\mathcal{J}).$$

An element of type 1 (i.e., $2^0$) is also said to be of odd type. An element which is not of odd type is said to be of even type.

The set of odd (resp. even) trees will be denoted by $X_{od}$ (resp. $X_{ev}$).

Note that any $T_{\omega}(\mathcal{J})$ with $|\omega| = 2^u(2n + 1)$ is of $2^u$-type. It is *a priori* not clear that the type is well defined for any element in $X$. The purpose of this part is to prove that it holds.

**Lemma 5.5.** Let $\mathcal{A} \in X := \{T_{\omega}(\mathcal{J}), \omega \in \mathbb{F}_2^+\}$. Let $(\omega_k)$ be a sequence in $\mathbb{F}_2^+$ such that $|\omega_k| \to_{k \to \infty} +\infty$ and $\mathcal{A} = \lim_{k \to \infty} T_{\omega_k}(\mathcal{J})$. Then only the two following cases may happen:

1. $|\omega_k|$ eventually is even,
2. $|\omega_k|$ eventually is odd.

**Proof.** We remind that any odd line for $\mathcal{J}$ is composed by a string of 10, and every even line of $\mathcal{J}$ is composed by blocks 0000 or 0010. This yields that if $|\omega|$ is even and $|\omega'|$ is odd,

$$d(T_{\omega}(\mathcal{J}), T_{\omega'}(\mathcal{J})) \geq 2^{-3}.$$ 

A converging sequence is also a Cauchy sequence, thus all lengths must have the same parity for sufficiently large index.

A direct consequence of Lemma 5.5 is that any $\mathcal{A} \in X$ either is of odd-type or of even-type.

**Lemma 5.6.** Let $\mathcal{A} \in X$ of even-type. Let $(\omega_k)$ be a sequence such that $\lim_{k \to \infty} T_{\omega_k}(\mathcal{J}) = \mathcal{A}$. Set $|\omega_k| = 2^u(2n_k + 1)$. If $u_k \to +\infty$, then $\mathcal{A} = \mathcal{J}$ or $\mathcal{A} = \mathcal{J}'$.

**Proof.** Let us set $\mathcal{A}^k := T_{\omega_k}(\mathcal{J})$. The $u_k$-source for $\omega_k$ is a site $\omega_k'$ that is at level $2n_k + 1$. The digit is either 0 or 1 (for every sufficiently large $k$ only one option is possible since $H$ is marked). Hence, $\mathcal{A}^k$ starts with $H^{u_k}(0)$ or $H^{u_k}(1)$. To simplify the proof we assume that the source is 0.

The assumption $u_k \to +\infty$ yields that every integer $m$, and for every sufficiently large $k$, $A^k$ starts as $H^m(0)$. This implies that $\mathcal{A}$ starts as $H^m(0)$, and this holds for every $m$. Hence, $\mathcal{A} = \mathcal{J}$.

The same argument holds if the source is 1. In that case $\mathcal{A} = \mathcal{J}'$.

**Proposition 5.7.** Let $\mathcal{A} \in X$ be of even type. If $\mathcal{A} \neq \mathcal{J}$, then it is of $2^u$-type for some integer $u \geq 1$ and $u$ is unique.

**Proof.** Let $u$ and $k$ be positive integers. Let $\omega$ and $\omega'$ in $\mathbb{F}_2^+$ such that $|\omega| = 2^u(2n + 1)$ and $|\omega'| = 2^u+k(2m+1)$. Set $\mathcal{B} := T_{\omega}(\mathcal{J})$ and $\mathcal{B}' := T_{\omega'}(\mathcal{J})$.

Line $2^u$ in $\mathcal{B}$ is at level $2^{u+1}(n+1) =: 2^{u+a}(2l+1)$ in $\mathcal{J}$, with $a \geq 1$. By Proposition 3.11 this line is a concatenation of blocks $\chi^{u+a}(10)$. Now, line $2^u$ in $\mathcal{B}'$ is at level $2^{u+k}(2m+1)$. Hence, it is a concatenation of blocks $\chi^{u+k}(10)$. Therefore, Corollary 3.13 yields

$$d(\mathcal{B}, \mathcal{B}') \geq 2^{-u}. \quad (4)$$

Now, consider $(\omega_k)$ such that $\mathcal{A} = \lim_{k \to \infty} T_{\omega_k}(\mathcal{J})$ with $|\omega_k| = 2^u(2n_k+1)$. Because we have assumed $\mathcal{A} \neq \mathcal{J}, \mathcal{J}'$, Lemma 5.6 shows that $(\omega_k)$ is bounded. Hence, it only takes finitely many values. We may consider the smallest one which is taken infinitely many times. We denote it by $u$. 


The sequence \((T_{\omega_k}(\mathfrak{J}))\) is converging thus it is a Cauchy sequence. By (4) we must have \(u_k \leq u\) for sufficiently big \(k\). This shows that the sequence \((u_k)\) is eventually constant.

Furthermore, Corollary 3.13 yields that \(u\) is unique because trees in \(\mathfrak{J}\) with root at lines \(2^u(2n+1)\) and trees with root at lines \(2^{u+1}(2m+1)\) are uniformly (with respect to \(n, m\) and position of the sites) far away from each others. □

**Notation 2.** In the following we shall say that \(\mathfrak{J}\) and \(\mathfrak{J}'\) are of \(2^\infty\)-type.

**Remark 2.** Any element of \(X\) is of a fixed type \(2^u\) with \(0 \leq u \leq +\infty\). This also holds for elements in \(\mathcal{O}(\mathfrak{J})\). However, for elements in \(\mathcal{O}(\mathfrak{J})\) we also shall specify the type by the line: \(T_\omega(\mathfrak{J})\) is of the type \(2^u\) if \(|\omega| = 2^u(2n+1)\).

Now, we give two results about sequences. The next lemma is a kind of converse result from Lemma 5.6.

**Lemma 5.8.** Let \(\mathcal{A}^k := T_{\omega_k}(\mathfrak{J})\) be such that \(|\omega_k| = 2^u_k(2n_k+1)\) and \(\mathfrak{J} = \lim_{k \to +\infty} \mathcal{A}^k\). Then \(\lim_{k \to +\infty} u_k = +\infty\).

The same holds if \(\mathfrak{J}' = \lim_{k \to +\infty} \mathcal{A}^k\).

**Proof.** Assume, by contradiction, that this is not the case. Up to a sub-sequence, we can assume that \(u_k = u \in \mathbb{N}\) for every \(k\). We can also assume that for every \(k\), \(\mathcal{A}_e^k = 0\) because \(\lim_{k \to +\infty} \mathcal{A}^k = \mathfrak{J}\).

Let \(\mathcal{A}^k = H_u(\mathfrak{B}^k)\). Each \(\mathfrak{B}^k\) is an odd-type tree. They all have root equal to 0 because \(H\) is marked and all \(\mathcal{A}^k\) have root equal to 0. Hence, taking the source we see a configuration

\[
\begin{array}{c}
\begin{array}{c}
\ 0 \\
\end{array} \\
\begin{array}{c}
1,0 \\
0 \\
\end{array}
\end{array}
\]

\(\mathfrak{B}^k\) starts as \(1, 0, 1, 0\).

Because \(H\) is marked, \(H_u(\mathfrak{B}^k)\) differs with \(\mathfrak{J}\), either at line \(2^u + 1\) or at line \(2^{u+1} + 1\). This means that \(\lim_{k \to +\infty} \mathcal{A}^k \neq \mathfrak{J}\), which is a contradiction.

If now we assume \(\mathfrak{J} = \lim_{k \to +\infty} \mathcal{A}^k\). We reemploy the same notations and mimic the proof of first point. In that case we have

\[
\begin{array}{c}
\begin{array}{c}
1 \\
\end{array} \\
\begin{array}{c}
0 \\
\end{array}
\end{array}
\]

\(\mathfrak{B}^k\) starts as \(1, 0, 1, 0\),

because \(a_1\) at odd level have its two followers equal to 0. Hence \(H_u(\mathfrak{B}^k)\) differs with \(\mathfrak{J}'\) at line \(2^u + 1\).

**Proposition 5.9.** Let \(\mathcal{A}\) be in \(X\) and \(\mathcal{A}^k\) of type \(2^{u_k}\) in \(\mathcal{O}(\mathfrak{J})\) such that \(\mathcal{A} = \lim_{k \to +\infty} \mathcal{A}^k\). Then either \(u_k \to +\infty\) or \((u_k)\) is eventually stationary.

**Proof.** This is an immediate consequence of inequality (4) and the fact that a converging sequence is also a Cauchy sequence. □

In view to be able to use Proposition 5.9, we explain how to detect the type \(2^u\) for any even tree. The case \(u = +\infty\) is extremely simple because we must see either \(\mathfrak{J}\) or \(\mathfrak{J}'\). Hence only the finite case is relevant.

If \(k\) is an integer, we denote by \(v_2(k)\) its dyadic valuation. This means \(v_2(k) = n \iff k = 2^n(2m+1), m \in \mathbb{N}\).
We let the reader check the following result:

**Lemma 5.10.** Let $k, k'$ be two positive integers.

1. If $k' \geq k$, then for any $m$, $v_2(2^k(2m + 1) + 2^{k'+1}) = k$.
2. If $k' = k - 1$, then for any $m$, $v_2(2^k(2m + 1) + 2^{k'+1}) \geq k + 1$.
3. If $k' \leq k - 2$, then for any $m$, $v_2(2^k(2m + 1) + 2^{k'+1}) = k' + 1 < k$.

**Lemma 5.11.** Let $A \in X$ of $2^u$-type with $u < +\infty$. Then, $u$ is the unique integer $k$ such that any line $2^{k+1}p$, $p \geq 1$ in $A$ is composed by blocks $\chi^k(10)$.

**Proof.** Let $A^k$ be a sequence of trees in $\mathfrak{B}$ which converges to $A$. We may assume that all the roots appear at levels $2^u(2n_k + 1)$. Hence, any line numbered $2^u2n$ in $A^k$ corresponds to a piece of line $2^u(2n_k + n) + 1$ in $\mathfrak{B}$. By Proposition 5.11, such a line (in $\mathfrak{B}$) is a concatenation of $\chi^u(10)$. This cannot be detected at line 0 in $A^k$ but it is detectable from line $2^u+1$ where we already have a full block $\chi^u(10)$.

This yields that for any line in $A^k$ multiple of $2^u+1$, the proportion of 1's with respect to the 0's is fixed and is equal to the proportion of 1's in $\chi^u(10)$. This passes to the limit, thus this also holds in the tree $A$.

This shows that the set of integers $l$ such that any line $2^l+1n$ ($n \in \mathbb{N}^*$) is a concatenation of blocks $\chi^l(10)$ is non-empty and contains $u$. We now prove that $u$ is the unique integer with this property.

- Indeed, let us pick $v' < u$. Choose any $v$ such that $v' + 1 + v > u$. Any line $2^v2n$ in $A^k$ corresponds to a piece of line $2^v(2n_k + 1) + 2^v2n = 2^{v+1}(n + 2^v + 1)(2n_k + 1)$ in $\mathfrak{B}$. Now, choose a positive $n$ of the form $n = 2^v(2m + 1) - 2^{v'-1}(2n_k + 1)$ (with $m$ sufficiently big). Then the line $2^v2n$ in $A^k$ corresponds to a piece of line $2^{v+1+v}(2m + 1)$ in $\mathfrak{B}$. It is a concatenation of blocks $\chi^{v'+1+v}(10)$, but it may be truncated. As $m$ can increase as wanted, we can fix it such that the line $2^v2n$ in $A^k$ is a non truncated concatenation of blocks $\chi^{v'+1+v}(10)$. Now, we remind that Corollary 3.14 states that a concatenation of blocks $\chi^{v'+1+v}(10)$ cannot be equal to a concatenation of blocks $\chi^u(10)$.

Because $v'$ can be chosen arbitrarily, this shows that the proportion of 1's in lines $2^{v'}2n$ does not converge because it has several different accumulation points.

- Now for $v' > u$ and for any $n$, a line $2^{v'}2n$ in $A$ is also a line $2^u2^{v'-u}n$ hence is a concatenation of blocks $\chi^u(10)$.

This finishes to prove that $u$ is unique integer such that all lines $2^u2n$ in $A$ are concatenations of blocks $\chi^u(10)$.

\[\square\]

5.2.2. **Unsubstreetution.**

**Proposition 5.12.** Let $u \geq 0$ be an integer. Let $A \in X$ be of type $2^u$. Then there exists a unique $B \in X_{od}$ such that $A = H^u(B)$. The tree $B$ is called the $u$-times unsubstreetuted tree of $A$, and the map $A \rightarrow B$ is called the $u$-unsubstreetution.

**Proof.** The result is trivial if $u = 0$ (i.e., odd-type tree). We only do the proof for $u \geq 1$ (i.e., even-type tree).

We consider a sequence $(A^k)$ in $\mathcal{O}(\mathfrak{B})$ converging to $A$. By Proposition 5.9, we can assume that all the $A^k$ are of the form

\[A^k = H^u \left( \begin{array}{c} \otimes \\ \downarrow \\ \mathfrak{c}^k \end{array} \right), \]
with $\otimes = 0, 1$. The tree $\bigotimes \begin{array}{c} \mathcal{C}_k \\ \mathcal{D}_k \end{array}$ is of odd-type. With these notations, we prove that $(\mathcal{C}_k)$ and $(\mathcal{D}_k)$ do converge in $X$.

The tree $H^u \begin{array}{c} \mathcal{C}_k \\ \mathcal{D}_k \end{array}$ is of the form $H^u(0)$, and then at each slot at line $2^u + 1$, we connect, either the tree $H^u(\mathcal{C}_k)$ or the tree $H^u(\mathcal{D}_k)$. If we say that $A_k$ coincides with $A$ for the first $n_k$-lines, the convergence $A_k \rightarrow A$ yields $n_k \rightarrow +\infty$ as $k \rightarrow +\infty$. Hence, $H^u(\mathcal{C}_k)$ and $H^u(\mathcal{D}_k)$ coincide with the right $T_\omega(A)$ with $|\omega| = 2^u$ for at least $n_k - 2^u$ lines.

Let us fix $N$. If we assume that for any $k \geq k_0$, $n_k > N + 2^u$, then for any $k$ and $k'$ greater than $k_0$, $\mathcal{C}_k$ and $\mathcal{C}_{k'}$ on the one hand, and $\mathcal{D}_k$ and $\mathcal{D}_{k'}$ on the other hand do coincide for at least $\lfloor N2^{-u} - 1 \rfloor$ digits. In other words, the sequences $(\mathcal{C}_k)$ and $(\mathcal{D}_k)$ are Cauchy sequences, hence converge.

We emphasize that the proof of Prop. [5.12] also yields:

**Lemma 5.13.** If $A_k = H^u(B_k)$. Then $(B_k)$ converges to $\mathfrak{B}$ as $k \rightarrow +\infty$ if and only if $(A_k)$ converges to $\mathfrak{A}$ and $\mathfrak{A} = H^u(\mathfrak{B})$.

5.3. **Rigidity.** We remind that $X$ stands for the closure of the orbit of $J$:

$$X := \overline{\{T_\omega(\mathfrak{J}), \omega \in \mathbb{F}_2^+\}}.$$ 

If $\mathfrak{A} = \mathfrak{A}' \mathfrak{A}''$ is an element in $X$, that there are actually some relations between the three quantities $\oplus$, $\mathfrak{A}'$ and $\mathfrak{A}''$. This is what we name *rigidity*. Indeed, it turns out that knowing $\mathfrak{A}'$ or $\mathfrak{A}''$ actually yields knowledge of the other one. This also may lay down some specific value for $\oplus$.

5.3.1. **Blocks at even levels.**

**Lemma 5.14.** If we see in $X$ a tree starting as $\bigoplus \bigotimes 0 0 0 1 0$, then :

1. The tree is of even-type

2. It is equal to $\mathfrak{A} \mathfrak{A} \mathfrak{B} \mathfrak{A}$, with $\mathfrak{A}_c = 0$ and $\mathfrak{B}_c = 1$. 
Proof. Due to Lemma 5.5 and Proposition 5.9 it suffices to prove the statement for configurations in \( \mathcal{J} \). Hence we consider that we see the configuration \( \oplus \ominus \ominus 0 0 1 0 \) in \( \mathcal{J} \).

We denote by \( \omega \) the site where the root of the configuration we study stands. At line \( |\omega| + 2 \) we see a block 0010, hence line \( |\omega| + 2 \) is even. Therefore \( |\omega| \) is even.

Because \( \omega \) lays at even level, we can consider its source. At the source we see \( \otimes A' B' \), which yields at site \( \omega \) \( H(A') H(B') \).

This immediately yields \( T_{\omega \omega}(\mathcal{J}) = T_{\omega \omega}(\mathcal{J}) = T_{\omega \omega}(\mathcal{J}) =: A \) and \( B := H(A') \). By hypothesis, \( A_e = 0 \) and \( B_e = 1 \).

\[ \square \]

Corollary 5.15 (Configuration 00 at even line). Assume that we see in \( X \) a tree \( \begin{array}{c} \oplus \\ \end{array} \begin{array}{c} \ominus \\ \end{array} \begin{array}{c} \mathcal{A} \\ \mathcal{B} \end{array} \) with \( \mathcal{A}_e = \mathcal{B}_e = 0 \). Then, \( \oplus \) stands at odd level and \( \mathcal{A} = \mathcal{B} \).

Proof. Again, Lemma 5.5 and Proposition 5.9 show that it is sufficient to prove the statement for configurations \( \mathcal{A} \mathcal{B} \) in \( \mathcal{J} \).

At the level of the roots for \( \mathcal{A} \) and \( \mathcal{B} \) we see the block 00. This shows that this level is even. By Lemma 5.2 we only see blocks 0000 or 0010 at even levels. Hence, we must see either the configuration \( \begin{array}{c} \oplus \\ \end{array} \begin{array}{c} \ominus \\ \end{array} \begin{array}{c} \mathcal{A} \\ \mathcal{B} \end{array} \) or the reverse one \( \begin{array}{c} \oplus \\ \end{array} \begin{array}{c} \ominus \\ \end{array} \begin{array}{c} \mathcal{A} \\ \mathcal{B} \end{array} \). Then, Lemmas 5.3 and 5.14 show that \( \mathcal{A} = \mathcal{B} \). \[ \square \]

Lemma 5.16 (0000 yields 0010 at \( 2^n \)-type, \( n \geq 2 \)). If a tree in \( X \) starts as \( \begin{array}{c} \oplus \\ \end{array} \begin{array}{c} \ominus \\ \end{array} \begin{array}{c} 0 0 \\ 0 0 \end{array} \), then:

1. it is of type \( 2 = 2^1 \).
(2) we actually see \( A \) with \( A_e = 0 \).

(3) \( A \) is of \( 2^n \)-type with \( u \geq 2 \).

Furthermore, we also see a configuration \( \bigcirc \) with \( B_e = 1 \) in \( X \) of the same \( 2^n \)-type

Proof. Again, by Proposition \[5.9\] we may only prove that the Lemma holds for configurations in \( J \).

Then, first three statements are a direct consequence of Lemme \[5.3\] plus the fact that a block 0000 can only appear at level in \( 4N \). Note that the grand father for \( A_e \) must be at an even line which is not a multiple of 4.

Let us assume that the line where the \( A \)'s have their root is \( 2^n(2n + 1) \) with \( u \geq 2 \). If we consider \( u \)-times the source we are at level \( 2n + 1 \). We must see

\[
\begin{pmatrix}
0 \\
D \\
D'
\end{pmatrix}
\]

where \( H^u \) is \( A \). Actually, we have a better description because the root \( \bigcirc \) is

\[
\begin{pmatrix}
1 \\
\bigcirc \\
1
\end{pmatrix}
\]

at even level: we see \( H(C''') \) \( H(C'') \) \( H(D'') \) \( H(C''') \), hence we have \( C = C' = D' \).

Let us set \( A' := D \) and \( B' := D' \). This means that we see the configuration

\[
\bigcirc \\
1 \\
0
\]

The image by \( H \) of the subtree at level \( 2n \) is
Taking the image by $H$ of the subtree in the dashed frame we see

$$
\begin{align*}
0 \\
1 & H(A') \\
& H(B') \\
\end{align*}
$$

level $2(2n+1)$

In the dotted framebox, we see the same kind of configuration that previously but at level $2^2(2n+1)$. Iterating this process $u - 2$ more times we finally get:

$$
\begin{align*}
0 \\
1 & H^u(A') \\
& H^u(B') \\
\end{align*}
$$

level $2^u(2n+1)$

Now, remember that $H^u(A') = \mathcal{A}$. Moreover $\mathcal{B}'_e = 1$ and $H$ is marked, thus $H^u(\mathcal{B}')_e = 1$. □

**Corollary 5.17.** The tree $\mathcal{J}'$ belongs to $X$.

*Proof.* Minimality comes from the fact that $\mathcal{J}$ contains many finite subtrees $H^u(0)$ with $u$ as big as wanted. Lemma 5.16 applied to $\mathcal{J}$ shows that any level where $\mathcal{J}$ contains $H^u(0)$ with $u \geq 2$, also contains a subtree starting as $H^u(1)$. Doing $u \to +\infty$, yields that $\mathcal{J}' = \lim_{n \to +\infty} H^n(1)$ belongs to $X = \mathcal{O}(\mathcal{J})$. □

**Lemma 5.18** (0010 yields 0000 at 2\textsuperscript{u}-type, $u \geq 2$). If we see in $\mathcal{J}$ the configuration

$$
\begin{align*}
& \mathcal{A} \\
& \mathcal{A} \\
& \mathcal{B} \\
\end{align*}
$$

with $\mathcal{B}_e = 1$ in $\mathcal{J}$ and $\mathcal{A}$ of 2\textsuperscript{u}-type with $u \geq 2$, then we also see the configuration

$$
\begin{align*}
& \mathcal{A} \\
& \mathcal{A} \\
& \mathcal{A} \\
\end{align*}
$$

with $\mathcal{A}_e = 0$ in $\mathcal{J}$ and at the same line.

*Proof.* Because $\mathcal{A}$ is of even-0-type, this means $\mathcal{A}_e$ stands at level $2^u(2n+1)$ with $u \geq 2$.

Considering the source we see $\mathcal{B}' \mathcal{A}'$, with $H(\mathcal{B}') = \mathcal{B}$ and $H(\mathcal{A}') = \mathcal{A}$. Roots $\mathcal{B}_e' = 1$ and
\( A'_e = 0 \) are at even level \( 2^{u-1}(2n+1) \). By Lemma 5.14 we only see blocks of 0000 or 0010. Hence we actually see

\[
\begin{array}{c}
0 \\
\hline
\text{with } \odot = 0
\end{array}
\]

\[ A' \quad A' \quad A' \quad A' \text{ level } 2^{u-1}(2n+1) \]

Taking the \( H \)-image of the dashed frame we get

\[ \begin{array}{c}
1 \\
\hline
A\quad A\quad A\quad A
\end{array} \]

with the \( A \)'s at level \( 2^u(2n+1) \). \( \square \)

5.3.2. Consequences for even trees and decidability.

**Proposition 5.19.** Only one of the three following cases may happen for an even tree \( A \) in \( X \):

1. \( A = H^v \left( \begin{array}{c}
A_e \\
D \\
D
\end{array} \right) \) with \( D_e = 0 \) and \( D \) of \( 2^u \)-type with \( 1 \leq v \leq +\infty \) and \( u \geq 2 \).

2. \( A = H^v \left( \begin{array}{c}
1 \\
D \\
D
\end{array} \right) \) with \( D_e = 0 \) and \( D \) of \( 2 \)-type with \( 1 \leq v \leq +\infty \).

3. \( A = H^v \left( \begin{array}{c}
0 \\
E \\
D
\end{array} \right) \) with \( E_e = 1 \), \( D \) and \( E \) of type \( 2^u \), with \( u \geq 1 \) and \( 1 \leq v \leq +\infty \).

Furthermore, knowing \( T_a(A) \) or \( T_b(A) \) is sufficient to determine \( v \).

**Remark 3.** We emphasize that by Lemmas 5.6 and 5.8 in the previous statement, \( v = +\infty \) means \( A = \tilde{J} \) or \( A = \tilde{J}' \), depending on the value for \( A_e \).
Proof. We consider a sequence $A^k$ in $O(\mathcal{J})$ which converges to $A$. For simplicity we set $A_e = \otimes$. By Proposition 5.9 we may assume that all the $A^k$ are of the form

$$H^k \left( \begin{array}{c} \otimes \\ \wedge \\ e^k \\ D^k \end{array} \right),$$

and $e^k$ is an odd-tree.

By Lemma 5.13, convergence for $A^k$ is equivalent to the convergence for $e^k$ to $e$ and for $D^k$ to $D$.

Furthermore, the root of $e^k$ and $D^k$ stand at even level, say $2^{u_k}(2m_k + 1)$. Again by Proposition 5.9 we may assume that all are of fixed type $2^u$ with $u \geq 1$.

At even level we see blocks 0000 or 0010. Hence, the possibilities are $e_e = 0 = D_e$ or $e_e = 1$ and $D_e = 0$. Note that by Corollary 5.15, $e_e = D_e$ yields $e = D$. Furthermore, $e_e = 0$ is only possible if $u \geq 2$.

Hence, the possibilities are

1. $u \geq 2$, $A = H^u \left( \begin{array}{c} \otimes \\ \wedge \\ D \\ D \end{array} \right)$.
2. $u = 1 \otimes = 1$, $A = H^u \left( \begin{array}{c} 1 \\ \wedge \\ D \\ D \end{array} \right)$.
3. $u \geq 1$, $\otimes = 0$ and $A = H^u \left( \begin{array}{c} 0 \\ \wedge \\ e \\ D \end{array} \right)$ with $e_e = 1$ and $D_e = 0$. 
Remark 4. We point out that in the case \( u \geq 2 \), \( \mathcal{A} = H^u \left( \begin{array}{c} \otimes \\ \mathcal{D} \end{array} \right) \) Lemma 5.18 shows that the tree \( \mathcal{A}' := H^u \left( \begin{array}{c} \otimes \\ \mathcal{D} \end{array} \right) \) with \( \otimes = 1 - \otimes \) also exists in \( X \). ■

Now, we explain how we can determine the value of \( v \). The case \( v = +\infty \) is extremely simple because we must see either \( J \) or \( J' \). Hence we assume that \( \mathcal{A} \) is not \( J \) nor \( J' \). Then, Lemma 5.11 shows that \( v \) is entirely determined by one of the branches of \( \mathcal{A} \): for any \( u \), and for any sufficiently large \( n \), the line \( n \) in \( T_n(\mathcal{A}) \) or \( T_n(\mathcal{A}) \) only contains full blocks of length \( |\chi^u(10)| \). Hence, \( v \) is the unique integer \( u \) where we see blocks \( \chi^u(10) \) at lines in \( 2^{u+1}\mathbb{N} \) (in \( \mathcal{A} \)). ■

Remark 5. We emphasize that in the case (3), \( \mathcal{A} \) starts as \( H^v \left( \begin{array}{c} 0 \\ \mathcal{D} \end{array} \right) \). Hence lines 0 to \( 2^{v+1} - 1 \) are the same as the ones in \( J \). Line \( 2^v \) is equal to \( \chi^v(10) \). If \( v \geq 2 \), both halves of that word contain 0’s and 1’s (see Lemma 3.10). Obviously, in the cases (1) and (2), the line \( 2^v \) in \( \mathcal{A} \) only contains 0’s. ■

5.3.3. Branch with root 0 determines the brother with root 1.

Lemma 5.20 (Configuration 10. \( 0 \rightarrow 1 \)). Assume that we see in \( X \) a tree \( \begin{array}{c} \mathcal{A} \\ \mathcal{B} \end{array} \), with \( \mathcal{A}_e = 1 \) and \( \mathcal{B}_e = 0 \). Then, \( \mathcal{A} \) is entirely determined by \( \mathcal{B} \): if \( \mathcal{B} \) is of \( 2^u \)-type and equal to \( H^u \left( \begin{array}{c} 0 \\ \mathcal{B}' \mathcal{B}'' \end{array} \right) \), then \( \mathcal{A} = H^u \left( \begin{array}{c} 1 \\ \mathcal{B}' \mathcal{B}'' \end{array} \right) \).

Proof. Still by Proposition 5.9 we only do the proof in the case that we see the configuration in \( J \).

Let \( \omega \) be a site where we see \( \begin{array}{c} \mathcal{A} \\ \mathcal{B} \end{array} \).
• First, we consider the case \(|\omega|\) is even. If we consider the source of \(\omega\), we see the configuration \(\otimes C \otimes D\) which yields at site \(\omega\) \(\otimes H(\mathcal{D}) H(\mathcal{E}) H(\mathcal{C}) H(\mathcal{D})\). Hence, we get \(B = 0 H(E) H(D)\) and \(A = 1 H(D) H(D)\). This later tree can be obtained from \(B\) (1) by exchanging the color of the root, (2) replacing the left hand side subtree by a copy of the one at the right-hand side. This corresponds to the result of the Lemma with \(u = 0\).

• Assume that \(|\omega|\) is odd. Then we set \(|\omega| + 1 = 2^n (2n + 1)\). We consider the \(u\)-source for \(A\) and \(B\). By Lemma 5.1 they are either brothers or equal. As \(H\) is marked and \(A_c = 1 \neq 0 = B_c\), the \(u\)-sources are brothers. Let us denote them by \(A^u\) and \(B^u\). They are odd-type trees at level \(2n + 1\). Furthermore, \(A^u_e = 1\) and \(B^u_e = 0\). By Lemma 5.2, their father is 0.

We use the part of Lemma 5.20 that is already proved (with father at even level). Hence \(A^u\) is obtained from \(B^u\) by exchanging the color of the root and replacing \(T_a(B^u)\) by \(T_b(B^u)\).

Then, applying \(H^u\) we get for \(A\):

1. \(A\) starts as \(H^u(1)\) whereas \(B\) starts with \(H^u(0)\).
2. At any slot at line \(2^n\) we glue \(H^u(T_b(B^u))\).

Employing notation from the statement of the lemma we have \(B = H^u(B^u), A = H^u(A^u)\).

\[B^u = B' B'' \text{, then } A^u = B'' B''\, \Box\]

**Remark 6.** We emphasize that the construction of \(A\) from \(B\) in Lemma 5.20 is coherent with the construction of \(B\) from \(A\) in Lemma 5.16. ■

### 6. Preimages and proof of Theorem B

6.1. **Preimages in general.** Given a tree \(A\) in \(X\), the preimages are of the form \(A \otimes B\) or \(B \otimes A\). We remind that \(A \in X\) means \(A = \lim_{k \to +\infty} A^k\), \(A^k = T_{\omega_k}(\mathcal{J})\).

The question of preimages is then equivalent to determine for a given converging sequence \((\mathcal{A}^k)\), which configurations \(\mathcal{A}^k, B^k, \mathcal{A}^k, \mathcal{B}^k\) or \(B^k, \mathcal{A}^k, \mathcal{B}^k\) we do see in \(\mathcal{J}\).

We shall see that answers depend on the type of the configuration \(\mathcal{A}\): even or odd. It also depends on the values for the roots of \(\mathcal{A}^k\) and \(\mathcal{B}^k\).
From Lemmas 5.3, 5.2 and 5.14 for even type trees we only see \( 0,1 \) \( 0 \). For odd-type trees, we only see \( 0,1 \) \( 1,0 \).

1. In Subsection 6.2 we deal with odd-type trees. Proposition 6.3 deals with odd trees with root equal to 0 and Proposition 6.2 deals with odd trees with root equal to 1.

2. In Subsection 6.3 we deal with even type trees with root equal to 0. Proposition 6.4 deals with \( 2^u \)-types with \( 2 \leq u < +\infty \), Proposition 6.5 deals with 2-type, and Proposition 6.6 deals with the case \( 2^\infty \)-type (\( \mathfrak{J} \) and \( \mathfrak{J}' \)).

3. In Subsection 6.4 we deal with the even type trees and root equal to 1. Proposition 6.8 deals with the \( 2^u \)-types, \( 1 \leq u < +\infty \) and Proposition 6.9 deals with the case \( 2^\infty \)-type \( u = +\infty \).

The proof of Theorem B is done in Subsection 6.5.

6.2. Preimage of odd trees. Let \( \mathfrak{A}, \mathfrak{B} \in X \) be odd trees with \( \mathfrak{A}_e = 1 \) and \( \mathfrak{B}_e = 0 \). Then:

1. \( T^{-1}(\mathfrak{A}) = T^{-1}_a(\mathfrak{A}) \).
2. \( T^{-1}(\mathfrak{B}) = T^{-1}_b(\mathfrak{B}) \).

In the first case a brother is an odd tree \( \mathfrak{B}' \) with \( \mathfrak{B}'_e = 0 \) and such that \( \otimes \) exists in \( X \).

In the second case, a brother is an odd tree \( \mathfrak{A}' \) with \( \mathfrak{A}_e = 1 \) and such that \( \otimes \) exists in \( X \).

Because the root for odd trees determine if there are or not preimages by \( T_a \) or \( T_b \), we shall, in the subsection keep the letter \( \mathfrak{A} \) for odd trees with root 1 and \( \mathfrak{B} \) for odd trees with root 0.

We emphasize that for the later case, Lemma 5.20 shows that \( \mathfrak{A}' \) is entirely determined by \( \mathfrak{B} \).

We now see that the same holds in the first case. First we point out that an odd tree with root equal to 1 is of the form \( \mathfrak{D} \) with \( \mathfrak{D}_e = 0 \), \( \mathfrak{D} \) of \( 2^u \)-type with \( 1 \leq u \leq +\infty \).

Furthermore, any brother for \( \mathfrak{A} \) is a tree of the form \( \mathfrak{D} \). More precisely, Lemmas 5.16 and 5.18 show that the configurations always exists but the configuration 

\footnote{the root level is the framed one.}

\footnote{the root level is the framed one.}
does exists if and only if \( \mathcal{D} \) is of \( 2^u \)-type with \( u \geq 2 \). This is formulated more explicitly in the following lemma.

**Lemma 6.1.** Let \( \mathfrak{A} \in X \) be an odd tree with root equal to 1. Set \( \mathfrak{A} = \mathcal{D} \mathcal{D} \mathcal{D} \) with \( \mathcal{D}_e = 0 \), \( \mathcal{D} \) of \( 2^u \)-type with \( 1 \leq u \leq +\infty \).

Let \( \mathfrak{F} \) be the tree obtained applying Lemma 5.20 to \( \mathcal{D} \mathcal{D} \mathcal{D} \). Set \( \mathfrak{B} := \mathfrak{F} \mathcal{D} \mathcal{D} \) and \( \mathfrak{B}' := \mathcal{D} \mathcal{D} \).

Then,

1. Whatever \( u \geq 1 \) is, there exists a tree \( \mathfrak{A} \mathfrak{B} \) in \( X \).
2. If (and only if) \( u \geq 2 \), there exists a tree \( \mathfrak{A} \mathfrak{B}' \) in \( X \).

**Proof.** As \( \mathfrak{A} \) belongs to \( X \), we see in \( \mathfrak{F} \) trees \( \mathcal{D}^k \mathcal{D}^k \mathcal{D}^k \ldots \) with \( \lim_{k \to +\infty} \mathcal{D}^k = \mathcal{D} \). The trees \( \mathcal{D}^k \) stand at \( 2^u \)-levels. By Lemma 5.16, we will actually see in \( \mathfrak{F} \) trees \( \mathcal{D}^k \mathcal{D}^k \mathcal{D}^k \mathcal{D}^k \mathcal{D}^k \) (at the same levels) with \( \mathcal{D}_e^k = 1 \) (this holds for any \( u \geq 1 \)).

The tree \( \mathcal{F}^k \) is obtained from \( \mathcal{D}^k \) via the procedure described in Lemma 5.20. Lemma 5.13 yields that \( \mathcal{F}^k \) converges as \( \mathcal{D}^k \) converges. The link between \( \mathcal{F}^k \) and \( \mathcal{D}^k \) passes to the limit and then \( \mathcal{F}^k \) converges to \( \mathfrak{F} \) (from the statement of the Lemma).

Therefore, doing \( k \to +\infty \) we get:

1. in any case, a tree \( \mathfrak{A} \mathfrak{B} \) in \( X \),
Lemma 6.1 states (for a given $A \in X_{od}$ with root 1) what kind of trees $\mathfrak{A} \otimes \mathfrak{B}'$ we can find in $X$. However, it does not make precise what is the value for $\otimes$. Similarly, we have seen that Lemma 5.20 states that an odd tree $\mathfrak{B}$ has a single brother $\mathfrak{A}'$ in $X$. Again, it does not make precise what the father may be.

Furthermore, preimages of these trees are even trees, and thus obey the rule described in Proposition 5.19. We now connect the two results and give a full description of preimages of odd trees.

**Proposition 6.2.** Let $\mathfrak{A}$ be an odd tree satisfying $\mathfrak{A}_e = 1$. Let $v$ be such that $\mathfrak{A} \in T_n \circ H^v(X_{od})$. Then,

1. If $v \geq 2$, then $\mathfrak{A}$ has a unique brother $\mathfrak{B}$ given by Lemma 6.1 case (1). Furthermore, only one of the following cases may appear:
   
   (a) $T^{-1}_a(A) = \begin{cases} 
   0 & \mathfrak{A} \mathfrak{B} , \mathfrak{B} \\
   1 & \mathfrak{A} \mathfrak{B} 
   \end{cases}$, line $2^v - 1$ in $\mathfrak{A}$ only contains 0’s and $T^{2^v-1}(\mathfrak{A})$

   is even of $2^{v+u}$-type with $u \geq 2$.

   (b) $T^{-1}_a(A) = \begin{cases} 
   1 & \mathfrak{A} \mathfrak{B} 
   \end{cases}$, line $2^v - 1$ in $\mathfrak{A}$ only contains 0’s and $T^{2^v-1}(\mathfrak{A})$ is even

   of $2^{v+1}$-type.

   (c) $T^{-1}_a(A) = \begin{cases} 
   0 & \mathfrak{A} \mathfrak{B} 
   \end{cases}$, line $2^v - 1$ in $\mathfrak{A}$ contains 0’s and 1’s.

2. If $v = 1$, then $\mathfrak{A}$ has two brothers $\mathfrak{B}$ and $\mathfrak{B}'$ given by Lemma 6.1. Furthermore, only one of the following cases may appear:

   (a) $T^{-1}_a(A) = \begin{cases} 
   0 & \mathfrak{A} \mathfrak{B}' , \mathfrak{B}' , \mathfrak{B} , \mathfrak{B} 
   \end{cases}$, and $T_a(\mathfrak{A})$ is of $2^{1+u}$-type with $u \geq 2$. 

Proof. We remind that by Proposition 5.19, $A$ determines the type of any preimage.

- If $v \geq 2$ holds, then any tree $A$ starts as $0010$, which shows that $A$ has a unique brother, and it starts as $10$.

Using notations from Lemma 6.1, this yields that $B$ is the unique brother for $A$ (case $B'$ is impossible).

Line $2^v - 1$ in $A$ corresponds to the line $2^v$ in $A$. By Remark 5, this line only contains $0$'s if and only if we are in the cases (1) or (2) from Proposition 5.19 and the line contains $0$'s and $1$'s if and only if we are in the case (3) from Proposition 5.19.

Furthermore, for any $\omega \in \mathbb{F}_+^2$ with $|\omega| = 2^v - 1$, $T_\omega(A)$ is equal to $H^v(\mathcal{D})$ if we re-employ notations from Proposition 5.19. It is thus of type $2^{u+v}$ and this determine the type of $\mathcal{D}$. Hence, this differentiates case (1) and case (2) (from Proposition 5.19).

Now, still for $v \geq 2$, case (1) in Proposition 5.19 corresponds to (1-a) in the statement of Proposition 6.2, case (2) in Proposition 5.19 corresponds to (1-b) in the statement of Proposition 6.2 and case (3) in Proposition 5.19 corresponds to (1-c) in the statement of Proposition 6.2.

- Let us now assume that $v = 1$ holds. Reemploying notations from Lemma 6.1 we see $A$ and $A'$ in $X$. Line 2 in $A$ is equal to $0010$, whereas line 2 in $A'$ is equal to $0000$. Hence, the tree $A$ corresponds to the case (3) from Proposition 5.19 and $A'$ corresponds to the case (1) or (2) from Proposition 5.19.

If we set $A = H\left(\frac{A}{B}\right)$. Because $v = 1$, $A$ belongs to $H(X_{od})$ hence $\mathcal{G}$ is of $2^k$-type with $k \geq 2$. This means that if we set $A' = H\left(\frac{D}{D}\right)$, then $\mathcal{D}$ is of type $k - 1$. 

(b) $T_a^{-1}(A) = \begin{cases} 1 & \text{if } a = A \\ 0 & \text{if } a = A' \end{cases}$, and $T_a(A)$ is of $2^2$-type.
If \( k - 1 = 1 \), only the configuration \( \begin{array}{cc} D & D \\ 1 & 0 \end{array} \) does exist because lines at even level but not in \( 4N \) only contains block 0010. On the contrary, if \( k - 1 \geq 2 \), then Lemmas 5.16 and 5.18 yield that both configurations \( \begin{array}{cc} D & D \\ 1 & 0 \end{array} \) and \( \begin{array}{cc} D & D \\ 0 & 0 \end{array} \) do exist.

Hence we get: If \( T_a(A) \) is of type \( k \geq 3 \), then \( A \) has three preimages, that are \( \begin{array}{cc} A & B' \\ 0 & 1 \end{array} \), \( \begin{array}{cc} A & B' \\ 1 & 0 \end{array} \) and \( \begin{array}{cc} A & B \\ 1 & 0 \end{array} \).

If \( T_a(A) \) is of type \( k = 2 \), then \( A \) has two preimages, that are \( \begin{array}{cc} A & B' \\ 0 & 1 \end{array} \) and \( \begin{array}{cc} A & B \\ 1 & 0 \end{array} \). □

**Proposition 6.3.** Let \( B \in X \) be an odd tree with \( B_e = 0 \). Let \( A \) be its brother (as Lemma 5.20). Set \( T_b(B) \) of type \( 2^k \). Let \( v \) be such that \( \begin{array}{cc} A & B \\ 1 & 0 \end{array} \) is of type \( 2^v \) (as in Prop. 5.19). Then, only one of the following cases may appear:

1. If \( B \) starts as \( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \), then
   
   (a) \( k \geq 3 \) and \( v = 1 \) and \( T_b^{-1}(B) = \left\{ \begin{array}{cc} A & B \\ 0 & 1 \end{array} \let\\{\\ H_\begin{array}{cc} A & B \\ 1 & 0 \end{array} \} \right\} \). 
   
   (b) \( k = 2 \) and \( v = 1 \) and \( \begin{array}{cc} A & B \\ 1 & 0 \end{array} \) is the unique preimage of \( B \).

2. If \( B \) starts as \( \begin{array}{cc} 1 & 0 \\ 1 & 0 \end{array} \), then
   
   (a) If \( k \geq 2 \), then \( v = 1 \) and \( T_b^{-1}(B) = \left\{ \begin{array}{cc} A & B \\ 0 & 1 \end{array} \right\} \).
   
   (b) If \( k = 1 \) then \( v \geq 2 \) and one of the following case occurs:
(i) line $2^v - 1$ of $\mathcal{B}$ only contains 0’s and $T^{2^v-1}(\mathcal{B})$ is of $2^u v$-type with $u \geq 2$.

Then $T_b^{-1}(\mathcal{B}) = \left\{ \begin{array}{c} 0 \\ 1 \end{array} \begin{array}{c} A \\ B \end{array} , \begin{array}{c} A \\ B \end{array} \right\}$.

(ii) line $2^v - 1$ of $\mathcal{B}$ only contains 0’s and $T^{2^v-1}(\mathcal{B})$ is of $2^1 v$-type. Then

$T_b^{-1}(\mathcal{B}) = \left\{ \begin{array}{c} 1 \\ \begin{array}{c} A \\ B \end{array} \end{array} \right\}$.

(iii) Line $2^v - 1$ of $\mathcal{B}$ contains 0’s and 1’s. Then $T_b^{-1}(\mathcal{B}) = \left\{ \begin{array}{c} 0 \\ \begin{array}{c} A \\ B \end{array} \end{array} \right\}$.

Proof. Any tree $\begin{array}{c} A \\ B \end{array}$ is of the form $H^v \left( \begin{array}{c} \otimes \\ \begin{array}{c} E \\ D \end{array} \end{array} \right) \begin{array}{c} \otimes \\ \begin{array}{c} E \\ D \end{array} \end{array}$ with $E, D$ odd. We remind that $v$ is uniquely determined by $\mathcal{B}$ (see Prop. 5.19).

- If $\mathcal{B}$ starts\footnote{which means that it is a $\mathcal{B}'$ if we re-employ notations from Lemma 6.1} as $\begin{array}{c} 0 \\ \begin{array}{c} 0 \\ 0 \end{array} \end{array}$. This is possible only if $v = 1$, as $H^2(\otimes)$ starts as $\begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \\ 1 \\ 0 \end{array}$. Hence we get $k = u + 1$. Furthermore,

- either $u \geq 2$ (which is equivalent to $k \geq 3$) and then $\mathcal{B} = T_b H \left( \begin{array}{c} 0 \\ \begin{array}{c} D \\ D \end{array} \end{array} \right) = T_b H \left( \begin{array}{c} 1 \\ \begin{array}{c} D \\ D \end{array} \end{array} \right)$

for some $D$ of type $2^v$ satisfying $D_e = 0$. Note that by Lemmas 5.16 and 5.18 both configurations $\begin{array}{c} 1 \\ \begin{array}{c} D \\ D \end{array} \end{array}$ and $\begin{array}{c} D \\ D \end{array}$ do exist. This means that $\mathcal{B}$ has 2 preimages.
– or $u = 1$ (i.e., $k = 2$) and $\mathcal{B} = T_2H \begin{pmatrix} 0 \\ \mathcal{D} & \mathcal{D} \end{pmatrix}$ for some $\mathcal{D}$ of $2^1$-type with $\mathcal{D}_c = 0$. Here only the configuration $\mathcal{D} \mathcal{D}$ does exist. This means that $\mathcal{B}$ has a unique preimage with root 1.

- If $\mathcal{B}$ starts as $0 1 0$. Note that $A \mathcal{B}$ starts as $0 0 1 0$. If $T_\alpha(\mathcal{B})$ is of $2^k$-type with $k \geq 2$, then $\otimes$ stands at an even level which is not in $4\mathbb{N}$. This yields $v = 1$.

Hence we get $A \mathcal{B} = H \begin{pmatrix} \otimes \\ \mathcal{E} & \otimes \end{pmatrix} = H(\otimes) H(\otimes) H(\mathcal{E}) H(\mathcal{F})$. This yields $\mathcal{E}_e = 1$ and $\mathcal{F}_e = 0$. Now, with $\otimes$ at odd level is possible in $\mathcal{F}$ if and only if $\otimes = 0$.

Now, we deal with the case $\mathcal{B}$ starts as $0 1 0$ and $k = 1$. Remind that $A \mathcal{B}$ starts as $0 1 0$ and the last line 0010 stands at a level in $2\mathbb{N} \setminus 4\mathbb{N}$. This yields that the root $\otimes$ stands at a level in $4\mathbb{N}$, hence $v \geq 2$. We remind that $v$ can be detected, as it is explained in Lemma 5.11. Furthermore, Proposition 5.19 states that $v$ can be detected knowing only $\mathcal{B}$.

Hence we have:

- either we are in the cases (1) or (2) from Prop. 5.19 with $v \geq 2$. In that case there is a line of 0’s at line $2^v$ of $A \mathcal{B}$. 

- or we are in the case (3) from Prop. 5.19 (with $v \geq 1$). In that case the line $2^v$ of $A \mathcal{B}$ contains 0’s and 1’s.
Furthermore, to separate cases (1) and (2), we need to check what is the type $2^{u+v}$ of any tree $T_\omega(\mathcal{B})$ with $\omega \in F_2^+$ and $|\omega| = 2^v - 1$. □
The table summarizes the possibles preimages for a given odd tree.

| \( T_a \) or \( T_b \)          | \( H^v \left( \begin{array}{c} 0,1 \\ \mathcal{D} \mathcal{D} \end{array} \right) \), \( \mathcal{D} \) | \( H^v \left( \begin{array}{c} 1 \\ \mathcal{D} \mathcal{D} \end{array} \right) \), \( \mathcal{D} \) | \( H^v \left( \begin{array}{c} 0 \\ \mathcal{D} \mathcal{D} \end{array} \right) \), \( \mathcal{D} \) | \( \mathcal{D}_e = 0 \), \( \mathcal{D}_e = 1 \) | Number of preimages | Case          |
|---------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|--------------|
| \( 2^u \)-type \( u \geq 2 \), \( \mathcal{D}_e = 0, \mathcal{D}_e = 0 \) | \( v \geq 2 \), brother \( \mathcal{B} \)          | \( v \geq 2 \), brother \( \mathcal{B} \)          | \( v \geq 2 \), brother \( \mathcal{B} \)          | \( v \geq 2 \), brother \( \mathcal{B} \)          | 2              | Prop. 6.2-1-a |
| \( 2^u \)-type \( u \geq 2 \), \( \mathcal{D}_e = 0, \mathcal{D}_e = 0 \) | \( v \geq 2 \), brother \( \mathcal{B} \)          | \( v \geq 2 \), brother \( \mathcal{B} \)          | \( v \geq 2 \), brother \( \mathcal{B} \)          | \( v \geq 2 \), brother \( \mathcal{B} \)          | 1              | Prop. 6.2-1-b |
| \( v = 1 \) and brother \( \mathcal{B}' \) \( k = u + 1 \) | \( v = 1 \), brother \( \mathcal{B} \)          | \( v = 1 \), \( k = u + 1 \) brother \( \mathcal{B} \) | \( v = 1 \), \( k = 2 \) brother \( \mathcal{B} \) | \( v = 1 \), \( k = 2 \) brother \( \mathcal{B} \) | 3              | Prop. 6.2-1-c |
| \( v = 1 \) and brother \( \mathcal{B}' \) \( k = 2 \) | \( v = 1 \) and brother \( \mathcal{B}' \) \( k = 2 \) | \( v = 1 \) and brother \( \mathcal{B}' \) \( k = 2 \) | \( v = 1 \) and brother \( \mathcal{B}' \) \( k = 2 \) | \( v = 1 \) and brother \( \mathcal{B}' \) \( k = 2 \) | 2              | Prop. 6.2-1-d |
| \( v \geq 2 \)             | \( k \geq 3, v = 1 \)                            | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | 2              | Prop. 6.3-1-a |
| \( v \geq 2 \)             | \( k \geq 3, v = 1 \)                            | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | 1              | Prop. 6.3-1-b |
| \( v \geq 2 \)             | \( k \geq 3, v = 1 \)                            | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | 2              | Prop. 6.3-2-a |
| \( v \geq 2 \)             | \( k \geq 3, v = 1 \)                            | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | 1              | Prop. 6.3-2-b |
| \( v \geq 2 \)             | \( k \geq 3, v = 1 \)                            | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | 1              | Prop. 6.3-2-c |
| \( v \geq 2 \)             | \( k \geq 3, v = 1 \)                            | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | \( k = 2, v = 1 \)                               | 1              | Prop. 6.3-2-d |

**Table 1.** Preimages of odd trees. All cases in the same line coexist.
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6.3. Preimage for even type elements with root equal to 0.
Proposition 6.4. Let $\mathcal{B}$ be in $X$ of $2^u$-type with $2 \leq u < +\infty$ and $\mathcal{B}_e = 0$. Then, $T^{-1}(\mathcal{B})$ is the set

$$\begin{cases} 0 & 1 & 0 \\ \mathcal{B} & \mathcal{B} & \mathcal{A} \end{cases},$$

where $\mathcal{A} = H^u \begin{pmatrix} 1 \\ \mathcal{B}'' \mathcal{B}'' \end{pmatrix}$ if $\mathcal{B} = H^u \begin{pmatrix} 0 \\ \mathcal{B}' \mathcal{B}'' \end{pmatrix}$.

Proof. We consider a sequence of trees $\mathcal{B}_k := T_{\omega_k}(\mathcal{B})$ such that $\mathcal{B} = \lim_{k \to +\infty} \mathcal{B}_k$. For simplicity we assume that for every $k$, $|\omega_k| = 2^u(2n_k + 1)$ holds.

Lemmas 5.16 and 5.18 shows that we see the configurations $\mathcal{B}_k \mathcal{B}_k \mathcal{A}_k \mathcal{B}_k$ and $\mathcal{A}_k = 1$. Moreover, $\mathcal{A}_k$ is obtained from $\mathcal{B}_k$ following Lemma 5.10 and as explained in Lemma 5.20.

As $\mathcal{B}_k$ goes to $\mathcal{B}$ if $k \to +\infty$, branches at level $2^u$ for $\mathcal{B}_k$ converge. Hence $\mathcal{A}_k$ converges to some tree $\mathcal{A} \in X$. This yields

$$T^{-1}(\mathcal{B}) \supset \begin{cases} 0 & 1 & 0 \\ \mathcal{B} & \mathcal{B} & \mathcal{A} \end{cases}.$$

Furthermore, configurations $\mathcal{B}_k \mathcal{D}_k$ or $\mathcal{D}_k \mathcal{B}_k$ with $\mathcal{D}_e = 0$ and $\mathcal{D}_k \neq \mathcal{B}_k$ are forbidden. In the same direction, configurations $\mathcal{B}_k \mathcal{D}_k$ with $\mathcal{D}_e = 0$ and $\mathcal{D}_k \neq \mathcal{B}_k$ are also forbidden. And finally, configurations $\mathcal{B}_k \mathcal{D}_k$ with $\mathcal{D}_e = 1$ are forbidden. □
Proposition 6.5. Let $B$ be in $X$ 2-type and $B_e = 0$. Then, $T^{-1}(B)$ is the set

$$\begin{cases} 1 & 0 \\ B & B, & A & B \end{cases},$$

where $A = H \left( \begin{array}{c} 1 \\ B'' \\ B'' \end{array} \right)$ if $B = H \left( \begin{array}{c} 0 \\ B' \\ B'' \end{array} \right)$.

Proof. The proof is almost the same than for Prop. 6.4. The unique difference is that, by Proposition 3.11, the configuration $\otimes 1 B_k B_k$ does not exist. \hfill $\square$

Proposition 6.6.

$$T^{-1}(\mathfrak{J}) = \begin{cases} 1 \otimes 0 \\ 1 \otimes 0 \\ \mathfrak{J} \otimes \mathfrak{J} \end{cases},$$

Proof. The fixed point $\mathfrak{J}$ is not periodic. Hence, there is no $\omega \neq e$ such that $T_\omega(\mathfrak{J}) = \mathfrak{J}$. This yields that there is no $\omega \in F_2^+$ with $\omega \neq e$ such that $T_\omega(\mathfrak{J})$ belongs to $T^{-1}(\mathfrak{J})$.

An element $\mathfrak{C}$ in $T^{-1}(\mathfrak{J})$ is thus obtained as $\lim_{k \to +\infty} \mathfrak{C}^k$ with $\mathfrak{C}^k$ of the form $T_{\omega_k}(\mathfrak{J})$. If, say $T_\alpha(\mathfrak{C}) = \mathfrak{J}$, then $\lim_{k \to +\infty} T_{\omega_k}(\mathfrak{C}^k) = \mathfrak{J}$.

Conversely, if $\mathfrak{B}^k$ is of the form $\mathfrak{B}^k = T_{\alpha_k}(\mathfrak{J})$ and $\lim_{k \to +\infty} \mathfrak{B}^k = \mathfrak{J}$, if $\mathfrak{C}^k$ is such that, say $T_\alpha(\mathfrak{C}^k) = \mathfrak{B}^k$, then any accumulation point $\mathfrak{C}$ for the $\mathfrak{C}^k$’s satisfies $T_\alpha(\mathfrak{C}) = \mathfrak{J}$.

To compute $T^{-1}(\mathfrak{J})$, we thus adapt the proof of Prop. 6.4. We consider a sequence of terms $\mathfrak{B}^k := T_{\omega_k}(\mathfrak{J})$ such that $\lim_{k \to +\infty} \mathfrak{B}^k = \mathfrak{J}$. We compute what $T^{-1}(\mathfrak{B}^k)$ is and consider all the accumulation points for these sequences of trees if $k$ goes to $+\infty$.

Note that $\mathfrak{B}^k = 0$ (at least for any sufficiently large $k$). By Lemma 5.8 if we set $|\omega_k| = 2^{n_k}(2n_k + 1)$, then $u_k \to +\infty$ as $k \to +\infty$. Hence, for any sufficiently large $k$, $u_k \geq 2$ and we can apply Prop. 6.4 to each $\mathfrak{B}^k$. For simplicity we assume that the above conditions hold for every $k$.

Then, for each fixed $k$, $T^{-1}(\mathfrak{B}^k)$ is the set whose elements are $\mathfrak{B}^k \otimes \mathfrak{B}^k$, $\mathfrak{B}^k \otimes \mathfrak{B}^k$ and $\mathfrak{B}^k \otimes \mathfrak{B}^k$, where $\mathfrak{A}$ is given in Lemma 5.20.
The first 2 elements converge respectively to $\frac{0}{3}$ and $\frac{1}{3}$ as $k$ goes to $+\infty$. Now, we remind that $A^k$ starts as $H^u(1)$ and $u_k \to +\infty$. Furthermore, in the proof of Prop. 2.4 we have seen that $H^n(0)$ and $H^n(1)$ differ only from the root. Therefore, $\lim_{k \to +\infty} A^k = \frac{J}{3}$. This shows that $\frac{0}{3}$ is also in $X$ and in $T^{-1}(\frac{J}{3})$.

6.4. Preimages of even-type elements with root equal to 1. We start with a description of even-type elements with root equal to 1.

**Lemma 6.7.** Let $u \geq 1$ be an integer. $2^u$-type elements with root equal to 1 in $X$ are elements of the form $H^u \left( \begin{array}{c} 1 \\ \mathcal{C} \end{array} \right)$ with $\mathcal{C} = H^v \left( \begin{array}{c} 0 \\ \mathcal{C}' \mathcal{C}'' \end{array} \right)$, $1 \leq v \leq +\infty$.

**Remark 7.** The case $v = +\infty$ means $\mathcal{C} = \frac{J}{3}$. 

**Proof.** Because $A$ is of even-type and $A_e = 1$ and $H$ is marked, Prop. 5.12 yields that we can write $A$ under the form $A = H^u(\mathbb{B})$ with $\mathbb{B}_e = 1$, and $\mathbb{B}$ is of odd-type. Any 1 at odd line is followed only by 0’s and Corollary 5.15 yields

$$\begin{array}{c} 1 \\ \mathbb{B} = \mathcal{C} \mathcal{C} \end{array}$$

with $\mathcal{C}_e = 0$.

The tree $\mathbb{B}$ is of odd-type, thus $\mathcal{C}$ is of even-type, say $2^v$-type with $1 \leq v \leq +\infty$. Hence, $\mathcal{C}$ can be written under the form $\mathcal{C}' \mathcal{C}''$, with the convention that $v = +\infty$ means $\mathcal{C} = \frac{J}{3}$.

**Proposition 6.8.** Let $A$ be in $X$ of $2^u$-type with $1 \leq u < +\infty$ and $A_e = 1$. Set $A = H^u \left( \begin{array}{c} 1 \\ \mathcal{C} \mathcal{C} \end{array} \right)$ with $\mathcal{C} = H^v \left( \begin{array}{c} 0 \\ \mathcal{C}' \mathcal{C}'' \end{array} \right)$, $1 \leq v \leq +\infty$. Then,

1. If $v = 1$, then

$$T^{-1}(A) = T_{a^{-1}}(A) = \left\{ \begin{array}{c} 0 \\ A \mathbb{B} \end{array} \right\}$$
with $\mathfrak{B} = H^u \begin{pmatrix} 0 \\ \mathcal{D} \\ \mathcal{E} \end{pmatrix}$ and $\mathfrak{D} = H^v \begin{pmatrix} 1 \\ \mathcal{E}'' \\ \mathcal{E}'' \end{pmatrix}$.

(2) If $v > 1$, then

$$T^{-1}(\mathfrak{A}) = T_a^{-1}(\mathfrak{A}) = \begin{pmatrix} 0 & 0 \\ \mathfrak{A} & \mathfrak{B} \\ \mathfrak{A} & \mathfrak{B}' \end{pmatrix},$$

with $\mathfrak{B} = H^u \begin{pmatrix} 0 \\ \mathcal{D} \\ \mathcal{E} \end{pmatrix}$, $\mathfrak{D} = H^v \begin{pmatrix} 1 \\ \mathcal{E}'' \\ \mathcal{E}'' \end{pmatrix}$ and $\mathfrak{B}' = H^u \begin{pmatrix} 0 \\ \mathcal{E} \\ \mathcal{E} \end{pmatrix}$.

**Remark 8.** We remind that if $v = +\infty$ then we replace $H^v \begin{pmatrix} 0 \\ \mathcal{G} \\ \mathcal{H} \end{pmatrix}$ by $\mathfrak{J}$ and $H^v \begin{pmatrix} 0 \\ \mathcal{G} \\ \mathcal{H} \end{pmatrix}$ by $\mathfrak{J}'$. Note that $\mathfrak{B}'$ differs from $\mathfrak{A}$ only with the root. ■

**Proof.** We consider a sequence of terms $\mathfrak{A}^k := T_{\omega_k}(\mathfrak{J})$, with $\mathfrak{A}^k \to \mathfrak{A}$ as $k \to +\infty$. With the notations of the Lemma, we may assume that every $\mathfrak{A}^k$ is of $2^u$-type and we set $\mathfrak{A}^k = H^u \begin{pmatrix} 1 \\ \mathcal{E}^k \\ \mathcal{E}^k \end{pmatrix}$. By Lemma 5.13 $\mathcal{E}^k \to \mathcal{E}$. Hence, we may write $\mathcal{E}^k = H^v \begin{pmatrix} 0 \\ \mathcal{G}^k \\ \mathcal{H}^k \end{pmatrix}$.

This makes sense if $v \neq +\infty$. If $v = +\infty$, then we set $\mathcal{E}^k = H^{v_k} \begin{pmatrix} 0 \\ \mathcal{G}^k \\ \mathcal{H}^k \end{pmatrix}$ with $v_k \to +\infty$.

The root of $\mathfrak{A}^k$ (equal to 1) is at an even line. We remind that even lines are composed by blocks 0000 or 0010. This shows that $T_b^{-1}(\mathfrak{A}^k) = \emptyset$.

By Lemma 5.14 we see a sequence of configurations $\mathfrak{B}^k \mathfrak{B}^k \mathfrak{A}^k \mathfrak{B}^k$, with $\mathfrak{B}^k = 0$. 

Note that this is the unique configuration where $A_k$ appears, and this yields that $T^{-1}(A) = T_{n-1}$ and that any preimage of $A$ has its root equal to 0.

We now see how the $B_k$'s do depend on the $A_k$'s.

We remind equality $A_k = H^u\left(\begin{array}{c} 1 \\ \mathcal{C}^k \mathcal{C}^k \end{array}\right)$. Hence, we consider the $u$-times unsubstreetuted trees for $A_k$ and $B_k$. They have different roots since $H$ is marked. By Lemma 5.1 they are brothers.

Hence we see a configuration $\otimes 1 \mathcal{C}^k \mathcal{C}^k m_k n_k$.

We first deal with the case $v < +\infty$. The root of $C^k$ stands at even level $2^v(2m_k + 1)$ and its value is 0. Because at even line we only see blocks of 0010 or blocks of 0000, Lemma 5.14 yields $n_k = c^k$.

Lemmas 5.16 and 5.18 shows that:

1. Either $v = 1$ and necessarily $M_k^e = 1$.

2. Or $v \geq 2$ and we see at the same level both configurations $\otimes 1 \mathcal{C}^k \mathcal{C}^k M_k \mathcal{C}^k$ for some $M_k$ with $M_k^e = 1$ and $\mathcal{C}^k \mathcal{C}^k \mathcal{C}^k \mathcal{C}^k$.

For both cases where we see some subtree $M_k$, it remains to determine how we obtain the subtree $M_k$ from the subtree $C^k$. For that we use Lemma 5.20. We have $C^k = H^u\left(\begin{array}{c} 0 \\ \mathcal{S}^k \mathcal{S}^k \end{array}\right)$, thus

$$M_k = H^u\left(\begin{array}{c} 1 \\ \mathcal{S}^k \mathcal{S}^k \end{array}\right).$$
Because $\mathcal{C}^k$ converges to $\mathcal{C} = \mathcal{C}' \mathcal{C}''$, Lemma 5.13 shows that $\mathcal{G}^k$ converges to (say) $\mathcal{C}'$ and $\mathcal{H}^k$ converges to $\mathcal{C}''$. Furthermore, the same lemma shows that $\mathcal{M}^k$ converges to $H^u \left( \begin{array}{cc} 1 & \mathcal{C}'' \\ \mathcal{C}' & \mathcal{C}'' \end{array} \right)$.

Going back to $\mathcal{B}^k$ we finally get:

(1) If $v = 1$, there is a unique preimage for $\mathcal{A}$, it is $\mathcal{A} \mathcal{B}$ with $\mathcal{B} = H^u \left( \begin{array}{cc} 0 & \mathcal{D} \\ \mathcal{C} & \mathcal{C} \end{array} \right)$

where $\mathcal{D} = H^u \left( \begin{array}{cc} 1 \\ \mathcal{C}'' \end{array} \right)$.

(2) If $2 \leq v < +\infty$, then $\mathcal{A}$ has two preimages. The same than for the case $v = 1$ plus $\mathcal{A} \mathcal{B}'$ with $\mathcal{B}' = H^u \left( \begin{array}{cc} 0 \\ \mathcal{C} \end{array} \right)$

Now, we deal with the case $v_k \to +\infty$. In that case $\mathcal{A} = H^u \left( \begin{array}{cc} 1 \\ \mathcal{C} \end{array} \right)$. The same work as for the case $v > 1$ can be done, except that we finally consider $v \to +\infty$. Hence we get two
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preimage for $\mathfrak{A}$. The tree $\mathfrak{A} \rightarrow \mathfrak{B}$ with $\mathfrak{B} = H^u \begin{pmatrix} 0 \\ \overline{3} \end{pmatrix}$ and the tree $\mathfrak{A} \rightarrow \mathfrak{B}'$ with

$$\mathfrak{B}' = H^u \begin{pmatrix} 0 \\ \overline{3} \end{pmatrix}.$$  

Proposition 6.9. $T^{-1}(\mathfrak{A}') = T_{\alpha}^{-1}(\mathfrak{A}') = \left\{ \begin{pmatrix} 0 \\ \overline{3} \end{pmatrix} \right\}$.

Proof. By corollary 4.5, there is no $\omega$ such that $T_\omega(\mathfrak{A}) = \mathfrak{A}'$. Therefore, preimages of $\mathfrak{A}'$ are the accumulation points of preimages of $\mathfrak{A}_k := T_{\omega_k}(\mathfrak{A})$ such that $\lim_{k \to +\infty} \mathfrak{A}_k = \mathfrak{A}'$.

Let us consider such a sequence, and set $\omega_k = 2^{u_k}(2m_k + 1)$. By Lemma 5.8 $\lim_{k \to +\infty} u_k = +\infty$.

If we reemploy notations from the beginning of the proof of Prop. 6.8 we will see in $\mathfrak{A}$ the configuration $\mathfrak{B}_k \mathfrak{B}_k \mathfrak{B}_k \mathfrak{B}_k$. By Lemma 5.1 $\mathfrak{A}_k$ starts has $H^{u_k}(1)$ whereas $\mathfrak{B}_k$ starts as $H^{u_k}(0)$. Then, by Lemma 5.6 $\lim_{k \to +\infty} \mathfrak{B}_k = \mathfrak{A}'$. This finishes the proof. $\square$

6.5. Proof of Theorem [B]. The proof is immediate. It follows from Propositions 6.3, 6.2, 6.4, 6.5, 6.8 and 6.9 that for any $\mathfrak{A} \in X$, 

$$p(1, \mathfrak{A}) = \#T^{-1}(\mathfrak{A}) \cap X \leq 3.$$  

Hence, it yields $p(n, \mathfrak{A}) \leq 3^n$.

7. Some more results

Here we present some examples from grammars others than BBAB.

7.1. Thue-Morse case. Define the function $H$ in such a way that

$$0 \mapsto 1 \quad \text{and} \quad 1 \mapsto 0,$$

Then using the recurrence it is easy to see that fixed points for $H$ are “grammar-free”: each one of the fixed points $\phi \mathfrak{A}$ and $\tau \mathfrak{A}$ has each generation with only one symbol. There is thus a natural projection $\pi$ from $\phi \mathfrak{A}$ and $\tau \mathfrak{A}$ to $\{0, 1\}^\mathfrak{A}$, commuting the dynamics. Moreover, $\pi \circ H(0) = 01$ and $\pi \circ H(1) = 10$. This means that $\pi \circ H$ is the classical Thue-Morse sequence.
Hence, \( \{T_\omega(\mathfrak{A}), \omega \in \mathbb{F}_2^+\} = \{T_\omega(\mathfrak{A}), \omega \in \mathbb{F}_2^-\} \) is a minimal dynamical system, although it does not really exploit the tree structure.

7.2. **Proof of Theorem 1.4** We consider the substreetution given by

\[
\begin{array}{c|c}
0 & 1 \\
\hline
0 & \rightarrow & 0 & 1 \\
1 & \rightarrow & 1 & 0
\end{array}
\]
equipped with the grammar ABBA. It is marked and therefore admits two fixed points, \( \mathfrak{A} \) and \( \mathfrak{A} \), respectively with root 0 and 1.

The renormalization equation is

\[
T_a T_a H = H T_a = T_b T_b H \quad \text{and} \quad T_a T_b H = T_b T_a H = H T_b
\]
and then the source is given by

\[
\begin{aligned}
s(aa) &= s(bb) = a, \\
s(ab) &= s(ba) = b.
\end{aligned}
\]

More generally we have

\[
s(p_1p_2 \ldots p_{2n}) = s(p_1p_2) \ldots s(p_{2n-1}p_{2n}).
\]

Using the identification \( a = 0 \) and \( b = 1 \) we can write simply \( s(xy) = (x + y) \mod (2) \).

The images by \( H^2 \) of roots 0 and 1 are

\[
\begin{array}{c|c|c|c|c|c|c|c|c}
& 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & / & / & / & / & / & / & / & /
\end{array}
\]

In the following, \( \mathfrak{D} \) stands for \( \mathfrak{A} \) or \( \mathfrak{A} \). We note the following equalities

\[
H(\mathfrak{D})_e = \mathfrak{D}_e, H(\mathfrak{D})_a = \mathfrak{D}_a, H(\mathfrak{D})_b = 1 - \mathfrak{D}_e = \mathfrak{D}_e
\]
where \( \bar{x} = 1 - x \).

We remark that identifying \( a \) with 0 and \( b \) with 1 then the last two expressions above can be rewritten as

\[
H(\mathfrak{D})_\omega = (\mathfrak{D}_e + \omega) \mod (2) \quad \text{where} \quad \omega = 0, 1.
\]

By induction, we get for the odd generations

\[
\mathfrak{D}_{p_1p_2 \ldots p_{2n}a} = \mathfrak{D}_{p_1p_2 \ldots p_{2n}} \quad \text{and} \quad \mathfrak{D}_{p_1p_2 \ldots p_{2n}b} = \mathfrak{D}_{p_1p_2 \ldots p_{2n}}.
\]

These expressions can be rewritten as

\[
\mathfrak{D}_{p_1p_2 \ldots p_{2n}\omega} = (\mathfrak{D}_{p_1p_2 \ldots p_{2n}} + \omega) \mod (2),
\]
where we still make the identification \( a = 0 \) and \( b = 1 \).

**Lemma 7.1.** Writing \( \mathfrak{D} = \mathfrak{A} \), \( i = 0, 1 \), then the following holds:

\[
\forall n \geq 1, \quad \mathfrak{D}_{p_1p_2 \ldots p_n} = (\mathfrak{D}_e + p_1 + p_2 + \cdots + p_n) \mod (2) = (i + p_1 + p_2 + \cdots + p_n) \mod (2).
\]

**Proof.** The proof is by induction. For \( n = 1 \) it is true, from the definition of \( H \).

Assume that it is valid for \( n \); then \( \mathfrak{D}_{p_1 \ldots p_k} = (\mathfrak{D}_e + p_1 + p_2 + \cdots + p_k) \mod (2) \) for any \( k = 1, \ldots, n \).

Now we need to show that the expression is valid for \( n + 1 \). If \( n + 1 \) is odd the we can use \( \mathfrak{D}_{p_1 \ldots p_n} \) to obtain

\[
\mathfrak{D}_{p_1p_2 \ldots p_{n+1}} = (\mathfrak{D}_{p_1 \ldots p_n} + p_{n+1}) \mod (2) = (\mathfrak{D}_e + p_1 + \cdots + p_n + p_{n+1}) \mod (2)
\]
as wished.

If, on the other hand, \( n + 1 \) is even then \( n + 1 = 2k \) and so we have, from (6), that

\[
\Delta_{p_1 p_2 \ldots p_{n+1}} = \Delta_{p_1 p_2 \ldots p_{2k-1} p_{2k}} = \Delta_{f(p_1 p_2) f(p_{3p4}) \ldots f(p_{2k-1} p_{2k})} =
\]

\[
(\Delta_e + f(p_1 p_2) + \ldots + f(p_{2k-1} p_{2k})) \mod (2) =
\]

\[
= (\Delta_e + p_1 + p_2 + p_3 + p_4 + \ldots + p_{2k-1} + p_{2k}) \mod (2) =
\]

\[
= (\Delta_e + p_1 + p_2 + \ldots + p_n + p_{n+1}) \mod (2)
\]

as claimed, concluding the proof. □

The expression above allows us to write a generation from the previous one, just using that 0 gives rise to 01 (on the subsequent generation) and 1 gives rise to 10 (also on the subsequent generation). This gives us an easy recursive way to write the two fixed points of \( H \) in this case. The fixed points \( 0_A \) and \( 1_A \) (whose roots are, respectively, 0 and 1) then can be obtained writing the generation \( n + 1 \) from the generation \( n \). In this case we then have \( T_n(0_A) = T_n(1_A) = 0_A \) and \( T_n(0_A) = T_n(1_A) = 1_A \).

An easy consequence is that for every \( n \geq 1 \), \( 0_A \#_b^n = 1 \). This prevents \( 0_A \) to be almost periodic. By [12, Chap. IV (1.2)], \( \{T_\omega(0_A), \omega \in F^+ \} \) is not minimal. By symmetry, the same holds for \( \{T_\omega(1_A), \omega \in F^+ \} \).

7.3. Proof of Theorem 1.5. We give here an example of periodic tree whose orbit does not support an invariant measure. The tree is not obtained by a substreetution but via another way: each line is obtained from the previous one by applying some map. The choice of the map depends on the parity of the line.

We set

\[
\begin{cases}
T_1(0) = 01 \\
T_1(1) = 10
\end{cases}
\]

\[
\begin{cases}
T_2(01) = 0001 \\
T_2(10) = 1110
\end{cases}
\]

We call \( 0_A \) and \( 1_A \) the two colored trees obtained by the following process with roots 0 and 1: an even line \( 2k \) is obtained applying \( T_2 \) to the line \( 2k-1 \) (gluing digit by pair); a line \( 2k + 1 \) is obtained by applying \( T_1 \) to each digit of the line \( 2k \).

The fixed points starts as

\[
0_A = 0 \quad \quad \quad 1_A = 1
\]

\[
\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
1 \\
1 \\
1 \\
1 \\
0
\end{array}
\]

\[
\begin{array}{c}
0 \\
1 \\
0 \\
0 \\
1 \\
1 \\
1 \\
0 \\
1 \\
0
\end{array}
\]

As for each even line we apply \( T_1 \), which depends only on one digit, then the subtree only depends on that site. Hence at each even line, at each site with color 0 there is a \( 0_A \) and at each site of color 1 there is a \( 1_A \). This means that we have \( 0_A = 0_A \quad 0_A \quad 0_A \quad 1_A \quad 1_A \) and

\[
1_A = 1_A \quad 1_A \quad 1_A \quad 0_A
\]
We consider in $D^2$ the isometry $h_1$ which maps $-\frac{1}{2}$ to $\frac{1}{2}$ and let $\pm 1$ fixed. We also consider the isometry $h_2$ which maps $-\frac{1}{2}$ to $\frac{1}{2}$ and $\pm i$ fixed.

The Dirichlet domain (see [2]) is obtained by considering the intersection of the half-planes
$$\{z \in D^2, d(z, 0) \leq d(z, \gamma 0)\},$$
with $\gamma = h_i^{\pm 1}$, $i = 1, 2$.

We consider the half-planes \{z \in D^2, d(z, 0) \leq d(z, \gamma 0)\}, with $\gamma = h_i^{\pm 1}$, $i = 1, 2$. They are denoted by $P_w$, $P_e$, $P_s$ and $P_n$ as on Figure 3. We set $P_0 := D^2 \setminus \cup_{i=w,e,s,n} P_i$. Hence $P_0$ is the Dirichlet domain we deal with.

Furthermore, we identify $0 \sim e a \sim h_1$ and $b \sim h_2$.

Now, for any given $A \in X$ we construct a colored tiling for $D^2$ in the following way: For each $\omega \in F_2^+$, the fundamental domain that contains $\omega$ in $D^2$ (up to identification) has the color of the site $A_\omega$. Each half-plane $\omega b(P_w)$ (resp. $\omega a(P_n)$) has the same color than $A_{\omega, b}$ (resp. $A_{\omega, a}$).

9We use the canonical embedding of $D^2$ into $C$
This tiling only colors images $\omega . \mathcal{P}_0$ with $\omega \in \mathbb{F}_2^+$. We can also decide to color all different $\omega^{-1}. \mathcal{P}_0$ via the same principle. It can also use another tree $\mathcal{B} \in \mathcal{X}$, up to the condition that the color for $\mathcal{P}_0$ has to be fixed (either $\mathcal{A}_e$ or $\mathcal{B}_e$).

7.5. **Picture of Jacaranda tree.** The next picture has kindly been computed by F. Flouvat. We point out that the tree structure increases exponentially fast the number of sites and this is a brake to compute the fixed point on a large number of generations. Graphic representation is also a challenge. The next picture used the algorithm introduced in [15].

![Figure 5. Colored tiling from ping-pong in $\mathbb{D}$](image)

![Figure 6. The Jacaranda tree: black=1, grey =0, a-follower= rectangle, b-follower= disk, root=yellow](image)
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