Few-Femtosecond Dynamics of Free-Free Opacity in Optically Heated Metals
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Interaction of light with an excited free-electron gas is a fundamental process spanning a large variety of fields in physics. The advent of femtosecond laser pulses and extreme-ultraviolet sources allowed one to put theoretical models to the test. Recent experimental and theoretical investigations of nonequilibrium aluminum, which is considered to be a good real-world representation of an ideal free-electron metal, showed that, despite significant progress, the transient hot-electron/cold-ion state is not well understood. In particular, the role of plasmon broadening, screening, and electron degeneracy remains unclear. Here, we experimentally investigate the free-free opacity in aluminum on the few-femtosecond timescale at laser intensities close to the damage threshold. Few-femtosecond time resolution allows us to track the purely electronic contribution to nonequilibrium absorption and unambiguously separate it from the slower lattice contribution. We support the experiments with ab initio calculations and a nearly free electron model in the Sommerfeld expansion. We find that the simplest independent-particle model with a fixed band structure is sufficient to explain the experimental findings without the need to include changes in screening or electron scattering, contrasting previous observations in 3d transition metals. We further find that electronic heating of a free-electron gas shifts the spectral weight of the absorption to higher photon energies, and we are able to distinguish the influence of the population change and the chemical potential shift based on the comparison of ab initio calculations to a simplified free-electron model. Our findings provide a benchmark for further investigations and modeling of dense nonequilibrium plasma under even more extreme conditions.

DOI: 10.1103/PhysRevX.12.021045

Subject Areas: Condensed Matter Physics, Optics

I. INTRODUCTION

Photon absorption by free electrons in metals, warm dense matter, and plasmas is a longstanding fundamental problem that plays an essential role in laser-matter interactions [1,2]. Despite our excellent understanding of photoabsorption mechanisms on the attosecond timescale by bound electrons in dielectrics [3,4], semiconductors [5], and metals [6], the role of free electrons is still actively debated [7–9]. Both theoretical and experimental challenges contribute to this problem. Absorption by bound, localized electrons from specific atomic shells is successfully described, in most cases, by an electron-hole pair in the mean field of other nonparticipant charges. In contrast, absorption by delocalized and degenerate electrons is inherently a many-body problem, where the effects of dynamical screening and electron correlation generally need to be considered [10].

Experimental evidence that could unambiguously test the various theoretical approximations to the many-body problem is difficult to obtain because the majority of experimentally accessible physical systems are either bound-electron or nondegenerate systems. Under laboratory conditions, intense laser pulses can transiently create a phase transition from a solid state to a nonequilibrium plasma [11]. However, it is hydrodynamically unstable and notoriously difficult to characterize [11]. As an alternative, metallic aluminum has been used as a more convenient test system [9,12–15]. It approximates the behavior of an ideal free-electron gas very well [10] in the extreme-ultraviolet (XUV) transparency window between its plasma frequency (15 eV) and the L_{2,3} absorption edge (72–74 eV). In this
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sense, aluminum serves as a testbed for fundamental light-matter interactions in such materials, in particular, for free-free absorption. Furthermore, aluminum is widely used as a near-infrared (NIR) blocking filter in tabletop high-harmonic generation (HHG) sources for the generation of XUV light and, thus, of general interest for the community.

Measurements of equilibrium absorption provide crucial, but limited insight because of electron-lattice coupling, whereas time-resolved investigations of free-free absorption in nonequilibrium aluminum are scarce. Two recent studies [7,16] of nonequilibrium, hot-lattice aluminum utilizing free-electron laser and high-harmonic sources have resolved some of the discrepancies between experiment and theory, which in these cases, were based on time-dependent density functional theory (TDDFT) and a model based on the random phase approximation (RPA) framework. Specifically, the former study used an ad hoc screening potential to explain the absence of change in XUV absorption in the hot-electron state. In addition to screening, the latter study discussed the possibility of plasmon broadening and electron degeneracy affecting XUV absorption on the femtosecond timescale [16]. However, the results reported so far on the hot-electron/cold-lattice state were inconclusive because of the lack of temporal resolution and sensitivity.

Here, we use attosecond transient absorption spectroscopy supported by ab initio calculations to address the coupling of XUV light to the free electrons in the transition regime from the cold-lattice to the hot-lattice state. Unambiguous separation of electronic and lattice contributions in the experimental data allows us to gauge the physical mechanisms that can be further explained by a simplified theoretical model.

II. RESULTS AND DISCUSSION

A. Equilibrium absorption

Our experimental approach draws on our recent investigation of laser-excited titanium on the attosecond timescale [6], where strong bound-electron effects dominate. Aluminum, in contrast, exhibits the opposite, free-electron character in the same photon energy range. The experimental apparatus is described in detail in the Appendix A and in previous work [17]. Figure 1(a) (blue line) shows the equilibrium absorption coefficient of a 200-nm free-standing polycrystalline aluminum foil (Lebow Co.) measured with attosecond pulse trains (APTs) in the range from 25 eV to 77 eV (see Appendix C for details). Our data are in good agreement with the reported values for thin aluminum foils with a few-nm oxide layer (black points in Fig. 6 from Ref. [13]).

We compare the experimental data with ab initio calculations of the aluminum absorption obtained with TDDFT in the local density approximation. Because we freeze ions in the TDDFT calculations at their equilibrium positions and ignore electron-electron scattering in the mean-field approximation, they exhibit more structure than the experimental data. To efficiently account for the electron-phonon and electron-electron scattering that...
occurs, we increase the linewidth broadening from 0.5 eV to 2 eV [Fig. 1(a), black line to green line]. This provides the best fit to the experimental data. The physical meaning of the linewidth broadening parameter is the inverse lifetime of the electronic states or their generalized collision frequency. Both the electron-phonon and electron-electron scattering rates are expected to be unaffected by the pump excitation because for the former effect the lattice system is not heated yet and for the latter effect the population change around the Fermi level has little influence on the lifetime of high-energy electron-hole pairs. The required broadening is higher than typically used, e.g., in the Drude model [18] because the electrons are excited to very high-lying states that exhibit strong scattering and thus are prone to a fast decay. Note also that the present calculation does not capture the L$_{2,3}$ absorption edge at 73 eV since the core levels are frozen with the pseudopotential approximation.

### B. Nonequilibrium absorption

#### 1. Experimental results

We use a pump-probe setup [17] to investigate transient changes in the XUV absorption of our aluminum samples after excitation with a 13 fs NIR pulse with a center photon energy of 1.59 eV, a peak intensity of $3.8 \times 10^{11}$ W/cm$^2$, and a pulse energy of 1.1 μJ. By keeping the pump intensity below $5.5 \times 10^{11}$ W/cm$^2$, we avoid irreversible changes to the material and thus perform multishot experiments in a well-characterized sample. The change in absorption is probed with XUV pulse trains in the range from 30 eV to 50 eV. The pulse trains are produced by high-harmonic generation in argon and have an average pulse duration of 270 as, while the sample response in this particular study is limited by the 13 fs pump pulse (see Appendix C for details). The zero delay and cross-correlation between the NIR and XUV pulses are obtained from a two-photon, two-color photoemission experiment in neon [19,20]. The XUV probe spectrum is shown in Fig. 2(a). The 2-eV broad integration window roughly corresponds to the spectral coverage of an individual harmonic.

The transient modification of the optical density due to NIR excitation is displayed in Figs. 1(b) and 1(c) on two different timescales: on a few-fs timescale, corresponding to characteristic electronic heating times; and on a subpicosecond timescale, corresponding to characteristic lattice heating times. Positive delays mean that the pump laser precedes the probe beam. On both timescales, we observe an increase in absorption and a very similar qualitative response across the studied 30 eV to 50 eV photon energy interval (see Figs. 9 and 10 in Appendix E). Thus, we average the XUV signal between 42 eV and 44 eV over an individual harmonic with a width of about 2 eV (see Appendix B). We note that for the separation of the electronic and lattice response, prior knowledge of a substantial difference in their characteristic timescales is necessary. Such knowledge can, for example, be obtained via direct measurements such as ultrafast electron diffraction [21].

On the few-femtosecond timescale, the increase in optical density instantaneously follows the laser fluence within the resolution of our experiment, exhibiting a pronounced step-function shape with a rise time of $13.0 \pm 3.2$ fs from 10% to 90% of the amplitude of the fitted curve (see Appendix E). This rise time is in good agreement with the NIR-XUV cross-correlation width (see Appendix C). The few-femtosecond reaction is followed by a slower and stronger response [see Fig. 1(c)], with a characteristic timescale of $274 \pm 62$ fs. The behavior on this timescale is attributed to the aluminum lattice response that shows a comparable 350 fs response time in femtosecond electron diffraction experiments under similar excitation conditions [21]. Such a distinct separation of the electronic and the lattice response has not been shown previously in the free-free absorption range of aluminum.

Although our attosecond transient absorption technique allows us to resolve field-driven subcycle oscillations of the optical density in dielectrics [4] and semiconductors [5] at similar pump intensity with attosecond pulse trains, no oscillations are observed in aluminum with a sensitivity of about $4 \times 10^{-3}$ OD, which is, however, about 2 orders of magnitude worse than the sensitivity of our coarse scans presented in Fig. 1(b) (see Appendix D). This is expected because of the short lifetime of the XUV-excited electrons, corresponding to the estimate of 2 eV for spectral broadening as derived from our equilibrium absorption measurements.

#### 2. Ab initio calculations

The clear separation between electronic and lattice responses allows us to compare the data with frozen-lattice TDDFT calculations that exclusively model the electronic response. The electron-electron thermalization time at similar optical excitation is less than 11 fs [22], and aluminum has no d-orbitals around the Fermi level. Therefore, to model the hot-electron state, we assume a Fermi-Dirac distribution. In order to mimic the 16-nm absorption depth of the NIR laser in a 200-nm aluminum foil, we employ a spatially dependent temperature profile with a peak electron temperature of 7000 K at the sample surface (see Appendix G).

Figure 2 compares the calculated (blue line) and measured (gray dots and green markers) spectral profiles of the optical density change ΔOD in the hot-electron/cold-lattice state. The measurement is taken at a delay of +20 fs after the NIR pulse is absorbed but before any signs of lattice thermalization appear. We note that, in this study, we do not analyze the region of temporal pump-probe overlap in detail. The experimental data are a weighted average over 45 measurements, with the details on the averaging procedure described in Appendix B. In Fig. 2(a), we subtract the energy-dependent background at negative delays before the pump-probe overlap in order not to
account for the signal from previous pulses. The TDDFT calculations agree well with the measurements in the probed energy range from 30 eV to 45 eV. To account for pulse energy fluctuations and beam drifts during the measurements, we vary the electronic temperature by \( \pm 20\% \) of the excess energy of aluminum in the TDDFT calculations. At 49 eV, the calculations underestimate the measured absorption change by a factor of 3 [see Fig. 2(a)]. The origin of the discrepancy between experiment and theory at 49 eV is not easy to identify. A potential reason for the discrepancy may be the surface oxidization of the sample. In the theoretical calculations, we consider a perfect aluminum thin film, but the sample has an oxidized surface. The surface layers may have a larger contribution to the transient absorption than layers further away from the surface because the highest amount of energy is deposited at the surface.

### C. Discussion

#### 1. Comparison with previous XUV transient absorption studies

In the following, we briefly summarize our main observations and compare them with our previous findings on few-femtosecond absorption dynamics in titanium [6]. In aluminum, we observe a relatively weak \( (\Delta OD \sim 2 \times 10^{-4}) \) and spectrally homogeneous (over multiple 10 eV) stepwise increase in absorption within the error bars on the few-femtosecond timescale. While we have observed a similar few-femtosecond stepwise increase in XUV absorption in titanium, its spectral response is highly inhomogeneous and has a fundamentally different nature. The induced absorption change is about 2 orders of magnitude larger in titanium and shows a pronounced resonance profile in its spectral response. In contrast to aluminum, titanium exhibits localized 3d states at the Fermi level and thus strongly deviates from the free-electron model.

In titanium, the XUV photoabsorption is shaped by three different effects, namely, Pauli blocking, screening, and broadening [6]. The latter two effects change the photoabsorption line shape around the titanium giant resonance, masking the effect of Pauli blocking. For aluminum, in the same XUV photon energy range, screening and broadening contributions are weak because of the low density of states (DOS) of bound \( d \)- and \( f \)-electrons, allowing Pauli blocking to manifest distinctly during electronic heating.

This different behavior in aluminum can be attributed to its “ideal” metal nature, with its valence electrons moving freely and its ionic potential completely screened. This nature is confirmed in quantitative convergent-beam electron diffraction experiments that show a highly homogeneous electron density and tetrahedrally centered bonding [23]. Angle-resolved photoemission experiments also show a free-electron dispersion of the valence band [24]. The most significant deviations from a free-electron structure arise at 1.5 eV due to parallel-band resonance [25] and at 28 eV due to a pseudogap between resonant states exhibiting localized \( d \)- and \( f \)-states in the partial-wave components of the density of states [26]. However, our XUV probe pulses do not overlap with the parallel-band resonance, and the NIR excitation cannot populate the localized pseudogap states. Figure 3(c) shows the band structure of aluminum along the symmetry directions [27]. Furthermore, it is worth noting that in aluminum and with our experimental parameters, the NIR excitation does not overlap with the final states of the XUV excitation. This is due
to the fact that the valence band of aluminum is 11 eV wide [26], and the lowest transition energy covered by the XUV in our experiment is around 30 eV.

2. Independent-particle model and the Sommerfeld expansion

To exclude dynamical many-body effects as the origin of the electronic response, we compare the full TDDFT calculations with the independent particle (IP) model, where electrons are treated independently and collective effects like electron interactions or screening are excluded. Thus, the IP absorption model includes only the change of the state occupation, while the band structure is kept fixed under excitation. Figure 2(b) compares the full TDDFT calculation with the IP calculation, yielding excellent agreement. The difference between the two curves is shown by the green line and amounts to only a few percent of the observed absorbance change. Since the full TDDFT calculation and the independent particle model show an excellent agreement, we conclude that the change in optical density stems from the occupation change alone.

To further analyze our results, we revisit the nearly free electron model in the Sommerfeld approximation. In particular, we include the perturbation of the periodic lattice to the Hamilton operator of a free-electron gas as an external potential. We then calculate the temperature dependence of the real part of the optical conductivity, which is directly proportional to the absorbance. Taking the difference of the optical conductivity of the hot- and the cold-electron gas is thus directly linked to the time-dependent absorption. The details of the calculations are given in Appendix J. We obtain that, for electronic wave vectors $|G| > 2k_F$ (where $k_F$ corresponds to the radius of the Fermi sphere of the free-electron gas), the probe transition from the initial state $|k\rangle$ to the final state $|k + G\rangle$ has a positive contribution to the change of optical absorption with increasing temperature; for $|G| < 2k_F$, the contribution is negative. Larger values of $|G|$ correspond to the absorption of higher-energy XUV photons.

We can attribute the change in photoabsorption to two effects: The increase in electron temperature smears out the Fermi-Dirac distribution, which causes a global increase of absorption at all photon energies between the plasma frequency and the L-edges. This can be explained by the general equation of the XUV transition probability, which is proportional to the product of initial density of states and initial electron distribution [Fig. 3(a), Appendix L]. The NIR excitation shifts the electron population to higher energies, and since the density of states scales as the square root with energy for a free-electron gas, the transition probability is increased for photon energies above the Fermi level at 11.7 eV. Such a global enhancement of absorption over multiple tens of eV is uncommon in rare-earth and transition metals because of the non-negligible presence of localized $d$- or $f$-electrons and the resulting, considerably more structured, density of states.

The second effect is governed by the change of the chemical potential due to the change of the temperature of
the electron gas. An increase in electron temperature leads to a reduction of the chemical potential. This, in turn, leads to a reduction of the number of electrons below the Fermi level that take part in the light-matter interaction, and thus, the optical conductivity is reduced. This effect is most pronounced for particle energies close to the Fermi level. If we take into account the plasmon resonance for the macroscopic optical response of the metal film and, more specifically, its change due to the NIR laser-induced electron-gas heating, we find that, in aluminum, the minimum of the negative response is shifted by about 5 eV to lower energies because of the positive contribution from the plasmonic response. However, the net negative transient absorption change sets in at the same upper photon energy of about 15 eV.

We would like to point out that the inclusion of electron-electron and electron-phonon scattering is important to describe the ground-state absorption at room temperature. However, our main observable is the change in the optical density that happens at a constant lattice temperature; thus, electron-phonon scattering does not contribute to the change in the investigated timescale. It is, in principle, possible that the generalized collision frequency increases as more scattering channels become available after partial removal of the degeneracy due to the heating of the electron gas. However, that would be a second-order effect on top of the basic population change. Since we find that the population change alone is sufficient to explain the experiment, this indirectly proves that the other effects must be small in comparison.

To summarize, the photoabsorption decreases for low and increases for high probe photon energy with possible modification due to the plasmonic response. The response found at high photon energies is confirmed by our experimental findings and the overall behavior by the TDDFT calculations. Note that the photon energy range where theory predicts a decrease in absorption is not accessible in our experiments. In previous semiconductor studies electron heating or electron population mapping was observed through spectral shifts of the absorption edges [28,29]. Our findings reveal a basic but novel aspect of metallic electronic systems.

III. CONCLUSION AND OUTLOOK

Few-femtosecond time resolution enabled the measurement of free-free absorption of aluminum in a cold-lattice state, thereby allowing a direct comparison with TDDFT and IP calculations. We have found that electron heating in a degenerate electron gas leads to two competing mechanisms: the electron distribution smearing and the chemical potential shift. The first effect leads to a global enhancement of absorption at all photon energies in the free-free absorption range. In contrast, the chemical potential shift leads to a decrease in absorption, which is most pronounced close to the Fermi level. This global and universal intrinsic response is superimposed by the material-specific plasmon resonance in the macroscopic signal.

In previous studies [7,9,12], it was shown that theoretical models—including inverse bremsstrahlung, RPA, and DFT—were not able to consistently describe the cold- and hot-electron states of aluminum. Additionally, an experimental study [15] stated that little or no change in absorption is observed upon electron heating by 1 eV. They proposed that different mechanisms—like plasmon broadening, plasma screening, and electron degeneracy—were responsible for deviations between the experimental and theoretical results. Although we excited the sample at much lower peak intensities of $3.8 \times 10^{11}$ W/cm$^2$, we could quantitatively characterize the nonequilibrium free-free absorption in a cold-lattice state. We were able to explain our experimental findings by separation of the chemical potential shift, the fixation of the band structure, and the exclusion of degeneracy effects.

The observed effects are universal in the sense that they are present in all materials with a finite number of free carriers like metals. However, in materials with a more complex electronic structure, they may be masked by other, stronger contributions. With this study, we further complete the picture of NIR absorption in metals. Because of the similarities of free-electron-like metals with dense plasmas, this work may also provide a missing benchmark for improving our understanding of dense nonequilibrium plasma with higher electron temperature and for calibration of corresponding models.
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APPENDIX A: EXPERIMENTAL METHODS

Figure 4 shows the attosecond transient absorption spectroscopy (ATAS) setup that is extensively described in Ref. [17]. A commercial Ti:sapphire laser system provides about 25-fs laser pulses with a repetition rate
of 1 kHz. The pulses are further shortened to 13 fs with an argon-filled two-stage filament compressor. The employed pulse duration yields an optimum balance between spectral width and stability of the generated XUV spectrum. The compressed pulses have a center wavelength of 780 nm and a pulse energy of 300 μJ. The laser beam is divided into a pump and probe arm by an 80:20 beam splitter. The more energetic pulse produces XUV (probe) pulses by HHG in argon. After HHG, the residual fundamental beam is blocked with a 100-nm-thick aluminum foil. The weaker pulse is used as the pump in our experiment. The pump path contains a delay stage and a mechanical shutter. The pump and probe beams are recombined by a center-hole mirror and focused on the target sample with a toroidal mirror. A copropagating continuous-wave laser beam at 473 nm and focused on the target sample to ensure reproducibility.

APPENDIX B: OPTICAL DENSITY CALCULATION

The pump-induced change in optical density \( \Delta \text{OD}(E, t) \) is defined as

\[
\Delta \text{OD}(E, t) = \ln \left( \frac{I_{\text{XUV only}}(t)}{I_{\text{XUV+IR}}(t)} \right),
\]

where \( I_{\text{XUV only}} \) and \( I_{\text{XUV+IR}} \) represent the transmitted probe spectral intensities without and with pump excitation, respectively. Here, \( t \) is the pump-probe delay with the convention that positive delays correspond to the probe pulse arriving after the pump pulse, and \( E \) represents the probe photon energy.

The measured transient optical density \( \Delta \text{OD} \) data shown in the main manuscript are calculated as a weighted average over multiple measurements with a similar procedure to the one described in Ref. [6]. Each measurement \( i \) consists of multiple pairs \( j \) of spectra with (signal) and without a pump (reference) recorded at each delay step \( k \). The weighted optical density at each delay step \( k \) reads as

\[
\Delta \text{OD}_k = \sum_{i=1}^{N} w_{i,k} \Delta \text{OD}_{i,k}, \quad w_{i,k} = \frac{1}{\sigma_{i,k}^2},
\]

where \( w_{i,k} \) stands for the weighting coefficients within a measurement \( i \) for each delay step \( k \), given as the inverse squared of the standard deviation. The standard deviation squared \( \sigma_{i,k}^2 \) for each individual measurement \( i \) and each delay step \( k \) is given by

\[
\sigma_{i,k}^2 = \frac{1}{N-1} \sum_{j} \left( \Delta \text{OD}_{j,i,k} - \langle \Delta \text{OD} \rangle_{i,k} \right)^2,
\]

where \( j \) is the index for each signal-reference pair and \( \langle \Delta \text{OD} \rangle_{i,k} \) corresponds to the mean value of \( \Delta \text{OD}_i \) within one delay step \( k \) for a single measurement \( i \).

The uncertainty in the change of optical density is given by

\[
\sigma_{\text{OD}_i}^2 = \frac{1}{N-1} \sum_{k} \left( \Delta \text{OD}_{i,k} - \langle \Delta \text{OD} \rangle_i \right)^2.
\]

Finally, the total change in optical density is averaged over finite energy slices of approximately 2 eV in width (which corresponds to the width of individual harmonics) weighted with the inverse square of the standard deviation of the individual energy slices \( l \). The total change in optical density reads as
\[ \Delta \text{OD}_{\text{tot},k} = \frac{1}{\pi} \sum_l w_{l,k} \Delta \text{OD}_{l,k} , \quad w_{l,k} = \frac{1}{\sigma_{\Delta \text{OD}_{l,k}}} , \quad (B5) \]

where \( l \) corresponds to a discrete energy value of the change in optical density \( \Delta \text{OD}_k \).

**APPENDIX C: PULSE CHARACTERIZATION AND RECONSTRUCTION**

The attosecond pulse trains used in the experiments cover the photon energy range between 25 eV and 55 eV [Fig. 5(a)]. We characterize both the XUV and the infrared pulses using the reconstruction of attosecond beating by interference of two-photon transitions (RABBITT) technique in neon gas [19,20]. Four oscillating sidebands are visible in the photoelectron spectrum, showing a small attochirp [black line in Fig. 5(b)]. We extract the phase difference of the individual sidebands and interpolate them linearly; thus, the femtochirp [30] is not considered in our reconstruction. By knowing the phase in the photoelectron spectrum, together with the high-harmonic spectrum, we could reconstruct the temporal shape of the attosecond pulses. The reconstructed XUV pulse intensity is shown in Fig. 5(c). With the expected small femtochirp, there are five main attosecond bursts per pulse train, with an average burst duration of around 271 as.

The durations of the pump and probe pulses are monitored each day by RABBITT measurements. On average, one RABBITT measurement is performed per three transient absorption scans. The cross-correlation width (i.e., the correlation of the pump and probe pulses) is extracted from fits to the measured RABBITT sidebands with an oscillating function \( f(\tau) \):

\[
f(\tau) = \exp \left( -\left( \frac{(\tau - \tau_0)}{\epsilon} \right)^2 \right) \ast (a \ast \sin(\omega_0 \tau + b) + c) + d, \quad (C1)\]

where the center wavelength \( \omega_0 \) is kept fixed for all fits. Figure 6(b) shows the cross-correlation width of the
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**FIG. 5.** (a) XUV spectrum. (b) Differential RABBITT spectrogram. The photoelectron spectrum is recorded as a function of pump-probe delay, where positive delays mean that the infrared pulse arrives before the XUV pulse. (c) Reconstructed XUV intensity.
different RABBITT measurements, which yields, on average, 13 ± 1 fs.

APPENDIX D: STATISTICAL ROBUSTNESS

To obtain statistically robust data, we take in total 45 measurements performed over 7 different days. Each measurement takes around 1 h. After each measurement, the spatial pump-probe overlap is checked, and a RABBITT measurement is performed to find the pump-probe delay of zero. Figure 7 shows one randomly selected data set for each day of measurement and the weighted average over all 45 measurements. We apply weighted averaging (see Appendix B); thus, the best-quality data sets receive the most weight. The qualitative trend of the change in optical density with delay is already visible in the individual measurements, with considerably larger signal fluctuations due to noise, however.

Additionally, measurements with a delay step size of 250 as are performed, and no evidence for field-driven $2\omega$ dynamics within a sensitivity of about $4 \times 10^{-3}$ OD is found (see Fig. 8).

APPENDIX E: RESPONSE TIME

Figure 9 shows the transient signals evaluated in different photon energy intervals. Each signal is fitted with a sigmoid function [Eq. (E1)]. The characteristic time and the amplitude of the best-fit sigmoid function are shown in Table I.

$$f(t) = \frac{a}{1 + \exp(-\frac{t-t_0}{\tau})} + a_0. \quad (E1)$$

This analysis shows that the dynamics in the free-free absorption range of aluminum does not exhibit a significant dependence on the photon energy in the investigated spectral range on the fs timescale. We observe a signal at negative time delays due to heating of the sample from previous laser pulses. This background signal is constant on a few-fs timescale and, thus, does not change the results of the nonequilibrium dynamics.

For the ps response (see Fig. 10), we observe an exponential increase in absorption for different energy windows. Each signal is fitted with an exponential function [Eq. (E2)]. The time constants on the ps scale agree within their error bars and are energy independent in the measured XUV range. This facilitates differentiating the lattice response from the electronic response. The characteristic time $b$ of the exponential fit function [Eq. (E2)] is shown in Table II.
FIG. 8. (a) Transient absorption scan over 20 fs with a delay step size of 250 as. In panel (b), the blue line indicates the integrated change in optical density from 42 eV to 44 eV, while the black lines show the standard error. There is no evidence for field-driven $2\omega$ dynamics within a sensitivity $\Delta OD \approx 4 \times 10^{-3}$.

FIG. 9. Sigmoid fits (red lines) of the transient absorption scans for different energy regions on the fs timescale. The sigmoid in panel (a) is not a fit but a guide to the eye. The black points and the gray markers correspond to the measured change in optical density and to their standard error, respectively. The labels (b) to (g) correspond to different energy regions which are indicated in Table I. The energy region of panel (a) lies between 30 eV and 30.5 eV.
\[
f(t) = a(1 - \exp(-t/b)) + c.
\]

APPENDIX F: FIRST-PRINCIPLES ELECTRON DYNAMICS SIMULATION AND OPTICAL PROPERTIES OF SOLIDS

To investigate the optical properties of laser-excited aluminum, we employ the real-time electron dynamics simulation based on the time-dependent density functional theory [31,32]. The real-time method is an efficient approach to study optical properties in high-energy regions because it directly evolves quantum states without explicit use of unoccupied states. We briefly describe the methods below, while the theoretical methods were described in detail elsewhere [33]. The electron dynamics in solids is calculated with the following time-dependent Kohn-Sham equation:

\[
i\hbar \frac{\partial}{\partial t} u_{bk}(r, t) = \left[ \frac{1}{2} \left( p^2 + \hbar^2 k^2 + \frac{1}{c} A(t) \right) + \hat{v}_{\text{ion}} + v_{\text{Hxc}}(r, t) \right] u_{bk}(r, t),
\]

where \( b \) is the band index, \( k \) is the Bloch wave vector, and \( u_{bk}(r, t) \) is the periodic part of the Bloch wave function. The ionic potential is denoted as \( \hat{v}_{\text{ion}} \), and the Hartree-exchange-correlation potential is denoted as \( v_{\text{Hxc}}(r, t) \). In the present work, we employ the norm-conserving pseudopotential for the ionic potential \( \hat{v}_{\text{ion}} \) [34]. The Hartree-exchange-correlation potential is evaluated with the electron density defined as \( \rho(r, t) = \sum_b f_{bk} |u_{bk}(r, t)|^2 \), where \( f_{bk} \) is the occupation factor. The adiabatic local-density approximation [35] is used for the exchange-correlation potential. The applied laser field is described by the time-dependent vector potential \( A(t) \), which is related to the external electric field as \( A(t) = -c \int_0^t dt' E(t) \). In this work, we employ a

| Panel | Energy region (eV) | Characteristic time (fs) | Amplitude          |
|-------|-------------------|--------------------------|--------------------|
| (b)   | 33.5–33.8         | 22 ± 14                  | 2.1 ± 0.4          |
| (c)   | 35.5–37.5         | 15 ± 6                   | 1.5 ± 0.1          |
| (d)   | 38.7–40.7         | 13 ± 3                   | 1.9 ± 0.1          |
| (e)   | 42.0–44.0         | 13 ± 3                   | 2.1 ± 0.1          |
| (f)   | 45.6–46.1         | 7 ± 6                    | 1.4 ± 0.2          |
| (g)   | 49.5–50.0         | 8 ± 10                   | 2.1 ± 0.3          |

| Panel | Energy region (eV) | Characteristic time (fs) |
|-------|-------------------|--------------------------|
| (a)   | 29.6–30.6         | 251 ± 71                 |
| (b)   | 32.8–33.8         | 323 ± 67                 |
| (c)   | 35.3–37.3         | 319 ± 61                 |
| (d)   | 38.5–40.5         | 253 ± 50                 |
| (e)   | 42.3–43.3         | 274 ± 62                 |

FIG. 10. Exponential fits (red lines) of the transient absorption scans for different energy regions on the ps timescale. The black points and the gray markers correspond to the measured change in optical density and to their standard error, respectively. The labels (a) to (e) correspond to different energy regions as indicated in Table II.
weak impulsive distortion as the applied electric field, \( E(t) = e_j E_0 \delta(t) \). All the simulations in the present work were performed with the Octopus code [36]. The primitive cell of the aluminum was discretized into 203 real-space grid points, and the first Brillouin zone was discretized into 523 k-grid points. We have confirmed the numerical convergence of the following optical response for the chosen number of real-space grid points and the Brillouin zone sampling (k-points). Note that, in the present work, the ionic positions are frozen at their equilibrium position.

Employing the time-evolving wave function, the electric current can be evaluated as

\[
J(t) = -\frac{1}{\Omega} \sum \sum f_{bk} \int_{\Omega} d\mathbf{r} u^{\dagger}_{bk}(\mathbf{r}, t) \left( \frac{\hbar}{i} \partial_t + \mathbf{p} + \hbar k + A(t) \right) u_{bk}(\mathbf{r}, t),
\]

where \( \Omega \) is the volume of the unit cell. Furthermore, the diagonal part of the optical conductivity can be evaluated as

\[
\sigma(\omega) = \frac{1}{\hbar} \int d\mathbf{r} u^{\dagger}(\mathbf{r}) \cdot \mathbf{J}(t) u(\mathbf{r}) = \frac{1}{\hbar} \int d\mathbf{r} e^{i(\hbar k - \omega)t} \mathbf{J}(t),
\]

where \( \gamma \) is the phenomenological damping rate. One can further evaluate the dielectric function \( \epsilon(\omega) \) and the absorption coefficient \( \mu(\omega) \) as

\[
\epsilon(\omega) = 1 + \frac{4\pi i}{\omega} \sigma(\omega),
\]

\[
\mu(\omega) = \frac{2\omega}{c} \Im[\sqrt{\epsilon(\omega)}].
\]

Note that the results with different damping rates are shown in Fig. 1(a) in the main text.

**APPENDIX G: THEORETICAL EVALUATION OF THE OPTICAL DENSITY OF THE LASER-EXCITED ALUMINUM THIN FILM**

We theoretically model the optical property of laser-excited aluminum with the finite electron-temperature TDDFT calculation [37]. Here, the dielectric function of the laser-excited system is evaluated with the above TDDFT calculation, but the occupation factor \( f_{bk} \) is given by the Fermi-Dirac distribution with the finite electron temperature \( T_e \), assuming that the laser-excited system is well characterized by a hot-electron state. Hence, the dielectric function is also a function of the electron temperature as \( \epsilon(\omega, T_e) \). Note that the excess energy due to the electron temperature increase can also be evaluated with the finite electron-temperature DFT calculation. For later convenience, we define the excess energy as the total energy increase from room temperature as

\[
\Delta E_{\text{excess}}(T_e) = E_{\text{total}}(T_e) - E_{\text{total}}(T_e = 300 \text{ K}).
\]

It should be noted that the NIR pump pulse nonuniformly excites electrons inside the thin film because the NIR pulse is strongly absorbed near the front surface and it does not reach the rear surface. To take into account this nonuniform excitation effect, we first estimate the distribution of the energy deposition of the NIR field.

For this purpose, we consider a stationary solution of the Maxwell equation in the one-dimensional geometry shown in Fig. 11. In the region \( x < 0 \), the electric field \( E(x < 0, t) \) is the sum of the incident field \( e^{i(\hbar k - \omega)t} \) and the reflected field \( r e^{i(-\hbar k - \omega)t} \), with the reflection coefficient \( r \) as

\[
E(x < 0, t) = e^{i(\hbar k - \omega)t} + r e^{i(-\hbar k - \omega)t}.
\]

In the region \( x > L \), the transmitted field in vacuum is described as a plane wave, \( E(x > L, t) = \tau e^{i(\hbar k - \omega)t} \), with the transmission coefficient \( \tau \). Inside the thin film, the electric field satisfies the following wave equation,

\[
\left[ \frac{\partial^2}{\partial x^2} + \frac{\omega^2}{c^2} \epsilon(x, \omega) \right] E(x, t) = 0,
\]

where \( \epsilon(x, \omega) \) is the dielectric function. For later convenience, we keep the spatial dependence of the dielectric function inside the thin film. Imposing the continuity of the electric field and its first derivative in the whole space, one can solve the above wave equation and obtain the reflection and transmission coefficients, \( r \) and \( \tau \).

To estimate the deposited energy distribution by the NIR pulse, we solve the above wave equation by setting \( \omega \) to 1.6 eV/\( \hbar \) and \( \epsilon(x, \omega = 1.6 \text{ eV}/\hbar) \) to \(-66.405 + i44.255\) according to experimental data from the literature [38]. Assuming linear absorption of the NIR pulse, the deposited energy distribution is proportional to the square of the field strength, \( \Delta E_{\text{excess}}(x) = \alpha |E(x, t)|^2 \), where \( \alpha \) is a scaling factor. Once the deposited energy is evaluated, one can further estimate the local electron temperature as a function...
of depth via Eq. (G1). Furthermore, the spatial dependence of the dielectric function in Eq. (G2) can be evaluated via the spatial dependence of the electron temperature. By solving the wave equation, Eq. (G2), with the spatially dependent dielectric function, one can further evaluate the transmittivity $|\alpha|^2$ and optical density $-\ln |\alpha|^2$ while considering the effects of the nonuniform laser excitation inside the thin film.

Figure 12 shows the obtained electron-temperature distribution. Here, we choose the scaling constant $\alpha$ for the deposited energy distribution $\Delta E_{\text{excess}}(x) = \alpha |E(x,t)|^2$ so that the evaluated $\Delta \text{OD}$ reproduces the experimental observation. As seen from Fig. 12, the electrons are heated up to a peak temperature of 7000 K at the surface, with a rapid decrease in temperature with penetration depth in accordance with the optical attenuation of the pump pulse. Note that 7000 K corresponds to an excess energy of 0.24 eV/atom, well below the cohesive energy of aluminum, which is 3.39 eV/atom [39].

**APPENDIX H: PROPAGATION EFFECT AND ABSORPTION**

With the above analysis based on Eq. (G2), we investigate the transmission and optical density with the full solution of Maxwell’s equation. Therefore, the propagation effects such as reflection are fully included. Here, to assess the absorption contribution, we evaluate the transmission based on the Beer-Lambert law. Based on the electron-temperature distribution shown in Fig. 12, we first evaluate the absorption coefficient with Eq. (F5) as a function of depth, $\mu(x)$. Then, the transmittivity is evaluated by

$$T_{\text{abs}} = \exp \left[ - \int_0^L dx \mu(x) \right]. \quad (H1)$$

**APPENDIX I: ASSESSMENT OF MANY-BODY EFFECTS WITH THE INDEPENDENT PARTICLE APPROXIMATION**

In the above analysis, we evaluated the optical property of aluminum with the finite electron-temperature TDDFT calculation. To assess the role of dynamical many-body effects, we repeat the analysis by employing an IP calculation that ignores such effects. For this purpose, we freeze the Hartree-exchange-correlation potential to that of the ground state at room temperature, $T_e = 300$ K. As a result, the time and temperature dependence of $t_{\text{Hxc}}(r,t)$ are completely ignored. The electron temperature affects only the occupation factors $f_{ik}$ in the current evaluation with Eq. (F2). Figure 2(b) in the main text shows the comparison of the full TDDFT calculation and this independent particle calculation, demonstrating that the many-body effects play no significant role. Hence, the observed modification of optical properties of aluminum is expected to be adequately explained in the independent particle picture. We would like to note that the change in absorption is unaffected by these inelastic many-body effects. The many-body effects enter the absorption coefficient via the broadening parameter of the TDDFT.

**APPENDIX J: NEARLY FREE ELECTRON MODEL**

In order to provide microscopic insight into the phenomena, we investigate the change of the optical absorption of the metallic system due to the electron-temperature increase based on a nearly free electron model. For this purpose, we consider an electronic system described by the following Hamiltonian:

$$H = \frac{p^2}{2m} + V(r), \quad (J1)$$

where $V(r)$ is a periodic potential, $V(r) = V(r + a_i)$, with the lattice vectors $a_i$. Assuming that the potential $V(r)$ is weak, we analyze the following Schrödinger equation with perturbation theory,

$$H|\psi_k\rangle = E_k|\psi_k\rangle. \quad (J2)$$

To evaluate the eigenstates $|\psi_k\rangle$, we consider the following perturbative expansion up to the first order,

$$|\psi_k\rangle \approx |k\rangle + \sum_{G \neq 0} c_{k+G}|k + G\rangle, \quad (J3)$$

where $|k\rangle$ are plane-wave states, which are eigenstates of the unperturbed system, $G$ are the reciprocal lattice vectors, and $c_{k+G}$ are the expansion coefficients. Inserting Eq. (J3) into Eq. (J2), one can evaluate the expansion coefficients as

\[ T_{\text{abs}} = \exp \left[ - \int_0^L dx \mu(x) \right]. \]
where $\epsilon_k$ is the eigenenergy of the unperturbed system given by $\epsilon_k = k^2/2m$, and $\tilde{V}(-G)$ is the Fourier transform of the periodic potential $V(r)$.

Next, we investigate the optical absorption with the nearly free electron model. For this purpose, we calculate the real part of the optical conductivity as

$$
\text{Re}[\sigma(\omega, T_e)] = \frac{\pi}{\Omega} \sum_G \int d\epsilon_k n^F(\epsilon_k, T_e) \frac{|\langle \psi_{k+G} | \hat{p} | \psi_k \rangle|^2}{\epsilon_{k+G} - \epsilon_k} \delta(\epsilon_{k+G} - \epsilon_k - \omega),
$$

where $n^F(\epsilon, T_e)$ is the Fermi-Dirac distribution defined as

$$
n^F(\epsilon, T_e) = \frac{1}{e^{(\epsilon - \mu)/k_B T_e} + 1}.
$$

Here, we assume that the temperature is sufficiently low, and the occupations of the final states $|\psi_k\rangle$ are completely zero.

Employing Eqs. (J3) and (J5), the real part of the conductivity can be rewritten as

$$
\text{Re}[\sigma(\omega, T_e)] = \frac{\pi}{\Omega} \sum_G \int d\epsilon_k n^F(\epsilon_k, T_e) \frac{G^2 |\tilde{V}(G)|^2}{\epsilon_{k+G} - \epsilon_k} \delta(\epsilon_{k+G} - \epsilon_k - \omega)
\cdot \left[ 2\pi^2 m^2 \sum_G G|\tilde{V}(G)|^2 \int_0^\infty d\epsilon_k n^F(\epsilon_k, T_e) \Theta \left( \frac{Gk}{m} - \frac{G^2/2m - \omega}{\epsilon_k} \right) \right],
$$

where $\Theta(x)$ is the Heaviside step function.

Then, we investigate the temperature dependence of the optical absorption of the nearly free electron model. For this purpose, we consider the Sommerfeld expansion of an observable in the low-temperature limit as

$$
\bar{A}(T_e) = \int_{-\infty}^{\infty} d\epsilon e^{\epsilon} n^F(\epsilon, T_e) A(\epsilon) \approx \int_{-\epsilon_f}^{\epsilon_f} d\epsilon e^{\epsilon} A(\epsilon) + \int_{\mu}^{\epsilon_f} d\epsilon e^{\epsilon} A(\epsilon) + \frac{\pi^2}{6} (k_B T_e)^2 \frac{dA}{d\epsilon} \bigg|_{\epsilon=\epsilon_f},
$$

where $A(\epsilon)$ is the observable depending on the energy of the states $\epsilon$. On the right-hand side of the equation, the second term originates from the chemical potential shift by the temperature increase, while the third term originates from the smearing of the Fermi-Dirac distribution. By considering the chemical potential shift of the three-dimensional Fermi gas, $\mu = \epsilon_F - \pi^2 (k_B T_e)^2/12e_F$, one can obtain the following expression,

$$
\bar{A}(T_e) \approx \int_{-\epsilon_f}^{\epsilon_f} d\epsilon e^{\epsilon} A(\epsilon) - \frac{\pi^2}{12} (k_B T_e)^2 A(\epsilon_f) + \frac{\pi^2}{6} (k_B T_e)^2 \frac{dA}{d\epsilon} \bigg|_{\epsilon=\epsilon_f}.
$$

Importantly, by applying the expansion of Eq. (J9) to Eq. (J7), the chemical potential shift decreases the photo-absorption with the increase in the electron temperature, while the smearing of the Fermi-Dirac distribution increases the absorption.

Employing Eq. (J9), the change of the real part of the conductivity can be described as

$$
\text{Re}[\sigma(\omega, T_e)] - \text{Re}[\sigma(\omega, 0)] = T_e^2 \frac{k_B^2 \pi^2 2\pi^2 m^2}{6} \sum_G G^2 |\tilde{V}(G)|^2 S_G(\omega),
$$

where $k_F$ is the Fermi wavenumber, $k_F = \sqrt{2m\epsilon_F}$, and $S_G(\omega)$ is a function of frequency defined by

$$
S_G(\omega) = \frac{1}{\omega} \left[ \delta \left( \omega - \frac{G^2}{2m} - \frac{Gk_F}{m} \right) + \delta \left( \omega - \frac{G^2}{2m} + \frac{Gk_F}{m} \right) - \frac{m}{Gk_F} \Theta \left( \frac{Gk_F}{m} - \frac{G^2/2m - \omega}{\epsilon_k} \right) \right].
$$

To elucidate a contribution from each final state $|k + G\rangle$ to the change of the absorption, we evaluate the following spectral weight:

$$
021045-14
$$
\[ W_G = \int_0^\infty d\omega S_G(\omega) = \left(\frac{2m}{G^2}\right)^3 \frac{8(2\pi)^2}{(1-\frac{2\pi^2}{G^2})^3}. \] (J2)

Here, the spectral weight \( W_G > 0 \) for \( G > 2k_F \), while \( W_G < 0 \) for \( G < 2k_F \). Therefore, if \( |G| > 2k_F \), the transition from \( |\psi_k\rangle \) to \( |\psi_{k+G}\rangle \) has a positive contribution to the change of the optical absorption with increasing temperature. On the other hand, if \( |G| < 2k_F \), the transition from \( |\psi_k\rangle \) to \( |\psi_{k+G}\rangle \) has a negative contribution. Since a large value of \( |G| \) corresponds to the absorption of higher-energy photons, Eq. (J12) indicates that a simple metal shows an increase in photoabsorption in the higher-energy region with increasing temperature, while it shows a decrease in the lower-energy region. This finding is consistent with the observations in both experiments and first-principles simulations.

**APPENDIX K: IMPACT OF THE ELECTRON-TEMPERATURE CHANGE ON THE ELECTRON-PHONON SCATTERING RATE**

Here, we estimate the effect of electron-temperature change on the electron-phonon scattering rate. The electron-phonon scattering rate of electrons at a Bloch state \( |u_{nk}\rangle \) can be described as [40,41]

\[ \Gamma_{nk} = \frac{2\pi}{\hbar} \sum_{m\nu} |g_{nm,\nu(k,q)}|^2 \left(1 - \cos \theta_{k,k+q}\right) \left[N_{nq} + f_{mk+q}\right] \delta(\epsilon_{nk} - \hbar\omega_{eq} - \epsilon_{mk+q}) + \left(N_{nq} + 1 - f_{mk+q}\right) \delta(\epsilon_{nk} - \hbar\omega_{eq} - \epsilon_{mk+q})]. \] (K1)

\[ \Gamma_{nk} \text{ for high-energy electrons: } \text{The energy of the final states } |u_{mk+q}\rangle \text{ from the Fermi surface, } \epsilon_{mk+q} - \epsilon_F, \text{ is on the order of a few tens of eV. In this regime, the occupations of the final states, } f_{mk+q}, \text{ are almost zero since the electron temperature is at most on the order of eV even after the photoexcitation. Therefore, the above scattering rate for high-energy electrons can be approximated as} \]

\[ \Gamma_{nk} \approx \frac{2\pi}{\hbar} \sum_{m\nu} |g_{nm,\nu(k,q)}|^2 \left(1 - \cos \theta_{k,k+q}\right) \left(N_{nq} \delta(\epsilon_{nk} - \hbar\omega_{eq} - \epsilon_{mk+q}) + (N_{nq} + 1) \delta(\epsilon_{nk} - \hbar\omega_{eq} - \epsilon_{mk+q})\right]. \] (K2)

Hence, for high-energy electrons \( (\epsilon_{nk} - \epsilon_F \gg k_B T_e) \), the electron-phonon scattering rate is independent from the electron temperature and occupation.

**APPENDIX L: INTERBAND MODEL**

For a given photon energy, the interband transition rate is proportional to the product of filled initial states and empty final states, that is, the joint density of states:

\[ JDOS(\hbar\omega, T) = \frac{1}{2\pi^2} \left(\frac{2\mu}{\hbar}\right)^3 \int_{E=0}^{E=\infty} dE \sqrt{E} n(E, T) \times \sqrt{E + \hbar\omega} (1 - n(E + \hbar\omega, T)). \] (L1)

Here, the density of states is given by the 3D free-electron gas expression and is proportional to \( \sqrt{E} \), and the occupation is given by the Fermi-Dirac distribution \( n \), with the temperature-dependent chemical potential \( \mu(T) \), and \( \hbar\omega \) corresponds to the XUV probe transitions. The resultant change in absorption between \( T_1 = 300 \text{ K} \) and \( T_2 = 7000 \text{ K} \) is shown in Fig. 3(b) by the solid black curve. We see that this model with a temperature-dependent chemical potential is able to reproduce the TDDFT results. The difference of the fine structures above the plasma frequency at 16 eV results from the deviations of the band structure of aluminum from the band structure of a quasi-free electron gas.
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