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Abstract—High performance computing (HPC) user support teams are the first line of defense against large-scale problems, as they are often the first to learn of problems reported by users. Developing tools to better assist support teams in solving user problems and tracking issue trends is critical for maintaining system health. Our work examines the Los Alamos National Laboratory HPC Consult Team’s user support ticketing system and develops proof of concept tools to automate tasks such as category assignment and similar ticket recommendation. We also generate new categories for reporting and discuss ideas to improve future ticketing systems.
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I. INTRODUCTION

High performance computing (HPC) user support teams are the first line of defense against large-scale problems, as they are often the first to learn of problems reported by users. These teams are the first to investigate system and software issues, and they occasionally assist users with installing and building their applications as well as diagnosing application failures. They also are in charge of tracking problems, notifying users of system downtime and maintenance, and maintaining internal guides and FAQs. The user support team is crucial for running large-scale computing facilities, but often experiences pain points even with access to currently available analysis and tracking tools.

There are many request tracking (ticketing) systems available, but very little published research about them. As discussed in Section II, most of the research is done in-house or only by the ticketing software companies. We believe open research is important in this field, especially researching ticketing systems for tracking HPC issues. Even though ticketing systems have similar workflow across industries, HPC-specific research would help with integrated system design to combine information across clusters, filesystems, and users, and for developing tools for faster problem solving.

In this work we collaborated with the Los Alamos National Laboratory HPC user support team, known locally as the Consult Team, members of which are referred to as “consultants”. They provided us with historical data from their ticketing system and general guidance regarding current pain points. Throughout the process, we kept track and contributed to those ideas, which are presented in Section VI.

In addition to ticketing system suggestions, we created proof of concept tools to automate aspects of the ticketing process, specifically automatically assigning a category to a ticket (e.g. “Environment-System”, “Accounts”), and recommending similar tickets, detailed in Sections IV-A and IV-B respectively. Ultimately, we would like to create a similar ticket recommendation system, and requirements for this are discussed in Sections IV and VI.

As tools for automation are important for streamlining the ticketing workflow, so are methods for analyzing trends in community interactions and techniques for general text analysis of the ticket content. “Community” refers to groupings of consultants, users, and machines. This is discussed in Section VI. In our text analysis, we focus on clustering words to assist with defining categories for reporting.

Our work contributes the following:

• Proof of concept tools to automate ticket category assignment and similar ticket recommendation
• Discussion of experience with ticketing community analysis for discovering trends
• Machine learning-based text analysis of ticket content for exploration and category generation
• Suggested improvements to the HPC ticketing systems to make analytics and add-on tool development easier

II. RELATED WORK

Due to the use of request tracking applications across various industries, it is surprising that there is little published work on analysis of these systems. This is probably due to most research happening “in-house” or only within companies.
that specialize in proprietary subscription-based applications such as ZenDesk and ServiceNow.

Some companies have published information on their internal workflow, such as Uber [1] and IBM [2, 3]. Published work focuses on automatic solutions and problem categorization. Mani et al. create an automated system that matches a user’s question to an answer by classifying the question into a “question type” and then using features from the question to match it to a solution in a large internal Apache Lucene knowledge base of all related website pages and documents (e.g. PowerPoints, PDFs) [4]. This is an impressive system, however it could only be implemented with a dataset of many quality question/solution pairs. Creating this dataset would require manually labelling thousands of tickets, or be created over time by recording a ticket solution in the system. Zhang et al. also use a set of QA pairs to train a system using probabilistic topic mapping to match questions with solutions [5]. Sometimes a “solution” is a standard template, as in work by Molino et al., who compare a topic modeling-based random forest model to a deep learning approach for matching a request to a reply template [1]. Our work does not look into question/solution matching due to lack of a dataset, discussed in Section VI. Instead, we use unsupervised approaches by necessity. Published work also focuses on automatic categorization of user problems, like the categorization of a question into a question type in [2], and the categorization of a question into a “contact type” as in [1]. We create a model for automatic categorization of tickets into reporting categories (e.g. “Environment-System”).

III. AVAILABLE DATA

In this work we analyze tickets from the Los Alamos National Laboratory High Performance Computing (LANL HPC) Consult Team. The team sits in the Environments group within the HPC division, and is responsible for helping users by troubleshooting jobs, answering questions, and assisting other HPC groups by investigating system issues. The team is also responsible for creating and maintaining online user documentation for the LANL HPC user community (e.g. FAQs for installing software, submitting jobs, etc.). The users, referred to within the ticketing system as requestors, are lab scientists or their industry and academic collaborators.

The Consult Team uses Request Tracker (RT) 4.2.10 by Best Practical [4] to track user problems. This is an open source, customizable system that works via email communication with the requestor and has an owner-facing (i.e. consultant) interface to assign categories, add correspondences, and track tickets. The team has been using the system since 2008. Other groups within the HPC division also use the system, but the Consult Team has its own “queue.” We only examine tickets that belong to this Consult queue. For all tickets we gathered the ticket metadata (date created, assigned categories, user, consultant) and content (emailed correspondences, consultant comments). We divided the ticket content into consultant comments, ticket create message (the initial contact message for emailed tickets), and the full ticket content (all emailed correspondences, issues with this full content is discussed later). The fields available for each ticket are shown in Table ref. Our dataset contains a total of 60,702 tickets after the removal of rejected (invalid) tickets (shown in Figure 1).

A. Accessing and Storing the Data

We used a modified Python wrapper for the RT REST API to query the tickets [5]. The REST API provided a simpler interface for querying all ticket metadata and content than querying the RT MySQL backend directly, however it does not access deleted tickets. Gathering the email correspondences was also simpler with this API. However, due to the communication through email, many of the ticket transactions have reply chains, which leads to repeated information in each transaction. Not all users continue to reply with the entire quoted message, so using only final transaction was not an option. For the full content dataset, we left the emails with the repeated correspondences. The RT front-end seems to know where the quoted message starts, so an email parser could possibly fix this.

We stored the data locally in text files. Since there were under 70,000 tickets, this was feasible and faster than performing an API request. We attempted to primarily store the data in Elasticsearch but decided against it as we needed access to the text tokenization. Elasticsearch, essentially a wrapper for Apache Lucene, provides customization for how text should be tokenized and which similarity metric to use, but did not provide an easy way to request the vectors or tokens for all the tickets in an easy pipeline for feature engineering. Further, when we tried making a dashboard with Kibana, the interface was more difficult than making a custom one with something like Dash.

B. Cleaning the Data

We do not alter the ticket metadata, but the ticket content is cleaned using standard natural language processing techniques (NLP). We process the content as follows:

1) remove non-English characters
2) replace the automated reply footer with “ footer ”
3) convert the content to lowercase
4) remove domain-specific stop words (tickets, ticketing, mailto, wrote, re, fwd)
5) replace phone numbers with “ phone_number ”
6) preserve email addresses and URL/file paths by replacing “http(s)?://” with “http”, “@” and “.” with “ ”
7) remove general symbols
8) replace hex with “ hex ”
9) stem words with NLTK Snowball Stemmer [6]
10) join defined bigrams (high performance computing, los alamos, etc.)

1https://www.zendesk.com/
2https://www.servicenow.com/
3https://lucene.apache.org/. Elasticsearch is based on Lucene
4https://www.elastic.co/
5https://dash.plot.ly/
The regular expressions for the cleaning and tokenization are in Table I. For greater flexibility, we did not store the “clean” data with removed English stop words or with pre-defined tokens. This was so that we could experiment with the types of tokens and inclusion of stop words (e.g. whether to include file paths or tokens with only alphabetical characters).

IV. TICKETING TOOLS

A. Automatic Assignment of Ticket Category

Correct assignment of a ticket to a descriptive category is important because it is used for reporting and tracking the types of issues the consultants have encountered. Choosing an appropriate category can be time consuming, and occasionally, subjective to the consultant. We developed a model that can suggest a category for a ticket based on the incoming create message and subject. This suggested category could help save time and assist with ticket triaging and reduce some category subjectivity by providing options. The Consult Team has 93 pre-defined categories, but only a handful are frequently selected. A breakdown of ticket category is in Figure 2.

1) Methods: We created a dataset from resolved tickets that were emailed (so that we had access to the initial create message from the user) and were in a currently used category that had at least 10 tickets. We discarded the multi-categorized tickets (2% of all tickets) for ease of model evaluation. With this dataset of 23,385 create messages and subjects labeled by assigned category, we used standard text analysis techniques to create a numerical representation of the text for a machine learning classifier to predict the assigned category. We created vector representations (“feature sets”) of the cleaned ticket subject lines and create messages with latent Dirichlet allocation (LDA) topic modeling [7], [8], latent semantic analysis (LSA) [9], and Doc2Vec [10], [11]. The algorithm and model parameters are in Table III. We included all alphanumerical tokens, URLs, and file paths (see Table I). We used a Scikit-learn implementation of random forest classifier [9] to predict the assigned ticket category. The models were evaluated using weighted precision-recall metrics and “accuracy at 3.” Precision is the ratio of tickets that the model correctly predicted as category X to all tickets predicted as category X, recall is the ratio of tickets that were predicted as category X to all tickets assigned category X, and F1 is the harmonic mean of the two. For a precision-recall score, a value closer to 1 is better. Accuracy at 3 means a model’s prediction is correct if the assigned category is in the top 3 predicted classes. This metric is good for evaluating how useful the model would be as a category suggestion tool. For this experiment, we considered the assigned category to be the “correct” category, and did not ask other consultants for second opinions. We discuss the subjectivity and complications of category assignment in Section VI.
### TABLE I
Regular expressions used in cleaning and tokenizing the ticket content for analysis. The regex was implemented in Python and might need to be modified for other languages. Note: The string patterns matching the beginning and end of strings and whitespace is used instead of the default word boundaries to avoid breaking on non-alphanumeric characters (keeps URLs intact).

| Task               | Regex                                                                 |
|--------------------|----------------------------------------------------------------------|
| non-English characters | `[^\x00-\x7f]*`                                                      |
| phone numbers      | `(\d{3}-\d{3}-\d{4})|\d{3} \d{3}-\d{4}`                                                   |
| hexadecimal        | `0x[0-9a-f]+|\[0-9a-f\]{16}`                                        |
| unwanted symbols   | `!#<>:\[\]\{\}C,"\(\)*;\+|\[.\?\]s:|\(\)\{2,}`                                                             |
| Token pattern: only alphabetical characters | `\[a-z\]\{2,}\{2\}`                                               |
| Token pattern: alphanumerical that start with a letter | `\[a-z[\w+\{2,}\{2}\}\{2\}` |
| Token pattern: alphanumerical and include URLs and file paths | `\b[a-zA-Z/\]\{\w/\{2,\}\{2\}]\b` |

### TABLE II
Basic anatomy of a ticket. There are other fields available in the RT system, but they are not used (e.g. request priority).

| Component | Description |
|-----------|-------------|
| Requestor | Person who submitted the request (i.e. user) |
| Consultant | Employee assigned (or self-assigned) to resolve requestor’s issue |
| Date | Creation date of ticket |
| Contact | How the requestor contacts customer service (i.e. email, phone) |
| Status | Current status of ticket. (i.e. deleted, new, open, rejected, resolved, stalled, waiting on user) |
| Subject | Brief subject line for request. It is user-generated when the request is created via email, and can be Owner-generated when the request is submitted over the phone. |
| Category | Label describing the nature of the request. In the RT system, a ticket can be assigned multiple categories but usually only one is used. |
| Comment | Owner notes that are not sent to the user. Usually to track attempted solutions for future similar problems. |
| Article | A “reply template” a consultant can send to a Requestor (e.g. “submit form A to so-and-so to open ports on machine X”) |
| Transaction | History of updates to the request. Includes free-text correspondences and assigned metadata (i.e. updating status and assigning a category). |

### TABLE III
Parameters for generated feature sets.

| Feature Set | Parameters |
|-------------|------------|
| LDA 10 topics | `topics=10, iterations=1000, alpha=10, beta=0.005, stopwords removed` |
| LDA 500 topics | `topics=500, iterations=1000, alpha=0.01, beta=0.005, stopwords removed` |
| LSA | `dimension=100, stopwords removed` |
| Doc2Vec | `min count=5, dimension=400, context/window=10` |

2) Results: When evaluated on prediction, the model achieved F1 scores of 20%-40%, and performed considerably better when evaluated on suggestion (i.e. “accuracy@3”), with scores of 50%-70%. The LDA 500 and LSA feature sets performed the best across all metrics. We think the generally low model performance can be attributed to the vast number of categories (we explore new categories in Section V-B). We also considered the idea that not all problems are readily apparent from just the user’s initial message, but roughly 60% of all resolved emailed tickets were assigned a category by a human after viewing only the create message. For future work, model performance could be improved by including different tokens (see Table I) or tweaking classifier parameters. The results are shown in Figure 3.

B. Ticket Recommendation

When a consultant begins a ticket, the only way to see if there are similar problems is to ask the other consultants or attempt a search based on the details they remember (requestor, time frame, specific wording). The Consult RT system has a full context search feature but it is not very effective or efficient, as evidenced by consultants opting to search only the metadata fields. The ability to see tickets similar to any current tickets would help a consultant better and more quickly assist a user by viewing previous solutions to similar problems. A ticketing system with a tool that recommends similar tickets based on the create message of an incoming ticket would be useful for not only solving one user’s problem, but for tracking problems over time. If a ticket is similar to tickets that have been appearing throughout the
day, then there might be a system-wide problem. However, if similar tickets come in intermittently over months, then the solution would be useful to make into a template or add to the internal resources website, like a FAQ. The main use cases of researching similar tickets are as follows:

- Solving a current ticket by looking at previous or related completed tickets
- Reporting the occurrences of specific issues

1) Methods: For this similarity demo, we used a subset of the tickets from January 2017 to July 2019. We applied the same algorithms and parameters as the category prediction (Section IV-A), shown in Table III, to the create message and subjects and to the “combined” ticket content (i.e. subject, create message, content, and comments). The feature sets were re-generated on the subset of data. As a pseudo-baseline we included the results from an Elasticsearch “more like this” query and a “naive” calculation of percent words in common. For the LDA, LSA, and Doc2Vec feature sets, we say a ticket is “similar” to another ticket if their representative vectors have a cosine similarity close to 1, where cosine similarity = 1 - cosine distance.

2) Issues with Model Evaluation: For feature set comparison, we created a simple GUI that takes a ticket ID and shows the top 3 results from each feature set, shown in Figure 4. Even though each feature set returns a score of how similar a ticket is to another ticket, this score represents the closeness of the ticket vector representations (cosine similarity), not necessarily the return tickets’ helpfulness or relatedness. We need human experts for that evaluation. We also ran an experiment with a random sample of 200 tickets and collected information on the ticket category. Because of this, our presented results are a mix of statistics of model results and qualitative review of results based on a small informal discussion with LANL HPC Consult Team. For the discussion, we presented the demo with the “combined” ticket content and primarily discussed the query results of a very common ticket, a consultant-created weekly email draft, and a user-created ticket concerning a specific Firefox issue.

3) Results:

a) Model Results: The results from our experiment supported our notions on the relatedness of tickets in a single category. From the trials with 200 sample tickets, on average under 1 ticket in the top 3 returned from the feature sets shared a category with the query ticket. This follows the results that category is not a good metric for ticket relatedness. Further, it was pointed out to us by a consultant that only returning tickets in the same category is not especially useful since they already have the ability to query by category. Because of this, our presented results are purely qualitative and based on a small informal discussion with consultants.

b) Discussion: Since the similar ticket demonstration only presented a couple of tickets and their query results, there was not enough information to determine which feature set model (e.g. Doc2Vec) overall performed the “best.” However, there was a similarity in the kinds of results. Between LDA 10 and LDA 500, LDA 500 would pick up on more specific keywords, which makes sense due to the higher granularity of 500 topics instead of only 10. This is a similar pattern to the LDA feature sets performance on the category assignment task from Section IV-A.

On the example common ticket, a weekly email draft, all feature sets performed very well by returning other weekly email drafts. This set an easy baseline. On the next task of picking up on information from a more specific ticket, the results were mixed. Elasticsearch did the best on returning tickets that were most similar to the original ticket, and the others tended to have more of a variety in their results, where one ticket would be very similar and the others related in some way. We were told that both types of results could be helpful for the main use cases mentioned earlier. Looking at more of variety of related tickets could be more beneficial for problem solving, but finding tickets with the exact same issue is better for reporting and tracking issues. A possible solution is to use different feature set models for different tasks, such as the more specific Elasticsearch model for querying tickets for reporting and then LDA 500 for reading more general, but still related, tickets for researching solutions.

A concern that came up was the models’ ability to pick up on variations in vocabulary for the same concept, beside misspellings and verb tense which are dealt with stemming, such as “machines” and “computers”, or “permissions” and “policies.” With this concern we expect Doc2Vec to fare better because of how it represents words based on their surrounding context, which would be similar across vocabulary for the same concept. We show the results of a Word2Vec word similarity model, which is part of Doc2Vec, in Table VI. As for general UI feedback, we were asked for the option to show more tickets (default was to show top 3 closest tickets) and to filter (or weight) the results by metadata such as consultant or date range.

C. Automatic Ticket Reply

The LANL HPC Consult Team has a set of templates created for standard procedures, such as requesting a port to be opened. In the RT system, the template is called an “article” (see Table II) and can be inserted into the email reply of a message. The consultant can alter the template as needed and then send it to the user. Similar to COTA [1], we tried to predict which template to send, if any, to an incoming ticket.

The way that RT handles articles was not clear, and we were told much later by a consultant that when an article is used it is recorded as a “Refers to” ticket link. Before that knowledge, we created an Elasticsearch instance and filled it with the ticket content and had copies of text of the 22 templates consultants can access from their queue. We used the basic search feature to query the tickets using the body of each article and then manually checked the query results. With this method only 10 of those templates were found in a single ticket and some of those templates were too similar to immediately differentiate (e.g. a notice of a “runaway” job versus a final notice of a runaway job and requesting access to x versus requesting access to y). We did not find enough
tickets with templates to create a dataset for model training and testing. After we were told that RT does record article use, we checked and realized our premise that consultants utilized the template feature was incorrect. We discuss the idea of templates more in Section VI.

If we did have a dataset, we would have used the same features as the automatic category assignment (see Section IV-A), with the template as the prediction target.

V. TICKET EXPLORATION AND ANALYTICS

This section reviews miscellaneous tools and ideas we wanted to apply to the dataset for the purpose of uncovering patterns. We look into analyzing the consultant and user interactions and revisit the concept of categories. We specifically stayed away from looking at anything resembling a performance metric (i.e. consultant response time, ticket closure rate). These are already known evaluation methods and outside our scope of getting insights on problems and system use and developing tools that would help consultants and streamline the ticketing process.

A. Community Analysis

We represented the ticketing “community” as a graph by assigning nodes to the consultants and users and weighting edges by number of tickets. The graph is not shown here because it was too large to visualize usefully and did not reveal any interesting macro-level trends. Restricting the graph to only a single user or consultant and including nodes for Category and machines could uncover trends in user and machine issues. Another way to reduce the scope of the graph would be to group users by project or lab division. Unfortunately we did not have access to that information, since the ticketing system is separate from other employee information systems. Ideas for adding outside information to the ticketing system is in Section VI.

1) A Note on Named Entity Recognition (NER): Since we were looking at the community, we thought it would be interesting to see what a named entity recognition tool would find for us. We used the StanfordNER tool [12]. Unfortunately, the results were not precise enough to be useful, however the tool did pick up on cluster names and identified them as proper nouns. We realized that using the metadata fields, or even a known list of cluster and program names, to search for in the tickets would give us better results than an NER tool. An interesting application would be training an NER classifier to find new software that users ask questions about, as maintaining a list of all new software would be tedious.

B. Category Analysis

As discussed in Section IV-A the ticket metadata field of categories are used for reporting. From our discussions with the Consult Team, we were intrigued by the trends in category usage and defining categories.

1) Category Trends: As shown in Figure 2, most tickets are assigned to the broader categories such as “Environment-System”. The overall distribution of categories is interesting, but we were also curious about the distribution on a per-consultant basis, shown in Figure 5. As expected, the general categories are more popular than specific ones like “Shell,” and consultants tend to specialize and gravitate towards certain types of problems more than others. The preference of general categories over specific ones questions the need for specific categories at all. Next, we use text clustering algorithms to automatically generate categories.

2) Defining New Categories: Since the most used categories are vague, we explored using the techniques behind our feature sets from category prediction (see Section IV-A) to define new categories to replace the current list of 93 categories (see Figure 2). We used LDA topic modeling...
and Word2Vec to cluster words in the combined content of the entire dataset (i.e. subject, create message, content, and comments of all non-rejected tickets) and then used consultant input to add labels. Word2Vec is part of Doc2Vec, but is only the vector representations of words and not entire documents [13], [14].

a) LDA Topic Modeling: In topic modeling, “topics” are analogous to categories. For more human-readable topics, we set the topics at 10 and only used tokens with alphabetical characters (see Table I). The Consult Team helped assign labels to the words from each topic. Overall, we were very pleased with the generated categories, each one seemed coherent and did not require much imagination to assign a label. Example generated categories are in Table IV.

b) Word2Vec: Word2Vec uses a neural network to create a vector representation of words based on their context (i.e. surrounding words). We used the Gensim implementation of Word2Vec [10]. Unlike the LDA categories, clustering the Word2Vec vectors did not return any useful or easily identifiable categories (Table V). We tried multiple clustering methods (KMeans, KMedoids, DBSCAN) and distances (Euclidean and cosine), and the KMedoids clustering of cosine distances returned the most coherent clusters. We also tried different ways of picking the words to represent each cluster. Using the word’s frequency in the dataset produced more coherent clusters than using a word’s distance from the cluster center or using a weighted combination of the two metrics. In addition to clustering the vectors, we found similar words using cosine similarity on the word’s vector representation. The model recognized relationships in the data and was able to identify cluster names. Example queries are shown in Table VI. We were surprised that the model did not generate useful clusters, since it works very well on an individual word basis.

VI. SUGGESTED IMPROVEMENTS

Throughout the literature review process, ticketing tool development, and ticket exploration, we encountered situations where one additional data field would provide significantly more leverage, or where a pain point was an obvious candidate for streamlining. These improvements range from saving consultants a minute here and there to larger-scale projects that would require inter-team development.

Access Outside User Information: Having access to information about the user, such as user’s division and cluster allocations, would help narrow down a problem and make ticket creation quicker. In the consultant’s current system, information about the user must be scavenged from the internal phone book, internal accounts and log resources, and from the user themselves. Users can be vague and not provide enough detail in a message, and instead of wasting time with “what machine are you running on?” it would be helpful if there was an integrated system that had the user’s machine allocations and recent jobs to start from. This information would also make ticket creation quicker and allow consultants to focus on solving the problem, if they have access to user’s information and do not have to ask more questions. Also, this information would be helpful for community analysis. Is there a high number of users from group X that need help? This information is useful because workshops could be geared towards those users, reducing their questions in the future.

Access Outside System Information: Similar to the user information idea, it would be helpful to have immediate access to system states mentioned in a ticket. For example, an incoming ticket with the subject “Snow lustre4 slow?” contains references to the cluster Snow and the filesystem lustre4. A suggestion of recent and current issues with those systems could save up to hours, as accessing that information requires asking system admins outside the team to check logs and internal dashboards. This information access would reduce the time it takes to solve issues for the users and the systems.

Access Outside Vendor/Software Information: Similar to accessing outside user and system information, it would be helpful to have information about recent updates or patches for software. Instead of spending time narrowing down an issue to user error or software error, seeing the most recent (or relevant) software patches or updates could take the guesswork out. This would contribute to finding a solution faster.

Explicit QA Pairs: Similar to the problem with developing a tool for automatic ticket reply (Section IV-C), we do not have a dataset for explicit question and answer pairs. Each ticket has a question from the user and a solution from the consultant, but the question is somewhere in the “create message” (initial message from the user in emailed tickets). The problem with depending on a create message for a question is sometimes the user doesn’t know the question to ask and the problem is vague. Also, we only have access to the create message for emailed tickets, since the first message in a phone call ticket would be a follow-up from the consultant, and might not include all the information discussed on the phone. A solution to lack of data would be to include a question and
solution field for the consultant to fill out at the end of the ticket. We understand this would put more time per ticket, but the data collected would pay off later. It would take a few minutes to enter the information, but it would reduce the solution time on future issues in the form of a tool that can suggest solutions based on the user’s problem and in the form of information to add to documentation, further reducing the need for user questions in the first place.

Match the Business Logic to Best Practices: The ticketing system should reflect the practices of the consultants. For example, in order to have accurate reports, the desired information from the tickets (e.g. Category) should be required by the system before a ticket is marked as “resolved.” This would help with consistency for reporting and accuracy, as even though information could be added later on, it would be most accurate when the ticket is fresh in the consultant’s mind.

Procedure for Template Use: This point is more of an open discussion on the use of templates than a suggestion. As discussed in Section IV-C, we were not able to create a model to predict which template should be sent to an incoming message because our ticket dataset did not contain enough templates. After discussing this with the Consult Team, we were told that the problems that consultants receive have such a variety that there usually isn’t a standard solution, and there are only a small handful of common problems that already have a form-based process (e.g. opening a port).

The basic concept of a template is to save a consultant time from typing out a standard reply. In the ticketing systems, the reply is usually a suggested solution. We think a different approach is to use a template to help clarify a user’s problem. Instead of offering a solution, a template could be selected based on the user’s incoming message to ask for supplementary information. Very often a user will ask about a job or software installation but does not immediately provide pertinent information such as which cluster they are working on, which software version they need, etc. Above we suggested a more integrated system with user and system information, but an immediate resolution could be a consultant-curated template that is sent to the user to ask for that information. This would allow the knowledgeable consultant to ask for the information instead of allowing an unsure user to fill out an incorrect form before talking to anyone.

A template could also be used to simply point to relevant documentation to send to the user while the consultant collects more information. If the information on the pages solves their problem, then the ticket can be closed and the consultant doesn’t have to waste time on an already “solved” problem. And if the problem isn’t answered by the information in the links, then the consultant has feedback on how to improve
the pages. This self-help system is not a novel idea, and is implemented by many online customer support tools. These reference systems help consolidate information, and can help with the onboarding of future consultants.

Also, these templates should be searchable and possibly categorizable. A template does not save a consultant time if they have to scroll through a large list of templates to use. Once a dataset of incoming message / template pairs is created, a tool can be created to suggest a template, making template selection even quicker, hence solving a user’s problem quicker.

**Assign Ticket Category at End of Ticket:** As discussed in Section [IV-A] we developed a model to assign a category to a ticket based on its create message and subject line. The model did not do very well, and as there could be room for improvement in the development and training of the model, we also think how tickets are assigned categories could be improved, as well as the categories themselves. Certain categories are vastly more popular than others, and that relates to the vagueness of the category (e.g. “environment” vs “MPI”). Category vagueness can lead to overlap, which provides multiple valid options for a ticket. We think a policy of assigning a category when closing a ticket would be more helpful than assigning one earlier, because then the consultant knows exactly what the ticket entailed and already narrowed down the user’s problem. This would help with accuracy for reporting and does not add any time, as it only moves the upfront cost of adding a Category to the end.

**Assign Multiple Categories to a Ticket:** The idea of how categories should be used came up in our discussions. Since they are useful for reporting, then giving someone the option to assign a ticket to multiple categories could be useful. A problem can cover multiple areas, and choosing only one forces the categorizer to be vague or spend more time than they want. This ties into the category suggestion model in Section [IV-A] since one could just select multiple suggestions. Using multiple categories would provide more detailed reporting, shedding more light on types of user issues.

**Advanced Ticket Search:** The ability to search past tickets would be helpful when a consultant knows a problem has been encountered before. Ideally, a “similar tickets” feature would help with this, but searching through tickets using advanced queries like those available in Google or Elasticsearch would save time in finding relevant information that could be used in solving the current ticket more quickly.

**VII. CONCLUSION**

HPC support teams are the first line of defense against large-scale problems; supporting these teams with integrated systems and an intuitive request tracking system is critical. In our work we presented tools to help automate some of the ticketing workflow, explored tickets to find community trends and define categories, and discussed requirements and desirables for future ticketing systems.

For automating ticket workflow we tested machine learning-based text analysis techniques for automatic category assignment of an incoming ticket (top performance of 72% “accuracy@3”, see Section [IV-A]), applied those same text analysis techniques for recommending similar tickets for quicker problem-solving (results in Section [IV-B]), and attempted to create a tool to suggest a template reply based on the incoming ticket (see issues in Section [IV-C]). Our tools are not yet deployed, but could be developed into plug-ins for a new ticketing system. In our ticket exploration, we applied the same machine learning techniques from category prediction to define a new set of categories for reporting. The requirements and desirables for a new ticketing system include a discussion of features whose impact would save user support teams time with researching user problems as well as suggestions for tracking ticket information and solutions for reporting and trend analysis.

We hope our work and recommendations inspires more ideas and collaborative tool-building, as well as encouraging other institutions to publicly release details of their ticketing systems and analyses.
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