The Heat Distribution of the Underdamped Langevin Equation.
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In Stochastic Thermodynamics, heat is a random variable with a probability distribution associated. Studies of the distribution of heat are mostly in the overdamped regime and in one dimension. Here we solve the heat distribution in the underdamped regime for three different cases: the free particle, the linear potential, and the harmonic potential. All of them in arbitrary dimensions. The results are exact and generalize known results in the literature.

I. INTRODUCTION

Stochastic Thermodynamics [1–6] is a recently developed field that connects thermodynamics with the fluctuation world of small out-of-equilibrium systems. Over the past two decades, many results were made available due to the discovery of fluctuation theorems [7–11], which are constraints on the nonequilibrium distribution of thermodynamic quantities like work, heat, and entropy.

Besides the general discoveries of fluctuation theorems, a more fundamental approach is to characterize a system in a nonequilibrium regime, which could need more effort than just finding constraints for the probabilities. Heat and other thermodynamic functionals are random variables and have associated probability distributions. The calculation of the probability distribution of a thermodynamic functional is in itself a difficult task, and only a few analytical results are possible. Exact results are found in the overdamped regime [12–27], where the inertia can be neglected due to the strong friction. For the underdamped limit where the inertia is important, to the best of our knowledge, the list is shorter [16, 28–33], and is restricted for one dimensional systems. Interestingly, the most common method used is the path integral technique of a stochastic process [34–36].

The limited number of studies in the underdamped limit can be justified by the simplicity of the path integral formalism of the overdamped regime, and also by the fact that many systems of interest are quite well represented by overdamped models. Moreover, the one-dimensional approximation simplifies the calculations without losing the fundamental aspects of physics. When dealing with the underdamped limit, one of the main difficulties that arise is the appearance of second derivatives in the action [32, 33, 37–39], breaking the correspondence with well-known quantum mechanical results [40]. Moreover, besides the one dimension case being a good approximation for the physics of the Brownian particle, some features only appear in higher dimensions. Herein, we shall work out a way to deal with these difficulties, working with the underdamped case in arbitrary dimensions. Beyond that, the overdamped regime is a good approximation because experimentally it describes the behavior of a colloidal particle in a harmonic trap [41]. However, there are experimental cases where inertia cannot be neglected. The Brownian Carnot machine [42, 43] is an example of such a situation.

In this work, we draw attention to the most fundamental consequences of the underdamped Langevin equation, we investigate the heat distribution of the underdamped particle in $n$–dimension case. Our results extend the list of exact results for the heat in the underdamped regime, comparing with known results from the literature [23, 32, 33]. We investigate three cases; firstly, we revisit a well-studied system, which is the free particle in contact with a heat bath in the underdamped regime [44, 45]; secondly, we include a constant linear potential in the system, which can be interpreted as an external force [2, 46]; thirdly, we study the harmonic trap, which is widespread in the literature since optical tweezers system can be modeled that way [2, 41]. The investigation is carried by the calculation of the characteristic function, the central moments, skewness and kurtosis [47], to finally derive the heat distribution. For these potentials, the transitional probability can be calculated analytically, and we review its calculation via
path integrals [34, 39]. Despite the simplicity of these systems, finding the heat distribution is quite nontrivial, and analytical results for the heat distribution are only possible for the first and third case. However, the characteristic function can be obtained analytically for arbitrary dimensions, and all heat distributions here are exact, in the sense that we can use numerical integration to find the heat distribution. We compared our results with results from the literature, finding similarities between underdamped and overdamped systems. Moreover, the distributions for cases with potentials are consistent with the free case as we turn off interactions.

One important difference for the heat flow, between the overdamped and the underdamped cases, is the appearance of the kinetic energy contribution in the last case. This contribution is often called heat leakage [18], since it is not captured in the overdamped case. It has been shown in the literature, that in some cases, while the dynamics are overdamped, the energetics is not. In these events, the energetics of the overdamped regime seems not to be the limiting case for the underdamped model. [49–53]. Herein, we highlight that the heat distribution of the free particle is one of these events.

Furthermore, the distributions derived are in agreement with the work of Rosinberg et al. [18], where it has been shown that the heat distribution in the underdamped regime obeys an integral fluctuation theorem, that can give estimates for the exponential tail of such distributions. The distributions found here demonstrate this exponential tail. Also, recently, Fodgeby has shown that the heat distribution in the underdamped regime of a harmonic trap has a symmetric exponential behavior in the equilibrium limit [54]. We recover his result in the asymptotic limit in our third case and extend it to higher dimensions.

This paper is organized as follows. In Sec. II we review the stochastic thermodynamics of the Brownian particle. In Sec. III we calculate the characteristic function for the free, linear, and harmonic case as a preliminary step to obtain the heat distribution. We also study the central moments of the heat in these cases. In Sec. IV we derive the heat distribution for the studied cases. Moreover, we investigate the role of the isotropy of the space in the linear case. In V we discuss the results and compare qualitatively the distribution. We finish in Sec. VI with a conclusion of the results.

II. STOCHASTIC THERMODYNAMICS OF BROWNIAN MOTION

The Brownian particle is one of the most standard systems in the domain of Stochastic Thermodynamics. Before deriving the heat distribution for 3 different cases, we give a brief review of the thermodynamics of such systems. Written in vector form, the definitions given here are valid for general dimensions.

The Brownian particle, which is in contact with a heat bath, evolves in time according to the generalized Langevin Equation [55]

$$m \frac{d^2 \vec{r}}{dt^2} = -\gamma \frac{d\vec{r}}{dt} - \nabla V(\vec{r}, t) + \vec{\eta}(t). \quad (1)$$

This corresponds to Newton’s second law of classical mechanics with a stochastic nature, due to the bath force $\vec{\eta}(t)$. This force models the interaction between the particle and the fast degrees of freedom of the bath [56]. For a thermal bath, in the paradigmatic case of Stochastic Thermodynamics, this force is modeled by a Gaussian white noise. Then, the bath generated force has the statistical properties (all other cumulants are null):

$$\langle \eta_i(t) \eta_j(t') \rangle = 2\gamma T \delta_{ij} \delta(t - t'), \quad \langle \eta_i(t) \rangle = 0, \quad (2)$$

where $T$ is the temperature of the heat bath, and $\gamma$ is the frictional coupling constant. Note that we are working here with $k_B = 1$. The other two forces on the right side in (1) are the frictional force $-\gamma \dot{\vec{r}}$ which comes from the slow degrees of freedom of the bath, and the force $-\nabla V(\vec{r}, t)$ which is a deterministic force derived from an internal potential $V(\vec{r}, t)$. Here we are considering only deterministic forces which come from an internal potential. However, there could exist external protocols. The time dependence of the conservative internal potential allows for the inclusion of an external protocol in the parameters of the potential. As an example, the deterministic force can be an electric field generated by a capacitor-like device, with time variation of the voltage [46, 51]. or be a harmonic potential where the spring constant might vary in time according to some protocol [41, 42]. These are similar examples of the systems that will be studied in the next section.

For the Stochastic Thermodynamics of the above system, we start defining the heat exchanged between the particle and the bath. Following Sekimoto[3] we have

$$Q[\vec{r}] = \int_0^\tau \left( -\gamma \frac{d\vec{r}}{dt} + \vec{\eta}(t) \right) \cdot \frac{d\vec{r}}{dt} dt, \quad (3)$$
where the first term takes into account the energy lost by the particle to the reservoir, while the second term is the energy acquired by the particle from the same reservoir. The functional dependence on the stochastic variable $\vec{r}(t)$ gives a stochastic nature to the heat. The stochastic nature of the thermodynamic variables, such as heat, work, and entropy, is what justifies the name Stochastic Thermodynamics [4]. The above formula represents the heat exchange during a time interval of $t \in [0, \tau]$. Using the Langevin Eq. (1) we have

$$Q[\vec{r}] = \int_0^\tau \left( m \frac{d^2\vec{r}}{dt^2} + \nabla V(\vec{r}, t) \right) \cdot \frac{d\vec{r}}{dt} dt = \frac{1}{2} m (v^2_\tau - v^2_0) + \int_0^\tau \nabla V(\vec{r}, t) \cdot \frac{d\vec{r}}{dt} dt. \quad (4)$$

Notice that $Q[\vec{r}(\tau)]$ depends on the variation of the kinetic energy, where we define $\dot{\vec{r}}(\tau) = \vec{v}(\tau) = v_\tau$, $\dot{\vec{r}}(0) = \vec{v}_0$. Herein, we only deal with cases where the conservative potential is time independent $V(\vec{r}, t) \to V(\vec{r})$. In this case, the heat becomes

$$Q[\vec{r}] = \frac{1}{2} m (v^2_\tau - v^2_0) + \Delta V = \Delta E \quad (5)$$

where in the second equality we define,

$$\Delta E = \frac{1}{2} m (v^2_\tau - v^2_0) + \Delta V,$$

as the variation of the internal energy of the particle, and $\Delta V = V(\vec{r}_\tau) - V(\vec{r}_0)$. Note that Eq. (5) is the first law of thermodynamics. Herein, we shall concentrate in characterizing the heat, which can be expressed as changes of the internal energy, as expressed in the First Law. The fact the the boundary terms are also random variables yields a non-trivial contribution for the probabilities distributions.

### III. CHARACTERISTIC FUNCTION IN $n-$DIM AND CENTRAL MOMENTS

The characteristic function is the Fourier transform of the heat distribution and gives us all the moments of the distribution. Thus, before the calculation of the heat distribution is instructive to solve for the characteristic function. Moreover, the characteristic function can be calculated analytically for the heat in the underdamped system only for the three different cases: harmonic, free particle, and linear potential. This is possible because the transitional probability in these cases can be solved analytically via Fokker-Planck or path integrals. Here, we solved via path integrals [34, 39, 40], and the calculations are given in the appendix.

Since the heat only depends on the boundary terms, the characteristic function in $n$ dimensions will be given by

$$Z(\lambda) = \langle e^{-i\lambda Q[\vec{r}]} \rangle^n, \quad (6)$$

where $n$ is the dimension of the model that we are working on, and the average is over the degrees of the position and velocities degrees of freedom. (the calculation via path integral is given in the appendix [A]). This is only possible if (i) the noise is uncorrelated, meaning that the positions and velocities in any direction are also uncorrelated (ii) the potential is a sum of each component contribution having the same constants, and thus the Langevin equation for each component is independent.

Let us now calculate the moments of the distribution for the harmonic, free, and linear cases. Which can be calculated just by

$$i^n \frac{\partial^n Z(\lambda)}{\partial \lambda^n} \bigg|_{\lambda=0} = \langle Q^n \rangle. \quad (7)$$

Moreover, since the characteristic function is just the multiplication of the one-dimensional case, the dimension will only affect the results as a multiplicative constant.

#### A. Harmonic and free particle case

The free particle case can be obtained by turning off the potential of the harmonic case (or the linear). Here we will start with the harmonic case, with the potential $V(\vec{r}) = \frac{k}{2} r^2$, where $r^2 = |\vec{r}|^2$, the heat will be

$$Q[\vec{r}] = \frac{1}{2} m (v^2_\tau - v^2_0) + \frac{1}{2} k (r^2_\tau - r^2_0), \quad (8)$$
thus, assuming an equilibrium initial distribution for the velocities and positions, since the potential is time independent and experimentally its a state that the particle will achieve, the formula in Eq. (6) will be just Gaussian integrals, (see appendix B) and the characteristic function will be

\[ Z_h(\lambda) = \alpha \frac{n}{2} e^{\frac{\gamma \tau}{m}} \left( \alpha e^{\frac{\gamma \tau}{m}} + 2\lambda^2 T^2 \left( \alpha \sinh \left( \frac{\gamma \tau}{m} \right) + \lambda^2 T^2 + 1 \right) \right)^{-\frac{\lambda^2 T^2}{2}}, \]

where \( \alpha \) is a constant that depends on the parameters of the problem,

\[ \alpha = \frac{(4km - \gamma^2)}{\left( \gamma^2 \cosh \left( \frac{\tau \sqrt{\gamma^2 - 4km}}{m} \right) \right) + (4km - \gamma^2) \cosh \left( \frac{\gamma \tau}{m} \right) - 4km}. \]

The derivation of the characteristic function of the harmonic case is given in appendix B.

By calculating the moments, we can obtain the central moments, the mean, variance, skewness and excess kurtosis. The mean \( \mu = \langle Q \rangle \) and skewness \( \mu_3 = \langle (Q - \langle Q \rangle)^3 \rangle \) are null. Meaning that the distribution will be symmetric around the mean, as expected, since the potential is symmetric and thus the heat flux can not have a preferred direction. The variance \( \sigma^2 = \langle (Q - \langle Q \rangle)^2 \rangle \) and excess kurtosis \( \kappa = \langle (Q - \langle Q \rangle)^4 \rangle \sigma^{-4} - 3 \) are

\[ \sigma^2_h = \alpha^{-1} 2nT^2 e^{-\frac{\gamma \tau}{m}} \left( \alpha \sinh \left( \frac{\gamma \tau}{m} \right) + 1 \right), \]

\[ \kappa_h = n^{-1} 6 \left( 1 - \frac{\alpha e^{\frac{\gamma \tau}{m}}}{\left( \alpha \sinh \left( \frac{\gamma \tau}{m} \right) + 1 \right)^2} \right). \]

The variance is positive and increases in time, thus the distribution becomes broader as time pass. Moreover, the variance increases as we increase the spatial dimension. While the kurtosis is compacted by the dimension, that is, the kurtosis decreases as the dimension increases. Nevertheless, the term inside the parenthesis of eq. (12) kurtosis is always positive and greater than 3, as can be checked by hand for a different set of parameters, since \( k > 0, m > 0, \gamma > 0 \). And, as long \( n \) is a positive integer, the excess kurtosis is always positive, meaning that the heat distribution in the harmonic case is Leptokurtic. Implying that the distribution has fatter tails, having more probabilities to occur rare events than a normal distribution. We plot the variance and kurtosis respectively in the left and right of figure 1 for \( n = 1 \) since \( n \) only affects as a multiplicative constant. One can see that the behavior is qualitative the same for different values of \( k \). The only difference is, as we increase \( k \) the averages become stationary faster, but the asymptotic values are the same.

To obtain the free particle case, we can take \( k \to 0 \). The mean and skewness are also zero, while the characteristic function is now

\[ Z_f(\lambda) = \left( \frac{2\lambda^2 T^2}{\coth \frac{\gamma \tau}{m} + 1} + 1 \right)^{-\frac{\lambda^2 T^2}{2}}. \]
The variance and kurtosis can be obtained by the limit \( k \to 0 \) or by taking the derivatives of Eq. (13) and are given by

\[
\sigma_f^2 = \frac{2nT^2}{\coth \left( \frac{2\gamma \tau}{m} \right) + 1},
\]

\[
\kappa_f = \frac{6}{n}.
\]

The variance is always positive, and increasing in time and has the same qualitative behavior of the harmonic case. Noteworthy, the kurtosis is constant in time, and is also positive, and thus Leptokurtic.

### B. Linear case

The linear case can be obtained by a Galilean transformation of the velocity on the free particle case. However, we will calculate separately the transitional probability that depends on the velocity and position (see appendix B). The linear potential is \( V(\vec{r}) = -\vec{r} \cdot \vec{F} \), and the heat is now

\[
Q[\vec{r}] = \Delta K - \vec{r} \cdot (\vec{F}_\tau - \vec{F}_0),
\]

where \( \vec{r} \) is a \( n \) dimensional vector, in which all the components are the constant of the potential \( \kappa \).

The characteristic function is

\[
Z_l(\lambda) = \frac{\exp \left( \frac{n\lambda}{2m} + nf_2(\lambda, \kappa) \right)}{\sqrt{\cosh \left( \frac{2\gamma \tau}{m} \right) + (2\lambda^2 T^2 + 1) \sinh \left( \frac{2\gamma \tau}{m} \right)}},
\]

where \( f_2(\lambda, \kappa) \) is given in the appendixC. Here, we do not need to assume any initial distribution, since by integrating first the final boundary conditions, the dependence on the initials are removed. This occurs due the transnational symmetry of the linear case. Note that, due to \( f_2(\lambda, \kappa) \) the mean and skewness are no longer null. Physically, is due to the asymmetry of the linear potential.

The mean is

\[
\mu_l = \frac{\kappa^2 n}{2\gamma^2} \left( m \left( e^{-\frac{2\gamma \tau}{m}} - 4e^{-\frac{3\gamma \tau}{m}} + 3 \right) - 2\gamma \tau \right),
\]

which decreases as time pass, and its asymptotic time limit gives \( \mu_l \to -\infty \). Note that the mean is independent of the signal of \( \kappa \), as should be, since the heat can not depend on the direction of the force applied. The variance has a more complicated formula and is

\[
\sigma_l^2 = \frac{n}{\gamma^2} T e^{-\frac{2\gamma \tau}{m}} \left( \kappa^2 \left( 4me^{\frac{2\gamma \tau}{m}} + e^{\frac{2\gamma \tau}{m}} (2\gamma \tau - 3m) - m \right) + \gamma^2 T \left( e^{\frac{2\gamma \tau}{m}} - 1 \right) \right).
\]

Note that, for \( \tau \to \infty \) the variance diverges. This divergence, together with the divergence of the mean, means that the heat distribution is flat for an asymptotic time, due to the linear potential. Moreover, note that the mean and variance only depend on \( \kappa^2 \), meaning that statistical behavior of the heat does not depend on the signal of the force, as it should be. In the next section, we will further discuss the direction and signal of \( \kappa \) in the heat distribution.

The skewness can be obtained analytically and has a long formula, thus we decide to omit it in the presentation. The skewness tells us about the asymmetry of the heat distribution. In figure2 a) one can see that for the three dimensions, the skewness always starts in zero (meaning that the heat distribution is symmetric) and become negative as time pass, according to the asymptotic behavior of the mean. Moreover, for higher dimensions, the skewness decreases more rapidly in time. By changing the force constant \( \kappa \), one can see in figure2 b) that the skewness is also independent of the signal of \( \kappa \). And decreases as we increase the modulus of \( \kappa \).

The excess of kurtosis has a more simply formula and is given by

\[
\kappa_l = \frac{48\gamma^2 T e^{\frac{2\gamma \tau}{m}} \sinh^2 \left( \frac{\gamma \tau}{2m} \right) \left( -2\kappa^2 m + \cosh \left( \frac{\gamma \tau}{m} \right) (2\kappa^2 m + \gamma^2 T) + \gamma^2 T \right)}{n \left( -4\kappa^2 me^{\frac{2\gamma \tau}{m}} + \kappa^2 m - e^{\frac{2\gamma \tau}{m}} (\kappa^2 (2\gamma \tau - 3m) + \gamma^2 T) + \gamma^2 T \right)^2}.
\]

Note that, the kurtosis of the linear potential also decreases as we increase the dimensions. Moreover, like the skewness, variance, and mean, the kurtosis, \( \kappa_l \), is independent of the signal of the force constant \( \kappa \). Furthermore, the kurtosis is always positive, meaning that the distribution is also Leptokurtic.
IV. HEAT DISTRIBUTIONS

In general, to obtain the heat distribution, the starting point is the conditional heat distribution, which is

\[ P(Q|Q = Q[\vec{r}]) = \delta(Q - Q[\vec{r}]) \]  

(21)

ensuring the fact that the random variable \( Q \) is given by the functional formula \( Q[\vec{r}] \). Integrating out the conditional, that is, \( \langle \delta(Q - Q[\vec{r}]) \rangle \), we have the desired heat distribution

\[ P(Q) = \int d^3\vec{v}_0 d^3\vec{r}_0 P_0(\vec{r}_0, \vec{v}_0) \int D\vec{r} e^{-\frac{1}{4\Gamma} \lambda |\vec{r}|} \delta(Q - Q[\vec{r}]). \]  

(22)

The Dirac delta can be rewritten as an integral, giving

\[ P(Q) = \int \frac{d\lambda}{2\pi} e^{i\lambda Q} Z(\lambda), \]  

(23)

where \( Z(\lambda) \) was already given in eq. (6). Also, the above formula justifies the formula in eq. (6), where the average is the integration over all random variables as we see in eq. (22).

Let us now analyze the three paradigmatic cases for arbitrary dimensions.

A. Free particle

For the free particle, due eq. (23) the Fourier transform of the characteristic function, eq. (13), can be obtained analytically for any dimension. Thus, the heat distribution for \( n-\text{dim} \) are

\[ P_f(Q) = \frac{2^{\frac{n}{2}} T^{\frac{1}{2}} (-n-1)}{\sqrt{\pi \Gamma \left( \frac{n}{2} \right)}} |Q|^{\frac{n+1}{2}} \left( \coth \left( \frac{\sqrt{r}}{m} \right) + 1 \right)^{\frac{n+1}{2}} K_{\frac{n+1}{2}} \left( \frac{|Q|}{\sqrt{\coth \left( \frac{\sqrt{r}}{m} \right) + 1}} \right). \]  

(24)

The heat distribution for the free particle is a Besselian probability distribution. Note that only for \( n = 1 \) we no longer have the modulus of \( Q \) outside the Bessel function, meaning that for \( Q = 0 \) the distribution is divergent.

For one dimension we have

\[ P_f(Q)^{1D} = \frac{\sqrt{\coth \left( \frac{\sqrt{r}}{m} \right) + 1}}{\pi \sqrt{2T}} K_0 \left( \frac{|Q|}{\sqrt{\coth \left( \frac{\sqrt{r}}{m} \right) + 1}} \right). \]  

(25)
The result Eq. (25) is the heat distribution for an underdamped free particle in contact with a heat bath of temperature $T$. This distribution is mathematically equivalent to the heat distribution of an overdamped particle diffusing in a harmonic potential [23], this means, for example, that a pollen grain and an acrylic particle under optical tweezers, absorb heat with the same statistics, albeit for distinctly defined constant. Due to the modified Bessel function, we have an exponential tail in the distribution, as expected [18].

Other interesting cases are the two and three-dimensional cases, where the distributions are

\[
P_f(Q)^{2D} = e^{\frac{i Q \sqrt{\coth(\frac{Q}{m}) + 1}}{2\sqrt{2T}}} \sqrt{\coth(\frac{Q}{m}) + 1},
\]

\[
P_f(Q)^{3D} = \frac{(\coth(\frac{Q}{m}) + 1)}{2\pi T^2} |Q| K_1 \left( \frac{|Q| \sqrt{\coth(\frac{Q}{m}) + 1}}{\sqrt{2T}} \right).
\]

The two-dimensional case reduces to a Laplacian distribution, while the three-dimensional case still has a Bessel function, but now of first order.

For the free particle, in all dimensions, we have a symmetric distribution in the argument $Q$, this means that the particle does not tend to gain or to lose energy from the heat bath. For 1D, it is interesting to note that this case has a mathematical equivalence with the overdamped particle in a quadratic potential [23], and this equivalence comes from the fact that we can write the second-order stochastic differential equation for $x(t)$ as a first-order stochastic differential equation in $v(t)$. Thus, our findings in 3D and 2D serve as the heat distribution for the overdamped harmonic particle. For the 2D and 1D cases, there is a peak in $Q = 0$ which comes from the Bessel function $K$ and the exponential, while in 3D this peak is smoothed by the modulus of $Q$ outside the Bessel function.

The asymptotic time limit $\tau \to \infty$ and the overdamped limit $\gamma/m \to \infty$ are equivalently the same, and the distribution is

\[
\lim_{\gamma/m \to \infty} P_f(Q) = \lim_{\tau \to \infty} P_f(Q) = \frac{2^{\frac{1}{2}}}{}(\pi T)^{\frac{n}{2}} |Q|^{\frac{n-1}{2}} K_{\frac{n}{2}} \left( \frac{|Q|}{\sqrt{T}} \right).
\]

Unexpectedly, the distributions we derived do not have a direct correspondence with the overdamped case. The results of the heat distribution are different if we take the overdamped limit before in the dynamics [58]. This non correspondence is in current study in the literature [18][53]. We pointed out, for the case discussed here, that there is a need for further investigations on this problem.

### B. Harmonic potential

The characteristic function for the harmonic potential does not have an analytical solution since we have a fourth-order polynomial in the denominator inside the square root. However, for even dimensions, that is $n = 2N$ with $N$ being a positive integer, the distribution reduces to the integral

\[
P_h(Q) = \int \frac{d\lambda}{2\pi} e^{i\lambda Q} \alpha^n e^{\frac{2n}{m}} \left( \alpha e^{\frac{Q}{m}} + 2\lambda^2 T^2 \left( \alpha \sinh \left( \frac{\gamma T}{m} \right) + \lambda^2 T^2 + 1 \right) \right)^{-n},
\]

that can be calculated analytically by Residue theorem. To illustrate, for $N = 1$, we are in 2 spatial dimensions and the integral becomes

\[
P_h(Q)^{2D} = \frac{\alpha T^2}{2km} e^{\frac{Q}{m}} \int \frac{d\lambda}{2\pi} \frac{e^{i\lambda Q}}{\frac{1}{2} \alpha e^{\frac{Q}{m}} + \lambda^2 T^2 \left( \alpha \sinh \left( \frac{\gamma T}{m} \right) + 1 \right) + \lambda^4 T^4}.
\]

The above equation can be solved analytically through the residue theorem. Calling $b = \alpha \sinh \left( \frac{\gamma T}{m} \right) + 1$ and $c = \frac{1}{2} \alpha e^{\frac{Q}{m}}$, it can be shown that $c > b$ and $b, c$ are positive real constants, and we make $\lambda \to T\lambda$. Therefore, we need to solve the integral over the complex plane

\[
\frac{1}{T} \int \frac{d\lambda}{2\pi} \frac{e^{i\lambda Q/T}}{\lambda^4 + b\lambda^2 + c} = \frac{1}{T} \prod_{i=1}^{4} \int \frac{e^{i\lambda Q/T}}{\lambda - \lambda_i} \frac{d\lambda}{2\pi} = i \sum_j R_j
\]
where \( R_j \) are the residues of the \( \lambda_i \)'s poles, that are

\[
\lambda_1 = -\frac{i}{\sqrt{2}}\sqrt{b+i\sqrt{4c-b^2}}, \quad \lambda_4 = \frac{i}{\sqrt{2}}\sqrt{b-i\sqrt{4c-b^2}}, \quad \lambda_2 = -\lambda_1, \quad \lambda_3 = -\lambda_2.
\]  
(32)

Due to \( b,c > 0 \) with \( c > b \), one can see that \( \lambda_1 \) and \( \lambda_4 \) are in the upper half of the complex plane while \( \lambda_2 \) and \( \lambda_3 \) are in the lower half of the complex plane. Thus, by Residues’ theorem, the integral becomes

\[
i \sum_j R_j = \frac{i}{2T(\lambda_4^2 - \lambda_1^2)} \left[ \left( \frac{e^{i\lambda_4 Q/T}}{\lambda_4} - \frac{e^{i\lambda_1 Q/T}}{\lambda_1} \right) \Theta(Q) + \left( \frac{e^{-i\lambda_4 Q/T}}{\lambda_4} - \frac{e^{-i\lambda_1 Q/T}}{\lambda_1} \right) \Theta(-Q) \right].
\]  
(33)

Therefore, the heat distribution is given by

\[
P_h(Q)^{2D} = \frac{\alpha T}{4km (\lambda_4^2 - \lambda_1^2)} \left[ \left( \frac{e^{i\lambda_4 Q/T}}{\lambda_4} - \frac{e^{i\lambda_1 Q/T}}{\lambda_1} \right) \Theta(Q) + \left( \frac{e^{-i\lambda_4 Q/T}}{\lambda_4} - \frac{e^{-i\lambda_1 Q/T}}{\lambda_1} \right) \Theta(-Q) \right],
\]  
(34)

with \( \lambda_i \)'s given in eq. (32). Despite the imaginary number, the result is real as it can be seen in figure 3. We also solve numerically for the 1D and 3D case and plot the results in figure 3. We notice that this distribution has a smoothness behavior of the distribution as we increase the dimension. The 2D potential is obtained analytically, while the 1D and 3D are solved by numerical integration of the characteristic function.

FIG. 3: Heat distributions for the harmonic case in 1, 2, and 3 dimensions. All remaining parameters are set to one. Note the smoothness behavior of the distribution as we increase the dimension. The 2D potential is obtained analytically, while the 1D and 3D are solved by numerical integration of the characteristic function.

Nevertheless, for any dimension, the harmonic heat distribution can be solved analytically

\[
\lim_{\tau \to \infty} P_h(Q) = \frac{2^{\frac{3}{2} - n}T^{-n - \frac{3}{2}}}{\sqrt{\pi} \Gamma(n)} |Q|^{n - \frac{1}{2}} K_{n - \frac{1}{2}} \left( \frac{|Q|}{T} \right),
\]  
(35)

and is almost the same of the free case. The only difference are in the parameter \( \frac{1}{2} - n \), while in the free case this parameter appear as \( \frac{1}{2}(1-n) \). Therefore, for \( n = 2N \), the asymptotic harmonic distribution is equal to the asymptotic free distribution for \( n = N \). Thus, the asymptotic \( n \)-dim harmonic case is equal to the asymptotic \( 2n \)-dim free particle case. To illustrate, the asymptotic heat distribution for the harmonic in 2D and 3D are

\[
\lim_{\tau \to \infty} P_h(Q)^{1D} = \frac{1}{4\pi T^2} (T + |Q|) e^{-\frac{|Q|}{T}},
\]  
(36)

\[
\lim_{\tau \to \infty} P_h(Q)^{3D} = \frac{1}{16T} \left( \frac{Q^2}{T^2} + 3 + 3 \frac{|Q|}{T} \right) \exp \left( -\frac{|Q|}{T} \right).
\]  
(37)

For the Langevin harmonic oscillator case, we found a distribution qualitatively similar to the free particle. Even though in odd dimensions we cannot write the distribution in terms of known functions, in general, the Fourier
FIG. 4: Heat distribution for the linear case in 1, 2, and 3 dimensions. All the remaining parameters are set to one. The behavior of the heat distribution does not change considerably as we increase the dimensions. Nevertheless, the distribution is broader in the 3D case than in the 1D and 2D cases.

The linear case, for all dimensions, needs to be solved numerically, and the result for 1D, 2D, and 3D are plotted in figure 4. Some general considerations can be made about the heat distribution for linear potentials. With a linear potential, we break the symmetry found previously for the free particle case. Qualitatively, we can see in figure 4 the behavior of the distribution. The distribution \( P(Q) \) starts with a peak located in zero, however, as time passes, the distribution starts to spread towards the negative values of \( Q \). This means that it will be more probable for the particle to lose energy from the bath as time passes, as the work done by the external force is transformed into heat that is dumped in the thermal reservoir. A reasonable interpretation of the linear potential is that the Brownian particle has a charge and lies inside a thermal bath contained between the plates of a capacitor, and the force is the one generated by the uniform electric field. It is straightforward to observe that the particle loses energy to the bath due to the dragging action of the electric field. In this case, we were not able to solve the integration analytically. However, we managed to get a numerically exact result through numerical integration of the characteristic function Eq. (17). Coincidentally, this case has the same structure as the overdamped “parabola sliding system” [21]. The derived distributions for both systems, are written in terms of integrals in \( \lambda \) that are closely related. Comparing cases free and linear, with the respective similar overdamped systems, put in evidence an analogy between the underdamped and the overdamped case for these systems. The drift term in the underdamped cases fulfills the role of the harmonic force for the overdamped case, yielding mathematically similar results.

The heat distribution becomes flat for asymptotic time. A behavior already predicted by the averages. Now let us see if the probability distribution for the shifted heat \( Q - \langle Q \rangle \) becomes also flat. The only change in the calculation is an extra exponential factor outside the characteristic function, that is

\[
P_l(Q - \langle Q \rangle) = \int \frac{d\lambda}{2\pi} e^{i\lambda(Q+\langle Q \rangle)} Z_l(\lambda), \tag{38}
\]

where we restrict our analysis for the case \( n = 1 \), since the dimension does not affect the qualitative behavior in this case. The result is plotted on the left of figure 5. One can see that the distribution is still flat in asymptotic time. However, now the distribution is symmetric around its average \( \langle Q - \langle Q \rangle \rangle = 0 \).

Due to the isotropy of space, the result of \( P_l(Q) \) can not depend on the direction in which the force is defined. This is why in the previous section, all the moments of the heat in the linear potential are symmetric in \( \kappa \). To further
investigate this question, we analyze the 3D case where the linear potential has only one component. This could correspond to a change of frame of reference, where the force components in the $x$–axis and $y$–axis are null. The characteristic function for this case will reduce to

$$Z_l(\lambda)_{1l+2f} = Z_l(\lambda)Z_f(\lambda)^2.$$  (39)

Integrating numerically we find the heat distribution, $P_l(Q)_{1l+2f}$, which is plotted in the right of figure 5. Note that the heat distribution has the same behavior as the distribution in figure 4. This serves as a consistency check, since, due to the isotropy of the space, the heat can not depend on the direction of the force of the linear potential.

V. COMPARISON OF THE RESULTS

A qualitative comparison is desired since we are dealing with the fundamental models of Brownian motion. The three cases studied here are the most simple cases for the underdamped Langevin equation; the free particle, the linear potential, and the harmonic potential. These cases are related, it is logical to find some common features between them. Here, we considered the 1D, 2D, and 3D cases for each potential in detail, thus, we have on total nine probabilities distributions. Some of them are analytically derived, while others are derived only in the asymptotic limit. Moreover, in some cases, the distribution has a divergence. To compare the results, we list in the table I the nine distributions and some qualitative features.

All the Fourier transform of (and thus the heat distributions associated) eq. (13), eq. (9), and eq. (17), can be written in terms of an oscillatory integral with oscillatory exponential dependence in $Q$ and a polynomial in the denominator of the integral inside a square root. Only for the free case, the heat distribution can be solved analytically for arbitrary dimensions, giving a Bessel function dependence. While in the harmonic case, the distribution is only analytical for even dimensions or in the asymptotic time limit. And, for 2D, the free and harmonic case gives an explicit exponential dependence on $Q$. The linear case is only numerically accessible for all dimensions and differs significantly in the statistical behavior due to the lack of symmetry. Moreover, as a consistency check, the linear and harmonic cases are equivalent to the free case in the respective limits $\kappa = 0$ and $k = 0$. This is a necessary consistency test for our results.

A well-noted behavior is that in some cases the heat distribution has a non-smooth peak in $Q = 0$. The free case in 1D and 2D, and the harmonic case in 1D show this behavior. While we can interpret the probability smoothing, as we increase the dimension, as the product of increasing the degrees of freedom, the non-smooth peak in low dimension harmonic and free cases can be understood in the same way that we understand the peak in the delta distribution of Dirac at the overdamped limit: it is extremely rare to have deviations from $Q = 0$ for the one-dimensional case. This means that the particle is on average close to equilibrium with the environment. Moreover, the results obtained for 1D, 2D, and 3D suggest that as we increase the dimension the distribution is smoothed.

The unknown functions that we solve numerically have very similar forms to the integral definition of the Bessel function case. Let us note, then, whether we have analytical results or not depends on the categorization of these
TABLE I: List of results and its common qualitative features.

| Cases          | Analytical: | Non smooth peak: | Symmetric: |
|----------------|-------------|-------------------|------------|
| Free           | All cases   | 1D and 2D         | All cases  |
| Linear         | —           | —                 | All cases  |
| Harmonic       | Even dimensions/Asymptotic time | 1D           | All cases  |

functions. In the linear case, the difference is significant due to the dependence on $\lambda$ on $f_2(\lambda, \kappa)$. However, in the harmonic case, we have a fourth-order polynomial in the denominator. We could then ask ourselves if this form of integral could not be written using generalized functions such as the Meijer-G function or others [59]. This type of integral is common in thermodynamic functional calculations, so it would be interesting to investigate a closed-form. Moreover, it can be seen as a generalization of the Besselian probability distribution of the free case.

VI. CONCLUSION

In conclusion, we have investigated the heat distribution in the underdamped regime for three different cases: the free particle, the constant force, and the harmonic oscillator in arbitrary dimensions. These are the most fundamental cases of Brownian motion. We review the Stochastic Thermodynamics of such systems and through the use of the path integral formalism of the stochastic processes. We were able to find analytical results for the characteristic function, its central moments, and exact results for the heat distributions for the free, harmonic, and linear cases. The harmonic and free cases are very closely related since there is no asymmetry in the potential. While the linear case can be reduced to the free case by a coordinate transformation, the heat distribution is evolving to a flat distribution. Therefore, we investigate the linear case by considering the distribution of $Q - \langle Q \rangle$, and the distribution for the 3D case with the linear potential with only one component. The work done here helps to understand the thermodynamics of fundamental systems of Brownian motion. For dimensions larger than one, the physical situations are closer to reality. Regardless of the more complicated cases studied in the literature, we thought it necessary to turn our attention to the simplest cases. Therefore, this work deals with the basis of the study of the thermodynamics of Brownian systems. In particular, the heat of the original Langevin equation has never been studied in detail, and the heat distribution of the harmonic oscillator was only studied for the equilibrium regime [54], the 1D with feedback protocol [32, 33], and the overdamped regime [23], as far as we know. Moreover, the harmonic case is important because it appears in well-known experiments as the Carnot Brownian engine [42] and the Stirling Brownian engine [60].

New directions can come from the present work, generalizing the list of results in heat distribution of Stochastic Thermodynamics. We point out that using the same methods used herein, it is possible to solve for the heat in the case of inhomogeneous viscous force, which could be the subject of future work.

Appendix A: Path Integral Formalism

In this paper, we use the path integral formalism. In this appendix, we show the steps of the path integral formalism of stochastic process [34, 36, 40], with the adequate simplifications, for the cases studied in this article. For simplicity, we will show in detail the 1D case, and write the generalization for higher dimensions in the end.

The transition probability between $x_0, v_0$ and $x_\tau, v_\tau$, of the Brownian motion described by eq. (1) is given by the path integral [40, 61]

$$P[v_\tau, x_\tau, \tau|v_0, x_0] = \int Dx \exp \left( -\frac{1}{4\gamma T} A[v, x] \right). \quad (A1)$$

The stochastic thermodynamics is formulated in the Stratonovich prescription [62]. For most of the cases, the stochastic action will have the structure

$$A[\eta] = \int_0^\tau \eta(t)^2 dt, \quad (A2)$$

where now, the bath force $\eta$ can be seen as a “functional of the position and velocity”, since, from eq. (1), $\eta \rightarrow \eta[x] = \eta x + \gamma \dot{x} + \partial_x V(x, t)$. In the Stratonovich prescription of path integral [62] there is a missing extra term in this action (see [18]). Here we choose to omit this term since, for quadratic actions, this missing term just gives a trivial dependence on the constants of the problem. Thus, it can be absorbed into a normalization constant.
In the present paper, we only deal with quadratic stochastic actions. In this case, to solve the path integral in eq. (A1) we can use the weak noise expansion \[63\], which here will give the exact result. The weak noise expansion is an analog of the WKB method \[64\] [65] used in quantum mechanics and in many other physical problems. We start by splitting the position of the particle into a fluctuation path and a deterministic path as \( x(t) = x_e(t) + y(t) \), where \( x_e(t) \) have the same boundary conditions of \( x(t) \), and is the solution of the extremization \( \delta A = 0 \). Making this transformation in the action, we find

\[
P[v_r, x_r, \tau|v_0, x_0] = \exp\left( -\frac{1}{4\gamma T} A[v_e, x_e] \right) \int D\gamma e^{A[\gamma]}.
\]  

(A3)

Instead of solving the path integral in \( y \), we can just use the normalization property of the transitional probability, that is

\[
\int dv_r dx_r P[v_r, x_r, \tau|v_0, x_0, 0] = 1.
\]  

(A4)

This gives the constraint

\[
\int D\gamma e^{A[\gamma]} = \left( \int dv_r dx_r \exp\left( -\frac{1}{4\gamma T} A[v_e, x_e] \right) \right)^{-1}.
\]  

(A5)

This happens because \( y(t) \) does not depend on the boundary constants \( v_r, x_r, v_0, x_0 \). It is important to notice that this simplification only occurs because we have a quadratic action. For more general systems this method only gives us an approximation, and the path integral in \( y(t) \) needs to be solved \[63\]. The transitional probability will be

\[
P[v_r, x_r, \tau|v_0, x_0, 0] = \frac{\exp\left( -\frac{1}{4\gamma T} A[v_e, x_e] \right)}{\int dv_r dx_r \exp\left( -\frac{1}{4\gamma T} A[v_e, x_e] \right)}
\]  

(A6)

For three or two dimensions, the generalization is straightforward. Since the noise is uncorrelated in its components, the joint conditional probability will be just

\[
P[v_r, x_r, \tau|v_0, x_0, 0] = \frac{\exp\left( -\frac{1}{4\gamma T} A[v_e, x_e] \right)}{\int d^3v_r d^3x_r \exp\left( -\frac{1}{4\gamma T} A[v_e, x_e] \right)}
\]  

(A7)

we now integrate over \( d^3v_r d^3x_r \) and the stochastic action depends on the components. Moreover, for cases where the potential can be written as a sum of the components, i.e. is separable by addition, joint conditional probability will be the product of the individual conditional probabilities for the \( x, y, z \) components. That is, for 3D we have

\[
P[v_r, x_r, \tau|v_0, x_0, 0] = P[v_x, x, \tau|v_{x,0}, x_0] P[v_y, y, \tau|v_{y,0}, y_0] P[v_z, z, \tau|v_{z,0}, z_0].
\]  

(A8)

In this case, the contribution from each component is the same. Therefore, we only need to calculate one of the contributions and use it to find the others.

**Appendix B: Path Integral and characteristic function harmonic case**

The stochastic action of the harmonic potential case will be

\[
A[x] = -\frac{1}{4\gamma T} \int_0^T (m\ddot{x} + \gamma \dot{x} + kx)^2 dt.
\]  

(B1)

We need to extremize the stochastic action, obtaining,

\[
m^2 x_e(t) + (2km - \gamma^2)\dot{x}(t) + k^2 x(t) = 0,
\]  

(B2)

where this equation has four boundary conditions \( v_0, x_0, v_r, x_r \). The extreme solution is,

\[
x_e(t) = d_1 \exp\left( \frac{-\psi^+ t}{2m} \right) + d_2 \exp\left( \frac{-\psi^- t}{2m} \right) + d_3 \exp\left( \frac{\psi^- t}{2m} \right) + d_4 \exp\left( \frac{\psi^+ t}{2m} \right).
\]  

(B3)
with \( \Psi^+ = \gamma + \sqrt{\gamma^2 - 4km} \) and \( \Psi^- = \gamma - \sqrt{\gamma^2 - 4km} \). Now we will use the boundary conditions \( x_c(0) = x_0 \), \( x_c(\tau) = x_\tau \), \( x_c(0) = v_0 \) and \( x_c(\tau) = v_\tau \) to compute the constants \( d \)'s. The extreme action reads,

\[
\mathcal{A}[x_c] = \frac{1}{4mT} \left[ \gamma d_3^2 \Psi^- \left( e^{\frac{\Psi^-}{m}} - 1 \right) + 8 d_3 d_4 k \left( m \left( e^{\frac{\Psi^-}{m}} - 1 \right) + \gamma d_3^2 \Psi^+ \left( e^{\frac{\Psi^+}{m}} - 1 \right) \right) \right] \tag{B4}
\]

with

\[
d_3 = \frac{e^{-\frac{\Psi^+}{m}}}{4\Delta} \left( e^{\frac{(3\Psi^+ - 2\gamma)}{m}} (x_0 \Psi^+ + 2mv_0) - 2 m e^{\frac{\Psi^+}{m}} (v_0 \Psi^+ + 2kx_0) \right) + e^{-\frac{\Psi^+}{m}} (2mv_\tau \gamma^2 - 4k - \gamma x_\tau \Psi^+ + 4kx_\tau) - 2 m e^{\frac{\Psi^+}{m}} (v_\tau \Psi^+ + 2kx_\tau) + e^{\frac{\Psi^+}{m}} (4kmx_\tau - 2mv_\tau \gamma x_\tau \Psi^+ + 4k) - 2 m e^{\frac{\Psi^+}{m}} (v_\tau \Psi^+ + 2kx_\tau) \right) \tag{B5}
\]

\[
d_4 = \frac{e^{-\frac{\Psi^-}{m}}}{4\Delta} \left( e^{-\frac{(3\Psi^- - 2\gamma)}{m}} (x_\tau \Psi^- - 2mv_\tau) + \gamma(x_0 \Psi^- - 2mv_0) + \gamma(x_\tau \Psi^- - 2mv_\tau) \right) + e^{-\frac{\Psi^+}{m}} (4kmx_\tau - 2mv_\tau \gamma x_\tau \Psi^- + 4k) - 2 m e^{\frac{\Psi^-}{m}} (v_\tau \Psi^- + 2kx_\tau) \right) \tag{B6}
\]

And, in both constants, the factor \( \Delta \) is,

\[
\Delta = -4km + (4km - \gamma^2) \cosh \left( \frac{\gamma \tau}{m} \right) + \gamma^2 \cosh \left( \frac{\tau \sqrt{\gamma^2 - 4km}}{m} \right). \tag{B7}
\]

Although in the extreme action we have long constants terms, due to the large set of parameters involved in our specific model, we can rewrite \( \mathcal{A}[x_c] \) in a bilinear form in terms of vector \( \vec{b} = (v_\tau, v_0, x_\tau, x_0) \). So, accordingly to eq. (A6), the normalized path integral is,

\[
\exp \left( -\frac{1}{4T} \mathcal{A}[v_c, x_c] \right) \int dv_\tau dx_\tau \exp \left( -\frac{1}{4T} \mathcal{A}[v_c, x_c] \right) = \mathcal{N}' \exp \left( -\frac{1}{D} \vec{b} \cdot \mathcal{M} \vec{b}^T \right) \tag{B8}
\]

where

\[
\mathcal{N}' = \frac{\sqrt{km} (4km - \gamma^2)e^{2\gamma^2}}{2\sqrt{2\pi T} \gamma^2 \cosh \left( \frac{\tau \sqrt{\gamma^2 - 4km}}{m} \right) + (4km - \gamma^2) \cosh \left( \frac{2\gamma^2}{m} \right) - 4km} \tag{B9}
\]

and

\[
\mathcal{M} = \begin{pmatrix}
A_1 & A_3 & A_4 & A_5 \\
0 & A_1 + \frac{m}{2T} & -A_5 & -A_4 \\
0 & 0 & A_2 & A_6 \\
0 & 0 & 0 & A_2 + \frac{m}{2T}
\end{pmatrix} \tag{B10}
\]

The terms \( A_i \)'s in the matrix \( \mathcal{M} \) contains the dependence on the constants of the problem. These terms are

\[
A_1 = \frac{m}{4T\Delta} \left( -\gamma \sqrt{\gamma^2 - 4km} \sinh \left( \frac{\tau \sqrt{\gamma^2 - 4km}}{m} \right) + \gamma^2 \left( -\cosh \left( \frac{\tau \sqrt{\gamma^2 - 4km}}{m} \right) \right) + \gamma \left( \gamma^2 - 4km \right) \left( \cosh \left( \frac{\gamma \tau}{m} \right) + \sinh \left( \frac{\gamma \tau}{m} \right) \right) + 4km \right), \tag{B11}
\]
The transitional probability is a Gaussian probability, and using an equilibrium initial distribution, the characteristic function and consequently the heat distribution. Despite its complicated formula, the extremization of this action will give the solution of the governing differential equation. Solving the above differential equation we find

\[ x_c(t) = \frac{c_1 m^2 e^{\frac{\gamma t}{2}}}{\gamma^2} + \frac{c_2 m^2 e^{-\frac{\gamma t}{2}}}{\gamma^2} + c_4 t + c_3 \]

where the \( c \)'s are arbitrary constant, which needs to be fixed by the equations: \( x_c(0) = x_0, x_c(\tau) = x_\tau, \dot{x}_c(0) = v_0, \dot{x}_c(\tau) = v_\tau \). Note that, since we have a fourth derivative in equation (C2) we these four boundary conditions. The action evaluated in \( x_c \) will be

\[ A[x_c] = \gamma^2 c_4^2 \tau - 2 \gamma c_4 \kappa \tau + \kappa^2 \tau + 4 c_1 c_2 m^2 \left( e^{\frac{\gamma \tau}{m}} - 1 \right) + \frac{2 c_1 m^2}{\gamma} \left( e^{\frac{\gamma \tau}{m}} - 1 \right) \left( -2 \kappa + c_1 m \left( e^{\frac{\gamma \tau}{m}} + 1 \right) \right) \]

Thus, equation (B8) is the transitional probability for the harmonic case. Having the transitional probability we can calculate the characteristic function and consequently the heat distribution. Despite its complicated formula, the above integral is just a Gaussian integral, and the result is given in equation 9. Note that, here we only derive the 1D result, because as mentioned early, to higher dimensions the generalization is trivial.

**Appendix C: Path Integral and characteristic function linear case**

The stochastic action for the linear case is

\[ A_2 = \frac{k}{m} A_1 + \frac{k^2 \sqrt{\gamma^2 - 4 km}}{2 T \Delta} \sinh \left( \frac{\tau \sqrt{\gamma^2 - 4 km}}{m} \right) \]

\[ A_3 = \frac{m}{T \Delta} \left( (4 km - \gamma^2) \sinh \left( \frac{\gamma \tau}{2m} \right) \cosh \left( \frac{\tau \sqrt{\gamma^2 - 4 km}}{2m} \right) \right) + \gamma \sqrt{\gamma^2 - 4 km} \cosh \left( \frac{\gamma \tau}{2m} \right) \sinh \left( \frac{\tau \sqrt{\gamma^2 - 4 km}}{2m} \right) \]

\[ A_4 = -\frac{2 \gamma km \sinh^2 \left( \frac{\tau \sqrt{\gamma^2 - 4 km}}{2m} \right)}{T \Delta} \]

\[ A_5 = \frac{2 km \sqrt{\gamma^2 - 4 km} \sinh \left( \frac{\gamma \tau}{2m} \right) \sinh \left( \frac{\tau \sqrt{\gamma^2 - 4 km}}{2m} \right)}{T \Delta} \]

\[ A_6 = \frac{k}{m} A_3 - \frac{2 \gamma km \sqrt{\gamma^2 - 4 km} \cosh \left( \frac{\gamma \tau}{2m} \right) \sinh \left( \frac{\tau \sqrt{\gamma^2 - 4 km}}{2m} \right)}{T \Delta} \]

where \( \mathcal{D}(\lambda) \) is

\[ \mathcal{D}(\lambda) = \mathcal{M} + \frac{i \lambda}{2} \text{diag} (-m, m, -k, k) \]

where \text{diag} means that we have a 4 dimensional diagonal matrix, with elements given in the argument. The above integral is just a Gaussian integral, and the result is given in equation (9). Note that, here we only derive the 1D result, because as mentioned early, to higher dimensions the generalization is trivial.
where
\[
c_1 = \frac{\gamma}{2m} \left( v - v_0 + \frac{\gamma (v + v_0) + 2x_0 - 2x_0)}{\gamma T + e^\frac{\gamma T}{m} (\gamma T - 2m) + 2m} \right),
\]
(6)
and
\[
c_4 = \frac{m(v_0 + v_0) (e^\frac{\gamma T}{m} - 1) + \gamma (v_0 - x_0) (e^\frac{\gamma T}{m} + 1)}{-\gamma T + e^\frac{\gamma T}{m} (2m - \gamma T) - 2m}.
\]
(7)

Substituting these constants, we have the path integral for this action giving a quadratic dependence in the boundary terms, that is
\[
\int Dx \exp \left( -\frac{1}{4\gamma T} \int_0^T (m \dot{x} + \gamma \dot{x} - \kappa)^2 \, dt \right) = N \exp \{ f_1(v_0, x_0, x_0) \}
\]
(8)
where \( f_1 \) and \( N \) are
\[
f_1(v_0, x_0, x_0) = -\frac{1}{8\gamma T (\gamma T \coth \frac{\gamma T}{2m} - 2m)} \times
\]

\[
- m(\gamma(v_0 + v_0) - 2\kappa)(2\kappa + 4m(v_0 - v_0) + \gamma(v_0 + v_0) + 4\gamma(x_0 - x_0)) + \gamma \coth \frac{\gamma T}{2m} \left( 2m^2(v_0 - v_0)^2 + 2m\tau(v_0 - v_0)(\gamma(v_0 + v_0) - 2\kappa) + -\gamma \coth \frac{\gamma T}{2m} (2(\kappa + \gamma(x_0 - x_0)^2)) \right),
\]
(9)

\[
N = \frac{\gamma}{4\pi T} \frac{\sqrt{m e^{\frac{\gamma T}{m}}}}{\gamma \sinh \left( \frac{\gamma T}{2m} \right) - 2m \cosh \left( \frac{\gamma T}{2m} \right) + 2m}.
\]
(10)

The dependence of the boundary conditions is written in the term \( f_1 \), and is a quadratic polynomial in the boundary terms.

The characteristic function (for 1D) case yields a Gaussian integral over \( x_0, x_0, v_0, v_0 \). Defining \( \Gamma_{(0,\tau)} = \{ x_{(0,\tau)}, v_{(0,\tau)} \} \) as the boundary terms. First, the integral in \( x_0 \) in the characteristic function gives (ignoring the multiplicative terms)
\[
Z_I(\lambda) = \int d\Gamma_0 d\tau \int dx_0 \exp \left[ f_1 \left( \Gamma_0, \Gamma_0 \right) + i\lambda \left( \kappa(x_0 - x_0) - \frac{m}{2} (v_0^2 - v_0^2) \right) \right] \sim
\]
\[
\sim \int d\Gamma_0 d\tau \exp \left\{ \frac{\left( \tanh \left( \frac{\gamma T}{2m} \right) \kappa(1 + 2i\lambda T) \coth \left( \frac{\gamma T}{2m} \right) + \kappa m(-2 - 4i\lambda T) + \gamma m(v_0 + v_0)^2 \right)^2}{4\gamma T \kappa \coth \left( \frac{\gamma T}{2m} \right) - 2m} \right\}
\]
(11)
At this point, after integrating in \( x_0 \), we notice that there is no dependence in \( x_0 \) due to translation symmetry. This means that we can neglect the integration in \( x_0 \), just using that the probability \( P(x_0, v_0) \) satisfies \( \int P(x_0, v_0) \, dx_0 = P(v_0) \). Assuming an initially thermalized distribution for the velocity, we have
\[
P(v_0) = \sqrt{\frac{m}{2\pi T}} \exp \left( -\frac{1}{2T} m v_0^2 \right).
\]
(12)
The subsequent integration in \( v_0 \) will be straightforward, since it is just a Gaussian integral. Integrating in \( v_0 \) and \( v_0 \), and collecting the multiplicative terms, gives the correct result for the characteristic function in equation \[17\].

Where the function \( f_2(\lambda, \kappa) \) is given by
\[
f_2(\lambda, \kappa) = \frac{1}{\gamma^2 (\cosh \left( \frac{\gamma T}{m} \right) + (2\kappa^2 T^2 + 1) \sinh \left( \frac{\gamma T}{m} \right))} \times
\]

\[
\left[ 2\kappa^2 \lambda^4 T^3 \left( 2m \left( \cosh \left( \frac{\gamma T}{m} \right) - 1 \right) - \gamma \sinh \left( \frac{\gamma T}{m} \right) \right) + 2i\kappa^2 \lambda^3 T^2 \left( \gamma \sinh \left( \frac{\gamma T}{m} \right) - 2m \cosh \left( \frac{\gamma T}{m} \right) + 2m \right) + -i\kappa^2 \lambda \left( m - \gamma \sinh \left( \frac{\gamma T}{m} \right) + (2m - \gamma T) \cosh \left( \frac{\gamma T}{m} \right) - 2m \right) + +\kappa^2 \lambda^2 T \left( (m - \gamma T) \sinh \left( \frac{\gamma T}{m} \right) + (2m - \gamma T) \cosh \left( \frac{\gamma T}{m} \right) - 2m \right) \right].
\]
(13)
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