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ABSTRACT
Numerous neural retrieval models have been proposed in recent years. These models learn to compute a ranking score between the given query and document. The majority of existing models are trained in pairwise fashion using human-judged labels directly without further calibration. The traditional pairwise schemes can be time-consuming and require pre-defined positive-negative document pairs for training, potentially leading to learning bias due to document distribution mismatch between training and test conditions. Some popular existing listwise schemes rely on the strong pre-defined probabilistic assumptions and stark difference between relevant and non-relevant documents for the given query, which may limit the model potential due to the low-quality or ambiguous relevance labels. To address these concerns, we turn to a physics-inspired ranking balance scheme and propose PoolRank, a pooling-based listwise learning framework. The proposed scheme has four major advantages: (1) PoolRank extracts training information from the best candidates at the local level based on model performance and relative ranking among abundant document candidates. (2) By combining four pooling-based loss components in a multi-task learning fashion, PoolRank calibrates the ranking balance for the partially relevant and the highly non-relevant documents automatically without costly human inspection. (3) PoolRank can be easily generalized to any neural retrieval model without requiring additional learnable parameters or model structure modifications. (4) Compared to pairwise learning and existing listwise learning schemes, PoolRank yields better ranking performance for all studied retrieval models while retaining efficient convergence rates.
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1 INTRODUCTION
Deep learning has been successfully applied to many problems, from language understanding to multilingual translation, from information extraction to text matching and retrieval. Various neural ranking models [4, 8, 11, 18, 19, 27, 29, 30] have been proposed to describe the relationship between a query and the candidate documents. These models learn rich representations that summarize all salient matching information. The representations, in turn, are used to compute a ranking score that quantifies the relevance level between the given query and document.

Unlike loss functions in classification and regression settings, the optimization goal of neural retrieval models is ad hoc due to the non-differentiable nature of the ranking problem. Most neural retrieval models are trained in pairwise fashion. RankNet [2] and LambdaRank [1] have solved many real-world ranking problems successfully. Recently, pairwise margin ranking loss [12, 26] has been a popular choice for many neural retrieval models [4, 8, 11, 16, 18, 19, 30]. However, in most realistic applications, the number of non-relevant documents is likely to be much larger than that of truly relevant documents. The artificially selected document pairs for pairwise learning may misrepresent the true document relevance distribution in the underlying collection. Hence, various listwise learning schemes such as ListNet [3], ListMLE [28], ApproxNDCG [22], and SoftRank [25] have been proposed to explore the relative ordering among different document candidates directly based on strong pre-defined probabilistic assumptions or sophisticated mathematical approximation.

The reliability of relevance labels and the stark content contrast between relevant documents and non-relevant candidates are the keys to validate the reasoning of those existing pairwise/listwise learning schemes and to ensure their significant performance. Nonetheless, many human-judged labels can be insufficient and erroneous to identify all the possible truly relevant documents from a huge candidate collection in many realistic applications. The high labor cost and the availability of skillfully trained human relevance judge further prevent academic researchers from the independent label calibration on a large scale. Moreover, the nuance among certain documents and the convoluted query/document content may lead to partial relevance or even arguable disagreement among different human judges.

In this paper, we introduce the profound concept in physics, mechanical equilibrium, to information retrieval and propose a new pooling-based listwise learning framework, under which partial relevance and potentially low-quality labels are considered directly via min/max-pooling techniques to aid model training. A min-pooling layer aims to select the best non-relevant document candidates at the local level. A max-pooling layer is used to exploit the partial relevance information from potential partially relevant,
yet non-relevant-labeled candidates carefully based on the prediction comparison. The four components of PoolRank then preserve an effective ranking balance for the selected minimum/maximum candidates to regulate model predictions so that the scores of the highly non-relevant documents remain at the lower range, while keeping moderate score level for the partially relevant documents. We refer to this scheme as PoolRank.

We apply PoolRank to three neural retrieval models: ConvKNRM [30], KNRM [4] and DRMM [11]. To demonstrate the effectiveness, robustness and scalability of our framework, we compare PoolRank with the traditional pairwise/listwise learning approaches on the MS MARCO collection [20]. Finally, to further validate the impact of partial relevance, a limited set of news collection data is used to train these models with the restricted access to the relevance labels.

The major novel contributions of this paper are (1) Formulation of a new pooling-based listwise learning framework using pooling techniques to incorporate the concept of “Ranking Balance”, inspired by mechanical equilibrium in physics. (2) The direct consideration of partial relevance within PoolRank to tackle the label quality issue automatically. (3) Empirical verification of generalizability, robustness, scalability and effectiveness of the proposed listwise framework.

The remainder of this paper is organized as follows. Section 2 discusses related work on pairwise and listwise learning approaches. Section 3 formally introduces the mathematical formulation of PoolRank framework. Section 4 describes our experimental design, implementation settings and a performance comparison between PoolRank and existing pairwise/listwise learning approaches. An ablation study of the individual PoolRank loss components is presented in Section 5. In Section 6, we study the effect of pooling size — a critical parameter in our framework. Finally, Section 7 concludes with a discussion of key findings and future directions of inquiry.

2 BACKGROUND AND RELATED WORK

Learning to rank (L2R) is a supervised retrieval setting for which many neural network architectures have been proposed. Neural retrieval models exploit local matching signals between query and document based on dense numerical vector representations, and then use neural network architectures to estimate the relevance level for document ranking. Examples include DeepMatch [16], KNRM [4], ConvKNRM [30], MatchPyramid [18], DRMM [11], PACRR [8], and DeepRank [19]. According to the formulation in the original papers, these models are trained in a pairwise manner, where positive-negative document pairs are used to train a pairwise margin ranking loss $L$.

$$L(q, d^+, d^-) = \max(0, 1 - s(q, d^+) + s(q, d^-))$$ (1)

where $s(q, d)$ is the ranking score between query $q$ and document $d$, and document $d^+$ is more relevant than $d^-$ for query $q$.

Similarly, RankNet [2] computes the probability that the ranking score of a relevant document is higher than that of a non-relevant document and then optimizes a cross entropy loss. However, document pair generation can be computationally costly, as the number of theoretically possible document pairs is huge. In most realistic applications, the number of non-relevant documents is likely much larger than that of truly relevant documents. Randomly selected document pairs during the pairwise training period may misrepresent the true document relevance distribution in the underlying collection. Selective negative sampling methods have been proposed to train models [6, 10, 17]. Recently, Cohen et al. [5] have applied reinforcement learning to optimize a policy over a set of sampling functions to select non-relevant documents for model training.

To address the potential drawbacks of pairwise learning, listwise learning schemes have been proposed. Listwise learning jointly evaluates multiple documents per query during the training period. Due to the non-differentiable nature of the ranking problem, such loss formulations can become non-trivial. A number of methods have been proposed to find the optimal ordering of the whole list of document candidates to aid training. There are two major trends in listwise learning: 1) Minimizing an axiomatic loss function which is derived based on the nature of ranking problems, or 2) Optimizing concrete ranking metrics, such as nDCG [9], MRR [23], or MAP [15], directly.

Probability-based listwise loss functions showed excellent performance in the past, especially ListNet [3], and ListMLE [28] have been highly successful. ListNet [3] employs a softmax function to transform both model generated ranking scores and human-generated judgments into probability distributions. Then, a cross entropy loss is applied to jointly train the models based on a list of documents. On the other hand, ListMLE [28] treats the ranking problem as a sequential selection process, maximizing the probability of the observed permutation directly by minimizing the negative sum of log likelihoods with respect to all training queries.

Metrics-based optimization gives us an intuitive alternative to listwise learning. Since ranking metrics are usually non-differentiable, various sophisticated mathematical approximation methods have been formulated to generate smooth surrogate functions, such as ApproxNDCG [22] and SoftRank [25]. Moreover, the recently proposed IRGAN [27] combines adversarial learning and reinforcement learning to solve information retrieval problems by jointly utilizing two competing neural networks, instead of constructing a novel loss function.

Probability-based listwise learning approaches presume certain distributions to be valid and suitable for explaining the relative ordering within the global list of candidate documents, which in fact is difficult to justify universally for different problem contexts. Conversely, the approximated target of metrics-based optimization is often not convex. As a result, the training process can get stuck in local minima during gradient-based optimization steps.

As an alternative, we propose PoolRank, a pooling-based listwise learning framework. PoolRank avoids assuming that scores or relevance labels follow any particular distribution. It employs the classic pooling technique to achieve ranking balance for non-relevant-labeled documents. Via this effective model prediction-based selection technique, PoolRank can squeeze more salient information into model and accelerate the learning process.

3 POOLING-BASED LISTWISE RANKING LOSS

The innate ability of listwise learning to compare a list of candidates simultaneously to find the relative ordering for the final prediction makes it more consistent with the comparison-based ranking
nature of information retrieval. Hence, it usually provides much more significant and robust performance than pairwise learning. However, the existing listwise approaches treat the given candidate list as a whole without further inspections.

This section describes PoolRank, a novel listwise learning framework relying on the pooling technique and the constructed ranking balance. The proposed ranking loss consists of 4 parts: min-pooling margin ranking loss, min-max distance loss, max-pooling regularization and target regularization. Inspired by the concept of mechanical equilibrium in physics, different candidates in the given list are treated as “particles” in a special “physical system”, where they interact with each other during model training. Once the system stabilizes, their predicted ranking scores can reveal their true relevance levels with respect to the given query. Four loss components within PoolRank can be regarded as four various potential energies to preserve an equilibrium.

### 3.1 Candidate Assumption

Given a query $q$, our listwise training data contains $N$ known relevant documents $d_1^+, ..., d_N^+$ and $M$ documents $d_1^-, ..., d_M^-$ which are marked as non-relevant according to our annotators. The foundation of PoolRank relies on the intuitive assumption that there are three types of candidates: 1) Relevant documents, 2) Truly non-relevant documents, 3) Partially Relevant, yet non-relevant-labeled documents. In many realistic applications, human-judged labels can be insufficient and erroneous to identify all the possible truly relevant documents consistently from a huge candidate collection. As a result, even though many documents are labeled as non-relevant, there is still a gradation of relevance which induces a relative ordering within the document list. The range of partial relevance often is query-dependent, model-dependent and relatively distinguishable within document candidates. How to effectively select those partially relevant candidates is the key to further boost the learning performance.

### 3.2 Pooling-based Candidate Selection

PoolRank employs the classic pooling technique to group non-relevant-labeled documents and to identify partially relevant candidates within each pooling group based on model predictions automatically. Given any neural retrieval model that outputs a ranking score $s(q, d)$ between a query $q$ and a document $d$, a pair of min/max-pooling layers, with the same pooling window size $\kappa$, is used to select the most distinct non-relevant-labeled documents from $s(q, d_1^-), s(q, d_2^-), ..., s(q, d_M^-)$. Within each pooling window, the min-pooling layer selects the most obviously non-relevant documents with minimum scores: $s(q, d_1^-), s(q, d_2^-), ..., s(q, d_m^-)$, and the max-pooling layer chooses the most likely partially relevant documents with maximum scores: $s(q, d_1^+), s(q, d_2^+), ..., s(q, d_k^+)$, where $m = \left\lfloor \frac{N}{2\kappa} \right\rfloor$.

Within each pooling window with scores of $s_1^-, s_2^-, ..., s_k^-$, the max-pooling layer $P_{max}$ is indicated as

$$ P_{max}(s_1^-, s_2^-, ..., s_k^-) = \max(s_1^-, s_2^-, ..., s_k^-) = s_\Delta $$

The partial derivative with respect to each score is

$$ \frac{\partial P_{max}}{\partial s_i} = \begin{cases} 1 & i = \Delta \\ 0 & i \neq \Delta \end{cases} \quad (3) $$

This means the gradient-based optimization update from the next layer will only be passed back to the query-document pairs with the local maximum scores within each pooling window during back propagation. The same logic applies to the min-pooling layer. Hence, the max/min-pooling technique can be regarded as a document-level drop-out operation to ignore certain mediocre candidates to aid model training.

### 3.3 Min-Pooling Margin Ranking Loss

Compared to other candidates within each pooling window, the selected minimum-score documents are more likely to be truly non-relevant to the query. Unlike ListNet[3] and ListMLE[28], the traditional pairwise margin ranking loss avoids the dependence on the strong pre-defined probabilistic assumptions and yields simple yet effective forces to drive up the positive scores and to push down the non-relevant scores, which stabilizes the ranking balance on the minimum candidates.

Since the number of relevant documents $N$ is relatively much smaller than $M$ and for some collections and tasks may even be $N = 1$, we use the average of positive scores in the margin ranking loss, $\bar{s}(q, d^+) = \frac{1}{N} \sum_{i=1}^{N} s(q, d_i^+)$. We believe that when there are abundant positive documents available, compared to the size of $m$, multiple document lists can be constructed separately to contain a single relevant document within each list to lead similar performance, instead of using the average positive score. Thus, the min-pooling margin ranking loss can be written as:

$$ L_{min} = \frac{1}{m} \sum_{i=1}^{m} \max(0, 1 - \bar{s}(q, d_i^+) + s(q, d_i^-)) \quad (4) $$

### 3.4 Min-Max Distance Loss

During early training stages, parameters within neural retrieval models change dramatically from initialization and their convergence level is reasonably low, which leads to comparative inconsistency between the relative ranking order of $s(q, d)$ obtained from model predictions and the actual relevance ranking of those documents. As a result, $L_{min}$ alone at the early stage may force the scores of some partially relevant documents down to -1, due to the pooling selection quality.

Ideally, the scores of partially-relevant documents should fall relatively nearer the score range of relevant documents intrinsically. Hence, a reliable neural retrieval model should assign relatively high scores. To enforce this axiom, min-max distance loss $L_{min/max}$ is then proposed to prevent the selected minimum scores from becoming too small. In this way, $L_{min/max}$ and $L_{min}$ can achieve a reasonable score balance for the documents selected from the min-pooling layer. The min-max distance loss is formulated as

$$ L_{min/max} = \frac{1}{m} \sum_{i=1}^{m} (s(q, d_i^+) - s(q, d_i^-))^2 \quad (5) $$

### 3.5 Max-Pooling Regularization

Due to the convergence level of neural retrieval models and given candidate list quality, the selected maximum documents may contain both truly non-relevant documents and partially relevant candidates. Max-pooling regularization $L_{max}$ is then formulated to
preventing those truly non-relevant documents within maximum candidates from becoming too big. Most neural retrieval models output ranking scores via a final tanh layer. The range of ranking scores is $[-1, 1]$. The max-pooling regularization term is then written as:

$$L_{\text{max}} = \frac{1}{m} \sum_{i=1}^{m} (s(q, d^*_i) + 1)^2$$  \hspace{1cm} (6)

### 3.6 Target Regularization

Similarly, we further add a target regularization term $L_{\text{target}}$ to boost scores for relevant documents.

$$L_{\text{target}} = (1 - \bar{s}(q, d^*))^2$$  \hspace{1cm} (7)

Due to the implicit resemblance between relevant documents and partially relevant candidates, $L_{\text{target}}$ also exerts an indirect impact on the partially relevant documents within maximum candidates. As a result, $L_{\text{min/max}}$, $L_{\text{max}}$, and $L_{\text{target}}$ together establish a subtle ranking balance for the maximum scores.

### 3.7 Listwise Ranking Loss & Ranking Balance

Our final listwise learning framework is formulated as a multi-task learning scheme via the weighted summation of the four components above:

$$L_{\text{PoolRank}} = c_1L_{\text{min}} + c_2L_{\text{min/max}} + c_3L_{\text{max}} + c_4L_{\text{target}}$$  \hspace{1cm} (8)

Wang et al. [27] introduce adversarial learning to information retrieval based on the competition between a generative and a discriminative model. Their proposed generative model uses policy gradient based reinforcement learning to select candidate documents. However, the Markovian nature and the predominantly online learning paradigm can prevent the algorithm from performing well in realistic scenarios. Especially with potential shallowly annotated relevance labels, reinforcement learning may further deteriorate under the circumstances of the misguided relevance feedback. When there are abundant document candidates, IRGAN can be time-consuming and sensitive to the initial setting, due to its sequential decision making. Additionally, IRGAN requires the tailored design of neural networks for both generative model and discriminative model, which does not allow for seamless integration into arbitrary existing neural retrieval models.

Similar to the core idea of competition within adversarial learning, ranking balance is the key concept to ensure the success of PoolRank and to tackle the partial relevance problem within annotated labels, which is illustrated in Figure 1. $L_{\text{min}}$ effectively drives up the relevant scores and pushes down the minimum scores. $L_{\text{min/max}}$ creates a contraction force to prevent minimum scores from being too small. As a result, $L_{\text{min}}$ and $L_{\text{min/max}}$ create a ranking balance for the minimum scores to remain at a reasonably lower level. On the other hand, since some of the maximum candidates may still be reasonably non-relevant, $L_{\text{max}}$ further pushes down the corresponding scores of truly non-relevant documents among the maximum candidates. The partial similarity between positive candidates and partially relevant candidates enforces $L_{\text{target}}$ to enhance the maximum scores indirectly. Hence, $L_{\text{min/max}}, L_{\text{max}}$ and $L_{\text{target}}$ together establish an subtle ranking balance for the maximum scores.

Formulating our goal as a multi-task learning problem, the resulting listwise learning framework offers a number of noteworthy desirable properties. First of all, since our listwise ranking loss is solely based on min-pooling and max-pooling operations, there is no need for introducing additional learnable parameters, making model training less complex and reducing the risk of overfitting. The document-level drop-out effect, induced by the pooling layers, further ignores certain atypical candidates to accelerate model training. The only requirement towards our listwise learning framework is for the range of output ranking scores to fall in the $[-1, 1]$ interval. Various neural retrieval models can be easily fit into our framework. Also, pooling techniques can extract relative ordering information into arbitrary existing neural retrieval models.
4 EXPERIMENT DESIGN

As the theoretical aspects of our pooling-based listwise learning seem promising, we conduct multiple empirical experiments to demonstrate PoolRank’s performance compared to existing pairwise and listwise learning schemes based on various neural retrieval models.

4.1 Retrieval Models

We consider the following neural ranking models in our performance comparison:

- **KNRM** [4] is a kernel based neural model for document ranking. It computes word-level similarities via word embeddings of query and document terms and uses Gaussian kernel pooling techniques to extract multi-level soft-match features. Its final ranking score is then given via a learning-to-rank layer that combines those features.

- **ConvKNRM** [30] is a convolutional kernel-based extension of KNRM model. It utilizes Convolutional Neural Networks (CNN) [14] to compose adjacent words’ embeddings into n-gram embeddings. Similarly, kernel pooling and learning-to-rank layers are used for the final ranking score computation.

- **DRMM** [11] is a deep relevance matching model for ad-hoc retrieval. It employs matching histogram mapping to summarise word-level similarities between query word embeddings and document word embeddings. A term gating network, which is based on word’s Inverse Document Frequency (IDF), is used to help neural network to generate ranking score.

We keep the same ranking model structure so that performance between pairwise learning and listwise learning is comparable. We evaluate and compare our models in terms of the total training time and three common ranking metrics: the Mean Reciprocal Rank (MRR), the Normalized Discounted Cumulative Gain (nDCG) and the Mean Average Precision (MAP) [9, 15, 23].

4.2 Model Implementation Setting

We implement all neural retrieval models in tensor-flow\(^1\). Our GloVe word embeddings are trained on the Common Crawl dataset\(^2\). We use an Adam optimizer [13] with 0.0001 learning rate to train all models. For both KNRM and ConvKNRM models, we set the number of Gaussian kernels to 11 with one harvesting exact matches, using mean value \(\mu_0 = 1.0\) and standard deviation \(\sigma_0 = 10^{-3}\), and ten capturing soft matches, using mean values spaced evenly in the range of \([-1, 1]\), \(\mu_1 = 0.9, \mu_2 = 0.7, \ldots, \mu_{10} = -0.9\), and standard deviation \(\sigma_1 = 0.1\). For ConvKNRM specifically, we set the number of CNN filters to 128 and consider only n-gram lengths of 1, 2, 3. For DRMM, we use LogCount-based histogram (LCH) mapping and set histogram mapping dimension to 30.

4.3 Performance on MS MARCO

The MS MARCO (Microsoft Machine Reading Comprehension) passage ranking dataset [20] is a large-scale dataset which contains nearly 550,000 unique queries from the Bing search engine and more than 8.8 million unique passages. For each query, BM25 [24] is used to produce the top 1000 corresponding passages and human judges annotated any potentially matching passage. Most queries have only one positive relevant passage. Since the difference among some corresponding passages can be difficult to judge, some passages may be erroneously marked as non-relevant even though they are relevant to the query to some limited extent. The collection is comprised of the Top1000 training dataset and the Top1000 development dataset. We follow common practice in using 20% of the development set (1,396 queries) for model validation, and the remaining 80% (5,583 queries) as test data for both pairwise learning and listwise learning. The maximum word length of queries and documents is set to 15 and 150, respectively.

The major advantage of listwise learning comes from its ability to compare a list of candidates simultaneously. Therefore, we choose 4 different list sizes to examine the its impact on the final performance. All truly relevant candidates are always included. Then we randomly sample 50, 100, 150, 200 negative candidates from the top 1000 corresponding passages for each query during training, respectively. To make the training condition comparable between pairwise learning and listwise learning, we select one positive passage and pair it with all the negative passages in the corresponding candidate list to create positive-negative passage pairs for each query during pairwise learning. Validation dataset and test dataset are the same for all the candidate settings, where there are approximately 1000 documents associated with each query. The final test performance is based on the relative ranking performance among those 1000 documents for each query in the test dataset.

Since MS MARCO is a raw text dataset, we use GloVe embeddings [21] with 300 dimensions as our word embedding initialization. Normal random initialization is used when the words or tokens are not found in GloVe collection. We also replace low frequency words/tokens by <UNK> tokens if their appearance frequency is less than 10 among all the queries and passages [7]. Any gains incurred from replacing the representation layer by more powerful transformer-based alternatives can be expected to equally affect all model architectures and are left out of the scope of this work for simplicity.

The basic model settings above are chosen for both pairwise learning and listwise learning to ensure s(q, d) to be consistent. For pairwise learning, we train our models with different batch sizes and choose the optimal ones for each model. For listwise learning, the batch size is set to 4. For each list size, we train our model with different pooling sizes and report the best-performing ones.

For simplicity, the mixture parameters of PoolRank are set to \(c_1 = 0.5, c_2 = 1, c_3 = 0.5, c_4 = 1\) for all the models and list sizes, which is based on the validation performance of ConvKNRM model with list size of 50. Since ranking balance is the cornerstone of PoolRank, these weight parameters control the magnitudes of different forces to regulate maximum/minimum scores. Hence, we do believe that model-dependent and data-dependent fine tuning can further strengthen PoolRank performance. The general effect of each component weight is discussed in Sec 5.

To enable fair comparisons with PoolRank, for pairwise learning, we use pairwise margin ranking loss and RankNet as the key baselines. For listwise learning, the probability-based ListMLE and ListNet are selected, along with the metrics-based ApproxNDCG. The test set performance for different training document levels (Top-50, Top-100, Top-150, Top-200) is shown in Table 1.

\(^1\)https://www.tensorflow.org/
\(^2\)https://commoncrawl.org/
PoolRank outperforms all pairwise learning approaches consistently and by a large margin in terms of MRR, nDCG and MAP. Also, PoolRank requires significantly less training time than the pairwise alternatives. Compared to other listwise learning schemes, PoolRank still yields the highest performance, especially for complex retrieval models such as ConvKNRM. ApproxNDCG performs reasonably well for KNRM model, while failing to yield consistent predictions for ConvKNRM model with different training data levels. The non-convex nature of the optimization problem prevents metric-based methods such as ApproxNDCG from reaching global optima reliably. ListMLE shows its ability to enhance DRMM model, even though its DRMM performance is very close to PoolRank and ListNet. However, as model complexity increases and more documents are available for training, ListMLE pales in comparison with other algorithms with regard to convergence rate. ListNet converges very fast and produces competitive predictions with more documents available for training, i.e. the Top150/200, and it is less effective when fewer training documents are provided, i.e. the Top50.

PoolRank shows the best performance consistently across list sizes and models, while performance on Top50/100 candidates is on par with results on Top200 candidates. This indicates that PoolRank does not need too many training documents to achieve reliable results, and can therefore be memory efficient. Moreover, as model complexity increases (i.e. from DRMM to KNRM to ConvKNRM), PoolRank more effectively exploits the potential of neural retrieval models. The pooling techniques used in PoolRank only select the best document candidates for training, while extracting relative ordering signals based on min/max filtering much like a document-level dropout technique to accelerate model training. As a consequence, PoolRank consumes much less time while maintaining robustness and scalability.

### 4.4 Limited Training Data

In realistic settings, due to the high cost of data collection and human annotation, not all truly relevant documents will always be identified and available during model training. To further reflect on this perspective, we evaluate our PoolRank scheme on a proprietary news collection, which contains around 730k news articles covering various topics, with the restricted access to the relevant documents. We then construct 35 request queries based on this collection. Different from the generally shallowly judged MS MARCO collection, here, on average, 50 expert-judged relevant documents are pre-identified for each request. During model training, only at most two relevant documents are available for each query and the rest of pre-identified positive documents are marked as negative. But all the relevant documents are accessible for each request during model evaluation. Hence, this experiment further examines the effectiveness of the various loss functions when only limited positive candidates are available for model training and relevant documents are mislabeled. We train ConvKNRM, KNRM and DRMM for a fixed 30 epochs. To aid model training, BM25 is used to collect the top-5000 documents for each query. Poolwise/listwise training data is constructed in the same manner as before for MS MARCO. Table 2 reports the resulting model performance.

### Table 2: Test Performance on proprietary news data.

| Model | DRMM | MRR | nDCG | MAP | Time (h) |
|-------|------|-----|------|-----|---------|
| Margin | 0.2452 | 0.3612 | 0.6823 | 0.0696 | 0.4614 | 0.1114 | 0.9059 | 0.1316 | 0.1613 |
| ListNet | 0.2836 | 0.3744 | 0.7081 | 0.6877 | 0.5442 | 0.1066 | 0.9145 | 0.1396 | 0.1833 |
| PoolRank | 0.2070 | 0.3630 | 0.6665 | 0.4268 | 0.6514 | 0.1169 | 0.9224 | 0.1330 | 0.1764 |

### Table 3: Test Performance on MS MARCO with different list sizes. k refers to the best selected pooling window size in PoolRank.

| Model | DRMM | MRR | nDCG | MAP | Time (h) |
|-------|------|-----|------|-----|---------|
| Margin | 0.2452 | 0.3612 | 0.6823 | 0.0696 | 0.4614 | 0.1114 | 0.9059 | 0.1316 | 0.1613 |
| ListNet | 0.2836 | 0.3744 | 0.7081 | 0.6877 | 0.5442 | 0.1066 | 0.9145 | 0.1396 | 0.1833 |
| PoolRank | 0.2070 | 0.3630 | 0.6665 | 0.4268 | 0.6514 | 0.1169 | 0.9224 | 0.1330 | 0.1764 |

Compared to all other pairwise/listwise learning methods, PoolRank yields consistently better performance across different metrics and neural retrieval models. Although ListMLE and ApproxNDCG offer competitive performance on certain metrics and specific models, they fail to yield even near average performance on other cases. This experiment validates the partial relevance assumption within PoolRank, which makes it more applicable in realistic information retrieval systems. For simplicity, we choose the same loss component coefficients and pooling window sizes as in the previous MS
MARCO experiment but believe that even more pronounced gains can be achieved by fine tuning those parameters based on each individual dataset.

5 AN ABLATION STUDY OF LOSS COMPONENTS

In all the experiments showed above, PoolRank uses empirically tuned mixture weights $c_1 = 0.5$, $c_2 = 1$, $c_3 = 0.5$, $c_4 = 1$ based on validation dataset. PoolRank assumes that $L_{\min}$ and $L_{\min,\max}$ create a ranking balance to stabilize the minimum scores to prevent them from becoming too small and $L_{\min,\max}$, $L_{\max}$ and $L_{\text{target}}$ together establish a subtle ranking balance for the maximum scores to keep them being moderate. To further examine PoolRank’s sensitivity to these two ranking balances, we apply PoolRank to ConvKNRM with window size 7 and list size 50 on the MS MARCO dataset with different selections of PoolRank loss components. Table 3 describes model test performance\(^3\) when one or more loss components are withheld (marked as “0”).

We can observe that keeping the individual components of PoolRank balanced is essential to maintaining training effectiveness. If only a single component is used, the model invariably experiences dramatic performance declines. But if we choose two components, only a few combinations yield viable performance: 1) $L_{\max} + L_{\text{target}}$ and 2) $L_{\min} + L_{\min,\max}$, which validates our ranking balance assumption about minimum scores: $L_{\min}$ and $L_{\min,\max}$ maintain the minimum candidates at a reasonably lower score range. Furthermore, the loss with components of $L_{\min,\max} L_{\max} \& L_{\text{target}}$ shows the most significantly enhanced performance, compared to other three-component losses, which justifies these components’ effectiveness at modeling the partial relevance of the maximum candidates.

On the other hand, it is interesting to see that removing $L_{\max}$ or $L_{\text{target}}$ can be detrimental to model performance, since the lack of these key components can break the ranking balance of maximum scores and compromise the final ranking results fatally. PoolRank consists of two coexisting ranking balance, $L_{\min}$, $L_{\min,\max}$ for the minimum documents and $L_{\min,\max}$, $L_{\max}$ & $L_{\text{target}}$ for the maximum candidates. Each ranking balance yields promising results. The subtle control over these two balance offer even more reliable and competitive performance as indicated in Table 1 and Table 3.

6 POOLING SIZE EFFECTS

In our listwise learning approach, we choose different pooling sizes to train neural retrieval models with different numbers of corresponding documents. Pooling size is a critical hyper-parameter in PoolRank. It controls the granularity of the information to extract

---

\(^3\)To preserve space, only the result of list size 50 is reported. The remaining list sizes have been investigated and follow the same trend indicated here.

Table 3: PoolRank loss component ablation on the MS MARCO with list size 50.

| $c_1$ | $c_2$ | $c_3$ | MRR | nDCG | MAP | $c_1$ | $c_2$ | $c_4$ | MRR | nDCG | MAP |
|------|------|------|-----|------|-----|------|------|------|-----|------|-----|
| 0    | 0    | 1    | 0.01568 | 0.13413 | 0.01538 | 1    | 0    | 0    | 0.18067 | 0.31866 | 0.17808 |
| 0    | 0    | 1    | 0.01279 | 0.13077 | 0.01276 | 1    | 1    | 0    | 0.28683 | 0.41881 | 0.28227 |
| 1    | 0    | 0    | 0.01464 | 0.13274 | 0.01447 | 0    | 1    | 1    | 0.29119 | 0.42148 | 0.29653 |
| 1    | 0    | 0    | 0.00983 | 0.24080 | 0.00962 | 0    | 1    | 1    | 0.27608 | 0.40421 | 0.26619 |
| 0    | 0    | 1    | 0.28211 | 0.41391 | 0.27810 | 1    | 1    | 0    | 0.14684 | 0.29062 | 0.14356 |
| 0    | 1    | 0    | 0.01563 | 0.13413 | 0.01531 | 1    | 1    | 0    | 0.17536 | 0.31656 | 0.17292 |
| 0    | 1    | 1    | 0.01226 | 0.13013 | 0.01202 | 1    | 1    | 1    | 0.29216 | 0.42406 | 0.28791 |

\(\text{MRR nDCG MAP}\)
within each candidate list. Compared to the traditional model structure based drop-out technique, pooling size in PoolRank can be regarded as the document-level drop-out rate. Within the pooling window of $p$ documents, only one candidate is selected for max-pooling layer, and another one for min-pooling layer. In the extreme case of $p = 1$, maximum candidates and minimum candidates are always the same. There is no distinct focus on the partial relevance problem. Thus, PoolRank can lead to the degenerative performance. For $p > 1$, the document drop-out rate is $(p - 1)/p$. Moreover, pooling size also determines the distinguishability between maximum candidates and minimum candidates, since it controls how many documents to compare to select the corresponding maximum and minimum. Given the fixed candidate list size for listwise learning, too large pooling size yields more distinctive maximum candidates and minimum candidates, but it also selects much less documents for model training. On the other hand, too small pooling size may not be able to select proper maximum candidates that contain more partially relevant documents.

It’s worth noting that different neural retrieval models show the different ability to distinguish different documents based on the different extracted semantic features. Better models usually can detect linguistic nuance even from vast documents and yield better ranking performance. Therefore, we show how performance evolves for various models with respect to pooling size. Since there are usually only one relevant document for the given query on MS MARCO dataset, ranking metrics, MRR, nDCG and MAP, are approximately proportional to each other and show similar trends. Hence, in Figure 6, we only plot the MRR test performance for each neural retrieval model with different pooling sizes. The dashed lines show the performance of other baseline loss functions we tested, pairwise margin loss, RankNet, ListNet, ListMLE and ApproxNDCG.

Comparing the results of pairwise learning, our PoolRank approach performs better consistently with different pooling sizes in general. When there are more document candidates available, the general performance gap between PoolRank and pairwise learning increases. Although ListNet tends to require larger number of candidates to reach comparable performance, PoolRank with different pooling sizes produces consistent, competitive and reliable performance across different sub-datasets. This means less candidate list is sufficient for PoolRank to reach model potentials. In the realistic production setting, smaller list size means less computing memory requirement for listwise learning, which can encourage more researchers to employ listwise learning to exploit neural model potential.

Specifically, complex models such as ConvKNRM prefer the relatively small pooling size. Due to its strong ability to distinguish documents, small pooling sizes lead to more candidates for model training, while the contrast between maximum/minimum candidates can still be detected. On the other hand, simpler models such as KNRM prefer larger pooling size. As pooling size increases, the pooling-based document difference becomes more useful and reliable for KNRM. Also, simpler models generally require less data for the effective model training. Hence, less selected pooling-based candidates can still be sufficient for KNRM learning. DRMM relies on the fixed word embedding and pre-calculated semantic signals, such as matching histogram mapping. The number of parameters of DRMM is significantly less than even KNRM model. Model learning is all about feeding loss-based update to improve the configuration of the internal neural network parameters. The simplicity of DRMM limits its potential to generate comparable performance. Thus, PoolRank with various pooling sizes leads to the fluctuating results.

7 CONCLUSION

In this paper, we present PoolRank, a pooling-based listwise learning framework that is compatible with arbitrary neural retrieval models. Relevance annotation can be a costly, labor-heavy and time-consuming task for human judges. The false negative rate in many shallowly judged IR collections can potentially be high and may therefore mislead derived neural models. To address this problem, PoolRank introduces the concept of ranking balance and the direct consideration of partial relevance via the classic pooling technique. Within PoolRank, a min-pooling layer selects the most obviously non-relevant candidates at the local level and a max-pooling layer chooses the potential partially relevant, yet non-relevant-labeled candidates carefully based on the prediction comparison among the local candidates. Inspired by mechanical equilibrium in physics, the four components of PoolRank then preserve an effective ranking balance for the selected minimum/maximum candidates. For the minimum candidates, $L_{\text{min}}$ and $L_{\text{min/max}}$ prevent their ranking scores from being too small while still remaining at the lower range. For the maximum candidates, $L_{\text{min/max}}, L_{\text{max}}$ & $L_{\text{target}}$ together build a critical balance to keep their scores being moderate and reflect their partial relevance directly on the final ranking prediction. In our experiments on MS MARCO, we show PoolRank to outperform all traditional pairwise/listwise methods for three different neural retrieval models and four scenarios with strongly varying numbers of available candidate documents per query. With the special design in the proprietary news collection experiment, only certain limited relevant documents are identified for model training. PoolRank still produces the consistent, competitive and reliable performance across different neural retrieval models.

There are several promising directions for future inquiry building on this work. Most notably, PoolRank is the first listwise ranking loss to make use of pooling techniques. To further improve on its performance, we are curious to integrate these pooling-based approaches to existing listwise learning methods, harnessing their joint strengths.

ACKNOWLEDGMENTS

Acknowledgements blinded for anonymous review.
REFERENCES

[1] Christopher Burges, Robert Ragno, and Quoc Le. 2006. Learning to Rank with Nonsmooth Cost Functions. 193–200.

[2] Chris Burges, Tal Shaked, Erin Renshaw, Ari Lazier, Matt Deeds, Nicole Hamilton, and Greg Thullender. 2005. Learning to Rank Using Gradient Descent. In Proceedings of the 22nd International Conference on Machine Learning (Bonz, Germany) (ICML ’05). Association for Computing Machinery, New York, NY, USA, 89–96. https://doi.org/10.1145/1081372.1081380

[3] Zhe Cao, Tao Qin, Tie-Yan Liu, Ming-Feng Tsai, and Hang Li. 2007. Learning to Rank: From Pairwise to Listwise Approach. In Proceedings of the 24th International Conference on Machine Learning (Corvallis, Oregon, USA) (ICML ’07). Association for Computing Machinery, New York, NY, USA, 129 – 136. https://doi.org/10.1145/1273496.1273513

[4] Jamie Callan Zhiyuan Liu Chenyan Xiong, Zhiyun Dai and Russell Power. 2017. End-to-end neural ad-hoc ranking with kernel pooling. In Proceedings of the 40th International ACM SIGIR conference on research and development in information retrieval (SIGIR ’17).

[5] Daniel Cohen, Scott M. Jordan, and W. Bruce Croft. 2019. Learning a Better Negative Sampling Policy with Deep Neural Networks for Search. In Proceedings of the 2019 ACM SIGIR International Conference on Theory of Information Retrieval (Santa Clara, CA, USA) (ICTIR ’19). Association for Computing Machinery, New York, NY, USA, 19–26. https://doi.org/10.1145/3341981.3344220

[6] Joshua Goodman. 2001. Classes for Fast Maximum Entropy Training. Acoustics, Speech, and Signal Processing, 1988. ICASSP-88., 1988 International Conference on 1, 561 – 564 vol.1. https://doi.org/10.1109/ICASSP.2001.940893

[7] Sébastien Hofstätter, Navid Rekabdar, Carsten Eickhoff, and Allan Hanbury. 2019. On the Effect of Low-Frequency Terms on Neural-IR Models. In Proceedings of the 42nd International ACM SIGIR Conference on Research and Development in Information Retrieval (Paris, France) (SIGIR ’19). Association for Computing Machinery, New York, NY, USA, 1137 – 1140. https://doi.org/10.1145/3331184.3331344

[8] Kai Hui, Andrew Yates, Klaus Berberich, and Gerhard de Meule. 2017. PACIR: A Position-Aware Neural IR Model for Relevance Matching. In EMNLP.

[9] Kalervo Jarvelin and Jaana Kekäläinen. 2002. Cumulated Gain-Based Evaluation of IR Techniques. ACM Trans. Inf. Syst. 20, 4 (Oct. 2002), 422 – 446. https://doi.org/10.1145/582415.582418

[10] Sibasish Jana and Suhas Patil. 2009. A Framework for Modeling Relevance in Information Retrieval. In Proceedings of the Sixth International Conference on Semantic Computing (IEEE CS’09). IEEE Computer Society, Los Alamitos, CA, USA.

[11] Qi Ji, Yexin Yang, and Fei Chao. 2019. Learning to Match: A Framework for Relational Learning. In Proceedings of the 42nd International Conference on Machine Learning (Long Beach, CA). PMLR. 3534 – 3543.

[12] Thorsten Joachims. 2002. Optimizing Search Engines Using Clickthrough Data. In Proceedings of the Eighth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (SIGKDD ’02). Association for Computing Machinery, New York, NY, USA, 133–142. https://doi.org/10.1145/781672.781686

[13] Diederik Kingma and Jimmy Ba. 2014. Adam: A Method for Stochastic Optimization. International Conference on Learning Representations (ICLR 12). https://arxiv.org/abs/1412.6980

[14] Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton. 2012. ImageNet Classification with Deep Convolutional Neural Networks. Neural Information Processing Systems 25 (01 2012). https://doi.org/10.1561/1500000019

[15] Long Liu and M. Tamer Oez (Eds.) 2009. Mean Average Precision. Springer US, Boston, MA, 1703–1708. https://doi.org/10.1007/978-0-387-39940-9_3032

[16] Zhengdong Lu and Hang Li. 2013. A Deep Architecture for Matching Short Texts. In Proceedings of the 30th International Conference on Neural Information Processing Systems - Volume 1 (Lake Tahoe, Nevada) (NIPS ’13). Curran Associates Inc., Red Hook, NY, USA, 1367–1375.

[17] Andrzej Mnih and Koray Kavukcuoglu. 2013. Learning Word Embeddings Efficiently with Noise-Contrastive Estimation. In Proceedings of the 26th International Conference on Neural Information Processing Systems - Volume 2 (Lake Tahoe, Nevada) (NIPS ’13). Curran Associates Inc., Red Hook, NY, USA, 2265–2273.

[18] Liang Pang, Yanyan Lan, Jiefeng Guo, Jun Xu, Shengxian Wan, and Xueqi Cheng. 2016. Text Matching as Image Recognition. In Proceedings of the Thirteenth AAAI Conference on Artificial Intelligence (Phoenix, Arizona) (AAAI ’16). AAAI Press, 2793–2799.

[19] Liang Pang, Yanyan Lan, Jiefeng Guo, Jun Xu, Jinfang Xu, and Xueqi Cheng. 2017. DeepRank: A New Deep Architecture for Relevance Ranking in Information Retrieval. In Proceedings of the 2017 ACM on Conference on Information and Knowledge Management (Singapore, Singapore) (CIKM ’17). Association for Computing Machinery, New York, NY, USA, 257–266. https://doi.org/10.1145/3133284.3132914

[20] Nick Crawley Li Deng Jianfeng Gao Xiaodong Liu Rangan Majumder Andrew McNamara Bhaskar Mitra Tri Nguyen Mir Rosenberg Xia Song Alina Stoica Saurabh Tiwary Payal Bajaj, Daniel Campos and Tong Wang. 2016. MS MARCO: A Human Generated Machine Reading Comprehension Dataset. In 30th Conference on Neural Information Processing Systems (NIPS ’16).

[21] Jeffrey Pennington, Richard Socher, and Christopher D. Manning. 2014. GloVe: Global Vectors for Word Representation. In Empirical Methods in Natural Language Processing (EMNLP). 1532–1543. http://www.aclweb.org/anthology/D14-1162

[22] Tao Qin, Tie-Yan Liu, and Hang Li. 2010. A general approximation framework for direct optimization of information retrieval measures. Information Retrieval 13, 4 (2010), 375 – 397. https://doi.org/10.1007/s10791-009-9126-x

[23] Mogi R. Radev, Hong Q. Harris Wu, and Weiguo Fan. 2002. Evaluating Web-based Question Answering Systems. In Proceedings of the Third International Conference on Language Resources and Evaluation (LREC’02). European Language Resources Association (ELRA). Las Palmas, Canary Islands - Spain. http://www.lrec-conf.org/proceedings/lrec2002/pdf/301.pdf

[24] Stephen Robertson and Hugo Zaragoza. 2009. The Probabilistic Relevance Framework: BM25 and Beyond. Foundations and Trends in Information Retrieval. 3, 4 (2009), 333–389. https://doi.org/10.1561/1500000019

[25] Michael Taylor, John Guvier, Stephen Robertson, and Tom Minka. 2008. SoftRank: Optimizing Non-Smooth Rank Metrics. In Proceedings of the 2008 International Conference on Web Search and Data Mining (Palo Alto, California, USA) (WSDM ’08). Association for Computing Machinery, New York, NY, USA, 77 – 86. https://doi.org/10.1145/1341551.1341544

[26] Nicolas Usunier, David Buvioni, and Patrick Gallinari. 2009. Ranking with Ordered Weighted Pairwise Classification. In Proceedings of the 26th Annual International Conference on Machine Learning (Montreal, Quebec, Canada) (ICML ’09). Association for Computing Machinery, New York, NY, USA, 1057–1064. https://doi.org/10.1145/1553374.1553509

[27] Jun Wang, Lantao Yu, Weiinan Zhang, Yu Gong, Yinghui Xu, Benyoun Wang, Peng Zhang, and Delli Zhang. 2017. IRGAN: A Minimax Game for Unifying Generative and Discriminative Information Retrieval Models. In Proceedings of the 40th International ACM SIGIR Conference on Research and Development in Information Retrieval (Shijuku, Tokyo, Japan) (SIGIR ’17). Association for Computing Machinery, New York, NY, USA, 515–524. https://doi.org/10.1145/3077136.3080786

[28] Fen Xia, Tie-Yan Liu, Jue Wang, Wensheng Zhang, and Hang Li. 2008. Listwise Approach to Learning to Rank: Theory and Algorithm. In Proceedings of the 25th International Conference on Machine Learning (Helsinki, Finland) (ICML ’08). Association for Computing Machinery, New York, NY, USA, 1192 – 1199. https://doi.org/10.1145/1390156.1390306

[29] Wei Yang, Haotian Zhang, and Jimmy Lin. 2019. Simple Applications of BERT for Ad Hoc Document Retrieval. arXiv:abs/1903.10972 (2019).

[30] Jamie Callan Zhiyuan Dai, Chenyan Xiong and Zhiyun Liu. 2018. Convolutional neural networks for soft-matching n-grams in ad-hoc search. In Proceedings of the eleventh ACM international conference on web search and data mining (WSDM ’18).