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Abstract
Correlation analysis is a common statistical analysis in various fields. The aim is usually to determine to what extent two numerical variables are correlated with each other. One of the issues that are important to be considered before conducting any correlation analysis is to plan for the sufficient sample size. This is to ensure, the results that to be derived from the analysis be able to reach a desired minimum correlation coefficient value with sufficient power and desired type I error or p-value. Sample size estimation for correlation analysis should be in line with the study objective. Researchers who are not statistician need simpler guideline to determine the sufficient sample size for correlation analysis. Therefore, this study aims to tabulate tables that show sample size calculation based on desired correlation coefficient, power and type I error (p-value) values. Moving towards that, simpler guidelines are proposed to estimate sufficient sample size requirements in different scenarios.
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1. Introduction
Pearson correlation test is a univariate statistical test to measures the magnitude of correlation between two numerical variables. This statistical test is commonly used for research in various fields. The different between correlation and Simple Linear Regression (SLR) is with regards to prediction. In SLR, researchers are able to predict outcome based on a set of predictors. Usually in SLR, the condition of variables whether is a predictor or outcome is justified. Unlike correlation test, both variables may correlate with each other but it may not a relationship of predictor and outcome (Krzanowsk, 1988; Rodriguez, 1982).

Sample size guideline has to be guided with the determination of sizeable effect size that researchers can accept or tolerate. The lacking on this may contribute to publication bias in research (Kühberger et al., 2014). Meaning that, the desired effect size should also be prioritized besides setting the reasonable cut offs for p-value and power (example: p-value with 0.05 and power with 80%) (American Educational Research Association, 2006; Thompson, 2009; American Psychological Association,
2010). There are free software available to calculate sample for correlation test (StatsToDo, 2014; Sample Size Calculators, 2016). Besides that, there were also papers published with regards to sample size requirement for correlation test (Faul et al., 2009; Bonett & Wright, 2000). Although the free software and published papers are available, however researchers especially who majority are non statisticians may need simpler guideline regarding sample size requirement for correlation analysis. This is because sample size determination is very much depends on the study objective besides knowing the statistical test to be used to answer the objective. Researchers need to understand the scenario and later to determine an appropriate sample size for their study.

Therefore, this study was conducted with the aims are to produce tables of sample size requirement for correlation test and explain the guideline on how to use these tables. The scope of this paper is suitable for non statisticians for example clinicians who do research in clinical setting. They will know how many sample need to be collected and why they planned for the estimated sample size.

2. Methodology

Sample size for correlation was generated using Power Analysis and Sample Size Software (PASS) version 11.0. Sample size calculations were conducted for one correlation test and inequality tests for two correlations. The procedures of the two tests are listed under Correlation category. Once the procedure is selected, the Data tab would appear. In this Data tab contains parameters and options that helps to calculate the sample size. The option for “Solve For” provides selection of parameters to be solved. The parameters are Power, Beta or N. Parameter N was selected since our interest is to calculate the sample size. Power is the probability of rejecting a false null hypothesis. It is also equal to one minus Beta. While Beta is the probability of type II error. The value of both Power and Beta must between zero and one. Power of 0.80 (Beta = 0.20) or 0.90 (Beta = 0.10) are an acceptable value and commonly used. In this study, selection of Power are provide which are 0.80 and 0.90. The value of Alpha represents the probability of a type I error. Value of Alpha is between zero and one however, value of 0.05 is used in the study. R0 (Baseline Correlation) is the value of correlation sets at null hypothesis or the value of $\rho_0$. Note that the value of correlation ranges between -1 and +1. The value of R0 usually set as 0 however in this study we used diverse value of R0 which set from 0.0 to 0.8 as an option. R1 (Alternative Correlation) is the value of correlation at alternative hypothesis or the value $\rho_1$. In this study, value of R1 are considered between 0.1 to 0.9.

2.1 Hypothesis Testing

This part provides an option for the alternative hypothesis. It specifies the direction of the hypothesis. The null hypothesis is set as $H_0 : \rho_0 = \rho_1$.

The selections for the alternative hypothesis are:

$H_a : \rho_0 \neq \rho_1$.

This is for two-tailed test. It is use when the objective is to test whether the correlation values are different.
$H_a: R_0 < R_1$ or $H_a: R_0 > R_1$ are for one-tailed test.

All calculations are based on the algorithm described by Guenther (1977) for calculating the cumulative correlation coefficient distribution.

3. Results

Sample size tables for one correlation test are presented in Table 1 and Table 2. For $R_0$ is equal to zero, sample size of 782 is needed to be able to detect correlation coefficient of 0.1 with alpha of 0.05 and power of 80.0%. When correlation coefficients are increased to 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9, the sample sizes are reduced to 193, 84, 46, 29, 19, 13, 9 and 6 respectively. For $R_0$ is not equal to zero, the larger sample size is needed when the different between $R_0$ and $R_1$ is smaller. For example, to detect low difference of 0.1 unit different based on alpha of 0.05 and power of 80%, the estimated highest minimum sample size is between 751 ($R_0 = 0.1$ and $R_1 = 0.2$) and the estimated lowest minimum sample size is 59 ($R_0 = 0.8$ and $R_1 = 0.9$). Sample size table for inequality tests of two correlations tests is presented in Table 3 and Table 4. The larger sample size is needed when the different between the two correlations from different samples are smaller. For example, to detect low difference of 0.1 unit different based on alpha of 0.05 and power of 80%, the estimated highest minimum sample size is between 1563 ($R_0 = 0.0$ and $R_1 = 0.1$) and the estimated lowest minimum sample size is 116 ($R_0 = 0.8$ and $R_1 = 0.9$) as shown in Table 3. The larger sample size is needed when to detect power of 90.0% as shown in Table 4.

Table 1. Sample Size Requirement for One Correlation Test with Power = 80%, Alpha = 0.05

| $R_0$ | $R_1$ | No. of subjects | $R_0$ | $R_1$ | No. of subjects |
|-------|-------|----------------|-------|-------|----------------|
| 0.0   | 0.1   | 782            | 0.3   | 0.4   | 605            |
| 0.2   |       | 193            | 0.5   | 139   |
| 0.3   | 84    | 46             | 0.6   | 56    |
| 0.4   | 29    | 19             | 0.7   | 28    |
| 0.5   | 13    | 9              | 0.8   | 15    |
| 0.6   | 9     | 6              | 0.9   | 9     |
| 0.7   | 0.4   | 0.5            | 500   |
| 0.8   | 0.9   | 111            |
| 0.9   | 0.6   | 43             |
| 0.1   | 0.2   | 751            | 0.8   | 20    |
| 0.3   | 182   | 0.9            | 10    |
| 0.4   | 78    | 0.5            | 0.6   | 382   |
| 0.5   | 41    | 0.7            | 80    |
| 0.6   | 25    | 0.8            | 29    |
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Table 2. Sample Size Requirement for One Correlation Test with \textit{Power} = 90\%, \textit{Alpha} = 0.05

| $R_0$ | $R_1$ | No. of subjects | $R_0$ | $R_1$ | No. of subjects |
|-------|-------|-----------------|-------|-------|-----------------|
| 0.0   | 0.1   | 1046            | 0.3   | 0.4   | 809             |
| 0.2   | 0.5   | 37              | 0.6   | 0.8   | 20              |
| 0.3   | 112   | 258             | 0.5   | 185   |                 |
| 0.4   | 61    | 24              | 0.6   | 74    |                 |
| 0.5   | 37    | 17              | 0.7   | 36    |                 |
| 0.6   | 24    | 0.4             | 0.8   | 20    |                 |
| 0.7   | 0.9   | 17              | 0.5   | 668   |                 |
| 0.8   | 0.4   | 11              | 0.6   | 147   |                 |
| 0.9   | 0.7   | 8               | 0.8   | 56    |                 |
| 0.1   | 0.2   | 1005            | 0.8   | 26    |                 |
| 0.3   | 0.9   | 243             | 0.9   | 12    |                 |
| 0.4   | 0.5   | 103             | 0.6   | 510   |                 |
| 0.5   | 0.7   | 55              | 0.8   | 107   |                 |
| 0.6   | 0.8   | 32              | 0.9   | 38    |                 |
| 0.7   | 0.9   | 20              | 0.6   | 15    |                 |
| 0.8   | 0.7   | 13              | 0.7   | 349   |                 |
| 0.9   | 0.8   | 8               | 0.8   | 67    |                 |
| 0.2   | 0.3   | 924             | 0.9   | 20    |                 |
| 0.4   | 0.7   | 218             | 0.8   | 199   |                 |
| 0.5   | 0.9   | 46              | 0.8   | 78    |                 |
| 0.6   | 0.9   | 26              | 0.7   | 32    |                 |
| 0.8   | 0.6   | 16              | 0.8   | 78    |                 |
Table 3. Sample Size Requirement for Inequality Tests for Two Correlations with $Power = 80\%$, $Alpha = 0.05$

| $R_0$ | $R_1$ | No. of subjects | $R_0$ | $R_1$ | No. of subjects |
|-------|-------|-----------------|-------|-------|-----------------|
| 0     | 0.1   | 1563            | 0.3   | 0.4   | 1209            |
|       | 0.2   | 385             | 0.5   | 277   |
|       | 0.3   | 167             | 0.6   | 110   |
|       | 0.4   | 91              | 0.7   | 54    |
|       | 0.5   | 56              | 0.8   | 29    |
|       | 0.6   | 36              | 0.9   | 15    |
|       | 0.7   | 24              | 0.4   | 599   |
|       | 0.8   | 17              | 0.6   | 220   |
|       | 0.9   | 11              | 0.7   | 83    |
| 0.1   | 0.2   | 1501            | 0.8   | 38    |
|       | 0.3   | 362             | 0.9   | 18    |
|       | 0.4   | 154             | 0.5   | 762   |
|       | 0.5   | 81              | 0.6   | 159   |
|       | 0.6   | 48              | 0.7   | 56    |
|       | 0.7   | 30              | 0.8   | 22    |
|       | 0.8   | 19              | 0.6   | 521   |
|       | 0.9   | 12              | 0.7   | 99    |
| 0.2   | 0.3   | 1380            | 0.9   | 29    |
|       | 0.4   | 325             | 0.7   | 297   |
|       | 0.5   | 134             | 0.8   | 46    |
|       | 0.6   | 69              | 0.9   | 116   |
|       | 0.7   | 39              | 0.8   | 116   |
|       | 0.8   | 23              | 0.9   | 13    |
|       | 0.9   | 13              |

Table 4. Sample Size Requirement for Inequality Tests for Two Correlations with $Power = 90\%$, $Alpha = 0.05$

| $R_0$ | $R_1$ | No. of subjects | $R_0$ | $R_1$ | No. of subjects |
|-------|-------|-----------------|-------|-------|-----------------|
| 0     | 0.1   | 2091            | 0.3   | 0.4   | 1617            |
|       | 0.2   | 515             | 0.5   | 369   |
|       | 0.3   | 223             | 0.6   | 146   |
4. Discussions

When to estimate sample size for correlation analysis? Sample size for correlation test has to be considered if one of the aims of a study is to determine the magnitude of correlation between two numerical variables. Usually in general, correlation analysis can be analyzed in three different scenarios. First is to determine the correlation when we assumed null hypothesis is equal to zero, second to determine the correlation when we assume null hypothesis is not equal to zero and third to determine the correlation for inequality tests for two correlations.

4.1 When Null Hypothesis is Equal to Zero

When null hypothesis is equal to zero, it means that the researchers assumed that the two variables have no association in the null hypothesis. In other words, researchers aim to determine the magnitude of association between the two variables. Usually in research, researchers will aim higher effect size in order to prove that the two variables have a correlation. Generally, correlation coefficient of 0.3 is considered sizeable (Cohen, 1992). Thus to measure the medium correlation coefficient with power of 80%, minimum sample size of 84 is needed to achieve correlation coefficient of at least 0.3. The lower
sample size is needed to detect the higher correlation coefficient such as sample size of minimum 29 and 13 to be able to detect correlation coefficient of 0.5 and 0.7 respectively.

As for example, researchers would like to determine the correlation between “variable A” and “variable B”. From past literatures, the correlation between both variables was estimated within 0.42-0.55. What is the minimum sample size that the researcher needs to collect to get significant result? Since the lower effect size will yield the larger sample, therefore from Table 1, the minimum required sample size is 46. In Table 1, correlation coefficient for 0.42 was not calculated. However, the lower but closest correlation coefficient can be used such as 0.4. If the researchers have no issue in collecting more samples, then researchers may consider collecting minimum samples of 193 to be able to detect at least correlation coefficient of 0.2. In this case, although the correlation coefficient of 0.4 might not be achievable, at least researcher is able to detect the lower correlation coefficient with significant results.

The example of sample size statement can be written as follow: “The aim of the study is to determine the correlation between “variable A” and “variable B”. The aim is to get significant result (p < 0.05) with sufficient power (80%) to detect at least correlation coefficient of 0.4. Therefore, the minimum required sample size for this study is 46. The formula for calculation is based on two-tailed test (Guenther, 1977)”.

4.2 When Null Hypothesis is Not Equal to Zero

When null hypothesis is not equal to zero, it means that the researcher assumed that the two variables have a certain magnitude of correlation coefficient in the null hypothesis. In other words, researchers aim to determine the magnitude of association between the two variables is higher or lower than an estimated correlation coefficient in the null hypothesis. For example, suppose from past experience showed that the correlation between the exams score between mathematics and science subjects is 0.50 in a particular class. A teacher wants to test whether the correlation between the two subjects were more than 0.50 in a different class. How many students are there that need to be collected? Here, the correlation coefficient in the null hypothesis is = 0.50. In this scenario, the larger sample size is needed when the difference between the correlation coefficient in the null and alternative hypothesis is smaller.

Based on power of 80% for instance, a minimum sample size of 382 is needed to be able to detect at least 0.1 units different in correlation coefficient (e.g., 0.5 versus 0.6). However, only a minimum sample size of 80 samples is needed to be able to detect at least 0.2 units different in correlation coefficient (e.g., 0.5 versus 0.7). Then it is up to the researcher to decide to what extent the researcher can accept the difference between the correlation coefficient in the null and alternative hypothesis is sizeable enough to indicate there is a different of correlation between the two classes.

The example of sample size statement can be written as follow: “The aim of the study is to determine the correlation between “variable A” and “variable B”. “Variable A” and “variable B” from a previous study is said to have a correlation coefficient of 0.5. Researcher estimated that the correlation coefficient between “variable A” and “variable B” is able to achieve at least 0.7 from new set of data. Thus, the aims is to get significant result (p < 0.05) with sufficient power (80%) to detect at least
correlation coefficient of 0.7 when the correlation coefficient in the null hypothesis is 0.5. Therefore, the minimum required sample size for this study is 80. The formula for calculation is based on two-tailed test (Guenther, 1977)“.

4.3 Inequality Tests for Two Correlations

In a scenario of inequality tests for two correlations, researcher aims to determine whether the magnitude of association between the two variables is different from two different groups of sample. For example, a teacher wants to test whether the correlation between the two subjects (mathematics and science) are different between males and females students. How many students are there that need to be collected? In this scenario, the larger sample size is needed when the different of correlation coefficient of the two subjects between males and females are smaller. Based on power of 80% for instance, a minimum sample size of 762 is needed to be able to detect at least 0.1 units different in correlation coefficient when correlation coefficient of males is estimated at 0.5 versus correlation coefficient of females is estimated at 0.6. However, only a minimum sample size of 56 samples is needed to be able to detect at least 0.3 units different in correlation coefficient (e.g., 0.5 versus 0.8).

The example of sample size statement can be written as follow: “The aim of the study is to determine whether the correlation coefficient between two exam scores (mathematics and science subjects) are different between gender. Researchers estimated that the correlation coefficient between the two exams scores among males student is 0.5. Researchers have estimated that the correlation coefficients between the two exams scores are higher among females’ students which are about at least 0.3 units different. Thus, the aims is to get significant result (p < 0.05) with sufficient power (80%) to detect at least the different of correlation coefficient of 0.3 when the correlation coefficient for males and females student are estimated at 0.5 and 0.8 respectively. Therefore, the minimum required sample size for this study is 56 samples among male’s students and 56 samples among female’s students. The formula for calculation is based on two-tailed test (Guenther, 1977)”. 

4.4 Other Considerations

Say a researcher intends to compare the correlation coefficient between more than two groups. Authors suggested the researcher could use the approach from inequality tests for two correlations. For example, a teacher wants to test whether the correlation between the two subjects (mathematics and science) are different between three different schools (school A, school B and school C). The teacher needs to estimate the lowest correlation coefficient from either one of the schools. Then he/she needs to estimate the sizeable different of correlation coefficient to defeats the lowest correlation coefficient that was set earlier. For example, the teacher estimated correlation coefficient of the two subjects in school C is 0.5 and he/she satisfies if one of the schools could achieve the correlation coefficient of 0.7. Then the minimum required sample size is 159 in each school.

Taking example from “When Null Hypothesis is Not Equal to Zero”, lower sample is needed to be able to detect high effect size and vice versa. Generally, it is rare the correlation of two variables is studied just to determine the correlation is weak or poor. If the aim is to determine whether the two variables
have a sizeable correlation, thus the minimum effect size or correlation coefficient usually to be set is 0.3 (Cohen, 1992). However, it is not encourage for researcher to plan for small sample although they target the finding will yield strong correlation. Result may yield otherwise after the analysis is conducted. Hence, we proposed minimum of 29 samples or subject to be recruited to determine the reasonable high correlation of two variables (to be able to detect effect size to detect correlation coefficient = 0.5 with alpha and power are set at 0.05 and 80% respectively). Results for sample size determination presented in this study actually as a guideline for minimum sample. In fact, researchers are encouraged to take more than the minimum sample. Therefore, taking large sample is also reasonable since it will increase the accuracy of the estimates. Some studies suggest that by taking sample of more than 300, the statistics that will be derived from the sample will be likely the same with the true value in the intended population (Bujang et al., 2009; Bujang et al., 2015). This guideline perhaps is suitable for survey that has relatively large population.

One of the limitations of this paper is the limited in terms of statistics for the purpose of sample size calculation. For example, this paper did not take into account the sample size requirement for correlation coefficient with two decimal points such 0.35 or 0.37. Generally, researchers are only estimating the sample size and therefore estimating the correlation coefficient with one decimal point is sufficient. For instance, researcher can estimate the correlation coefficient of 0.3 instead of 0.35 and 0.37 since it will yield larger sample size. Besides that, this paper also did not include non parametric test such as spearman rank correlation. However, when estimating for sample size, researcher will not know whether the assumption for Pearson correlation is met or not. Therefore, researchers can assume the assumptions for Pearson correlation is met when use these tables for estimating the sample size.
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