Preferred orientation and its effects on intensity-correlation measurements
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Intensity-correlation measurements allow access to nanostructural information on a range of ordered and disordered materials beyond traditional pair-correlation methods. In real space, this information can be expressed in terms of a pair-angle distribution function (PADF) which encodes three- and four-body distances and angles. To date, correlation-based techniques have not been applied to the analysis of microstructural effects, such as preferred orientation, which are typically investigated by texture analysis. Preferred orientation is regarded as a potential source of error in intensity-correlation experiments and complicates interpretation of the results. Here, the theory of preferred orientation in intensity-correlation techniques is developed, connecting it to the established theory of texture analysis. The preferred-orientation effect is found to scale with the number of crystalline domains in the beam, surpassing the nanostructural signal when the number of domains becomes large. Experimental demonstrations are presented of the orientation-dominant and nanostructure-dominant cases using PADF analysis. The results show that even minor deviations from uniform orientation produce the strongest angular correlation signals when the number of crystalline domains in the beam is large.

1. Introduction

Many functional materials exhibit polycrystalline microstructures. The physical properties of these materials depend both on the structure of each single crystal domain as well as the spatial orientation and distribution of these domains – the texture – of the aggregate (Bunge, 1982, 1987; Engler & Randle, 2010). Many technologically important physical properties such as bulk moduli, piezoelectric coefficients, ionic conductivity and superconductivity arise due to anisotropy in the crystal structure, and the resulting macroscopic behaviour of a polycrystalline material is governed by its texture (Fuentes, 1998; Welzel et al., 2005; Hilgenkamp & Mannhart, 2002). Anisotropy in the orientation distribution, known as preferred orientation, has significant consequences for bulk physical behaviour and complicates the analysis of diffraction data by modifying peak intensities. In powder-diffraction studies concerned primarily with structure determination, texture frequently complicates the analysis, but modern refinement software contains routines for correcting intensity modulations following well known corrections (e.g. Dollase, 1986; Ahtee et al., 1989; Järvinen, 1993; Zolotoyabko, 2009).
Texture theory for polycrystalline materials is well developed and has been widely applied in particular to metals and ceramics (Bunge, 1982). In this formalism, the texture of a sample is described by the orientation distribution function, which is experimentally accessible through its two-dimensional projection, the pole distribution. A distinction can be made between macrotexture and microtexture (Engler & Randle, 2010). Macrotexture occurs when the preferred orientation of crystal grains is correlated to the macroscopic dimensions of the sample. This type of texture is accessible to conventional X-ray and neutron scattering methods. Microtexture occurs when there are microscopic regions in the sample where crystal grains align locally, and can be studied using techniques such as electron backscatter diffraction (Dingley & Randle, 1992; Wright et al., 2007; Engler & Randle, 2010).

The importance of texture is not limited to crystalline materials. Many composites such as biological tissues, fabrics and carbon fibre gain their emergent properties from the orientation and hierarchical organization of fibres, domains or nanoparticles (Aghamohammazadeh et al., 2004; Kelly et al., 2018; Cho et al., 2017; Qian et al., 2018; Poulsen et al., 2005).

Methods for probing disordered or partially ordered structures are less well developed than classical crystallography. Typically, disordered materials have been studied through the analysis of the ‘total scattering structure factor’ and its Fourier transform, the pair distribution function (PDF). This highly successful approach has been applied to a wide array of materials taking advantage of advances in instrumentation and modelling techniques, including development of texture analysis (Paddison, 2019; Dippel et al., 2019; Cervellino & Frison, 2020). Fluctuation X-ray scattering (FXS) is an alternative approach for probing disordered structure (Kam, 1977; Kam et al., 1981; Treacy et al., 2005) that aims to go beyond pair statistics and recover information about local angular structure. By angular correlation analysis of large ensembles of X-ray scattering data, FXS is able to extract atomic and nanoscale structural information from a range of materials using both synchrotron and X-ray free-electron laser sources, including colloidal glasses and crystals (Wochner et al., 2009; Lehmkühler et al., 2016), liquid-crystal membranes (Kurta et al., 2013; Zaluzhnyy et al., 2015, 2018), nanoparticles and viruses (Mendez et al., 2014, 2016; Kurta et al., 2017, 2019; Pande et al., 2018), and magnetic domains (Su et al., 2011).

Recently we demonstrated how averaged angular correlations from diffraction patterns can be transformed into a three-dimensional multi-atom real-space distribution called the pair-angle distribution function (PADF) (Martin, 2017; Martin et al., 2020a,b; Adams et al., 2020). The PADF is a higher-order analogue of the basic PDF and is rich in information relating to orientation and bond angles. In the PADF, this information is mapped into a sum of three- and four-atom correlation functions, which encode two pairwise distances and one relative angle.

One underlying assumption in PADF analysis and many other three-dimensional FXS analysis methods is a uniform orientation distribution of scatterers. For fluctuation scattering and PADF analysis to be more widely adopted, texture and its effect on the PADF must be explored. Here we develop theory to quantify the contribution arising from the preferred orientation in FXS and compare it with the desired nanostructure FXS signal. We consider a limiting case of microtexture, where the orientation distribution is close to, but not perfectly, uniform. Since FXS experiments typically aim for materials with a uniform orientation distribution, this microtextural case is the most likely way that preferred orientation will affect FXS experiments. In this case, we find that the preferred-orientation effects dominate when the number of domains (or particles) in the beam becomes very large. We also present a real example observed in a self-assembled lipid system where preferred orientation is the dominant effect observed in the PADF/FXS results. Subsequently, we compare this with a microfocus FXS experiment which circumvents preferred orientation and where the desired nanostructure signal is dominant.

2. Theory
2.1. Preferred orientation

Texture analysis is concerned with the probability distribution of crystallite orientations in polycrystalline materials. We define this probability as $f(g)$, where $g$ represents a rotation of a crystallite from a sample orientation axis. The rotation can be represented, for example, in terms of Euler angles: $g = [\phi_1, \Phi, \phi_2]$. Explicitly, $g$ relates the rotation of a crystallite-fixed coordinate system $(x, y, z)$ to a sample orientation coordinate system $(X, Y, Z)$. Here we follow the spherical harmonic formalism, first presented by Roe (1965), using notation given by Bunge (1982). In spherical harmonics, the orientation distribution is written as

$$f(g) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} C_{l}^{m} T_{l}^{m}(g),$$

and if the orientation $g$ is expressed in terms of Euler angles we obtain

$$f(\phi_1, \Phi, \phi_2) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} C_{l}^{m} \exp(i m \phi_1) P_{l}^{m}(\Phi) \exp(i m \phi_2),$$

where $P_{l}^{m}(\Phi)$ are generalizations of the associated Legendre functions. When the crystal domains have no preferred orientation, $f(\phi_1, \Phi, \phi_2)$ takes a constant value independent of crystal orientation. Crystal point-group symmetry can act to make certain rotations symmetrically equivalent and also places constraints on the coefficients $C_{l}^{m}$. (Bunge, 1982; Von Dreele, 1997). However, our treatment will remain general and applicable to crystalline and amorphous materials. The orientation distribution is not directly measurable. However, X-ray diffraction experiments can measure a reduced form of $f(\phi_1, \Phi, \phi_2)$ called the pole distribution (or ‘general axis distribution’), which is expressed with respect to a sample orientation axis $y$ as
where \( \phi \) is an angle of the polar axis of a crystallite \( y \) to the scattering vector \( q \) [see Roe (1965), Bunge (1982) and Paak-kari et al. (1988) for further geometrical details]. In spherical harmonics, the pole distribution is given by

\[
P_y(q) = \frac{1}{2\pi} \int_0^{2\pi} f(g) d\phi,
\]

where the coefficients \( d_{lm,y} \) are defined by

\[
d_{lm,y} = \sum_{m'=1}^{l} 4\pi C_{lm'}^m Y_{lm'}(q),
\]

In the case where the orientation distribution is not uniform, the pole distribution \( p_y(q) \) expresses this anisotropy and is related to the measured diffraction pattern \( I_{\text{meas}}(q) \) by

\[
p_y(q) = \frac{I_{\text{meas}}(q)}{N_l(q)},
\]

where \( I_0(q) \) is the isotropic intensity distribution of a single domain and \( N \) is the number of particles per diffraction pattern. Although we write \( p_y(q) \) to be consistent with the right-hand side of equation (6), the pole distribution depends on orientation only and is independent of the magnitude of the scattering vector \( q \).

In this study, only equations (4) and (6) are needed. Equation (6) will be used to write down the correlation function in terms of the pole distribution, while the spherical harmonic coefficients \( d_{lm,y} \) introduced in equation (4) will be used to estimate the size of the preferred orientation signal in intensity-correlation analysis.

2.2. Intensity correlations

There are two types of texture that we classify here as macrotexture and microtexture. In the case of macrotexture, the distribution of the \( y \) axis for each crystal domain is aligned to a macroscopic dimension of the sample. The orientation can be chosen with respect to the beam axis and, possibly, rotated to recover three-dimensional information about the pole distribution. In the case of microtexture, the axis \( y \) for each crystal domain is associated with a region of the sample larger than a single crystal domain but much smaller than the macroscopic dimensions of the sample. Within each region, a crystal domain has a preferred orientation with respect to a local value of \( y \), but not necessarily to the macroscopic dimensions. The experimental data we present are an example of microtexture but not macrotexture.

In a fluctuation-scattering experiment, we measure a large ensemble of diffraction patterns from different microscopic regions of the sample by raster scanning. For each measurement labelled \( k \), we can specify a reference axis \( y_k \). The orientation distribution \( f_k(g) \) is then specified with respect to this local reference axis. Then we define \( P(y_k) \) to be the distribution of directions \( y_k \) in the ensemble of measured regions of the sample. In the case of macrotexture, we expect \( P(y_k) \) to be sharply peaked around a particular direction related to the macroscopic dimensions of the sample. For microtexture, \( P(y_k) \) can be broad or even uniform and set by microstructural properties such as local strain fields.

We denote the measured diffraction pattern for each region \( k \) as \( I_k^{(M)} \). We define the intensity with the angular mean subtracted by

\[
\bar{I}(q) = I(q) - \frac{1}{2\pi} \int d\theta I(q, \theta). \tag{7}
\]

The measured correlation function is given by

\[
C^{(M)}(q, q', \theta) = \frac{1}{N_d} \sum_{k=1}^{N_d} \int d\theta' I_k^{(M)}(q, \theta' + \theta) \bar{I}_k^{(M)}(q', \theta'), \tag{8}
\]

where \( N_d \) is the number of measured diffraction patterns.

Our aim here is to predict the expectation value (ensemble average) of \( C^{(M)}(q, q', \theta) \) from the orientation distribution \( f(g) \). For notational simplicity, we denote the expectation value of the correlation function by \( C(q, q', \theta) \). We denote the diffraction pattern of a crystal in region \( k \) and in orientation \( g \) by \( I_k(q; g) \). For our purposes here, it is sufficient to associate \( I_k(q; g) \) to a single crystal structure throughout the sample. Structural heterogeneity can be included by considering \( I_k(q; g) \) as an ensemble average over the different structures or unit cells present. The rotation \( g \) is defined with respect to the reference axis for that region \( y_k \). The expected value of the correlation function is then

\[
C(q, q', \theta) = \frac{1}{N_d} \sum_{k=1}^{N_d} P(y_k) \ C_k(q, q', \theta), \tag{9}
\]

where

\[
C_k(q, q', \theta) = N_k^2 \int dg_1 dg_2 f_k(g_1, g_2) \\
\times \int d\theta' \bar{I}_k(q, \theta' + \theta; g_1) \bar{I}_k(q', \theta'; g_2). \tag{10}
\]

Here we have introduced a joint orientation distribution \( f(g_1, g_2) \) that describes the joint probability of finding two crystals in orientations \( g_1 \) and \( g_2 \) in the same microscopic region of the sample.

Equations (9) and (10) ignore the coherent interference between nearby crystal domains. This is not generally true but is a suitable approximation when the coherence length of the beam is smaller than the crystal domain. Even when the coherence length exceeds the crystal-domain size, these interference effects will appear only as modulations in the vicinity of a Bragg peak or a powder ring. In correlation analysis, this manifests as fine details on the angular correlations generated by the unit cell. In PADF analysis, we will set a maximum real-space distance to be of the order of the unit-cell size, much smaller than the inter-domain separation distance.
Hence PADF analysis sets an effective coherence length that ignores these coherence effects.

In the case where \( g_1 = g_2 \), the diffraction of a single crystal correlates with itself and we have \( f_s(g_1, g_2) = f_s(g_1) \delta(g_2 - g_1) / N_c \), where \( N_c \) is the average number of crystals illuminated per exposure. Here the delta function is used as a convenient notation and is understood as a distribution that always appears within the integral given by equation (10). In the case where \( g_1 \neq g_2 \), we can make a simplification that these two crystals independently sample the orientation distribution, so that \( f_s(g_1, g_2) \approx f_s(g_1) f_s(g_2) \). Making these simplifications we can write the correlation function in two parts:

\[
C_s(q, q', \theta) = N_c \int \! dg f_s(g) \int \! d\theta' \tilde{I}_s(q, \theta' + \theta; g) \tilde{I}_s(q', \theta'; g) \\
+ \left[ N^2_c \int \! dg_1 dg_2 f_s(g_1) f_s(g_2) \right] \times \int \! d\theta' \tilde{I}_s(q, \theta' + \theta; g_1) \tilde{I}_s(q', \theta'; g_2). \tag{11}
\]

The first term on the right-hand side of equation (11) (top line) contains the nanostructural term. Many FXS analysis methods, including PADFs, assume that the orientation distribution \( f_s(g) \) is uniform. This assumption breaks in the case of preferred orientation, i.e. when \( f_s(g) \) is not uniform.

The second term (second and third lines) correlates the diffraction from different crystals and averages to zero if the orientation distribution is uniform. Hence, it is neglected in many FXS analysis methods. If there is a preferred orientation, the second term will not be zero and it will contribute to the FXS correlation signal.

2.3. Texture contribution

Texture effects arise due to the presence of many domains in the exposure. To give the trivial extreme, when the number of domains is large and their orientational distribution is uniform, we enter the regime of ideal powder diffraction. In this instance, correlation functions are uniform in \( \theta \) so there is no angular intensity variation.

In the limit such that the number of domains is large and they exhibit a non-uniform orientation distribution, we can write

\[
\int \! dg f_s(g) \tilde{I}_s(q, \theta g) = I_0(q) [p_s(q) - 1]. \tag{12}
\]

The interparticle correlation term [latter term in equation (11), lines two and three] is approximated as

\[
\int \! dg_1 dg_2 f_s(g_1) f_s(g_2) \int \! d\theta' \tilde{I}_s(q, \theta' + \theta; g_1) \tilde{I}_s(q', \theta'; g_2) \\
= I_0(q) I_0(q') \int \! d\theta' [p_s(q, \theta + \theta') - 1] [p_s(q', \theta') - 1]. \tag{13}
\]

In the following subsection, we will consider the interparticle term in the case of microtextured samples.

2.4. A special case for microtexture

Let us consider a special case of microtexture, which will prove useful for analysing the experimental case we present in our results. In particular, the case where the sample is untextured on a macroscopic scale and in the limit where the crystal orientation distribution \( p_s(q) \) is almost uniform. Consequently, we assume that local regions with orientations \( y_i \) have a uniform distribution, so that \( P(y_i) \approx \) constant. Secondly, we assume that the crystal orientation distribution is very close to uniform, such that

\[
p_s(q) \approx 1 + \delta p_s(q), \tag{14}
\]

where \( |\delta p_s(q)| \ll 1 \). In this special case the correlation function simplifies to the form

\[
C(q, q', \theta) \approx N_c^2 \int \! d\theta' \langle \tilde{I}(q, \theta' + \theta) \tilde{I}(q', \theta') \rangle_{\text{crys}} \\
+ N^2_c I_0(q) I_0(q') \int \! d\theta' \langle \delta p_s(q, \theta + \theta) \delta p_s(q', \theta') \rangle_{\text{crys}}, \tag{15}
\]

where \( N_c \) is the average number of crystals illuminated per measurement, \( \langle \rangle_{\text{crys}} \) is the average contribution per crystal and \( \langle \rangle_{\text{reg}} \) is the average contribution per region.

For this case, the nanostructural term is not affected by the preferred orientation and scales with the number of particles illuminated per exposure \( N_c \). Preferred orientation arises through the second term \( \text{via} \) the correlation between different crystallites in the same microstructural region, which scales with \( N^2_c \). Hence, even though we have assumed an almost uniform distribution (\( |\delta p_s(q)| \ll 1 \)), the preferred-orientation effect could dominate if \( N_c \) is very large.

2.5. Comparison of nanostructure and texture terms

To further quantify the relative strength of the nanostructure and texture terms, we now consider spherical harmonic analysis of the intensity-correlation function (Kam, 1977; Kirian, 2012; Kurta et al., 2016).

We can use the spherical harmonics to define total scattering power in the angular part of the spectrum for both the nanostructure and the preferred-orientation terms. The angular power for the nanostructural term is given by

\[
B_c(q, q') = \sum_{l,m} I_{lm}^{(N)}(q) I_{lm}^{(N)}(q'), \tag{16}
\]

where \( I_{lm}^{(N)}(q) \equiv I_{lm}(q)/I_0(q) \), and \( I_{lm}(q) \) are the spherical harmonic coefficients of the crystal diffraction. For the preferred-orientation term we have

\[
B_i = \sum_{l,m} \langle d_{lm,y} d_{lm,y}^\ast \rangle_y, \tag{17}
\]

where \( d_{lm,y} \) are spherical harmonic coefficients of the pole distribution defined in equation (4).

The terms \( B_c \) and \( B_i \) are related to the harmonic coefficient matrices \( B(q, q') \), which are directly obtained from the correlation function. Extracting these matrices is a key step en route to three-dimensional imaging of single particles \( \text{via} \) correlation analysis (Saldin et al., 2010, 2011; Liu et al., 2013;...
Pande et al., 2014, 2018; Donatelli et al., 2015; Kurta et al., 2017). It is also a key step in generating the PADF (Martin, 2017). Here the $B(q, q')$ matrices provide a useful way to quantify the relative strength of the nanostructure and preferred-orientation effects. For the correlation function given by equation (15), the $B(q, q')$ matrices have two contributions:

$$
B(q, q') \approx N_c \sum_m I_{lm}(q) I_{lm}(q')
+ N_c^2 I_q(q) I_0(q') \sum_m (d_{m, y} d_{m, y})_y.
$$

(18)

where $y$ is now a single sample orientation specified by a choice of coordinate axes.

The relative balance of the terms in equation (18) indicates whether texture or nanostructural effects will come to dominate the PADF:

$$
R(q, q') \approx \frac{N_c B_t}{B(q, q')}.
$$

(19)

When $R \gg 1$, the preferred-orientation terms dominate over the nanostructural signal. When $R \ll 1$, the nanostructural terms dominate. The number of crystalline domains in the beam $N_c$ determines which regime is probed in an experiment, which can be controlled with the beam size. Reducing the beam size will reduce $N_c$ and increase the nanostructural contribution [as shown in Figs. 1(a) and 1(b)]. In this regime, the PADF can no longer be interpreted in terms of three- and four-body arrangements. Conversely, increasing $N_c$, i.e. increasing beam size, will reduce the nanostructural contribution and at the limit wash out all angular correlations [Fig. 1(c)]. In this case, even if the orientation distribution is only weakly peaked, a large number of domains per exposure will cause this term to dominate [Fig. 1(d)].

In the following sections, we describe FXS–PADF experiments conducted on a hexagonal self-assembled lipid phase. When using a relatively large incident beam, we observe a dominant preferred-orientation effect and explore the underlying microtextural information in the PADF. In subsequent experiments using a microfocussed beam, we circumvent preferred orientation to examine nanostructural features directly, demonstrating the importance of beam choice in FXS experiments.

3. Methods

3.1. Sample preparation and small-angle X-ray scattering

3.1.1. SAXS–WAXS experiments. Cetyltrimethylammonium bromide (CTAB) was mixed with water at 50 mol% concentration to create a hexagonal mesophase (Auvray et al., 1989). This material was injected into 5 x 5 mm windows in a steel holder and sealed between Kapton polyamide tape. The estimated sample chamber volume of each window is 15 µl. The holder was inserted into a heating chamber which consisted of two large Kapton windows on either side of the steel holder. Once sealed, the heating chamber was connected to a heating bath whose temperature was adjusted so that hot air was pumped into the chamber, increasing the overall temperature of the samples. The chamber temperature was allowed to equilibrate for ca. 30 min before data collection. Data were collected between 30 and 48.5 °C. One sample chamber contained a thermocouple immersed in water to provide temperature measurement.

![Figure 1](image-url)  
A schematic showing varied X-ray scattering regimes illustrating the effect of crystallite number and pole distribution in each of the following cases: (a) a perfect single crystal; (b) a small number ($N_c = 10$) of domains with uniform pole distribution; (c) a large number ($N_c = 1000$) of domains, again with uniform pole distribution; and (d) $N_c = 1000$ with anisotropic pole distribution. (Bottom) Histograms indicating the domain orientations and angular correlation functions $[C(\Delta \phi)]$ calculated for the first diffraction ring for the different types of scattering regimes.
SAXS data were collected at the SAXS/WAXS (small-angle/wide-angle X-ray scattering) beamline at the Australian Synchrotron using a Pilatus 1M detector with 12.81 keV X-ray photons (λ = 1.033 Å), and the beam size was 25 × 250 μm. The transmitted flux was 4 × 10^{12} photons s^{-1}. Each dataset consisted of 1000 patterns. Reduced (one-dimensional) radial plots were generated with scatterBrain (Australian Synchrotron, 2019).

3.1.2. XFM experiments. CTAB was manually mixed with water at compositions of 25, 30, 35 and 40 mol% to study the composition-driven transition from micellar to hexagonal phases (Avrav et al., 1989). Samples were dispensed into the wells of Greiner 96-well microplates, then heated above the Krafft temperature and vortexed to ensure efficient mixing. The estimated sample volume in each well was 100 μL. Samples were maintained on a plate holder, and data were collected by rastering across each well.

At the X-ray fluorescence microscopy (XFM) beamline, scattering data were collected on an EIGER2 X 1M (Dectris AG, Baden-Daettwil, Switzerland) with 18.5 keV X-rays (λ = 0.6702 Å). The beam size was 2 × 2 μm. The samples were each scanned over a 1 × 1 mm area in 10 μm steps producing 10,000 diffraction patterns of 0.1 s exposure time each, per dataset. Beam intensity was 1.6 × 10^{10} photons s^{-1}. The beam centre and detector distance were calibrated to 0.694 m using the first diffraction ring of silver behenate (AgC_{22}H_{43}O_{2}, d_{001} = 58.380 Å) using a custom Python script.

3.2. Ensemble filtering and orientation analysis

In the SAXS analysis, two-dimensional image data were integrated to produce reduced one-dimensional intensity versus q profiles. Visual observation of the sample chambers indicated the presence of inhomogeneities such as air bubbles or phase changes due to localized deviation in water content. Such inhomogeneities arise intrinsically due to the sample preparation and loading process, so we developed a series of Python scripts to filter and sort the large numbers of SAXS patterns. These data were filtered on the basis of peak positions and relative ratios (1:√3:√4 for the hexagonal mesophase) to select single-phase data with unit-cell dimensions within 5% of the ensemble average (Fig. 2).

Data collected on the SAXS/WAXS beamline displayed preferred orientation on visual inspection, as indicated by the twofold intensity maxima around the strong first diffraction peak. To analyse azimuthal intensity distributions, image-plate data were cropped and rebinned, and the intensities as a function of azimuthal angle φ were determined around the most intense first (10) diffraction peak. The resulting intensity versus φ data were interpolated with a sixth-order polynomial to identify the magnitude and peak angle of any orientational distribution using a Python script (Harris et al., 2020).

Data collected from the XFM beamline (Howard et al., 2020) were filtered for outliers using the following process: for each dataset an average one-dimensional intensity versus q profile was determined. Each diffraction pattern k was reduced, and a profile agreement factor R_{p,k} = \sum (y_{i,k} - \bar{y})^2 / \sum \bar{y}^2 was calculated and used as a figure of merit to select homogeneous subsets of each run.

3.3. Pair-angle distribution functions and simulated data

Real-space PADF's were calculated following the work of Martin (2017). The PADF is obtained by calculating an angular intensity-correlation function from each ensemble of SAXS patterns (Kirian, 2012). Explicitly, the PADF is a three-dimensional distribution of local two-, three- and four-atom arrangements, and takes the form

\[ \Theta(r_1, r_2, \theta) = g_2(r_1, r_2, 0) + g_3(r_1, r_2, \theta) + g_4(r_1, r_2, \theta). \]  

Here \( g_n \) are n-body correlation functions, \( r_1 \) and \( r_2 \) are the interatomic distances of two pairs of atoms (which may share a common atom), and \( \theta \) is the relative angle between the two atom pairs.

The three-dimensional q-space correlation functions required for PADF analysis are given by

\[ C(q_1, q_2, \theta) = \int \delta(\theta/l(q_1, \theta + \Delta\theta)l(q_2, \theta)) \, \alpha, \]  

where \( l(q_1, \theta) \) is a two-dimensional diffraction pattern expressed in polar coordinates \((q, \theta)\) and \(|\alpha| \) is an average over an ensemble of measurements. The angular correlation functions are converted into the PADF using the procedure outlined in detail by Martin (2017). Briefly, the scattered intensity is represented in a spherical harmonic basis,

\[ I(q) = \sum_{lm} I_{lm}(q) Y_{lm}(\theta, \phi), \]

then information about \( I_{lm}(q) \) can be extracted from the correlation function using

\[ \int d\theta l(q_1, \theta + \Delta\theta)l(q_2, \theta)) \alpha = \sum_{lm} P_l \left( \frac{q_1 \cdot q_2}{|q_1||q_2|} \right) B_q(q_1, q_2), \]

where \( B_q(q_1, q_2) = \sum_{lm} I_{lm}(q_1)I_{lm}(q_2) \) was recovered by inverting equation (23) with singular value decomposition. The matrices are transformed into real space by numerically applying the spherical Bessel transform for both q and \( q' \) variables at each value of l,

\[ B_l^*(r_1, r_2) \alpha = \sum_{|m| \leq l} (I_{lm}(r_1)I_{lm}(r_2)) \alpha, \]

and summing the resulting real-space weights by the Legendre polynomials:

\[ \Theta(r_1, r_2, \theta) = 2\pi N_a \sum_{l} P_l(\cos \theta) (B_l^*(r_1, r_2) \alpha), \]

where \( N_a \) is the number of atoms in the sample.

Simulated SAXS datasets were generated using the averaged q-space positions and intensities of the corresponding experimental patterns. To simulate the effects of preferred orientation, the uniform radial intensity was modulated with a twofold sinusoidal term or Lorentzian peak with a randomized peak angle (\( \phi_{\max} \)) to simulate the microtexture observed experimentally. These simulated images were treated with the
same processing pipeline as the corresponding cropped and rebinned experimental patterns.

4. Observations and simulations

4.1. Scattering from microtextured samples

Initial analysis of the SAXS patterns indicated the formation of an \( H_\text{I} \) hexagonal lipid phase as expected for the 50 mol\% CTAB–H\(_2\)O mixtures at room temperature (Auvray et al., 1989). Phase identification was based on the characteristic ratios of the (10) and (11) peaks. The (20) peak can be observed at higher temperatures [Fig. 2(b)], although as noted elsewhere, the intensities of these higher-order peaks are very low for \( H_\text{I} \) CTAB–H\(_2\)O, possibly due to surface roughness of the water/lipid cylinders or simply due to the form-factor intensity for CTAB–H\(_2\)O at these \( q \) values (Seddon, 1990; Yang & White, 2006). Examination of the diffraction rings showed the presence of twofold radial intensity maxima in many of the patterns, which were otherwise highly regular. Such maxima are typical of samples displaying preferred orientation [Figs. 1 and 2(c)].

In addition to the azimuthal intensity maxima, some variations in lattice parameters could be observed, probably due to inhomogeneities in mixing and hydration within the large sample volumes (5 × 5 mm). Consistent ensembles were created using a variety of filtering routines (details are given in Methods).

The magnitude and direction of the orientation effect within each sample chamber were determined automatically and mapped as shown in Figs. 2(c)–2(e). The grouping of consistent pixels in the composite map [Fig. 2(f)] indicates the presence of micrometre-scale domains exhibiting preferred orientation. A total of four temperature points were studied along the 50% CTAB–H\(_2\)O isopleth, resulting in ~3800 SAXS patterns with consistent phase and lattice parameters, exhibiting no inten-

Figure 2

(a) From an ensemble of SAXS patterns, a three-dimensional \( q \)-space intensity-correlation function is generated. This correlation function is transformed into a three-dimensional real-space PADF. In this ensemble, we show a representative SAXS pattern from the hexagonal phase of CTAB–H\(_2\)O. Intensity modulations around the ring (as a function of \( \phi \)) are weak and the smooth rings indicate the presence of many domains within the beam.
(b) Standard SAXS patterns confirm the hexagonal mesophase structure. (c) Close inspection reveals a preferred-orientation effect with characteristic twofold angular peaks. Determination of the (d) magnitude \( |P(\phi_{\text{max}})| \) and (e) angle \( \phi_{\text{max}} \) of the orientation combined to (f) indicate the presence of macroscopic domains with shared orientations. White pixels indicate data points omitted during the filtering stage. Black lines illustrate examples of domains in this sample.
sity fluctuations beyond the observed preferred orientation. These four ensembles were the focus of subsequent PADF analysis in which we explored how this preferred-orientation distribution is manifested.

4.2. Pair-angle distribution function analysis

PADFs were calculated for CTAB–H₂O data at four temperature points. The PADF is a three-dimensional volume, and one intuitive visualization is to consider the slice through this volume with \( r = r' \) as plotted in the insets of Fig. 3. In each PADF slice shown, the dominant contribution in all cases is the lowest-order \( l = 2 \) term as indicated by the strong correlation intensity at angles of 0 and 180°. Fig. 3 also displays the higher-order \( B_l^2 \) contributions from \( l = 4 \) and \( l = 6 \) terms, in all cases normalized to the corresponding \( l = 2 \) term. Firstly, as expected from the complete absence of nanoscale contributions to the angular intensity variations, the resulting angles and distances of high correlation are incompatible with the known geometry of the hexagonal mesophase. Secondly, the PADF is highly sensitive to subtle shifts in the relative contributions of higher-order terms, even in the presence of a large dominating contribution \( (l = 2) \). Consider the visual change in \( \Theta(r = r') \) on heating from 30 to 35°C, the \( l = 4 \) term increases by ca. 2%; however, this is sufficient to contribute distinct additional intensity to the PADF. Intensity from the \( l = 4 \) term reaches a peak of 6% at 48.5°C, rising above the \( l = 6 \) term and producing an even more marked contribution of intensity at 45° and 135° in the \( \Theta(r = r') \) slice.

To visualize changes in the corresponding diffraction-pattern ensembles with temperature we plot the \( q = q' \) slices through the correlation functions \( C(q, q', \Delta\phi) \) in Fig. 3(right). Here we have subtracted the radial \( (q) \) average to show the weak fluctuations from the mean. As expected from the dominance of the \( l = 2 \) terms of the PADF, the most notable feature is the twofold intensity modulation peaking at 0°, 180° and 360°. Given this sensitivity, can we systematically deduce what changes are occurring in the ensemble orientation distribution function leading to shifts in \( B_l^2 \) contributions?

4.3. Simulated pole distributions

The data in Fig. 3 are shown again in Fig. 4(a), in this case including the \( l = 2 \) component. As can be seen, the \( l = 4 \) and \( l =
6 contributions are very small [less than 6%, as shown in Fig. 3(a)]. To explore how changes in the ensemble orientation distribution function are manifested in the PADF, we created a series of simulated diffraction patterns (see Methods) exhibiting angular intensity modulations following two schemes. Our first model [Fig. 4(b)] consisted of a sinusoidal modulation with random phase, where the inset shows an example of the intensity profile around the diffraction pattern. As can be seen in the $B_l(r = r')$ plots, this results in a PADF consisting almost entirely of the $l = 2$ term, while the $l = 4$ and $l = 6$ terms have negligible value. This effectively replicates the PADF observed experimentally at 30°C, whose $B_l(r = r')$ profile is shown in Fig. 4(a).

We now consider what underlying changes to the pole distribution function could lead to the growth of the higher-order terms at the highest temperature of 48.5°C. Notably, these terms contribute to higher-frequency intensity modulations, which implies that the underlying distribution is becoming more sharply peaked.

A second form of intensity modulation was simulated to replicate this effect. In this case, using a Lorentzian peak shape [Fig. 4(c)]. Examining the resulting $\Theta(r = r')$ slice from this simulation we observe a significant increase in the magnitude of the higher-order contributions, particularly the $l = 4$ term. This term produces the increased correlation intensity observable at 45 and 135° in the $\Theta(r = r')$ slice in close agreement with the 48.5°C experimental data (Fig. 3).

These simulations confirm that microtextural effects can explain all the features of the experimentally derived PADFs obtained using the large SAXS/WAXS beam. Secondly, when operating in the $R \gg 1$ regime, the PADF becomes a highly sensitive probe of the pole distribution, and FXS–PADF experiments could be used to extract microtextural texture information as a by-product of nanostructural studies.

4.4. Nanostructure observations

As part of a subsequent study into hexagonal mesophases, we carried out further experiments on CTAB–H$_2$O at the XFM beamline at the Australian Synchrotron. The XFM incident beam area is ~1500 times smaller than that of SAXS/WAXS; therefore, providing the opportunity to test the effect of reduced incident beam size for reducing the relative influence of texture. Although these experiments do not directly compare samples with identical microstructures (compositions differ by 15 mol% CTAB), it does allow us to compare the influence of texture within the sample.

By comparison with previously studied lipid mesophases (Martin et al., 2020b), the scattering from CTAB–H$_2$O remains challenging with only weakly anisotropic scattering occurring at low intensities. Critically, however, no clear preferred-orientation effect could be observed in the diffraction patterns, as shown for representative frames in Figs. 5(a) and 5(b). Despite the weak scattering, calculation of the correla-
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Figure 4

Comparison of pole-distribution effects on real-space spherical harmonic coefficients $\mathcal{B}_l^m(r = r')$. (a) A typical experimentally observed pole-distribution function (top), resulting $\Theta(r = r')$ slice (middle) and spherical harmonic coefficients (bottom). The experimental distribution most closely resembles the sinusoidal modulation in (b). The more peaked Lorentzian modulation (c) produces distinct features clearly shown in both the PADF slices (middle) and the magnitudes of the spherical harmonic coefficients (bottom).
tion functions for 5000 diffraction patterns reveals the appearance of clear sixfold (60°) symmetry correlations at the hexagonal (10) peak q position [Fig. 5(c)], demonstrating that the number of domains does not dominate the balance of contributions to the PADF in this scattering regime. Once transformed to the PADF, we observe clear angular structure, in marked contrast to the SAXS/WAXS data dominated by preferred orientation [Fig. 4(a)].

The nanostructural features of this and additional data in the composition series is beyond the scope of the present article but will be investigated as part of future work. However, some immediate comparisons can be made with previous PADF studies of hexagonal mesophases formed by monoolein buffer mixtures (Martin et al., 2020b) conducted on the SAXS/WAXS beamline. In the current study, we only observed structure up to \( r = 6 \) nm, i.e., within the unit cell, while in the work of Martin et al. (2020b), diffraction patterns were distinctly stronger, and as a result, the PADF showed structure out to a limit of \( r = 25 \) nm revealing correlations between the hexagonal channels of the mesophase characterized by strong correlation peaks at 60°. This demonstrates that a balance must be struck between attaining strong scattering to high q and avoiding contamination from microtexture contributions.

5. Discussion

The assumption of a uniform random distribution of scatterers is common to many FXS methods, including PADF analysis. It is important for the feasibility of these techniques to identify when this assumption breaks down. Our key theoretical result here is that the preferred-orientation effect scales quadratically, i.e., with the square of the number of illuminated domains \( (\propto N_d^2) \), while the desired FXS nanostructure term scales linearly \( (\propto N_c) \). Hence, even if the orientation preference is a slight deviation from uniformity, it can dominate when the number of domains becomes very large. We present a clear experimental example of precisely this case where the size of the orientation anisotropy is small, as shown by the very smooth diffraction rings. The observed residual anisotropy has the smooth sinusoidal profile expected from texture simulations both for the diffraction patterns and the PADF plots. We did not observe the expected nanostructure correlations in q space or the PADF plots for this large-beam dataset, consistent with a large number of domains per exposure, causing the texture-correlation terms to dominate the nanostructure terms. However, by repeating our experiment using a far smaller beam, we observed intensity correlations in q space and in the PADF derived from the underlying nanostructure. This extends the capability of the FXS technique to materials with far smaller domains than those observed in previous work (Martin et al., 2020b).

In the case of crystal data, there are qualitative differences in the diffraction signal, and the nanostructure correlations for a crystal are sharp clear peaks (Fig. 1). The angular peaks in the PADF have locations determined by the lattice parameters. The texture terms, on the other hand, have broad angular correlations in q space and produce angular PADF peak locations that cannot be explained by the lattice type. Hence, one could envisage the future development of methods to estimate the relative contributions of texture and nanostructure terms for crystals. For mesoscopic texture without a global preferred-orientation axis, it may even lead to methods to recover the orientation distribution for angular intensity-correlation analysis. This is because mesoscopic texture appears to satisfy the conditions specified by FXS three-dimensional imaging methods.

Figure 5
Emergence of nanoscale features. Typical diffraction patterns from CTAB–H₂O (40 mol% CTAB) hexagonal mesophases data collected with (a) a 25 x 250 μm SAXS beam and (b) a 4 x 4 μm XFM beam. Profiles indicate the intensity fluctuations (i.e., relative to the mean) around the (10) diffraction peak. Omitted regions are covered by detector masks. (c) Angular correlations of the (10) diffraction ring from XFM data showing clear peaks at \( n\pi/3 \); (d) \( r = r' \) slice through the data collected at the XFM beamline. Nanoscale structural features can be observed below 6 nm.
As discussed above, texture effects can often be a complicating factor in structural analysis (e.g. X-ray powder diffraction), and the PADF technique is no different in this regard. In the presence of dominating texture that swamps the nanoscale structure, equation (19) shows that reducing the number of contributing crystals/domains in the incident beam will mitigate the texture contribution $B$. Experimentally, this is not always a trivial change; beam sizes are often fixed, or the initial choice of beam size could become inappropriate if the sample microstructure undergoes significant changes through the experiment.

6. Conclusions
Macroscopic sample-specific phenomena such as preferred orientation or strain can have a significant effect on fluctuation -correlation methods. Identifying and correcting for macroscopic sample conditions is essential for the broader application of fluctuation methods to phenomena such as phase transitions in real systems. Here we show that preferred orientation can be easily identified by characteristic changes to $q$-space and real-space correlation plots. These results demonstrate the underlying interrelations between crystal-domain number and microtexture and how this may be circumvented by judicious choice of incident-beam size.
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