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Abstract

We describe a simplification in the construction of Khovanov-Rozansky’s categorification of quantum $\mathfrak{sl}(n)$ link homology using the theory of maximal Cohen-Macaulay modules over hypersurface singularities and the combinatorics of Soergel bimodules. More precisely, we show that the matrix factorizations associated to basic MOY-graphs equal Cohen-Macaulay approximations of certain Soergel bimodules, and prove that taking Cohen-Macaulay approximation commutes with tensor products as long as the MOY-graph under consideration does not possess oriented cycles. It follows that the matrix factorization associated to a MOY-braid equals the Cohen-Macaulay approximation of the Soergel bimodule corresponding to the endofunctor on BGG-category $\mathcal{O}$ associated to the braid by Mazorchuk and Stroppel. This reduces certain computations in the category of matrix factorizations to known combinatorics of the Hecke-algebra. Finally, we describe braid closure as some kind of Hochschild cohomology and prove that the indecomposable Soergel bimodules corresponding to Young tableaux with more than $n$ rows have trivial Cohen-Macaulay approximation, in analogy to the fact that the corresponding projective functors on category $\mathcal{O}$ vanish on restriction to parabolics with at most $n$ parts.
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Introduction

In [KR08], Khovanov and Rozansky constructed a categorification of quantum $\mathfrak{sl}(n)$ polynomial knot invariants for all $n > 0$. More precisely, their construction categorifies the Reshetikhin-Turaev link invariant (see [RT90] and [Kas95, Part III]) for links whose components are labeled by the vector representation of $U_q(\mathfrak{sl}(n))$. This construction was recently extended by Wu and Yonezawa in their articles [Wu09] and [Yon09], where they provided a categorification for links with components labeled with arbitrary exterior powers of the vector representation. For now it is not important how these knot invariants are constructed in detail; we only care about what objects they associate to a tangle, namely matrix factorizations. Next we recall what this means.

Let $S$ be a commutative ring and $w \in S$ be arbitrary. A matrix factorization (originally due to Eisenbud, see [Eis80]) of type $(S, w)$ is a pair of maps $M \xrightarrow{\alpha} N, N \xrightarrow{\beta} M$ between free $S$-modules $M, N$ such that $\alpha \beta = \beta \alpha = w \cdot \text{id}$. Therefore, one might think of a matrix factorization of type $(S, w)$ as some 2-periodic complex of free $S$-modules where the usual condition $\delta^2 = 0$ for the differential is weakened to $\delta^2 = w \cdot \text{id}$. In this description, morphisms of matrix factorizations are morphisms of 2-periodic complexes, and they can be written as the 0-cocycles in some 2-periodic complex (in the usual sense) of morphisms, defined as in the case of ordinary complexes over some additive category, yielding a differential-graded category $\text{MF}_q(S, w)$. It turns out that this dg-category is pretriangulated, i.e., there is a reasonable notion of shift and cones, so that we have a canonical triangulated structure on its homotopy category. It is this homotopy category of matrix factorizations $\text{HMF}(S, w)$ where Khovanov-Rozansky’s link homology theory takes its values.

In case $S$ is a regular local ring and $w \in m \setminus \{0\}$, it is known that the homotopy category of matrix factorizations is triangle equivalent to what is called the singularity category of the ring $S/(w)$. The singularity category can be defined for any local Noetherian ring $R$ and has several equivalent definitions (see [Orl09]), the usual one being the Verdier quotient $D^b(R\text{-mod})/\text{Perf}$ of the bounded derived category of finitely generated $R$-modules by the subcategory of perfect complexes, i.e., those which are quasi-isomorphic to bounded complexes of projectives. In view of Serre’s Theorem stating that a Noetherian local ring is regular if and only if every module has a finite projective resolution, this is quite intuitive for the failure of $R$ to be regular. However, for us the description as the stable category $\text{MCM}(R)$ of the category $\text{MCM}(R)$ of maximal Cohen-Macaulay modules over $S/(w)$ (originally due to [Buc86] and [Hap88]) is of interest, which we now recall. A finitely generated module over a local ring $R$ is called Cohen-Macaulay if its depth (i.e. the maximal length of a regular sequence in $M$) equals its dimension (the dimension of the topological space $\text{Supp}(M) \subset \text{Spec}(R)$); it is called maximal Cohen-Macaulay if $\text{depth}(M) = \dim(M) = \dim(R)$. A ring is called Cohen-Macaulay if it is Cohen-Macaulay considered as a module over itself. Denote the category of maximal Cohen-Macaulay modules over $R$ by $\text{MCM}(R)$. Being maximal Cohen-Macaulay is a stable property in the following sense: given a finitely-generated module $M$ over a Cohen-Macaulay ring $R$, its depth increases as one takes syzygies of $M$, as long as the depth does not get bigger than $\text{depth}(R) = \dim(R)$. In particular, the $k$-th syzygy of $M$ is maximal Cohen-Macaulay for $k \geq \text{depth}(R) - \text{depth}(M)$, and this is why one can think of maximal Cohen-Macaulayness as a stable property. Now, in case where $R$ is not only Cohen-Macaulay but even Gorenstein, a small miracle occurs: once a module belongs, after sufficiently many projective resolving steps to the left, to the “stable” range of maximal Cohen-Macaulay modules, it can even be projectively resolved to the right with all syzygies again maximal Cohen-Macaulay. In precise terms, this is known as the fact that the category of maximal Cohen-Macaulay modules is a Frobenius category, i.e., an exact category with enough projectives and injectives where in addition the classes of projective and injective objects coincide. Annihilating all morphisms which factor through a projective object in such a category yields a canonically triangulated category (see [Kel06, Section 3.3] and references therein), and so in particular we get the stable category of maximal Cohen-Macaulay modules endowed with a canonical triangulated structure. If we work over some hypersurface $R = S/w$, i.e., $S$ is regular and $w \in m \setminus \{0\}$, then this stable category of maximal Cohen-Macaulay modules
is both triangle equivalent to the singularity category of $R$ and the homotopy category of matrix factorizations.

\[
\begin{array}{c}
\text{MCM}(R) \\
\Rightarrow \\
\text{D}^b(\text{R-mod})/\text{Perf} \\
\Rightarrow \\
\text{HMF}(S,w)
\end{array}
\]

To sum up, we have the following situation: the Khovanov-Rozansky link invariant takes values in homotopy categories of matrix factorizations, and those are equivalent to stable categories of maximal Cohen-Macaulay modules over the corresponding quotient singularities. This naturally leads to the following question, which we want to study in this article:

**Main Question:** How can we construct (and simplify?) $KR$-homology using the stable category of maximal Cohen-Macaulay modules instead of the homotopy category of matrix factorizations?

To be able to describe our attempt to answer this question, we first sketch Khovanov and Rozansky’s original construction.

Given a link $L$ we first replace any crossing of $L$ either by the uncrossing or the wide edge, as depicted in Figure 1. A graph with is composed of subgraphs as in Figure 1 is called a MOY-graph (see [MOY98]). The MOY-graph obtained from $L$ by some choice of replacement for each crossing is called a smoothing of $L$. The main part in the construction of the Khovanov-Rozansky link homology of $L$ is to associate to each smoothing of all $n$ crossings of $L$ a matrix factorization. Having done this, all these $2^n$ matrix factorizations are finally patched together to a complex of matrix factorizations, whose homotopy type is the value of $L$ under Khovanov-Rozansky homology. We will not consider this patching construction, for which we refer the reader to the original article [KR08] for details. Instead, let us look at the steps through which Khovanov-Rozansky construct the matrix factorization $KR(\Gamma)$ associated to a smoothing $\Gamma$ of the link:

1. First decompose $\Gamma$ into basic MOY-graphs $\Gamma^1$ and $\Gamma^n$ as depicted in Figure 2, and to each of these building blocks associate certain explicit matrix factorizations.

2. Glue them together by tensoring. The result is $KR(\Gamma)$.

According to our main question, this yields the following two steps in our desired construction of Khovanov-Rozansky homology through matrix factorizations:

1. Describe the maximal Cohen-Macaulay modules corresponding to the matrix factorizations associated to building blocks $\Gamma_{\mathbf{n}_1,...,\mathbf{n}_k}^m$ and $\Gamma_{\mathbf{m}}^m$.

2. Try to understand what the tensor product on the homotopy category of matrix factorizations looks like in the stable category of maximal Cohen-Macaulay modules.
The answer to (1) is as follows. Consider again a hypersurface \( R = S/(w) \), so \( S \) is regular and \( w \in \mathfrak{m} \setminus \{0\} \). Further, denote \( R\text{-mod} \) and \( \text{MCM}(R) \) the stable categories of all resp. maximal Cohen-Macaulay modules over \( R \), i.e. the categories obtained from \( R\text{-mod} \) and \( \text{MCM}(R) \) by annihilating morphisms factoring through a projective; this annihilation is necessary for the syzygy \( \Omega M \) of an \( R\)-module \( M \) to be well-defined up to isomorphism and to be functorial in \( M \). Now, the embedding \( \text{MCM}(R) \hookrightarrow R\text{-mod} \) has a right adjoint \( \mathbf{M} : R\text{-mod} \to \text{MCM}(R) \), given by \( \mathbf{M}(M) := \lim_{n \to 0} \Omega^{2n} M \). Here the right hand side means that one has to choose \( n \gg 0 \) such that \( \Omega^{2n} M \) is maximal Cohen-Macaulay and set \( \mathbf{M}(M) := \Omega^{2n} M \); the particular choice of \( n \) does not matter, because \( \Omega^2 \cong \text{id} \) on \( \text{MCM}(R) \). This yields the following stabilization functor (see [Kra05]), which is fundamental in the present paper:

\[
(\cdot)^{(w)} := R\text{-mod} \to \left( R\text{-mod} \to \text{MCM}(R) \right) \cong \text{HMF}(S, w).
\]

Now we can formulate our first theorem:

**Theorem 1** (see 3.1.3) There is a homotopy equivalence

\[
\text{KR}(\Gamma^{1,1}_{1,1}) = C \left( \bigotimes_{n} \right) \cong \left( \mathbb{C}[x_1, x_2] \otimes_{\text{Sym}} \mathbb{C}[y_1, y_2](1) \right) \{ x_1^{n+1} + x_2^{n+1} - y_1^{n+1} - y_2^{n+2} \}
\]

Here \( \otimes_{\text{Sym}} \) means that the symmetric polynomials in \( x_1, x_2 \) and \( y_1, y_2 \) are identified, and the base ring for the stabilization is the (regular local graded) polynomial ring \( \mathbb{C}[x_1, x_2, y_1, y_2] \).

More generally, for the basic building block \( \Gamma^{m_1,\ldots,m_k}_{n_1,\ldots,n_l} \) in Figure 2, we have the following homotopy equivalence (for the notation, see Section 3.1), where \( r := \sum_{1 \leq i < j \leq k} m_im_j \):

\[
\text{KR}(\Gamma^{m_1,\ldots,m_k}_{n_1,\ldots,n_l}) = \text{KR} \left( \bigotimes_{n_1} \ldots \bigotimes_{n_l} \right) \cong \left( \text{Sym}(\mathcal{X}_1|\ldots|\mathcal{X}_n) \otimes_{\text{Sym}} \text{Sym}(\mathcal{V}_1|\ldots|\mathcal{V}_m)(r) \right) \{ \Sigma \mathcal{X}_n^{n+1} - \Sigma \mathcal{V}_m^{n+1} \}
\]

Given the statement of Theorem 1 it is natural to ask to what extend the stabilization functor commutes with tensor products. Informally, our result can be stated as follows:

**Theorem 2** (see 3.2.4 and 3.2.6) As long as there are no oriented cycles in the graph, the stabilization functor commutes with tensor products.

As a special case, we obtain the description of the matrix factorizations associated to MOY-braids through Soergel bimodules. Here by a MOY-braid we mean a concatenation of MOY-graphs as in Figure 3. For \( i_1, \ldots, i_l \in \{1, 2, \ldots, m-1\} \) we write \( s_{i_1}s_{i_2}\cdots s_{i_l} \) for the concatenation from top to bottom of \( s_{i_1}, s_{i_2}, \ldots, s_{i_l} \). For example, in this notation we have \( \Gamma_0 = s_1s_2s_1 \), where \( \Gamma_0 \) is the MOY-graph depicted in Figure 4.
Corollary 3 (see Corollary 3.3.12) The matrix factorization associated to a MOY-braid $s_{i_1}s_{i_2} \cdots s_{i_l}$ is canonically homotopy equivalent to the stabilization of the Soergel bimodule $B_{i_1} \otimes B_{i_2} \otimes \cdots \otimes B_{i_l}$ associated to the braid.

Later in Section 3 we will give the definition of the $B_i$ and the category of Soergel bimodules; for now it is not necessary to know them. The important thing to realize is that the corollary implies a bunch of relations up to homotopy between the matrix factorizations associated to MOY-braids, namely those which are already true on the level of the corresponding Soergel bimodules. The combinatorics of these modules is quite well understood in terms of the Hecke algebra $H_m(q)$ of the symmetric group: sending the Kazhdan-Lusztig basis element $H_i$ to the class of the Soergel bimodule $B_i$ induces an isomorphism of rings between the (generic) Hecke-algebra and the split Grothendieck ring of the category of Soergel bimodules. Relations in the Hecke algebra therefore correspond to relations between Soergel bimodules, and when applying the stabilization functor these yield relations between matrix factorizations appearing in the construction of Khovanov and Rozansky.

For example, it follows directly from Theorem 2 and the known equality

$$H_i H_s H_t H_i - H_s H_t H_i = H_t H_i H_s H_t - H_t H_i H_s$$

for the Hecke algebra of $S_3 = \langle s, t \mid s^2 = t^2 = e, sts = tst \rangle$ that there is a homotopy equivalence

$$KR(\Gamma_0) \oplus KR(\Gamma_1) \simeq KR(\Gamma_2) \oplus KR(\Gamma_3),$$

where $\Gamma_i, i = 0, 1, 2, 3$ are depicted in Figure 4. Note that though the relation is elementary in the Hecke algebra, it requires a substantial amount of direct calculations to verify it in HMF.

Theorem 2 reveals the following parallel between the constructions of Khovanov-Rozansky homology and the knot invariant of Mazorchuk-Stroppel (see [MS09]): In the construction of Mazorchuk and Stroppel they associate to a MOY-braid a projective functor on some
graded version of the Bernstein-Gelfand-Gelfand category $\mathcal{O}$, and this projective functor corresponds to the associated Soergel bimodule under Soergel’s combinatorial functor $\mathcal{V}$ (see [Soe92]). Hence, both constructions begin by associating to a MOY-braid something which is equivalent to the Soergel bimodule associated to the braid. Next, the construction of Khovanov-Rozansky proceeds by stabilizing the given Soergel bimodule, while Mazorchuk-Stroppel restrict the projective functor under consideration to some parabolic subcategories $\mathcal{O}^p$. We will come back to the meaning of these second steps in the construction of Khovanov-Rozansky and Mazorchuk-Stroppel soon.

The Hecke algebra relations we get from Theorem 2 are not enough to category the $sts$-wafers. Thus, the special intertwiners $\tau$ elements of $\ker(\tau)$ are not injective in general, there are more relations in $\text{End}_{\mathcal{V}}(\mathcal{V}(\mathfrak{sl}(n)))$, these should be fulfilled in the categorification, too. We call the relations coming from $\ker(\tau_m)$ MOY-relations for short. On the level of Soergel bimodules, the MOY-relations are not satisfied, because the combinatorics of Soergel bimodules, i.e. the Grothendieck ring of the category of Soergel bimodules, is given by $\mathcal{H}_m(q)$. If we want all MOY-relations to be fulfilled in Khovanov-Rozansky homology, we therefore have to show that by stabilizing Soergel bimodules we obtain the missing relations from $\ker(\tau_m)$. Concretely, the kernel of $\tau_m$ is generated by those Kazhdan-Lusztig basis elements $H_i$ whose Robinson-Schensted tableau has more than $n$ rows; we therefore have to show that the stabilizations of the Soergel bimodules corresponding to these elements vanish, and this is the content of the following theorem:

**Theorem 4 (see Theorem 3.4.1)** Fix $n \geq 2$ and let $w \in \mathfrak{S}_m$ be such that the Robinson-Schensted tableau of $w$ has more than $n$ rows. Then the indecomposable Soergel bimodule $B_w$ is of finite projective dimension considered as a module over the ring

$$
\mathcal{C}[x_1, \ldots, x_m, y_1, \ldots, y_m]/\left(\sum_{i=1}^{m} x_i^{n+1} - y_i^{n+1}\right),
$$

and hence

$$
B_w^{\sum_{i=1}^{m} x_i^{n+1} - y_i^{n+1}} \cong 0.
$$

In particular, the stabilizations of Soergel bimodules satisfy the MOY-relations.

As an example, take $n = 2$ and $m = 3$. In this case, (1) yields $\mathcal{H}_1 \mathcal{H}_2 \mathcal{H}_3 = \mathcal{H}_{sts} + \mathcal{H}_s$ in the Hecke algebra of $\mathfrak{S}_3$. The Robinson-Schensted tableau of $sts$ has 3 rows, so we get $C(\Gamma_0) \simeq C(\Gamma_3)$ and $C(\Gamma_1) \simeq C(\Gamma_2)$ (see Figure 4).

For the invariant of Mazorchuk and Stroppel the situation is similar: the projective functors associated to MOY-braids satisfy the Hecke-algebra relations, but not the extra relations coming from $\ker(\tau_m)$. To obtain the missing relations, the functors have to be restricted to certain parabolic subcategories $\mathcal{O}^p$ of $\mathcal{O}$. 
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Theorems 1-3 provide the first steps for a connection between Khovanov-Rozansky- and Stroppel-Mazorchuk homology. However, we cannot state a precise comparison theorem. On the Hecke algebra level of Soergel bimodules/projective functors on $\mathcal{O}$, the connection is clear. However, it is not clear to the author in which way restriction from $\mathcal{O}_0$ to parabolic subcategories $\mathcal{O}_p$ corresponds to the stabilization of the corresponding Soergel bimodule with respect to $\Sigma x_i^{n+1} - \Sigma y_i^{n+1}$, even though the effect of both operations is the same.

We can informally summarize the results of this work in the commutative diagram 5.

**Figure 5: Overview over the results of this work.**

**Structure:** The paper is organized as follows. In Section 1 we recall some basics about local graded commutative rings, focusing on how to relate it to the better known case of ungraded local commutative rings. In Section 2 we introduce the notion of graded maximal Cohen-Macaulay modules over Gorenstein rings and recall the well-known connection between graded maximal Cohen-Macaulay modules over a hypersurface and graded matrix factorizations. We then introduce the stabilization functor and study the compatibility of stabilization with tensor products of matrix factorizations. In Section 3 we use the techniques developed so far to simplify the construction of Khovanov-Rozansky using the stabilization functor, proving Theorems 1 and 2. In Section 4 we study the compatibility of the stabilization functor with the duality for matrix factorizations, and apply the results we get in Section 5 to describe braid closure as some kind of stabilized Hochschild-cohomology (see [Web07]). In all these sections we focus on motivation, examples and explicit calculations, while not trying to give all results in the greatest possible generality. In contrast to that, there is an appendix where we reprove almost all statements in a much more general situation using the language of derived categories. This appendix can be read almost independently of the rest of the paper; however, its bigger generality and abstraction might prevent the reader from getting the motivation for what is done, and this is why we didn’t work in this more abstract setting right from the beginning.

**Acknowledgements:** I want to thank all people who helped and supported me during the process of writing this thesis. My special thanks go to my advisor Prof. Dr. Catharina Stroppel for the countless helpful and interesting discussions about the subject.
1 Basics on local graded commutative algebra

In this section, we will give a short introduction to local graded commutative algebra. All of the results we recall here are well-known at least in the ungraded case, so we concentrate on explaining how they can rigorously be upgraded to the graded case.

1.1 Notation

In the following, we always denote by $R_\cdot = \bigoplus_{n \in \mathbb{Z}} R_n$ a Noetherian graded commutative ring which is local in the sense that there is precisely one graded maximal ideal $\mathfrak{m}$, and we let $k_\cdot := R_\cdot / \mathfrak{m}$ be its residue class ring. Note that any ungraded local ring can be considered as a graded ring concentrated in degree zero, so the ungraded situation is a special case of the graded situation. Next, let $R$ be the ungraded ring underlying $R_\cdot$, and let $R_\cdot$-Mod denote the abelian category of all graded $R_\cdot$-modules with grading preserving morphisms of $R$-modules. The set of morphisms between graded $R_\cdot$-modules $M$ and $N$, is denoted by $\text{Hom}_{R_\cdot}(M, N)$. The subcategory of finitely generated graded $R_\cdot$-modules is denoted by $R_\cdot$-Mod. Next, let $(d) : R_\cdot$-Mod $\to R_\cdot$-Mod be the automorphism given by grading shift, i.e. $M(d)_k := M_{k+d}$. If $M$ is a graded $R_\cdot$-module, we denote by $M$ the underlying $R$-module. An $R_\cdot$-module $M$ is called free (of finite rank) if it is isomorphic to a (finite) direct sum of modules of the form $R(d)$, for some $d \in \mathbb{Z}$.

For $R_\cdot$-modules $M$, $N$, there is a graded homomorphism space $\text{Hom}_{R_\cdot}(M, N)_k$, defined by $\text{Hom}_{R_\cdot}(M, N)_k := \text{Hom}_{R}(M, N)_k$. An element $f \in \text{Hom}_{R_\cdot}(M, N)_k$ is called a homomorphism of the underlying $R$-modules raising the degree of each element precisely by $k$. There is a natural action of $R_\cdot$ on $\text{Hom}_{R_\cdot}(M, N)$, making it into a graded $R_\cdot$-module. Note that by our convention we have $\text{Hom}_{R_\cdot}(M, N)_0 = \text{Hom}_{R}(M, N)_0$, but $\text{Hom}_{R_\cdot}(M, N) = \bigoplus_{k \in \mathbb{Z}} \text{Hom}_{R}(M, N)_k$. Note also that there is a natural homomorphism $\text{Hom}_{R_\cdot}(M, N) \to \text{Hom}_{R}(M, N)$ whose image consists of all homomorphisms of $R$-modules $M \to N$ that can be written as a finite sum of homomorphisms of graded $R_\cdot$-modules $M \to N(k)$. In general, there might be homomorphisms of $R_\cdot$-modules $M \to N$ which cannot be written in this way, but if $M$ is finitely generated over $R_\cdot$, the above map is an isomorphism. Homomorphisms of graded modules $M'_\cdot \to M_\cdot$ and $N'_\cdot \to N_\cdot$ induce a homomorphism of graded modules $\text{Hom}_{R_\cdot}(M_\cdot, N_\cdot) \to \text{Hom}_{R_\cdot}(M'_\cdot, N'_\cdot)$, and in this way $\text{Hom}_{R_\cdot}(-, -)$, becomes a biadditive functor $R_\cdot$-Mod $^\text{op} \times R_\cdot$-Mod $\to R_\cdot$-Mod. Let $\text{Ext}^p_{R_\cdot}(-, -)$, denote the family of derived functors. Since the functor $M_\cdot \to M_0$ from $R_\cdot$-Mod to $\mathbb{Z}$-Mod is exact, we have that $\text{Ext}^p_{R_\cdot}(-, -)_0$ is the family of derived functors of $\text{Hom}_{R_\cdot}(-, -)_0 = \text{Hom}_{R}(\cdot, \cdot)$, so for any two $R_\cdot$-modules $M_\cdot$, $N_\cdot$, there is a natural identification $\text{Ext}^p_{R_\cdot}(M_\cdot, N_\cdot)_0 = \text{Ext}^p_{R}(M, N)$. As above, for finitely generated $M$, we have $\text{Ext}^p_{R_\cdot}(M_\cdot, N_\cdot) \cong \text{Ext}^p_{R}(M, N)$, but in general these two $R_\cdot$-modules may differ.

For graded $R_\cdot$-modules $M$, $N$, define the tensor product $M \otimes_{R_\cdot} N$, by $(M \otimes_{R_\cdot} N)_k := \bigoplus_{p+q=k} M_p \otimes_{\mathbb{Z}} N_q$, where $\sim$ is generated by $x.m \otimes n \sim (-1)^{r(p-r)}m \otimes x.m$ for $x \in R_r$ and $m \in M_{p-r}$. This gives rise to an additive bifunctor $R_\cdot$-Mod $\times R_\cdot$-Mod $\to R_\cdot$-Mod, and we denote by $\text{Tor}^p_{R_\cdot}(-, -)$, the family of derived functors of this functor.

1.2 Graded vs. Ungraded

Most of the theorems on ungraded local Noetherian rings are true for local graded Noetherian rings. One reason for this is that for a finitely generated graded $M$, over a local Noetherian graded ring $(R_\cdot, \mathfrak{m}_\cdot)$ the map $M \mapsto M_{\mathfrak{m}_\cdot}$ takes many numerical invariants like the Betti-numbers, the dimension, the depth or the projective dimension of the graded $R_\cdot$-module $M_\cdot$ into the ones for the ungraded $R_{\mathfrak{m}_\cdot}$-module $M_{\mathfrak{m}_\cdot}$. This makes it possible to carry over results from the ungraded case stating relations between these numerical invariants (the Auslander-Buchsbaum formula, for example) to the graded case without having to copy the proof verbatim. The material of this section is completely contained in [BH93], but for the reader’s convenience we will reproduce it here and provide some details not contained in loc.cit.
To get a feeling why the essential information carried by $M_i$ is already encoded in $M_m$, we think about why the vanishing of $M_m$ implies the vanishing of $M_i$.

**Fact 1.2.1** Let $M_i$ be a graded module over the graded ring $R_i$, and let $p$ be a (not necessarily homogeneous) prime ideal in $R$. Then $M_p = 0$ if and only if $M_{(p)} = 0$. Here $M_p$ denotes the localization of $M$ with respect to $R \setminus p$ (an ungraded module over the ungraded ring $R_p$), and $M_{(p)}$ denotes the localization of $M$ with respect to $\bigcup_{k \in \mathbb{Z}} R_k \setminus p_k$.

In particular, if $(R, m)$ is a local graded ring, then $M_i = 0$ if and only if $M_m = 0$.

**Proof.** Let $S := \bigcup_{k \in \mathbb{Z}} R_k \setminus p_k$. We have $S \subseteq R \setminus p$, so $M_S = 0$ implies $M_p = M_R, p = 0$. Now assume $M_{R, p} = 0$. To show that $M_S = 0$ it is sufficient to prove that any homogeneous $m_i \in M_S$ vanishes in $M_S$. As it vanishes in $M_{R, p}$, there is some $x \in R \setminus p$ such that $x \cdot m = 0$. By the homogeneity of $m_i$ it follows that $x \cdot m = 0$ for any homogeneous component $x_i$ of $x$. However, since $x \notin p$, some homogeneous component $x_i \in R_i$ of $x$ has to lie in $R \setminus p$, and this in $R, p_i \subset S$. Hence, $m_i$ is killed by an element in $S$, and therefore vanishes in $M_S$. $\Box$

**Definition 1.2.2** Let $(R, m)$ be a local graded ring and let $M_i$ be a finitely generated graded $R_i$-module. The **dimension** of $M_i$, denoted $\dim_{R_i} M_i$, is defined as the maximal $k$ such that there exists a chain of homogeneous prime ideals $p_0 \subseteq p_1 \subseteq \ldots \subseteq p_k$ such that $M_{(p_i)} \neq 0$ for all $i = 0, \ldots, k$.

**Proposition 1.2.3** In the situation of Definition 1.2.2, we have $\dim_{R_i} M_i = \dim_{R_m} M_m$.

**Proof.** For a homogeneous prime ideal $p \subset R$, we have $M_{(p)} = 0$ if and only if $M_p = 0$ (Fact 1.2.1), hence $\dim_{R_i} M_i \leq \dim_{R_m} M_m$. It is therefore sufficient to show that for $d := \dim_{R_m} M_m$ there is a sequence $p_0 \subseteq \ldots \subseteq p_d$ of homogeneous prime ideals such that $M_{(p_i)} \neq 0$ for all $i = 0, \ldots, d$, which is done in [BH93, Theorem 1.5.8]. $\Box$

**Definition 1.2.4** Let $(R, m)$ be a local graded ring and let $M_i$ be a finitely generated graded $R_i$-module. The **depth** of $M_i$, denoted $\text{depth}_{R_i} M_i$, is defined as the maximal length of a $M_i$-regular sequence of homogeneous elements in $m$. If there is no chance of confusion, we will shortly write $\text{depth}(M_i)$ for $\text{depth}_{R_i}(M_i)$.

We have the following description of the depth in terms of the vanishing of $\text{Ext}$-groups:

**Proposition 1.2.5** In the situation of Definition 1.2.4 we have

$$\text{depth}_{R_i} M_i = \inf \{ i \in \mathbb{Z} \geq 0 \mid \text{Ext}_{R}^{i}(k, M_i) \neq \{0\} \},$$

and any maximal $M_i$-regular sequence in $m$ has length $\text{depth}_{R_i} M_i$. In particular, we have $\text{depth}_{R_i} M_i < \infty$ and

$$\text{depth}_{R_i} M_i = \text{depth}_{R_m} M_m.$$

**Proof.** Since $R_i$ is Noetherian, any $M_i$-regular sequence must be finite. Thus, the second statement indeed implies that $\text{depth}(M_i) < \infty$.

Let $x_1, \ldots, x_n \in m$ be an arbitrary $M_i$-regular sequence of homogeneous elements, and let $d_1, \ldots, d_n$ denote the degrees of the $x_i$. By definition, $x_1$ is not a zero divisor in $R$, so we have a short exact sequence $0 \rightarrow M(-d_1) \rightarrow M \rightarrow M/x_1 M \rightarrow 0$. Applying $\text{Ext}_{R_i}^{i}(k, -)$, gives

$$\cdots \rightarrow \text{Ext}_{R}^{i}(k, M_i) \rightarrow \text{Ext}_{R}^{i}(k, M_i/x_1 M_i) \rightarrow \text{Ext}_{R}^{i+1}(k, M_i, (-d_1) \rightarrow \cdots,$$

and since $k$ is annihilated by $x_1$, this sequence decomposes into short exact sequences

$$0 \rightarrow \text{Ext}_{R}^{i}(k, M_i) \rightarrow \text{Ext}_{R}^{i}(k, M_i/x_1 M_i) \rightarrow \text{Ext}_{R}^{i+1}(k, M_i, (-d_1) \rightarrow 0$$

for all $i \in \mathbb{Z}$. For $i = -1$ and then for $i = 0$, we get $\text{Ext}_{R}^{0}(k, M_i) = 0$ and $\text{Ext}_{R}^{i}(k, M_i) \cong \text{Ext}_{R}^{0}(k, M_i/x_1 M_i)(d_1)$. Continuing in this way, we obtain $\text{Ext}_{R}^{i}(k, M_{i}) = 0$ for all $0 \leq i < n$ and

$$\text{Ext}_{R}^{n}(k, M_{i}) \cong \text{Ext}_{R}^{0}(k, M_{i}/(x_1, \ldots, x_n) M_{i}, (d_1 + \ldots + d_n), \quad (1.2-1)$$
which shows that
\[ \text{depth}(M_i) \leq \min\{k \in \mathbb{Z}_{\geq 0} \mid \text{Ext}^k_R(k_i, M_i) \neq \{0\}\}. \]

Next, take \( x_1, \ldots, x_n \) maximal (as noted at the beginning of the proof, such a sequence must exist). We will show that \( \text{Ext}^0_R(k_i, M_i/(x_1, \ldots, x_n)M_i) \neq 0 \), and this will finish the proof because of (1.2.1). As \( x_1, \ldots, x_n \) is maximal, any element of \( m \) is a zero-divisor of \( M_i/(x_1, \ldots, x_n)M_i \). Hence \( m \) is contained in the union of the associated primes of \( M_i/(x_1, \ldots, x_n)M_i \), so \( m \in \text{Ass}_R(M_i/(x_1, \ldots, x_n)M_i) \) by prime avoidance. Thus, there exists an embedding
\[ k(d), = R_i/m(d) \hookrightarrow M_i/(x_1, \ldots, x_n)M_i, \]
for suitable \( d \in \mathbb{Z} \), and therefore \( \text{Hom}_R(k_i, M_i/(x_1, \ldots, x_n)M_i) \neq 0 \) as claimed.

The second statement can be seen as follows: First note that since \( k_i \) is finitely generated, we have a canonical isomorphism of \( R \)-modules \( \text{Ext}^n_p(k_i, M_i) = \text{Ext}^n_p(k, M) \). Hence, using Fact 1.2.1 and the compatibility of Ext with localization, we get
\[
\text{depth}_{R_i} M_i = \inf\{i \in \mathbb{Z}_{\geq 0} \mid \text{Ext}^i_R(k_i, M_i) \neq 0\}
= \inf\{i \in \mathbb{Z}_{\geq 0} \mid \text{Ext}^i_R(k_i, M) \neq 0\}
= \inf\{i \in \mathbb{Z}_{\geq 0} \mid \text{Ext}^i_{R_i}(k_i M_i) \neq 0\}
= \inf\{i \in \mathbb{Z}_{\geq 0} \mid \text{Ext}^i_{R_i}(R_m/mR, M_m) \neq 0\}
= \text{depth}_{R_i} M_i
\]
as claimed. \( \square \)

Next we turn to injective dimensions.

**Definition 1.2.6** Let \((R, m)\) be a local graded ring and \(M_i\) a finitely generated \(R_i\)-module. Then the injective dimension of \(M_i\), denoted \(\text{inj.\,dim}_{R_i} M_i\), is defined as the injective dimension of \(M_i\) in the abelian category \(R_i\)-mod.

**Remark 1.2.7** For a finitely generated \(R_i\)-module \(M_i\), we have
\[
\text{inj.\,dim}_{R_i\text{-mod}}(M_i) = \text{inj.\,dim}_{R_i\text{-Mod}}(M_i)
\]
by Baer's criterion (which works for every generator in a Grothendieck category). \( \diamond \)

**Fact 1.2.8** In the situation of Definition 1.2.6, we have
\[
\text{inj.\,dim}_{R_i} M_i = \sup\{n \in \mathbb{Z}_{\geq 0} \mid \text{ex. \,} p \text{ \,homogeneous \,prime \,s.t. \,} \text{Ext}^n_R(R_i/p, M_i) \neq 0\}.
\]

*Proof.* This follows immediately from the fact the any finitely generated \(R_i\)-module has a finite filtration with filtration quotients of the form \(R_i/p(d)\) for homogeneous prime ideals \(p\) and \(d \in \mathbb{Z}\). \( \square \)

**Proposition 1.2.9 (see [BH93, Proposition 3.1.13])** Let \((R, m)\) be a local graded ring, \(p \subseteq m\) a homogeneous prime and \(M_i\) a finitely generated graded \(R_i\)-module. Assuming \(\text{Ext}^{n+1}_R(R_i/q, M_i) = 0\) for all \(q \supseteq p\), then \(\text{Ext}^{n+1}_R(R_i/p, M_i) = 0\).

*Proof.* Pick a homogeneous \(x \in m \setminus p\) of degree \(d\). The exact sequence
\[
0 \to R_i/p(-d) \to R_i/p \to R_i/(p, x) \to 0
\]
induces an exact sequence
\[
\text{Ext}^n_R(R_i/p, M_i) \to \text{Ext}^n_R(R_i/p, M_i)/(d) \to \text{Ext}^{n+1}_R(R_i/(p, x), M_i).
\]
Any homogeneous prime \(q\) in the support of \(R_i/(p, x)\) satisfies \(p \subseteq q\), and by assumption \(\text{Ext}^{n+1}_R(R_i/q, M_i) = 0\) for any such \(q\). Hence \(\text{Ext}^{n+1}_R(R_i/(p, x), M_i) = 0\), which in turn implies \(\text{Ext}^n_R(R_i/p, M_i) = 0\) by Nakayama (Lemma 1.2.14). \( \square \)
Proposition 1.2.10 (see [BH93, Proposition 3.1.14]) Let $(R, \mathfrak{m})$ be a local graded ring and $M$, a finitely generated graded $R$-module. Then

$$\text{inj. dim}_R M = \sup \{ k \in \mathbb{Z}_{\geq 0} \mid \text{Ext}^k_R(k, M) \neq 0 \}. $$

In particular, we have $\text{inj. dim}_R M = \text{inj. dim}_{R_{\mathfrak{m}}} M_{\mathfrak{m}}$.

Proof. The first statement follows from Fact 1.2.8 and Proposition 1.2.9. For the second statement, Fact 1.2.1 and the compatibility of Ext with localization yields

$$\text{inj. dim}_R M = \sup \{ n \in \mathbb{Z}_{\geq 0} \mid \text{Ext}^n_R(k, R) \neq 0 \} = \sup \{ n \in \mathbb{Z}_{\geq 0} \mid \text{Ext}^n_R(k, M)_{\mathfrak{m}} \neq 0 \} = \sup \{ n \in \mathbb{Z}_{\geq 0} \mid \text{Ext}^n_R(R_{\mathfrak{m}}/\mathfrak{m}R_{\mathfrak{m}}, M_{\mathfrak{m}}) \neq 0 \} = \text{inj. dim}_{R_{\mathfrak{m}}} M_{\mathfrak{m}}. $$

Next we show that the functor $M \mapsto M_{\mathfrak{m}}$ preserves minimal free resolutions. We first recall the definition of a minimal free resolution in the graded case.

Fact 1.2.11 Let $f: F \to M$ be an epimorphism of finitely generated graded $R_{\mathfrak{m}}$-modules, and let $F$, be free. Then the following are equivalent:

1. Any homogeneous $R_{\mathfrak{m}}$-basis of $F$, is mapped by $f$ to a minimal generating system of $M$.
2. There exists a homogeneous $R_{\mathfrak{m}}$-basis of $F$, which is mapped by $f$ to a minimal generating system of $M$.
3. Ker($f$) $\subset$ $\mathfrak{m}$F.

Proof. $(1) \Rightarrow (2)$ is trivial. Next assume that $x_1, ..., x_n$ is a homogeneous basis of $F$, mapping to a minimal generating system of $M$, under $f$, and let $d_1, ..., d_n$ be the degrees of the $m_i$. Then, if $x_1m_1 + ... + x_nm_n \in \text{ker}(f)$ for homogeneous $x_i \in R$, we must have $x_i \in \mathfrak{m}$ for all $i$, since otherwise we would have $f(m_i) = x_i^{-1}\sum_{j \neq i} x_jf(m_j)$, contradicting the minimality of $\{f(m_i)\}$. This shows $(2) \Rightarrow (3)$. It remains to prove $(3) \Rightarrow (1)$, so assume $\text{ker}(f) \subset \mathfrak{m}$F, and $m_1, ..., m_n$ is a homogeneous $R_{\mathfrak{m}}$-basis of $F$. If $\{f(m_i)\}$ was not minimal, there would be some $i$ and homogeneous $x_1, ..., x_i, ..., x_n \in R$, such that $f(m_i) = \sum_{j \neq i} x_jf(m_j)$, so $m_i - \sum_{j \neq i} x_jm_j \in \text{ker}(f) \setminus \mathfrak{m}$F, contrary to our assumption.

Definition 1.2.12 If $f$ fulfills the equivalent conditions of Fact 1.2.11, then we call it a free cover of $M$. A free resolution

$$(F^*, \delta): ... \to F^{-2} \to F^{-1} \to F^0 \to M \to 0$$

of $M$, is called minimal if $F^n \to \text{im}(\delta_n)$ is a free cover for all $n \in \mathbb{Z}$.

Fact 1.2.13 Let $(R, \mathfrak{m})$ be a local graded ring and let $f: F \to M$ be a free cover. Then the only submodule $U \subset F$, such that $f|_U: U \to M$, is still surjective is $F$ itself.

Proof. If $f|_U: U \to M$, is surjective, then $F = U + \text{ker}(f) \subset U + \mathfrak{m}F$. Hence $F/\mathfrak{m}F = (F/\mathfrak{m}U)$, and by the graded version of Nakayama’s Lemma 1.2.14 we get $U = F$, as required.

Lemma 1.2.14 (Nakayama) Let $(R, \mathfrak{m})$ be a local graded ring. If $M$, is a finitely generated graded $R_{\mathfrak{m}}$-module such that $M_{\mathfrak{m}} = \mathfrak{m}M$, then $M = 0$.

Proof. Suppose on the contrary that $M_{\mathfrak{m}} \neq 0$ and choose a minimal system of homogeneous generators $m_1, ..., m_n$ of $M$, of degrees $d_i \in \mathbb{Z}$. As $M = \mathfrak{m}M$, by assumption, we can find homogeneous $x_i \in \mathfrak{m}_{d_i - d}$ such that $m_1 = x_1m_1 + ... + x_nm_n$. However, $1 - x_1 \in R_0 \setminus \mathfrak{m}_0$, and so we get $m_1 = -(1-x_1)^{-1}(x_2m_2 + ... + x_nm_n)$, contradicting the minimality of $\{m_i\}$. 

12
Without proof we recall the following standard result.

**Fact 1.2.15** Let $R$ be a local graded ring and let $M$ be a finitely generated graded $R$-module. Then a free cover/a minimal resolution of $M$ exists and is unique up to non-canonical isomorphism.

**Definition 1.2.16** Let $R$ be a local graded ring an $M$ be a finitely generated $R$-module with minimal free resolution $F_i^* \to M$. The Betti-numbers of $M$, denoted $\beta_i(M)$, are defined as the ranks of the free $R$-modules $F_i^{-1}$.

Exactness of localization implies the following:

**Proposition 1.2.17** Let $(R, m)$ be a local graded ring and $M$ be a finitely generated graded $R$-module with minimal free resolution $F_i^* \to M$. Then $F_i^m \to M_m$ is a minimal free resolution of the $R_m$-module $M_m$.

Summarizing, we get the following theorem which will allow us to carry over results from the ungraded setting to the graded one.

**Proposition 1.2.18** Let $(R, m)$ be a local graded ring and $M$ be a finitely generated graded $R$-module. Then the following hold:

1. $\beta_i^R(M) = \beta_i^{R_m}(M_m)$ for all $i \in \mathbb{Z}_{\geq 0}$.
2. $\dim R M = 0$ if and only if $M_m = 0$.
3. $M$ is projective in $R$-mod if and only if $M$ is free.
4. $\operatorname{proj.dim} R M = \operatorname{proj.dim}^{R_m} M_m$.
5. $\dim R M = \dim^{R_m} M_m$.
6. $\operatorname{inj.dim} R M = \operatorname{inj.dim}^{R_m} M_m$.
7. $\operatorname{depth} R M = \operatorname{depth}^{R_m} M_m$.

**Proof.** (1) follows from Proposition 1.2.17. (2) follows from (1) and the fact that $M = 0$ resp. $M_m = 0$ if and only if $\beta_i^R(M) = 0$ resp. $\beta_i^{R_m}(M_m) = 0$. (3) If $M$ is projective, then $\beta_i^R(M) = \operatorname{rk}_R \operatorname{Tor}_i^R(k, M) = 0$, hence $M$ is free. (4) follows from $\operatorname{proj.dim} R M = \max\{k \in \mathbb{Z}_{\geq 0} | \beta_k^R(M) \neq 0\}$ and the analogous equation for $M_m$. (5), (6) and (7) were already shown in Propositions 1.2.3, 1.2.10 and 1.2.5, respectively. \(\square\)

As an example of how to apply Proposition 1.2.18, we note the graded version of the well-known formula of Auslander and Buchsbaum.

**Theorem 1.2.19** [Auslander-Buchsbaum formula] Let $R$ be a local graded ring and $M$ be a finitely generated $R$-module of finite projective dimension. Then we have

$$\operatorname{proj.dim} R M = \operatorname{depth} R M - \operatorname{depth} M.$$ 

Finally we recall the definition of a (maximal) Cohen-Macaulay module.

**Definition 1.2.20** Let $R$ be a local graded ring and $M$ be a finitely generated $R$-module. Then $M$ is called Cohen-Macaulay if $\operatorname{depth} R M = \dim R M$. It is called maximal Cohen-Macaulay if $\operatorname{depth} R M = \dim R M = \operatorname{depth} R$. The ring $R$ is called Cohen-Macaulay if it is Cohen-Macaulay as a graded module over itself, i.e. if $\operatorname{depth} R = \dim R$.

From Proposition 1.2.18 we immediately get:

**Fact 1.2.21** Let $R$ be a local graded ring and $M$ be a finitely generated graded $R$-module. Then $M$ is a (maximal) Cohen-Macaulay module over $R$ if and only if $M_m$ is a (maximal) Cohen-Macaulay module over $R_m$. 
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2 The stabilization functor and matrix factorizations

2.1 Semiorthogonal decomposition of the stable category of a Gorenstein ring

In this section, we introduce a special class of Cohen-Macaulay rings, called Gorenstein rings, and recall a semi-orthogonal decomposition of the category $\text{R}_*$-mod of finitely generated graded $\text{R}_*$-modules into the subcategory $\text{MCM}(\text{R}_*)$ of maximal Cohen-Macaulay modules and the subcategory $\text{fpd}(\text{R}_*)$ of modules of finite projective dimension.

**Definition 2.1.1** A local graded ring $\text{R}_*$ is called *Gorenstein* if $\text{inj.dim}_{\text{R}_*} \text{R}_* < \infty$.

It’s not obvious from this definition that any Gorenstein ring is Cohen-Macaulay, however note the following proposition.

**Proposition 2.1.2** Let $\text{R}_*$ be a local graded ring and $\text{M}_*$ be a finitely generated graded $\text{R}_*$-module such that $\text{inj.dim}_{\text{R}_*} \text{M}_* < \infty$. Then we have

$$\text{dim}_{\text{R}_*} \text{M}_* \leq \text{inj.dim}_{\text{R}_*} \text{M}_* = \text{depth}_{\text{R}_*} \text{R}_*.$$  

In particular, Gorenstein local graded rings are Cohen-Macaulay.

**Proof.** This follows from Proposition 1.2.18 and the corresponding ungraded version, see [BH93, Theorem 3.1.17].

In a Gorenstein ring, we have the following very useful characterization of maximal Cohen-Macaulay modules (note that part (b) is actually taken as the *definition* of maximal Cohen-Macaulayness in [Buc86]). For the convenience of the reader we will sketch its proof.

**Proposition 2.1.3** Let $\text{R}_*$ be a Gorenstein local graded ring and $\text{M}_*$ be a finitely generated graded $\text{R}_*$-module. Then the following are equivalent:

1. $\text{M}_*$ is maximal Cohen-Macaulay.
2. $\text{Ext}_R^k(\text{M}_*, \text{R}_*) = 0$ for all $k > 0$.
3. $\text{M}_*$ is an arbitrarily high syzygy, i.e. for all $n > 0$ there exists a finitely generated graded $\text{R}_*$-module $\text{N}_*$ such that $\text{M}_*$ is an $n$-th syzygy of $\text{N}_*$.
4. $\text{M}_*$ admits a projective coresolution to the right.

**Proof.** For (1)$\iff$(2) see [BH93, Theorem 3.3.10]. Further, we have (3)$\implies$(2) because of $\text{inj.dim}_{\text{R}_*} \text{R}_* < \infty$. As (4)$\implies$(3) is trivial, it remains to prove (1)$\implies$(4). For this, choose a finitely generated projective resolution $P_*^* \to \text{M}_*$. The assumption that $\text{Ext}_R^k(\text{M}_*, \text{R}_*) = 0$ for $* > 0$ implies that $\text{M}_*^* \to (P_*^*)^*$ is a projective coresolution of $\text{M}_*$, where $(-)^* := \text{Hom}_{\text{R}_*} (-, \text{R}_*)$. This implies that $\text{M}_*$ satisfies (4), hence (2), and so dualizing a finitely generated projective resolution of $\text{M}_*$ yields a projective coresolution for $\text{M}_*$**. Condition (2) for $\text{M}_*$ and $\text{M}_*^*$ implies that $\text{M}_*^{**} \cong \text{M}_*$ (the duality $(-)^*$ is exact on modules satisfying (2), and the transformation $\text{id} \to (-)^*$ is an isomorphism on free, finitely generated modules), hence $\text{M}_*$ satisfies (4) as claimed.

**Definition 2.1.4** Let $\text{R}_*$ be a Gorenstein local graded ring. A (not necessarily finitely generated) graded $\text{R}_*$-module $\text{M}_*$ is called *Gorenstein projective* if it admits a projective coresolution. In view of Proposition 2.1.3, we denote the category of Gorenstein projectives by $\text{MCM}^{\text{pc}}(\text{R}_*)$.

**Remark 2.1.5** For a detailed treatment of Gorenstein projective modules, see [Chr00, Chapter 3]. There it is proved that over a Gorenstein ring every module becomes Gorenstein projective when taking high enough syzygies; in fact, this property characterizes Gorenstein rings. In other words, a local Noetherian ring $\text{R}$ is Gorenstein if and only if every module $\text{M}$
has finite Gorenstein projective dimension \( \text{g.dim}_RM \), in beautiful analogy to Serre’s criterion for regularity. In this case we have

\[
\text{g.dim}_RM = \text{depth}_RM - \text{depth}_RM
\]

for every \( R \)-module \( M \), generalizing the Auslander-Buchsbaum formula 1.2.19.

**Proposition 2.1.6** Let \( R \) be a Gorenstein local graded ring. Then \( \text{MCM}_\infty(R) \) (respectively \( \text{MCM}(R) \)), equipped with the class of short exact sequences in the usual sense, is a Frobenius category (see [Kei06]), and the projective-injectives are precisely the (finitely generated) projective \( R \)-modules.

**Proof.** We only do the infinite case. The finitely generated case is treated analogously.

Denote by \( \delta^\infty \) the class of short exact sequences in \( \text{MCM}_\infty(R) \). We only check that \( (\text{MCM}_\infty(R), \delta^\infty) \) has enough projectives and injectives, that projectives and injectives coincide and that the class of projective-injectives equals the class of projective \( R \)-modules.

As \( \text{inj.dim}_RM < \infty \) we have \( \text{Ext}^\infty_M(M, R) = 0 \) for all \( M \in \text{MCM}_\infty(R) \). Thus every projective \( R \)-module is projective-injective in \((\text{MCM}_\infty(R), \delta^\infty)\). Moreover, for \( M \in \text{MCM}_\infty(R) \) the existence of a projective coresolutions of \( M \) shows that \( M \) admits an embedding into a projective \( R \)-module. It follows that \( (\text{MCM}_\infty(R), \delta^\infty) \) has enough injectives, and that any injective object is a summand of a projective \( R \)-module. Thus, the injectives in \( (\text{MCM}_\infty(R), \delta^\infty) \) are precisely the projective \( R \)-modules, and hence coincide with the projective-injectives in \( (\text{MCM}_\infty(R), \delta^\infty) \).

**Definition 2.1.7** We denote \( \text{MCM}_\infty(R) \) the stable category of the Frobenius category \((\text{MCM}_\infty(R), \delta^\infty)\) from Proposition 2.1.6. In plain terms, the objects of \( \text{MCM}_\infty(R) \) are the objects of \( \text{MCM}_\infty(R) \), and for \( M, N \in \text{MCM}_\infty(R) \) we have

\[
\text{MCM}_\infty(M, N) = \text{Hom}_R(M, N)/P(M, N),
\]

where \( P(M, N) \) consists of the morphisms factoring through a projective \( R \)-module. This is a full subcategory of the stable category \( R\-\text{Mod} \), defined in the same way.

Similarly, we denote \( \text{MCM}(R) \) the stable category of \((\text{MCM}(R), \delta)\), which is a full subcategory of the stable category \( R\-\text{mod} \).

The following proposition is the main statement of this section. For convenience we give a detailed proof, although everything apart from the explicit construction in part (e) is contained in [Buc86].

**Proposition 2.1.8** Let \( R \) be a Gorenstein local graded ring.

1. For \( M \in R\-\text{mod} \) we have \( M \in \text{MCM}(R) \) if and only if \( \text{Ext}^k_R(M, N) = 0 \) for all \( k > 0 \) and all \( N \in \text{fpd}(R) \).
2. For \( N \in R\-\text{mod} \) we have \( N \in \text{fpd}(R) \) if and only if \( \text{Ext}^k_R(M, N) = 0 \) for all \( k > 0 \) and all \( M \in \text{MCM}(R) \).
3. If \( M \in \text{MCM}(R) \) and \( N \in \text{fpd}(R) \), then \( \text{Hom}_{R\-\text{mod}}(M, N) = 0 \).
4. For any finitely generated graded \( R \)-module \( M \), there is an exact sequence

\[
0 \to P \to N \to M \to 0,
\]

where \( N \in \text{MCM}(R) \) and \( P \in \text{fpd}(R) \).
5. The inclusion \( \text{MCM}(R) \to R\-\text{mod} \) has a right adjoint \( M : R\-\text{mod} \to \text{MCM}(R) \).

**Proof.** Let \( M \in \text{MCM}(R) \). Since \( \text{Ext}^k_R(M, N) = 0 \) for all \( k > 0 \), we have \( \text{Ext}^k_R(M, N) \cong \text{Ext}^{k+n}_R(M, \Omega^nN) \) for all \( n \geq 0 \). Now, if \( N \in \text{fpd}(R) \), we have \( \Omega^nN = 0 \) for \( n \gg 0 \). This shows (1).
Since \( \Sigma \) is in beginning of a free coresolution of \( \Omega \), that \( \Omega \) as in (2.1-1) to a commutative diagram\(^\ast\) for all \( n \gg 0 \). Hence

\[
\text{Hom}_{R\text{-mod}}(\Omega^n M_\ast, \Omega^n N_\ast) = \text{coker}(\text{Hom}_{R\text{-mod}}(\Omega^n N_\ast, F_{\ast}^{-n}) \rightarrow \text{Hom}_{R\text{-mod}}(\Omega^n M_\ast, \Omega^n N_\ast))
\]

\[
\cong \text{Ext}^1_R(\Omega^n N_\ast, \Omega^{n-1} N_\ast) \cong \cdots \cong \text{Ext}^n_R(\Omega^n N_\ast, N_\ast) = 0.
\]

Here the first isomorphism follows from the fact that, since \( F_{\ast}^{-n} \) maps surjectively to \( \Omega^n N_\ast \), a homomorphism \( \Omega^n M_\ast \rightarrow \Omega^n N_\ast \) factors through some projective if and only if it factors through \( F_{\ast}^{-n} \).

Therefore \( \Omega^n_{R_{\ast}} N_\ast = 0 \) in \( R_{\ast}\text{-mod} \) and \( \Omega^n N_\ast \) is projective, hence free. Point (3) is similar: as \( M_\ast \in \text{MCM}(R_{\ast}) \) there exists \( \Sigma M \in \text{MCM}(R_{\ast}) \) such that \( M_\ast \cong \Omega \Sigma M_\ast \), and therefore \( \text{Hom}_{R\text{-mod}}(M_\ast, N_\ast) \cong \text{Ext}^1_R(\Sigma M_\ast, N_\ast) = 0 \) as claimed.

We now show (4). Let \( F^\ast \rightarrow M_\ast \) be a free resolution of \( M_\ast \) and take \( n \gg 0 \) such that \( \Omega^n_{F_{\ast}} M_\ast \in \text{MCM}(R_{\ast}) \). Further, let \( \Omega^n_{F_{\ast}} M_\ast \rightarrow F_{\ast}^{-n+1} \rightarrow F_{\ast}^{-n+2} \rightarrow \cdots \rightarrow F_{\ast}^0 \rightarrow M_\ast \) be the beginning of a free coresolution of \( \Omega^n_{F_{\ast}} M_\ast \) in \( \text{MCM}(R_{\ast}) \). This exists because \( \text{MCM}(R_{\ast}) \) is a Frobenius category, see Proposition 2.1.6. A small diagram chase using the injectivity of \( R_{\ast} \) in \( \text{MCM}(R_{\ast}) \) gives the following commutative diagram:

\[
\begin{array}{ccccccccc}
\Omega^n_{F_{\ast}} M_\ast & \rightarrow & P_{\ast}^{-n+1} & \rightarrow & P_{\ast}^{-n+2} & \cdots & P_{\ast}^0 & \rightarrow & \Sigma^n_{F_{\ast}} \Omega^n_{F_{\ast}} M_\ast & \rightarrow & 0 \\
\downarrow & & \| & & \| & & \| & & \| & & \| \\
\Omega^n_{F_{\ast}} M_\ast & \rightarrow & F_{\ast}^{-n+1} & \rightarrow & F_{\ast}^{-n+2} & \cdots & F_{\ast}^0 & \rightarrow & \Sigma^n_{F_{\ast}} \Omega^n_{F_{\ast}} M_\ast & \rightarrow & 0
\end{array}
\]

With the leftmost terms \( \Omega^n_{F_{\ast}} M_\ast \) removed, the rows become complexes, where we put the entries \( M_\ast \) and \( \Sigma^n_{F_{\ast}} \Omega^n_{F_{\ast}} M_\ast \) in cohomological degree 1. Then, the vertical maps constitute a morphism of complexes \( f : P^\ast \rightarrow F^\ast \), inducing isomorphisms on cohomology in every degree. Looking at the long exact cohomology sequence of the triangle \( P^\ast \rightarrow F^\ast \rightarrow \text{Cone}(f) \rightarrow F^\ast[1] \) we deduce that \( \text{Cone}(f)^{\ast,0} \) is a finite free resolution of

\[
\ker(\text{Cone}(f)^{\ast,0} \rightarrow \text{Cone}(f)^{\ast,1}) = \ker(\Sigma^n_{F_{\ast}} \Omega^n_{F_{\ast}} M_\ast \oplus F_{\ast}^0 \rightarrow M_\ast).
\]

Since \( \Sigma^n_{F_{\ast}} \Omega^n_{F_{\ast}} M_\ast \oplus F_{\ast}^0 \) is maximal Cohen-Macaulay, the claim follows.

Finally, part (5) is a formal consequence (1)-(4): For each finitely generated graded \( R_{\ast}\text{-module} \) \( M_\ast \), choose an exact sequence

\[
0 \rightarrow M_{\ast}^{\text{fpd}} \rightarrow M_{\ast}^{\text{MCM}} \rightarrow M_\ast \rightarrow 0
\]

as in (4), i.e. \( M_{\ast}^{\text{fpd}} \) is of finite projective dimension and \( M_{\ast}^{\text{MCM}} \) is maximal Cohen-Macaulay. Further, given a homomorphism \( f : M_\ast \rightarrow N_\ast \), it is easy to check that there is an extension to a commutative diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & M_{\ast}^{\text{fpd}} & \rightarrow & M_{\ast}^{\text{MCM}} & \rightarrow & M_\ast & \rightarrow & 0 \\
\| & & \| & & \| & & \| & & \| \\
0 & \rightarrow & N_{\ast}^{\text{fpd}} & \rightarrow & N_{\ast}^{\text{MCM}} & \rightarrow & N_\ast & \rightarrow & 0
\end{array}
\]

Here, the class of the extension \( \tilde{f} \) in the stable category is uniquely determined by \( f \), as the difference of any two extensions factors through \( N_{\ast}^{\text{fpd}} \), and any homomorphism from a maximal Cohen-Macaulay module to a module of finite projective dimension is stably trivial by part (3). This defines a functor \( R_{\ast}\text{-mod} \rightarrow \text{MCM}(R_{\ast}) \) which we claim to be the right adjoint to the inclusion functor \( \text{MCM}(R_{\ast}) \rightarrow R_{\ast}\text{-mod} \). Indeed, let \( M_\ast \) be an arbitrary finitely generated graded \( R_{\ast}\text{-module} \), \( N_\ast \) a maximal Cohen-Macaulay module and \( f : N_\ast \rightarrow M_\ast \) a homomorphism of graded modules. Then we have to see that, up to stable equivalence,
there is precisely one lifting $\tilde{f} : N_{\ast} \to M_{\ast}^{\text{MCM}}$ such that

$$
\begin{array}{c}
0 \\
M_{\ast}^{\text{fpd}} \\
M_{\ast}^{\text{MCM}} \\
M_{\ast} \\
0
\end{array}
\begin{array}{c}
\downarrow f
\\
\SEarrow
\\
\downarrow N_{\ast}
\end{array}
$$

commutes. The uniqueness is clear, since the difference of any two such liftings factors through $M_{\ast}^{\text{fpd}}$, and $\text{Hom}_{R,-\text{mod}}(N_{\ast}, M_{\ast}^{\text{fpd}}) = 0$ by (3). For the existence, note that the only obstruction against the existence of $\tilde{f}$ lies in $\text{Ext}_{R,-\text{mod}}^{1}(N_{\ast}, M_{\ast}^{\text{fpd}})$, and this group is trivial by (1).

The proof of Proposition 2.1.8 actually shows the following:

**Corollary 2.1.9** Let $R_{\ast}$ be a Gorenstein local graded ring, and let $n \gg 0$ such that $\Omega^{n}$ maps $R_{-\text{mod}}$ to $\text{MCM}(R_{-\text{mod}})$. Then the functor

$$
\Sigma^{n} \circ \Omega^{n} : R_{-\text{mod}} \longrightarrow \text{MCM}(R_{-\text{mod}}) \longrightarrow \Sigma^{n} \longrightarrow R_{-\text{mod}}
$$

together with the canonical map $\Sigma^{n}\Omega^{n}M_{\ast} \to M_{\ast}$ constructed in the proof of Proposition 2.1.8.(5) is right adjoint to the inclusion functor $\text{MCM}(R_{\ast}) \to R_{-\text{mod}}$.

**Remark 2.1.10** As every $R_{\ast}$-module has finite Gorenstein-projective dimension (see Remark 2.1.5), the proof of Proposition 2.1.8 applies to show that $R_{\ast}$-$\text{Mod}$ admits a semi-orthogonal decomposition into the full subcategory $\text{MCM}^{\infty}(R_{\ast})$ of Gorenstein projective modules and the full subcategory $\text{fpd}^{\infty}(R_{\ast})$ of modules of finite projective dimension.

## 2.2 Maximal Cohen-Macaulay modules on a graded hypersurface

Now we specialize the results of the preceding section to the case where $R_{\ast} = S_{\ast}/(w)$ for a regular local graded ring $S_{\ast}$, and some $w \in S_{\ast} \setminus \{0\}$. In this case it will turn out that $\Omega^{2} \cong (-d)$ for $d := \text{deg}(w)$, which we then use to simplify the construction of the Cohen-Macaulay approximation functor $R_{-\text{mod}} \to \text{MCM}(R_{\ast})$ in the case of hypersurfaces.

**Definition 2.2.1** A local graded ring $S_{\ast}$ is called **regular** if $\text{gl.dim}(S_{\ast}$-$\text{Mod}) < \infty$.

**Proposition 2.2.2** Let $(S_{\ast}, m_{\ast})$ be a local graded ring. Then the following are equivalent:

1. $S_{\ast}$ is regular, i.e. $\text{gl.dim}(S_{\ast}$-$\text{Mod}) < \infty$.
2. $\text{gl.dim}(S_{\ast}$-$\text{mod}) < \infty$.
3. $\text{proj.dim}_{S_{\ast}}(k_{\ast}) < \infty$.

In particular, if $S_{\ast}$ is regular and $p$ is a homogeneous prime in $S_{\ast}$, then $S_{\ast}(p)$ is regular.

**Proof.** The implications $(1) \Rightarrow (2) \Rightarrow (3)$ are clear, so we have to show $\text{gl.dim}(S_{\ast}$-$\text{Mod}) < \infty$ if $\text{proj.dim}_{S_{\ast}}(k_{\ast}) < \infty$. By Proposition 1.2.10, we have $\text{inj.dim}_{S_{\ast}}(M_{\ast}) \leq \text{proj.dim}_{S_{\ast}}(k_{\ast})$ for each finitely generated graded $S_{\ast}$-module $M_{\ast}$, hence $\text{gl.dim}(S_{\ast}$-$\text{mod}) = \text{proj.dim}_{S_{\ast}}(k_{\ast}) < \infty$. Finally, Baer’s criterion implies that $\text{inj.dim}_{S_{\ast}} \lim_{i \in I} M_{i} \leq \sup_{i \in I} \text{inj.dim}_{S_{\ast}} M_{i}$ for any directed system $\{M_{i}\}_{i \in I}$, and as any graded $S_{\ast}$-module is a direct limit of finitely generated graded $S_{\ast}$-modules, it follows that $\text{inj.dim}_{S_{\ast}}(M_{\ast}) < \infty$ for every graded $S_{\ast}$-module $M_{\ast}$, hence $\text{gl.dim}(S_{\ast}$-$\text{Mod}) < \infty$.

The second statement follows from the first applied to $S_{\ast}(p)$, noting that

$$
\text{proj.dim}_{S_{\ast}(p)}(S_{\ast}(p)/pS_{\ast}(p)) = \text{proj.dim}_{S_{\ast}(p)}((S_{\ast}/p)(p)) \leq \text{proj.dim}_{S_{\ast}}(S_{\ast}/p) < \infty.
$$

This concludes the proof.
2.2.2 Proposition Let \((R, \mathfrak{m})\) be a local graded ring. Then \(R, \text{ regular} \iff R_\mathfrak{m} \text{ regular.}\)

\textit{Proof.} This follows from Proposition 2.2.2 together with \(\operatorname{proj.dim} R_\mathfrak{m} k_\mathfrak{m} = \operatorname{proj.dim} R k.\) (Proposition 1.2.18). \(\square\)

Usually, a local ring \((R, \mathfrak{m})\) with residue class field \(k := R/\mathfrak{m}\) is called regular if \(\dim(R) = \dim_k(m/m^2).\) By a famous Theorem of Serre, this is equivalent to \(R\)-\text{Mod} being of finite global dimension. Note, however, that the following theorem becomes more difficult to prove with our definition. 

2.2.4 Proposition Let \((S, \mathfrak{m})\) be a regular local graded ring and \(f \in \mathfrak{m} \setminus m^2\) homogeneous. Then \(S/(f)\) is regular. 

\textit{Proof.} By Proposition 2.2.3 it suffices to prove the proposition in the ungraded case, and this is done in [Avr10, Proposition 2.2.2]. For convenience of the reader, we recall the proof in the Appendix, see Proposition B.16. \(\square\)

In case \(w \in m^2\), the quotient ring \(S/(w)\) is still a Gorenstein ring.

2.2.5 Proposition Let \((S, \mathfrak{m})\) be a regular local graded ring and \(w \in \mathfrak{m}\) be homogeneous. Then \(S/(w)\) is Gorenstein.

\textit{Proof.} More generally, if \((R, \mathfrak{m})\) is Gorenstein and \(w \in \mathfrak{m}\) is homogeneous and not a zero divisor, then \(R_\mathfrak{m}\) is Gorenstein. This follows from

\[ \operatorname{Ext}^*_R(M, R/(w)) \cong \operatorname{Ext}^*_{R_\mathfrak{m}}(M, R_\mathfrak{m} \langle -d \rangle) \] (2.2-1)

for each finitely generated graded \(R/(w)\)-module \(M\), where \(d\) is the degree of \(w\). To prove (2.2-1) it suffices to do the case \(* = 0\), i.e.

\[ \operatorname{Hom}_{R/(w)}(M, R/(w)) = \operatorname{Hom}_R(M, R/(w)) \cong \operatorname{Ext}^*_R(M, R) \langle -d \rangle, \] (2.2-2)

because both sides of (2.2-1) are effaceable \(\delta\)-functors on \(R\)-\text{mod}. The isomorphism (2.2-2) follows from applying \(\operatorname{Ext}^*_R(M, -)\), to the exact sequence

\[ 0 \to R \langle -d \rangle \to R \to R/(w) \to 0.\]

It remains to show that any regular graded ring is a domain, which is done in Fact 2.2.6. \(\square\)

2.2.6 Fact Let \((S, \mathfrak{m})\) be a regular local graded ring. Then \(S\) is a domain.

\textit{Proof.} We divide the proof into three steps:

1. Show that any associated prime of \(S\) is minimal.
2. Show that there is precisely one minimal prime in \(S\).
3. Conclude the proof.

1. If \(p \in \text{Ass}(S)\), then \(pS(p) \in \text{Ass}(S(p))\). Replacing \(S\) by \(S(p)\) which is again regular by Proposition 2.2.2, it is sufficient to show that for \((S, \mathfrak{m})\) regular and \(\mathfrak{m} \in \text{Ass}(S)\) we have \(\mathfrak{m} = 0\). Pick \(x \in S \setminus \{0\}\) homogeneous with \(\mathfrak{m} = \text{Ann}_S(x)\). Then \(xM = 0\) for each \(M\), which can be embedded into \(m^{\oplus k}\) for some \(k\), and in particular no such \(M \neq 0\) can be projective. Any syzygy in a minimal free resolution embeds into some \(m^{\oplus k}\), so it follows that any non-free finitely generated module has infinite projective dimension. As \(\text{gl.dim}(S\text{-mod}) < \infty\), we conclude that any finitely generated module is free; in particular \(\mathfrak{m}\) is free, contradicting the fact that \(x\) acts trivially on \(\mathfrak{m}\).

2. For any additive function on \(\mu : K_0(S\text{-mod}) \to \mathbb{Z}\) on \(S\text{-mod}\) and any \(M\), we have \(\mu([M]) = \mu([S]) \cdot \chi([M])\), where \(\chi : K_0(S\text{-mod}) \to \mathbb{Z}\) is the Euler characteristic. Hence \(\text{Hom}_Z(K_0(S\text{-mod}), Z) = Z(\chi)\). On the other hand, let \(p\) be a minimal homogeneous prime in \(S\). Then the assignment \(M \mapsto \text{len}_{S(p)}(M(p))\) defines an additive function \(\text{mult}_p : K_0(S\text{-mod}) \to \mathbb{Z}\) satisfying \(\text{mult}_p([S/p]) = \text{len}_{S(p)}(S(p)/pS(p)) = 1\) but \(\text{mult}_p([S/q]) = 0\).
for any prime \( q \) not containing \( p \). This implies that there is precisely one minimal prime \( p \) in \( S_r \), as claimed.

(3): If \( p \) denotes the unique associated prime in \( S_r \), then \( p \) coincides with the ideal of zero divisors, and hence the localization map \( S_r \to S_r(p) \) is injective. As the proof of (1) shows \( pS_{(p)} = 0 \), it follows that \( p = 0 \), and hence \( S_r \) is a domain.

**Proposition 2.2.7** Let \( R \) be a regular local graded ring. Then \( \text{MCM}(\infty)(R) = 0 \).

**Proof.** By Proposition 2.1.3 resp. Definition 2.1.4 any \( M_r \in \text{MCM}(\infty)(R) \) can be written as an arbitrarily high syzygy, i.e., for all \( n \in \mathbb{N} \) there exists some \( N_r \in R_{(w)} \text{-Mod} \) such that \( M_r \cong \Omega^n M_r \). By assumption, \( \text{gl.dim}(R) < \infty \), and so taking \( n > \text{gl.dim}(R) \) shows that \( M_r \) is projective and hence vanishes in \( \text{MCM}(\infty)(R) \).

Now, we fix \( w \in \mathfrak{m} \setminus \{0\} \) (possibly in \( \mathfrak{m}^2 \)) and consider maximal Cohen-Macaulay modules over the quotient singularity \( R_s := S_r/(w) \) which is Gorenstein by Proposition 2.2.5. If \( M_r \in \text{MCM}(R) \), then considering \( M_r \) as a module over \( S_r \) the Auslander-Buchsbaum formula 1.2.19 yields

\[
\text{proj.dim}_{S_r}(M_r) = \text{depth}_{S_r}(S_r) - \text{depth}_{S_r}(M_r) = \dim(S_r) - \text{depth}_{S_r}(M_r) = 1.
\]

Hence, there is an exact sequence of \( S_r \)-modules \( 0 \to P_r \xrightarrow{\alpha} Q_r \to M_r \to 0 \), where \( P_r \) and \( Q_r \) are projective, hence free. As \( \omega \cdot M_r = \{0\} \), we get \( \omega \cdot Q_r \subset \text{im}(\alpha) \), and therefore we can choose \( \beta \in \text{Hom}_{R_s}(Q_r, P_r)_{\deg(w)} \) such that \( \alpha \beta = \omega \cdot \text{id}_{P_r} \). Applying \( \beta \) from the left yields \( \beta \alpha \beta = w \beta \), so the injectivity of \( \beta \) yields \( \beta \alpha = w \cdot \text{id}_{P_r} \). Hence, we end up with what is called a **matrix factorization** of type \((S_r, w)\):

**Definition 2.2.8** Let \( S_r \) be a regular local graded ring and \( w \in \mathfrak{m} \) be homogeneous of degree \( d > 0 \).

(1) A **graded matrix factorization** of type \((S_r, w)\) is a sequence \( M_0^r \xrightarrow{f} M_{-1}^r \xrightarrow{g} M_0^r \) of the following form:

(a) \( M_0^r \) and \( M_{-1}^r \) are free (not necessarily finitely generated) graded \( S_r \)-modules.

(b) \( f \) is a homomorphism of graded \( S_r \)-modules of degree \( d \).

(c) \( g \) is a homomorphism of graded \( S_r \)-modules of degree \( 0 \).

(d) \( gf = w \cdot \text{id}_{M_0^r} \) and \( fg = w \cdot \text{id}_{M_{-1}^r} \).

The element \( w \) is called the **potential** of the matrix factorization.

(2) A **morphism of graded matrix factorizations**

\[
\left( M_0^r \xrightarrow{f} M_{-1}^r \xrightarrow{g} M_0^r \right) \longrightarrow \left( N_0^r \xrightarrow{f'} N_{-1}^r \xrightarrow{g'} N_0^r \right)
\]

is a pair \((\alpha, \beta)\) of morphisms of graded \( R \)-modules \( \alpha : M_0^r \to N_0^r \) and \( \beta : M_{-1}^r \to N_{-1}^r \) such that

\[
\begin{array}{ccc}
M_0^r & \xrightarrow{f} & M_{-1}^r \\
\downarrow{\alpha} & & \downarrow{\beta} \\
N_0^r & \xrightarrow{f'} & N_{-1}^r \\
\end{array}
\xrightarrow{g} \begin{array}{ccc}
M_0^r & \xrightarrow{g} & M_0^r \\
\downarrow{\alpha} & & \downarrow{\alpha} \\
N_0^r & \xrightarrow{g'} & N_0^r \\
\end{array}
\]

commutes.

The category of graded matrix factorizations of type \((S_r, w)\) with morphisms of graded matrix factorizations is denoted \( \text{MF}^\infty(S_r, w) \). The full subcategory of graded matrix factorizations \( M_0^r \to M_{-1}^r \to M_0^r \) with \( M_0^r, M_{-1}^r \) finitely generated is denoted by \( \text{MF}(S_r, w) \).
A morphism \((\alpha, \beta)\) as above is called nullhomotopic, if there are morphisms of graded \(R_i\)-modules \(D^0 : M^0 \rightarrow N^{-1}\) and \(D^{-1} : M^{-1} \rightarrow N^0\) of degree 0 and \(-d\), respectively, such that \(g'D^0 + D^{-1}f = \alpha\) and \(f'D^{-1} + D^0g = \beta\). Two morphisms of graded matrix factorizations are called homotopic if their difference is nullhomotopic.

The quotient of \(\text{MF}^\infty(S, w)\) and \(\text{MF}(S, w)\) with respect to the homotopy relation is called homotopy category of matrix factorizations of type \((S, w)\) and is denoted \(\text{HMF}^\infty(S, w)\) and \(\text{HMF}(S, w)\), respectively.

(4) If \(S \rightarrow T\) is a local homomorphism of regular local graded rings such that \(T\) is free over \(S\), any matrix factorization of type \((T, \iota(w))\) can be considered as a matrix factorization of type \((S, w)\). This gives restriction functors \(\text{MF}(T, \iota(w)) \rightarrow \text{MF}(S, w)\) and \(\text{HMF}(T, \iota(w)) \rightarrow \text{HMF}(S, w)\) which we will denote by \((-)_T\). Note that in our application \(T\) will usually be of infinite rank over \(S\), so that \(\text{HMF}(T, \iota(w))\) is not mapped to \(\text{HMF}(S, w)\) under the restriction functor.

Remark 2.2.9 The category of graded matrix factorizations has a natural pretriangulated dg-enrichment, giving rise to the homotopy category just defined. We will describe this now; the reader may skip this on first reading.

Given a matrix factorizations \(M^0 \xrightarrow{f} M^{-1} \xrightarrow{g} M^0\), let us agree on writing \(M^\ast\) for the sequence

\[\ldots \rightarrow M^0((- k + 1)d) \xrightarrow{f} M^{-1}(-kd) \xrightarrow{g} M^0((-kd)) \xrightarrow{f} M^{-1}(-(k - 1)d) \rightarrow \ldots,\]

where the maps increase the cohomological grading and \(M^0 = M^0(0)\) is placed in cohomological degree 0. Note that this is compatible with the previous meaning of \(M^0\) and \(M^{-1}\). Further, let us call the “differential” on \(M^\ast\) simply by \(\delta\), so that \(\delta^2 = w \cdot \text{id}\). Given another graded matrix factorization \(N^0 \xrightarrow{f} N^{-1} \xrightarrow{g} N^0\) with corresponding complex \(N^\ast\), a morphism of matrix factorizations of degree \(k\) between \(M\) and \(N\) is a family \(\{\alpha_n\}_{n\in\mathbb{Z}}\) of homomorphisms of graded modules \(\alpha_n : M^n \rightarrow N^{n+k}\) such that \(\alpha_{n+2} = \alpha_n(\delta)\) under the equalities \(M^{n+2} = M^n(\delta)\) and \(N^{n+k+2} = N^{n+k}((\delta))\). Given such a morphism \(\alpha\) of degree \(k\), we can define its differential \(d\alpha\) by \((d\alpha)_n := \delta_N\alpha_n + (\alpha_1 1\alpha_{n+1}\delta_M)\). This is a homomorphism of degree \(k+1\). Note that this construction is completely analogous to the construction of the complex of graded homomorphisms between two complexes. What is remarkable is that even though we only have \(\delta^2 = w \cdot \text{id}\) instead of \(\delta^2 = 0\), taking twice the differential of a morphism between matrix factorizations still gives the zero map:

\[(d^2\alpha)_n = \delta_N(d\alpha)_n + (-1)^{k+2}(d\alpha)_{n+1}\delta_M\]
\[= \delta_N\delta_N\alpha_n + (-1)^{k+1}\alpha_{n+1}\delta_M + (-1)^k(\delta_N\alpha_{n+1} + (-1)^{k+1}\alpha_{n+2}\delta_M)\delta_M\]
\[= (-1)^k(\delta^2\alpha_n - \alpha_{n+2}\delta_M)\]
\[= 0.\]

Thus, the essential thing is that there is a degree \(d\) element of the center of \(R_i\)-mod, namely the multiplication by \(w\), such that \(\delta^2 = 0\) is equal to the action of this element.

Summing up, we have constructed for each pair of graded matrix factorizations a complex of graded morphisms between them. The 0-cocycles in this complex are precisely the morphisms of graded matrix factorizations as defined in Definition 2.2.8, and a morphism is a 0-boundary if and only if it is nullhomotopic. Therefore, we obtain a natural dg-enhancement \(\text{MF}^\infty_{dg}(S, w)\) of \(\text{MF}^\infty(S, w)\), such that the associated homotopy category \(\text{Ho}(\text{MF}^\infty_{dg}(S, w))\) equals \(\text{HMF}^\infty(S, w)\).

The dg-category \(\text{MF}^\infty_{dg}(S, w)\) is particularly nice in the sense that for each object \(X \in \text{MF}^\infty_{dg}(S, w)\) and each morphism \(f \in \text{MF}^\infty_{dg}(S, w)(X, Y)\), \(\text{MF}^\infty(S, w)(X, Y)\) the functors

\[\text{MF}^\infty_{dg}(S, w)(-X)[k] \quad \text{and} \quad \text{Cone}[\text{MF}^\infty_{dg}(S, w)(-f)]\]

are representable by objects in \(\text{MF}^\infty_{dg}(S, w)\). This means that there are objects \(X[k] \in \text{MF}^\infty_{dg}(S, w)\) and \(\text{Cone}(f) \in \text{MF}^\infty_{dg}(S, w)\) such that for each \(Z \in \text{MF}^\infty_{dg}(S, w)\) there are
natural isomorphisms of complexes
\[ \text{MF}_{dg}^\infty(S, w)(Z, [k]) \cong \text{MF}_{dg}^\infty(S, w)(Z, X)[k] \] (2.2-3)
and
\[ \text{MF}_{dg}^\infty(S, w)(Z, \text{Cone}(f)) \cong \text{Cone} \left( \text{MF}_{dg}^\infty(S, w)(Z, X) \xrightarrow{f} \text{MF}_{dg}^\infty(S, w)(Z, Y) \right) \] (2.2-4)

A dg-category satisfying these two representability conditions is called \textit{pretriangulated}, and the homotopy category of a pretriangulated dg-category is canonically triangulated (see [Sch09, Section 2]).

It remains to check that \( \text{MF}_{dg}^\infty(S, w) \) indeed satisfies the above representability conditions. Both the shift and the cone can be constructed as for usual complexes, and the verification of (2.2-3) and (2.2-4) is just a long and tedious computation. As we do not want to dig too deep into these things, we content ourself by giving the definitions of shift and cone. For the shift, we put
\[
\begin{array}{c}
M_i^0 \xrightarrow{f} M_i^{-1} \xrightarrow{g} M_i^0 \\
\downarrow \alpha \quad \quad \quad \downarrow \beta \\
N_i^0 \xrightarrow{f'} N_i^{-1} \xrightarrow{g'} N_i^0
\end{array}
\]
and given a morphism
\[
\begin{array}{c}
M_i^0 \xrightarrow{f} M_i^{-1} \xrightarrow{g} M_i^0 \\
\downarrow \alpha \quad \quad \quad \downarrow \beta \\
N_i^0 \xrightarrow{f'} N_i^{-1} \xrightarrow{g'} N_i^0
\end{array}
\]
of graded matrix factorizations, we define \( \text{Cone}(\alpha, \beta) \) as the factorization
\[
\begin{array}{c}
N_i^0 \oplus M_i^{-1}(d) \xrightarrow{(f', 0 \ - \ g)} N_i^{-1} \oplus M_i^0 \\
\downarrow \begin{pmatrix} f' & 0 \\ -g & \alpha \end{pmatrix} \\
N_i^0 \oplus M_i^{-1}(d)
\end{array}
\]

Note that, in contrast to the situation in the ungraded case, neither the dg-category \( \text{MF}_{dg}^\infty(S, w) \) nor the triangulated category \( \text{HMF}^\infty(S, w) \) are 2-periodic! Instead, we have [2] \( \cong \langle d \rangle \) on \( \text{MF}_{dg}^\infty(S, w) \) and \( \text{HMF}^\infty(S, w) \).

Our motivation for studying matrix factorizations was that for any maximal Cohen-Macaulay module \( M \) over \( R := S/(w) \) we constructed a graded matrix factorization \( M_0^0 \xrightarrow{f} M_0^{-1} \xrightarrow{g} M_0^0 \) of type \( (S, w) \) such that \( M \cong \text{coker}(M_0^{-1} \xrightarrow{g} M_0^0) \). Indeed, this construction yields a very close relationship between matrix factorizations of type \( (S, w) \) and maximal Cohen-Macaulay over \( S/(w) \), as we shall see now:

**Theorem 2.2.10** Let \( S \) be a regular local graded ring, \( w \in m \setminus \{0\} \) homogeneous of degree \( d \) and \( R := S/(w) \). Then the functor
\[
\begin{array}{c}
\text{MF}^\infty(S, w) \\
\downarrow \text{coker} \\
\text{R-Mod}
\end{array}
\]
induces a fully faithful functor \( \text{coker} : \text{HMF}^\infty(S, w) \rightarrow \text{R-Mod} \). The essential image of \( \text{HMF}^\infty(S, w) \) under coker equals \( \text{MCM}^\infty(R) \), and we get an equivalence of triangulated categories
\[ \text{coker} : \text{HMF}^\infty(S, w) \cong \text{MCM}^\infty(R). \]

**Proof.** The proof that coker : \( \text{HMF}^\infty(S, w) \rightarrow \text{R-Mod} \) is fully faithful is just some diagram chasing, so we skip it. See for example [Orl09]. It remains to show that the essential image of
The stabilization functor \( \text{HMF}^{(\infty)}(S, w) \) is \( \text{MCM}^{\infty}(R) \). We will do the finitely generated case only, but the proof applies verbatim to the Gorenstein-projective case as well.

Let \( M_0 \xrightarrow{f} M_1 \xrightarrow{g} M_0 \) be a graded matrix factorization of type \((S, w)\). Since \( w \cdot M^0 = \text{im}(gf) \subset \text{im}(g) \) the module \( K_i := \text{coker}(g) \) is annihilated by \( w \), and therefore can be considered as a graded module over \( R_i := S/(w) \). Furthermore, the sequence

\[
... \xrightarrow{f} M_0 \twoheadrightarrow M_1^{-1}/wM_1^{-1} \twoheadrightarrow M_1^0/wM_1^0 \xrightarrow{g} M_1^{-1}/wM_1^{-1}(d) \rightarrow ...
\]

is exact, and every second syzygy is isomorphic to \( K_i \), hence \( K_i \) is maximal Cohen-Macaulay (see Proposition 2.1.3). This shows that \( \text{coker} \) restricts to a fully faithful functor \( \text{HMF}(S, w) \rightarrow \text{MCM}(R) \). The proof of the essential surjectivity of this functor was already shown in the beginning of this section; however, we will now describe a proof which doesn’t use the Auslander-Buchsbaum formula 1.2.19 and applies to the Gorenstein-projective case as well.

We already know from the beginning of the section that we only have to show that any \( M_i \in \text{MCM}(R_i) \) satisfies \( \text{proj.dim}_S M_i \leq 1 \). Choose a projective coresolution \( M_i \rightarrow P_2 \rightarrow P_1 \rightarrow ... \) of \( M_i \), and let \( Q^n \) be the \( n \)-th syzygy of \( P_i^* \). Then, since \( \text{proj.dim}_S R_i = 1 \), we have \( \text{Ext}^k_k(M_i, N_i)) \cong \text{Ext}^{k+n}_S(Q^n, N_i)) \), for all \( S_i \)-modules \( N_i \), \( k > 1 \) and \( n > 0 \) by dimension shifting. Choosing \( n \gg 0 \) such that \( k + n > \text{inj.dim}_S N_i \), we conclude that \( \text{Ext}^k_k(M_i, N_i), = 0 \) for all \( k > 1 \) and all \( N_i \), hence \( \text{proj.dim}_S M_i \leq 1 \) as claimed.

Now we can define the stabilization functor, which will be our main tool for studying Khovanov-Rozansky homology.

**Definition 2.2.11** Let \( S_i \) be a regular local graded ring, \( w \in m \setminus \{0\} \) homogeneous and \( R_i := S_i/(w) \). The stabilization functor \((-)^{(w)} : R_i \text{-mod} \rightarrow \text{HMF}(S, w)\) is defined as the composition

\[
R_i \text{-mod} \xrightarrow{\text{can}} R_i \text{-mod} \xrightarrow{M} \text{MCM}(R) \xrightarrow{\text{coker}^{-1}} \text{HMF}(S, w) \xrightarrow{\text{Im}} \text{HMF}^{(\infty)}(S, w).
\]

**Remark 2.2.12** One can extend the stabilization functor to a functor

\[
(-)^{(w)} : R_i \text{-Mod} \rightarrow \text{HMF}^{(\infty)}(S, w)
\]

using the adjoint \( R_i \text{-Mod} \rightarrow \text{MCM}^{(\infty)}(R) \) constructed through the non finitely generated analogue of Proposition 2.1.8.

Next we want to make the stabilization functor explicit. First, note the following fact which follows immediately from Proposition 2.1.8 and \( \Omega^2 \cong (-d) \) on \( \text{MCM}(R) \).

**Fact 2.2.13** For any finitely generated \( R_i \)-module \( M_i \), we have

\[
\text{M}(M_i) \cong \Sigma^{2n} \Omega^{2n} M_i \cong \Omega^{2n} M_i(n,d),
\]

where \( n \gg 0 \) is chosen in such a way that \( \Omega^{2n} M_i \) is maximal Cohen-Macaulay.

**Remark 2.2.14** It is not clear (at least to the author) what the counit map

\[
\Omega^{2n} M_i(n,d) \cong \text{M}(M_i) \rightarrow M_i
\]

should look like. Later we will construct for each \( M_i \) a special \( R_i \)-free resolution with respect to which the map \( \Omega^{2n} M_i(n,d) \rightarrow M_i \) can be made explicit. See Remark 2.3.8.

The following proposition explains the name ‘stabilization functor’:

**Proposition 2.2.15** Let \( M_i \) be a finitely generated graded \( R_i \)-module and \( F_i^* \rightarrow M_i \) a free resolution of \( M_i \) (not necessarily of finite rank) with the following properties:
(1) $F^*$ is eventually 2-periodic: there exists $n \gg 0$ such that for each $k \leq -2n$ there is a commutative diagram

$$
\begin{array}{ccc}
F^k(-d) & \xrightarrow{\partial_k} & F^{k+1}(-d) \\
\cong & & \cong \\
F^{k+2}(-d) & \xrightarrow{\partial_{k+1}} & F^{k+3}(-d)
\end{array}
$$

where the vertical maps are isomorphisms.

(2) The 2-periodic part $F^{-2n}(-d) \to F_{-2n-1} \to F^{-2n}$ of $F^*$ can be lifted to a matrix factorization $M^0_\ast \xrightarrow{f} M_{-1}^\rightarrow \xrightarrow{g} M^0_\ast$, i.e. there is a commutative diagram

$$
\begin{array}{ccc}
F_{-2n}(-d) & \xrightarrow{=} & F_{-2n-1} \\
\cong & & \cong \\
M^0_\ast(-d) & \xrightarrow{f \otimes \operatorname{id}} & M_{-1}^\rightarrow \otimes S, R, \\
\cong & & \cong \\
M^0_\ast & \xrightarrow{g \otimes \operatorname{id}} & M^0_\ast \otimes S, R,
\end{array}
$$

where the vertical maps are isomorphisms.

Then there is an isomorphism in $\text{HMF}$

$$M_{-1}^w \cong (M^0_\ast \xrightarrow{f} M_{-1}^\rightarrow \xrightarrow{g} M^0_\ast) (nd).$$

Proof. We have the following diagram which commutes up to canonical natural isomorphisms

$$
\begin{array}{ccc}
R_\ast \text{-mod} & \xrightarrow{\Omega^{2n}} & R_\ast \text{-mod} \\
\downarrow & & \downarrow \\
\Omega^{2n} \text{MCM}(R_\ast) & \cong & \text{HMF}(S_\ast, w) \\
\downarrow & & \downarrow \\
\text{MCM}^\infty(R_\ast) & \cong & \text{HMF}^\infty(S_\ast, w)
\end{array}
$$

where the composition $R_\ast \text{-mod} \to \text{HMF}^\infty(S_\ast, w)$ is isomorphic to $(-)^w(\text{nd})$.

Now, the image of $M^0_\ast \xrightarrow{f} M_{-1}^\rightarrow \xrightarrow{g} M^0_\ast$ under $\text{HMF}^\infty(S_\ast, w) \to \text{MCM}^\infty(R_\ast)$ is by definition the 2n-th syzygy of $M_\ast$; computed using the resolution $F^\ast$, and therefore it is isomorphic to the image of $M_\ast$ under the composition $R_\ast \text{-mod} \to R_\ast \text{-mod} \to \text{MCM}(R_\ast) \to \text{MCM}^\infty(R_\ast)$. The claim follows.

Remark 2.2.16 Using the stabilization functor $R_\ast \text{-Mod} \to \text{HMF}^\infty(S_\ast, w)$ one can generalize Proposition 2.2.15 to non finitely generated modules $M_\ast$. The somewhat unnatural version of Proposition 2.2.15 (involving a mixture of both finitely generated and non finitely generated modules) then follows from the commutative diagram

$$
\begin{array}{ccc}
R_\ast \text{-mod} & \xrightarrow{\Omega^{2n}} & R_\ast \text{-mod} \\
\downarrow & & \downarrow \\
\Omega^{2n} \text{MCM}(R_\ast) & \cong & \text{HMF}(S_\ast, w) \\
\downarrow & & \downarrow \\
R_\ast \text{-Mod} & \xrightarrow{\Omega^{2n}} & R_\ast \text{-Mod} \\
\downarrow & & \downarrow \\
\text{MCM}^\infty(R_\ast) & \cong & \text{HMF}^\infty(S_\ast, w)
\end{array}
$$

We will see later that any finitely generated $R_\ast$-module $M_\ast$ possesses a free resolution satisfying the assumptions of Proposition 2.2.15.

Stabilization commutes with restriction in case of free ring extensions in the following sense:

Corollary 2.2.17 Let $S_\ast \xrightarrow{\imath} T_\ast$ be a local homomorphism of regular local graded rings, such that $T_\ast$ is free over $S_\ast$ with respect to $\imath$. Further, let $w \in \mathfrak{m} \setminus \{0\}$ and $M_\ast$ be a finitely
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Assume the setup of Lemma 2.3.2 of its 2-periodic part to a matrix factorization of type \((S, w)\). In [Eis80], Eisenbud showed how such an \(R\)-free resolution can be constructed starting from a finite \(S\)-free resolution of \(M\). We will recall his results now. See also [Avr10].

Lemma 2.3.1 Let \(M\) be a finitely generated graded module over \(R = S/(w)\) and \(F^* \to M\), a free resolution of \(M\), as a module over \(S\). Then there exists a family of endomorphisms \(s_n : F^*_n \to F^*_{n-(2n-1)}\) of respective internal degrees \(nd\), such that the following holds:

1. \(s_0 : F^*_n \to F^*_{n+1}\) equals the differential of \(F^*_n\).
2. \(s_1 : F^*_n \to F^*_{n-1}\) is a nullhomotopy for the multiplication by \(w\).
3. For all \(n \geq 2\) we have \(\sum_{p+q=n} p_{s}\) = 0.

Proof. The following proof is the same as the one in [Eis80], with the obvious modifications for the graded case. We construct the \(s_n\) inductively. First, we define \(s_0\) as the differential of \(F^*\) and \(s_1\) as an arbitrary nullhomotopy for the multiplication by \(w\). Such a map exists, as \(F^*_n \xrightarrow{w} F^*_n\) lifts the multiplication map \(M \xrightarrow{w} M\langle d\rangle\), which is zero since \(M\) is an \(S/(w)\)-module.

Next, let \(n \geq 2\) and assume we already constructed maps \(s_1, ..., s_{n-1}\) satisfying (1)-(3). We then consider

\[ t := \sum_{p+q=n} s_p s_q : F^*_n \to F^*_{n-(2n-2)}(nd), \]

A computation shows that \(s_0 t = t s_0\). Further, the map

\[ M = \text{coker}(F^{n-1}_n \to F^0_0) \to \text{coker}(F^*_{n-(2n-1)} \to F^*_{n-(2n-2)}) \subset F^*_{n-(2n-3)} \]

induced by \(t\) is the zero map, because \(M\) is annihilated by \(w\) and \(w\) is not a zero divisor in \(F^{-n}_{(2n-3)}\) (see Fact 2.2.6). Consequently, \(t : F^*_n \to F^*_{n-(2n-2)}(nd)\), is nullhomotopic, i.e. there is some \(s_n : F^*_n \to F^*_{n-(2n-1)}(nd)\) such that \(s_n s_0 + s_0 s_n = -t\). Then \(s_0, ..., s_n\) satisfy (a)-(c) as well and the induction step is complete.

We fix a family of morphism \(s_n : F^*_n \to F^*_{n-(2n-1)}(nd)\) with the properties (a)-(c) from Lemma 2.3.1. Further, we define a \(\mathbb{Z}\)-graded family \(D^*_n\) of graded \(S\)-modules as follows. Put \(D^*_{n2n} := S_\langle -nd \rangle\) for \(n \geq 0\) and \(D^*_n := 0\) otherwise. Further, for \(n \geq 0\) let \(t^n \in D^*_{nd}\) denote the unit element in \(D^{-2n} = S_\langle -nd \rangle\), and denote by \(t^k : D^*_n \to D^*_{n+2k}(nd)\) the canonical map. In other words, \(D^*_n\) is a polynomial ring over \(S\), where the indeterminate \(t\) lives in cohomological degree \(-2\) and internal degree \(d\), and the map \(t^n\) is just the division by \(t^n\), where we set \(t^k / t^n := 0\) for \(k < n\).

Proposition 2.3.2 Assume the setup of Lemma 2.3.1. Then the reduction of

\[ \left( D^*_n \otimes_S F^*_n, \sum_{n \geq 0} t^n \otimes s_n \right) \]

modulo \(w\) is an \(R\)-free resolution of \(M\).

Proof. See [Eis80], Theorem 7.2. There the statement is formulated and proved in the ungraded case, but that’s ok, as the grading does not matter if we want to show acyclicity of a given complex of graded \(R\)-modules. In case \(s_n = 0\) for all \(n \geq 2\) we will give a proof based on the Bar resolution in the Appendix. See Remark F.3. □
Now let us assume in addition that $F^*_s$ is bounded. Then the complex
\[
\left( D^*_s \otimes_S, F^*_s, \sum_{n \geq 0} t^n \otimes s_n \right)
\]
is, up to internal grading, eventually 2-periodic, because
\[
(D^*_s \otimes_S F^*_s)^{-2N} \cong \bigoplus_{n \geq 0} F^*_{-2n}(\langle -d(N - n) \rangle),
\]
and
\[
(D^*_s \otimes_S F^*_s)^{-(2N+1)} \cong \bigoplus_{n \geq 0} F^*_{-(2n+1)}(\langle -d(N - n) \rangle)
\]
for all $N \gg 0$ such that $F^*_s$ vanishes in degrees below $-2N$. In particular, we get induced maps
\[
\begin{array}{cccccc}
\bigoplus_{n \geq 0} F^*_{-2n}(\langle -d(N - n) \rangle) & \xrightarrow{\cong} & (D^*_s \otimes_S F^*)_s^{-(2N+2)} & \xrightarrow{\partial} & (D^*_s \otimes_S F^*_s)^{-(2N+1)} \\
\bigoplus_{n \geq 0} F^*_{-(2n+1)}(\langle -d(N - n) \rangle) & \xrightarrow{\cong} & (D^*_s \otimes_S F^*_s)^{-(2N+1)} & \xrightarrow{\partial} & (D^*_s \otimes_S F^*_s)^{-2N}
\end{array}
\]
which, by the explicit definition of the isomorphisms (2.3-1), (2.3-2) and the differentials involved, are equal to $\sum_{n \geq 0} s_n$. Thus, applying Propositions 2.3.2 and 2.2.15, we get the following useful method to calculate the stabilization of a module:

**Proposition 2.3.3** Let $M$ be a finitely generated graded $R$-module and $F^*_s \to M_s$ a bounded, free resolution of $M_s$ as a module over $S_s$. Further, let $s_n$ be as in Lemma 2.3.1. Then there is an isomorphism in $HMF$
\[
M_s^{[w]} \cong \left( \bigoplus_{n \geq 0} F^*_{-2n}(\langle dn \rangle), \bigoplus_{n \geq 0} F^*_{-(2n+1)}(\langle dn \rangle), \sum_{n \geq 0} s_n \right).
\]

As an example, we use Proposition 2.2.15 to calculate the stabilization of $M_s := S/(x_1, \ldots, x_l)$, where $x_1, \ldots, x_l$ is a regular sequence of homogeneous elements, and $w \in (x_1, \ldots, x_l)$. According to 2.2.15, we have to go through the following steps:

1. Construct a bounded $S_s$-free resolution of $S/(x_1, \ldots, x_l)$.
2. Explicitly construct homotopies $s_n$ as in Lemma 2.3.1.
3. Put together (1) and (2) to get the stabilization as described in 2.3.3.

**Step 1:** As $x_1, \ldots, x_l$ is regular, its Koszul-complex
\[
K(x_1, \ldots, x_l) := \bigwedge^l \bigoplus_{i=1} F_s(\langle -\deg(x_i) \rangle) e_i \quad \text{with differential} \quad \varphi_i := x_i,
\]
is an $S_s$-free resolution of $S/(x_1, \ldots, x_l)$. Note that the Koszul complex carries a natural structure of a dg-algebra, which we will use in the next step.
Step 2: As \( w \in (x_1, \ldots, x_l) \) we can choose homogeneous \( y_1, \ldots, y_l \) such that \( w = x_1y_1 + \ldots + x_ly_l \). Define \( s_1 \) as the multiplication \( \text{mult}(y_1e_1 + \ldots + ye_i) \) (in the Koszul-complex) by \( y_1e_1 + \ldots + ye_i \). The Leibniz rule for differentiation shows that \( s_1 \) is indeed a nullhomotopy for the multiplication by \( w \). Further, we have \( s_1^2 = 0 \), so we can put \( s_n := 0 \) for \( n \geq 2 \) and \((a)-(c)\) from Lemma 2.3.1 are satisfied.

Step 3: As \( s_n = 0 \) for all \( n \geq 2 \), we get the following concrete description of \( S_/(x_1, \ldots, x_l) \):

**Corollary 2.3.4** Let \( x_1, \ldots, x_l \) be an \( S \)-regular sequence of homogeneous elements and \( w \in (x_1, \ldots, x_l) \). Choose elements \( y_1, \ldots, y_l \) satisfying \( w = x_1y_1 + \ldots + x_ly_l \). Then there is a canonical isomorphism in \( \text{HMF}(S, w) \)

\[
(S_/(x_1, \ldots, x_l))^{\{w\}} = \left( K(x_1, \ldots, x_l)^{\text{even}}, K(x_1, \ldots, x_l)^{\text{odd}}, \mu \text{mult}(e_1 + \ldots + e_i) \right),
\]

where

\[
K(x_1, \ldots, x_l)^{\text{even}} = \bigoplus_{n \geq 0} \bigwedge^{2n} \bigoplus_{i=1}^{l} S_\langle -\deg(x_i) \rangle e_i \langle dn \rangle
\]

and

\[
K(x_1, \ldots, x_l)^{\text{odd}} = \bigoplus_{n \geq 0} \bigwedge^{2n+1} \bigoplus_{i=1}^{l} S_\langle -\deg(x_i) \rangle e_i \langle dn \rangle
\]

**Remark 2.3.5** In the next section we identify the matrix factorization from Corollary 2.3.4 as the tensor product of the elementary Koszul factorizations

\[ S, y_i \rightarrow S, \langle -\deg(x_i) \rangle \xrightarrow{w} S. \]

**Remark 2.3.6** Note that the example of a complete intersection \( S_/(x_1, \ldots, x_l) \) was so easy to compute because we could choose a nullhomotopy \( s_1 \) for the multiplication by \( w \) which satisfied \( s_1^2 = 0 \). In general, such a homotopy need not exist. More precisely, one has the following: there are modules \( M \), whose minimal free resolutions do not possess a nullhomotopy \( s_1 \) satisfying \( s_1^2 = 0 \), but one can always choose some (non-minimal) resolution where it does exist. For details, see [Avr10].

For later use in Section 3 (see Example 3.3.1.4) we will now study how stabilizations of morphisms between complete intersections can be computed explicitly in terms of Koszul factorizations. To keep things simple, we restrict to the case of two variables.

**Example 2.3.7** Let \( x_1, x_2 \) and \( \tilde{x}_1, \tilde{x}_2 \) be homogeneous regular sequences in \( S \) such that \( w \in (x_1, x_2) \cap (\tilde{x}_1, \tilde{x}_2) \). Fix homogeneous \( y_1, y_2 \) and \( \tilde{y}_1, \tilde{y}_2 \) such that \( w = x_1y_1 + x_2y_2 \) and \( w = \tilde{x}_1\tilde{y}_1 + \tilde{x}_2\tilde{y}_2 \). Finally, let \( \varphi : S_/(x_1, x_2) \rightarrow S_/(\tilde{x}_1, \tilde{x}_2) \) be some nonzero morphism of \( S \)-modules. We want to describe explicitly a map \( \{x, y\} \rightarrow \{\tilde{x}, \tilde{y}\} \) making the following square commutative in \( \text{HMF}(S, w) \):

\[
\begin{array}{ccc}
\{x, y\} & \xrightarrow{\cong} & (S_/(x_1, x_2))^{\{w\}} \\
\downarrow \cong & & \downarrow \cong \\
\{\tilde{x}, \tilde{y}\} & \xrightarrow{\varphi^{\{w\}}} & (S_/(\tilde{x}_1, \tilde{x}_2))^{\{w\}}
\end{array}
\]

First, note that \( \varphi \) is given by some element \( \alpha \in S \setminus \{0\} \) such that \( \alpha(x_1, x_2) \subset (\tilde{x}_1, \tilde{x}_2) \). Fix elements \( \lambda_{ij} \in S \), such that \( x_i = \sum_j \lambda_{ij} \tilde{x}_j \). Then we have

\[
\sum_j (\alpha\tilde{y}_j)\tilde{x}_j = \alpha w = \sum_i y_i(\alpha x_i) = \sum_j \left( \sum_i \lambda_{ij} y_i \right) \tilde{x}_j,
\]

which means that \( (\alpha\tilde{y}_j - \sum_i \lambda_{ij} y_i) \) is a 1-cycle in \( K(\tilde{x}_1, \tilde{x}_2)^* \). As \( \tilde{x} \) is regular, it follows that there exists some \( \mu \) such that \( \sum_i \lambda_{i,1} y_i = \alpha \tilde{y}_1 - \mu \tilde{x}_2 \) and \( \sum_i \lambda_{i,2} y_i = \alpha \tilde{y}_2 + \mu \tilde{x}_1 \).
By definition of \((-)^{w}\), in order to compute \(\varphi^{(w)}\) we have to extend \(\varphi\) to an eventually 2-periodic morphism between eventually 2-periodic \(S_*/(w)\)-free resolutions of \(S_*/(x_1, x_2)\) and \(S_*/(\tilde{x}_1, \tilde{x}_2)\). In our situation, we use the resolutions constructed in Proposition 2.2.15 from the Koszul resolutions \(K(x_1, x_2)^* \to S_*/(x_1, x_2)\) and \(K(\tilde{x}_1, \tilde{x}_2)^* \to S_*/(\tilde{x}_1, \tilde{x}_2)\) together with their square zero nullhomotopies \(\text{mult}(y_1 e_1 + y_2 e_2)\) and \(\text{mult}(\tilde{y}_1 \tilde{e}_1 + \tilde{y}_2 \tilde{e}_2)\) for the multiplication by \(w\). Patience and some calculation shows that such an extension is explicitly given by

\[
\begin{array}{rcl}
... & \to & S_1(\mathbf{e}_1) \oplus S_1(\mathbf{e}_2) \oplus S_1(\mathbf{e}_1 \mathbf{e}_2) \oplus S_1(\mathbf{e}_2) \oplus S_1(\mathbf{e}_1 \mathbf{e}_2) \oplus S_1(\mathbf{e}_2) \\
\left( \begin{array}{ccc}
\lambda_{11} & \lambda_{21} \\
\lambda_{12} & \lambda_{22}
\end{array} \right) & \left( \begin{array}{ccc}
\mathbf{x} & \mathbf{y} \\
\mathbf{x} & \mathbf{y}
\end{array} \right) & \left( \begin{array}{ccc}
\mathbf{x} & \mathbf{y} \\
\mathbf{x} & \mathbf{y}
\end{array} \right)
\end{array}
\]

provided \(\lambda_{11} \lambda_{22} = \lambda_{12} \lambda_{21}\) exists, which will be clear in our applications (see Example 3.3.14). Thus, a concrete realization of a map \(\{\mathbf{x}, \mathbf{y}\} \to \{\tilde{\mathbf{x}}, \tilde{\mathbf{y}}\}\) making (3.3-6) commute is given by

\[
\begin{array}{rcl}
\{\mathbf{x}, \mathbf{y}\} & \rightarrow & S_1(\mathbf{e}_1) \oplus S_1(\mathbf{e}_2) \oplus S_1(\mathbf{e}_1 \mathbf{e}_2) \\
\left( \begin{array}{ccc}
\lambda_{11} & \lambda_{21} \\
\lambda_{12} & \lambda_{22}
\end{array} \right) & \left( \begin{array}{ccc}
\mathbf{x} & \mathbf{y} \\
\mathbf{x} & \mathbf{y}
\end{array} \right) & \left( \begin{array}{ccc}
\mathbf{x} & \mathbf{y} \\
\mathbf{x} & \mathbf{y}
\end{array} \right)
\end{array}
\]

**Remark 2.3.8** Let us return to Remark 2.2.14 where we asked how the counit map

\[
\Omega^{2n} M_\ast \langle nd \rangle \to M,
\]

looks like explicitly. In this remark, we answer this question in the case where \(\Omega\) is computed using a resolution constructed through 2.3.2.

Thus, fix an \(S_\ast\)-free resolution \(F_\ast^\ast\) of \(M\) together with a family of homotopies \(s_n\) as in lemma 2.3.1, and choose \(N \gg 0\) such that \(F_\ast^N = 0\) for all \(n < -2N\). Then the diagram (2.1-1) can be realized concretely as:

\[
\begin{array}{rcl}
\bigoplus_{n=0}^N F_\ast^{-(2n+1)} \langle d(n-N) \rangle & \to & \bigoplus_{n=0}^N F_\ast^{-2n} \langle d(n-N) \rangle & \to & \bigoplus_{n=0}^N F_\ast^{-(2n+1)} \langle d(n-N+1) \rangle \\
\bigoplus_{n=0}^N F_\ast^{-(2n+1)} \langle d(n-N) \rangle & \to & \bigoplus_{n=0}^N F_\ast^{-2n} \langle d(n-N) \rangle & \to & \bigoplus_{n=0}^N F_\ast^{-(2n+1)} \langle d(n-N+1) \rangle \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\bigoplus_{n=0}^N F_\ast^{-(2n+1)} \langle d(n-1) \rangle & \to & \bigoplus_{n=0}^N F_\ast^{-2n} \langle d(n-1) \rangle & \to & \bigoplus_{n=0}^N F_\ast^{-(2n+1)} \langle dn \rangle & \to & \bigoplus_{n=0}^N F_\ast^{-2n} \langle dn \rangle & \to & \text{coker}() \\
\bigoplus_{n=0}^N F_\ast^{-3} \oplus F_\ast^{-1} \langle -d \rangle & \to & F_\ast^{-2} \oplus F_\ast^0 \langle -d \rangle & \to & F_\ast^{-1} & \to & F_\ast^0 & \to & M,
\end{array}
\]

where the vertical maps are the projection maps.

\[\Diamond\]

### 2.4 Tensor products of graded matrix factorizations

In this section we define internal and external tensor products of graded matrix factorizations and study the crucial question in which situations taking tensor products commutes with stabilization.
Definition 2.4.1 Let $S$, be a regular local graded ring, $w_0, w_1 ∈ S$, be homogeneous and $M := M^0 \overset{f}{\rightarrow} M^{-1} \overset{g}{\rightarrow} M^0$, $N := N^0 \overset{f'}{\rightarrow} N^{-1} \overset{g'}{\rightarrow} N^0$ be graded matrix factorizations of type $(S, w_0)$ and $(S, w_1)$, respectively. The (internal) tensor product $M ⊗_S N$ is defined as the graded matrix factorization of type $(S, w_0 + w_1)$

$$M^0 \otimes_S N^{-1} \oplus M^{-1} \otimes_S N^0 \xrightarrow{(\text{id} \otimes g' - g \otimes \text{id}) \quad (f \otimes \text{id} - g \otimes f')} M^0 \otimes_S N^{-1} \oplus M^{-1} \otimes_S N^0 \langle d \rangle$$

In order to be able to compute tensor products with more than two factors, we note the following equivalent definition: Given $M$, consider it as a $ℤ$-graded family $M^*_n$ of $S$-modules, concentrated in degrees 1 and 0, and similar for $N$. Then take the tensor product of $M^*_n$ and $N^*_n$ as $ℤ$-graded families of graded $S$-modules, i.e. $(M^*_n \otimes_S N^*_n)_n := \bigoplus_{p+q=n} M^p \otimes_S N^q$, and equip $M^*_n \otimes_S N^*_n$ with the two differentials, one raising and the other lowering the cohomological degree by 1, induced by the structure maps of $M$ and $N$; obey the Koszul sign rule. Then collapse the cohomological $ℤ$-grading on $M^*_n \otimes_S N^*_n$ to a $ℤ/2ℤ$-grading, but whenever a cohomological degree shift by $−2$ occurs, we shift up the internal degree by $d$. The resulting $ℤ/2ℤ$-graded family of $S$-modules is now equipped with a degree 0 differential from cohomological degree 1 to 0 and a degree $d$ differential from homological degree 0 to 1. This description is valid also for more than two tensor factors, and we will make use of it shortly.

Next we discuss the most basic matrix factorizations, the Koszul factorizations.

Definition 2.4.2 Let $S$, be a regular local graded ring and let $x, y ∈ S$, be homogeneous. The Koszul factorization of $x, y$, denoted by $\{x, y\}$, is defined as the graded matrix factorization

$$\{x, y\} := \left( S, \overset{y}{\longrightarrow} S, (- \deg(x)) \overset{x}{\longrightarrow} S \right)$$

of type $(S, xy)$. More generally, if $x := (x_1, ..., x_l)$ and $y := (y_1, ..., y_l)$ are sequences of homogeneous elements in $S$, we define the Koszul factorization $\{x, y\}$ of $x$ and $y$ as the matrix factorization of type $\left( S, \bigoplus_{i=1}^l x_iy_i \right)$

$$\{x, y\} := \bigotimes_{i=1}^l \{x_i, y_i\} = \bigotimes_{i=1}^l \left( S, \overset{y_i}{\longrightarrow} S, (- \deg(x_i)) \overset{x_i}{\longrightarrow} S \right).$$

Koszul-factorizations play a very prominent role, because the matrix factorization occurring in Corollary 2.3.4 is just the Koszul-factorization of $(x_1, ..., x_l)$ and $(y_1, ..., y_l)$:

Proposition 2.4.3 Let $x := (x_1, ..., x_n)$ and $y := (y_1, ..., y_n)$ be sequences of homogeneous elements in $S$, and assume that $\mathfrak{p}$ is regular. Further, set $w := \pi x_1 y_1 + ... + x_1 y_n$. Then there is an isomorphism in $\text{HMF}(S, w)$

$$(S / (x_1, ..., x_n))^{(w)} \cong \{x, y\}.$$

Remark 2.4.4 Proposition 2.4.3 has an interesting consequence. The left hand side in 2.4.3 does only depend on $x_1, ..., x_n$ and $w$, but not on the particular choice of the $y_i$. Thus, any two choices of $y_1, ..., y_n$ satisfying $w = x_1 y_1 + ... + x_n y_n$ give homotopy equivalent Koszul factorizations. Our proof is rather indirect; for a direct proof, see [Wu09, Lemma 2].

2.5 Compatibility of taking tensor product and stabilization

In the application to Khovanov-Rozansky homology we will identify the matrix factorizations associated to basic MOY-graphs as stabilizations of certain Soergel bimodules. As these matrix factorizations are glued together by tensoring afterwards, we are naturally led to study the question whether taking tensor products commutes with taking stabilizations. The following gives a first criterion:
Corollary 2.5.1 Let \( I, J \subset S \) be homogeneous ideals in \( S \), such that there is a regular sequence \( (x_1, \ldots, x_n) \) of homogeneous elements of \( S \), and some \( k, 1 \leq k \leq n \), such that \( I = (x_1, \ldots, x_k) \) and \( J = (x_{k+1}, \ldots, x_n) \). Further, let \( w = w_0 + w_1 \) for some \( w_0 \in I \) and \( w_1 \in J \). Then there is an isomorphism in \( \text{HMF}(S, w) \)
\[
(S/I)^{\{w_0\}} \otimes_{S} (S/J)^{\{w_1\}} \cong (S/(I + J))^{\{w\}}.
\]

Proof. Choose homogeneous elements \( y_1, \ldots, y_n \) in \( S \), such that \( w_0 = x_1y_1 + \ldots + x_ky_k \) and \( w_1 = x_{k+1}y_{k+1} + \ldots + y_nx_n \). Applying Proposition 2.4.3 three times then gives
\[
(S/I)^{\{w_0\}} \otimes_{S} (S/J)^{\{w_1\}} \cong \{(x_1, \ldots, x_k), (y_1, \ldots, y_k)\} \otimes \{\{x_{k+1}, \ldots, x_n\}, (y_{k+1}, \ldots, y_n)\}
= \bigotimes_{i=1}^{n} \{x_i, y_i\} = \{(x_1, \ldots, x_n), (y_1, \ldots, y_n)\}
\cong (S/(I + J))^{\{w\}}.
\]

Corollary 2.5.1 looks somewhat unnatural as it leaves the following questions open:

(1) Given two finitely generated graded modules \( M \) and \( N \) over \( R := S/(w) \) and \( R' := S/(w') \), respectively, is there always a canonical morphism between \((M \otimes_{S} N)^{\{w\}}\) and \((M \otimes_{S} N)^{\{w+w'\}}\)?

(2) Are there criteria like 2.5.1 which can be applied to noncyclic \( S \)-modules \( M \) and \( N \) to check if there is an isomorphism \((M \otimes_{S} N)^{\{w\}} \cong (M \otimes_{S} N)^{\{w+w'\}}\)?

Question (1) will be answered in Theorem H.7: there is a canonical morphism
\[
(M \otimes_{S} N)^{\{w\}} \rightarrow (M \otimes_{S} N)^{\{w+w'\}}
\]
which is even natural in \( M \) and \( N \). Concerning question (2), again the full answer is contained in Theorem H.7, but for now, the following generalization of Corollary 2.5.1 is sufficient:

Proposition 2.5.2 Let \( M \) and \( N \) be finitely generated modules over \( R := S/(w) \) and \( R' := S/(w') \), respectively, such that \( \text{Tor}_k^S(M, N_k) = 0 \) for all \( k > 0 \). Then there is an isomorphism in \( \text{HMF}(S, w + w') \)
\[
(M \otimes_{S} N)^{\{w\}} \cong (M \otimes_{S} N)^{\{w+w'\}}
\]

Proof. We want to apply Proposition 2.3.3 to \( M \otimes_{S} N \). Let \( P^* \rightarrow M \) and \( Q^* \rightarrow N \) be free resolutions of \( M \) and \( N \) over \( S \), and let \( s'_n : P^*_n \rightarrow P^*_{n-(2n-1)} \) and \( s''_n : Q^*_n \rightarrow Q^*_{n-(2n-1)} \) be as in Lemma 2.3.1. From this data we will now construct explicitly a free resolution \( F^*_n \rightarrow M \otimes_{S} N \), together with a family of higher homotopies for \( F^*_n \) needed for the application of Lemma 2.3.1 to \( M \otimes_{S} N \).

As \( \text{Tor}_k^S(M, N_k) = 0 \) for \( k > 0 \), the complex \( F^*_n := P^*_n \otimes_{S} Q^*_n \) is an \( S \)-free resolution of \( M \otimes_{S} N \). We now define \( s_n : F^*_n \rightarrow F^*_n \) as
\[
s_n(x \otimes y) := s'_n(x) \otimes y + (-1)^{\text{deg}(x)} x \otimes s''_n(x).
\]

It’s clear that \( s_0 \) is just the differential of \( F^*_n \), and since
\[
(d_{F^n} s_1 + s_1 d_{F^n})(x \otimes y) = d_{F^n} (s'_n(x) \otimes y + (-1)^{|x|} x \otimes s''_n(y))
+ s_1 (d_{P^n} x \otimes y + (-1)^{|x|} x \otimes d_{Q^n} y)
= (d_{F^n} s'_n + s_1 d_{F^n})(x) \otimes y + x \otimes (d_{Q^n} s''_n + s_1 d_{Q^n})(y)
+ (-1)^{|x|} s'_n(x) \otimes d_{Q^n} y + (-1)^{|x|} d_{P^n} x \otimes s''_n(y)
+ (-1)^{|x|+1} d_{P^n} (x) \otimes s''_n(y) + (-1)^{|x|} s'_n(x) \otimes d_{Q^n} y
= wx \otimes y + x \otimes w'y = (w + w') x \otimes y
\]
we see that $s_1$ is a nullhomotopy for the multiplication by $w + w'$. Finally, we have to check that $\sum_{p+q=n} s_p s_q = 0$ for $n \geq 2$, which follows by direct calculation:

$$
\sum_{p+q=n} s_p s_q = \sum_{p+q=n} (s'_p \otimes \text{id} + (-1)^{|s_p|} \text{id} \otimes s''_q)(s'_q \otimes \text{id} + (-1)^{|s_q|} \text{id} \otimes s''_p)
$$

$$
= \sum_{p+q=n} s'_p s'_q \otimes \text{id} + \text{id} \otimes s''_p s''_q + (-1)^{|s_p|} s'_p \otimes s'_q + (-1)^{|s_q|} s''_p \otimes s''_q
$$

$$
= 0;
$$

where we used that $s''_q$ changes the parity of the degree, and therefore

$$
((-1)^{|s_p|} \text{id} \otimes s''_p) \circ (s'_q \otimes \text{id}) = (-1)^{|s_p|+1}s'_q \otimes s''_p.
$$

Thus the $s_n$ satisfy the conditions of Lemma 2.3.1 and therefore can be used to calculate $(M, \otimes, N, \{w, w'\})$. By Proposition 2.3.3, we get

$$
(M, \otimes, N, \{w, w'\})
$$

$$
\cong \left( \bigoplus_{n \geq 0} P_{2n} \langle nd \rangle, \bigoplus_{n \geq 0} P_{2n+1} \langle nd \rangle, \sum_{n \geq 0} s'_n \otimes \text{id} + (-1)^{|s_n|} \text{id} \otimes s''_n \right)
$$

$$
= \left( \bigoplus_{n \geq 0} P_{2n} \langle nd \rangle, \bigoplus_{n \geq 0} P_{2n+1} \langle nd \rangle, \sum_{n \geq 0} s'_n \right) \otimes_{S_n} \left( \bigoplus_{n \geq 0} Q_{2n} \langle nd \rangle, \bigoplus_{n \geq 0} Q_{2n+1} \langle nd \rangle, \sum_{n \geq 0} s''_n \right)
$$

$$
= M_{\{w\}} \otimes_{S_n} N_{\{w'\}}.
$$

\[\square\]

### 2.6 Scalar extension and external tensor products

Next we define scalar extensions and external tensor products of graded matrix factorizations and study their compatibility with the stabilization functor.

**Definition 2.6.1** Let $\varphi : T \rightarrow S$ be a local homomorphism of regular local graded rings. We consider $S$ as a graded $T$-module via $\varphi$. If $M^* := (M^0 \xrightarrow{f} M^{-1} \xrightarrow{g} M^0)$ is a graded matrix factorization of type $(T, w)$, we denote by $M^* \otimes_T S$, or $M^* \uparrow^S_T$, the **scalar extension** of $M^*$ along $T \rightarrow S$, defined by

$$
M^0 \otimes_T S, \xrightarrow{f \otimes \text{id}} M^{-1} \otimes_T S, \xrightarrow{g \otimes \text{id}} M^0 \otimes_T S,
$$

This is a graded matrix factorization of type $(S, \varphi(w))$.

**Fact 2.6.2** Let $T, S$, and $S_1$ be regular local graded rings, and let $T \xrightarrow{\varphi} S$ and $T \xrightarrow{\psi} S_1$ be homomorphisms of local graded rings. If $M := (M^0 \rightarrow M^{-1} \rightarrow M^0)$ and $N := (N^0 \rightarrow N^{-1} \rightarrow N^0)$ are graded matrix factorizations of type $(S, w)$ and $(S_1, w')$, respectively, we define

$$
M \otimes_T N := M \uparrow^S_{S_1} \otimes_{S_1} \otimes_{S, \otimes_T, S_1} N \uparrow^{S_1 \otimes_T, S_1}.
$$

This is a graded matrix factorization of type $(S \otimes_T S_1, w \otimes 1 + 1 \otimes w')$. 
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Proposition 2.6.4 Let \( S, S', T, \) and \( w \in m_S \setminus \{0\}, w' \in m_{S'} \setminus \{0\} \) be as in Definition 2.6.3. Assume \( S \otimes_T S' \) is again regular local, and \( w \otimes 1 + 1 \otimes w' \neq 0 \) in \( S \otimes_T S' \). Further, let \( M_i \) and \( N_i \) be finitely generated graded modules over \( S/(w) \) and \( S'/w' \), respectively, such that \( \text{Tor}_{S/(w)}^k(M_i, N) = 0 \) for all \( k > 0 \). Then there is an isomorphism in \( \text{HMF}(S \otimes_T S', w \otimes 1 + 1 \otimes w') \)

\[
M_i^{(w)} \otimes_T N_j^{(w')} \cong (N_i \otimes_T M'_j)^{(w+w')}
\]

Proof. As \( S \) and \( S' \) are free and in particular flat over \( T \), we have canonical isomorphisms

\[
\text{Tor}_{S/(w)}^k(M_i, \uparrow_S \otimes_T S', N_j \uparrow_{S'} \otimes_T S') = \text{Tor}_{S/(w)}^k(M_i \otimes_T S', N_j \otimes_T S_i) \cong \text{Tor}_{S'}(M, N)
\]

for all \( n \geq 0 \). Now the claim follows from Fact 2.6.2 and Proposition 2.5.2.

In particular, we get the following:

Corollary 2.6.5 Let \( S, S', T, \) and \( w \in m_S \setminus \{0\}, w' \in m_{S'} \setminus \{0\} \) be as in Definition 2.6.3. Assume \( S \otimes_T S' \) is again regular local, and \( w \otimes 1 + 1 \otimes w' \neq 0 \) in \( S \otimes_T S' \). Further, let \( I \subseteq S \) and \( J \subseteq S' \) be homogeneous ideals and assume that there exist sequences \( x_1, ..., x_n \in S \) and \( y_1, ..., y_m \in S' \), respectively, such that \( I = (x_1, ..., x_n) \), \( J = (y_1, ..., y_m) \) and \( x_1 \oplus 1 \), \( x_1 \odot 1 \), \( x_1 \odot y_1 \), \( x_1 \odot y_m \) is regular in \( S \otimes_T S' \). Then there is an isomorphism in \( \text{HMF}(S \otimes_T S', w \otimes 1 + 1 \otimes w') \)

\[
(S/I)^{(w)} \otimes_T (S'/J)^{(w')} \cong (S \otimes_T S'/I \otimes 1 + 1 \otimes J)^{(w \otimes 1 + 1 \otimes w')}
\]

Proof. This is a special case of Proposition 2.6.4. Alternatively, it can be deduced from Fact 2.6.2 and Corollary 2.5.1.

3 Khovanov-Rozansky homology via maximal Cohen-Macaulay modules

In this section we apply the algebraic methods established in the previous section to give an alternative description of Khovanov-Rozansky homology. For the sake of completeness, we first recall the construction of the generalized Khovanov-Rozansky homology described in [Wu09] and [Yon09]. We observe that the matrix factorizations associated to basic MOY-graphs can be written as stabilizations of certain Soergel bimodules and prove that the tensor products occurring when glueing these matrix factorizations together commute with the stabilization functor as long as the MOY-graph under consideration is acyclic, i.e. does not possess any oriented cycles, in accordance with Webster’s description of the Khovanov-Rozansky complex of some acyclic MOY-graph, see [Web07, Section 2.4].

3.1 The construction of generalized KR-homology

First, we recall the definition of a (marked) MOY-graph.

Definition 3.1.1 A MOY-graph is a directed graph \( \Gamma := (V, E, s, t) \) (with vertices \( V \), edges \( E \) and source-target functions \( s, t : E \to V \)) together with a weight function on its edges \( \nu : E \to \{0, 1, 2, ..., n\} \), such that the following properties hold:

1. For all \( v \in V \) we have \( \eta(v) := |\{\alpha \in E \mid v \in \{s(\alpha), t(\alpha)\}\}| \geq 1 \).
2. For all \( v \in V \) such that \( \eta(v) \geq 2 \), we have

\[
\sum_{\alpha \in E \atop t(\alpha) = v} \nu(\alpha) = \sum_{\alpha \in E \atop s(\alpha) = v} \nu(\alpha).
\]

If \( (\Gamma, \nu) \) is a MOY-graph, a vertex \( v \in V \) satisfying \( \eta(v) = 1 \) is called an outer point of \( \Gamma \). Otherwise \( v \) is called an inner point.
Definition 3.1.2 A marking on a MOY-graph $(\Gamma, \nu)$ consists of the following data:

1. A subset $P \subset |\Gamma|$, whose elements we will call marked points, with the following properties:
   a. Every edge of $\Gamma$ contains at least one marked point.
   b. Every outer point of $\Gamma$ is marked.
   c. No inner point of $\Gamma$ is marked.

2. For every marked point $p \in P$ a set of variables $X_p$ with the following properties:
   a. For $p \neq q \in P$ the sets $X_p$ and $X_q$ are disjoint.
   b. If $p$ lies in the interior of the edge $e$ of $\Gamma$, we have $|X_p| = \nu(e)$.
   c. If $p$ is an outer point of $\Gamma$ and $e \in E$ is the unique edge of $\Gamma$ such that $p \in \{s(e), t(e)\}$, we have $|X_p| = \nu(e)$.

If one cuts the edges of a marked MOY-graph $\Gamma$ along their marked points, the graph decomposes into MOY-graphs of the form $\Gamma_{m_1,\ldots,m_k}$ or $\Gamma_n$ depicted in Figure 6. We will call these elementary MOY-graphs building blocks.
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Figure 6: Building blocks

Notation: Given sets of variables $X_i = \{x_{i,1}, \ldots, x_{i,m_i}\}$ we denote by $\mathcal{S}(X_1|\ldots|X_n)$ the subring of $\mathbb{C}[x_{i,j}] | 1 \leq i \leq n, 1 \leq j \leq m_i$ consisting of those polynomials which are symmetric in the variables $x_{i,1}, \ldots, x_{i,m_i}$ from $X_i$ for each $i = 1, \ldots, n$. We have $\mathcal{S}(X_1|\ldots|X_n) \cong \mathcal{S}(X_1) \otimes \ldots \otimes \mathcal{S}(X_n)$, so that $\mathcal{S}(X_1|\ldots|X_n)$ is a polynomial ring in the elementary symmetric polynomials of the $X_i$. In particular, it is a regular local graded ring. Given an arbitrary set of variables $X$ we denote by $X_l \in \mathcal{S}(X)$ the $l$-th elementary symmetric polynomial in the variables contained in $X$. Given a variable set like $X_i$ which itself carries in index, we denote the $l$-th elementary symmetric polynomial of the variables contained in $X_i$ by $X_{l,i}$. If the set of variables under consideration is not denoted by a single letter, but for example is of the form $\mathcal{X} \cup \mathcal{Y}$, then we denote the $l$-th elementary symmetric polynomial of $\mathcal{X} \cup \mathcal{Y}$ by $\mathcal{X} \cup \mathcal{Y}_l$ etc. For sets of variables $X_1, \ldots, X_n$ we denote by $X = \bigcup X_i$ but we set $\mathcal{S}(X) := \mathcal{S}(X_1|\ldots|X_n)$, overloading the previous definition of $\mathcal{S}(X)$. If we want to talk about the ring of completely symmetric polynomials in the variables of $X = \bigcup X_i$, we will write $\mathcal{S}(X^{|})$ for this instead. Finally we set $\Sigma x^{n+1}_i := \sum_{x \in X} x^{n+1} \in \mathcal{S}(X)$ for an arbitrary set of variables $X$.

Given a marked MOY-graph $\Gamma$ we associate to it a matrix factorization $\mathbf{KR}(\Gamma)$ along the following steps, which we will look at more closely below:

1. Cut $\Gamma$ along its marked points to get the basic MOY-subgraphs $\Gamma_1, \ldots, \Gamma_r$ of $\Gamma$.
2. To each of the $\Gamma_i$ with ingoing variables $\mathcal{Y}_1, \ldots, \mathcal{Y}_l$ and outgoing variables $X_1, \ldots, X_k$ associate a graded matrix factorization $\mathbf{KR}(\Gamma_i)$ of type $(\mathcal{S}(\mathcal{Y}), \Sigma x^{n+1}_i - \Sigma y^{n+1}_i)$.
3. Glue together the matrix factorizations associated to the basic MOY-subgraphs of $\Gamma$ along their common variables: $\mathbf{KR}(\Gamma) := \bigotimes_{i=1}^r \mathbf{KR}(\Gamma_r)$.
We first explain step (2) in detail, beginning with the matrix factorization associated to the basic MOY-graph $\Gamma_{n_1, \ldots, n_l}^{m_1, \ldots, m_k}$ (see Figure 6). Put $m := \sum_{i=1}^{k} |X_i| = \sum_{j=1}^{l} |\mathcal{V}_j|$. We define

$$ \text{KR}(\Gamma_{n_1, \ldots, n_l}^{m_1, \ldots, m_k}) := \bigotimes_{i=1}^{m} \{s_i, X_i - Y_i\} \left( \sum_{1 \leq i < j \leq k} m_im_j \right), $$

considered as a matrix factorization of type $(\mathcal{J}(X[Y]), \Sigma X^{n+1} - \Sigma Y^{n+1})$. Here the $s_i$ are homogeneous elements chosen in such a way that $\sum_{i=1}^{m} s_i(x_i - y_i) = \Sigma X^{n+1} - \Sigma Y^{n+1}$. As the sequence $(X_i - Y_i)_{1 \leq i \leq m}$ is regular in $\mathcal{J}(X[Y])$, the particular choice of the $s_i$ is irrelevant by Proposition 2.4.3. The case of the basic MOY-graph $\Gamma_{m_1}^{m}$ (see 6) is similar; we set

$$ \text{KR}(\Gamma_{m_1}^{m}) := \bigotimes_{i=1}^{m} \{s_i, X_i - Y_i\}, $$

considered as a graded matrix factorization of type $(\mathcal{J}(X[Y]), \Sigma X^{n+1} - \Sigma Y^{n+1})$. Again, the $s_i$ are homogeneous elements chosen in such a way that $\sum_{i=1}^{m} s_i(x_i - y_i) = \Sigma X^{n+1} - \Sigma Y^{n+1}$.

Summing up, we have shown the following:

**Theorem 3.1.3** There is a canonical isomorphism in $\text{HMF}(\mathcal{J}(X[Y]), \Sigma X^{n+1} - \Sigma Y^{n+1})$:

$$ \text{KR}(\Gamma_{n_1, \ldots, n_l}^{m_1, \ldots, m_k}) \equiv (\mathcal{J}(X[Y])/(X_i - Y_i)(r))^{(\Sigma X^{n+1} - \Sigma Y^{n+1})}, $$

where $r := \sum_{1 \leq i < j \leq k} m_im_j$.

**Remark 3.1.4** Note that according to our definitions $\Gamma_{m_1}^{m}$ denotes two different basic MOY-graphs. However, this causes no trouble, as the two factorizations associated to them are the same.
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**Figure 7:** Comparison of two basic MOY-graphs

**Remark 3.1.5** The matrix factorizations associated to $\Gamma_{n_1, \ldots, n_l}^{m_1, \ldots, m_k}$ and $\Gamma_{m_1, \ldots, m_k}$ in Figure 7 only differ with respect to the choice of the base ring, but not in the choice of potential or the module which is stabilized: in the first case, the base ring is $\mathcal{J}(X[Y])$, while in the second case it’s the subring $\mathcal{J}(X[Y]) \subset \mathcal{J}(X[Y])$.

In general, the base ring associated to a family of edges with a high value is a subring of the base ring associated to the configuration of edges where some edges have been split into several edges with smaller value. In this way we are naturally led to consider the graded ranks of rings of symmetric polynomials considered as graded modules over smaller
rings of symmetric polynomials, and these admit interpretations as Poincaré-polynomials of certain flag-varieties: for example, the graded rank of $\mathcal{S}(x)$ over $\mathcal{S}(x^\mathcal{L})$ equals the Poincaré polynomial of the algebra $\mathcal{S}(x)/(\mathcal{S}(x^\mathcal{L})_+)$, which is isomorphic to the complex cohomology ring of the flag variety $F_b[\{x_1, \ldots, x_n\}]$ of flags in $\mathbb{C}^n$ with dimension differences $|x_i|$. Thus, these graded ranks carry interesting information, and it is therefore very important to be aware of which ring we are working with. See also Example 3.2.12.

Finally, we consider step (3), the glueing of all matrix factorizations associated to basic MOY-graphs according to their common endpoints in more detail. Let $\Gamma_0, \ldots, \Gamma_n$ be the basic MOY-graphs of $\Gamma$ and let $\mathbf{KR}(\Gamma_i)$ the matrix factorizations associated to them. Then, we first consider the exterior tensor product $\mathbf{KR}(\Gamma) := \mathbf{KR}(\Gamma_0) \otimes_{\mathbb{C}} \cdots \otimes_{\mathbb{C}} \mathbf{KR}(\Gamma_n)$ of these factorizations, graphically corresponding to the disjoint union of the $\Gamma_i$. Now, $\mathbf{KR}(\Gamma)$ is a certain quotient of $\mathcal{C}(\Gamma)$, intuitively identifying common endpoints of the $\Gamma_i$. That is, given $i \neq j$ such that $\Gamma_i$ and $\Gamma_j$ share the sets of variables $Z$, we let action of elements of $\mathcal{S}(Z)$ pass from $\mathbf{KR}(\Gamma_i)$ to $\mathbf{KR}(\Gamma_j)$ and vice versa; thus, if we were only looking at $\Gamma_i$ and $\Gamma_j$, the resulting quotient of $\mathbf{KR}(\Gamma_i) \otimes_{\mathbb{C}} \mathbf{KR}(\Gamma_j)$ would just be $\mathbf{KR}(\Gamma_i) \otimes_{\mathcal{S}(Z)} \mathbf{KR}(\Gamma_j)$.

For a detailed example of how to calculate the value of the unknot, see Section 5.2.

3.2 The matrix factorization associated to an acyclic MOY-graph

In the previous section we saw that the matrix factorization associated to a basic MOY-graph can be written as the stabilization of a ‘singular’ Soergel bimodule (see [Wil10] and [Str04]), and we also know that these matrix factorizations are tensored together in order to get the matrix factorization associated to more complicated MOY-graphs. Further, in Proposition 2.6.4 we gave a sufficient condition for tensor products of matrix factorizations and stabilizations to commute. In this section, we will see that the conditions for Proposition 2.6.4 are satisfied as long as the MOY-graph under consideration is acyclic, i.e. does not possess any oriented cycles. In particular, we see that the matrix factorization associated to a MOY-braid is isomorphic to the stabilization of the corresponding Soergel bimodule.

Example 3.2.1 We begin by discussing in full detail a very simple example, namely we determine the matrix factorization associated to the MOY-graph $\Gamma_0$ in Figure 8. We have the following isomorphisms in $\mathbf{HMF}(\mathbb{C}[X, Z], X^{n+1} - Z^{n+1})$ (explanations are given below):

\[
\mathbf{KR}(\Gamma_0) \overset{\text{def}}{=} \frac{\mathbb{C}[X, Y]}{(X - Y)}\{X^{n+1} - Y^{n+1}\} \otimes_{\mathbb{C}[X, Y]} \frac{\mathbb{C}[Y, Z]}{(Y - Z)}\{Y^{n+1} - Z^{n+1}\} \otimes_{\mathbb{C}[Y, Z]} \frac{\mathbb{C}[X, Y, Z]}{\{X, Y, Z\}} \otimes_{\mathbb{C}[X, Y, Z]} \frac{\mathbb{C}[X, Y, Z]}{\{X, Y, Z\}}
\]

\[
\overset{2.6.2}{=} \frac{\mathbb{C}[X, Y, Z]}{(X - Y)}\{X^{n+1} - Y^{n+1}\} \otimes_{\mathbb{C}[X, Y, Z]} \frac{\mathbb{C}[X, Y, Z]}{(Y - Z)}\{Y^{n+1} - Z^{n+1}\} \otimes_{\mathbb{C}[X, Y, Z]} \frac{\mathbb{C}[X, Y, Z]}{\{X, Y, Z\}} \otimes_{\mathbb{C}[X, Y, Z]} \frac{\mathbb{C}[X, Y, Z]}{\{X, Y, Z\}}
\]

\[
\overset{2.6.5}{=} \frac{\mathbb{C}[X, Y, Z]}{(X - Y, Y - Z)}\{X^{n+1} - Z^{n+1}\} \otimes_{\mathbb{C}[X, Y, Z]} \frac{\mathbb{C}[X, Y, Z]}{\{X, Y, Z\}} \otimes_{\mathbb{C}[X, Y, Z]} \frac{\mathbb{C}[X, Y, Z]}{\{X, Y, Z\}}
\]

\[
\overset{2.2.17}{=} \frac{\mathbb{C}[X, Z]}{(X - Z)}\{X^{n+1} - Z^{n+1}\}
\]

Here, Fact 2.6.2 is applicable because $\mathbb{C}[X, Y, Z]$ is free over $\mathbb{C}[X, Y]$ and $\mathbb{C}[Y, Z]$, and Proposition 2.6.5 can be applied because $X - Y$, $Y - Z$ is regular in $\mathbb{C}[X, Y, Z]$. In the last step, we may apply Corollary 2.2.17 because $\mathbb{C}[X, Y, Z]$ is a free $\mathbb{C}[X, Z]$-module.

The last example shows quite quell how the machinery established to far can be used to make graphically intuitive relations between matrix factorizations rigorous, without forcing us to actually write down explicit homotopy equivalences between them. In the above
Example 3.2.2 We compute the matrix factorization associated to $\Gamma_1$ in Figure 8. Put $u := r_1 + \ldots + r_p$ and $v := s_1 + \ldots + s_q$. To ease the notation, we will omit the internal degree shifts in our calculation. As above we first get

$$\text{KR}(\Gamma_1) \overset{\text{def}}{=} \mathcal{J}(\mathbb{X}[\mathbb{Y}]/((\mathbb{X} \cup \mathbb{Y})_i - Z_i) \{\Sigma x^{n+1} + \Sigma y^{n+1} - \Sigma z^{n+1}\} \cdot \mathcal{J}(\mathbb{X}[\mathbb{Y}][\mathbb{Z}])$$

$$\otimes \mathcal{J}(\mathbb{W}[\mathbb{Y}]/(W_i - Y_i) \{\Sigma w^{n+1} + \Sigma y^{n+1} - \Sigma z^{n+1}\}) \cdot \mathcal{J}(\mathbb{W}[\mathbb{Y}][\mathbb{Z}])$$

$$\overset{2.6.2}{\cong} \mathcal{J}(\mathbb{X}[\mathbb{Y}][\mathbb{Z}]/((\mathbb{X} \cup \mathbb{Y})_i - Z_i) \{\Sigma x^{n+1} + \Sigma y^{n+1} - \Sigma z^{n+1}\}$$

$$\otimes \mathcal{J}(\mathbb{W}[\mathbb{Y}][\mathbb{Z}]/(W_i - Y_i) \{\Sigma w^{n+1} + \Sigma y^{n+1} - \Sigma z^{n+1}\}) \cdot \mathcal{J}(\mathbb{W}[\mathbb{Y}][\mathbb{Z}])$$

In the next step we want to apply Proposition 2.6.5 to exchange tensoring and the stabilization functor. For this, we have to see that the concatenation of the sequences $\langle X_i \rangle_i$ and $\langle Y_i \rangle_i$ of elementary symmetric polynomials in the variables of $\mathbb{X}_i$ and $\mathbb{Y}_i$ are regular in $\mathcal{J}(\mathbb{X})$ and $\mathcal{J}(\mathbb{Y})$, respectively, and hence their concatenation is regular in $\mathcal{J}(\mathbb{X}[\mathbb{Y}]) \cong \mathcal{J}(\mathbb{X}) \otimes \mathcal{J}(\mathbb{Y})$ spanning the ideal $\mathcal{J}(\mathbb{X}[\mathbb{Y}])$. Further $Z_1, \ldots, Z_m$ is regular in $\mathcal{J}(\mathbb{Z})$, and we have $\langle Z_1, \ldots, Z_m \rangle = \langle Z^k \rangle_k \subset \mathcal{J}(\mathbb{Z})$. Since $\mathcal{J}(\mathbb{X}[\mathbb{Y}][\mathbb{Z}]) / \langle \mathcal{J}(\mathbb{X}[\mathbb{Y}]) \rangle \cong \mathcal{J}(\mathbb{Z})$ we therefore see that $X_{i,j}, Y_{i,j}, Z_k - (\mathbb{X} \cup \mathbb{Y})_k$ is regular in $\mathcal{J}(\mathbb{X}[\mathbb{Y}][\mathbb{Z}])$ spanning the ideal $\mathcal{J}(\mathbb{X}[\mathbb{Y}]) \otimes \mathcal{J}(\mathbb{Z}) + \mathcal{J}(\mathbb{X}[\mathbb{Y}]) \otimes \mathcal{J}(\mathbb{Z})$. Hence

$$\mathcal{J}(\mathbb{X}[\mathbb{Y}][\mathbb{Z}]/\langle X_{i,j}, Y_{i,j}, Z_k - (\mathbb{X} \cup \mathbb{Y})_k \rangle \cong \mathcal{J}(\mathbb{W}) \otimes \mathcal{J}(\mathbb{Z}) / \langle \mathcal{J}(\mathbb{Z}) \rangle$$

and so $X_{i,j}, Y_{i,j}, Z_k - (\mathbb{X} \cup \mathbb{Y})_k, W_k - Y_k$ is regular in $\mathcal{J}(\mathbb{X}[\mathbb{Y}][\mathbb{Z}])$. As the regularity of a sequence in a local graded ring is independent of its ordering, we deduce that $Z_k - (\mathbb{X} \cup \mathbb{Y})_k, W_k - Y_k$ is regular as claimed. We are therefore allowed to apply Proposition 2.6.5 and get

$$\text{KR}(\Gamma_1) \cong \mathcal{J}(\mathbb{X}[\mathbb{Y}][\mathbb{Z}]/((\mathbb{X} \cup \mathbb{Y})_i - Z_i, W_i - Y_i) \{\Sigma x^{n+1} + \Sigma y^{n+1} - \Sigma z^{n+1}\} \mathcal{J}(\mathbb{X}[\mathbb{Y}][\mathbb{Z}])$$

$$\downarrow \mathcal{J}(\mathbb{X}[\mathbb{Y}][\mathbb{Z}])$$

Figure 8: Gluing two basic MOY graphs
which is what we expected. Note that, in contrast to the first example, the identification of
\( Y_{i} \) and \( W_{i} \) does not imply that \( \mathcal{S}(X[Y][\mathcal{W}] )/(\langle X \cup Y \rangle)_{i} - Z_{i}, W_{i} - Y_{i} \) equals \( \mathcal{S}(X[Y][\mathcal{W}] )/(\langle X \cup \mathcal{W} \rangle)_{i} - Z_{i} \), just because the ideal spanned by the \( Y_{i} \) in \( \mathcal{S}(Y) \) equals \( \langle \mathcal{S}(Y) \rangle \), and this is strictly contained in \( \mathcal{S}(Y) \), if there was more than one \( Y_{i} \). Note however that since \( \mathcal{S}(Y) \) is free of finite rank over \( \mathcal{S}(Y) \), \( \mathcal{S}(X[Y][\mathcal{W}] )/(\langle X \cup Y \rangle)_{i} - Z_{i}, W_{i} - Y_{i} \) is finitely generated over \( \mathcal{S}(X[Y][\mathcal{W}] ) \).

In this example it was already a bit tricky to apply Proposition 2.6.5, because we to convince
ourselves first that the sequence occurring was indeed regular. However, the real problem arises
if we now want to glue our matrix factorization with another one; namely, if we consider
\( \mathcal{S}(X[Y][\mathcal{W}] )/(\langle X \cup Y \rangle)_{i} - Z_{i}, W_{i} - Y_{i} \) only as a module over the ‘free’ variables in \( X, Z, \mathcal{W} \) we lose the nice presentation of the module as a complete intersection, and Proposition 2.6.5 is
no longer available. One could solve this problem by not forgetting the internal variables, but
this seems unnatural. Instead it is more natural to replace Proposition 2.6.5 by Proposition
2.6.4 and to argue through the freeness of the modules at the glueing points.

**Definition 3.2.3** Let \( X_{1}, ..., X_{n} \) be sets of variables and \( M \) be a graded module over \( \mathcal{S}(X) \). We say that \( M \) is free over \( X \), if \( M \) is free as a graded module over \( \mathcal{S}(X) \)\

**Theorem 3.2.4** Let \( X_{1}, ..., X_{n}, Y, Z_{1}, ..., Z_{n} \) be sets of variables (the case \( Y = \emptyset \) is explicitly allowed), \( w \in \mathcal{S}(X) \), \( w' \in \mathcal{S}(Z) \) and \( w_{0} \in \mathcal{S}(Y) \). Further, let \( M_{i} \), \( N \), be graded modules
over \( \mathcal{S}(X[Y]) \) and \( \mathcal{S}(Y[Z]) \), respectively, such that the following hold:

1. \( M_{i} \) is finitely generated over \( \mathcal{S}(X) \), and \( N_{i} \) is finitely generated over \( \mathcal{S}(Z) \).
2. \( (w + w_{0})M_{i} = \{ 0 \} \) and \( (w' - w_{0})N_{i} = \{ 0 \} \).
3. At least one of the modules \( M_{i} \) and \( N_{i} \) is free over \( Y \).

Then the following hold:

1. \( M \otimes_{\mathcal{S}(Y)} N_{i} \) is finitely generated over \( \mathcal{S}(X[Z])/(w + w') \) and there is an isomorphism
   \[ M_{i}^{(w + w_{0})} \otimes_{\mathcal{S}(Y)} N_{i}^{(w' - w_{0})} \cong (M_{i} \otimes_{\mathcal{S}(Y)} N_{i})^{(w + w')} \].
2. If \( M_{i} \) is free over \( \mathcal{S}(Y) \), then the graded \( \mathcal{S}(X[Z]) \)-module
   \( M_{i} \otimes_{\mathcal{S}(Y)} N_{i} \) is free over any subset of \( Z \) over which \( M_{i} \) is free.
3. If \( N_{i} \) is free over \( \mathcal{S}(Y) \), then \( M_{i} \otimes_{\mathcal{S}(Y)} N_{i} \) is free over any subset of \( X \) over which \( M_{i} \) is free.

**Proof.** Since \( M_{i} \) is finitely generated over \( \mathcal{S}(X) \) and \( N_{i} \) is finitely generated over \( \mathcal{S}(Z) \),\n\( M_{i} \otimes_{\mathcal{S}(Y)} N_{i} \) is finitely generated over \( \mathcal{S}(X[Z]) \). Further, \( M_{i} \otimes_{\mathcal{S}(Y)} N_{i} \) is annihilated by the ideal
\( (w + w_{0}, w' - w_{0}) \) in particular by the element \( w + w' = (w + w_{0}) + (w' - w_{0}) \). Therefore, the expression
\( (M_{i} \otimes_{\mathcal{S}(Y)} N_{i})^{(w + w')} \) makes sense. Further, \( \text{Tor}_{k}^{\mathcal{S}(Y)}(M_{i}, N_{i}) = 0 \) for all \( k > 0 \),
since by assumption either \( M_{i} \) or \( N_{i} \) is free \( \mathcal{S}(Y) \). Thus we can apply Proposition 2.6.4 and
Corollary 2.2.17 to get

\[ M_{i}^{(w + w_{0})} \otimes_{\mathcal{S}(Y)} N_{i}^{(w' - w_{0})} \cong (M_{i} \otimes_{\mathcal{S}(Y)} N_{i})^{(w + w')} \cong (M_{i} \otimes_{\mathcal{S}(Y)} N_{i})^{(w + w')} \]

as claimed. This shows statement (1), and statements (2) and (3) are obvious. \( \square \)

**Example 3.2.5** In the following examples, we again omit internal degree shifts.

1. First we consider the basic MOY-graph \( \Gamma_{n_{1}, ..., n_{k}} \) in Figure 7. The matrix factorization associated to it is the stabilization if the \( \mathcal{S}(X^{\cup}[Y]) \)-module \( \mathcal{S}(X^{\cup}[Y])/(X_{i} - Y_{i}) \) with
   respect to \( \Sigma X_{i}^{n_{i} + 1} - \Sigma Y_{i}^{n_{i} + 1} \). Since \( \mathcal{S}(X^{\cup})^{+} = \{ X_{i} \} \) we have \( \mathcal{S}(X^{\cup}[Y])/(X_{i} - Y_{i}) \cong \mathcal{S}(Y) \) as
   \( \mathcal{S}(X^{\cup}) \)-modules, where \( X_{i} \in \mathcal{S}(X^{\cup}) \) acts on \( \mathcal{S}(Y) \) through multiplication by \( X_{i} \). Therefore
   \( \mathcal{S}(X^{\cup}[Y])/(X_{i} - Y_{i}) \) is free of rank 1 over \( Y \) and free of rank \( \text{rank}_{\mathcal{S}(X^{\cup})}\mathcal{S}(Y) \) over \( X^{\cup} \).
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(2) Next we look at the matrix factorization associated to an arbitrary basic MOY-graph $\Gamma_{n_1,...,n_k}^{m_1,...,m_k}$. We claim that this is just the glueing/the tensor product of the matrix factorizations associated to the graphs $\Gamma_{n_1,...,n_i}^{m_1+...+m_k}$ and $\Gamma_{n_1,...,n_k}^{m_1,...,m_k}$ along their common end $Z$; see Figure 9. Indeed: example (1) shows that the assumptions of Proposition 3.2.4 are satisfied, and so we get

$$\mathcal{S}(X/Z)/(X_i - Z_i) \{\Sigma Z^n - \Sigma Z^n+1\} \otimes \mathcal{S}(Y/Z)/(Y_i - Y_i) \{\Sigma Z^n - \Sigma Z^n+1\} = \mathcal{S}(X/Y)/(X_i - Y_i) \{\Sigma Z^n - \Sigma Z^n+1\}.$$ 

$\mathcal{S}(X/Y)/(X_i - Y_i)$ is free of rank $\mathcal{S}(Y \cup \mathcal{S}(Y)$ over $X$ and free of rank $\mathcal{S}(G \cup \mathcal{S}(Y)$ over $Y$.

(3) Examples (1) and (2) show that we can apply Theorem 3.2.4 to the examples which led us to Theorem 3.2.4. Thus we also get the isomorphisms established there without the somewhat cumbersome use of regular sequences.

![Figure 9: Decomposition of $\Gamma_{n_1,...,n_k}^{m_1,...,m_k}$ into $\Gamma_{n_1,...,n_i}^{m_1+...+m_k}$ and $\Gamma_{n_1,...,n_k}^{m_1,...,m_k}$](image)

These examples together with Theorem 3.2.4 show the following theorem:

**Theorem 3.2.6** In the construction of the matrix factorization associated to an acyclic MOY-graph the stabilization functor commutes with tensor products.

In the next section we will see how Theorem 3.2.6 connects KR-homology to Soergel bimodules and how we can get lots of relations on KR-homology from this, but first we look at a simpler example of how to apply Theorem 3.2.6.

**Definition 3.2.7** For a finite-dimensional, graded $\mathbb{C}$-algebra $A$, the *Poincaré polynomial* of $A$, denoted $P(A)$, is defined as

$$P(A) := \sum_{i \in \mathbb{Z}_{\geq 0}} \dim_{\mathbb{C}}(A_i)q^i \in \mathbb{Z}[q].$$

If $X$ is a complex manifold, we put

$$P(X) := P(H^*(X; \mathbb{C})).$$

**Definition 3.2.8** Let $(A, (-))$ be an additive $\mathbb{Z}$-graded category. Then, given some object $X \in A$ and a Laurent polynomial $p = \sum_{i \in \mathbb{Z}} p_i q^i \in \mathbb{Z}[q^{\pm 1}]$ we put

$$X(p) := \sum_{i \in \mathbb{Z}} X(i)^{\otimes p_i}.$$
Fact 3.2.9  Let $R$ be a positively graded ring and $M$ a finitely generated free $R$-module. Then there exists a unique sequence of natural numbers $\{n_i\}_{i \in \mathbb{Z}}$, almost all of which are zero, such that $M \cong \bigoplus_{i \in \mathbb{Z}} R_+(i)^{n_i}$.

Proof. By definition of freeness of a module, we only have to show the uniqueness of the $n_i$. We have

$$M/R_+ M \cong \bigoplus_{i \in \mathbb{Z}} R_0(i)^{n_i},$$

and so $n_i$ is uniquely determined as the (ungraded) rank of $(M/R_+ M)_{-i}$ over the commutative base ring $R_0$. □

Definition 3.2.10  In the situation of Definition 3.2.9, define the rank of $M$, denoted $\text{rank}_{R} M$, as

$$\text{rank}_{R} M := \sum_{i \in \mathbb{Z}} n_i q^i \in \mathbb{Z}[q^{\pm 1}].$$

Fact 3.2.11  Let $R \subset S$ be positively graded rings, and assume that $S$ is free of finite rank as a module over $R$. Then there is an isomorphism of $R$-$S$-bimodules

$$S \cong R\langle \text{rank}_{R} S \rangle.$$

Example 3.2.12  We want to prove the fancy looking relation

$$\text{KR}(\Gamma) \left\langle - \sum_{1 \leq i < j \leq k} m_i m_j \right\rangle \cong \text{KR}(\Gamma^m) \left\langle \text{rank}_{(m)} \mathcal{X}(m_1|...|m_k) \right\rangle \langle 0 \rangle \quad (3.2-1)$$

$$= \text{KR}(\Gamma^m) \left\langle \mathcal{P}(\text{Fl}(m_1|...|m_k)) \right\rangle. \quad (3.2-2)$$

where $\Gamma$ is as in Figure 10, $m := m_1 + ... + m_k$ and where $\text{Fl}(m_1|...|m_k)$ is the complex manifold of flags $\{0\} = V_0 \subset V_1 \subset ... \subset V_k = \mathbb{C}^m$ in $\mathbb{C}^m$ with $\dim_{\mathbb{C}}(V_{i+1}) - \dim_{\mathbb{C}}(V_i) = m_i$ for all $i = 0, 1, ..., k - 1$. By definition, we have

$$\text{KR}(\Gamma) \left\langle - \sum_{1 \leq i < j \leq k} m_i m_j \right\rangle = \text{KR}(\Gamma_0) \otimes_{\mathcal{X}(\mathcal{Y})} \text{KR}(\Gamma_1)$$

$$= \mathcal{X}(\mathcal{Y}/\mathcal{X})(X_1 - Y_i)^{s_{n+1} - s_{n+1}}$$

$$\otimes \mathcal{X}(\mathcal{Y}/\mathcal{Z})(Y_i - Z_i)^{s_{n+1} - s_{n+1}}.$$
Since \( \mathcal{I}(X) = \mathbb{C}[X_1, ..., X_m] \) we have \( \mathcal{I}(X)[Y]/(X_i - Y_i) \cong \mathcal{I}(Y) \) as \( \mathcal{I}(X) \)-\( \mathcal{I}(Y) \)-bimodules, where \( X_i \) acts by multiplication with \( Y_i \). Similarly, \( \mathcal{I}(Y)[Z]/(Y_i - Z_i) \cong \mathcal{I}(Y) \) as \( \mathcal{I}(Y) \)-\( \mathcal{I}(Z) \)-bimodules, with \( Z_i \) acting on \( \mathcal{I}(Y) \) by multiplication with \( Y_i \). Hence

\[
\mathcal{I}(X)[Y]/(X_i - Y_i) \otimes \mathcal{I}(Y)[Z]/(Y_i - Z_i) \cong \mathcal{I}(Y) \cong \mathcal{I}(X)[Z]/(X_i - Z_i) \langle \text{rank}_{\mathcal{I}(Y)} \mathcal{I}(Y) \rangle
\]

as \( \mathcal{I}(X)[Z] \)-modules, where we applied Fact 3.2.11 in the last step. Applying Theorem 3.2.6, we get

\[
\text{KR}(\Gamma)(- \sum_{1 \leq i < j \leq k} m_i m_j) \cong \left( \mathcal{I}(Y)[Z]/(X_i - Z_i) \langle \text{rank}_{\mathcal{I}(Y)} \mathcal{I}(Y) \rangle \right)_{\Sigma X^{n+1} - \Sigma Y^{n+1}}
\]

\[
= \text{KR}(\Gamma_m^{m})\langle \text{rank}_{\mathcal{I}(Y)} \mathcal{I}(Y) \rangle,
\]

yielding (3.2-1). For (3.2-2), note that since \( \mathcal{I}(Y) \) is free as a module over \( \mathcal{I}(Y^e) \), we have \( \text{rank}_{\mathcal{I}(Y^e)} \mathcal{I}(Y) = \mathcal{P}(\mathcal{I}(Y)/\langle \mathcal{I}(Y^2) \rangle) \), so the claim follows from the algebra isomorphism (see [Ful97])

\[
H^*(\text{Fl}(m_1|...|m_k); \mathbb{C}) \cong \mathcal{P}(\text{Fl}(m_1|...|m_k)/\langle \mathcal{I}(m) \rangle).
\]

To get a feeling of what (3.2-1) looks like explicitly, take \( k = 2 \) and \( m_1 = m_2 = 1 \). We have \( \text{Fl}(1|1) = \mathbb{P}_1^1 \), hence \( \mathcal{P}(\text{Fl}(1|1)) = 1 + q^2 \), and so (3.2-1) yields

\[
\text{KR} \left( \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\end{array} \right) \cong \text{KR} \left( \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\end{array} \right) \langle -1 \rangle \oplus \text{KR} \left( \begin{array}{c}
\circ \\
\circ \\
\circ \\
\circ \\
\end{array} \right) \langle 1 \rangle
\]

### 3.3 Connecting KR-homology to Soergel bimodules

In this section we describe how Theorem 3.2.6 connects Khovanov-Rozansky homology to Soergel bimodules and look at a few examples in the construction of KR-homology where working on the level of Soergel bimodules makes life a bit easier.

Suppose \( \Gamma \) is an acyclic MOY-graph, and we aim to calculate its value \( \text{KR}(\Gamma) \) under KR-homology. By definition (see Section 3.1), we have to go through the following steps:

1. Decompose \( \Gamma \) into basic MOY-graphs \( \Gamma_1, ..., \Gamma_r \),
2. take \( \text{KR}(\Gamma_1), ..., \text{KR}(\Gamma_r) \) and finally
3. calculate \( \text{KR}(\Gamma) := \bigotimes_{i=1}^{r} \text{KR}(\Gamma_i) \), where the tensor product is over the common endpoints of the \( \Gamma_i \).

For step (2), we know by Theorem 3.1.3 that each \( \text{KR}(\Gamma_i) \) is given as

\[
(\mathcal{I}(X)[Y]/(X_i - Y_i)\langle r \rangle)_{\Sigma X^{n+1} - \Sigma X^{n+1}}
\]

for sets of variables \( X_1, ..., X_k, Y_1, ..., Y_l \) and some internal degree shift \( r \in \mathbb{Z} \), and for step (3) we know from Theorem 3.2.6 that we can exchange tensor products and stabilization when calculating \( \bigotimes_{i=1}^{r} \text{KR}(\Gamma_i) \). We are therefore naturally led to consider modules which can be “built” from the modules \( \mathcal{I}(X)[Y]/(X_i - Y_i) \) by tensoring, and these are examples of singular Soergel bimodules. For simplicity, we will focus on the case where all MOY graphs have labels 1 and 2 only; the modules occurring in this case where first studied by Soergel in [Soe07], and we recall some of his results now. The general case of singular Soergel bimodules was recently studied by [Wil10].

**Definition 3.3.1** Fix \( m \in \mathbb{N} \) and let \( X_i := \{x_i \} \) be some variable for \( i = 1, ..., m \). Denote \( \mathbb{C}[x] = \mathcal{I}(X) \) the polynomial ring over \( \{x_1, ..., x_m\} \). The symmetric group \( S_m \) acts on \( \mathbb{C}[x] \) by permutation of variables, and for \( I \subset S_m \) we denote \( \mathbb{C}[x]^I \) the subring of \( \mathbb{C}[x] \) consisting of those polynomials which are invariant under the actions of all \( w \in I \). For \( w = (i, i + 1) \) we abbreviate \( \mathbb{C}[x]^{(i, i+1)} \) by \( \mathbb{C}[x]^I \).
Definition 3.3.2 The category of Soergel bimodules (for $\mathfrak{S}_m$), denoted $B^m$, is defined as the smallest full, additive and idempotent-complete subcategory of the category $\text{C}[X].\text{Mod}-\text{C}[X]$ of graded $\text{C}[X]$-bimodules containing all modules of the form

$$\text{C}[X] \otimes_{\text{C}[X]^{i_1}} \text{C}[X] \otimes_{\text{C}[X]^{i_2}} \ldots \otimes_{\text{C}[X]^{i_r}} \text{C}[X]$$

for $i_1, \ldots, i_r \in \{1, 2, \ldots, m - 1\}$.

Remark 3.3.3 Definition 3.3.2 seems to be weaker than the one given in [Soc07, Definition 5.11, Lemma 5.13]. However, by [Soc07, Theorem 6.14(4)] both definitions agree. ♦

One of the main results of [Soc07] is that the combinatorics of the category $B^m$ is captured by the Hecke algebra $H_m(q)$ of $\mathfrak{S}_m$, which we now recall.

Definition 3.3.4 Fix $m \in \mathbb{N}$. The (generic) Hecke-algebra $H_m(q)$ (of $\mathfrak{S}_m$) is the associative $\mathbb{Z}[q^\pm1]$-algebra generated by elements $T_1, \ldots, T_{m-1}$ and unit $T_0$ subject to the relations

$$T_iT_j = T_jT_i \quad \text{for all } i, j = 1, 2, \ldots, m - 1 \text{ s.t. } |i - j| > 1$$

$$T_iT_{i+1}T_i = T_{i+1}T_iT_{i+1} \quad \text{for all } i = 1, 2, \ldots, m - 2$$

$$T_i^2 = (q^2 - 1)T_i + q^2T_e$$

We denote $\{H_w\}_{w \in \mathfrak{S}_m}$ the Kazhdan-Lusztig basis of $H_m(q)$ (see [Hum90, Section 7.9]), where these elements are denoted $C_w$. In particular, we have $H_e := H_{(i,i+1)} = q^{-1}(T_e + T_i)$.

Definition 3.3.5 Let $\mathcal{A}$ be an essentially small additive category, and let $\text{Iso}(\mathcal{A})$ be the set of isomorphism classes of objects in $\mathcal{A}$. Further, for $X \in \mathcal{A}$ we denote $[X]$ the isomorphism class of $X$. The split Grothendieck group of $\mathcal{A}$, denoted $K_0^G(\mathcal{A})$, is defined as the free abelian group $\mathbb{Z}[\text{Iso}(\mathcal{A})]$ subject to the relations $[X] + [Y] - [X \oplus Y] = 0$ for all $X, Y \in \mathcal{A}$.

If $\mathcal{A}$ carries a $\mathbb{Z}$-grading (i.e. a strict, additive action of $\mathbb{Z}$), then $K_0^G(\mathcal{A})$ carries a natural structure of a $\mathbb{Z}[q^\pm1]$-module given by $q^n\cdot[X] := [nX]$, where $nX$ is the action of $n$ on $X$. If $\mathcal{A}$ carries an additive monoidal structure, then $K_0^G(\mathcal{A})$ admits a natural ring structure given by $[X] \cdot [Y] := [X \otimes Y]$.

In particular, endowing $B^m$ with the monoidal structure given by the tensor product of graded $\text{C}[X].\text{Mod}-\text{C}[X]$ bimodules and the $\mathbb{Z}$-grading given by $nX := X(-n)$, the split Grothendieck group $K_0^G(B^m)$ becomes a $\mathbb{Z}[q^\pm1]$-algebra.

Remark 3.3.6 Note the reversed $\mathbb{Z}$-grading on $B^m$. ♦

Fact 3.3.7 Let $\mathcal{A}$ be an essentially small Krull-Remak-Schmidt category, i.e. an additive category such that every object has a finite decomposition into indecomposable objects which is unique up to permutation, and denote $\text{Indec}(\mathcal{A}) \subset \text{Iso}(\mathcal{A})$ the set of isomorphism classes of indecomposable objects in $\mathcal{A}$. Then the natural map

$$Z^{(\text{Indec}(\mathcal{A}))} \longrightarrow K_0^G(\mathcal{A})$$

is an isomorphism. In particular, for all $X, Y \in \mathcal{A}$ we have

$$[X] = [Y] \text{ in } K_0^G(\mathcal{A}) \iff X \cong Y. \quad (3.3-1)$$

Remark 3.3.8 The equivalence (3.3-1) allows to check relations in $\mathcal{A}$ inside $K_0^G(\mathcal{A})$. Hence, to understand the combinatorics of $\mathcal{A}$ it is therefore sufficient to calculate $K_0^G(\mathcal{A})$. ♦

Theorem 3.3.9 In the notation of Definitions 3.3.2 and 3.3.4, the following hold:

1. The assignment $H_i \mapsto [\text{C}[X] \otimes_{\text{C}[X]} \text{C}[X](1)]$ extends to an isomorphism of $\mathbb{Z}[q^\pm1]$-algebras

$$E : H_m(q) \xrightarrow{\cong} K_0^G(B^m).$$
(2) The set of isomorphism classes of indecomposable objects in $\mathcal{B}^m$ (up to shift) is canonically parametrized by $\mathcal{G}_m$: 

$$\text{Indec}(\mathcal{B}^m) = \{ [mB_w]_{(r)} \}_{w \in \mathcal{G}_m, r \in \mathbb{Z}} \cong \mathcal{G}_m \times \mathbb{Z}$$

(3) For each $w \in \mathcal{G}_m$ we have $\mathcal{E}(\mathcal{H}_w) = [mB_w]$.

(4) For a subset $I = \{(1, 2), (2, 3), \ldots, (m - 1, m)\}$ of the simple transpositions in $\mathcal{G}_m$ and $w^I$ the longest element in $W_I := \langle I \rangle$, we have

$$[mB_{w^I}] \cong C[X] \otimes_{C[X]} C[X]/(l(w^I)).$$

In particular, for $i = 1, 2, \ldots, m - 1$ we have

$$[mB_{(i, i+1)}] \cong C[X] \otimes_{C[X]} C[X]/(x_i + x_{i+1} - y_i - y_{i+1}, x_i x_{i+1} - y_i y_{i+1}).$$

Remark 3.3.10 Part (2) of Theorem 3.3.9 is intentionally kept a bit vague as we will only need the explicit description of $[mB_w]$ given in part (4). In [Soe07], explicit conditions characterizing all the indecomposable bimodules $[mB_w]$ are given.

Proof. For (1), (2) and (3), see Soergel’s original article [Soe07] or the recent work [Wil10] on generalized “singular” Soergel bimodules by Williamson. For (4), apply [Wil10, Theorem 7.4.3]: in the notation of loc.cit., one has $\vartheta B^I = \vartheta \nabla^I$ (apply [Wil10, Theorem 7.4.2] for $p = W_I e W_I \in W_I \setminus W/W_I$ and $\vartheta \nabla^I = \vartheta R^I(l(w^I))$ (see [Wil10, Section 6.1]), while $\vartheta R^I$ is, in our notation, given as $C[X]/(\vartheta)$ (see [Wil10, Definition 4.2.1]).

Figure 11: Another basic MOY-graph

With the notation of Theorem 3.3.9, Theorem 3.1.3 becomes:

**Theorem 3.3.11** Fix $n \geq 2$ and let $\Gamma$ be the MOY-graph depicted in Figure 11. Define $w := \left(\begin{array}{cccccccccc} 1 & 2 & \ldots & i-1 & i & i+1 & \ldots & i+k-1 & i+k & \ldots & m \\ 1 & 2 & \ldots & i-1 & i+k-1 & i+k-2 & \ldots & i & \ldots & m \end{array}\right)$. Then, considering $[mB_w]$ as a module over $C[X, \gamma]$ with $|X| = |\gamma| = m$, there is a canonical homotopy equivalence

$$K(\Gamma) \simeq [mB_w]^\{\Sigma X^{n+1} - \Sigma Y^{n+1}\}.$$ 

Proof. Considering $\mathcal{G}_k$ a subgroup of $\mathcal{G}_m$ via

$$\sigma \mapsto \left(\begin{array}{cccccccccc} 1 & 2 & \ldots & i-1 & i & i+1 & \ldots & i+k-1 & i+k & \ldots & m \\ 1 & 2 & \ldots & i-1 & i-1 + \sigma(1) & i-1 + \sigma(2) & \ldots & i-1 + \sigma(k) & i+k & \ldots & m \end{array}\right),$$

Theorem 3.1.3 implies that

$$K(\Gamma) \simeq \left(C[X] \otimes_{\mathcal{G}_k} C[\gamma] \left(k(k-1) \choose 2\right)^{\{\Sigma X^{n+1} - \Sigma Y^{n+1}\}}\right).$$
Figure 12: Basic MOY-braid $\sigma_i$

On the other hand, Theorem 3.3.9 shows that

$$C[\mathfrak{k}] \otimes_{D_k} C[\mathfrak{y}] \left\langle \frac{k(k-1)}{2} \right\rangle \cong mB_w,$$

where we use the fact that the length of the longest element $w$ in $S_k$ is $k(k-1)/2$.

Corollary 3.3.12 Let $\gamma = s_{i_1}s_{i_2}...s_{i_k}$ be a MOY-braid on $m$ strands, with $i_1, ..., i_k \in \{1, 2, ..., m-1\}$ and $s_i$ as depicted in Figure 12. There is canonical homotopy equivalence

$$\text{KR}(\gamma) \cong \left( mB_{i_1} \otimes_{C[\mathfrak{k}]} mB_{i_2} \otimes_{C[\mathfrak{k}]} ... \otimes_{C[\mathfrak{k}]} mB_{i_k} \right) \{ \Sigma_{n+1} - \Sigma_{n+1} \}.$$  

Theorem 3.3.9.(1) completely explains the relations that hold between Soergel bimodules in terms of the Hecke algebra. Applying the stabilization functor, we see that the same relations hold on the level of matrix factorizations. Let us pause to see an example for that.

Example 3.3.13 We want to prove the relation

$$\text{KR}(\Gamma_0) \oplus \text{KR}(\Gamma_1) \cong \text{KR}(\Gamma_2) \oplus \text{KR}(\Gamma_3),$$  

(3.3-2)

where $\Gamma_0, ..., \Gamma_3$ are as in Figure 13. A short calculation in the Hecke algebra shows that for $i = 1, 2, ..., m-1$ we have

$$H_i H_{i+1} + H_i = H_{i+1} H_i H_{i+1} + H_{i+1}.$$  

Applying Theorem 3.3.9 implies that the corresponding relation also holds on the level of Soergel bimodules, i.e. that we have an isomorphism of $C[\mathfrak{k}]$ bimodules (abbreviating $C[\mathfrak{k}]$ by $S$)

$$S \otimes S \otimes S \otimes S(3) \oplus S \otimes S(1) \cong S \otimes S \otimes S \otimes S(3) \oplus S \otimes S(1).$$  

(3.3-3)
Considering \( \mathcal{C}[X]\)-bimodules as modules over \( \mathcal{S}(X)[Y] \), where \( Y_i := \{ y_i \} \) for variables \( y_1, \ldots, y_m \), we can now apply the stabilization functor

\[
\mathcal{S}(X)[Y]/(\Sigma Y^{n+1} - \Sigma Y^n)_{\text{-mod}} \xrightarrow{(-)\{x_{n+1} - x_n\}^{\Gamma}} \text{HMF}(\mathcal{S}(X)[Y], \Sigma Y^{n+1} - \Sigma Y^n)
\]

to (3.3-3); using Theorem 3.2.6 to exchange stabilization and tensor products, we get the desired isomorphism (3.3-2). Note that it is nontrivial to prove (3.3-2) directly from the definitions.

\[
\text{Figure 14: } \chi\text{-morphisms}
\]

**Example 3.3.14** In this example, we describe the \( \chi \)-morphisms (see Figure 14) of [KR08, Section 6] using the stabilization functor and Soergel bimodules. It would be very interesting to do the same thing for the more general \( \chi \)-morphisms in [Wu09, Section 7.6].

First we recall the definition of \( \chi_0 \) and \( \chi_1 \) given in [KR08], beginning with \( \chi_1 \). Abbreviating \( \mathcal{S}(X)[Y] = \mathbb{C}[x_1, x_2, y_1, y_2] \) by \( S \), by the very definition we have

\[
\text{KR}(\Gamma_0)(-1) = \{ x_1 + x_2 - y_1 - y_2, u_1 \} \oplus S_1 \{ x_1 x_2 - y_1 y_2, u_2 \}
\]

\[
= \left( S, \stackrel{u_1}{\text{KR}}, S(e_1)(-2) \xrightarrow{x_1 + x_2 - y_1 - y_2, S_1} S \right) \oplus \left( S, \stackrel{u_2}{\text{KR}}, S(e_2)(-4) \xrightarrow{x_1 x_2 - y_1 y_2, S_1} S \right)
\]

\[
= S(e_1) \oplus S(e_2) \xrightarrow{\chi_1} S(\emptyset) \oplus S(\emptyset)
\]

Here \( \emptyset \), \( e_1 \), and \( e_2 \) are names for the generators of the several copies of \( S \), and \( u_1 \) and \( u_2 \) are as usual chosen in such a way that the potential is \( x_1^{n+1} + x_2^{n+1} - y_1^{n+1} - y_2^{n+1} \). Similarly,

\[
\text{KR}(\Gamma_1)(-1) = \{ x_1 - y_1, \pi_1 \} \oplus S_1 \{ x_2 - y_2, \pi_2 \}
\]

\[
= \left( S, \stackrel{\pi_1}{\text{KR}}, S(\tilde{e}_1)(-2) \xrightarrow{x_1 - y_1, S_1} S \right) \oplus \left( S, \stackrel{\pi_2}{\text{KR}}, S(\tilde{e}_2)(-4) \xrightarrow{x_2 - y_2, S_1} S \right)
\]

\[
= S(\tilde{e}_1) \oplus S(\tilde{e}_2) \xrightarrow{\chi_1 \; \chi_1} S(\emptyset) \oplus S(\emptyset)
\]

where \( \pi_1 := \frac{x_1^{n+1} - y_1^{n+1}}{x_1 - y_1} \) and \( \pi_2 := \frac{x_2^{n+1} - y_2^{n+1}}{x_2 - y_2} \). In this explicit form of \( \text{KR}(\Gamma_0) \) and \( \text{KR}(\Gamma_1) \), the map \( \chi_1 \) is given as

\[
\begin{align*}
S_1(e_1) \oplus S_1(e_2) & \xrightarrow{\begin{pmatrix} x_1 + x_2 - y_1 - y_2 & x_1 x_2 - y_1 y_2 \\ -u_2 & u_1 \end{pmatrix}} S(\emptyset) \oplus S(e_1 e_2) \\
S(\tilde{e}_1) \oplus S(\tilde{e}_2) & \xrightarrow{\begin{pmatrix} x_1 - y_1 \\ -\pi_2 \\ \pi_1 \end{pmatrix}} S(\emptyset) \oplus S(\tilde{e}_1 \tilde{e}_2)
\end{align*}
\]

(3.3-4)
for some $\lambda \in \mathbb{Z}$ and

$$a = -\lambda u_2 + \frac{u_1 + x_1 u_2 - \pi_2}{x_1 - y_1} \quad \text{and} \quad b = x_1 - y_2 + \lambda(y_1 + y_2 - x_1 - x_2).$$

Note that in [KR08] the sign of $a$ differs, but this is just because of a different convention in the differential of the Koszul complex. We will now use Example 2.3.7 to show that under the canonical isomorphisms

$$\text{KR}(\Gamma_0) \cong (S_*/(x_1 + x_2 - y_1 - y_2, x_1 x_2 - y_1 y_2)(1))\{(x_1^{n+1} + x_2^{n+1} - y_1^{n+1} - y_2^{n+1})\}$$

$$\text{KR}(\Gamma_1) \cong (S_*/(x_1 - y_1, x_2 - y_2))\{(x_1^{n+1} + x_2^{n+1} - y_1^{n+1} - y_2^{n+1})\}$$

the morphism $\chi_1$ corresponds to the stabilization of the canonical quotient map

$$S_*/(x_1 + x_2 - y_1 - y_2, x_1 x_2 - y_1 y_2) \xrightarrow{\text{can}} S_*/(x_1 - y_1, x_2 - y_2). \quad (3.3-5)$$

in the sense that the following diagram commutes ($w := x_1^{n+1} + x_2^{n+1} - y_1^{n+1} - y_2^{n+1}$):

$$
\begin{array}{ccc}
\{(x_1 + x_2 - y_1 - y_2, x_1 x_2 - y_1 y_2), (u_1, u_2)\} & \xrightarrow{\text{can}} & S_*/(x_1 + x_2 - y_1 - y_2, x_1 x_2 - y_1 y_2) (w) \\
\{(x_1 - y_1, x_2 - y_2), (\pi_1, \pi_2)\} & \xrightarrow{\text{can}(w)} & S_*/(x_1 - y_1, x_2 - y_2) (w)
\end{array}
\quad (3.3-6)
$$

In particular, we see that the homotopy class of $\chi_1$ does not depend on the choice of $\lambda$.

For the proof, we use the method of Example 2.3.7 with $\alpha = 1$. To avoid confusion with the notation, let us denote the variables $x, y, \tilde{x}, \tilde{y}$ from there by $a, b, \tilde{a}, \tilde{b}$. Hence, $(a_1, a_2)$ and $(\tilde{a}_1, \tilde{a}_2)$ are given by the regular sequences $(x_1 + x_2 - y_1 - y_2, x_1 x_2 - y_1 y_2)$ and $(x_1 - y_1, x_2 - y_2)$, respectively, and $(b_1, b_2)$ and $(\tilde{b}_1, \tilde{b}_2)$ are given by $(u_1, u_2)$ and $(\pi_1, \pi_2)$, respectively. We have

$$x_1 + x_2 - y_1 - y_2 = (x_1 + y_1) - (x_2 - y_2)$$
$$x_1 x_2 - y_1 y_2 = (x_1 - y_1)(y_2 + \lambda(x_2 - y_2)) + (x_2 - y_2)(x_1 + \lambda(y_1 - x_1)),$n

hence

$$
\begin{pmatrix}
\lambda_{11} & \lambda_{12} \\
\lambda_{12} & \lambda_{22}
\end{pmatrix}
= 
\begin{pmatrix}
1 & y_2 + \lambda(x_2 - y_2) \\
1 & x_1 + \lambda(y_1 - x_1)
\end{pmatrix},
$$

and in particular

$$\lambda_{11}\lambda_{22} - \lambda_{12}\lambda_{21} = x_1 - y_2 + \lambda(y_1 + y_2 - x_1 - x_2)$$

Finally, we compute

$$\mu = \frac{\lambda_{12} b_1 + \lambda_{22} b_2 - \tilde{b}_2}{a_1} = \frac{u_1 + (x_1 + \lambda(y_1 - x_1))u_2 - \pi_2}{x_1 - y_1} = -\lambda u_2 + \frac{u_1 + x_1 u_2 - \pi_2}{x_1 - y_1}.$$

Putting everything together, we see that the morphism constructed in 2.3.7 coincides with (3.3-4), as claimed.

Similarly, we can handle the map $\chi_0$. Originally, it is defined as

$$S_*(\tilde{e}_1) \oplus S_*(\tilde{e}_2) \xrightarrow{(x_1 - y_1, x_2 - y_2, -\pi_2, \pi_1)} S_*(\emptyset) \oplus S_*(\tilde{e}_1 \tilde{e}_2)$$

$$S_*(e_1) \oplus S_*(e_2) \xrightarrow{(x_1 + x_2 - y_1 - y_2, x_1 x_2 - y_1 y_2, -u_2, u_1)} S_*(\emptyset) \oplus S_*(e_1 e_2) \quad (3.3-7)$$
for some $\lambda \in \mathbb{Z}$ and
\[
a = (1 - \lambda)u_2 + \frac{u_1 + x_1u_2 - \pi_2}{y_1 - x_1}. \tag{3.3-8}
\]

We claim that $\chi_0$ is the stabilization of
\[
\frac{\text{mult}(x_1-y_1)\text{mult}(x_2-y_2)}{S_1/(x_1 - y_1, x_2 - y_2)} \rightarrow \frac{\text{mult}(x_1-y_1)\text{mult}(x_2-y_2)}{S_1/(x_1 + x_2 - y_1 - y_2, x_1x_2 - y_1y_2)}. \tag{3.3-9}
\]

For the proof, we again use the method of Example 2.3.7 with $\alpha = y_1 - x_2 + \lambda(x_1 + x_2 - y_1 - y_2)$.

First, we compute the $\lambda_i$; we have
\[
(x_1 - y_1)\alpha = (x_1 - y_1)(y_1 - x_2 + \lambda(x_1 + x_2 - y_1 - y_2))
\]
\[
= (x_1 + x_2 - y_1 - y_2)(y_1 + \lambda(x_1 - y_1)) - (x_1x_2 - y_1y_2)
\]
\[
(x_2 - y_2)\alpha = (x_2 - y_2)(y_1 - x_2 + \lambda(x_1 + x_2 - y_1 - y_2))
\]
\[
= (x_1 + x_2 - y_1 - y_2)(\lambda(x_2 - y_2) - x_2) + x_1x_2 - y_1y_2,
\]
and hence
\[
\left(\begin{array}{cc}
\lambda_{11} & \lambda_{21} \\
\lambda_{12} & \lambda_{22}
\end{array}\right) = \left(\begin{array}{cc}
y_1 + \lambda(x_1 - y_1) & \lambda(x_2 - y_2) - x_2 \\
-1 & 1
\end{array}\right).
\]

In particular, we get $\frac{\lambda_{11}\lambda_{22} - \lambda_{12}\lambda_{21}}{\alpha} = 1$. Finally,
\[
\mu = \frac{\lambda_{12}b_1 + \lambda_{22}b_2 - (y_1 - x_2 + \lambda(x_1 + x_2 - y_1 - y_2))b_2}{a_1}
\]
\[
= \frac{-\pi_1 - \pi_2 - (y_1 - x_2 + \lambda(x_1 + x_2 - y_1 - y_2))u_2}{x_1 + x_2 - y_1 - y_2},
\]
and it is a tedious but straightforward computation to show that this equals (3.3-8). Applying the result of example 2.3.7, we see that indeed $\chi_0$ is the stabilization of (3.3-9).

Summing up, we have seen in this example that the morphisms $\chi_0$ and $\chi_1$ from [KR08] are stabilizations of canonical morphisms between Soergel bimodules. In [EK09], these morphisms are depicted by 1 and $\gamma$. It would be interesting to see if the stabilizations of other canonical morphisms from [EK09] play a role in the construction of Khovanov-Rozansky homology, too.

## 3.4 The effect of stabilization on Soergel bimodules

Until now, we showed how the image $\text{KR}(\gamma)$ of a MOY-braid $\gamma$ under the Khovanov-Rozansky construction can be expressed as the stabilization of the Soergel bimodule corresponding to $\gamma$. Though this gives us a bunch of relations between the $\text{KR}(\gamma)$ for free – those which are already true on the level of Soergel bimodules – we didn’t investigate the effect and use of stabilization yet.

By the big picture 5 from the introduction, the following theorem meets our expectations:

**Theorem 3.4.1** Let $w \in \mathfrak{S}_m$ be such that the Robinson-Schensted shape of $w$ has more than $n$ rows. Then we have
\[
\text{proj.dim}_{\mathcal{G}(\gamma)/(\Sigma x^{n+1} - \Sigma y^{n+1})} B_w < \infty, \quad \text{i.e.} \quad m^B_{\mathcal{G}}(\Sigma x^{n+1} - \Sigma y^{n+1}) = 0.
\]

The proof will be divided in two steps:

1. Using the theory of (two-sided) Kazhdan-Lusztig cells we reduce to $w = (k, k-1, \ldots, 1)$ for $k > n$, in which case $m^B_w$ is the Soergel bimodule associated to the MOY graph in Figure 15 (Theorem 3.3.9).

2. In this case, we prove that $m^B_{(k, k-1, \ldots, 1)}$ somehow involves the trivial category
\[
\text{HMF}(\mathcal{G}(x_1, \ldots, x_k), \Sigma x^{n+1}) = 0
\]
and deduce the triviality of its stabilization.
We begin with step 1. Recall the following definition of Kazhdan-Lusztig cells of the Hecke algebra (see [BB05, Exercise 6.11]). Note that thinking of the Kazhdan-Lusztig elements as functors and products of them as compositions of these functors, it essentially formalizes what should be meant by saying that one such functor factors through another.

**Definition 3.4.2** For elements $w, w' \in S_m$ we write $w \leq_{LR} w'$ if there exist $s, t \in S_m$ such that the coefficient of $H_w$ in the product $H_s H_{w'} H_t$ is nonzero. This defines a preorder on $S_m$, and we say that $w$ and $w'$ are $\leq_{LR}$-equivalent, written as $w \sim_{LR} w'$, if both $w \leq_{LR} w'$ and $w' \leq_{LR} w$.

The following proposition completely characterizes $\leq_{LR}$-equivalence in terms of the Robinson-Schensted correspondence (see [Ful97]):

**Proposition 3.4.3 (see [BB05, Exercise 6.11(b)])** For $w, w' \in S_m$ the following are equivalent:

1. $w \sim_{LR} w'$, i.e. $w$ and $w'$ are $\leq_{LR}$-equivalent.
2. The Robinson-Schensted shapes of $w$ and $w'$ are the same.

In particular, any $w \in S_m$ whose Robinson-Schensted shape has columns of length

$$d_1 \geq d_2 \geq \ldots \geq d_k$$

is $\leq_{LR}$-equivalent to the permutation

$$(d_1, d_1-1, \ldots, 2, 1) \ (d_1 + d_2, d_1 + d_2 - 1, \ldots, d_1 + 1) \ldots (d_1 + \ldots + d_k, \ldots, d_1 + \ldots + d_k - 1 + 1)$$

**Corollary 3.4.4** Let $w \in S_m$ have a Robinson-Schensted shape with $k$ rows. Consider

$$m B_{w}^{\Sigma \mu_{m+1} - \Sigma \nu_{m+1}} \in \text{HMF}(\mathcal{X}(\mu|\nu), \Sigma \mu_{m+1} - \Sigma \nu_{m+1})$$

$$m B_{(k, k-1, \ldots, 1)}^{\Sigma \mu_{m+1} - \Sigma \nu_{m+1}} \in \text{HMF}(\mathcal{Y}(\mu|\nu), \Sigma \mu_{n+1} - \Sigma \nu_{n+1})$$

for $|\mu| = |\mathcal{X}| = |\nu| = |\mathcal{Y}| = m$. Then there exist matrix factorizations

$$A \in \text{HMF}(\mathcal{X}(\mu|\nu), \Sigma \mu_{n+1} - \Sigma \nu_{n+1}), \ B \in \text{HMF}(\mathcal{Y}(\mu|\nu), \Sigma \nu_{n+1} - \Sigma \mu_{n+1})$$

such that $m B_{w}^{\Sigma \mu_{m+1} - \Sigma \nu_{m+1}}$ is a summand of

$$A \otimes_{\mathcal{Y}} m B_{(k, k-1, \ldots, 1)}^{\Sigma \mu_{m+1} - \Sigma \nu_{m+1}} \otimes_{\mathcal{X}} B.$$

In particular, we have

$$m B_{w}^{\Sigma \mu_{m+1} - \Sigma \nu_{m+1}} = 0 \implies m B_{w}^{\Sigma \mu_{m+1} - \Sigma \nu_{m+1}} = 0.$$

**Proof.** Proposition 3.4.3 and Fact 3.3.7 show that the statement is true for Soergel bimodules, hence by applying the stabilization functor we get the result from Theorem 3.2.6.

This finishes step 1. For step 2, the following proposition is crucial:

**Proposition 3.4.5** Let $\mathcal{X}$ and $\mathcal{Y}$ be sets of variables such that $|\mathcal{X}| = |\mathcal{Y}| > n$. Then we have $\text{HMF}(\mathcal{X}(\mathcal{Y} \mathcal{X}), \Sigma \mathcal{X}_{n+1} - \Sigma \mathcal{X}_{n+1}) = 0$.

**Proof.** Let $k := |\mathcal{X}| = |\mathcal{Y}|$ and recall that we denoted $X_1, \ldots, X_k$ the elementary symmetric polynomials in $\mathcal{X}$, while $X_l := 0$ for $l > k$. By [Wu09, Formula 4.4]) we have $\Sigma \mathcal{X}_{n+1} = P(X_1, \ldots, X_d)$, where

$$P := \begin{vmatrix} X_1 & X_2 & X_3 & \cdots & X_n & (n+1)X_{n+1} \\ 1 & X_1 & X_2 & \cdots & X_{n-1} & nX_n \\ 0 & 1 & X_1 & \cdots & X_{n-2} & (n-1)X_{n-1} \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & 0 & \cdots & X_1 & 2X_2 \\ 0 & 0 & 0 & \cdots & 1 & X_1 \end{vmatrix}$$
and similar for $\Sigma Y^{n+1}$. In particular, we conclude that $\Sigma X^{n+1} - \Sigma Y^{n+1} \in m^2$, for $m := (X_1, \ldots, X_k, Y_1, \ldots, Y_k)$ the maximal ideal in $\mathcal{S}(X|Y)$, if and only if $k \leq n$. Thus, in case $k > n$ we see that $\mathcal{S}(X|Y)/(\Sigma X^{n+1} - \Sigma Y^{n+1})$ is regular (Proposition 2.2.4) and hence its singularity category $\text{HMF(}\mathcal{S}(X|Y), \Sigma X^{n+1} - \Sigma Y^{n+1}\text{)}$ is trivial (Proposition 2.2.7).

**Proof (of Theorem 3.4.1).** We know from Corollary 3.4.4 that it suffices to show that

$$mB \{ \sum_{i=1}^{k} X^{n+1} - \Sigma Y^{n+1} \} = 0.$$

for $k > n$, which is the matrix factorization associated to the MOY-graph in Figure 15. This graph can be decomposed into $\Gamma_1^k$ involving the variables from $X$ and $Y$ and into $m - k$ copies of $\Gamma_m$ involving the variables from $\bar{X}$ and $\bar{Y}$, and so Theorem 3.2.4 yields

$$\text{KR}(\Gamma_1^k \cup \Gamma_1^k \cup \cdots \cup \Gamma_1^k) \simeq \text{KR}(\Gamma_1^k \otimes \text{KR}(\Gamma_1^k) \otimes \cdots \otimes \text{KR}(\Gamma_1^k),$$

whence we may assume $m = k$. Applying Theorem 3.2.4 again, this time to the presentation of $\Gamma_1^k$ as the concatenation of $\Gamma_1^k$, $\Gamma_1^k$ and $\Gamma_1^k$ (similar to Figure 9), shows that it suffices to prove $\text{KR}(\Gamma_1^k) \simeq 0$. This follows from Proposition 3.4.5.

**Remark 3.4.6** The proof of Theorem 3.4.1 suggests that one should rather think of a matrix factorization $X \in \text{HMF}(\mathcal{S}(X|Y), \Sigma X^{n+1} - \Sigma Y^{n+1})$ as a functor

$$X \otimes \mathcal{S}(Y|Y) \rightarrow \mathcal{S}(X|Y) \rightarrow \mathcal{S}(X|X) : \text{HMF}^\infty(\mathcal{S}(Y), \Sigma Y^{n+1}) \rightarrow \text{HMF}^\infty(\mathcal{S}(X), \Sigma X^{n+1})$$

from the homotopy category of graded matrix factorizations of type $\mathcal{S}(Y), \Sigma Y^{n+1}$ to those of type $\mathcal{S}(X), \Sigma X^{n+1}$. In some sense, this can be thought of as some kind of Fourier Mukai transform with kernel $X$, noting the striking similarity to the usual formula

$$\text{Rpr}_Y \cdot X \otimes \mathcal{S}(Y) \rightarrow \mathcal{S}(X|Y) : \text{D}^b(Y) \rightarrow \text{D}^b(X)$$

for the Fourier-Mukai transform associated to some $X \in \text{D}^b(X \times Y)$. However, though this viewpoint seems to be the most natural in our context, the author does not know to what extent $X$ is determined by the Fourier Mukai transform attached to it, which is why we stucked working with $X$ instead of its Fourier Mukai transform the proof of Theorem 3.4.1.\]

### 4 Duality on graded matrix factorizations

In this section, we define for graded matrix factorizations $M$ and $N$ of type $(S, w_0)$ and $(S, w_1)$, respectively, a homomorphism factorization $\text{Hom}_S(M, N)$, which is a graded matrix factorization of type $(S, w_1 - w_0)$. In particular, in case $w_0 = w_1$ we get a homomorphism complex which in fact coincides with the homomorphism complex in the canonical.
differential-graded enrichment of $\text{MF}^\infty(S_\ast, w_0)$. As a special case, we will define for each graded matrix factorization $M$ its dual $M^\ast$ to be $\operatorname{Hom}_S(M, S)$, where $S$ is the trivial matrix factorization $S_\ast \to 0 \to S_0$ of type $(S_\ast, 0)$, and we will check that the usual isomorphism $M^\ast \otimes_S N \cong \operatorname{Hom}_S(M, N)$ holds for finitely generated $M$. We will compare this duality with the usual duality on $\text{MCM}(S/(w))$.

4.1 Homomorphism factorizations and Duality

For easier reference, recall the definition of the shift functor:

$$[1] : \text{MF}^\infty(S_\ast, w) \to \text{MF}^\infty(S_\ast, w)$$

$$M^0 \to M^{-1} \to M^0) \to (M^{-1}(d) \to M^0 \to M^{-1}(d))$$

Definition 4.1.1 Let $M := M^0 \to M^{-1} \to M^0$, $N := N^0 \to N^{-1} \to N^0$ be graded matrix factorizations of type $(S_\ast, w_0)$ and $(S_\ast, w_1)$, respectively. The homomorphism factorization $\operatorname{Hom}_S(M, N)$ is defined as

$$\operatorname{Hom}_S(M, N)^0 := \operatorname{Hom}_S(M^0, N^0), \oplus \operatorname{Hom}_S(M^{-1}, N^{-1}),$$

$$\operatorname{Hom}_S(M, N)^{-1} := \operatorname{Hom}_S(M^0, N^{-1}), \oplus \operatorname{Hom}_S(M^{-1}, N^0), (-d)$$

$$\operatorname{Hom}_S(M, N)^0 := \operatorname{Hom}_S(M^0, N^0), \oplus \operatorname{Hom}_S(M^{-1}, N^{-1}),$$

This is a graded matrix factorization of type $(S_\ast, w_1 - w_0)$.

Definition 4.1.2 Let $M := M^0 \to M^{-1} \to M^0$ be a graded matrix factorization of type $(S_\ast, w)$ and denote by $S$ the trivial matrix factorization $S_\ast \to 0 \to S_0$ of type $(S_\ast, 0)$. The dual of $M$, denoted $M^\ast$, is defined as

$$M^\ast := \operatorname{Hom}_S(M, S) = (M^0)^* \to (M^{-1})^* \to (-d) \to (M^0)^*.$$ 

$M^\ast$ is a graded matrix factorization of type $(S_\ast, -w)$.

Fact 4.1.3 For a finitely generated graded matrix factorization $M := M^0 \to M^{-1} \to M^0$, the double dual $M^{**}$ is canonically isomorphic to $M$ via

$$M \cong \begin{pmatrix} (M^0)^{**} & \to (M^{-1})^{**} \to (M^0)^{**} \\ -ev & \cong & -ev & \cong & -ev & \cong \\ M & \quad & M^0 & \to M^{-1} & \to M^0 & \end{pmatrix}$$

Fact 4.1.4 Let $M := M^0 \to M^{-1} \to M^0$, $N := N^0 \to N^{-1} \to N^0$ be graded matrix factorizations of type $(S_\ast, w_0)$ and $(S_\ast, w_1)$, respectively, and assume that $M$ is finitely generated. Then there is a canonical isomorphism of matrix factorizations of type $(S_\ast, w_1 - w_0)$

$$M^\ast \otimes_S N \cong \operatorname{Hom}_S(M, N).$$

There is another kind of duality on graded matrix factorizations which preserves the type, namely the one corresponding to the usual duality $\operatorname{Hom}_R(-, R)$, on $\text{MCM}(R)$ for a Gorenstein graded ring $R$. It can be described explicitly as follows:
**Definition 4.1.5** Let \( M := M^0 \xrightarrow{f} M^{-1} \xrightarrow{g} M^0 \) be a graded matrix factorization of type \((S, w)\). We define its \( w \)-dual \( M^\circ \) as

\[
M^\circ := (M^{-1})^\circ (-d) \xrightarrow{f^*(-d)} (M^0)^* (-d) \xrightarrow{g^*(-d)} (M^{-1})^\circ (-d).
\]

The shift in the internal degree is explained in the proof of the following fact.

**Fact 4.1.6** The following diagram is commutative up to canonical isomorphism

\[
\begin{array}{ccc}
\text{MF}(S, w) & \xrightarrow{\text{coker}} & \text{MCM}(R) \\
(-)^* \downarrow & & \downarrow \text{Hom}_R(-, R) \\
\text{MF}(S, w) & \xrightarrow{\text{coker}} & \text{MCM}(R)
\end{array}
\]

**Proof.** For a graded matrix factorization \( M := M^0 \xrightarrow{f} M^{-1} \xrightarrow{g} M^0 \) of type \((S, w)\) we have the usual exact sequence of graded \( R \)-modules

\[
\ldots \rightarrow M^{-1}/wM^{-1}(-d) \xrightarrow{g} M^0/wM^0(-d) \xrightarrow{f} M^{-1}/wM^{-1} \rightarrow M^0/wM^0 \rightarrow \text{coker}(M).
\]

Applying \( \text{Hom}_R(-, R) \), to this sequence yields the exact sequence

\[
\ldots \xleftarrow{g^*} (M^0)^*/w (M^0)^*(-d) \xleftarrow{(M^{-1})^*/w M^{-1}(-d)} \xrightarrow{\sigma} (M^0)^*/w (M^0)^* \xleftarrow{\text{coker}(\text{coker}(M), R_0)} \xleftarrow{0}
\]

which is canonically isomorphic to

\[
\ldots \xleftarrow{g^*} (M^0)^*/w (M^0)^*(-d) \xleftarrow{(M^{-1})^*/w M^{-1}} \xrightarrow{\sigma} (M^0)^*/w (M^0)^* \xleftarrow{\text{coker}(\text{coker}(M), R_0)}.
\]

We conclude that

\[
\text{Hom}_R(\text{coker}(M), R_0) \cong \ker(g^*) \cong \text{coker}(g^*)(-d) \cong \text{coker}(M^\circ)
\]

as claimed. \( \square \)

**Fact 4.1.7** Let \( M := M^0 \xrightarrow{f} M^{-1} \xrightarrow{g} M^0 \), \( N := N^0 \xrightarrow{f} N^{-1} \xrightarrow{g} N^0 \) be graded matrix factorizations of type \((S, w_0)\) and \((S, w_1)\), respectively. Then there is a canonical isomorphism

\[
(M \otimes_S N)^\circ \cong M^\circ \otimes_S N^\circ[1].
\]

**Proof.** This follows from direct calculation. \( \square \)

The above two dualities are related by a sign change.

**Definition 4.1.8** Let \( M := M^0 \xrightarrow{f} M^{-1} \xrightarrow{g} M^0 \) be a graded matrix factorization of type \((S, w)\). We define the **sign change** \( \sigma(M) \) of \( M \) as

\[
\sigma(M) := M^0 \xrightarrow{g} M^{-1} \xrightarrow{f} M^0.
\]

This is a matrix factorization of type \((S, -w)\), and \( \sigma \) defines isomorphisms of categories

\[
\text{MF}^{(\infty)}(S, w) \cong \text{MF}^{(\infty)}(S, -w) \quad \text{and} \quad \text{HM}^{(\infty)}(S, w) \cong \text{HM}^{(\infty)}(S, -w).
\]

**Fact 4.1.9** The following diagram is commutative up to canonical isomorphism:

\[
\begin{array}{ccc}
\text{MF}(S, w) & \xrightarrow{\sigma} & \text{MF}(S, -w) \\
(-)^* \downarrow & & (-)^* \downarrow \\
\text{MF}(S, -w) & \xrightarrow{[1]} & \text{MF}(S, -w)
\end{array}
\]

**Proof.** This is clear from the definitions. \( \square \)
4.2 Compatibility of Duality and Stabilization

Next we study the compatibility of the stabilization functor with duality.

**Proposition 4.2.1** Let $M_i$ be a Cohen-Macaulay module over $R_i$, and let $n := \dim(S_i) - \text{depth}(M_i)$. Then there is a canonical isomorphism in $\text{HMF}(S_i, w)$

$$\left( M_i^{[w]} \right)^{\circ} [n + 1] \cong \text{Ext}^n_S(M_i, \mathcal{O}_i)^{[w]}.$$

**Proof.** By a theorem of Grothendieck ([BH93, Theorem 3.5.7]), the local cohomology $H^i_M(M_i)$ is concentrated in the interval $[\dim(M), \dim(M)]$ and nonzero on its boundary. Since $M_i$ is Cohen-Macaulay of dimension $n$, it follows that $H^i_M(M_i)$ is concentrated in degree $n$. Next, by local duality ([BH93, Theorem 3.6.19]) we have

$$\text{Ext}^i_S(M_i, S_i)^{\vee} \cong H^i(M_i)^{\vee} \text{ for all } i \in \mathbb{Z},$$

where $(-)^{\vee}$ denotes Matlis duality. We conclude that $\text{Ext}^i_S(M_i, S_i)$, is concentrated in degree $n$ which equals $\text{proj.dim}_S(M_i)$ by the Auslander-Buchsbaum formula 1.2.19. Therefore we can choose a finite free resolution $F_i^* \to M_i$ of $M_i$ such that $F_i^* = 0$ for $i < -n$, and as $\text{Ext}^k_S(M_i, S_i) = 0$ for all $k < n$, applying $\text{Hom}_S(-, S_i)$, gives an $S_i$-free resolution

$$0 \to (F_i^0)^* \to (F_i^{-1})^* \to \cdots \to (F_i^{-(n-1)})^* \to (F_i^{-n})^* \to \text{Ext}^n_S(M_i, S_i) \to 0.$$  \hfill (4.2-1)

Furthermore, if $s_n$ are higher homotopies for $F_i^*$, as in Lemma 2.3.1, their duals $s_n^*$ give higher homotopies for (4.2-1), so we can compute $\text{Ext}^n_S(M_i, S_i)^{[w]}$ using (4.2-1) and the $s_n^*$.

We distinguish the cases $n$ even and odd. Carefully going through the constructions, in case $n = 2n'$ we get

$$\text{Ext}^n_S(M_i, S_i)^{[w]} \cong \bigoplus_{i \in \mathbb{Z}} (F_{i}^{-2i+1})^* (n' - i)d \sum_{i \in \mathbb{Z}} s_i^* \bigoplus_{i \in \mathbb{Z}} (F_{i}^{-2i})^* (n' - i)d$$

$$\cong \left( \bigoplus_{i \in \mathbb{Z}} F_i^{-(2i+1)}(id) \right)^* (n' - 1)d \left( \bigoplus_{i \in \mathbb{Z}} F_i^{-(2i)}(id) \right)^* (n'd)$$

$$\cong \left( M_i^{[w]} \right)^{\circ} [n + 1].$$

Similarly, for $n = 2n' + 1$ we have

$$\text{Ext}^n_S(M_i, S_i)^{[w]} \cong \bigoplus_{i \in \mathbb{Z}} (F_{i}^{-2i})^* (n' - i)d \sum_{i \in \mathbb{Z}} s_i^* \bigoplus_{i \in \mathbb{Z}} (F_{i}^{-(2i+1)})^* (n' - i)d$$

$$\cong \left( \bigoplus_{i \in \mathbb{Z}} F_i^{-2i}(id) \right)^* (n'd) \left( \bigoplus_{i \in \mathbb{Z}} F_i^{-(2i+1)}(id) \right)^* (n'd)$$

$$\cong \left( M_i^{[w]} \right)^{\circ} [n + 1].$$

which finishes the proof. \hfill $\square$

**Corollary 4.2.2** Let $M_i = S_i/(x_1, \ldots, x_n)$ for a regular sequence $x_1, \ldots, x_n$ of homogeneous elements such that $w \in \langle x_1, \ldots, x_n \rangle$. Then there is a canonical isomorphism in $\text{HMF}(S_i, w)$

$$\left( M_i^{[w]} \right)^{\circ} \cong M_i^{[w]} \langle |x_1| + \ldots + |x_n| \rangle \langle -(n + 1) \rangle.$$
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Proof. As \((x_i)\) is regular, \(M_i\) is Cohen-Macaulay. Further, computing \(\text{Ext}^n_S(M_i, S_j)\), using
the self-dual Koszul-complex of the \(x_i\), we get \(\text{Ext}^n_S(M_i, S_j) \cong M_i(\langle x_1 | + \ldots + |x_n \rangle)\). Now the
claim follows from Proposition 4.2.1. \(\square\)

Example 4.2.3 Let us pause for a moment to check the statement of Corollary 4.2.2 directly
using Proposition 2.4.3. For two homogeneous elements \(x, y \in S\), we have
\[
\{x, y\}^\circ = \left( S(\langle x \rangle - d) \xrightarrow{y} S(\langle x \rangle - d) \xrightarrow{x} S(\langle x \rangle - d) \right) = \{x, y\}(\langle |x| \rangle - 2)
\]
which agrees with Corollary 4.2.2. In general, for a homogeneous regular sequence \(x_1, \ldots, x_n\)
and homogeneous elements \(y_1, \ldots, y_n\) satisfying \(w = x_1 y_1 + \ldots + x_n y_n\), we get from Fact 4.1.7
that
\[
\{x, y\}^\circ \overset{(n-1)}{=} \left( \bigotimes_{i=1}^n \{x_i, y_i\} \right)^\circ \overset{(n-1)}{=} \{x, y\}(\langle |x_1| + \ldots + |x_n| \rangle - (n + 1)),
\]
which agrees again with Corollary 4.2.2.

Corollary 4.2.4 Let \(M\) be a Cohen-Macaulay module over \(R\), and put \(n := \dim(S) - \text{depth}(M)\).
Then there is a canonical isomorphism in \(\text{HMF}(S, - \langle w \rangle)\)
\[
\left( M_{(-\langle w \rangle)} \right)^* \cong \text{Ext}^n_S(M_i, S_i)(-\langle w \rangle)[n].
\]

Proof. By Fact 4.1.9 and Proposition 4.2.1 we have
\[
\left( M_{(-\langle w \rangle)} \right)^* \cong \left( M_{(-\langle w \rangle)} \right)^\circ \overset{(n-1)}{=} \text{Ext}^n_S(M_i, S_i)(-\langle w \rangle)[n].
\]
as claimed. \(\square\)

Corollary 4.2.5 Let \(M = S/(x_1, \ldots, x_n)\) for a regular sequence \(x_1, \ldots, x_n\) of homogeneous
elements such that \(w \in \langle x_1, \ldots, x_n \rangle\). Then there is a canonical isomorphism in \(\text{HMF}(S, - \langle w \rangle)\)
\[
\left( M_{(-\langle w \rangle)} \right)^* \cong \left( M_{(-\langle w \rangle)} \right)^\circ \overset{(n-1)}{=} M_{(-\langle w \rangle)}(\langle x_1 | + \ldots + |x_n \rangle)[n].
\]

Example 4.2.6 Again let us check explicitly that everything works for Koszul factorizations. If \(x, y\) are homogeneous and regular, then
\[
\{x, y\}^\circ = \left( S, \xrightarrow{x} S(\langle x \rangle - d) \xrightarrow{y} S \right) \overset{(n-1)}{=} \left( S, \xrightarrow{x} S(\langle x \rangle - d) \xrightarrow{y} S \right)(\langle |x| \rangle - 1)
= \{x, -y\}(\langle |x| \rangle - 1).
\]
as claimed.

5 Closing a MOY-braid

5.1 Braid closure as stabilized Hochschild cohomology

We now apply the results about duality from the preceding section to Khovanov-Rozansky
homology. Suppose we want to calculate the value of Khovanov-Rozansky homology on the
closure \(\overline{\gamma}\) of a MOY-braid \(\gamma\) with strands of type \((i_1, \ldots, i_r)\) and sets of variables \(X\) and \(Y\); see
Figure 16. Intuitively, we expect that passing from \(\gamma\) to \(\overline{\gamma}\) should involve some categorical
trace or Hochschild (co)homology; see [Kho07] or [Web07, Section 2.4]. This is indeed the
case. We will see that there is some “identity” matrix factorization id such that \(H^*(\text{KR}(\overline{\gamma}))\)
is given by \(\text{HMF}(\text{id}[\epsilon], \text{KR}(\gamma))\) (for the precise statement, see Theorem 5.1.2) which can
be interpreted as some kind of “stabilized” Hochschild cohomology or as generalized Tate
cohomology; see Remark 5.1.4. But now let’s stop playing with fancy words and instead dig
into the somewhat technical details.
Figure 16: Closure of a braid

We already know that \( \text{KR}(\gamma) \cong B(\gamma) \{ \Sigma^{n+1} - \Sigma^n \} \), where \( B(\gamma) \) denotes the singular Soergel bimodule corresponding to \( \gamma \). Thus, we have

\[
\text{KR}(\gamma) = \text{Id}\left\{ \Sigma^{n+1} - \Sigma^n \right\} \otimes B(\gamma) \{ \Sigma^{n+1} - \Sigma^n \},
\]

where the first factor \( \text{Id}_1 \) is defined as

\[
\text{Id}_1 := \bigotimes_{j=1}^r \mathcal{S}(X_j(Y_j) / \langle X_{j,l} - Y_{j,l} \mid l = 1, ..., i_j \rangle).
\]

Clearly, it depends on the configuration of strands and the sets of variables; however, dropping these data will hopefully not cause any confusion. The module \( \text{Id}_1 \) should be thought of as the ‘identity’ between \( \mathcal{S} \) and \( \mathcal{P} \).

**Proposition 5.1.1** Put \( N := i_1 + ... + i_r \) and \( k := \sum_{j=1}^r \frac{i_j(i_j+1)}{2} \). Then we have an isomorphism

\[
\left( \text{Id}_1 \{ \Sigma^{n+1} - \Sigma^n \} \right)^* \cong \text{Id}_1 \{ \Sigma^{n+1} - \Sigma^n \} \langle k \rangle[-N].
\]

**Proof.** This follows from Corollary 4.2.5 on the dual of the stabilization of a complete intersection. Here, for each \( j = 1, ..., r \) we have elementary symmetric polynomials \( X_{j,1}, ..., X_{j,i_j} \) of degrees 1, 2, ..., \( i_j \); hence, the sum of their degrees is \( k \). \( \square \)

Now we can rewrite the cohomology of \( \text{KR}(\gamma) \) purely in terms of maximal Cohen-Macaulay modules.

**Theorem 5.1.2** Let \( \gamma \) be as above, and put \( N := i_1 + ... + i_r \) and \( k := \sum_{j=1}^r \frac{i_j(i_j+1)}{2} \). Then there is a homotopy equivalence of matrix factorizations

\[
\text{KR}(\gamma) \cong \text{Hom}_{\mathcal{S}\mathcal{P}} \left( \text{Id}_1 \{ \Sigma^{n+1} - \Sigma^n \} \langle k \rangle[-N], B(\gamma) \{ \Sigma^{n+1} - \Sigma^n \} \right).
\]

**Proof.** Now on with our fancy little proof. We have

\[
\text{Id}_1 \{ \Sigma^{n+1} - \Sigma^n \} \cong \left( \text{Id}_1 \{ \Sigma^{n+1} - \Sigma^n \} \right)^{**} \cong \left( \text{Id}_1 \{ \Sigma^{n+1} - \Sigma^n \} \langle k \rangle[-N] \right)^* \]

by Fact 4.1.3 and Proposition 5.1.1. Applying Fact 4.1.4 yields (5.1-1). \( \square \)
Corollary 5.1.3 There are isomorphisms (abbreviating $R := \mathcal{E}(Y)/((\Sigma^{n+1} - \Sigma^{n+1}))$)

$$H^i(KR(\gamma)) \cong \text{HMF}(R, \{1\}) \left\{ \begin{array}{c} H_{\gamma}^{n+1-\Sigma^{n+1}}(l - N), B(\gamma) \left\{ \begin{array}{c} H_{\gamma}^{n+1-\Sigma^{n+1}}(l - N), B(\gamma) \end{array} \right. \\
\end{array} \right. \right.$$ (5.1-2)

$$\cong \text{HMF}(R, \{1\}) \left\{ \begin{array}{c} H_{\gamma}^{n+1-\Sigma^{n+1}}(l - N), B(\gamma) \left\{ \begin{array}{c} H_{\gamma}^{n+1-\Sigma^{n+1}}(l - N), B(\gamma) \end{array} \right. \\
\end{array} \right. \right.$$ (5.1-3)

Proof. This follows from Theorem 5.1.2 by taking cohomology and using the adjointness of stabilization and inclusion; to get the grading right, note that $H^i(M) \cong H^i(M[-l])$. □

Remark 5.1.4 Theorem 5.1.2 has at least two interesting interpretations. Firstly, the expression (5.1-3) can be interpreted from the bimodule point of view as some kind of Hochschild cohomology, by analogy with the usual formula

$${\text{HH}}^i(M) = \text{Ext}_{A\otimes A}(A, M) = \text{Hom}_{D(A\otimes A)}(R, M[*])$$

for a ring $A$ and an $A$-bimodule $M$. Secondly, (5.1-3) also equals the Tate-cohomology between $\text{Id}$, and $B(\gamma)$, in the sense of [Buc86, Definition 6.1.1 and Lemma 6.1.2].

It would be interesting to study whether the usual properties of Hochschild cohomology and/or Tate-cohomology can be applied here to calculate Khovanov-Rozansky homology. As it stands for now, Theorem 5.1.2 is unfortunately not very useful in practice. ◊

5.2 A detailed example: The value of the unknot

Let’s work out the statement of Theorem 5.1.2 explicitly in the simplest case of the unknot with label 1. In this case, $\gamma$ is a single strand of label 1, hence $B(\gamma) = \mathbb{C}[x, y]/(x - y)$ and $B(\gamma)\{x^{n+1-y^{n+1}}\} = \{x - y, \pi_{xy}\}$, where $\pi_{xy} = \frac{x^{n+1} - y^{n+1}}{x - y}$. Further, we have $\text{Id}\{y^{n+1} - x^{n+1}\} = \{y - x, \pi_{xy}\}$, so we get (see 2.4.1)

$$KR(\text{unknot}) = \text{Id}\{y^{n+1} - x^{n+1}\} \otimes_{\mathbb{C}[x, y]} B(\gamma)\{x^{n+1-y^{n+1}}\}$$

which we consider as a 2-periodic complex of graded $\mathbb{C}[x, y]$-modules. The cohomology at the left is isomorphic to $\mathbb{C}[x, y]/(x - y, \pi_{xy})(-1) \cong \mathbb{C}[z]/(z^n)(-1)$, while the cohomology at the right is (up to shift) the middle cohomology of the Koszul-complex $K^*(y - x, \pi_{xy})$, namely

$$0 \to \mathbb{C}[x, y]/(-(n + 1)) \xrightarrow{(y - x)} \mathbb{C}[x, y]/(-n) \oplus \mathbb{C}[x, y]/(-1) \xrightarrow{(\pi_{xy} y - x)} \mathbb{C}[x, y] \to 0$$

of the sequence $(y - x, \pi_{xy})$. Since the latter sequence is regular, this cohomology vanishes. The reader who prefers a direct proof could consider the following chain map:

$$0 \to \mathbb{C}[x, y] \xrightarrow{(y - x)} \mathbb{C}[x, y] \oplus \mathbb{C}[x, y] \xrightarrow{(\pi_{xy} y - x)} \mathbb{C}[x, y] \to 0$$

A direct check shows that it induces an isomorphism on cohomology. Further, $\pi_{xy}$ is not a zero divisor in $\mathbb{C}[x, y]/(x - y)$ as it corresponds to $(n+1)z^n$ under the canonical isomorphism $\mathbb{C}[x, y]/(x - y) \cong \mathbb{C}[z]$, and hence the cohomology is concentrated in degree 0 as claimed.
Note that this is just the usual reduction argument in showing that the Koszul complex of a regular sequence is acyclic.

Let us now check that this fits together with Theorem 5.1.2. According to (5.1-2) we have
\[ H^l(KR(\gamma)) \cong H_{MF}(\{x - y, \pi xy\}\{1\}[l - 1], \{x - y, \pi xy\}). \]
As \( H_{MF}(\{x, y\}) \cong S/(x, y) \) and \( H_{MF}(\{x, y\}, \{x, y\}[1]) = 0 \) for \((x, y)\) regular, we conclude that \( H^0(KR(\gamma)) = 0 \) and
\[ H^1(KR(\gamma)) \cong C[x, y]/(\pi xy, x - y)(-1) \cong C[z]/(z^n)(-1), \] (5.2-1)
in agreement with our explicit calculation above.

Finally, let us also check (5.1-3). The module \( C[x, y]/(x - y) \) is already maximal Cohen-Macaulay over \( R_\ast := C[x, y]/(x^{n+1} - y^{n+1}) \) as it possesses the 2-periodic resolution
\[ \ldots \rightarrow R_\ast(-n+1) \xrightarrow{x-y} R_\ast(-1) \xrightarrow{x-y} R_\ast \rightarrow C[x, y]/(x - y) \rightarrow 0. \]
From this it is also clear that \( C[x, y]/(x - y)[-1] = C[x, y]/(\pi xy)[-1] \). By (5.1-3) we therefore have
\[ H^0(KR(\gamma)) \cong \text{Hom}_{R_\ast}(C[x, y]/(\pi xy), C[x, y]/(x - y)) \]
and
\[ H^1(KR(\gamma)) \cong \text{End}_{R_\ast}(C[x, y]/(x - y))(-1). \]
As even \( \text{Hom}_{C[x,y]}(C[x, y]/(\pi xy), C[x, y]/(x - y)) = 0 \) (\( \pi xy \) is not a zero divisor in \( C[x, y]/(x - y) \)), we get \( H^0(KR(\gamma)) = 0 \) as before. For the first cohomology, note that \( \text{End}_{C[x,y]}(C[x, y]/(x - y)) \cong C[x, y]/(x - y) \), and that the multiplication with a polynomial \( p \in C[x, y] \) on \( C[x, y]/(x - y) \) is stably trivial if and only if \( p \in (\pi xy) \). Consequently, we get
\[ \text{End}_{R_\ast}(C[x, y]/(x - y)) \cong C[x, y]/(\pi xy, x - y) \]
and therefore once again (5.2-1).
Appendix

A Outline

In this appendix we study in more detail the tensor product of matrix factorizations and attempt to extend Corollary 2.5.1 and Proposition 2.5.2 to more general and – most importantly – more natural statements about the compatibility of tensor products and stabilization.

The rough outline is as follows. The reader might have observed that whenever we applied the stabilization functor to a module $M$, we first replaced $M$, by an $S_i$-free resolution of $M$, together some ’enrichment’ in the form of higher nullhomotopies for the multiplication by $w$ on $S_i$. In other words, the object we really worked with was the $S_i$-free resolution of $M$, instead of the module $M$, itself. Further, Proposition 2.5.2 only worked because the condition $\text{Tor}_{i}^{S_i}(M, N) = 0$ for $k > 0$ ensured that taking $S_i$-free resolutions respected tensor products of modules and derived tensor products of complexes, respectively, so that one could forget about tensor products of $S_i/(w)$-modules and instead work with tensor products of complexes of $S_i$-modules. These examples naturally lead us to the impression that we shouldn’t work with $S_i/(w)$-modules but instead with enriched complexes of free $S_i$-modules.

We will see that for an arbitrary $w \in S_d$ the category $\text{HMF}(S_i, w)$ can be described as the singularity category $D^b_{\text{ig}}(K^*_w)/\text{Perf}$ of the Koszul dg-$S_i$-algebra

$$K^*_w := \ldots \rightarrow 0 \rightarrow S_i(-d) \xrightarrow{w} S_i \rightarrow 0 \rightarrow \ldots$$

concentrated in degrees $-1$ and $0$ (Theorem G.6). Modules over $K^*_w$ are the same as complexes of $S_i$-modules with the extra datum of a nullhomotopy $s$ for the multiplication with $w$ satisfying $s^2 = 0$, so they are precisely the enriched complexes of $S_i$-modules we were looking for. Moreover, we will see that the derived tensor product for $K^*_w$-modules is compatible with the tensor product of matrix factorizations, i.e. that

$$D^b_{\text{ig}}(K^*_w) \times D^b_{\text{ig}}(K^*_w) \xrightarrow{\text{can}} D^b_{\text{ig}}(K^*_w)$$

$$\cong \text{HMF}(S_i, w) \times \text{HMF}(S_i, w) \xrightarrow{\text{can}} \text{HMF}(S_i, w + w)$$

commutes (Theorem H.6). The question about the compatibility of the stabilization functor and tensor products of matrix factorizations is therefore only a question about when the derived tensor product of two $S_i/(w)$-modules, considered as $K^*_w$-modules, can be computed naively, and this immediately yields Proposition 2.5.2.

Finally, we will describe in Appendix 1 how the duality $(-)^\circ$ on $\text{HMF}(S_i, w)$ looks like for $K^*_w$-modules, in particular generalizing Proposition 4.2.1.

Another nice feature of our new description of $\text{HMF}(S_i, w)$ is that it extends to the case $w = 0$. There, the classical identification $\text{HMF}(S_i, w) \cong D^b_{\text{ig}}(S_i/(w))/\text{Perf}$ heavily breaks down, simply because $S_i/(w) = S_i$ is regular in this case. However, the equivalence $\text{HMF}(S_i, w) \cong D^b_{\text{ig}}(K^*_w)/\text{Perf}$ still holds in this case. In view of possible applications to Khovanov-Rozansky homology, this seems reasonable, as the case of vanishing potential is by no means forbidden there; on the contrary, it occurs each time a link gets closed. Moreover, the construction of Khovanov-Rozansky is local – if a knot gets closed it doesn’t matter if there are some open link components somewhere around or not – while the condition that the potential vanishes is not, so it shouldn’t play a role.

B The derived category of modules over a dg-algebra

First we recall the definition of a dg-algebras and dg-modules over graded rings.
**Definition B.1** Let $S$ be a graded ring.

1. A dg-$S$-algebra is an algebra object in the monoidal category of complexes of graded $S$-modules. In other words, a dg-$S$-algebra is a complex of graded $S$-modules $(A^\bullet, \cdot)$ together with morphisms of complexes of graded $S$-modules

   $$A^\bullet \otimes_S A^\bullet \xrightarrow{\mu} A^\bullet \quad \text{and} \quad S \xrightarrow{\eta} A^\bullet,$$

   (here we consider $S$, as a complex concentrated in degree 0) satisfying the associativity and unit axiom. We will usually abbreviate $(A^\bullet, \mu, \eta)$ as $A^\bullet$ and write $ab := \mu(a \otimes b)$ for $a, b \in A^\bullet$. We call $A^\bullet$ graded-commutative if $ab = (-1)^{|a| \cdot |b|} ba$ for all (cohomologically) homogeneous $a, b \in A^\bullet$. It is called connected if $A^k = 0$ for $k > 0$ and if the structure morphism $\eta : S \to A^0$ is an isomorphism.

2. Let $A^\bullet$ be a dg-$S$-algebra. A left $A^\bullet$-module is a module object over the algebra object $A^\bullet$ in the monoidal category of complexes of graded $S$-modules. In other words, it consists of a complex of graded $S$-modules $(M^\bullet, \cdot)$ together with a morphism $A^\bullet \otimes_S M^\bullet \xrightarrow{\rho} M^\bullet$ of complexes of graded $S$-modules satisfying the associativity and unit axiom. We will usually abbreviate $(M^\bullet, \rho)$ as $M^\bullet$ and write $am := \rho(a \otimes m)$ for $a \in A^\bullet$ and $m \in M^\bullet$. Right $A^\bullet$-modules are defined similarly. If we say “$A^\bullet$-module” we will always mean left a $A^\bullet$-module. If $A^\bullet$ is graded commutative, any left $A^\bullet$-module structure on a complex of graded $S$-modules $M^\bullet$ yields a right $A^\bullet$-module structure via $m.a := (-1)^{|m| \cdot |a|} a.m$ for cohomologically homogeneous $a \in A^\bullet$ and $m \in M^\bullet$.

Now we turn to the definition of morphisms of $A^\bullet$-modules.

**Definition B.2** Let $M^\bullet$ and $N^\bullet$ be two $A^\bullet$-modules.

1. The homomorphism complex

   $$(\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet)^*) \subset \text{Hom}_S(M^\bullet, N^\bullet)^*$$

   is the subcomplex of $\text{Hom}_S(M^\bullet, N^\bullet)^*$ such that $f = (f^k)_{k \in \mathbb{Z}} \in \text{Hom}_S(M^\bullet, N^\bullet)^n$ is in $\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet)^n$ if and only if for each $a \in A^\bullet$ we have $a \circ f^k = (-1)^{|a| |k|} f^{k+r} \circ a$ (here we identify $a$ with its action on $M^\bullet$ and $N^\bullet$). Note that $\text{Hom}_S(M^\bullet, N^\bullet)^*$ and $\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet)^*$ are only complexes of abelian groups.

2. A homomorphism of $A^\bullet$-modules $f : M^\bullet \to N^\bullet$ is a 0-cocycle in $\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet)^*$. In other words, $f$ consists of a family of (internal) degree preserving maps $f^k : M^k \to N^k$ such that $a \circ f^k = f^{k+r} \circ a$ for all $a \in A^\bullet$. The category of $A^\bullet$-modules is denoted $A^\bullet$-Mod.

3. Two homomorphisms of $A^\bullet$-modules $f, g : M^\bullet \to N^\bullet$ are called homotopic if $f - g$ is a 0-coboundary in $\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet)^*$. This amounts to the existence of a family of internal degree preserving maps $D^k : M^k \to N^{k-1}$ such that $a \circ D^k = (-1)^{|a|} D^{k+r} \circ a$ for all $a \in A^\bullet$ and

   $$f^k - g^k = d^{k+1}_{N^\bullet} \circ D^k + D^{k+1} \circ d^k_{M^\bullet},$$

   for all $k \in \mathbb{Z}$. The homotopy category of $A^\bullet$-modules is denoted $\text{Ho}(A^\bullet)$.

4. For later use in Section I we define $\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet)(k)$ as $\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet(k))^*$. We denote $\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet) := \bigoplus_{k \in \mathbb{Z}} \text{Hom}_{A^\bullet}(M^\bullet, N^\bullet(k))^*$. This is naturally a complex of graded $S$-modules. Moreover, if $N^\bullet$ is an $A^\bullet$-bimodule, $\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet)^*$ carries a natural structure of a right $A^\bullet$-module; similarly, if $M^\bullet$ is an $A^\bullet$-bimodule, $\text{Hom}_{A^\bullet}(M^\bullet, N^\bullet)^*$ carries a natural structure of a (left) $A^\bullet$-module. For example, the natural $A^\bullet$-bimodule structure on $A^\bullet$ yields a right $A^\bullet$-module structure on $\text{Hom}_{A^\bullet}(M^\bullet, A^\bullet)^*$, and for $A^\bullet$ graded commutative we can (and will!) regard this as a left $A^\bullet$-module. Explicitly, the left action of $A^\bullet$ on $\text{Hom}_{A^\bullet}(M^\bullet, A^\bullet)^*$ is given by $a.f := (-1)^{|a|} a.f \circ a$ for (cohomologically) homogeneous $a \in A^\bullet$ and $f \in \text{Hom}_{A^\bullet}(M^\bullet, A^\bullet)^*$.

**Fact B.3** The dg-category of $A^\bullet$-modules is pretriangulated (see Remark 2.2.9). In particular, the homotopy category $\text{Ho}(A^\bullet)$ is naturally triangulated.
Proof. This follows from the fact that the cone of a morphism of $A^*_\ast$-modules and the shift of a $A^*_\ast$-module both carry natural structures of $A^*_\ast$-modules. 

Definition B.4 Denote by $\text{Acyc}(A^*_\ast)$ the class of acyclic $A^*_\ast$-modules. A homomorphism of $A^*_\ast$-modules $f : M^*_\ast \to N^*_\ast$ is called a quasi-isomorphism if it induces an isomorphism in cohomology, i.e. if $\text{Cone}(f) \in \text{Acyc}(A^*_\ast)$. The derived category of $A^*_\ast$, denoted $\text{D}(A^*_\ast)$, is defined as the Verdier quotient $\text{Ho}(A^*_\ast)/\text{Acyc}(A^*_\ast)$.

We will mainly work with the description of $\text{D}(A^*_\ast)$ as $\text{Ho}(A^*_\ast)/\text{Acyc}(A^*_\ast)$. However, to understand how one can associate a derived base extension functor $\text{D}(A^*_\ast) \to \text{D}(B^*_\ast)$ (what is the correct replacement for projective complexes in the classical derived category of a ring?), it is more natural to view $\text{D}(A^*_\ast)$ as the homotopy category of a particular model category structure on $A^*_\ast$-$\text{Mod}$. For introductions to the theory model categories we refer see e.g. [DS95], [GS07], [Hov99].

Definition B.5 A morphism $f : M^*_\ast \to N^*_\ast$ of $A^*_\ast$-modules is called a

1. weak equivalence, if it is a quasi-isomorphism,
2. fibration, if it is surjective,
3. cofibration, if for each diagram

\[ \begin{array}{ccc} M^*_\ast & \longrightarrow & P^*_\ast \\ f \downarrow & & \downarrow g \\ N^*_\ast & \longrightarrow & Q^*_\ast \end{array} \]

with $g$ a trivial fibration (i.e. surjective quasi-isomorphism) a dotted map making the whole diagram commute exists. A $A^*_\ast$-module $M^*_\ast$ is called cofibrant (resp. fibrant) if the canonical map $0 \to M^*_\ast$ (resp. $M^*_\ast \to 0$) is a cofibration (resp. fibration). The class of cofibrant objects is denoted $\text{Cof}(A^*_\ast)$. Any module is fibrant.

The reader who is not familiar with model categories shouldn’t panic; for our purposes it is perfectly sufficient to think of the cofibrant $A^*_\ast$-modules as generalizations of complexes of projectives in the classical homological algebra over a ring. Evidence for this will be given soon.

Definition B.6 Let $A^*_\ast$ be a dg-algebra. For $n, k \in \mathbb{Z}$, define $D(n, k)^*_\ast \in A^*_\ast$-$\text{Mod}$ as

\[ D(n, k)^*_\ast := e_n A^*_\ast [n] \langle k \rangle \oplus e_{n-1} A^*_\ast [n-1] \langle k \rangle \]

with differential given by $(e_n) := (e_n)$. Further, put $S(n, k)^*_\ast := A^*_\ast [n] \langle k \rangle$ and denote $e_n, k : S(n, k)^*_\ast \hookrightarrow D(n, k)^*_\ast$ the canonical inclusion.

Theorem B.7 With the classes of weak equivalences, fibrations and cofibrations the category of $A^*_\ast$-modules is a cofibrantly generated model category whose homotopy category is equivalent to the derived category $\text{D}(A^*_\ast)$. The set $I := \{ 0 \to S(n, k) \mid n, k \in \mathbb{Z} \}$ is a generating set for the cofibrations in $A^*_\ast$-$\text{Mod}$, and the set $J := \{ S(n-1, k) \overset{e_{n,k}}{\longrightarrow} D(n, l) \mid k, l \in \mathbb{Z} \}$ is a generating set for the acyclic cofibrations.

Proof. It is shown in [Hov99, Theorem 2.3.11] that the category $\text{Ch}(R)$ of (unbounded) cochain complexes over a ring $R$ equipped with quasi-isomorphism as weak equivalences and degree-wise surjections as fibrations is a model category. Moreover, it is shown there that $\text{Ch}(R)$ is cofibrantly generated, where the set $\{ S(n-1) \hookrightarrow D(n) \mid n \in \mathbb{Z} \}$ is a generating set for the cofibrations, and the set $\{ 0 \to D(n) \mid n \in \mathbb{Z} \}$ is a generating set of acyclic cofibrations. Here, $S(n) := \mathbb{Z} [n]$, and

\[ D(n) := \ldots \to 0 \to \mathbb{Z} \overset{1}{\longrightarrow} \mathbb{Z} \to 0 \to \ldots \]
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concentrated in degrees \(-n\) and \(-n+1\). In particular, this applies to \(\text{Ch}(\mathbb{Z})\), and we provide \(\text{Ch}(\mathbb{Z})^\mathbb{Z}\) with the product model structure.

The model structure on \(\text{Ch}(\mathbb{Z})^\mathbb{Z}\) is cofibrantly generated, and generating sets for the cofibrations and acyclic cofibrations can be described as follows: For \(n, k \in \mathbb{Z}\) define \(D(n, k) \in \text{Ch}(\mathbb{Z})^\mathbb{Z}\) by \(D(n, k)^l := D(n)\) and \(D(n, k)^l := 0\) for \(l \neq k\). Here, \((-)^l\) denotes the \(l\)-th component of an object in \(\text{Ch}(\mathbb{Z})^\mathbb{Z}\). Similarly, define \(S(n, k) \in \text{Ch}(\mathbb{Z})^\mathbb{Z}\) by \(S(n, k)^k := S(n)\) and \(S(n, k)^l := 0\) for \(k \neq l\). Then the sets \(\mathcal{I}_{\text{Ch}(\mathbb{Z})^\mathbb{Z}} := \{D(n, k) \to D(n, k) \mid n, k \in \mathbb{Z}\}\) and \(\mathcal{J}_{\text{Ch}(\mathbb{Z})^\mathbb{Z}} := \{0 \to D(n, k) \mid n, k \in \mathbb{Z}\}\) generate the cofibrations and acyclic cofibrations in \(\text{Ch}(\mathbb{Z})^\mathbb{Z}\), respectively.

This is enough preparation. To get the desired model structure on \(A^\ast\)-Mod, we use [GS07, Theorem 3.6] to pull back the model structure on \(\text{Ch}(\mathbb{Z})^\mathbb{Z}\) along the adjunctions

\[
\begin{array}{ccc}
A^\ast\text{-Mod} & \xrightarrow{\text{forget}} & \text{Ch}(S) \\
\otimes_S A^\ast & \xleftarrow{\text{forget}} & \text{Ch}(\mathbb{Z})^\mathbb{Z} \\
\end{array}
\]

This yields a model structure on \(A^\ast\text{-Mod}\) with the correct classes of weak equivalences, cofibrations and fibrations. Further, [GS07, Theorem 3.6] states that this model structure is cofibrantly generated, and that the images of \(\mathcal{I}_{\text{Ch}(\mathbb{Z})^\mathbb{Z}}\) and \(\mathcal{J}_{\text{Ch}(\mathbb{Z})^\mathbb{Z}}\) along the left adjoints \(- \otimes_S A^\ast\) and \(- \otimes_S S\), form generating sets for the cofibrations and acyclic cofibrations, respectively. It is clear that these images are precisely the sets \(\mathcal{I}\) and \(\mathcal{J}\) from above, and so we’re done. \(\square\)

The crucial point is that Theorem B.7 implies that the canonical functor from the homotopy category \(\text{Ho}(\text{Cof}(A^\ast))\) of cofibrant \(A^\ast\)-modules to \(\text{D}(A^\ast)\) is an equivalence of categories (see [Hov99, Theorem 1.2.10]); this is analogous to classical equivalences like \(\text{D}^+(R) \cong \text{Ho}^+(\text{Pro}(R))\) for a ring \(R\). It allows to define (left) derived functors by first replacing an arbitrary \(A^\ast\)-module by a quasi-isomorphic, cofibrant \(A^\ast\)-module and then applying the functor which is to be derived; in analogy to the classical situation where one has to take projective resolutions to compute derived tensor products for complexes over a ring, for example. More generally, we have the following recipe for deriving a pair of adjoint functors between two model categories.

**Definition B.8 (see [Hov99, Definition 1.3.1])** Let \(\mathcal{C}, \mathcal{D}\) be model categories. An adjunction \(F : \mathcal{C} \rightleftarrows \mathcal{D} : G\) (with \(F\) left adjoint to \(G\)) is called a **Quillen adjunction** if the following equivalent conditions are satisfied:

1. \(F\) preserves cofibrations and trivial cofibrations.
2. \(G\) preserves fibrations and trivial fibrations.

In this case, define the **total left derived functor** \(LF\) as the composition

\[
LF : \text{Ho}(\mathcal{C}) \cong \text{Ho}(\mathcal{C}_c) \xrightarrow{F} \text{Ho}(\mathcal{D})
\]

and the **total right derived functor** \(RG\) as the composition

\[
RG : \text{Ho}(\mathcal{D}) \cong \text{Ho}(\mathcal{D}_f) \xrightarrow{G} \text{Ho}(\mathcal{C})
\]

Here \(\mathcal{C}_c\) (resp. \(\mathcal{D}_f\)) denotes the subcategory of \(\mathcal{C}\) (resp. \(\mathcal{D}\)) consisting of cofibrant (resp. fibrant) objects.

Explicitly, \(LF\) can be described as follows: First, we choose for each \(X \in \mathcal{C}\) a cofibrant replacement, i.e. a trivial fibration \(q_X : QX \to X\) such that \(QX\) is cofibrant. Sending \(X\) to \(QX\) extends to a functor \(\text{Ho}(\mathcal{C}) \to \text{Ho}(\mathcal{C}_c)\) which is quasi-inverse to the canonical functor \(\text{Ho}(\mathcal{C}_c) \to \text{Ho}(\mathcal{C})\), and thus we have \(LF X \cong F QX\). This is precisely the recipe we sketched above: in order to calculate a left derived functor on an object, we first have to replace it by some weakly equivalent cofibrant object, and then we can apply the functor naively; in analogy to the calculation of, say, \(- \otimes_R -\) in the derived bounded above category \(\text{D}^+(R)\) of a commutative ring \(R\) through projective resolutions.
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Analogously, the right derived $R \mathcal{G}$ can be described as follows: We choose for each
$Y \in \mathcal{D}$ a fibrant resolution, i.e. a trivial cofibration $r_X : X \to RX$ such that $RX$ is fibrant.
Then, $X \to RX$ extends to a quasi-inverse $\text{Ho}(\mathcal{D}) \to \text{Ho}(\mathcal{D})$ to the canonical functor
$\text{Ho}(\mathcal{D}) \to \text{Ho}(\mathcal{D})$, and hence we get $R \mathcal{G} X \cong 6RX$ for $X \in \mathcal{D}$.

Different choices of $Q$ and $R$ yield canonically isomorphic derived functors. In the fol-
lowing, we will fix some particular choice for $Q$ and $R$.

Fact B.9 (see [Hov99, Lemma 1.3.10]) Let $\mathcal{C}$, $\mathcal{D}$ be model categories and let $F : \mathcal{C} \rightleftarrows \mathcal{D} : G$ be a Quillen adjunction with unit $\varepsilon : \text{id}_{\mathcal{C}} \to GF$ and counit $\eta : FG \to \text{id}_{\mathcal{D}}$. Then there is a derived adjunction

$$LF : \text{Ho}(\mathcal{C}) \rightleftarrows \text{Ho}(\mathcal{D}) : RG. \quad (B-1)$$

For cofibrant $X \in \mathcal{C}$, its unit is given as the composition

$$X \xrightarrow{\varepsilon_X} GFX \xrightarrow{G r X} GRX = (RG \circ LF)(X), \quad (B-2)$$

and for fibrant $Y \in \mathcal{D}$, its counit is given as

$$(LF \circ RG)(Y) = FGY \xrightarrow{\eta_Y} FY \xrightarrow{m_Y} Y. \quad (B-3)$$

Definition B.10 (see [Hov99, Definition 1.3.12 and Proposition 1.3.13]) The adjunc-
tion $F : \mathcal{C} \rightleftarrows \mathcal{D} : G$ is called a Quillen equivalence if it is a Quillen adjunction and, in addition,
if for all cofibrant $X \in \mathcal{C}$ and all fibrant $Y \in \mathcal{D}$ the morphisms $(B-2)$ and $(B-3)$ are weak
equivalences.

Fact B.11 If $F : \mathcal{C} \rightleftarrows \mathcal{D} : G$ is a Quillen equivalence, then the derived adjunction $(B-1)$ is
an adjoint equivalence of categories.

Proof. By assumption, the morphisms $(B-2)$ and $(B-3)$ are isomorphisms in $\text{Ho}(\mathcal{C})$ and
$\text{Ho}(\mathcal{D})$, respectively. On the other hand, they are unit and counit, respectively, of the
derived adjunction $(B-1)$, and the claim follows. \qed

Fact B.12 (see [Hov99, Corollary 1.3.16]) Let $F : \mathcal{C} \rightleftarrows \mathcal{D} : G$ be a Quillen adjunction
such that the following hold:

1. For all cofibrant $X \in \mathcal{C}$ the morphism $(B-2)$ is a weak equivalence.
2. If $Y \xrightarrow{f} Y'$ is a morphism of fibrant objects in $\mathcal{D}$ such that $GF$ is a weak equivalence,
then $f$ is a weak equivalence.

Then $F \dashv G$ is a Quillen equivalence.

We now return to the the model category of modules over a given dg-algebra described
in B.5. There, the cofibrant objects can be described explicitly as follows:

Definition B.13 A $A^\ast$-module $M^\ast$ is called free if it is isomorphic to a sum of shifted copies
of $A^\ast$. It is called semi-free if it possesses a filtration

$$0 = 0M^\ast \subset 1M^\ast \subset 2M^\ast \subset \ldots$$

such that each filtration quotient $n+1M^\ast/nM^\ast$ is a free $A^\ast$-module.

Fact B.14 The following hold:

1. Any semi-free $A^\ast$-module is cofibrant.
2. Any cofibrant module is a summand of a semi-free module.
**Proof.** This is a formal consequence of Theorem B.7. Using the notation of [Hov99, Section 2.1.2] and the definition of \( I \) from Theorem B.7, any semi-free \( A^* \)-module lies in \( I \)-cell (see [Hov99, Lemma 2.1.13]), hence is cofibrant ([Hov99, Lemma 2.1.10]). On the other hand, the small object argument and the finiteness of the objects involved in \( I \) imply that any cofibrant object is a retract, hence a summand, of a semi-free \( A^*_P \)-module (see [Hov99, Theorem 2.1.14] for the general statement, or [GS07, Theorem 3.5] for the case of a finitely generated model category). \( \square \)

As an example of a Quillen adjunction, we look at the base change adjunction associated to a morphism of dg-algebras.

**Proposition B.15** Let \( \varphi : A^* \to B^* \) be a morphism of graded dg-\( S_T \)-algebras. Then \( \varphi \) defines a Quillen adjunction

\[
\begin{align*}
A^*_\text{-Mod} & \quad \varphi^* := - \otimes_{A^*} B^*_\text{-Mod} \\
& \quad \varphi_* 
\end{align*}
\]

(B-4)

with induced derived adjunction

\[
\begin{align*}
D(A^*_\text{-Mod}) & \quad \varphi^* := - \otimes_{A^*} B^*_\text{-Mod} \\
& \quad \varphi_* 
\end{align*}
\]

(B-5)

on the derived categories. The adjunction (B-4) is a Quillen equivalence if and only if \( \varphi \) is a quasi-isomorphism. In this case, (B-5) is an adjoint equivalence of categories.

**Proof.** The existence of the adjunction (B-4) is clear. To see that it is a Quillen adjunction, it suffices to see that the forgetful functor preserves fibrations and trivial fibrations, which is obvious.

Next, assume that (B-4) is a Quillen equivalence. Then, taking \( X^*_\varphi := A^* \) in (B-2) yields \( \varphi : A^* \to B^*_\varphi \), and hence \( \varphi \) is a quasi-isomorphism. Conversely, assume that \( \varphi \) is a quasi-isomorphism. We have to show that (B-2) is a weak equivalence for all cofibrant modules \( X^* \). By Fact B.14 we may assume that \( X^* \) is a semi-free \( A^*_P \)-module. Then (B-2) is given by the canonical morphism of \( A^*_P \)-modules

\[
X^*_\varphi \cong X^*_\otimes_{A^*} A^*_P \xrightarrow{\text{id} \otimes \varphi} X^*_\otimes_{A^*} B^*_P.
\]

The cone of this morphism is isomorphic to \( X^*_\otimes_{A^*} \text{Cone}(\varphi) \). As \( X^*_\varphi \) is semi-free, the complex of \( S_T \)-modules underlying \( X^*_\otimes_{A^*} \text{Cone}(\varphi) \) has a bounded below increasing filtration by iterated cones of sums of shifted copies of \( \text{Cone}(\varphi) \), hence is acyclic. As \( \varphi_\varphi \) clearly reflects quasi-isomorphisms, Fact B.12 yields that (B-4) indeed is a Quillen equivalence. \( \square \)

As an application, we present the proof given in [Avr10, Proposition 2.2.2] of the following fact which is crucial in section 3.4.

**Proposition B.16** Let \( S \) be a local graded ring with maximal homogeneous ideal \( m \), and let \( w \in m \setminus m^2 \) be homogeneous. Then the following hold:

1. If \( M_\varphi \) is a finitely generated graded \( S/(w) \)-module with minimal \( S \)-free resolution \( F^*_\varphi \to M_\varphi \), then \( F^*_\varphi \) admits the structure of a semi-free \( K^*_m \)-module.

2. If \( S \) is regular, then so is \( S/(w) \).

**Lemma B.17** Let \( S \) be a local graded ring with maximal homogeneous ideal \( m \) and suppose \( f : P \to Q \) is a homomorphism of finitely generated projective \( S \)-modules. Further, assume that

\[
f \otimes_{S/m} S/m : P/mP \to Q/mQ.
\]

is injective. Then \( f \) is a split injection.
Proof (of Lemma B.17). Set $K := \coker(f)$. Assume for a moment that $f$ is injective. Applying $- \otimes_S S/m$ to the short exact sequence

$$0 \to P_1 \xrightarrow{f} Q_1 \to K_1 \to 0 \quad (B-6)$$

yields the exact sequence

$$0 = \Tor^S_2(Q_1, S/m), \to \Tor^S_2(K_1, S/m), \to P_1/mP_1 \xrightarrow{f \otimes_S S/m} Q_1/mQ_1, \to K_1/mK_1, \to 0.$$

As $f \otimes_S S/m$ is injective by assumption, we conclude that $\Tor^S_2(K_1, S/m) = 0$. Hence $\beta^S_2(K_1) = 0$ (see Definition 1.2.16), so $K_1$ is projective, and (B-6) splits. Note that we did not use the projectivity of $P_1$.

Now we treat the general case. The assumption that $f \otimes_S S/m$ is injective implies that $\ker(f) \subseteq mP_1$, so the projection $P_1 \to P_1/\ker(f)$ becomes an isomorphism when applying $- \otimes_S S/m$. Hence we can apply the case of injective $f$ to the map $\overline{f} : P_1/\ker(f) \to Q_1$, proving that $P_1/\ker(f)$ is projective. This implies that $\ker(f)$ is a summand of $P_1$, which together with $\ker(f) \subseteq mP_1$ yields $\ker(f) = 0$. Thus, $f$ is injective, hence split injective by the first part. \hfill \Box

Proof (of Proposition B.16). (1): We have to construct a map $s : F^*_n \to F^*_{n-1}(d)$ with the following properties:

1. For each $n \in \N_{>0}$, $\im(s^{n-1}) = \ker(s^n)$, and this $S$-module has a complement in $F^*_n$.
2. We have $\partial^n s^n = \text{id}_{F^n}$ and $\partial^{n+1} s^n + s^{n-1} \partial^n = \text{id}_{F^n}$ for all $n \in \N_{>0}$.

The existence of maps $s^n$ satisfying the second condition follows from the embedding $S$-Mod $\rightarrow \mathbf{Ho}_s(S$-Mod). We will now go through the usual inductive construction of the $s^n$, additionally taking care of the first condition, for which we will need the assumption $w \in m \\setminus m^2$.

First, by projectivity of $F_0$ there is a map $s^0 : F^*_0 \to F^*_1$ of internal degree $d$ such that $\partial^0 s^0 = w$. For homogeneous $x \in F^*_0 \setminus mF^*_0$, we have $\partial^1 s^0 = wx \in mF^*_1 \setminus m^2F^*_1$, and as $\im(\partial^1) \subseteq mF^*_0$ by the minimality of $F^*_n$ (see Definition 1.2.12), it follows that $s^0 x \in F^*_1 \setminus mF^*_1$, hence $s^0 \otimes_S S/m$ is injective. By Lemma B.17, $s^0$ is a split injection (note that a priori it is not even clear that $s^0$ is injective, as $w$ might be a zero divisor). Let $U^1 := \im(s^0)$ and let $V^1$ be some complement of $U^1$ in $F^*_1$. Next, a small calculation shows that $w - s^0 \partial^1$ vanishes on $U^1$ and has image in $\ker(\partial^2) = \im(\partial^2)$. Hence there exists some $s^1 : F^*_1 \to F^*_2$ of degree $d$ such that $\partial^2 s^1 + s^0 \partial^1 = w$ and $s^1|_{U^1} = 0$. Now if $x \in V^1 \setminus mV^1$, we have $\partial^2 s^1(x) = (w - s^0 \partial^1)(x) \in mF^*_1 \setminus m^2F^*_1$, since both summands on the right hand side live in different summands of $F^*_1 = V^1 \setminus U^1$, and $wx \in mV^1 \setminus m^2V^1$. As before, the minimality of $F^*_1$ implies that $s^1 x \in F^*_2 \setminus mF^*_2$. Applying Lemma B.17 again shows that $s^1|_{U^1} : V^1 \to F^*_2$ is a split injection, and we put $U^2 := \im(s^1)$. Continuing in this way, one can construct the maps $s^n$ satisfying the above conditions.

(2): It suffices to prove that any finitely generated graded $S/(w)$-module $M$ has finite projective dimension over $S/(w)$. By assumption we have $\text{proj.dim}_S(M) < \infty$, so the minimal $S$-free resolution $F^*_n \to M$, of $M$ is finite. Now, applying (2), $F^*_n$ admits the structure of a semi-free $K^*_w$-module, and so we have

$$M \cong M_1 \otimes_{K^*_w} S/(w) \cong F^*_1 \otimes_{K^*_w} S/(w)$$

in $\mathbf{D}(S/(w))$. As $F^*_n \otimes_{K^*_w} S/(w)$ is bounded and $S/(w)$-free, it follows that $M$, is perfect in $\mathbf{D}(S/(w)))$, hence $\text{proj.dim}_{S/(w)}(M) < \infty$ as claimed. \hfill \Box

C

**Bondedness conditions**

Again fix a commutative graded Noetherian ring $S$, and a dg-$S$-algebra $(A^*_n)$. In this section, we will define several subcategories of $\mathbf{D}(A^*_n)$ imposing various boundedness conditions on (the cohomology of) the dg-$A^*_n$-modules.
Definition C.1 For $*, *' \in \{+, -, b, \emptyset\}$, let $D^{*, *'}(A^*_k)$ denote the full subcategory of $D(A^*_k)$ consisting of those $A^*_k$-modules that are cohomologically bounded according to $*$ and bounded according to $*'$. For example, $D^{+, \emptyset}(A^*_k)$ contains all (potentially unbounded) $A^*_k$-modules with bounded below cohomology. Further, we will abbreviate $D^{+, \emptyset}(A^*_k)$ by $D^+(A^*_k)$.

The full subcategories $\text{Ho}^{*, *'}(A^*_k)$ and $\text{Acyc}^{*, *'}(A^*_k)$ of $\text{Ho}(A^*_k)$ are defined analogously.

Fact C.2 For $* \in \{+, -, b\}$, the subcategories $D^{*, *}(A^*_k)$ are triangulated subcategories of $D(A^*_k)$, and $D^{+, *}(A^*_k) \subset D^{*, *}(A^*_k)$. If $A^*_k = 0$ for $k > 0$, then this inclusion is an equivalence, and in particular $D^{+, *}(A^*_k)$ is a triangulated subcategory of $D(A^*_k)$.

Proof. The subcategories $D^{*, *}(A^*_k)$ are triangulated because an exact triangle induces a long exact sequence in cohomology. It is clear the we have an inclusion $D^{+, *}(A^*_k) \subset D^{*, *}(A^*_k)$.

Now assume $A^*_k = 0$ for all $k > 0$. We have to show that each object of $D^{+, *}(A^*_k)$ is isomorphic to an object of $D^{+, *}(A^*_k)$. For this, first assume $M^*_n \in D^{+, *}(A^*_k)$, and choose $n \gg 0$ such that $H^k(M^*_n) = 0$ for $k > n$. Then the truncation

$$\tau_{\leq n} : \ldots \to M^*_{n-2} \xrightarrow{d^*_{n-2}} M^*_{n-1} \xrightarrow{d^*_{n-1}} \ker(d^*_{n}) \to 0 \to \ldots$$

is an $A^*_k$-submodule of $M^*_n$ (here we need our assumption that $A^*_k = 0$ for $k > 0$), and the inclusion $\tau_{\leq n} : M^*_n \to M^*_n$ is a quasi-isomorphism. Hence, $M^*_n \cong \tau_{\leq n} : M^*_n$ in $D(A^*_k)$, and so the inclusion $D^{+, *}(A^*_k) \hookrightarrow D^{+, *}(A^*_k)$ is an equivalence.

Analogously, for $M^*_n \in D^{+, *}(A^*_k)$ we choose $n \ll 0$ such that $H^k(M^*_n) = 0$ for $k \leq n$ and consider the truncation

$$\tau_{\geq n} : \ldots \to 0 \to M^*_{n}/\ker(d^*_{n}) \xrightarrow{d^*_{n}} M^*_{n+1} \xrightarrow{d^*_{n+1}} M^*_{n+2} \to \ldots$$

(C-1)

As $\tau_{\geq n} : M^*_n = M^*_n/\tau_{\leq n} : M^*_n$, this is a quotient $A^*_k$-module of $M^*_n$, and the choice of $n$ implies that $M^*_n \to \tau_{\geq n} : M^*_n$ is a quasi-isomorphism. Hence, $M^*_n \cong \tau_{\geq n} : M^*_n$ in $D(A^*_k)$, and so the inclusion $D^{+, *}(A^*_k) \hookrightarrow D^{+, *}(A^*_k)$ is an equivalence. If moreover $M^*_n \in D^{+, *}(A^*_k)$, we have $\tau_{\geq n} : M^*_n \in D^{+, *}(A^*_k)$ as well, showing that $D^{+, *}(A^*_k) \hookrightarrow D^{+, *}(A^*_k)$ is an equivalence.

Definition C.3 A complex $M^*_n$ of graded $S_k$-modules is called $S_k$-free (resp. $S_k$-finite) if each component $M^*_k$ is a free (resp. finitely generated) graded $S_k$-module.

Definition C.4 For a category $C$ of $A^*_k$-modules (e.g. $D(A^*_k)$ or $\text{Ho}(A^*_k)$) we denote $C_{fg}$ the full subcategory of $S_k$-finite objects in $C$. By $C_{fr}$ we denote the full subcategory of $S_k$-free objects in $C$. If more than one condition is to be applied, the subscripts are separated by commas. For example, $C_{fr, fg}$ denotes the full subcategory of those objects in $C$ which are both $S_k$-free and $S_k$-finite (note the difference with the meaning of, say, $D^{+, \emptyset}(A^*_k)$, where the first subscript refers to the cohomology).

Proposition C.5 If $A^*_k$ is $S_k$-free and $A^*_k = 0$ for $k > 0$, then the inclusions $D^{+, *}_{fr}(A^*_k) \subset D^{+, *}(A^*_k)$ is an equivalence. If in addition $S_k$ is regular (i.e. $S_k$-Mod is of finite global dimension), the inclusion $D^{+, b}_{fr}(A^*_k) \subset D^{+, b}(A^*_k)$ is an equivalence. Analogous statements are true for the inclusions $D^{+, *}_{fr, fg}(A^*_k) \subset D^{+, *}_{fg}(A^*_k)$ and $D^{+, b}_{fr, fg}(A^*_k) \subset D^{+, b}_{fr, fg}(A^*_k)$ if $A^*_k$ is $S_k$-finite.

Proof. The small object argument yields for each $A^*_k$-module $M^*_n$ a functorial surjective quasi-isomorphism $\bar{M}^*_n \to M^*_n$ with $\bar{M}^*_n$ semi-free. Since $A^*_k$ is $S_k$-free, any semi-free $A^*_k$-module is $S_k$-free, and so the inclusion $D^{+, *}_{fr}(A^*_k) \subset D^{+, *}(A^*_k)$ is an equivalence. Moreover, a look into the proofs of the small object argument in [Hov99, Theorem 2.1.14] and [GS07, Theorem 3.5] shows that the construction given there produces a bounded above $M^*_n$ if $M^*_n$ was bounded above, proving that $D^{+, *}_{fr}(A^*_k) \subset D^{+, *}(A^*_k)$ is an equivalence. However, the unmodified small object argument yields very large $A^*_k$-modules $\bar{M}^*_n$ even if $M^*_n$ is $S_k$-finite, and hence it cannot be used to establish the equivalence $D^{+, *}_{fr, fg}(A^*_k) \cong D^{+, *}_{fr, fg}(A^*_k)$. What we will do now is to give a construction of a quasi-isomorphism $\bar{M}^*_n \to M^*_n$ based on the one given by the small object argument such that the output $\bar{M}^*_n$ is $S_k$-finite if $M^*_n$ and $A^*_k$ are
$S_*$-finite; however, this construction will no longer be functorial. The topologically minded reader will note that the construction below very much resembles the usual construction of CW-approximations for topological spaces (see [Hat02, Proposition 4.13]).

To prove that $D_{S_1}f_0(A_1^*) \subset D_{S_1}^{-}(A_1^*)$ is an equivalence, it suffices to construct for each bounded above, $S_*$-finitely $A_1$-module $M_*$ a quasi-isomorphism $\hat{M}_* \to M_*$ with $\hat{M}_*$ bounded above $S_*$-free and $S_*$-finite. Assume without loss of generality that $M_k = 0$ for $k > 0$. Let \( \{m_i^0\}_{i \in I^0} \) be a finite set of homogeneous elements generating $M_0^0$ as a graded $S_*$-module and put

\[
0^* \hat{M}_* := \bigoplus_{i \in I^0} \epsilon_i^0 S(0, |m_i^0|) = \bigoplus_{i \in I^0} \epsilon_i^0 A_1^*(-|m_i^0|),
\]

where the $\epsilon_i^0$ are just names for the units in the respective copies of $A_1^*$. By construction, we have a morphism $\varphi^0 : 0^* \hat{M}_* \to M_*$ defined by $\epsilon_i \mapsto m_i^0$ for $i \in I^0$, inducing an epimorphism in the $0$-th homology. This is our first approximation to the desired quasi-isomorphism $\hat{M}_* \to M_*$. 

Next, we try to find a better approximation $1^* \hat{M}_* \to M_*$ correcting the failure of injectivity of $H^0(\varphi)$ and surjectivity of $H^{-1}(\varphi)$. For this, pick a finite set \( \{z_j^0\}_{j \in J^0} \subset Z^0(0^* \hat{M}_*) \) of homogeneous elements such that $m_j^0$ is a generating set of

\[
\ker \left( \frac{H^0(0^* \hat{M}_*)}{H^0(\varphi^0)} \to H^0(M_*) \right).
\]

Further, pick a finite set \( \{m_i^1\}_{i \in I^1} \subset Z^1(M_*) \) of homogeneous elements such that \( \{m_i^1\}_{i \in I^1} \) generates $H^{-1}(M_*)$ as a graded $S_*$-module. Then, we take $1^* \hat{M}_* \to M_*$ to be the pushout

\[
\begin{array}{ccc}
\bigoplus_{j \in J^0} \epsilon_j^0 S(0, |z_j^0|) & \longrightarrow & 0^* \hat{M}_* \\
\left( \bigoplus_{j \in J^0} f_j^1 D(1, |z_j^0|) \oplus \bigoplus_{i \in I^1} \epsilon_i^1 S(1, |e_i^1|) \right) & \longrightarrow & 1^* \hat{M}_* \\
\bigoplus_{j \in J^0} \epsilon_j^0 S(0, |z_j^0|) & \longrightarrow & 0^* \hat{M}_* \\
\end{array}
\]

Here, the left vertical map comes from the inclusions $S(n - 1, k) \hookrightarrow D(n, k)$, and the upper horizontal map is given by $\epsilon_i^0 \mapsto z_j^0$. Next, by definition of the $z_j^0$ there are elements $b_j^0 \in M_{|z_j^0|}$ such that $\varphi^0(b_j^0) = \varphi^0(z_j^0)$, and $f_j^1 \mapsto b_j^1, \epsilon_i \mapsto m_i^1$ defines a morphism \( \bigoplus_{j \in J^0} f_j^1 D(1, |z_j^0|) \oplus \bigoplus_{i \in I^1} \epsilon_i^1 S(1, |e_i^1|) \to M_*$ giving rise to a commutative outer square in the diagram

\[
\begin{array}{ccc}
\bigoplus_{j \in J^0} \epsilon_j^0 S(0, |z_j^0|) & \longrightarrow & 0^* \hat{M}_* \\
\left( \bigoplus_{j \in J^0} f_j^1 D(1, |z_j^0|) \oplus \bigoplus_{i \in I^1} \epsilon_i^1 S(1, |e_i^1|) \right) & \longrightarrow & 1^* \hat{M}_* \\
\bigoplus_{j \in J^0} \epsilon_j^0 S(0, |z_j^0|) & \longrightarrow & 0^* \hat{M}_* \\
\end{array}
\]

By the universal property of the pushout, we get a unique morphism $\varphi^1 : 1^* \hat{M}_* \to M_*$ making the whole diagram commute.

Intuitively, taking the pushout (C-5) amounts to killing the cohomology classes associated to the $z_j^0$ by making them boundaries of formally adjoint “cells”, causing $H^0(1^* \hat{M}_* \to M_*)$ to become injective, while at the same time glueing in new “spheres” to make $H^{-1}(1^* \hat{M}_* \to M_*)$ surjective.

Rigorously, the pushout (C-5) comes from a short exact sequence of $A_1^*$-modules

\[
0 \to \bigoplus_{j \in J^0} \epsilon_j^0 S(0, |z_j^0|) \to \bigoplus_{j \in J^0} f_j^1 D(1, |z_j^0|) \oplus \bigoplus_{i \in I^1} \epsilon_i^1 S(1, |e_i^1|) \oplus 0^* \hat{M}_* \to 1^* \hat{M}_* \to 0.
\]
which induces a long exact sequence in cohomology. Since \( S(n, k) \cong A^*_n[\langle -k \rangle] \) has no cohomology in degrees above \(-n\) and \( D(n, k) \) is contractible, we see that the canonical map \( 0\tilde{M}^*_n \to 1\tilde{M}^*_n \) induces an isomorphism in the cohomology in degrees above 0. In degree 0 and \(-1\), the long exact cohomology sequence induced by \((C-4)\) degenerates to exact sequences

\[
\bigoplus_{j \in J^0} H^0(e^0_j S(0, |z_j|)) \to H^0(0\tilde{M}^*_n) \to H^0(1\tilde{M}^*_n) \to 0 \\
\bigoplus_{i \in I^t} H^{-1}(e^1_j S(1, |z_i|)) \oplus H^{-1}(0\tilde{M}^*_n) \to H^{-1}(1\tilde{M}^*_n) \to \bigoplus_{j \in J^0} H^0(e^0_j S(0, |z_j|)) \to 0
\]

By definition of \( \varphi^1 \), this implies that \( H^0(\varphi^1) \) is an isomorphism, while \( H^{-1}(\varphi^1) \) is surjective, as claimed, finishing the construction of the second approximation \( 1\tilde{M}^*_n \to M^*_n \) to the desired quasi-isomorphism \( \tilde{M}^*_n \to M^*_n \).

The method by which we constructed \( 0\tilde{M}^*_n \) from \( M^*_n \) and \( 1\tilde{M}^*_n \to M^*_n \) from \( 0\tilde{M}^*_n \to M^*_n \) can be used again and again to find a commutative diagram

\[
0\tilde{M}^*_n \xrightarrow{0} 1\tilde{M}^*_n \xrightarrow{i^1} 2\tilde{M}^*_n \xrightarrow{i^2} \cdots \xrightarrow{i^n} M^*_n = \bigcup_{n \geq 0} n\tilde{M}^*_n
\]

such that for each \( n \geq 0 \) the following properties are satisfied:

1. \( H^k(\varphi^n) : H^k(n\tilde{M}^*_n) \to H^k(M^*_n) \) is an isomorphism for \( k > -n \) and an epimorphism for \( k = -n \).
2. \( \ker(d^n_1) : n\tilde{M}^*_n \to n+1\tilde{M}^*_n \) is a finite direct sum of modules of the form \( A^*[k]|(l) \) with \( l \in \mathbb{Z} \) and \( k \geq n \).

As cohomology commutes with filtered colimits, (1) implies that the induced map \( \varphi : \tilde{M}^*_n \to M^*_n \) is a quasi-isomorphism. Finally, (2) implies that \( S \)-finite, and so we’re done.

For the second statement, assume \( S \) is regular local and let \( M^*_n \in D^{b, b}_{fr}(A^*_n) \). Choose \( n \gg 0 \) such that \( H^k(M^*_n) = 0 \) for \( k < -n \). Then \( \ker(d^1_1) \hookrightarrow M^*_n \) splits for all \( k < -n - \text{gl.dim}(S, \text{Mod}) \), and hence \( \tau_{\geq k} M^*_n \in D^{b, b}_{fr}(A^*_n) \) (note that by Kaplansky’s theorem, every projective \( S \)-module is \( S \)-free). Moreover, if \( M^*_n \in D^{b, b}_{fr}(A^*_n) \), then \( \tau_{\geq k} M^*_n \in D^{b, b}_{fr}(A^*_n) \). This proves the second statement.

Note that we defined \( D^{b, b}_{fr}(A^*_n) \) as a full subcategory of \( D(A^*_n) \), and hence a priori morphisms in \( D^{b, b}_{fr}(A^*_n) \) may involve unbounded \( A^*_n \)-modules. However, for regular local \( S \), we can avoid unbounded modules in the description of the morphism spaces:

**Proposition C.6** If \( A^*_n = 0 \) for \( k > 0 \), the canonical triangulated functor

\[
H^0(\text{Ho}_{fr}(A^*_n) / \text{Acyc}_{fr}(A^*_n)) \to D^{b, b}_{fr}(A^*_n) \quad (C-6)
\]

is an equivalence. If, in addition, \( S \) is regular local, the same is true for

\[
H^0(\text{Ho}_{fr}(A^*_n) / \text{Acyc}_{fr}(A^*_n)) \to D^{b, b}_{fr}(A^*_n) \quad (C-7)
\]

**Proof.** As \((C-6)\) is the identity on objects, we only have to check that it is fully faithful. We restrict to the free, non-finitely generated case; the other cases are proved along the same lines, noting that truncation preserves the property of being finitely generated.

We will use the description of morphisms in \( D(A^*_n) \) through upper roofs. Thus, assume that \( M^*_n \to N^*_n \in D^{b, b}_{fr}(A^*_n) \) and that we have a morphism \( M^*_n \to N^*_n \) in \( D^{b, b}_{fr}(A^*_n) \) represented by the upper roof

\[
\begin{array}{ccc}
X^* & \alpha & \to M^*_n \\
\downarrow & \beta & \\
N^*
\end{array}
\]
where $\alpha$ is a quasi-isomorphism. Then $X^* \in D^{b,0}(A^*_x)$, and for $k \gg 0$ the inclusion $\tau_{\leq k}X^* \hookrightarrow X^*$ is a quasi-isomorphism. Further, there exists a quasi-isomorphism $Y^* \rightarrow \tau_{\leq k}X^*$ with $Y^* \in D^{b,0}_{fr}(A^*_x)$. Thus, expanding the above roof with the resulting composition $Y^* \rightarrow X^*$ we may assume that a priori $X^* \in D^{b,0}_{fr}(A^*_x)$. Next, as $M^*$ and $N^*$ are bounded, there exists $k \ll 0$ such that the following hold:

1. $\tau_{\geq k}X^* \in D^{b,b}(A^*_x)$ (possible since $S_\cdot$ is regular)
2. $X^* \rightarrow \tau_{\geq k}X^*$ is a quasi-isomorphism.
3. $\alpha$ and $\beta$ factor as $X^* \rightarrow \tau_{\geq k}X^* \xrightarrow{\tilde{\alpha}} M^*$ and $X^* \rightarrow \tau_{\geq k}X^* \xrightarrow{\tilde{\beta}} N^*$, respectively.

Under these assumptions, the roof (C.7) is equivalent to the roof

$$
\begin{array}{ccc}
\tau_{\geq k}X^* & \xrightarrow{\tilde{\alpha}} & M^*
\\ & \searrow & \\
& & \tilde{\beta} \nearrow \ \ \ \ \ \ \ \ N^*
\end{array}
$$

proving that (C.6) is full. The faithfulness is proved similarly. \hfill \Box

**Remark C.7** Let $\varphi : A^*_x \rightarrow B^*_x$ be a morphism of dg-$S_\cdot$-algebras concentrated in non-positive degrees. Then note that even though we have a description of $D^{b,b}_{fr}(A^*_x)$ not involving unbounded $A^*_x$-modules, the calculation of the derived tensor product functor

$$
D(A^*_x) \xrightarrow{\otimes_{A^*_x} B^*_x} D(B^*_x)
$$

does involve unbounded modules, even if we restrict it to bounded $A^*_x$-modules and regular $S_\cdot$, because there might be bounded $A^*_x$-modules which do not possess bounded semi-free resolutions.

Next we discuss to what extend the derived adjunction corresponding to a morphism $\varphi : A^*_x \rightarrow B^*_x$ respects the subcategories of $D(A^*_x)$ and $D(B^*_x)$ we just introduced.

**Fact C.8** Let $A^*_x$ and $B^*_x$ be dg-$S_\cdot$-algebras, and assume $A^*_k = 0$ for $k > 0$. Further, let $\varphi : A^*_x \rightarrow B^*_x$ be a homomorphism of dg-$S_\cdot$-algebras. Then the functor

$$
\varphi_* : D(B^*_x) \longrightarrow D(A^*_x)
$$

takes $D^{*,*'}(B^*_x)$ to $D^{*,*'}(A^*_x)$ for all $*,*' \in \{b,+,-\}$. Its adjoint

$$
\varphi^! : D(A^*_x) \longrightarrow D(B^*_x)
$$

takes $D^{-b,*}(A^*_x)$ to $D^{+b,*}(B^*_x)$. If $\varphi$ is a quasi-isomorphism, the adjoint equivalence (B.5) between $D(A^*_x)$ and $D(B^*_x)$ restricts to an adjoint equivalence between $D^{-b,*}(A^*_x)$ and $D^{+b,*}(B^*_x)$ for all $* \in \{\emptyset,b,+,-\}$.

**D** The Koszul resolution of $S_\cdot/(w)$

Consider $S_\cdot/(w)$ as a dg-$S_\cdot$-algebra concentrated in degree 0. Then a dg-$S_\cdot/(w)$-module is just a complex of $S_\cdot/(w)$-modules, and so the derived category of the dg-$S_\cdot$-algebra $S_\cdot/(w)$ equals the derived category of the abelian category $S_\cdot/(w)$-mod. Hence, there is no ambiguity when talking about the derived category $D(S_\cdot/(w))$.

Our strategy is to apply Proposition B.15 to certain $S_\cdot$-free dg-$S_\cdot$-algebras quasi-isomorphic to $S_\cdot/(w)$, thereby converting our intuition ‘$S_\cdot/(w)$-modules should be replaced by enriched complexes of free $S_\cdot$-modules’ into a precise statement.
**Definition D.1** Let as usual $S_s$ be a regular local graded ring and $w$ be homogeneous of degree $d$ (possibly zero). The *Koszul-resolution* $K^*_w$ of $S_s/(w)$ is defined as the dg-$S_s$-algebra

$$K^*_w := \ldots \rightarrow 0 \rightarrow S_s(-d) \xrightarrow{w} S_s \rightarrow 0 \rightarrow \ldots,$$

where $S_s$ is concentrated in cohomological degree 0. In other words, it is the free graded-commutative dg-algebra with generator $s$ of cohomological degree $-1$ and internal degree $d$ and differential given by $(s) := w \cdot 1$.

**Proposition D.2** There is a natural morphism of dg-$S_s$-algebras $\kappa_w : K^*_w \to S_s/(w)$ which is a quasi-isomorphisms if and only if $w \neq 0$. In particular, we have a derived adjunction

$$\mathcal{D}(K^*_w\text{-Mod}) \xrightarrow{\sim} \mathcal{D}(S_s/(w)\text{-Mod})$$

which is a derived equivalence if and only if $w \neq 0$.

**Proof.** The morphism $\kappa_w$ is given by the diagram

$$\begin{array}{ccc}
\cdots & \xrightarrow{0} & S_s(-d) \xrightarrow{w} S_s \xrightarrow{0} \cdots \\
\downarrow & & \downarrow & \downarrow & \downarrow \\
\cdots & \xrightarrow{0} & 0 \xrightarrow{0} S_s/(w) \xrightarrow{0} \cdots
\end{array}$$

and it is clear that $\kappa_w$ is a quasi-isomorphism if and only if $w \neq 0$. The second statement follows from Proposition B.15 applied to $\kappa_w$. \(\square\)

**Fact D.3** Let $M^*_s$ be a complex of $S_s$-modules. Giving $M^*_s$ the structure of a dg-$K^*_w$-module is equivalent to giving a nullhomotopy $s$ for the multiplication by $w$ on $M^*_s$ such that $s^2 = 0$.

**Convention:** We will often write a $K^*_w$-module $M^*_s$ in the form

$$\begin{array}{c}
\cdots \\
\ldots \\
\ldots
\end{array} \xrightarrow{d} M^{n-1} \xrightarrow{d} M^n \xrightarrow{d} M^{n+1} \xrightarrow{d} \ldots$$

where the arrows pointing to the left denote the action of $s$ on $M^*_s$.

**E The Bar resolution**

In order to calculate the image of a dg-module $M^*_s$ under a derived functor like $- \otimes_{K^*_w} S_s/(w)$ we need to know an explicit cofibrant resolution of $M^*_s$. The goal of this section is to describe one particular such resolution for $S_s$-free $A^*_s$-modules, which is even functorial in $M^*_s$: the Bar resolution. Throughout we fix an arbitrary commutative graded ring $S_s$.

The results of this and the following section are taken from [Avr10, Section 3.1].

**Definition E.1** Let $A^*_s$ be a connected, $S_s$-free dg-$S_s$-algebra with unit $\eta : S_s \to A^*_s$, and set $\tilde{A}^*_s := \text{coker}(\eta) = A^*_{>0}$. Further, let $M^*_s$ be an $A^*_s$-module. The *Bar resolution* $Q(A^*_s, M^*_s)$ of $M^*_s$ over $A^*_s$ is defined as follows:

1. The underlying $\mathbb{Z}$-graded graded $S_s$-module is given by

$$Q(A^*_s, M^*_s)^h := \bigoplus_{h-p+i_1+\ldots+i_p+j=n} A^h \otimes_{S_s} \tilde{A}^{i_1} \otimes_{S_s} \cdots \otimes_{S_s} \tilde{A}^{i_p} \otimes_{S_s} M^j,$$

and the action of $A^*_s$ on $Q(A^*_s, M^*_s)^h$ is given by left multiplication on the first tensor factor.

2. The differential is given by $\partial := \partial' + \partial''$, where

$$\partial'(a \otimes \tilde{a}_1 \otimes \ldots \otimes \tilde{a}_p \otimes m) := \partial(a) \otimes \tilde{a}_1 \otimes \ldots \otimes \tilde{a}_p \otimes m$$

$$+ \sum_{r=1}^p (-1)^{r+h+i_1+\ldots+i_{r-1}} a \otimes \tilde{a}_1 \otimes \ldots \otimes \partial(\tilde{a}_r) \otimes \ldots \otimes \tilde{a}_p \otimes m$$

$$+ (-1)^{h+p+i_1+\ldots+i_p} a \otimes \tilde{a}_1 \otimes \ldots \otimes \tilde{a}_p \otimes \partial(m)$$
and
\[ \partial''(a \otimes \tilde{a}_1 \otimes ... \otimes \tilde{a}_p \otimes m) := (-1)^h (aa_1) \otimes \tilde{a}_2 \otimes ... \otimes \tilde{a}_p \otimes m \]

(E-3)
\[ + \sum_{r=1}^{p-1} (-1)^{r+h+i_1+...+i_r} a \otimes \tilde{a}_1 \otimes ... a_r \tilde{a}_{r+1} \otimes ... \tilde{a}_p \otimes m \]
\[ + (-1)^{h+p+i_1+...+i_{p-1}} a \otimes \tilde{a}_1 \otimes ... \otimes \tilde{a}_{p-1} \otimes a_pm \]

(3) The structure map \( Q(A^*, M^*_t) \rightarrow M^*_t \) is defined by
\[ a \otimes \tilde{a}_1 \otimes ... \otimes \tilde{a}_p \otimes m \mapsto \begin{cases} 0 & \text{if } p > 0 \\ am & \text{if } p = 0. \end{cases} \]

Proposition F.2 The following hold:
\begin{enumerate}
\item \( (Q(A^*, M^*_t), \partial) \rightarrow M^*_t \) is a quasi-isomorphism.
\item If \( M^*_t \) is \( S_r \)-free, \( (Q(A^*, M^*_t), \partial) \) is a semi-free \( A^*_t \)-module.
\end{enumerate}

Proof. The first statement follows from the results [Avr10, Construction 3.1.4] applied to the ungraded dg-algebra and ring underlying \( A^*_t \) and \( S_t \), respectively. For the second statement, note that if \( M^*_t \) is \( S_r \)-free then the submodules
\[ U_{M^*_t}(n) := \bigoplus_{p-i_1-...-i_p-j \leq n} A^*_t \otimes S_t \tilde{a}_1^{i_1} \otimes S_t \cdot \cdot \cdot \otimes S_t \tilde{a}_p^{i_p} \otimes S_t M^*_t \]
form a semi-free filtration of \( Q(A^*, M^*_t) \). \qed

F The Bar resolution for the Koszul-resolution of \( S_t/(w) \)

Next, we make the Bar resolution explicit in the case where \( A^*_t = K^*_w \) is the Koszul-resolution of \( S_t/(w) \) (see Definition D.1). In this case \( K^*_w \cong S_t(-d)[1] \), so we get the following isomorphism of graded \( S_t \)-modules, where we consider \( S_t[t] \) as a \( \mathbb{Z} \)-graded graded \( S_t \)-module with \( t \) sitting in cohomological degree \(-2\) and internal degree \( d \).
\[ Q(K^*_w, M^*_t) \cong K^*_w \otimes S_t S_t[t] \otimes S_t M^*_t \]

(Note that the left hand side has cohomological degree \( |a| - 2n + |m| \); see the indexing in (E-1)) This isomorphism induces a differential on \( K^*_w \otimes S_t S_t[t] \otimes S_t M^*_t \), yielding the following:

Proposition F.1 Let \( M^*_t \) be an \( S_r \)-free \( K^*_w \)-module, and denote by \( S_t[t] \) a polynomial ring with the indeterminate \( t \) sitting in cohomological degree \(-2\) and internal degree \( d \). Then, the \( K^*_w \)-module \( K^*_w \otimes S_t S_t[t] \otimes S_t M^*_t \) with differential given by
\[ a \otimes t^n \otimes m \mapsto \partial(a) \otimes t^n \otimes m + (-1)^{|a|} a \otimes t^n \otimes \partial(m) \]
\[ + (-1)^{|a|+1} a_s \otimes t^{n-1} \otimes m + (-1)^{|a|} a \otimes t^{n-1} \otimes sm \]
is a semi-free resolution of \( M^*_t \).

Proof. This follows immediately from the isomorphism (F-1) and the explicit formula (E-2) and (E-3) for the differential on the Bar resolution. Note that both the differential and the multiplication on \( K^*_w \) are trivial. \qed

Proposition F.1 allows us to explicitly compute the image of some dg-\( K^*_w \)-module under the derived tensor functor \( D^b(K^*_w) \rightarrow D^-(S_t/(w)) \):
Corollary F.2 Let \( M^\ast \) be an \( S \)-free \( K_w^\ast \)-module, and denote by \( S/(w)[t] \) a polynomial ring over \( S/(w) \) with the indeterminate \( t \) sitting in cohomological degree \(-2\) and internal degree \( d \). Then there is a canonical isomorphism in \( D^b(S/(w)) \):

\[
M^\ast \overset{\text{1}}{\otimes}_{K_w^\ast} S/(w) \cong (S/(w)[t] \otimes_{S^\ast} M^\ast, \partial)
\]

where \( \partial \) is given by

\[
\partial(t^n \otimes m) := t^n \otimes \partial(m) + t^{n-1} \otimes sm.
\]

Remark F.3 Corollary F.2 yields a proof of Proposition 2.3.2 in case \( s_n = 0 \) for all \( n \geq 2 \) as follows. We start with an \( S/(w) \)-module \( M \) and assume that we have chosen an \( S \)-free resolution \( F^\ast \rightarrow M \) together with a homotopy \( s \) for the multiplication by \( w \) on \( F^\ast \) such that \( s^2 = 0 \). In this case, the claim of 2.3.2 is that \( S/(w)[t] \otimes_{S^\ast} F^\ast \) together with the differential \( \text{id} \otimes \partial + t^* \otimes s \) is an \( S/(w) \)-free resolution of \( M \). Now, this follows from Corollary F.2 by tracing \( M \) along the adjoint equivalence

\[
D^-(S/(w)) \overset{\kappa_w^\ast}{\longrightarrow} D^-(K^\ast_w) \overset{\text{1}}{\otimes}_{K^\ast_w} S/(w) \longrightarrow D^-(S/(w)). \tag{F-2}
\]

Indeed, considering \( F^\ast \) together with the homotopy \( s \) as a module over \( K^\ast_w \) (see Fact D.3), it is isomorphic to the image of \( M \) under \( \kappa_w^\ast \). By Corollary F.2, \( F^\ast \) is sent to \( S/(w)[t] \otimes_{S^\ast} F^\ast \) with differential \( \text{id} \otimes \partial + t^* \otimes s \) under \( \overset{\text{1}}{\otimes}_{K_w^\ast} S/(w) \). However, we know a priori that the result has of this computation has to be an \( S/(w) \)-free resolution of \( M \), as the composition (F-2) is isomorphic to the identity.

\[\square\]

G Connecting the Koszul-resolution to matrix factorizations

Let \( S \) be regular local, \( w \in m \setminus \{0\} \). We know that \( D^b_{\text{lg}}(S/(w))/\text{Perf} \cong \text{HMF}(S, w) \) and \( D^b_{\text{lg}}(S/(w)) \cong D^b_{\text{lg}}(K^\ast_w) \), so we ask what the composed functor

\[
D^b_{\text{lg}}(K^\ast_w) \longrightarrow D^b_{\text{lg}}(S/(w)) \longrightarrow \text{HMF}(S, w)
\]

looks like. It turns out that it has a nice description which even makes sense for arbitrary \( w = 0 \).

Definition G.1 We denote \( \text{Perf}^{\infty} \subset D^b_{\text{ig}}(K^\ast_w) \) the smallest thick triangulated subcategory of \( D^b_{\text{ig}}(K^\ast_w) \) which contains all free \( K^\ast_w \)-modules.

Proposition G.2 Let \( S \) be a regular local graded ring and \( w \in S \) be homogeneous of degree \( d \). Then the assignment

\[
(F^\ast, d) \mapsto \left( \bigoplus_{n \in \mathbb{Z}} F^{2n}(\cdots) \xrightarrow{d+s} \bigoplus_{n \in \mathbb{Z}} F^{2n-1}(\cdots) \xrightarrow{d+s} \bigoplus_{n \in \mathbb{Z}} F^{2n}(\cdots) \right) \tag{G-1}
\]

for an \( S \)-free \( K^\ast_w \)-module \( F^\ast \) induces triangulated functor

\[
\text{fold} : \ D^b_{\text{ig}}(K^\ast_w)/\text{Perf}^{\infty} \longrightarrow \text{HMF}^{\infty}(S, w).
\]

Proof. We use the description of \( D^b_{\text{ig}}(A^\ast) \) given in Proposition C.6. Thus, to make (G-1) into a triangulated functor \( D^b_{\text{ig}}(K^\ast_w)/\text{Perf}^{\infty} \rightarrow \text{HMF}^{\infty}(S, w) \), we have to work through the following steps:

1. Define fold as a functor \( K^\ast_w \text{-Mod}^{\text{b,b}}_{\text{ig}} \rightarrow \text{MF}^{\infty}(S, w) \), i.e. say what happens to morphisms.
2. Check that homotopic morphisms of \( K^\ast_w \)-modules yield homotopic morphisms of matrix factorizations.
3. Verify that the resulting functor \( \text{Ho}^{\text{b,b}}_{\text{ig}}(K^\ast_w) \rightarrow \text{HMF}^{\infty}(S, w) \) carries the structure of a triangulated functor, i.e. check that it naturally commutes with the shift and preserves exact triangles.

68
(4) Prove that fold takes quasi-isomorphisms of $K^*_w$-modules into homotopy equivalences of matrix factorizations. This will define fold as a functor $D^b_{tr}(K^*_w) \rightarrow HMF^\infty(S_*, w)$.

(5) Prove that fold vanishes on the subcategory Perf$^\infty(K^*_w)$ of perfect $K^*_w$-modules, yielding the desired functor $D^b_{tr}(K^*_w)/\text{Perf}^\infty \rightarrow HMF^\infty(S_*, w)$.

(1): If $\varphi := (\varphi_n)_{n \in \mathbb{Z}} : P^*_n \rightarrow Q^*_n$ is a homomorphism of $S_*$-free $K^*_w$-modules, define fold($\varphi$) by

$$
\bigoplus_{n \in \mathbb{Z}} P^{2n}(-nd) \xrightarrow{\varphi} \bigoplus_{n \in \mathbb{Z}} P^{2n-1}(-nd) \xrightarrow{\varphi} \bigoplus_{n \in \mathbb{Z}} P^{2n}(-nd)
$$

This is a morphism of matrix factorizations since the $\varphi_n$ are degree-preserving and we have $d\varphi_n = \varphi_{n+1}d$ and $s\varphi_n = \varphi_{n-1}s$ by definition of a morphism of dg-$K^*_w$-modules.

(2): Assume $\psi := (\psi_n)_{n \in \mathbb{Z}}$ is another morphism of $K^*_w$-modules homotopic to $\varphi$. Then, by definition of the homotopy relation, there exists a family of degree-preserving maps $D_n : P^*_n \rightarrow P^{*-1}_n$ such that $sD_n = -D_n - s$ and $dD_n + D_{n+1}d = \varphi_n - \psi_n$ for all $n \in \mathbb{Z}$. This yields a homotopy between fold($\varphi$) and fold($\psi$) as follows:

$$
\bigoplus_{n \in \mathbb{Z}} P^{2n}(-nd) \xrightarrow{\varphi} \bigoplus_{n \in \mathbb{Z}} P^{2n}(-nd) \xrightarrow{(D_n-1)} \bigoplus_{n \in \mathbb{Z}} P^{2n}(-nd)
$$

Note that the degree shifts in fold($P^*_n$) and fold($Q^*_n$) cause $(D_{2n})_{n \in \mathbb{Z}}$ to preserve and $(D_{2n-1})_{n \in \mathbb{Z}}$ to raise the degree by $d$.

(3): For some bounded, $S_*$-free $K^*_w$-module $F^*_n$ we have the following:

$$
\text{fold}(F^*_n)[1] = \left( \bigoplus_{n \in \mathbb{Z}} F^{2n+1}(-nd) \xrightarrow{-\partial-s} \bigoplus_{n \in \mathbb{Z}} F^{2n}(-nd) \xrightarrow{-\partial-s} \bigoplus_{n \in \mathbb{Z}} F^{2n+1}(-nd) \right)
$$

$$
= \left( \bigoplus_{n \in \mathbb{Z}} F^{2n}(-nd) \xrightarrow{\partial+s} \bigoplus_{n \in \mathbb{Z}} F^{2n-1}(-nd) \xrightarrow{\partial+s} \bigoplus_{n \in \mathbb{Z}} F^{2n}(-nd) \right)[1]
$$

Note that the action of $s$ on $F^*_n[1]$ is the negative of the action on $F^*_n$, because the $K^*_w$-module structure on $F^*_n[1]$ is given by the composition

$$
K^*_w \otimes S_*, F^*_n[1] \xrightarrow{\cong} (K^*_w \otimes S, F^*_n)[1] \xrightarrow{\partial} K^*_w[1],
$$

where the first isomorphism is given by $a \otimes b \mapsto (-1)^{|a|}a \otimes b$, hence involves the required sign. This shows that fold commutes with the shift functor. It remains to be checked that it preserves exact triangles (see (2.2-5) for the definition of the cone of a morphism between matrix factorizations). Given a morphism $\varphi : P^*_n \rightarrow Q^*_n$ of bounded, $S_*$-free $K^*_w$-modules, we
have
\[
\text{fold}(\text{Cone}(\varphi))_0 = \bigoplus_{n \in \mathbb{Z}} \text{Cone}(\varphi)_n (-nd) \\
= \bigoplus_{n \in \mathbb{Z}} (Q^{2n} \oplus P^{2n+1}) (-nd) \\
= \left( \bigoplus_{n \in \mathbb{Z}} Q_n (-nd) \right) \oplus \left( \bigoplus_{n \in \mathbb{Z}} P^{2n+1}(-(n+1)d) \right) \langle d \rangle \\
= \text{Cone}(\text{fold}(\varphi))_0
\]
\[
\text{fold}(\text{Cone}(\varphi))_{-1} = \bigoplus_{n \in \mathbb{Z}} \text{Cone}(\varphi)_{n-1} (-nd) \\
= \bigoplus_{n \in \mathbb{Z}} (Q^{2n-1} \oplus P^{2n}) (-nd) \\
= \left( \bigoplus_{n \in \mathbb{Z}} Q_n (-nd) \right) \oplus \left( \bigoplus_{n \in \mathbb{Z}} P^{2n}(-nd) \right) \\
= \text{Cone}(\text{fold}(\varphi))_{-1}
\]

which shows that \(\text{fold}(\text{Cone}(\varphi)) \cong \text{Cone}(\text{fold}(\varphi))\) as \(\mathbb{Z}/2\mathbb{Z}\)-graded \(S_\ast\)-modules. The proof that this identification is compatible with the differentials on both sides is omitted.

(4): By (3) we know that fold is a triangulated functor \(\text{Ho}^{h,b}_{fr}(K^*_{\text{fr}}) \to \text{HMF}^\infty(S_\ast, w)\). As the cone of a quasi-isomorphism is acyclic, the claim that quasi-isomorphisms are mapped to homotopy equivalences is therefore equivalent to the following: If \(F^*\) is a bounded, \(S_\ast\)-free \(K^*_{\text{fr}}\)-module with vanishing cohomology, then \(\text{fold}(F^*)\) is contractible. This will follow from direct calculation; it would be nice to have a more conceptual proof at hand.

To prove that \(\text{fold}(F^*)\) is zero in \(\text{HMF}^\infty(S_\ast, w)\), we have to construct a null-homotopy for the identity on \(\text{fold}(F^*)\):

\[
\begin{array}{c}
\bigoplus_{n \in \mathbb{Z}} F_n^2(-nd) \\
\bigoplus_{n \in \mathbb{Z}} F_n^2(-nd)
\end{array}
\begin{array}{c}
\xrightarrow{d+s} \\
\xrightarrow{d+s}
\end{array}
\begin{array}{c}
\bigoplus_{n \in \mathbb{Z}} F_n^2(-nd) \\
\bigoplus_{n \in \mathbb{Z}} F_n^2(-nd)
\end{array}
\begin{array}{c}
\xrightarrow{d+s} \\
\xrightarrow{d+s}
\end{array}
\begin{array}{c}
\bigoplus_{n \in \mathbb{Z}} F_n^2(-nd) \\
\bigoplus_{n \in \mathbb{Z}} F_n^2(-nd)
\end{array}
\]

The condition that \(\tilde{s}\) is a null-homotopy for the identity means that
\[
\text{id}_{\text{fold}(F^*)} = \tilde{s}d + \tilde{s}s + s\tilde{s} + d\tilde{s}. \tag{G-2}
\]

Let us pause for a moment and compare this to the datum of a contraction of the \(K^*_{fr}\)-module \(F^*\) before being folded. There, a contraction is a diagram

\[
\begin{array}{c}
\ldots \\
\ldots
\end{array}
\begin{array}{c}
F_n^{n-1} \\
F_n^{n-1}
\end{array}
\begin{array}{c}
F_n^n \\
F_n^n
\end{array}
\begin{array}{c}
F_n^{n+1} \\
F_n^{n+1}
\end{array}
\begin{array}{c}
F_n^1 \\
F_n^1
\end{array}
\begin{array}{c}
\ldots \\
\ldots
\end{array}
\begin{array}{c}
\xrightarrow{s} \\
\xrightarrow{s}
\end{array}
\begin{array}{c}
\xrightarrow{s} \\
\xrightarrow{s}
\end{array}
\begin{array}{c}
\xrightarrow{s} \\
\xrightarrow{s}
\end{array}
\begin{array}{c}
\xrightarrow{s} \\
\xrightarrow{s}
\end{array}
\begin{array}{c}
\xrightarrow{s} \\
\xrightarrow{s}
\end{array}
\begin{array}{c}
\ldots \\
\ldots
\end{array}
\]

such that
\[
d\tilde{s} + \tilde{s}d = \text{id}_{F^*} \quad \text{and} \quad \tilde{s}s = -s\tilde{s}. \tag{G-3}
\]

Thus, condition (G-2) is weaker than (G-3) in two respects: Firstly, in (G-2) we only impose a condition on the sum \(sd + \tilde{s}s + s\tilde{s} + d\tilde{s}\), while in (G-3) we impose conditions on the summands \(sd + d\tilde{s}\) and \(s\tilde{s} + \tilde{s}s\). Secondly, in (G-2) the map \(\tilde{s}\) is allowed to consist of a whole family of maps \(\tilde{s}_n : F_n^* \to F_n^* - (2n-1)\) for all \(n \in \mathbb{Z}\), while in (G-3) the map \(\tilde{s}\) is of fixed cohomological degree \(-1\).
Back to the proof of (4). The homotopy \( \tilde{s} \) we construct will only involve \( \tilde{s}_n : F_n^* \to F_n^{*-2(n-1)} \) for \( n \geq 1 \). Condition (G-2) can then be rewritten as
\[
\text{id} F_n^* d \tilde{s}_1 + d \tilde{s}_1 = d \tilde{s}_1 + \text{id} F_n^* d \tilde{s}_1 = 0
\]i.e. \( \tilde{s}_1 \) is a contraction of \( F_n^* \) as a complex of \( S \)-modules, and
\[
S \tilde{s}_n + \tilde{s}_n s + d \tilde{s}_{n+1} + \tilde{s}_{n+1} d = 0
\]for all \( n \geq 1 \). We construct the maps \( \tilde{s}_n \) inductively. Start by taking \( \tilde{s}_1 \) to be an arbitrary contraction of \( F_1^* \) as a complex of \( S \)-modules; such a contraction exists since \( F_1^* \) is \( S \)-free, bounded above and acyclic. Now assume that we already constructed \( \tilde{s}_1, \ldots, \tilde{s}_n \) satisfying (G-5). Since \( F_n^* \) is contractible, the morphism complex \( \text{Hom}_S^*(F_n^*, F_1^*) \) is acyclic, and so the existence of \( \tilde{s}_{n+1} \) satisfying (G-5) is equivalent to the fact that \( s \tilde{s}_n + \tilde{s}_n s \) is a cycle in \( \text{Hom}_S^*(F_n^*, F_1^*) \). Denoting by \( \partial \) the differential of this complex, this follows from a direct calculation, using \( \partial(s) = w, \partial(\tilde{s}_n) = -(s \tilde{s}_{n-1} + \tilde{s}_{n-1}s) \) and the fact that \( \partial \) satisfies the Leibniz-rule:
\[
\partial(s \tilde{s}_n + \tilde{s}_n s) = w \tilde{s}_n + s(s \tilde{s}_{n-1} + \tilde{s}_{n-1}s) - (s \tilde{s}_{n-1}s + s \tilde{s}_{n-1}s)s - w \tilde{s}_n = 0.
\]
This finishes the inductive construction of the \( \tilde{s}_n \) and establishes, in the whole, a contraction \( \tilde{s} \) of \( \text{fold}(F_n^*) \).

(5) Finally we check that \( \text{fold} \) vanishes in perfect \( K_w^* \)-modules. By definition, \( \text{Perf}(K_w^*) \) is the smallest thick triangulated subcategory of \( D^b_w(K_w^*) \) containing all free \( K_w^* \)-modules. As we already know that \( \text{fold} \) is triangulated and commutes with internal degree shifts, it is therefore sufficient to show that \( \text{fold}(K_w^*) = 0 \). However,
\[
\text{fold}(K_w^*) = \left( S, \frac{id}{\to} S, (-d) \frac{w}{\to} S, 1 \right)
\]
which vanishes since the dashed arrows in
\[
\begin{array}{ccc}
S & \xrightarrow{id} & S, (-d) \xrightarrow{w} S, \\
\| & \| & \| \\
S & \xrightarrow{id} & S, (-d) \xrightarrow{w} S,
\end{array}
\]
constitute a nullhomotopy for the identity on \( \left( S, \frac{id}{\to} S, (-d) \frac{w}{\to} S, 1 \right) \).

Remark G.3 Note that the proof of Proposition G.2 also works for bounded below, \( S \)-free \( K_w^* \)-modules if we replace infinite sums by infinite products. However, this forces us to consider matrix factorizations with non-free entries (these are called \textit{dplexes} in [KR08]), and the author doesn’t know how to think about them.

Now we go in the other direction:

Proposition G.4 Let \( S \) be a regular local graded ring and \( w \in S \) be homogeneous of degree \( d \). Then the assignment
\[
M_0^g \xrightarrow{f} M_{-1}^g \xrightarrow{g} M_0^g \quad \ldots \quad \to 0 \xrightarrow{f} M_{-1}^g \xrightarrow{g} M_0^g \to 0 \xrightarrow{\ldots}
\]
(with \( M_0^g \) concentrated in cohomological degree 0) induces a functor
\[
\iota : \text{HMF}^\infty(S, w) \to D_w^b(K_w^*)/\text{Perf}^\infty
\]
which is right inverse to \( \text{fold} \).

Remark G.5 We do not claim here that \( \iota \) is triangulated. However, we will see later in Theorem G.6 that \( \iota \) and \( \text{fold} \) are actually mutually inverse equivalences of categories. Since \( \text{fold} \) is triangulated, this gives the triangulated structure on \( \iota \) for free.
Proof (of Proposition G.4). Similar to the proof of Proposition G.2 we will proceed along the following steps:

(1) Extend (G-6) to a functor $\text{MF}^\infty(S_\ast, w) \to K_w^\ast\text{-mod}^{b,b}_{\text{fr}}$, i.e. say what happens to morphisms.

(2) Check that homotopic morphisms of matrix factorizations give rise to equal morphisms in the stabilized derived category $D_{\text{fr}}^{b,b}(K_w^\ast)/\text{Perf}^\infty$. This yields a functor $\iota : \text{HMF}^\infty(S_\ast, w) \to D_{\text{fr}}^{b,b}(K_w^\ast)/\text{Perf}^\infty$.

Once this is done, the claim follows because fold $\circ \iota$ equals the identity on $\text{HMF}^\infty(S_\ast, w)$.

(1): Given a morphism

$$
\begin{array}{ccc}
M_0 & \xrightarrow{f} & M_1 & \xrightarrow{g} & M_0 \\
\downarrow \alpha & & \downarrow \beta & & \downarrow \alpha \\
N_0 & \xrightarrow{f'} & N_1 & \xrightarrow{g'} & N_0
\end{array}
$$

of graded matrix factorizations, we define $\iota(\alpha, \beta)$ to be

$$
\begin{array}{ccc}
... & \xrightarrow{0} & M_1 & \xrightarrow{g} & M_0 & \xrightarrow{0} & ... \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \xrightarrow{0} & N_1 & \xrightarrow{g'} & N_0 & \xrightarrow{0} & ...
\end{array}
$$

It is clear that this extends (G-6) to a functor $\text{MF}^\infty(S_\ast, w) \to K_w^\ast\text{-Mod}^{b,b}_{\text{fr}}$.

(2): Assume we have two morphisms $(\alpha, \beta)$ and $(\gamma, \delta)$ of graded matrix factorizations, and suppose they are homotopic through a homotopy $D = (D^0, D^1)$:

$$
\begin{array}{ccc}
M_0 & \xrightarrow{f} & M_1 & \xrightarrow{g} & M_0 \\
\downarrow \alpha & & \downarrow \beta & & \downarrow \alpha \\
N_0 & \xrightarrow{f'} & N_1 & \xrightarrow{g'} & N_0
\end{array}
$$

We have to show that $\iota(\alpha, \beta)$ and $\iota(\gamma, \delta)$ are equal in $D_{\text{fr}}^{b,b}(K_w^\ast)/\text{Perf}^\infty$. As $D_{\text{fr}}^{b,b}(K_w^\ast)/\text{Perf}^\infty \xrightarrow{\simeq} D_{\text{fr}}^{b,b}(K_w^\ast)/\text{Perf}^\infty$ is an equivalence (Proposition C.5), it suffices to prove that $\iota(\alpha, \beta) = \iota(\gamma, \delta)$ in $D_{\text{fr}}^{b,b}(K_w^\ast)/\text{Perf}^\infty$.

For this we will show that the difference of the two upper horizontal maps in the $D_{\text{fr}}^{b,b}(K_w^\ast)$-diagram

$$
\begin{array}{ccc}
Q(K_w^\ast, \iota(M)) & \xrightarrow{Q(K_w^\ast, \iota(\alpha, \beta))} & Q(K_w^\ast, \iota(N)) \\
\downarrow \text{qps} & & \downarrow \text{qps} \\
\iota(M) & \xrightarrow{\iota(\alpha, \beta)} & \iota(N)
\end{array}
$$

is homotopic, as a morphism of $K_w^\ast$-modules, to a map factoring through a perfect $K_w^\ast$-module. Since the vertical maps are isomorphisms in $D_{\text{fr}}^{b,b}(K_w^\ast)$, and since morphisms of $K_w^\ast$-modules factoring through a perfect module up to homotopy are zero in $D_{\text{fr}}^{b,b}(K_w^\ast)/\text{Perf}^\infty$, this will prove that $\iota(\alpha, \beta) = \iota(\gamma, \delta)$ in $D_{\text{fr}}^{b,b}(K_w^\ast)/\text{Perf}^\infty$ as claimed.

The Bar resolution of $\iota(M)$ is explicitly given as follows, see F.1; to save space, we do
not keep track of internal gradings for the rest of the proof.

\[ \ldots \xrightarrow{\left( \begin{array}{c} \alpha \\ \beta \\ \gamma \\ \delta \end{array} \right)} M^{-1}_{-} \oplus M^{0}_{-} \xrightarrow{\left( \begin{array}{c} \theta \\ \varphi \\ \psi \\ \omega \end{array} \right)} M^{0}_{-} \xrightarrow{\left( \begin{array}{c} \tau \\ \upsilon \\ \xi \\ \eta \end{array} \right)} M^{-1}_{+} \oplus M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \zeta \\ \eta \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \kappa \\ \lambda \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \mu \\ \nu \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \pi \\ \rho \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \sigma \\ \tau \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \upsilon \\ \omega \end{array} \right)} \ldots \]

The homotopy (G-7) of graded matrix factorizations yields the following homotopy of morphisms of \( K^{*}_{w} \)-modules:

\[ \ldots \xrightarrow{\left( \begin{array}{c} \alpha \\ \beta \\ \gamma \\ \delta \end{array} \right)} M^{-1}_{-} \oplus M^{0}_{-} \xrightarrow{\left( \begin{array}{c} \theta \\ \varphi \\ \psi \\ \omega \end{array} \right)} M^{0}_{-} \xrightarrow{\left( \begin{array}{c} \tau \\ \upsilon \\ \xi \\ \eta \end{array} \right)} M^{-1}_{+} \oplus M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \zeta \\ \eta \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \kappa \\ \lambda \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \mu \\ \nu \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \pi \\ \rho \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \sigma \\ \tau \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \upsilon \\ \omega \end{array} \right)} \ldots \]

Therefore, \( Q(K^{*}_{w}, \iota(\alpha, \beta)) = Q(K^{*}_{w}, \iota(\gamma, \delta)) \) is homotopic to

\[ \ldots \xrightarrow{\left( \begin{array}{c} \alpha \\ \beta \\ \gamma \\ \delta \end{array} \right)} M^{-1}_{-} \oplus M^{0}_{-} \xrightarrow{\left( \begin{array}{c} \theta \\ \varphi \\ \psi \\ \omega \end{array} \right)} M^{0}_{-} \xrightarrow{\left( \begin{array}{c} \tau \\ \upsilon \\ \xi \\ \eta \end{array} \right)} M^{-1}_{+} \oplus M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \zeta \\ \eta \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \kappa \\ \lambda \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \mu \\ \nu \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \pi \\ \rho \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \sigma \\ \tau \end{array} \right)} M^{0}_{+} \xrightarrow{\left( \begin{array}{c} \upsilon \\ \omega \end{array} \right)} \ldots \]

which factors through the perfect \( K^{*}_{w} \)-module

\[ \ldots \xrightarrow{0} \xrightarrow{\left( \begin{array}{c} w \end{array} \right)} M^{0}_{-} \xrightarrow{\left( \begin{array}{c} \text{id} \end{array} \right)} M^{0}_{-} \xrightarrow{\left( \begin{array}{c} \text{id} \end{array} \right)} \ldots \xrightarrow{\left( \begin{array}{c} k^{*} \otimes S_{w} M^{0} \end{array} \right)} \]

By the remarks above, this shows that in \( D^{b,b}(K_{w}^{*})/\text{Perf}^{\infty} \) we have

\[ Q(K^{*}_{w}, \iota(\alpha, \beta)) = Q(K^{*}_{w}, \iota(\gamma, \delta)) \]

and hence \( \iota(\alpha, \beta) = \iota(\gamma, \delta) \), as claimed.

\[ \square \]

**Theorem G.6** There is a natural isomorphism

\[ \varepsilon : \iota \circ \text{fold} \xrightarrow{\cong} \text{id}_{D^{b,b}(K^{*}_{w})/\text{Perf}^{\infty}} \]

which together with the equality \( \text{fold} \circ \iota = \text{id}_{\text{HMF}^{\infty}(S, w)} \) forms an adjoint equivalence

\[ \text{fold} : D^{b,b}(K^{*}_{w})/\text{Perf}^{\infty} \xrightarrow{\cong} \text{HMF}^{\infty}(S, w) : \iota \]

**Proof.** Let \( F^{*}_{k} \) be a bounded, \( S_{w} \)-free \( K^{*}_{w} \)-module; without loss of generality we may assume \( F^{k}_{-} = 0 \) for \( k > 0 \). Then \( Q(K^{*}_{w}, (\iota \circ \text{fold})(F^{*}_{k})) \) is explicitly given as

\[ \ldots \xrightarrow{\left( \begin{array}{c} \gamma \\ \delta \end{array} \right)} F^{\text{even}}(-d) \oplus F^{\text{odd}}(-d) \xrightarrow{\left( \begin{array}{c} \alpha \\ \beta \end{array} \right)} F^{\text{odd}}(-d) \oplus F^{\text{even}}(-d) \xrightarrow{\left( \begin{array}{c} \gamma \\ \delta \end{array} \right)} F^{\text{even}} \]
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where $F_{\text{even}} := \bigoplus_{n \geq 0} F_{-2n}(nd)$ and $F_{\text{odd}} := \bigoplus_{n \geq 0} F_{-2n-1}(nd)$. We define $\varepsilon_{F^*}$ as the roof

$$
\begin{array}{cccccc}
\quad & \quad & \quad & \quad & 0 & \quad \\
\downarrow & \quad & \quad & \quad & \downarrow & \quad \\
\bigoplus_{n \geq 0} F_{\text{even}}(-d) & \oplus & F_{\text{odd}}(-d) & \oplus & \bigoplus_{n \geq 0} F_{\text{even}}(-d) & \oplus & F_{\text{odd}}(-d) \\
\downarrow & \quad & \quad & \quad & \downarrow & \quad \\
\bigoplus_{n \geq 0} F_{\text{even}}(-d) & \oplus & F_{\text{odd}}(-d) & \oplus & \bigoplus_{n \geq 0} F_{\text{even}}(-d) & \oplus & F_{\text{odd}}(-d) \\
\downarrow & \quad & \quad & \quad & \downarrow & \quad \\
\bigoplus_{n \geq 0} F_{\text{even}}(-d) & \oplus & F_{\text{odd}}(-d) & \oplus & \bigoplus_{n \geq 0} F_{\text{even}}(-d) & \oplus & F_{\text{odd}}(-d) \\
\end{array}
$$

(G-8)

Observe that the internal grading shifts are such that this indeed preserves the grading. Clearly, this morphism is natural in $F^*$.

Note that, although the denominator $Q(K^*_w, (\iota \circ \text{fold})(F^*_*)$ is not in $D^b_{tr}(K^*_w)$, $\varepsilon_{F^*}$ is a morphism in $D^b_{tr}((K^*_w)$, because we defined the latter as a full subcategory of $D(K^*_w)$. Nonetheless, we know from the equivalence $H^0_{tr}(K^*_w)/\text{Acyc}^{b,b}_{tr}(K^*_w) \cong D^b_{tr}(K^*_w)$ (Proposition C.6) that $\varepsilon_{F^*}$ can be represented by a roof having a denominator in $D^b_{tr}(K^*_w)$. More concretely, we can replace $Q(K^*_w, (\iota \circ \text{fold})(F^*_*))$ by $\tau_{\geq 2n}Q(K^*_w, (\iota \circ \text{fold})(F^*_*))$ for $n \ll 0$ such that $F^k = 0$ for $k \leq 2n$; in degrees $2n$ to $2n + 2$ this truncation is explicitly given as follows:

$$
F^*_\text{even}(nd) \xrightarrow{d \times +s} (F^*_\text{odd}(d) \oplus F^*_\text{even}) \quad (n+1)d
$$

To see that $\varepsilon$ as the counit and $\text{id} = \text{fold} \circ \iota$ as the unit form an adjunction $\iota \dashv \text{fold}$, we have to check the following:

1. For each $M^*_w \in \text{HMF}^\infty(S, w)$, the map

$$
\iota(M^*_w) = \iota((\text{fold} \circ \iota)(M^*_w)) = (\iota \circ \text{fold})(\iota(M^*_w)) \xrightarrow{\varepsilon_{(M^*_w)}} \iota(M^*_w)
$$

is the identity.

2. For each $X^*_w \in K^*_w\text{-Mod}_{tr}$, the map

$$
\text{fold}(F^*_w) \xrightarrow{\text{fold}(\varepsilon_{X^*_w})} \text{fold}((\iota \circ \text{fold})(F^*_w)) = (\text{fold} \circ \iota)(\text{fold}(F^*_w)) = \text{fold}(F^*_w)
$$

is the identity.

Statement (1) holds because in the case where $F^k = 0$ for $k \neq -1, 0$, the numerator and denominator in the roof (G-8) defining $\varepsilon_{F^*}$ are equal. For (2), we first construct an explicit-inverse for the homotopy equivalence

$$
\text{fold}(\tau_{\geq 2n}Q(K^*_w, \iota(M^*_w))) \rightarrow \iota(M^*_w)
$$

for a matrix factorization $M^*_w = (M^0 \xrightarrow{f} M^{-1} \xrightarrow{g} M^0)$ and $n \ll 0$:

$$
\begin{array}{ccccccc}
\quad & \quad & \quad & \quad & \quad & \quad & \quad \\
\downarrow & \quad & \quad & \quad & \quad & \quad & \quad \\
M^{-1} \oplus M^0 & \oplus & M^0 \oplus M^{-1} & \oplus & M^{-1} \oplus M^0 & \oplus & M^0 \\
\downarrow & \quad & \quad & \quad & \quad & \quad & \quad \\
M^{-1} \oplus M^0 & \oplus & M^0 \oplus M^{-1} & \oplus & M^{-1} \oplus M^0 & \oplus & M^0 \\
\downarrow & \quad & \quad & \quad & \quad & \quad & \quad \\
M^{-1} \oplus M^0 & \oplus & M^0 \oplus M^{-1} & \oplus & M^{-1} \oplus M^0 & \oplus & M^0 \\
\end{array}
$$

(G-9)

The map from $M^0$ into the truncated component $\tau_{\geq 2n}Q(K^*_w, \iota(M^*_w))^{2n} = M^0$ is the identity.
Now if $M_c = \text{fold}(F^*_c)$ as above, it is clear that the composition of (G-9) and the numerator $	ext{fold}(Q(K_w^*, (\iota \circ \text{fold})(F^*_c)) \to F^*_c)$ from (G-8) is the identity on $	ext{fold}(F^*_c)$, so (2) holds. This finishes the proof of the adjunction $\iota \dashv \text{fold}$.

It remains to show that $\varepsilon_{F^*_c} : (\iota \circ \text{fold})(F^*_c) \to F^*_c$ is an isomorphism in $D^b_n(K_w^*)$. For this, first define

$$Q(K_w^*, F^*_c) \supset U_{F^*_c}(n) := \text{span}_{S_n} \{ a \otimes t^k \otimes m \mid 2k - |m| \leq n \}.$$ 

It is clear from the explicit description of the differential on $Q(K_w^*, F^*_c)$ in Proposition F.1 that $\text{d}(U_{F^*_c}(n)) \subset U_{F^*_c}(n)$, so $U_{F^*_c}(n)$ is a $K_w^*$-submodule of $Q(K_w^*, F^*_c)$. We put $D_{F^*_c}(n) := Q(K_w^*, F^*_c)/U_{F^*_c}(n-1)$ and denote $D_{F^*_c}(n \to m) : D_{F^*_c}(n) \longrightarrow D_{F^*_c}(m)$ the projection map for $n \leq m$. We have

$$D_{F^*_c}(0) = Q(K_w^*, F^*_c)$$

and

$$D_{F^*_c}(2n) \cong Q(K_w^*, (\iota \circ \text{fold})(F^*_c))|2n|(-nd)$$

for $n \gg 0$, so $D_{F^*_c}(\ast)$ interpolates between the bar resolutions of $F^*_c$ and $(\iota \circ \text{fold})(F^*_c)$. We will now prove that the quotient map

$$D_{F^*_c}(0 

\text{to } 2n) : Q(K_w^*, F^*_c) = D_{F^*_c}(0) \longrightarrow D_{F^*_c}(2n) \cong Q(K_w^*, (\iota \circ \text{fold})(F^*_c))|2n|(-nd)$$

is an isomorphism in $D^b_n(K_w^*)/\text{Perf}^\infty$ by showing that its cone is in $\text{Perf}^\infty$. By the octahedral axiom, it suffices to show that $\text{Cone}(D_{F^*_c}(n \to n+1)) \in \text{Perf}^\infty$ for each $n \in \mathbb{Z}$. For this, note that as $D_{F^*_c}(n \to n+1)$ is an epimorphism, we have an isomorphism in $D^b_n(K_w^*)$:

$$\text{Cone}(D_{F^*_c}(n \to n+1)) \cong \ker(D_{F^*_c}(n \to n+1)) = K_w^* \otimes_S \text{span}_S \{ t^k \otimes m \mid 2k - |m| = n \},$$

where the action of $K_w^*$ and the differential on the right hand side is given by their respective action on the first tensor factor $K_w^*$. Thus, $\text{Cone}(D_{F^*_c}(n \to n+1))$ is of the form $K_w^* \otimes_S X[k]$ for some free $S$-module $X$, and some $k \in \mathbb{Z}$, and hence in $\text{Perf}^\infty$.

Next, note that applying the previous paragraph to $(\iota \circ \text{fold})(F^*_c)$ instead of $F^*_c$, we see that $Q(K_w^*, (\iota \circ \text{fold})(F^*_c))|2n|(-nd)$ is also isomorphic to $D_{(\iota \circ \text{fold})(F^*_c)}(2n)$ for $n \ll 0$. Hence, we have the following diagram in $D^b_n(K_w^*)$, where the diagonal maps are have perfect cones, i.e. are isomorphism in $D^b_n(K_w^*)/\text{Perf}^\infty$:

$$Q(K_w^*, (\iota \circ \text{fold})(F^*_c)) \longrightarrow Q(K_w^*, F^*_c) \longrightarrow Q(K_w^*, (\iota \circ \text{fold})(F^*_c))|2n|(-nd)$$

We will know describe explicitly a map $\psi$ making the diagram commute. It is then automatically an isomorphism in $D^b_n(K_w^*)/\text{Perf}^\infty$. Next, it will be clear that the composition

$$Q(K_w^*, (\iota \circ \text{fold})(F^*_c)) \xrightarrow{\psi} Q(K_w^*, F^*_c) \longrightarrow F^*_c$$

(G-10)

is precisely the numerator in the roof (G-8) defining $\varepsilon_{F^*_c}$, proving that $\varepsilon_{F^*_c}$ is an isomorphism in $D^b_n(K_w^*)/\text{Perf}^\infty$.

The map $\psi$ is given as follows (negative powers of $t$ are to be interpreted as 0):

$$K_w^* \otimes_S S[t] \otimes_S (\iota \circ \text{fold}(F^*_c)) \xrightarrow{\psi} K_w^* \otimes_S S[t] \otimes_S F^*_c$$

$$a \otimes t^k \otimes m^{-2l} \quad a \otimes t^k \otimes m^{-2l-1}$$

Here $m^{-2l}$ and $m^{-2l-1}$ denote elements in $F^*_c$ and $F^*_{c-1}$, respectively. Let us check carefully that this makes sense, i.e. that both cohomological and internal degrees are preserved.
(1) The cohomological degree of $a \otimes t^k \otimes m^{-2l}$ in $Q(K_w^\ast, (\cdot \circ \text{fold})(F_w^\ast))$ is $|a| - 2k$, and the cohomological degree of $a \otimes t^{k-1} \otimes m^{-2l}$ in $Q(K_w^\ast, F_w^\ast)$ equals $|a| - 2(k - l) - 2l = |a| - 2k$.

Similarly, the cohomological degree of $a \otimes t^k \otimes m^{-2l-1}$ in $Q(K_w^\ast, (\cdot \circ \text{fold})(F_w^\ast))$ is $|a| - 2k - 1$, and the cohomological degree of $a \otimes t^{k-1} \otimes m^{-2l-1}$ in $Q(K_w^\ast, F_w^\ast)$ is $|a| - 2(k - l) - 2l - 1 = |a| - 2k - 1$.

(2) Recalling that $F_w^\ast \text{even} = \bigoplus_{n \in \mathbb{Z}} F_w^\ast - 2n(n(d))$ and $F_w^\ast \text{odd} = \bigoplus_{n \in \mathbb{Z}} F_w^\ast - 2n-1(n(d))$, we see that the internal degree of $a \otimes t^k \otimes m^{-2l}$ in $Q(K_w^\ast, (\cdot \circ \text{fold})(F_w^\ast))$ is $\text{deg}(a) + kd - 2l - ld$, while the internal degree of $a \otimes t^{k-1} \otimes m^{-2l-1}$ in $Q(K_w^\ast, F_w^\ast)$ is $\text{deg}(a) + (k - l)d - 2l$; similarly in the odd case.

We leave it to the reader to check that $\psi$ respects the differential.

Finally, it is clear from the explicit description of $\psi$ that the composition (G-10) sends $a \otimes t^k \otimes m^{-2l}$ to $am^{-2l}$ if $k = l$ and to 0 otherwise. Similarly, $a \otimes t^k \otimes m^{-2l-1}$ is sent to $am^{-2l-1}$ if $k = l$ and to 0 otherwise. This shows that (G-10) equals the numerator in the roof (G-8) defining $\varepsilon F_w^\ast$, finishing the proof of Theorem G.6.

\textbf{Remark G.7} The map $Q(K_w^\ast, (\cdot \circ \text{fold})(F_w^\ast)) \to Q(K_w^\ast, F_w^\ast)$ from the proof of Theorem G.6 is a lift of the map we constructed in Remark 2.3.8.

Theorem G.6 is also true in the finitely generated case, with the same proof.

\textbf{Definition G.8} We denote $\text{Perf} \subset D^{b, h}_{\mathfrak{m}, \mathfrak{g}, K_w^\ast}$ the smallest thick triangulated subcategory of $D^{b, h}_{\mathfrak{m}, \mathfrak{g}, K_w^\ast}$ containing all finitely generated free $K_w^\ast$-modules.

\textbf{Theorem G.9} Define fold and $\iota$ as in Proposition G.2 and G.4. Then there is a natural isomorphism

$$\varepsilon : \iota \circ \text{fold} \cong \text{id}_{D^{b, h}_{\mathfrak{m}, \mathfrak{g}, K_w^\ast}/\text{Perf}}$$

which together with the equality $\text{fold} \circ \iota = \text{id}_{\text{HMF}(S, w)}$ forms an adjoint equivalence

$$\text{fold} : D^{b, h}_{\mathfrak{m}, \mathfrak{g}, K_w^\ast}/\text{Perf} \cong \text{HMF}(S, w) : \iota.$$ 

Next we check that the equivalence fold : $D^{b, h}_{\mathfrak{m}, \mathfrak{g}, K_w^\ast} \cong \text{HMF}(S, w)$ indeed coincides with the composition $D^{b, h}_{\mathfrak{m}, \mathfrak{g}, K_w^\ast} \cong D^b_{\mathfrak{g}, S/(w)} \cong \text{HMF}(S, w)$.

\textbf{Theorem G.10} Let $S$, be a regular local graded ring and let $w \in \mathfrak{m} \setminus \{0\}$ be homogeneous of degree $d$. Then the following diagram commutes up to natural isomorphism:

$$\begin{array}{ccc}
D^b_{\mathfrak{g}, S/(w)}/\text{Perf} & \cong & D^b_{\mathfrak{g}, K_w^\ast}/\text{Perf} \\
\text{coker} & \cong & \text{HMF}(S, w) \\
\circ \iota & \cong & \circ \iota
\end{array}$$

\textbf{Proof.} For a graded matrix factorization $M^\ast = \left(M^0_0, f \to M^{-1}_0, g \to M^0_0\right)$ we have

$$\iota(M^\ast) \cong Q(K_w^\ast, \iota(M^\ast)) \cong S/(w)$$

$$\cong \left(\ldots \xrightarrow{g} M^0_0 \xrightarrow{f} M^{-1}_0 \xrightarrow{g} M^0_0 \xrightarrow{0} \ldots\right) \otimes S/(w)$$

which is canonically isomorphic to $\text{coker}(g)$ in $D^b(S/(w))$. This shows that

$$\left(- \otimes_{K_w^\ast} S/(w)\right) \circ \iota \cong \text{coker}.$$
We end this section with a funny description of the translation functor on $D_{fr}^{b,b}(K_w^*)/\text{Perf}$ as swapping the roles of $s$ and $d$ in $K_w^*$:

**Corollary G.11** For $F^* \in D_{fr}^{b,b}(K_w^*)$ there is a canonical isomorphism in $D_{fr}^{b,b}(K_w^*)/\text{Perf}$:

\[
\begin{array}{cccccc}
-2 & -1 & 0 & 1 & 2 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{d}{s} & F^{-1} \frac{d}{s} & F^0 \frac{d}{s} & F^1 \frac{d}{s} & \ldots & \cong \ldots \frac{s}{d} F^{-1}(d) \frac{s}{d} F^0 \frac{s}{d} F^1 \frac{s}{d} \ldots
\end{array}
\]

\[\text{(G-11)}\]

In particular, there is a natural isomorphism in $D_{fr}^{b,b}(K_w^*)/\text{Perf}$:

\[
F^*[1] \cong \begin{array}{ccccccc}
-2 & -1 & 0 & 1 & 2 & 3 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{s}{d} & F^2(-d) \frac{s}{d} F^1 \frac{s}{d} F^0 \frac{s}{d} F^{-1}(2d) \frac{s}{d} \ldots
\end{array}
\]

Here the small numbers above an expression indicate its cohomological degree.

**Proof.** This follows from Theorem G.6 together with the fact that the foldings of both sides in (G-11) are the same. \[\square\]

## H Derived tensor products

In this section we introduce and study the derived tensor product functor for modules over the Koszul-resolution $K_w^*$. We will see that this tensor product is compatible with the tensor product on matrix factorizations (Theorem H.6), yielding a generalization of the statement about the compatibility of the stabilization functor with tensor products of matrix factorizations from Section 2.1 (see Proposition 2.5.2).

**Definition H.1** The derived tensor product

\[D(K_w^*) \times D(K_w^*) \xrightarrow{-\otimes_{S,-}} D(K_w^* \otimes_{S} K_w^*)\]

is defined as the composition

\[D(K_w^*) \times D(K_w^*) \xrightarrow{-\otimes_{S,-}} \text{Ho}(\text{Cof}(K_w^*)) \times \text{Ho}(\text{Cof}(K_w^*)) \]

\[\xrightarrow{\cong} \text{Ho}(K_w^* \otimes_{S} K_w^*) \]

**Remark H.2** The derived tensor product depends on the choice of a quasi-inverse to the canonical equivalence

\[\text{Ho}(\text{Cof}(K_w^{\text{fr}(t)})) \xrightarrow{\cong} D(K_w^{\text{fr}(t)}),\]

but any two choices yield canonically isomorphic tensor products. In particular, by Fact B.14, the derived tensor product can be computed via semi-free resolutions.

Although the derived tensor product in Definition H.1 is defined through cofibrant resolutions, the derived tensor product of two bounded above $K_w^{\text{fr}(t)}$-modules can actually be computed through $S$-free resolutions:

**Fact H.3** For $M^* \in D_{fr}^{-}(K_w^*)$, $N^* \in D_{fr}^{-}(K_w^*)$ there is a canonical isomorphism in $D(K_w^* \otimes_{S} K_w^*)$

\[M^* \otimes_{S} N^* \cong M^* \otimes_{S} N^*.\]
Proof. If \( p : QM^*_w \to M^*_w \) and \( q : QN^*_w \to N^*_w \) denote bounded above semi-free replacements of \( M^*_w \) and \( N^*_w \), respectively, both \( p \) and \( q \) are homotopy equivalences of complexes of \( S \)-modules, since all complexes involved are bounded above and \( S \)-free. As the class of homotopy equivalences is stable under tensoring with arbitrary complexes, we get canonical isomorphisms in \( \mathbf{D}(K^*_w \otimes_S K^*_w) \)

\[
M^*_w \otimes_S N^*_w \overset{\text{Def.}}{=} QM^*_w \otimes_S QN^*_w \xrightarrow{p \otimes \text{id}} M^*_w \otimes_S QN^*_w \xrightarrow{\text{id} \otimes q} M^*_w \otimes_S N^*_w
\]
as claimed. \( \square \)

The derived tensor product on \( \mathbf{D}(K^*_w) \) is also well behaved in the sense that it preserves complexes with bounded cohomology; note that this is not true for the derived tensor product on \( \mathbf{D}(S/(w^{(l)})) \).

**Fact H.4** Let \( M^*_w \in \mathbf{D}^b(K^*_w) \) and \( N^*_w \in \mathbf{D}^b(K^*_w) \). Then \( M^*_w \otimes_S N^*_w \in \mathbf{D}^b(K^*_w \otimes_S K^*_w) \). In other words, the dashed arrow in the following diagram exists:

\[
\begin{array}{ccc}
\mathbf{D}^b(K^*_w) \times \mathbf{D}^b(K^*_w) & \xrightarrow{-} & \mathbf{D}^b(K^*_w \otimes_S K^*_w) \\
\mathbf{D}(K^*_w) \times \mathbf{D}(K^*_w) & \xrightarrow{-} & \mathbf{D}(K^*_w \otimes_S K^*_w)
\end{array}
\]

**Proof.** By Fact C.2 and Proposition C.5 the inclusion \( \mathbf{D}^b_{fr}(K^*_w) \to \mathbf{D}^b(K^*_w) \) is an equivalence. Hence we may without loss of generality assume that \( M^*_w \) and \( N^*_w \) are bounded and \( S \)-free, and in this case Fact H.3 yields a canonical isomorphism \( M^*_w \otimes_S N^*_w \cong M^*_w \otimes S_N^* \). As \( M^*_w \otimes_S N^*_w \) is bounded, the claim follows. \( \square \)

**Fact H.5** For homogeneous \( w, w' \in S \) of degree \( d \), there is a canonical morphism of dg-\( S \)-algebras

\[
K^*_w \otimes_S K^*_w' \to K^*_w \otimes_S K^*_w'
\]

\[
s \mapsto s \otimes 1 + 1 \otimes s
\]

**Proof.** The element \( s \otimes 1 + 1 \otimes s \) in \( K^*_w \otimes_S K^*_w' \) satisfies \((s \otimes 1 + 1 \otimes s) = w + w' \) and \((s \otimes 1 + 1 \otimes s)^2 = 0 \), and hence

\[
K^*_w \otimes_S K^*_w' \ni s \mapsto s \otimes 1 + 1 \otimes s \in K^*_w \otimes_S K^*_w'
\]

indeed extends uniquely to a morphism of dg-\( S \)-algebras \( K^*_w \otimes_S K^*_w' \to K^*_w \otimes_S K^*_w' \). \( \square \)

Concatenating the derived tensor product

\[
\mathbf{D}(K^*_w) \times \mathbf{D}(K^*_w) \xrightarrow{- \otimes_S -} \mathbf{D}(K^*_w \otimes_S K^*_w)
\]

with the functor \( \mathbf{D}(K^*_w \otimes_S K^*_w) \to \mathbf{D}(K^*_w \otimes S) \) induced by the morphism \( K^*_w \otimes S \to K^*_w \), from Fact H.5 yields another derived tensor product functor

\[
- \otimes_S - : \mathbf{D}(K^*_w) \times \mathbf{D}(K^*_w) \xrightarrow{- \otimes_S -} \mathbf{D}(K^*_w \otimes S, K^*_w) \to \mathbf{D}(K^*_w \otimes_S K^*_w).
\]

We will now see that this derived tensor product is compatible with the tensor product functor

\[
\mathbf{HMF}^\infty(S, w) \times \mathbf{HMF}^\infty(S, w') \xrightarrow{- \otimes_S -} \mathbf{HMF}^\infty(S, w + w')
\]

with respect to the canonical functor

\[
\mathbf{D}^b(K^*_w) \cong \mathbf{D}^b_{fr}(K^*_w) \xrightarrow{\text{can}} \mathbf{D}^b_{fr}(K^*_w)/\text{Perf} \xrightarrow{\text{fold}} \mathbf{HMF}^\infty(S, w)
\]

constructed in Section G (see Theorem G.6).
**Theorem H.6** Let $S$, be a regular local graded ring and let $w, w' \in S$, be homogeneous of degree $d$. Then the diagram

\[
\begin{array}{ccc}
D^b(K_w^*) \times D^b(K_w^*) & \overset{- \otimes_S -}{\longrightarrow} & D^b(K_{w+w'}^*) \\
\text{can} & \downarrow & \downarrow \\
D^b(K_w^*) \times D^b(K_w^*) & \overset{- \otimes_S -}{\longrightarrow} & D^b(K_{w+w'}^*)
\end{array}
\]

commutes up to natural isomorphism.

**Proof.** By Fact H.3 the upper square in the following diagram is commutative

\[
\begin{array}{ccc}
D^b(K_w^*) \times D^b(K_w^*) & \overset{- \otimes_S -}{\longrightarrow} & D^b(K_{w+w'}^*) \\
\text{can} & \downarrow & \downarrow \\
D^b(K_w^*) \times D^b(K_w^*) & \overset{- \otimes_S -}{\longrightarrow} & D^b(K_{w+w'}^*)
\end{array}
\]

Hence, to prove the theorem it suffices to prove that the lower square is commutative. This is the same calculation as in Proposition 2.5.2: If $M^* \in D^b_{fr}(K_w^*)$ and $N^* \in D^b_{fr}(K_{w'}^*)$, we have

\[
\begin{align*}
\text{fold}(M^*_w) \otimes \text{fold}(N^*_w) &= \left(M_{\text{even}}^{\text{even}} \otimes S, N_{\text{odd}}^{\text{odd}} \oplus M_{\text{odd}}^{\text{odd}} \otimes S, N_{\text{even}}^{\text{even}} \Rightarrow M_{\text{even}}^{\text{even}} \otimes S, N_{\text{odd}}^{\text{odd}} \oplus M_{\text{odd}}^{\text{odd}} \otimes S, N_{\text{even}}^{\text{even}}(b) \right) \\
&= \left( (M^*_w \otimes_S N^*_w)^{\text{odd}} \Rightarrow (M^*_w \otimes_S N^*_w)^{\text{even}} \right) \\
&= \text{fold}(M^*_w \otimes_S N^*_w)
\end{align*}
\]

as claimed (we omit the details about differentials and internal grading). \qed

**Theorem H.7** Let $S$, be a regular local graded ring, and let $w, w' \in S$, be homogeneous the same degree. Then, if $M, \in S,(w)/\text{-Mod}$ and $N, \in S,(w')/\text{-Mod}$, there is a canonical morphism in $\text{HMF}^\infty(S, w + w')$

\[
M^{[w]} \otimes_S N^{[w]} \longrightarrow (M \otimes_S N)^{[w+w']}
\]

which is an isomorphism if $\text{Tor}_k^S(M, N), = 0$ for all $k > 0$.

**Proof.** We have to compare the images of $(M, N)$ under the composed functors from the upper left to the lower right corner in the following diagram:

\[
\begin{array}{ccc}
S,/(w)/\text{-Mod} \times S,/(w')/\text{-Mod} & \overset{- \otimes_S -}{\longrightarrow} & S,/(w+w')/\text{-Mod} \\
\text{can} & \downarrow & \downarrow \\
D^b(K_w^*) \times D^b(K_w^*) & \overset{- \otimes_S -}{\longrightarrow} & D^b(K_{w+w'}^*) \\
\text{can} & \downarrow & \downarrow \\
\text{HMF}^\infty(S, w) \times \text{HMF}^\infty(S, w') & \overset{- \otimes_S -}{\longrightarrow} & \text{HMF}^\infty(S, w + w')
\end{array}
\]

The lower square commutes by Theorem H.6, and the upper square admits a natural transformation as indicated, given by the canonical morphism $M, \otimes_S N, \rightarrow M \otimes_S N,$. This morphism is an isomorphism if and only if $\text{Tor}_k^S(M, N), = 0$ for all $k > 0$, and the claim follows. \qed
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Remark H.8 It is not clear to the author what the morphism (H-1) looks like explicitly, because for bounded $S_*$-free resolutions $QM, \to M$, and $QN, \to N$, with square-zero null-homotopy for the multiplication by $w$ and $w'$, respectively, the morphism

$$QM, \otimes, QN, \cong M, \otimes, N, \to M, \otimes, N, \cong Q(M, \otimes, N)$$

in $D(K_{w+w}^*)$ need not be representable by a morphism of $K_{w+w}^*$-modules $Q(M) \otimes, Q(N) \to Q(M, \otimes, N)$, but only by a roof between these modules. This is why we didn’t succeed in constructing it directly in Section 2.5. 

\[\square\]

I Duality for modules over the Koszul resolution

We know from Theorem G.6 that fold : $D_{w}(K_{w})/\text{Perf} \cong \text{HMF}(S, w)$ and from Definition 4.1.5 and Fact 4.1.6 that $\text{HMF}(S, w)$ admits a duality $(-)^{\circ}$ compatible with the usual duality $\text{Hom}_{S}(S, (-))$, on $\text{MCM}(S, w)$. It is therefore natural to ask what the duality on $D_{w}(K_{w})/\text{Perf}$ obtained from pulling back $(-)^{\circ}$ along fold looks like, and whether it admits a lifting to a duality on $D_{w}(K_{w})$. In this section we will see that such a lifting exists and is given by component-wise dualizing a dg-module over $K_{w}$ (for the precise definition, see Definition I.1). This coincides with the duality established by Frankild and Jørgensen in [FJ03]; they defined the notion of a Gorenstein dg-algebra in terms of the existence of a duality and established the Gorensteinness of Koszul algebras over Gorenstein local rings (for arbitrary sequences in the maximal ideal).

Definition I.1 The dual of a $K_{w}^*$-module $M_{w}^*$, denoted $D(M)^{\ast}$, is the $K_{w}^*$-module defined by

$$D(M)^{\ast} := \text{Hom}_{S}(M_{w}^{(-n+1)}, S, (-d))$$

Its differential is given by $(f) := ((-1)^{n+1}f \circ d_{M_{w}}^{(n+2)})$ for $f \in D(M)^{\ast}$, and the action of $s$ is given by $s.f := (-1)^{n}f \circ s$. This gives a contravariant endofunctor on the category of $K_{w}^*$-modules.

Definition I.1 coincides with the duality induced by $\text{Hom}_{K_{w}^*}^*(\cdot, K_{w}^*)$:

Fact I.2 Let $M_{w}^*$ be a $K_{w}^*$-module. Then there is a natural isomorphism of $K_{w}^*$-modules

$$D(M)^{\ast} \cong \text{Hom}_{K_{w}^*}(M_{w}^{*}, K_{w}^{*})^{*}.$$

Proof. An element of $\text{Hom}_{K_{w}^*}(M_{w}^{*}, K_{w}^{*})^{*}$ is given by a diagram

\[
\begin{array}{cccccccccc}
... & & \overset{s}{M_{w}^{-n-2}} & & \overset{s}{M_{w}^{-n-1}} & & \overset{s}{M_{w}^{-n}} & & \overset{s}{M_{w}^{-n+1}} & & \ldots \\
\end{array}
\]

where each vertical map raises the internal degree by $k$ and where each square commutes up to the sign $(-1)^{k}$. This forces $\beta = (-1)^{k}\alpha \circ s$, while $\alpha$ can be chosen freely in $\text{Hom}_{S}(M_{w}^{-n-1}, S)$.

Hence we have a canonical isomorphism

$$\text{Hom}_{K_{w}^*}(M_{w}^{*}, K_{w}^{*})^{\ast} \cong D(M)^{\ast},$$

and it is easily checked that this isomorphism is compatible with the differential and the action of $K_{w}^*$ on both sides (see Definition B.2). 

Fact I.3 The duality functor

$$\text{Hom}_{K_{w}^*}^*(\cdot, K_{w}^*)^{\ast} = D : K_{w}^*\text{-Mod} \to K_{w}^*\text{-Mod}$$
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takes quasi-isomorphisms between bounded above, $S_\ast$-free $K_w^\ast$-modules to quasi-isomorphisms. Therefore, its derived functor

$$\text{RHom}_{K_w^\ast}(-, K_w^\ast) : \text{D}(K_w^\ast) \longrightarrow \text{D}(K_w^\ast)$$

may be computed naively on the subcategory $\text{D}_{fr}^-\text{fr}(K_w^\ast)$, and the diagram

$$\begin{array}{ccc}
\text{D}_{fr}^-\text{fr}(K_w^\ast) & \xrightarrow{\text{RHom}_{K_w^\ast}(-, K_w^\ast)} & \text{D}_{fr}^-\text{fr}(K_w^\ast) \\
\text{incl} & \cong & \text{incl} \\
\text{D}^{b,b}_{fr} (K_w^\ast) & \longrightarrow & \text{D}^{b,b}_{fr} (K_w^\ast)
\end{array}$$

is well-defined and commutative up to natural isomorphism.

**Proof.** It is clear that $D \circ [1] \cong [-1] \circ D$ and that $D(\text{Cone}(\alpha)) \cong \text{Cone}(D(\alpha))$ for a morphism $\alpha$ of $K_w^\ast$-modules. Thus, to prove the first statement we only have to check that the dual of an acyclic, bounded above and $S_\ast$-free is acyclic. However, such a module is contractible as a complex of $S_\ast$-modules, and so is its component-wise $S_\ast$-dual. This proves the first statement, and the second statement is an immediate consequence. $\square$

**Proposition I.4** The following diagram commutes up to natural isomorphism:

$$\begin{array}{ccc}
\text{D}^{b,b}_{fr} (K_w^\ast) & \xrightarrow{D} & \text{D}^{b,b}_{fr} (K_w^\ast) \\
\text{fold} & & \text{fold} \\
\text{HMF}(S_\ast, w) & \longrightarrow & \text{HMF}(S_\ast, w)
\end{array}$$

**Proof.** For $F^\ast \in \text{D}^{b,b}_{fr} (K_w^\ast)$ we have

$$(\text{fold}(F^\ast))^\circ = \left( \bigoplus_{n \in \mathbb{Z}} F_{c}^{2n}\langle -nd \rangle \longrightarrow \bigoplus_{n \in \mathbb{Z}} F_{c}^{2n-1}\langle -nd \rangle \longrightarrow \bigoplus_{n \in \mathbb{Z}} F_{c}^{2n}\langle -nd \rangle \right)^{\circ}
= \left( \bigoplus_{n \in \mathbb{Z}} (F_{c}^{2n-1})^\ast \langle (n-1)d \rangle \longrightarrow \bigoplus_{n \in \mathbb{Z}} (F_{c}^{2n})^\ast \langle (n-1)d \rangle \longrightarrow \bigoplus_{n \in \mathbb{Z}} (F_{c}^{2n-1})^\ast \langle (n-1)d \rangle \right)
= \left( \bigoplus_{n \in \mathbb{Z}} D(F_{c}^{\ast})^{2n}\langle -nd \rangle \longrightarrow \bigoplus_{n \in \mathbb{Z}} D(F_{c}^{\ast})^{2n-1}\langle -nd \rangle \longrightarrow \bigoplus_{n \in \mathbb{Z}} D(F_{c}^{\ast})^{2n}\langle -nd \rangle \right) = \text{fold}(D(F_{c}^{\ast})).$$

$\square$

**Proposition I.5** For $w \neq 0$, the following diagram commutes up to natural isomorphism:

$$\begin{array}{ccc}
\text{D}^{b}_{fg}(S_\ast/\langle w \rangle) & \xrightarrow{\text{RHom}_{S_\ast/\langle w \rangle}(\cdot, S_\ast/\langle w \rangle)^\ast} & \text{D}^{b}_{fg}(S_\ast/\langle w \rangle) \\
- \otimes_{K_w} S_\ast/\langle w \rangle & \cong & - \otimes_{K_w} S_\ast/\langle w \rangle \\
\text{D}^{b,b}_{fr} (K_w^\ast) & \longrightarrow & \text{D}^{b,b}_{fr} (K_w^\ast)
\end{array}$$

**Proof.** By Fact I.3 it suffices to show that the diagram

$$\begin{array}{ccc}
\text{D}^{b}_{fg}(S_\ast/\langle w \rangle) & \xrightarrow{\text{RHom}_{S_\ast/\langle w \rangle}(\cdot, S_\ast/\langle w \rangle)^\ast} & \text{D}^{b}_{fg}(S_\ast/\langle w \rangle) \\
- \otimes_{K_w} S_\ast/\langle w \rangle & \cong & - \otimes_{K_w} S_\ast/\langle w \rangle \\
\text{D}^{b}_{fg}(K_w^\ast) & \longrightarrow & \text{D}^{b}_{fg}(K_w^\ast)
\end{array}$$
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commutes up to natural isomorphism. To prove this, we note that for $M^* \in D(K_w^*)$ we have a natural isomorphism in $D(S/(w))$

$$\text{RHom}_{S/(w)}\left(\frac{M^*}{b} \otimes_{K_w^*} S/(w), S/(w)\right)^* \cong \text{RHom}_{K_w^*} (M^*, K_w^*/S/(w))^*.$$  (I-1)

Further, we have a natural isomorphism in $D(K_w^*)$:

$$\text{RHom}_{K_w^*} (M^*, K_w^*/S/(w))^* \cong \text{RHom}_{K_w^*} (M^*, K_w^*)^*$$  (I-2)

Putting (I-1) and (I-2) together, we see that the composition

$$\xymatrix{ D^b_{fg}(K_w^*) \ar[r]^{\frac{b}{K_w^*}\otimes_{K_w^*/S/(w)}} & D^b_{fg}(S/(w)) \ar[r]^{\text{RHom}_{S/(w)}(-, S/(w))^*} & D^b_{fg}(S/(w)) \ar[r] & D^b_{fg}(K_w^*)}
$$

is naturally isomorphic to

$$\xymatrix{ D^b_{fg}(K_w^*) \ar[r]^{\text{RHom}_{K_w^*}(-, K_w^*)^*} & D^b_{fg}(K_w^*)}
$$

so the claim follows. $\square$

Together, Propositions I.4 and I.5 yield the following compatibility of stabilization and duality:

**Theorem I.6** For $w \neq 0$ the following diagram commutes up to natural isomorphism:

$$\xymatrix{ D^b_{fg}(S/(w)) \ar[r]^{\text{RHom}_{S/(w)}(-, S/(w))^*} & D^b_{fg}(S/(w)) \ar[d]^{\text{stab}} \ar[d]^{\text{stab}}}
$$

$$\xymatrix{ \text{HMF}(S, w) \ar[r]^{(-1)^{w}} & \text{HMF}(S, w)}
$$

**Remark I.7** Theorem I.6 generalizes Proposition 4.2.1 for if $M_i$ is Cohen-Macaulay module over $S_i$ with defect $n := \dim(S_i) - \text{depth}(M_i)$, it is also Cohen-Macaulay over $S/(w)$ with defect $n - 1$, and hence we have

$$\text{RHom}_{S/(w)}(M_i, S/(w))^* \cong \text{Ext}_{S/(w)}^{n+1}(M_i, S/(w))_{[-n+1]} \cong \text{Ext}_{S_i}^{n}(M_i, S_i)_{[-n+1]}$$

as claimed (for the last isomorphism, see [BH93, Lemma 3.1.16]). Thus, the Cohen-Macaulay modules over $S_i$ enter because they are precisely the modules $M_i$ for which $\text{RHom}_{S/(w)}(M_i, S/(w))^*$ is concentrated in a single degree. $\diamond$
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