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Abstract: Daily time series of microwave radiometer data obtained in one-orbit direction are full of observation gaps due to satellite configuration and errors from spatial sampling. Such time series carry information about the surface signal including surface emittance and vegetation attenuation, and the atmospheric signal including atmosphere emittance and atmospheric attenuation. To extract the surface signal from this noisy time series, the Time Series Analysis Procedure (TSAP) was developed, based on the properties of the Discrete Fourier Transform (DFT). TSAP includes two stages: (1) identify the spectral features of observation gaps and errors and remove them with a modified boxcar filter; and (2) identify the spectral features of the surface signal and reconstruct it with the Harmonic Analysis of Time Series (HANTS) algorithm. Polarization Difference Brightness Temperature (PDBT) at 37 GHz data were used to illustrate the problems, to explain the implementation of TSAP and to validate this method, due to the PDBT sensitivity to the water content both at the land surface and in the atmosphere. We carried out a case study on a limited heterogeneous crop land and lake area, where the power spectrum of the PDBT time series showed that the harmonic components associated with observation gaps and errors have periods ≤8 days. After applying the modified boxcar filter with a length of 10 days, the RMSD between raw and filtered time series was above 11 K, mainly related to the power reduction in the frequency range associated with observation gaps and errors. Noise reduction is beneficial when applying PDBT observations to monitor wet areas and open water, since the PDBT range between dryland and open water is about 20 K. The spectral features of the atmospheric signal can be revealed by time series analysis of rain-gauge data, since the PDBT at 37 GHz is mainly attenuated by hydrometeors that yield precipitation. Thus, the spectral features of the surface signal were identified in the PDBT time series with the help of the rain-gauge data. HANTS reconstructed the upper envelope of the signal, i.e., correcting for atmospheric influence, while retaining the spectral features of the surface signal. To evaluate the impact of TSAP on retrieval accuracy, the fraction of Water Saturated Surface (WSS) in the region of Poyang Lake was retrieved with 37 GHz observations. The retrievals were evaluated against estimations of the lake area obtained with MODerate-resolution Imaging Spectroradiometer (MODIS) and Advanced Synthetic Aperture Radar (ASAR) data. The Relative RMSE on WSS was 39.5% with unfiltered data and 23% after applying TSAP, i.e., using the estimated surface signal only.
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1. Introduction

Microwave radiometers, e.g., the Special Sensor Microwave Imager (SSM/I) and Advanced Microwave Scanning Radiometer for EOS (AMSR-E), are typically on-board sun-synchronous satellites and conically scan the surface with a swath less than 1500 km and a constant incidence angle (see, e.g., [1,2]). The configuration of satellite orbit and scanning leads to observation gaps in a time series of daily microwave observations. Especially when daily observations in only one-orbit direction are used, regularly spaced gaps split the time series into segments. A continuous time series of daily microwave observations in a region is derived by resampling orbit data into a grid system (e.g., [3–5]), since the Instantaneous Field Of View (IFOV) of each scan cell does not cover exactly the same region during subsequent scans [6]. Observation errors will be introduced after resampling by the geo-location uncertainty in the center of IFOV (e.g., around 6 km for SSM/I [7]), by the spatial difference between IFOV and grid cell, and by various resampling methods (e.g., [3,4]). These types of errors can have a very large impact when observing coastal regions, lake–land boundaries and mountain areas [8–10]. Besides these two kinds of systematic noise, a time series of microwave radiometer observations carries information about surface emittance, vegetation attenuation, atmospheric emittance and atmospheric attenuation. The surface signal includes the former two items and the atmospheric signal includes the latter two. Surface emittance at microwave frequencies is positively related to surface wetness condition [11]. Thus, in order to retrieve surface wetness conditions from microwave observations, influences of vegetation and atmosphere need to be removed. Vegetation influence can be removed by combining data acquired by multiple satellite instruments—microwave radiometers, Synthetic Aperture Radar (SAR), and optical and Infrared (IR) sensors (see, e.g., [12–15]). In this paper, we developed a hybrid method to extract the surface signal, after removal of the atmosphere influence, observation errors and gaps from a time series of daily microwave observations.

The capability in penetrating clouds and the spatial resolution of a microwave radiometer both depend on the frequency [11], but in an opposite way, i.e., lower frequencies have higher penetrating capability but lower spatial resolution, while higher frequencies have higher spatial resolution but influenced more by atmosphere and vegetation. Thus microwave frequencies not higher than Ka band (26.5–40 GHz) are normally used to monitor surface wetness conditions (e.g., [16–20]). Observation at 37 GHz, is preferred to observe inundated area (e.g., [21–28]), due to its higher spatial resolution than lower frequencies, while retaining sufficient sensitivity to surface wetness. In our previous study [15], the fractional area of Water Saturated Surface, i.e., water saturated soil and inundated area, was retrieved using the Polarization Difference Brightness Temperature (PDBT) observations at 37 GHz, taking the vegetation influence and surface roughness into account. Atmospheric influence on observations at 37 GHz is significant, especially during rainy days [15,29]. Observation errors cause a larger variability in daily PDBT at 37 GHz at lake–land boundaries (e.g., above 40 K Figure 1b) than that of monthly averages on inundated areas (e.g., 20 K in the Pantanal [30]). To eliminate the temperature difference between surface and vegetation canopy, only night or early-morning data at 37 GHz, i.e., in one-orbit direction, are used to retrieve WSS, which leads to a large amount of observation gaps (Figure 1). Thus, noise due to the combination of atmosphere influence, observation errors and gaps must be removed prior to apply 37 GHz PDBT time series to retrieve inundated area.

In other studies [22–27], systematic noise was removed by aggregating raw daily data over time and space: gaps can be filled by monthly compositing and observation errors can be mitigated by spatial averaging. The detailed spatial and temporal information about atmospheric and surface water content, however, is also filtered out by temporal compositing and spatial averaging. Atmosphere influence on monthly data can be reduced by two different approaches. The first one is a statistical composition method, i.e., to select the second lowest value in each month as an indicator of the monthly surface wetness condition (e.g., [23–26]). The second approach is to use ancillary data about atmospheric and land surface properties from other satellites (e.g., cloud fraction and Land Surface Temperature (LST) from International Satellite Cloud Climatology Project (ISCCP), and atmospheric temperature and total precipitable water from TIROS Operational Vertical Sounder (TOVS) products [5,31]) to parameterize
the atmosphere influence on emittance at 37 GHz with a radiative transfer model [5] or to apply a neural network inversion method [32]. For daily time series, the first method is not applicable and the second one gives estimates of surface emittance of insufficient accuracy in the presence of clouds or rain (e.g., [5,33–35]).

![Raw space-borne Polarization Difference Brightness Temperature (PDBT) time series at two sample pixels from 1998 to 2007. All gaps are assigned a value of 0. The dominant land cover in the 1st sample pixel (a) is farm land, centered at 28.603°N and 115.835°E. The dominant land cover in the 2nd sample pixel (b) is open water and wet land, centered at 29.049°N and 116.356°E. Their locations are shown in Figure 2. Date format: yyyy/mm/dd.](image)

**Figure 1.** Raw space-borne Polarization Difference Brightness Temperature (PDBT) time series at two sample pixels from 1998 to 2007. All gaps are assigned a value of 0. The dominant land cover in the 1st sample pixel (a) is farm land, centered at 28.603°N and 115.835°E. The dominant land cover in the 2nd sample pixel (b) is open water and wet land, centered at 29.049°N and 116.356°E. Their locations are shown in Figure 2. Date format: yyyy/mm/dd.

The objective of our study was to develop a hybrid method, named “Time Series Analysis Procedure (TSAP)”, to extract the surface signal from a noisy time series of daily pixel-wise PDBT observations at 37 GHz by filtering out atmosphere signal, observation gaps and errors. TSAP includes two stages: (1) identify the frequency range related to observation errors and gaps and filter them out with a boxcar filter; and (2) identify the atmospheric signal by applying Discrete Fourier Transform (DFT) analysis of precipitation time series and filter them out with the Harmonic Analysis of Time Series (HANTS) algorithm. TSAP is based on the feature extraction from time series with DFT [36–40], commonly used in data mining. EASE-Grid SSM/I 37 GHz brightness temperature data [3] acquired in the early morning pass is used in our case study to illustrate the problems, to explain the proposed method and to validate it. Section 2 introduces the theory of DFT and its properties. Section 3 describes the study area and data set used in our study. Section 4 illustrates the implementation of TSAP in detail and analyzes the mitigation of the noise present in the raw (unfiltered) time series. In Section 5, a case study on Poyang Lake is presented to evaluate TSAP by analyzing the accuracy in the retrieval of the Water Saturated Surface (WSS) area before and after applying TSAP. Finally a large area application is presented on the evolution of the WSS area in dry and wet years over the Poyang Lake and Dongting Lake floodplains. Discussion about TSAP and its performances is articulated in Section 6. Conclusions are summarized in Section 7.

2. The Time Series Analysis Procedure

2.1. General

We regard a time series of daily 37 GHz PDBT as consisting of observation gaps and errors, atmospheric and surface signals. More precisely we consider the atmospheric signal to include
atmosphere emittance and attenuation, while the surface signal includes surface emittance and vegetation attenuation. According to the linear and multiplicative properties of DFT, the spectral properties of component signals can be revealed in the power spectrum of the mixed signal, i.e., the PDBT time series. Once the spectral features of each component signal are identified, a proper filter method can be designed to extract the surface signal.

The frequency range associated with observation gaps can be easily identified in the power spectrum of a time series of daily 37 GHz PDBT observations obtained in one-orbit direction. Observation errors are commonly assumed to yield a white noise (see, e.g., [41]), while we noted a high frequency periodic component in the DFT of the PDBT time series. To evaluate these findings, we developed a numerical model (see Section 2.4) to mimic observation gaps and errors. By analyzing the synthetic signal generated with the model and the PDBT time series, we found that the signal components associated with observation gaps and errors are in the higher frequency region. Thus, a boxcar filter is applied to remove the high frequency components (see, e.g., [42]), mainly due to its high coherent gain and narrow equivalent noise bandwidth, compared with other window—based filters [41]. The high scallop loss of a boxcar filter is mitigated by using long-term time series of daily observations. We modified the boxcar filter according to the number of gaps in the PDBT time series (see Section 4.2.1). The transfer function of the modified boxcar filter will be evaluated in Section 4.2.2.

It is often assumed that the changes in atmospheric conditions are much faster than in surface conditions (see, e.g., [5]). This gives an opportunity to separate the atmospheric and surface signals by means of an appropriate filter, provided the associated spectral features can be identified. In our previous study [15] we noted that atmosphere attenuation on PDBT time series at 37 GHz is almost synchronous with precipitation observed on ground, which agree with the findings in [29], where it was noted that the precipitation rate is positively related to the water depth of hydrometeors that contributes to atmosphere emittance and attenuation at 37 GH. This led us to the idea of estimating the frequency range associated with the atmospheric signal by analyzing a time series of rain-gauge data. The risk of this approach is that precipitation also causes changes in soil moisture, which is the major factor controlling the surface signal [21,30]. Studies on field-measured soil moisture, however, show that the soil moisture signal is dominated by seasonal changes (see, e.g., [43–47]), i.e., the characteristic time scale of soil moisture is one to three months. This long-memory of soil moisture is defined as time stability by [45]. On the other hand, ground-measured precipitation time series do show an annual component but no significant seasonal changes [44], with much larger short-term periodic variations than soil moisture [48], i.e., closer to a random process. Thus we can use the power spectrum of precipitation time series to identify the frequency range associated with the large but short-term periodic variations and to design a filter to extract the surface signal in 37 GHz PDBT time series.

We extracted the surface signal by applying HANTS algorithm, first developed by [49] and used to reconstruct cloud-free time series of Normalized Difference Vegetation Index (NDVI) and LST [50–53]. This algorithm applies user-selected harmonic components to model a signal and algorithm parameters can be set to reconstruct the upper-envelope of a time series of samples. The latter feature removes the atmosphere-affected samples as outliers, since atmospheric influence always attenuates surface PDBT (see Section 4.3).

2.2. Discrete Fourier Transform of a Time Series

An uniformly sampled time series, i.e., \( f(t_i) \), with sampling interval \( \Delta t \) and record length \( P \), can be expressed with a Fourier series as:

\[
f(t_i) = \frac{A_0}{2} + \sum_{n=1}^{N} A_n \sin \left( \frac{2\pi n t_i}{P} + \phi_n \right), \quad \text{for integer, } t_i = 0, \Delta t, 2\Delta t, \ldots, N\Delta t \quad (1)
\]
where $A_0$ is the average of whole time series, $A_n$ and $\phi_n$ is the amplitude and phase respectively of the harmonic component with cycle number $n$, $N$ is the largest cycle number involved and also the total sample size, i.e., $N = \text{integer of } P / \Delta T$, and $t_i$ is the sampling time. Throughout this manuscript, we use the cycle number $n$ and the corresponding period, instead of frequency. The amplitude and phase of harmonic components in Equation (1) are obtained by calculating the Discrete Fourier Transform (DFT) of $f(t_i)$. According to [54], the DFT of $f(t_i)$ is denoted as $x(n)$ and is defined as:

$$x(n) = \sum_{t_i=0}^{N-\Delta t} f(t_i) \exp \left( -\frac{i2\pi nt_i}{P} \right), \text{ for integer } n \in \left[ -\frac{N}{2}, \frac{N}{2} \right]$$

where $n$ is the cycle number involved in Equation (1), $t_i$ is sampling time. The amplitude and phase of each harmonic component in Equation (1) can be calculated as:

$$A_n = |x(n)| = \sqrt{\text{Re} (x_n)^2 + \text{Im} (x_n)^2}, \text{ for integer } n \in \left[ -\frac{N}{2}, \frac{N}{2} \right]$$

$$\phi_n = \arctan \left( \frac{\text{Re} (x_n)}{\text{Im} (x_n)} \right), \text{ for integer } n \in \left[ -\frac{N}{2}, \frac{N}{2} \right]$$

where $\text{Re}(x_n)$ and $\text{Im}(x_n)$ is the real and imaginary part of $x(n)$ respectively. The DFT can be calculated using many Fast Fourier Transform (FFT) algorithms. More detailed information about FFT can be found in [54–56]. In this case, we used the FFT algorithm in the IDL (Interactive Data Language) software. The power spectrum of a time series is the plot of the squared amplitude against the frequency, cycle number or period.

### 2.3. The Two Properties of Discrete Fourier Transform

Two important properties of Fourier Transform are needed to analyze the power spectrum of a mixed signal and its component signals, e.g., a time series of daily PDBT space-borne observations:

1. **Linearity:** If $f(t_i)$ is the weighted sum of two component time series, then the DFT of $f(t_i)$, i.e., $x(n)$, is also the weighted sum of the DFTs of two component time series.

2. **Multiplicative:** If $f(t_i)$ is the product of two time series, i.e., $g(t_i)$ and $h(t_i)$, then the DFT of $f(t_i)$, i.e., $x(n)$, is the convolution of the DFTs of two component time series as:

$$x(n) = x_g(n) * x_h(n) = \frac{A_g}{2} \times x_g(n) + \frac{A_h}{2} \times x_h(n) + x_{g \times h}(n), \text{ for integer } n \in \left[ -\frac{N}{2}, \frac{N}{2} \right]$$

where $*$ is the convolution operator; $\frac{A_g}{2}$ and $\frac{A_h}{2}$ is the average of $g(t_i)$ and $h(t_i)$, respectively; and $x_{g \times h}(n)$ is the side lobes introduced by the convolution operator. This property was analyzed by [57].

The two properties can be easily proven by expressing both component time series with Fourier series. These properties are very useful to understand the contribution of each component signal in the DFT of PDBT time series, since both the radiative transfer model in Equation (5), used to describe surface and atmospheric signals, and the numerical model in Equation (7), used to describe the observation errors and gaps, only include the linear and product operators.

### 2.4. Numerical Model of a Time Series of Daily PDBT Space-Borne Observations

This section describes a simple model used to simulate how observation gaps and errors, atmospheric and surface signals concur to yield a time series of 37 GHz PDBT observations. We use this model to explain how we can identify each component in actual time series and how we design the filters applied in Stages 1 and 2 of TSAP to extract the surface signal.

A space-borne radiometer measures surface and atmospheric emittance, which are attenuated by atmosphere [29]. Thus a time series of gap-and-noise-free daily PDBT observations at bare soil includes...
the surface and atmospheric signals, of which the former is the polarization difference of surface emittance and the later includes the down-welling atmospheric emittance reflected and polarized by the surface and atmosphere attenuation [21]. According to the Rayleigh-Jeans approximation, emittance measured by microwave radiometry can be linearly related to the brightness temperature. Thus the PDBT time series at 37 GHz, i.e., $\Delta T (t_i)$, can be described by the following radiative transfer model [1]:

$$\Delta T (t_i) = [R_h (t_i) - R_v (t_i)] \times T_s (t_i) \times t_d (t_i) + [R_v (t_i) - R_h (t_i)] \times T_a (t_i) \times t_d (t_i)$$

where $R_h (t_i)$ and $R_v (t_i)$ is the effective reflectivity of the surface for horizontal and vertical polarization, $T_s (t_i)$ is the surface temperature, $T_d (t_i)$ is the down-welling apparent brightness temperature of the atmosphere, and $t_d (t_i)$ is the atmospheric transmission function, at $t_i$. Surface wetness determines the polarization difference in surface reflectivity. Thus the surface signal carries information on surface temperature and soil wetness, while the atmospheric signal carries information on down-welling atmospheric emittance and atmospheric attenuation. In our method to retrieve WSS [15] we take attenuation by vegetation into account, while here is neglected since we only intend to illustrate how the signal components can be identified by time series analysis and filtered to extract the surface signal.

Taking into account the two properties of DFT (Section 2.2), the DFT of the time series of daily PDBT space-borne observations, $x_{\Delta T} (n)$, can be expressed as:

$$x_{\Delta T} (n) = a_1 \times x_s (n) + a_2 \times x_a (n) + x_{s\times d} (n), \text{ for integer } n \in \left[ \frac{-N}{2}, \frac{N}{2} \right]$$

where $x_s (n)$ and $x_a (n)$ is the DFT of the surface and atmospheric signals, respectively, $x_{s\times d} (n)$ is the DFT of side lobes introduced by the product of surface and atmospheric signals (see Equation (5)), and $a_1$ and $a_2$ is the average of surface and atmospheric signal, respectively.

The radiometers on board sun-synchronous satellites introduce observation gaps and errors in the time series of daily PDBT space-borne observations. All gaps are set to 0 and occur periodically in the time series. Thus, we can express this term in the time series of daily PDBT space-borne observations, i.e., $f_1 (t_i)$, by adding a noise function to $\Delta T (t_i)$ and multiplying it with a square wave as:

$$f_1 (t_i) = S (t_i) \times [\Delta T (t_i) + \alpha (t_i)]$$

$S (t_i) = \begin{cases} 1 & L_1 < t_i \leq L \\ 0 & 0 \leq t_i \leq L_1 \end{cases}$

and $S (t_i + L) = S (t_i)$, $t_i = 0, \Delta t, 2\Delta t, \ldots, N\Delta t$

where $S (t_i)$ is the square wave, $\alpha (t_i)$ is the noise function, all gaps are set to 0, $L_1$ is the duration of one gap segment and $L$ is the period of the square wave. Since $S (t_i)$ is a piece-wise continuous function, according to the two properties of DFT, the DFT of $f_1 (t_i)$, i.e., $x_{f_1} (n)$, can be calculated as:

$$x_{f_1} (n) = a_3 \times x_{\Delta T} (n) + a_3 \times x_s (n) + a_4 \times x_a (n) + x_{\Delta T \times \alpha} (n) + x_{s \times w} (n), \text{ for integer } n \in \left[ \frac{-N}{2}, \frac{N}{2} \right]$$

where $x_s (n)$ and $x_a (n)$ is the DFT of observation error and the square wave, respectively, $x_{\Delta T \times \alpha} (n)$ and $x_{s \times w} (n)$ is the side lobes introduced by multiplying the square wave with $\Delta T (t_i)$ and $\alpha (t_i)$, respectively, $a_3$ is the average of the square wave and $a_4$ is the average of the summation of $\Delta T (t_i)$ and $\alpha (t_i)$.

Inserting the DFT of $\Delta T (t_i)$ (Equation (6)) into Equation (8), the DFT of $f_1 (t_i)$ can be calculated from its component signals as:

$$x_{f_1} (n) = a_3 \times a_1 \times x_s (n) + a_3 \times a_2 \times x_a (n) + a_3 \times x_a (n) + a_4 \times x_a (n) + a_3 \times x_{s\times d} (n) + x_{\Delta T \times \alpha} (n) + x_{s \times w} (n), \text{ for integer } n \in \left[ \frac{-N}{2}, \frac{N}{2} \right]$$
Equation (9) shows that the spectral features of component signals also will appear in the power spectrum of the time series of daily PDBT space-borne time series, i.e., \( f_1(t_i) \), although the power values will be different from the power spectrum of component signals alone, because the harmonic components in \( f_1(t_i) \) also contain contributions from other component signals as shown in Equation (9). This important property helps us to identify which spectral features are due to which component signals.

3. The Study Area and Data Set

To demonstrate and validate the TSAP, a case study on the Poyang Lake floodplain, located between 27.50°N and 29.38°N, and from 115.10°E to 117.25°E, was carried out. The two sample pixels in Figure 1 are within the Poyang Lake floodplain (Figure 2). Poyang Lake is the largest lake in the Yangtze River Basin, located between 28.05°N and 29.38°N, and from 115.44°E to 117.00°E. There is a clear dry season from October to March and the flooding season is from April to September. Ten EASE-Grid pixels are needed to cover the whole Poyang lake area, including the 2nd sample pixel in Figure 1. The SSM/I early morning data was used in [15] to retrieve the WSS area of Poyang Lake, with the auxiliary data of MOD09A1 to model the vegetation influence on microwave observation. The retrieval method of WSS is a two-step model: 1st step to retrieve Polarization Difference Effective Emissivity (PDEE) from PDBT and 2nd step to retrieve fractional WSS area from PDEE with a linear model [15]. Considering the large footprint of SSM/I (25 km × 25 km), the spatial heterogeneity is very large at the lake–land boundary area, i.e., a mixture of dry land surface, wet land and lake area. The length of the observation period is ten years, from 1998 to 2007. The rain-gauge data at the two sample pixels was used to estimate the spectral features associated with the atmospheric signal. The Lake areas observed by [58] from MODerate-resolution Imaging Spectroradiometer (MODIS) and Advanced Synthetic Aperture Radar (ASAR) were used to validate the application of the TSAP described in this study to the PDBT time series.

![Figure 2](image.png)

**Figure 2.** Location of the first (numbered with 1) and the second (numbered with 2) sample pixel in the Poyang Lake floodplain, China.
4. Implementation of the Time Series Analysis Procedure

The application of Time series Analysis Procedure (TSAP) includes the following steps:

1. Identify the frequency range of observation gaps and errors.
2. Remove the observation gaps and errors with a boxcar filter.
3. Identify the harmonic components associated with the surface signal.
4. Extract the surface signal from the filtered PDBT time series with the HANTS algorithm.

In this section, the two sample pixels (their PDBT time series shown in Figure 1) are used to demonstrate and analyze each step of the method. Observation gaps and errors in PDBT time series can be identified by comparing the power spectrum of PDBT and of square waves (Section 4.1). They can be removed by a boxcar filter, designed as described in Section 4.2. The atmospheric signal is difficult to identify directly, thus the power spectrum of a precipitation time series is used estimate the characteristic frequency range (spectral features) of atmospheric signal (Section 4.3). The atmospheric signal is removed by reconstructing the surface signal in the PDBT time series by applying the HANTS algorithm (Section 4.4). Statistics are analyzed to evaluate the performance of the boxcar filter and of the HANTS algorithm.

4.1. The Frequency Range of Observation Gaps and Errors

Almost 50% of samples in the time series of daily PDBT observations are gaps, i.e., \( L_1 = \frac{1}{2} \) in Equation (7). Thus, a square wave \( S_1(t) \) with phase = 0 and an unit amplitude can be expressed with a Fourier series [59] as:

\[
S_1(t) = \frac{1}{2} + \frac{2}{\pi} \sum_{m=1,3,5,\ldots}^{\infty} \frac{1}{m} \sin \left( \frac{2\pi t}{P} \times \frac{mP}{L} \right), \quad t = 0, \Delta t, 2\Delta t, \ldots, N\Delta t
\]  

(10)

where \( mP/L \) is the cycle numbers of harmonic components applied to represent \( S_1(t) \). The length of the observation period, i.e., \( P \), is 10 years for the two sample pixels in Figure 1, while \( L \), the period of a square wave in a PDBT time series, is normally of the order of a few days, thus \( mP/L \) is very large, i.e., the harmonic components of \( S_1(t) \) lie in the high frequency range. In the power spectrum of these two examples (Figure 3), there are two extreme high peaks in the high frequency range (i.e., short periods): one with a period of seven days, and the other with a period of eight days. When \( L = 8 \) days, the power spectrum of Equation (10) is shown in Figure 4a. The largest peak of this square wave equals to eight days and the second largest peak equals to 8/3 days (Figure 4a). This means that the other extreme high peak in the power spectrum of \( f_1(t) \) (Figure 3) does not come from the square wave with \( L = 8 \) days, but comes from another square wave, i.e., \( S_2(t) \) with \( L = 7 \) days as Figure 4b shows.

These two square waves split the whole time series into three stages (Figure 1): (1) gaps with value of 0; (2) observations with values averaging around 5 K in Figure 1a and 10 K in Figure 1b; and (3) observations with values around 15 K in Figure 1a and 25 K in Figure 1b. When the rain rate is around 25 mm/h, the modeled up-welling PDBT at 37 GHz has been shown to be around 5 K for various land cover types [60]. This strong attenuation by heavy precipitation leads to many observations with values around 5 K in Figure 1a and values around 10 K in Figure 1b. These attenuated observations periodically occur in the time series of PDBT observations according to its DFT in Figure 3, but we did not find such evidence in the DFT of time series of ground-measured precipitation. This implies that the periodic influence of precipitation on PDBT observations is probably due to a periodic component in the observation errors, e.g., the periodic scan configuration in SSM/I [6] may lead to these periodic sampling errors. Thus, we can assume that the observation errors consist of one non-periodic component, i.e., white noise, and one periodic component, i.e., the square wave with \( L = 7 \) days or \( L = 8 \) days.
Figure 3. Power spectrum of the space-borne Polarization Difference Brightness Temperature (PDBT) time series for the: 1st (a); and 2nd (b) example pixels from 1998 to 2007. The dominant land cover of the 1st sample pixel is farm land, centered at 28.603°N and 115.835°E. The dominant land cover of the 2nd sample pixel is open water and wet land, centered at 29.049°N and 116.356°E. FFT: Fast Fourier Transform

Figure 4. Cont.
waves, i.e., $L = 8$ days in Figure 3. Using Equation (8), we generated a time series with two square-wave components with periods of seven and eight days: the power spectrum of this time series (Figure 4) shows that the two peaks at seven and eight days in Figure 3 can indeed be explained by two square-wave components, i.e., one due to gaps and the other due to observation errors. To filter out the harmonic components due to observation gaps and errors in the raw PDBT time series, we applied a modified boxcar filter, by adapting the filter length to the gap size and location:

$$f_2 (t_i) = \frac{\sum_{k=t_i-M}^{t_i+M} f_1 (k) - \min [f_1 (t_i-M), \cdots , f_1 (t_i+M)]_{\text{unzero}} - \max [f_1 (t_i-M), \cdots , f_1 (t_i+M)]_{\text{unzero}}}{SM-2}$$

(11)

where $f_1 (k) \in [f_1 (t_i-M), f_1 (t_i-M+1), \cdots , f_1 (t_i+M-1), f_1 (t_i+M)]$, which is a subset symmetric with center at $t_i$. $2 \times M$ is the filter length, $[f_1 (t_i-M), f_1 (t_i-M+1), \cdots , f_1 (t_i+M-1), f_1 (t_i+M)]_{\text{unzero}}$ means non-zero elements. In each subset, $SM$ is the number of non-zero elements. $SM$ varies through the time series, i.e., $t_i \in [0, 1, \cdots , N]$. The minimum non-zero value in each subset is filtered out in Equation (11), to reduce the impacts of the strong attenuation due to heavy rainfall or clouds. The maximum value is also filtered out, as suggested by [5].

The minimum length of a boxcar filter depends on the lowest frequency of square-wave components in PDBT (see, e.g., [61]). There must be at least 1 non-zero observation available, i.e., $SM > 2$ in Equation (11), within the interval $2 \times M$. The maximum length of gaps, i.e., numbers of samples with value of 0 in the interval $2 \times M$, occurs at the beginning and end of the time series. To guarantee $SM > 2$, the minimum filter length can be calculated as:

$$[2 \times M]_{\text{min}} = L + 2$$

(12)

where $L$ is the period of the square wave. With this minimum length of 10 days, the modified boxcar filter in Equation (11) can filter out all frequencies higher than the lowest frequency associated with observation gaps and errors, i.e., with shorter periods than the maximum period of the two square waves, i.e., $L = 8$ days in Figure 3.
4.2.2. On the Transfer Function of the Modified Boxcar Filter

The modified boxcar filter is a low pass filter, thus it can filter out the frequencies with periods shorter than the maximum period of the observation gaps and errors components and retain the frequencies with longer periods. The question is whether the modified boxcar filter modifies the lower frequency components. If we represent the noise-and-gap-free PDBT time series with harmonic components (Equation (1)), we can evaluate the transfer function of the boxcar filter in the frequency domain. We assumed that the power due to observation errors is half of the total power in the PDBT time series according to the Parseval’s theorem. In this way, we can calculate the processing loss of the modified boxcar filter as follows.

\[ g_n(t_i) = A_n \sin \left( \frac{2\pi n t_i}{P} \right), \quad t_i = 0, \Delta t, 2\Delta t, \ldots, N\Delta t \quad (13) \]

where \( g_n(t_i) \) is a harmonic component in the noise-and-gap-free PDBT time series with cycle number \( n \).

In our experiment, \( P = 10 \times 365 \) days. Adding the white noise to \( g_n(t_i) \) and multiplying it with \( S_1(t_i) \) (Equation (10)), we can get a gappy-and-noisy time series:

\[ g_1^n(t_i) = A_n \left[ \sin \left( \frac{2\pi n t_i}{P} \right) + a_0(t_i) \right] \times S_1(t_i), \quad t_i = 0, \Delta t, 2\Delta t, \ldots, N\Delta t \quad (14) \]

where \( a_0(t_i) \) is the white noise due to the observation errors with the same amplitude as the amplitude of this component. The noise floor level in the PDBT time series is around 0.2 K due to calibration errors according to [10], much less than the possible variation due to observation errors, thus it is negligible in this study. After applying the modified boxcar filter in Equation (11), we get the filtered time series as:

\[ g_2^n(t_i) = A_F^n \sin \left( \frac{2\pi n t_i}{P} \right), \quad t_i = 0, \Delta t, 2\Delta t, \ldots, N\Delta t \quad (15) \]

where \( A_F^n \) is the amplitude after filtering. The normalized difference between the gap-and-noise-free amplitude and filtered amplitude for each harmonic component, i.e., \( ND_n \), is used to represent the processing loss of the filter and is defined as:

\[ ND_n = \left| \frac{A_F^n}{A_n} - 1 \right| \times 100\% \quad (16) \]

\( ND_n \) does not depend on \( A_n \). To simplify our analysis, we set \( A_n = 1.0 \) for all tested \( n \) belonging to \([1, 2, 3, \ldots, N]\). Smaller \( ND \) values mean less processing loss after applying the modified boxcar filter.

According to the power spectrum of PDBT observations in Figure 3, the maximum period of the two square waves is eight days, thus the minimum filter length (according to Equation (12)) is 10 days and the period of the square wave introduced in this experiment is eight days. The white noise is generated using the RONDOMU function in IDL. Since the FFT algorithm calculates frequencies with cycle number in the range of \([-N/2, N/2]\), we only analyze \( n \in [1, 2, 3, \ldots, N/2] \), with \( N = 3650 \). When frequency \( \geq 0.05 \), i.e., periods \( \geq 20 \) days, the \( ND \) values are all above 40% (Figure 5), which indicates that the components with higher frequency have been filtered out by the modified boxcar filter.
4.3. Identify the Spectral Features of the Surface Signal

4.3.1. Identify Frequency Range of Atmospheric Signals from Precipitation Time Series

The atmospheric attenuation and the down-welling atmospheric emittance are both primarily controlled by precipitable water hydrometeors [21,29]. Satellite retrievals of both daily total precipitable water content and precipitation have large uncertainties over land (see, e.g., [33,34]), hence it is difficult to identify spectral features related to atmospheric signal by analyzing satellite data. The occurrence of precipitation correlates with large clouds [62] and we observed (see Figure 6) large drops in the filtered PDBT time series during precipitation events. Accordingly, we used the time series of rain-gauge data to identify the spectral features associated with the atmospheric signal.

The cumulated power spectrum of the rain-gauge time series at two locations (Figure 7) shows that most of the variability is associated with harmonic components at frequencies >0.00274 day\(^{-1}\), i.e., periods <20 days. Moreover, there is a jump in the cumulated power spectrum at a frequency of 0.0137 day\(^{-1}\), i.e., period = 365 days. Since components with periods <20 days have been filtered out by applying the boxcar filter (see Figure 5), we may conclude that the spectral features associated with the atmospheric signal have periods range of [20 days, 73 days].
4.3.2. Identify the Spectral Features of the Surface Signal

To identify more precisely the surface signal, we have compared the power spectrum of the rain-gauge time series at higher frequencies (Figure 8) with the power spectrum of the boxcar-filtered PDBT time series (Figure 9). Most of the variability in rain-gauge time series is accounted for by high frequency component, more precisely the ones having periods between say 20 and 73 days (Figure 8). On the other hand most of the variability in the PDBT time series is accounted for by components at lower frequencies, namely the components with periods >73 days (Figure 9). This confirms the conclusion that atmospheric signal in the PDBT time series is accounted for by components with periods in the range [20 days, 73 days], while the surface signal is associated with components having periods >73 days.

In the main lobe peaks of the PDBT time series (Figure 9), we also noticed several components that are not associated with the atmospheric signals in the range 20–73 days (Table 1). These components may represent the short-term variations in the surface signal.

Figure 6. The Polarization Difference Brightness Temperature (PDBT) time series after applying the boxcar filter, its HANTS reconstruction and the daily cumulated precipitation from 1998 to 2007 for: the 1st sample pixel (a); and the 2nd sample pixel (b). Date format: yyyy/mm/dd.

Figure 7. The cumulated power spectrum of 10-year precipitation time series for: the 1st sample pixel (a); and the 2nd sample pixel (b).
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Figure 8. Harmonic components with peak power in the power spectrum of rain-gauge time series in the period range [20 days, 182 days] for both the 1st and the 2nd sample pixels.

Figure 9. Harmonic components with main lobe peaks in the power spectrum of the PDBT time series in the period range [20 days, 182 days] for both the 1st and the 2nd sample pixels. The main lobe peaks are defined as the peak values in the upper envelope of the power spectrum.

Table 1. Surface components, i.e., harmonic components associated with the surface signal, with shorter period (higher frequency) than the threshold component = 73 days in the 10-year time series.

| Pixel Location | Period of Surface Components (Days) |
|----------------|-------------------------------------|
| The 1st sample | 64, 57, 46, 34, 31, 25, 23, 20      |
| The 2nd sample | 47, 42, 40, 31, 29, 26, 25, 23      |

4.4. Extract the Surface Signal from the Filtered PDBT Time Series by HANTS

Having identified the spectral range associated with the surface signal, we can represent the PDBT time series as:

\[
f_s^1(t_i) = A_0^s + \sum_{j \in R^s} A_j^s \sin \left( \frac{2\pi j f_s^j}{N} t_i + \phi_j^s \right), \quad t_i = 0, \Delta t, 2\Delta t, \ldots, N\Delta t
\]  

(17)

where \( f_s^1(t_i) \) is the surface signal and \((j/N)\) gives periods \( \geq 20 \) days, i.e., it is expressed by the harmonic components due to the surface signal—\( j \in R^s \); \( R^s \) is the spectral features of the surface signal. It is reasonable to assume that the upper envelope of the filtered PDBT time series (Figure 6) consists only of the samples without or with less atmospheric attenuations. The HANTS algorithm estimates the amplitudes and phases in Equation (17) through an iterative procedure that ends when the following constraint is met:

\[
\min \left| f_s^1(k_i) - f_1(k_i) \right| \leq \epsilon
\]  

(18)
where \( k_i \) is sampling time, \( f_1^s(k_i) \) is the modeled value using HANTS algorithm with Equation (17), and \( e \) is the user-prescribed errors of reconstruction (see [52] for a detailed explanation of HANTS parameter setting). If values much lower than the reconstructed time series are regarded as outliers, HANTS gives a reconstruction close to the upper envelope as the example shown in Figure 6.

### 4.5. Statistical Evaluation of TSAP

A statistical summary (Table 2) about raw, boxcar filtered and HANTS reconstructed PDBT time series shows that the averaged and non-zero minimum values of time series both increased after each step of TSAP. This indicates that after each step of TSAP, lower values, which are due to observation errors or due to atmosphere attenuation, have been replaced by higher values in the time series. The maximum value is assumed to be a correct observation in the raw data. The maximum values after HANTS reconstruction were closer to the raw data than those after boxcar filtering, in both samples. It means that HANTS improved the representation of the time series, compared with the boxcar filtering. After the reconstruction, the range over open water area was reduced from 43.6 K (raw data) to 24.8 K that is close to the expected range of PDBT over inundated areas observed by [30]. The Root Mean Square Deviation (RMSD) was calculated between two time series after each step of TSAP (Table 3). The large decrease in standard deviations (Table 2) from the raw data to the boxcar-filtered time series came together with large RMSD between them, mainly related to the power reduction in the frequency range associated with observation gaps and errors after filtering in Figure 3. This means most of the noise in the raw data was removed by the modified boxcar filtering. The standard deviations of boxcar filtered and HANTS reconstructed time series were similar, but the RMSD between them was not negligible, although smaller than the RMSD between the raw and filtered time series. The improvements in HANTS reconstructed time series were mainly the representation of the upper envelope and the mitigation of the impact of atmospheric attenuation, as shown by higher values of mean, minimum, and maximum compared with the boxcar filtered time series (Table 2).

#### Table 2. Statistical summary on original, boxcar filtered, and reconstructed PDBT time series.

|                      | 1st Example at Crop Land | 2nd Example at Lake Area |
|----------------------|--------------------------|--------------------------|
|                      | Raw Data | Boxcar Filter | HANTS | Raw Data | Boxcar Filter | HANTS |
| non-zero Minimum (K) | 2.2      | 7.4           | 10.6  | 2.2      | 12.6          | 18.7  |
| Maximum (K)          | 41.1     | 34.3          | 35.1  | 45.8     | 40.8          | 42.5  |
| Mean (K)             | 16.1     | 16.2          | 18.9  | 25.9     | 26.4          | 29.8  |
| Std (K)              | 9.2      | 4.3           | 4.5   | 14.0     | 4.6           | 4.3   |

#### Table 3. Root Mean Square Deviation (RMSD) at each step in TSAP.

|                      | 1st Example at Crop Land | 2nd Example at Lake Area |
|----------------------|--------------------------|--------------------------|
|                      | Raw—Boxcar Filter | Boxcar Filter—HANTS | Raw—Boxcar Filter | Boxcar Filter—HANTS |
| RMSD (K)             | 11.7                  | 4.4                      | 18.1              | 5.5               |

### 5. Case Study in the Poyang Lake and Dongting Lake Floodplains

#### 5.1. Time Series Analysis Procedure Applied to the Poyang Lake Area

In the first stage of TSAP, the DFT of 37 GHz PDBT time series is used to identify the spectral range associated with gaps, i.e., \( L = 8 \) days in our case. This value is rather uniform in the Poyang Lake area, which gives a minimal filter length of 10 days, according to Equation (12). In the second stage of TSAP, the DFT of the time series of rain-gauge data is used to identify the frequency range associated with the atmospheric signal. The threshold frequency separating the surface and atmospheric signals can be estimated by analyzing the difference between the power spectrum of precipitation time series and the filtered PDBT time series. It is found that this threshold value is almost constant in Poyang
Lake and it gives a period equal to 73 days. All the harmonic components at frequencies lower than this threshold are due to the surface signal. The harmonic components listed in the 2nd sample pixel of Table 1 are also due to the surface signal, but with periods <73 days. These harmonic components are used to extract the surface signal with HANTS for each pixel.

5.2. Case Study: Poyang Lake

To evaluate the performance of TSAP, we applied it to the ten pixels covering Poyang Lake to retrieve its WSS area, i.e., open water area and water saturated soil surface (see [15]), using the PDBT observations at each stage of TSAP. The WSS is calculated from the Polarization Difference Effective Emissivity (PDEE) with a linear model, where the surface roughness is considered. More detailed information about the retrieval of WSS can be found in [15].

The retrieved WSS at each stage has been evaluated against lake area observed at higher spatial resolution data with MODerate-resolution Imaging Spectroradiometer (MODIS) and Advanced Synthetic Aperture Radar (ASAR). Thus we compared the WSS retrieved with three PDBT data sets, i.e., original PDBT observations, boxcar-filtered PDBT data and HANTS-reconstructed PDBT data, with the lake area estimated with MODIS and ASAR images by [58] (Figure 10). Though the R² is higher when using the original PDBT, its relative RMSE is also larger (Table 4) and the retrieved WSS area is much less than the observed lake area, while WSS area is the sum of lake area, wet land and water saturated soil, i.e., it should be WSS >lake area. The retrieved WSS areas with the HANTS reconstructed surface signal has the lowest R² value but the best relative Root Mean Square Error (RMSE), and samples are located around the 1:1 line (Figure 10). This indicates that TSAP gives a more accurate estimate of WSS area than the raw 37 GHz PDBT observations.

![Figure 10](image-url)

**Figure 10.** The retrieved Poyang lake area from original PDBT data, filtered PDBT and HANTS reconstructed PDBT, compared with lake area observed with the MODIS and ASAR by [58].

**Table 4.** Correlation of retrieved Poyang lake area with PDBT in different stages of TSAP and observations by [58], and their relative RMSE.

|                     | R²     | RMSE (km²) | Relative RMSE |
|---------------------|--------|------------|---------------|
| Original Time series| 0.9195 | 802.14     | 38.48%        |
| boxcar filtered     | 0.7845 | 866.93     | 41.59%        |
| HANTS Reconstruction | 0.7747 | 479.33     | 22.99%        |
5.3. Observation of WSS over the Poyang Lake and Dongting Lake Floodplains

The Poyang Lake and Dongting Lake floodplains are in the same climate zone and are influenced by the same monsoon system, thus the frequencies associated with the surface signal that are identified for Poyang Lake can be directly applied in the Dongting Lake floodplain. According to the local hydrologic records, during April and May 2010, heavy rainfall in these two floodplains led to river stages in these two floodplains higher than the warning level, while in normal years, there is no flooding during this period. We calculated the WSS area of these two floodplains in this period of 2010 (Figure 11) and 2011 (Figure 12), respectively. The extension of WSS area in these two floodplains shows clear difference in 2010 and 2011. Large flooded area, i.e., large WSS area, can be observed in 2010, which lasts almost one month from 23 April to 25 May. In 2011, however, large WSS area is primarily observed upstream of these two floodplains (i.e., south part of the southern floodplains) and the mountain area between these two floodplains, because rainy season starts in April and monsoon system brings rainfall from south to north. This difference agrees very well with the local hydrologic and meteorological records.

Figure 11. The Water Saturated Surface (WSS) area within each 25 km × 25 km pixel on: 7 April (a); 23 April (b); 9 May (c); and 25 May (d) of 2010 in the Dongting Lake and Poyang Lake floodplains; (e) the legend of images from (a) to (d). Dongting Lake is located on the left side and Poyang Lake is located on the right side, with their boundary lines shown in each image.
Figure 12. the WSS area within each 25 km × 25 km pixel on: 7 April (a); 23 April (b); 9 May (c); and 25 May (d) of 2011 in the Dongting Lake and Poyang Lake floodplains; (e) the legend of images from (a) to (d). Dongting Lake is located on the left side and Poyang Lake is located on the right side, with their boundary lines shown in each image.

6. Discussion

TSAP requires two important assumptions. One is the physical assumption that is the characteristic time scales of soil moisture, hydrometeors (precipitation as an indicator in this case), observation gaps and errors are different and distinguishable. The other is the mathematical assumption that if a signal consists of component signals and can be represented by linear and product operations, the characteristic frequency range of component signals can be identified in the power spectrum of the mixed signal. Based on these assumptions, we can analyze and understand component contributions in the power spectrum of 37 GHz PDBT time series. For example, the large peaks with periods between six and nine days in the power spectrum at two sample pixels (Figure 3) are definitely not due to atmospheric or surface signal. By analyzing the power spectrum of a synthetic signal (Figure 4) generated with the numerical model (Equation (9)) and the square wave (Equation (10)), we concluded that the extreme peak values are due to a linear combination of two square waves, which lead to these extreme-low but non-zero values in the PDBT time series (Figure 1). The estimated duration of consecutive gaps from power spectrum analysis also agrees with the orbit and scanning configuration of SSM/I [1]. This analysis clearly supports the mathematical assumption and helps interpret the spectral range of atmospheric signal in Figure 9. In the power spectrum at both sample pixels (Figure 3), we also noticed many side lobe peaks present around the components.
associated with the two square waves. Thus, to identify the spectral features of the surface signal, only the main lobe peaks in the power spectrum of PDBT time series were used (Figure 9).

Time series of rain-gauge data were used to reveal the characteristic frequency range of the atmospheric signal, since the occurrence of precipitation is related to large scale clouds and high water depth of hydrometeor [62]. We found clear spectral features in the power spectrum of a PDBT time series, which can be related to surface and atmospheric signals in the PDBT time series (Figure 9). The seasonal changes in soil moisture can be clearly observed in the power spectrum of PDBT time series, especially for crop land (Figures 3 and 9). The shortest seasonal changes have a period of 73 days, which is comparable with the time scale of field-measured soil moisture according to [46]. The amplitudes of components in the spectral range of the atmospheric signal are much smaller than those of components representing the seasonal changes in soil moisture (Figure 9). This means that surface signal mainly controls the variations in the PDBT time series, while the atmosphere signal causes perturbations. This conclusion agrees with the physical characteristics of 37 GHz microwave, which is sensitive to surface wetness and influenced mainly by the absorption of hydrometeors.

Although the spatial resolution at frequencies higher than 37 GHz can be better, e.g., at 85 GHz, the scattering of hydrometeors will be more significant [11], which causes much larger variation in the atmospheric signal. Thus, PDBT at 37 GHz is the trade-off between spatial resolution and atmospheric influence to detect surface wetness. We also noticed some short-term periodic variations in Figure 9 (as shown in Table 1), whose harmonic components have very small variations in the power spectrum of precipitation time series (Figure 8). Since the PDBT time series is mainly controlled by soil moisture, we can class these short-term periodic variations into the surface signal. The analysis on the spectral features of component signals in the PDBT time series supports our physical assumption.

The performance of the modified boxcar filter (Figure 5) shows that the filter transfer function at higher frequencies is rather smooth, which may retain part of surface and atmospheric signal, i.e., the components in the lower frequency range. We filtered out the short-term components with periods less than 20 days, as shown by the transfer function of the modified boxcar filter. The performance of the HANTS algorithm is controlled by the quality of input data, i.e., the number of reliable observations in clear days. Gaps lead to smaller number of observations and increase the difficulty of reconstructing the surface signal in the presence of extensive and persistent cloud cover. As discussed in [15], long-term high cloud cover in winter does not lead to precipitations but does attenuate the PDBT values. This may have an impact on the identification of atmospheric signal using rain-gauge data as done in our study. Thus, in the future, we will explore how to reduce the gap size by merging multi-sources data, e.g., AMSR-E and SSM/I and to combine satellite data products on precipitable water and cloud cover. In this case the application of TSAP reduced the range in daily PDBT in the lake–land boundary region from 42 K to 25 K as expected in inundated areas according to [30].

7. Conclusions

In this paper, we developed a new method, named Time Series Analysis Procedure (TSAP), to remove the daily atmospheric influence on daily 37 GHz PDBT time series and the occurrence of observation gaps and errors in this time series. Unlike other traditional methods, this method is based on the power spectrum analysis of daily PDBT time series with Discrete Fourier Transform (DFT), since the characteristic frequency range of component signals can be revealed in the power spectrum of a mixed time series. The daily 37 GHz PDBT time series is a combination of surface signal (including surface emittance and vegetation attenuation), atmospheric signal (including atmosphere emittance and attenuation, mainly from hydrometeors), observation gaps and errors. The characteristic time scale, i.e., correlation in time, of soil moisture and precipitation is very different and distinguishable, thus the seasonal changes in soil moisture can be clearly observed in the power spectrum of PDBT time series observed from SSM/I. We also found that the consecutive gaps and periodic components in observation errors introduce extreme peaks in the very high frequency spectral range. Two different filter methods were applied to remove them: observations gaps and
errors were filtered out by a modified boxcar filter; and the atmospherics signal was removed by reconstructing the surface signal using the Harmonic Analysis of Time Series (HANTS) algorithm. The harmonic components due to the surface signal was separated from those due to the atmospheric signal, with the help of precipitation time series, applied as indicator of the temporal variability of atmospheric water, which has an influence on PDBT observations. The performance of the modified boxcar filter is mainly controlled by the gap size according to the Nyquist theorem. Overall, the modified boxcar filter reduces the noise level in raw PDBT time series significantly and the HANTS algorithm mitigates the impact on sample largely attenuated by the atmosphere. After TSAP, the PDBT range of the lake–land boundary region is closer to the observed range in other large flooded area, i.e., Pantanal. From the validation in Poyang Lake area, we found that TSAP is beneficial when using daily pixel-wise observations of PDBT at 37 GHz. The WSS area retrieved from the PDBT includes lake area, wet land and water saturated soil. When using the values reconstructed by HANTS in TSAP, the error of estimation is reduced from 49% to 22% and the retrieved WSS area is close to or larger than lake area observed from MODIS and ASAR, while the WSS area retrieved from raw PDBT is much less than lake area. The evolution of WSS area in the Poyang Lake and Dongting Lake floodplains clearly show the annual difference and the development of flooding.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- AMSR-E: Advanced Microwave Scanning Radiometer for EOS
- ASAR: Advanced Synthetic Aperture Radar
- DFT: Discrete Fourier Transform
- FFT: Fast Fourier Transform
- FIR: Finite Impulse Response
- HANTS: Harmonic Analysis of Time Series
- IFOV: Instantaneous Field of View
- ISCCP: International Satellite Cloud Climatology Project
- LST: Land Surface Temperature
- MODIS: MODerate Resolution Imaging Spectroradiometer
- NDVI: Normalized Difference Vegetation Index
- ND: Normalized Difference
- PDBT: Polarization Difference Brightness Temperature
- PDEE: Polarization Difference Effective Emissivity
- SAR: Synthetic Aperture Radar
- SSM/I: Special Sensor Microwave Imager
- TOVS: TIROS Operational Vertical Sounder
- TSAP: Time Series Analysis Procedure
- WSS: Water Saturated Surface
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