Sensitivity and Uncertainty Analysis of the Maximum Fuel Temperature under Accident Condition of HTR-PM

Chen Hao,1 Peijun Li,1 Ding She,2 Xiaoyu Zhou,1 and Rongrui Yang1

1Fundamental Science on Nuclear Safety and Simulation Technology Laboratory, Harbin Engineering University, Harbin 150001, China
2Institute of Nuclear and New Energy Technology (INET), Tsinghua University, Beijing 100084, China

Correspondence should be addressed to Ding She; sheding@tsinghua.edu.cn

Received 4 November 2019; Accepted 16 January 2020; Published 22 February 2020

Academic Editor: Tomasz Kozlowski

Copyright © 2020 Chen Hao et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The maximum fuel temperature under accident condition is the most important parameter of inherently safe characteristics of HTR-PM, and the DLOFC accident may lead to a peak accident fuel temperature. And there are a variety of uncertainty sources in the maximum fuel temperature calculations, and thus the contributions of these uncertainty sources to the final calculated maximum fuel temperature should be quantified to check whether the peak value exceed the technological limit of 1620°C or not. Eight uncertainty input parameters are selected for inclusion in this uncertainty study, and their associated 2 standard deviation uncertainties and probability density functions are specified. Then, the DLOFC thermal analyses and uncertainty analysis are performed with the home-developed ATHENA and CUSA. The numerical results indicate that the pebble-bed effective conductivity and the decay heat contribute the most of the uncertainty in the DLOFC maximum fuel temperature while this peak fuel temperature is most sensitive to the initial reactor power and the decay heat. In short, uncertainties in these selected eight parameters lead to the two standard deviation (2σ) uncertainty of ±77.6°C (or 5.2%) around the mean value of 1493°C for the maximum fuel temperature under DLOFC accident of HTR-PM. At the same time, the LHS-SVDC method of CUSA is recommended to propagate uncertainties in inputs and 100–200 model simulations seem to be sufficient to get an uncertainty prediction with full confidence.

1. Introduction

The modular high-temperature gas-cooled reactor (MHTGR) such as the Chinese demonstration plant, named as high-temperature gas-cooled reactor-pebble bed module (HTR-PM) [1], is designed to retain its fission products inside the fuel coatings even if all active components for decay heat removal and reactivity control fail. One way to reach this goal is to make sure that the maximum fuel temperature during accident condition should not exceed the technological limit of 1620°C. The maximum fuel temperature under accident condition is the most important parameter of inherently safe characteristics of HTR-PM, which is about 900°C under normal operating conditions, far from the normal operation condition limit of 1200°C and the accident limit value of 1620°C. But during the depressurized loss of forced cooling (DLOFC) accident, the decay heat will be removed from the HTR-PM core only by physical ways such as heat conduction and radiation. Accounting for this, it may lead to a maximum accident fuel temperature. For other accidents, the fuel temperature is much lower than the fuel temperature during DLOFC because of the presence of helium with a certain pressure, which can enhance the ability of heat transfer in the HTR-PM core and flatten the temperature distribution depending on the helium natural circulation and heat conduction even if there is no forced flow [2].

The accurate prediction of maximum fuel temperature under accident condition is therefore most important to the nuclear reactor safety analysis and design. Considering that the HTR-PM is a complex nonlinear multiphysics, multi-scale coupling system, the best-estimate (BE) methods with full consideration of the coupling among neutronics,
thermal hydraulics, fuel performance, and structural characteristics have now become the standard for the modern simulation of HTR-PM. Moreover, there are a variety of uncertainty sources in the maximum fuel temperature calculations, and thus the prediction should involve the propagation and quantification of uncertainty in the coupling HTR-PM. More importantly, the uncertainty analysis of the maximum fuel temperature can be used to improve the reliability of the calculated maximum fuel temperature, identify the importance of uncertainty sources, and ensure appropriate design margins. Then, it can be decided where additional efforts should be undertaken to reduce uncertainties in modeling and to improve the design itself. So as the researches progressed and best-estimate methods matured, a move toward the best-estimation plus uncertainty (BEPU) analysis occurs, which becomes a powerful numerical tool for the detailed analysis of the maximum fuel temperature under accident conditions.

As for the uncertainty analysis of the maximum fuel temperature under accident condition, there are a variety of uncertainty sources, such as the most unfavorable initial state, calculation methods, and uncertain input data. At the same time, the probability distribution types and variation range of each uncertainty source should be determined based on the experimental data or material characteristics or numerical simulation results. In this work, eight important uncertainty sources are selected based on some related papers [3, 4], preliminary sensitivity analysis via a home-developed thermal-hydraulic code ATHENA for HTGR, and our previous studies [5, 6]. Then, the accident thermal analyses are performed with the home-developed ATHENA, and another home-developed code CUSA is applied to perform the uncertainty quantification of the maximum fuel temperature propagated from the selected uncertainty sources.

The rest of the paper is organized as follows. The details of methodologies, model, and the analyzed designed basis event are described in Section 2, and then in Section 3, the selection of uncertainty sources, determination of uncertainties of these selected parameters, and sample generation are discussed. Sections 4 and 5 show a detailed analysis of the origin sensitivity and uncertainty information and uncertainty quantification of the maximum fuel temperature under accident condition. At last, conclusions drawn from this work are given in Section 6.

2. Methodologies and the Model Used in the Analysis

2.1. Description of HTR-PM and the Analyzed Designed Basis Event. The Chinese demonstration plant HTR-PM is selected as the reference model in this work, and the axial layout of the HTR-PM design is shown in Figure 1, and the general design parameters can be found in the cited paper [7]. The HTR-PM is designed to comply with the inherently safe characteristic principles of the MHTGR, which must be able to remove the decay heat passively from the core under any designed accident conditions. And the maximum fuel temperature should not exceed the 1620°C in all cases so as to contain all fission products inside the SiC layer of the TRISO-coated fuel. At the same time, HTR-PM has a large negative temperature coefficient. Therefore, it eliminates the possibility of large releases of radioactive materials into the environment for all possible accidents by far in the hypothetical regime [1].

In all design-basis accidents, only the DLOFC may lead to the highest fuel temperatures. In this design-basis accident, the core heats up following fast depressurization of the pressure vessel by the break of a tube with diameter of 65 mm (a kind of limiting accident) connected to it. Within a few minutes, the reactor losses nearly all of its coolant, helium gas, and the density of the coolant is at about 1 bar atmosphere. Hence, the natural convection in the core can be neglected and heat can then be removed from the core mainly by radiation and heat conduction. In the first hours of the accident, the radiation and heat conduction are not sufficient to remove the decay heat so that the reactor starts to heat up. Then, the maximum fuel temperature continuously increases. With the decay heat production decreasing steadily and the radial temperature gradients in the core and structures increasing, it provides better conditions for heat transfer. After about 20–30 hours, the maximum fuel temperature is predicted to a peak value around 1500°C. More details of the DLOFC accidents of HTR-PM can be found in the cited paper [8].

2.2. Description of CUSA. The CUSA (the Code for Uncertainty and Sensitivity Analysis) was originally developed for uncertainty and sensitivity analysis of filling fraction of pebble bed and uranium loading of fuel pebble in pebble bed HTR [9]. The initial version only has some simple sampling and statistical functions based on the simple random sampling (SRS) method, Latin hypercube sampling (LHS) method, K-S test, and basic statistical theory. As the research progresses, a new version of CUSA has been developed based on some new proposed methods, such as the efficient sampling method to generate reasonable sample space for variables with different multivariate probability density function (PDF) and systematic theory analysis for uncertainty quantification to quantify the uncertainty of output and its associated error bar or confidence interval under a specific size of sample space. And some new functions, such as the user-friendly human-computer interaction platform, standardized input, code coupling, and plot, have also been developed by using QT language and C language on Windows operating system. An overview of basic functions and coupling relationship between different modules is illustrated in Figure 2. More details of the methodologies used in CUSA and some verification of the code can be found in the cited paper [10].

In this work, CUSA is used to generate sample space of input parameters according to their distribution and covariance information. Then, these sets of samples will be sent into the home-developed thermal hydraulics code ATHENA to produce a set of output maximum fuel temperature. At last, the statistical function in CUSA is applied to quantify the uncertainty of outputs propagated from inputs.
2.3. Description of ATHENA. ATHENA code is developed for high-temperature reactor thermal design by INET (Institute of Nuclear and New Energy Technology), Tsinghua University. It is based on rewriting the well-known German HTR thermal design code THERMIX [11], using modern programming style and user-friendly XML input format for better readability and maintainability. The main functionalities of ATHENA are identical to that of THERMIX, which have been well validated in HTGR steady and transient analyses. Sufficient numerical tests done in house have suggested that ATHENA code can reproduce THERMIX results very well. Besides, ATHENA has implemented several new calculation methods and functions, such as the fuel particle temperature calculation, which can extend the code’s capability. ATHENA code can also be coupled with the PANGU code [12] to perform HTGR neutronics and thermal-hydraulic coupling analyses.

2.4. Uncertainty and Sensitivity Analysis Method. Maximum fuel temperature under accident condition is the most important and interesting parameter, which represents the level of inherently safe characteristics of modular HTGR. Therefore, the uncertainty in the calculated maximum fuel temperature is also one of the most important and interesting parameters. In this work, the statistical sampling-based uncertainty and sensitivity analysis method is selected to quantify the uncertainty of the maximum fuel temperature under accident condition. Using the statistical sampling method to perform uncertainty and sensitivity analysis, four challenges need to be handled reasonably.

The first challenge is a building of model for uncertainty propagation and quantification. In fact, we have not and could not have an analytical model for uncertainty propagation in a nuclear system. But any physical phenomena or process in a nuclear system can be described by using mathematical models, i.e., integral-differential/algebraic equations, and numerical tools can be used to solve these equations and then codes are developed. Indeed, we already have developed the ATHENA code, which can be used to assess the transient behavior of pebble-bed high-temperature gas-cooled reactor.

Second, the important uncertainty sources with their uncertainty information, i.e., mean, variance/covariance, and PDF, should be determined based on the experiment data or material characteristics or numerical simulation results. The problem is that the PDF is usually unknown and being replaced by approximations of normal or uniform distribution.

The next important issue is the efficient sampling methods should be used to generate a reasonable input sample space based on the basic uncertainty information. Especially the correlation information between different input parameters should be represented accurately and reasonably by the sample space, while it always fails when the
sample size is small if the traditional SRS or LHS method is used. In this work, an innovative LHS-SVDC method [13] built in CUSA is used to generate a reasonable sample space with a relatively small sample size.

The final problem corresponding to statistics is that a systematic theory analysis for uncertainty quantification should be conducted, which can be used to quantify the uncertainty of output and its associated error bar or confidence interval under a specific size of sample space.

Here, the implementation details of the sensitivity and uncertainty analysis of the maximum fuel temperature under DLOFC accident condition by using statistical sampling method based on CUSA and ATHENA are summarized:

1. An in-depth analysis into the most unfavorable initial state, the process of decay heat production and removal of HTR-PM, is carried out firstly to determine all the uncertainty sources. Then, some important input parameters are selected from these uncertainty sources based on the direct perturbation sensitivity analysis method and conclusions drawn from some published papers. For the direct perturbation sensitivity analysis, the maximum fuel temperature under DLOFC accident is computed by using the ATHENA code with the nominal values of the input quantities, then with a selected input value increased by a certain percentage, and then with the value decreased by the same percentage. Then, the sensitivity coefficient of the maximum fuel temperature to some input value can be computed by using CUSA, and the uncertainty sources with a relatively small sensitivity coefficient will be excluded in this work.

2. Determine the uncertainty information, such as the mean, covariance, and PDF of the selected uncertainty parameters, and correlation information.
between different parameters based on experiment data, numerical simulations and the statistical analysis, material characteristics, the accuracy of the instrument and control (I&C) system, and so on. Then, a global relative covariance matrix is built, which represents the uncertainty and correlation information of uncertainty inputs. It is worth noting that all the selected uncertainty parameters are assumed obeying normal distributions and uniform distributions, respectively, in this work to further study the effect of PDF on the uncertainty of the maximum fuel temperature.

(3) The efficient sampling function built in the CUSA is applied to generate a good sample space for all the selected inputs. If the number of uncertainty inputs is $M$ and the sample size is $N$, a $N \times M$ matrix of input samples will be generated by CUSA. In this work, different sampling methods built in CUSA are used to generate different sample spaces for further comparison of these sampling methods and analysis of the effect of sampling methods on the uncertainty analysis of the maximum fuel temperature.

(4) Each row of the $N \times M$ matrix is a random set of the selected uncertainty inputs, and the ATHENA code will be run $N$ times by using each row of the input sample matrix to generate $N$ sets of transient behaviors of HTR-PM under DLOFC accident, including the maximum fuel temperature.

(5) Finally, the statistical analysis functions built in CUSA are used to quantify the distribution type and the uncertainty of the maximum fuel temperature due to these selected uncertainty sources based on the $N$ sets of ATHENA calculations. At the same time, the associated error bar or confidence interval under a specific sample size is also quantified. Further, the correlation analysis function can be also used to perform the sensitivity analysis.

### 3. Determination of the Uncertainties of Input Data and Sample Generation

#### 3.1. Determination of the Uncertainties of Input

The maximum fuel temperature is mainly determined by the process of the decay heat production and removal under DLOFC accident condition of HTR-PM. To achieve a conservative value of the maximum fuel temperature, it is necessary to consider the most unfavorable initial state, including the initial core power, appearance of a higher peak power density when the operational power transients, and the inadvertently full insertion of the absorber rod. Furthermore, the basic nuclear data, the “multipass” fuel refueling scheme, spatial distribution of decay heat of the zone where the fuel temperature reaches the maximum value, decay heat production rate, effective conductivity coefficient of the pebble bed, conductivity of graphitic matrix material, specific heat capacity of the fuel elements, effective conductivity and specific heat capacity of the reflector graphite, measurement of the initial temperature, the thermal property parameters of the core structures and outer components, and the heat transfer between pressure vessel and surface cooler all have an influence on the maximum fuel temperature, and these influences are different. In the cited paper [3], the preliminary uncertainty analysis of the maximum fuel temperature under DLOFC accident condition of the HTR-module reactor [14] due to most of the uncertainty sources mentioned above was performed and the numerical results indicate that the appearance of a higher peak power density when the operational power transients, the inadvertently full insertion of the absorber rod, the measurement of initial temperature, the thermal property parameters of the core structures and outer components, and the heat transfer between pressure vessel and surface cooler have a relatively small or only a marginal influence on the maximum fuel temperature under DLOFC accident condition. Therefore, these uncertainty parameters are not considered in our work and the basic uncertainty information of some parameters is requantified based on our previous studies. The details are summarized as follows.

Based on the design of HTR-PM, the thermal power of each pebble bed reactor is 250 MW. In the normal operation, the reactor core power is monitored by using the reactor real-time monitoring system. If the operating power deviates the designed value, the reactor control system will start and then the reactor can be still run on the nominal power level imposed by the reactor control system. In fact, the monitoring system and the control system for the reactor operation and adjustment have a measurement error of 1%, respectively, based on the practical experience of HTR-PM project. This leads to a conservative 2% uncertainty of the operation power, i.e., the 2 standard deviation value of the operation power is 2%. It is different with the value used in the cited paper [3], in which 5% is too conservative, and same as the value for the PBMR analysis [4].

Another important uncertainty source is the spatial distribution of decay heat of the zone where the fuel temperature reaches to the maximum value. The uncertainty of the initial operating power of the HTR-PM, the power, and burnup history together result in a certain uncertainty of the spatial distribution of the decay heat. Uncertainties inevitably exist in the nuclear data, pebble flow, filling fraction of the pebble bed, uranium loading, and so on, which will be propagated to the power and burnup history and operating power distribution. Furthermore, these uncertainties’ sources result in a certain uncertainty of the amount of fission products, actinides, which are the main components of the total decay heat production rate. At the same time, a “multipass” fuel refueling scheme is used in HTR-PM, and the movement of pebbles itself has uncertainties and also has a large influence on the burnup and power history. In our previous studies [5], the in-depth uncertainty analysis of the peak value of the power distribution due to the parameters mentioned above was performed, and the uncertainty contributions of these parameters are summarized in Table 1.

The maximum fuel temperature under accident conditions always occurs in the zone where the power
The uncertainty analysis based on the statistical sampling method costs time and efforts. And the size of the sample space is crucial for the uncertainty propagation and quantification by using this method. In this work, the home-developed CUSA is used to generate a reasonable sample space of the selected eight parameters. There are different sampling methods built in CUSA, such as the SRS, LHS, LHS-CDC, LHS-SVDC, and so on.

First, a global relative covariance matrix of the selected eight parameters is built, as shown in Figure 3, the diagonal elements of which represent the square of the relative standard deviation of each input, and the off-diagonal elements are equal to zero in this work due to the independence between different inputs. Based on this relative covariance matrix, three different sampling methods, SRS, LHS, and LHS-SVDC, are used to generate different sample spaces with some specific sample sizes of 100, 200, 500, and 1000, respectively, in this work.

Then, the K-S test function of CUSA is performed to identify the probability distribution type of the samples of each input. The process is to compare the cumulative probability density function (CDF) of the population samples of each input with a specific distribution, e.g., normal, uniform, exponent distribution, and so on. And the K-S level of the significance (about 0.5 to 1) confirms that the specific distribution type is the closest match to the samples. The results of the level of the significance of different distribution types for samples of the different input parameters with the sample size of 100 are shown in Tables 3 and 4.

The SRS and LHS are widely used for generating samples for propagating input uncertainties, and LHS-SVDC is an innovative efficient sampling method of CUSA. As shown in Tables 3 and 4, the samples obtained by all these three methods match good to the original distribution of each input, which means that the accuracy of the original distribution information is not lost by the samples. It is noteworthy that the level of the significance for the LHS method is equal to 1, which indicates that the samples completely obey the original distribution. It is due to the fact that samples are directly generated from the CDF of the input parameters. Only in this point of view, all these three methods can be used to generate a random sample space which obeys the original distribution types with a relatively small sample size.

Furthermore, for the LHS based method, one of the main advantages is that only a relatively small sample size is enough to represent the uncertainty information of one input due to its efficient stratified sampling technique based
Table 2: Uncertainty information of the eight selected input parameters.

| Uncertainty inputs                                      | Mean value | 2 standard deviation values | PDF type                  |
|----------------------------------------------------------|------------|-----------------------------|---------------------------|
| Reactor power (RP)/MW                                     | 250        | ±5 (2%)                     | Normal and uniform        |
| Spatial distribution of decay heat adjustment factor (SDDH) | 1          | ±0.05 (5%)                  | Normal and uniform        |
| Decay heat adjustment factor (DH)                         | 1          | ±0.0285 (2.85%)             | Normal and uniform        |
| Pebble bed effective conductivity adjustment factor (PBEC) | 1          | ±0.05 (5%)                  | Normal and uniform        |
| Graphitic matrix material conductivity adjustment factor (GMC) | 1         | ±0.07 (7%)                  | Normal and uniform        |
| Fuel element specific heat capacity adjustment factor (FEHC) | 1         | ±0.029 (2.9%)               | Normal and uniform        |
| Reflector effective conductivity adjustment factor (REC)   | 1          | ±0.05 (5%)                  | Normal and uniform        |
| Reflector specific heat capacity adjustment factor (RHC)   | 1          | ±0.05 (5%)                  | Normal and uniform        |

Figure 3: The global relative covariance matrix for the selected eight parameters.

Table 3: K-S test for the samples of the selected 8 inputs with normal distribution.

| Input samples            | The level of the significance for different distribution type |
|--------------------------|-------------------------------------------------------------|
|                          | SRS method | LHS method | LHS-SVDC method |
|                          | Normal    | Uniform    | Exponential    | Normal | Uniform | Exponential |
| Reactor power (RP)/MW    | 0.655     | 1.0e–5     | 6e–33          | 1.7e–2 | 4e–33   | 0.985       | 4.5e–3     | 5e–33       |
| Spatial distribution of decay heat adjustment factor (SDDH) | 0.648     | 1.2e–3     | 2e–29          | 1.8e–5 | 2e–29   | 0.887       | 1.5e–1     | 8e–31       |
| Decay heat adjustment factor (DH) | 0.831     | 1.8e–3     | 2e–32          | 6.9e–5 | 1e–31   | 0.515       | 9.4e–4     | 4e–32       |
| Pebble bed effective conductivity adjustment factor (PBEC) | 0.450     | 2.0e–6     | 9e–30          | 5.6e–4 | 1e–29   | 0.816       | 6.7e–4     | 1e–30       |
| Graphitic matrix material conductivity adjustment factor (GMC) | 0.716     | 4.9e–2     | 2e–28          | 2.3e–2 | 5e–28   | 0.949       | 4.5e–2     | 7e–29       |
| Fuel element specific heat capacity adjustment factor (FEHC) | 0.943     | 1.1e–7     | 3e–31          | 3.0e–5 | 2e–31   | 0.517       | 3.7e–4     | 1e–32       |
| Reflector effective conductivity adjustment factor (REC) | 0.845     | 9.8e–2     | 1e–30          | 7.1e–3 | 7e–30   | 0.994       | 7.7e–8     | 1e–30       |
| Reflector specific heat capacity adjustment factor (RHC) | 0.894     | 3.9e–6     | 2e–29          | 1.0e–4 | 2e–29   | 0.998       | 2.2e–4     | 4e–30       |

Table 4: K-S test for the samples of the selected 8 inputs with uniform distribution.

| Input samples            | The level of the significance for different distribution type |
|--------------------------|-------------------------------------------------------------|
|                          | SRS method | LHS method | LHS-SVDC method |
|                          | Normal    | Uniform    | Exponential    | Normal | Uniform | Exponential |
| Reactor power (RP)/MW    | 0.268     | 0.450      | 1e–33          | 0.789  | 1       | 0.419       | 0.815      | 1e–33       |
| Spatial distribution of decay heat adjustment factor (SDDH) | 0.238     | 0.944      | 1e–31          | 0.780  | 1       | 0.218       | 0.412      | 1e–31       |
| Decay heat adjustment factor (DH) | 0.348     | 0.651      | 3e–33          | 0.827  | 1       | 0.339       | 0.984      | 4e–33       |
| Pebble bed effective conductivity adjustment factor (PBEC) | 0.584     | 0.582      | 1e–31          | 0.778  | 1       | 0.503       | 0.972      | 1e–31       |
| Graphitic matrix material conductivity adjustment factor (GMC) | 0.221     | 0.805      | 3e–30          | 0.779  | 1       | 0.866       | 0.891      | 4e–30       |
| Fuel element specific heat capacity adjustment factor (FEHC) | 0.272     | 0.929      | 4e–33          | 0.789  | 1       | 0.452       | 0.867      | 4e–33       |
| Reflector effective conductivity adjustment factor (REC) | 0.513     | 0.957      | 1e–31          | 0.820  | 1       | 0.131       | 0.416      | 1e–31       |
| Reflector specific heat capacity adjustment factor (RHC) | 0.469     | 0.980      | 1e–31          | 0.780  | 1       | 0.319       | 0.774      | 1e–31       |
4. Uncertainty Analysis of the Maximum Fuel Temperature under DLOFC

4.1. K-S Test to Determine the Distribution Type. For the uncertainty analysis of the maximum fuel temperature of HTR-PM under the DLOFC accident condition, statistical fitness tests on the calculated maximum fuel temperature are firstly performed to determine the properties of unknown distributions by using the K-S test function of CUSA. The K-S test is used to compare the cumulative probability density function of a population sample for conformance with a specific distribution, such as Normal, Uniform, Poisson, or Exponent distribution. In the K-S test, the terms “the level of significance” refer to the likelihood that the selected distribution type (for example, normal distribution) is representative of the sample population. The maximum number of the significant is equal to 1. And the lower the significance level, the more confident you can reject this fitness test. The K-S test on the 100 maximum fuel temperature under DLOFC accident condition calculated by using ATHENA is performed, and the results of the level of significance for different distribution types are shown in Table 6. The K-S test results confirm that a normal distribution is much better matched to the maximum fuel temperature under DLOFC accident condition and it is not affected by the distribution type of inputs and the sampling methods.

The quality of the fit can be also visually assessed by the fitted curve, as shown in Figures 9 and 10, which also illustrate that a normal distribution is much better match to the maximum fuel temperature under DLOFC accident condition of HTR-PM.

As discussed above, the distribution type of the maximum fuel temperature is not affected by the distribution type of the inputs. However, this conclusion is established under certain conditions that are simultaneous perturbation of multiple input parameters, and in this work, the eight selected input parameters are sampled simultaneously. If only one input parameter is perturbed, then the distribution type of output is completely same as the input. Here, only the initial reactor power is sampled and 100 samples are generated. Then, 100 ATHENA runs generate 100 maximum fuel temperatures, and the K-S test is performed on these results; the fitted curve is shown in Figure 11, which further indicates that the distribution type of the maximum fuel temperature is same as the type of the initial reactor power. The same conclusion can also be drawn from the test of other input parameters.

4.2. Uncertainty Quantification of the Maximum Fuel Temperature. The time behavior of the maximum fuel temperature under the DLOFC accident condition is illustrated in Figures 12 and 13, where 200 sets of the selected eight inputs with uniform and normal distributions are randomly generated, respectively, by using the LHS-SVDC method and then 2 groups of 200 ATHENA simulations using these input samples generate 2 sets of the maximum fuel temperatures. As shown in Figures 12 and 13, the maximum fuel temperature of HTR-PM reaches a peak value after 20–30 hours during the DLOFC transient condition. The shapes of the curves are similar but the gradients are not identical due to the difference between the rate of energy deposition and the energy removal. For example, an increase in the initial reactor power will increase the fuel temperature, while an increase in the pebble bed effective conductivity will remove heat faster from the core and therefore lead to a lower fuel temperature. In each random set of samples of these eight inputs, low, average, and high values are randomly generated, and then results in different curves of the fuel temperature and the shift in time when the peak fuel temperature values are reached. Even more importantly, the spread in the maximum fuel temperature, i.e., the uncertainty of the maximum fuel temperature, is not constant with time; it increases in the first 30 hours and then tends to be stable. For example, it starts off with less than 5°C in the first hours and increases to 151°C for the cases with normal distributed inputs and increases to 165°C for the cases with uniform distributed inputs. And the highest fuel temperatures and the largest uncertainty variations do not occur at the same time point.

However, this study only compares the bounding value fuel temperature uncertainty for the DLOFC accident, regardless of when this point is reached, since the DLOFC peak fuel temperature is of major interest in reactor design safety studies. Before the uncertainty analysis of the maximum fuel
Figure 4: The relative covariance matrix generated by CUSA with the sample size of 100. (a) Generated by SRS. (b) Generated by LHS. (c) Generated by LHS-SVDC.

Figure 5: Continued.
Figure 5: The relative covariance matrix generated by CUSA with the sample size of 200. (a) Generated by SRS. (b) Generated by LHS. (c) Generated by LHS-SVDC.

Figure 6: The relative covariance matrix generated by CUSA with the sample size of 500. (a) Generated by SRS. (b) Generated by LHS. (c) Generated by LHS-SVDC.
temperature under accident condition, the superiority of the LHS-SVDC technique for the statistical sampling-based uncertainty analysis method can be further verified by the uncertainties of the maximum fuel temperature due to the uncertainty samples generated by using different sampling methods, as shown in Figure 14. At the same time, the “sandwich” rule is also used to quantify the uncertainty of the maximum fuel temperature based on the calculated sensitivity coefficients for comparison, and the sensitivity analysis will be performed in the following section.

It is obviously found that the uncertainty of the maximum fuel temperature due to the selected eight input parameters tends to be stable or be very close to the results quantified by the sandwich rule when the sample size is

Figure 7: The relative covariance matrix generated by CUSA with sample size of 1000. (a) Generated by SRS. (b) Generated by LHS. (c) Generated by LHS-SVDC.

Table 5: The first 10 of 100 sample population generated by CUSA for ATHENA runs.

| REC    | RHC    | GMC    | FEHC   | PBECS  | RP     | DH     | SDDH   |
|--------|--------|--------|--------|--------|--------|--------|--------|
| 1.05849| 1.05989| 0.95205| 0.98371| 1.08143| 270.35774| 0.99952| 1.01421|
| 1.06185| 1.04306| 0.95419| 1.03010| 0.94797| 236.99254| 1.02898| 0.98530|
| 0.93493| 0.95798| 0.93444| 1.03667| 0.96050| 240.12450| 0.98993| 0.94390|
| 1.02865| 1.03680| 1.07565| 1.01924| 1.03976| 259.93877| 0.96448| 1.00872|
| 0.96513| 0.97262| 1.10942| 1.03643| 0.95577| 238.94290| 0.97945| 0.94200|
| 0.96957| 0.92456| 1.05200| 1.04648| 0.92850| 232.12505| 0.99408| 1.04083|
| 0.96754| 1.03209| 1.00583| 0.98509| 1.00321| 250.80317| 0.97693| 0.96391|
| 1.02825| 1.03855| 0.89534| 0.95894| 1.06039| 265.09804| 0.96592| 0.93933|
| 1.07443| 0.98510| 1.10846| 0.97701| 0.98598| 246.49452| 1.04387| 1.03167|
| 0.96391| 1.05282| 0.91569| 1.04447| 1.03938| 259.84612| 0.98099| 0.95963|
Figure 8: Sampled values of the reactor power (MW) for the 100 LHS-SVDC normal set.

Table 6: K-S test results for the 100 calculated maximum fuel temperatures.

| Sampling method | The distribution type of input parameters | The level of significance for goodness of fit |
|-----------------|------------------------------------------|---------------------------------------------|
|                 |                                          | Normal | Uniform | Exponential |
| LHS             | Normal                                   | 0.676  | 1.40e−2 | 2.1e−33     |
|                 | Uniform                                  | 0.753  | 1.03e−4 | 4.5e−29     |
|                 | Normal                                   | 0.725  | 1.12e−3 | 7.2e−31     |
| SRS             | Uniform                                  | 0.813  | 3.25e−4 | 5.6e−30     |
|                 | Normal                                   | 0.949  | 7.09e−3 | 5.1e−29     |
| LHS-SVDC        | Uniform                                  | 0.799  | 4.28e−6 | 6.9e−30     |

Figure 9: Continued.
Figure 9: CDFs and fitted normal distribution results with inputs of uniform distribution. (a) SRS. (b) LHS. (c) LHS-SVDC.

Figure 10: CDFs and fitted normal distribution results with inputs of normal distribution. (a) SRS. (b) LHS. (c) LHS-SVDC.
greater than 100 for LHS-SVDC methods. When the number of samples needs to be greater than 800 or even larger, then a relatively stable uncertainty can be obtained if the LHS or SRS method is used. At the same time, the size of the sample space is crucial for the uncertainty propagation by using the statistical sampling-based uncertainty analysis method, and a relative small size for less computation burden and stable uncertainty contribution is necessary. So, the sample size of LHS-SVDC is set to 100 in this work for uncertainty propagation and quantification as discussed above.

Once the sample size and the type of distribution of the maximum fuel temperature are identified, the mean, the standard deviation, and other uncertainty information, especially the error bar, can be further determined from the empirical distribution. It is worth noting that uncertainties inevitably exist in the calculated mean value, standard deviation, and relative uncertainty of the maximum fuel temperature by using the statistical sampling-based uncertainty analysis method due to the random sampling and statistical analysis. Figures 15–17 illustrate the 10 sets of the calculated mean value, standard deviation, and the relative uncertainty of the maximum fuel temperature due to random samples of the selected eight parameters generated by using SRS, LHS, and LHS-SVDC methods. Here, 10 sets of sample space are randomly generated, respectively, by using different sampling methods, and then ATHENA is used to perform the DLOFC simulations to generate 10 sets of maximum fuel temperature population, and each set has 100 values. As shown in Figures 15–17, the mean value, standard deviation, and the relative uncertainty indeed have uncertainties due to the random process, and these uncertainties will gradually decrease with the increment of the sample size.

**Figure 11:** CDFs and fitted distribution results with input of different distributions. (a) RP with uniform distribution. (b) RP with normal distribution.

**Figure 12:** The time behavior of the maximum fuel temperature for the cases with normal distributed input parameters.
These uncertainties under a specific size of sample space should be also quantified if the statistical sampling-based uncertainty analysis method is used and quantified by using the error bar function built in CUSA in this work.

A summary of the uncertainty information, such as the mean with its associated error bar, the standard deviation with its associated error bar, and the relative uncertainty of the maximum fuel temperature under DLOFC accident condition of HTR-PM due to the selected eight input uncertainty parameters with normal and uniform distribution quantified by using SRS, LHS, and LHS-SVDC sampling methods when the sample size is 100, is shown in Table 7. The following observations can be made based on the numerical results:

(1) The mean values of the maximum fuel temperature for all cases are almost identical, i.e., regardless of the sampling method, distribution types of inputs, or sample size, all these designed cases predict the same mean value, 1493°C, of the maximum fuel temperature under DLOFC accident condition of HTR-PM. However, the error bar, i.e., the uncertainty band of the mean value, is quite different and the uncertainty band of the mean value due to the random sampling for SRS method is quite larger, compared to the LHS and LHS-SVDC cases, which is also visually illustrated in Figure 15. In this case, the mean value of the DLOFC maximum fuel temperature can rise up to 1505°C if the SRS method with the sample size of 100

![Figure 13: The time behavior of the maximum fuel temperature for the cases with uniform distributed input parameters.](image1)

![Figure 14: The relative uncertainty of the maximum fuel temperature propagated from the uncertainty samples generated by different sampling methods. (a) Inputs with uniform distribution. (b) Inputs with normal distribution.](image2)
Figure 15: The 10 sets of the mean of the maximum fuel temperature due to the random samples generated by (a) SRS, (b) LHS, and (c) LHS-SVDC.

Figure 16: Continued.
Figure 16: The 10 sets of the standard deviation of the maximum fuel temperature due to the random samples generated by (a) SRS, (b) LHS, and (c) LHS-SVDC.

Figure 17: The 10 sets of the relative uncertainty of the maximum fuel temperature due to the random samples generated by (a) SRS, (b) LHS, and (c) LHS-SVDC.
is used, while the uncertainty band of the mean value for LHS and LHS-SVDC methods is nearly same and is also very small. Based on this point, this study recommends using LHS or LHS-SVDC to propagate the uncertainties of input parameters.

(2) The standard deviations of the maximum fuel temperature populations are also nearly same, 1°C variation on 39°C for example. Same as mean value, the uncertainty band of the standard deviation varies largely, which is directly related to the sampling method and sample size. Although this uncertainty band decreases with the increment of the sample size for all sampling methods, a nonnegligible uncertainty band still exists and a more reliable uncertainty prediction needs more simulations for LHS and SRS. So, the LHS-SVDC method is recommended to propagate uncertainties in inputs in this study.

(3) For distribution types of input parameters, using the uniform distribution could be expected to result in the sampling of high and low values more frequently for the SRS method, compared to the normal distribution. Since the probability of sampling a high, mean, or low value is same for the uniform distribution, there is relatively lower probability to sample from the low and high tails of the normal distribution if the SRS method is used. However, the probability is identical for both LHS and LHS-SVDC methods. This effect is mainly responsible for the slightly larger uncertainty band for 200 SRS uniform case, compared to the LHS and LHS-SVDC cases. However, this rule is not always successful and the uncertainty band mainly depends on the quality of samples generated by different sampling methods.

(4) Sample size, i.e., the number of model calculations, is crucial time-consuming factor for the statistical sampling-based uncertainty analysis method. 1000 is typically recommended in the typical statistical analysis [4]; indeed, the LHS and SRS methods need a relative large sample size to generate a reasonable sample space to propagate uncertainties, and then a more reliable uncertainty prediction with a small uncertainty band due to random process can be obtained. However, the numerical results indicate that 100–200 model simulations seem to be sufficient to get an uncertainty prediction with full confidence by using the LHS-SVDC method.

Overall, uncertainties in these selected eight parameters lead to a two standard deviation (2σ) uncertainty of ±77.6°C (or 5.2%) around the mean value of 1493°C for the maximum fuel temperature under DLOFC accident of HTR-PM, and the scatter plot for the maximum fuel temperature is shown in Figure 18 with the normal and uniform distributed inputs. This value mostly depends on the uncertainties of the selected input parameters, and taking into account of all known input parameters could possibly lead to a larger uncertainty bandwidth. It is worthy to note that the sampling methods and the sample size also have a non-negligible effect on the mean value and uncertainty bandwidth, about 18°C difference for SRS 100 case.

Before a direct sensitivity study is performed to determine which of these selected eight input parameters are responsible for most of the uncertainty in the maximum fuel temperature under DLOFC accident, the individual uncertainty contribution of each parameter to the final uncertainty in the DLOFC peak fuel temperature is also quantified here by using the LHS-SVDC method with the sample size of 200, as shown in Table 8. The observation for distribution types of input is in agreement with the conclusion reached for the total uncertainty analysis, where the distribution types have little influence on the individual uncertainty contribution. The numerical results indicate that the pebble bed effective conductivity coefficient with a 2σ uncertainty of 5% contributes most to the uncertainty in the maximum fuel temperature, up to ±21.4 (1.4%), which is followed by the decay heat with an uncertainty of 2.85%, about ±20.5 (1.4%).

5. Sensitivity Analysis of the Maximum Fuel Temperature to Different Inputs

In order to investigate the impact of the selected eight parameters on the maximum fuel temperature, the central difference direct perturbation sensitivity technique in CUSA is applied. The peak fuel temperature is computed first with the nominal values of the selected eight parameters, then with a selected nominal input value increased by 1%, and then with this nominal value decreased by the same percentage. The direct perturbation sensitivity coefficient of the maximum fuel temperature to these inputs can be calculated as

$$S_{T_m,n} = \frac{\delta T_m/T_m}{\delta a_i/a_i}. \tag{1}$$

Figure 19 illustrates the sensitivity coefficients of these eight input parameters to the maximum fuel temperature, and it can be found that changes in these inputs have opposite effects on the maximum fuel temperature. Here, the magnitude of these coefficients provides insight into the degree which a specific input parameter influences the maximum fuel temperature and the sign indicates a positive or negative effect on the peak fuel temperature. The initial reactor power, decay heat, and spatial distribution of decay heat have a positive effect on the maximum fuel temperature, i.e., an increase in these three parameters will lead to an increase in fuel temperature, while the other five parameters have a negative effect on the peak value. Although the pebble bed effective conductivity contributes the most to the uncertainty of the maximum fuel temperature, it is most sensitive to the initial reactor power and decay heat, followed by the pebble bed effective conductivity. According to the uncertainty analysis, the two primary drivers of uncertainty in the maximum fuel temperature are the decay heat and the pebble bed effective conductivity, and this finding is in agreement with the...
sensitivity study results, where these two factors are also identified as being responsible for the largest changes in the fuel temperature. And the sensitivity coefficient of the maximum fuel temperature to the graphitic matrix material conductivity is relatively small, but its uncertainty contribution is larger due to its big uncertainty.

### Table 7: The uncertainty results of the maximum fuel temperature of HTR-PM.

| Input information | Uncertainty information |
|-------------------|------------------------|
| Distribution type | Sampling method | Sample size | Mean (°C) | Standard deviation | The relative uncertainty (2σ/μ%) |
| Uniform | SRS | 100 | 1492.8 ± 0.9 | 38.1 ± 2.0 | 5.10 ± 0.28 |
| | LHS-SVDC | 100 | 1493.2 ± 0.8 | 38.4 ± 0.9 | 5.14 ± 0.12 |
| Normal | SRS | 100 | 1493.4 ± 0.9 | 37.9 ± 3.0 | 5.08 ± 0.20 |
| | LHS-SVDC | 100 | 1493.1 ± 0.4 | 38.9 ± 0.8 | 5.22 ± 0.28 |
| Uniform | LHS | 200 | 1492.9 ± 0.2 | 37.8 ± 3.5 | 5.06 ± 0.23 |
| | LHS-SVDC | 200 | 1492.9 ± 0.9 | 38.9 ± 0.9 | 5.21 ± 0.06 |
| Normal | LHS | 200 | 1493.0 ± 0.2 | 38.5 ± 3.5 | 5.16 ± 0.22 |
| | LHS-SVDC | 200 | 1493.0 ± 0.2 | 38.6 ± 0.3 | 5.16 ± 0.02 |
| Normal | LHS | 500 | 1492.9 ± 0.2 | 38.6 ± 2.1 | 5.16 ± 0.13 |
| | LHS-SVDC | 500 | 1493.0 ± 0.1 | 38.7 ± 0.2 | 5.18 ± 0.01 |

### Table 8: Contributions of each input to uncertainty of the maximum fuel temperature.

| Uncertainty inputs | 2 standard deviation values | Uncertainty contributions (2σ/μ%) |
|-------------------|-----------------------------|----------------------------------|
|                  | Normal                      | Uniform                          |
| RP                | ±5 (2%)                     | 1.96522                          | 1.98074 |
| SDDH              | ±0.05 (5%)                  | 1.46286                          | 1.55996 |
| DH                | ±0.0285 (2.85%)             | 2.76174                          | 2.72694 |
| PBEC              | ±0.05 (5%)                  | 2.86064                          | 2.85728 |
| GMC               | ±0.07 (7%)                  | 1.99929                          | 1.93838 |
| FEHC              | ±0.029 (2.9%)               | 0.82778                          | 0.82465 |
| REC               | ±0.05 (5%)                  | 0.29954                          | 0.32348 |
| RHC               | ±0.05 (5%)                  | 0.17551                          | 0.17794 |

Figure 18: The maximum fuel temperature due to the inputs with uniform and normal distribution. (a) Inputs with uniform distribution. (b) Inputs with normal distribution.
6. Conclusion

The maximum fuel temperature under accident condition is the most important parameter of inherently safe characteristics of HTR-PM, and the DLOFC accident may lead to a peak accident fuel temperature. Therefore, the accurate prediction of the maximum fuel temperature under accident condition is most important to the HTR-PM safety analysis and design. At the same time, there are a variety of uncertainty sources in the maximum fuel temperature calculations, and thus the contributions of these uncertainty sources to the final calculated maximum fuel temperature should be quantified to check whether the peak value exceed the technological limit of 1620°C or not.

In this work, eight uncertainty input parameters are selected for inclusion in this uncertainty study, the initial reactor power, the spatial distribution of decay heat, the decay heat, pebble bed effective conductivity, graphitic matrix material conductivity, fuel elements specific heat capacity, reflector effective conductivity, and its specific heat capacity. Even more importantly, the 2 standard deviation uncertainties and probability density functions of these inputs are specified based on the experimental data, material characteristics, expert judgements, operating experiences, some published numerical simulation results, and our previous studies. Then, the accident thermal analyses are performed with a home-developed ATHENA code, and the home-developed code CUSA is applied to perform the uncertainty quantification of the maximum fuel temperature propagated from the selected uncertainty sources. Simultaneously, a direct perturbation analysis by using CUSA is performed to obtain the sensitivity coefficients and to identify the primary contributors to the uncertainty of the maximum fuel temperature under DLOFC accident condition of HTR-PM.

It is found that the pebble bed effective conductivity and the decay heat contribute the most of the uncertainty in the DLOFC maximum fuel temperature while this peak fuel temperature is most sensitive to the initial reactor power and the decay heat. Overall, uncertainties in these selected eight parameters lead to a two standard deviation (2σ) uncertainty of ±77.6°C (or 5.2%) around the mean value of 1493°C for the maximum fuel temperature under DLOFC accident of HTR-PM, which make sure that the maximum fuel temperature during DLOFC accident condition does not exceed the technological limit of 1620°C of HTR-PM design. However, this value mostly depends on the uncertainties of the selected input parameters and taking into account of all known input parameters could possibly lead to a larger uncertainty bandwidth.

It is worthy to note that the sampling methods and the sample size also have a nonnegligible effect on the mean value and uncertainty bandwidth. And the LHS-SVDC method is recommended to propagate uncertainties in inputs, and then a more reliable uncertainty prediction with a small uncertainty band due to random process can be obtained. The numerical results indicate that 100–200 model simulations seem to be sufficient to get an uncertainty prediction with full confidence for applying the LHS-SVDC method.
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