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Abstract: A novel methodology based on the recent metaheuristic optimization algorithm Salp Swarm Algorithm (SSA) for locating and optimal sizing of renewable distributed generators (RDGs) and shunt capacitor banks (SCBs) on radial distribution networks (RDNs) is proposed. A multi-objective function index (MOFI) approach is used for assuring the power quality (PQ) through enhancing the voltage level in addition to minimizing the power losses of the system and the whole operating cost of the grid. The proposed methodology is tested via 33-Bus standard radial distribution networks at different scenarios to prove their validity and performance. The obtained results are compared with the Grasshopper Optimization Algorithm (GOA), and the hybrid Particle Swarm Optimization (PSO) and Gravitational Search Algorithm (PSOGSA). The SSA optimizer proved its superiority with high attitude and accuracy for solving the problems of RDGs’ and SCBs’ locations and capacities simultaneously. An Egyptian practical case study at different load levels via different scenarios including the control operation within 24 h is considered.
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1. Introduction

Electric power networks, especially distribution systems, commonly suffer from two main issues: high power losses and poor voltage profile [1,2]. The losses in the transmission/distribution grids produce the biggest exhaustion in power systems [3]. Accordingly, the loss of distribution grid is concerning and this has attracted many studies in the distribution schemes field, which have concentrated on line loss decreasing and voltage control. Diverse methodologies of loss minimization and voltage level boost in the distribution system are considered in two solutions like (i) shunt capacitor bank (SCB) locating, and (ii) distributed generator (DG) installations These are more focused on achieving interconnection when small generators exist; for instance, when isolated wind farms or small photovoltaic plants enter the distribution network [3]. By tradition, loss decreases and voltage profile improvement have focused on optimizing the reactive power using a capacitor bank. While the growth from inactive distribution grids into active distribution grids because of the integration of the
distributed generator (DG) introduces big changes, in spite of this, parallel-converters being used to
can increase the power loss [4,5]. This work incorporates the optimization
approaches for enhancing voltage levels; minimizing the distribution losses and the whole operation
costs by capacitors compensations, and the integration of RDGs. The optimum integration of renewable
distributed generators (RDGs) and their impacts are always a hot topic for solving the major problems
of electric power systems (e.g., poor power quality due to degradation in voltage levels, high system
losses, low of reliability causing power system blackouts, and congestion in transmission systems) due
to a wide range of load growth and investment shortages in transmission networks. The definition of
RDGs can be deduced as the electricity generation from renewable generating units that are adequately
smaller than central generating plants or the substations, allowing for connections at almost any
point in a power network [3,6,7]. A wide range of benefits are achieved by the integration of RDGs
in power grids including environmental, economical, and technical, which encourage distribution
companies and consumers sufficiently to enlarge investment in the renewable generation field [8–10].
The environmental and economic merits are deduced in sufficiently minimizing the transmission and
distribution costs, and the prices of electricity [11–13]. The optimal installation and capacity of RDGs
and SCBs simultaneously on radial distribution networks (RDN) are immensely hot topics. It is a
magnificent challenge for power system researchers and planners, due to the fact that the profits that
are gained from savings and technical issues can be increased extremely with the separate operation
of RDGs and SCBs. Moreover, on account of the complication and divergence of the distribution grids,
modern and efficient methodologies are required to assure the power quality (PQ).

Recently, many artificial intelligent-mechanisms (AI-M) have been developed; for instance, the
hybrid Particle Swarm Optimization (PSO) and Gravitational Search Algorithm (PSOGSA), the hybrid
PSO with Quasi-Newton (PSOQN), the big bang-big crunch optimizer, Bacterial Foraging Optimization
(BFO), Tabu Search (TS), the Genetic Algorithm (GA), the immune-based optimization technique,
the ant colony search, the Harmony Search Algorithm (HSA), integrated Differential Evolution
besides Pattern Search (DE-PS), the Fuzzy-Genetic Algorithm (FGA), the Flower Pollination Algorithm
(FPA), and the Artificial Bee Colony (ABC), have been performed in solving the location and size
of SCBs [2,14,15]. Methodologies such as the Backtracking Search Optimization Algorithm (BSOA),
the modified Firefly Algorithm (FA), the Modified Teaching-Learning Based Optimization (MTLBO),
PSO, ABC, Simulated Annealing (SA), GA, the Bat Algorithm (BA), and Harmony Search Algorithm
(HAS) were implemented to solve the issues of integration, and the capacity of DGs on RDN [6]
and [16–18]. Nevertheless, few academics have incorporated RDGs and SCBs jointly with optimum
location and size to show their effects on the attitude of RDN, system voltage profile, power loss, and
the operational cost, as illustrated by the following techniques and methods. Kansal [19]
implemented PSO to find the optimal level/size of RDGs and SCBs together on RDN. Reddy [20]
executed a Fuzzy-Genetic Algorithm (FGA) to deduce the RDGs allocated besides the optimum sitting
with a suitable size of SCBs being produced by the Genetic Algorithm (GA). Naik [21] prepared an
analytical approach for the purpose of integrating DGs and SCBs on RDN. In [22,23], the researchers
executed PSO, concentrating on minimizing power losses by the optimal incorporation of RDGs and
SCBs. Imran [24] implemented Loss-Sensibility-Factors (LSFs) to minimize the optimization search
space of the prepared methodology to detect the most sensible nodes for RDG and SCB integrations,
then the Bacterial Foraging Optimization Algorithm (BFOA) was constructed to extract their size and
location optimally by the elected nodes. In [25], fuzzy Multi-Objective Particle Swarm Optimization
(MOPSO) with Pareto issues are suggested for solving the optimum issues of RDGs and SCBs on
RDN. The MOPSO-deduced Pareto-front issues, and the subsequent fuzzy electing mechanism picked
out the optimum solutions from the Pareto-front. Muthukumar [26] performed the LSFs to detect
the appropriate location of RDGs and SCBs; next, the Harmony Search Algorithm was merged to
the Particle Artificial Bee Colony algorithm (HAS-PABC) to deduce the optimum solutions from
the critical nodes. Khodabakshian [27] implemented an Intersect Mutation Differential Evolution
optimizer (IMDE) approach for resolving the issues of RDGs and SCBs levels/capacities together.
M. Dixit et al. [28] incorporated the Index Vector Method (IVM) via the Power Loss Index (PLI) to determine the sitting/capacity of RDGs and SCBs optimally.

In accordance with the previous methodologies that have combined RDGs and SCBs together, they did not reach the global optimum, and they may have encountered obstacles because of the following reasons. Some academics performed objective functions that were restricted to minimize the real power losses unaccompanied by another substantial parameters; for instance, the indication of voltage levels, the investment of placements, and the operating and maintenance of RDGs and SCBs with each other [19–21,23–25]. Other studies have been bound by small RDN scales [20,21,27]. From these studies also, the size values of the integrated RDGs and SCBs on RDN did not find optimum issues [19–28]. In addition, these academic studies did not considered the operating and maintenance costs of SCBs.

In the prepared research, a new optimizer Salp Swarm Algorithm (SSA) is provided for solving the optimization problem of the RDG and SCB allocations. Two other optimizers, the Grasshopper Optimization Algorithm (GOA) and the PSOGSA, are used for comparison purposes. A multi-objective function Index (MOFI) is performed with the reported optimization methodologies like PSOGSA and GOA, to assure the PQ by enhancing the voltage level, decrease the overall power losses, and the whole yearly grid operational cost. Furthermore, the prepared schemes are applied by two phases. In the first phase, the most nominal nodes for the RDGs and SCBs integrations are computed via LSF method. Whereas, in the second phase, each optimizer determines the optimal location of RDGs and SCBs alongside the appropriate capacity of the designated nodes, depending on minimum MOFI. The proposed schemes are tested on 33-Bus IEEE RDN at various load levels to prove their validity and performance. Furthermore, the best attitude and the most effective techniques of the four techniques is satisfied on a practical case-study of the Middle Egyptian Distribution Network (MEDN) at different load levels, including control operation within 24 h.

The following sections of the prepared article can be deduced as follows: Section 2 presents the problem formulation, the voltage stability, and the types of RDGs studied. The Salp Swarm Algorithm is described in Section 3. Section 4 presents the simulation results of the proposed schemes using SSA, GOA, and PSOGSA algorithms based on 33-Bus IEEE RDN. Section 5 presents the numerical results of the proposed approaches based on a practical case study of the Middle Egypt Distribution Network. Finally, the conclusions of paper are presented in Section 6.

2. Work

2.1. Power-Flow Executing with RDGs and SCBs

The sample of a RDN with the installation of RDGs and SCBs is shown in Figure 1. The Back-ward/Forward Sweep (BFS) technique was carried out for power-flow evaluations [9,25,28]. A distribution network diagram is explained in Figure 1. The evaluations of the BFS power-flow were considered with new parameters that were implemented in this article, such as (active power of RDGs "0/1" set), (reactive power of the SCB "0/1" set), and (reactive power of the RDG "0/1" set) as follows:

![Figure 1. Distribution network diagram.](image-url)
The $P_{ij}$ and $Q_{ij}$ flow can be formulated as follows:

\[ P_{ij} = P'_j + R_{ij} \left( \frac{P^2_j + Q^2_j}{V_j^2} \right) - \left( \xi_{DG}^p \cdot P_{DG,i} \right) \] (1)

\[ Q_{ij} = Q'_j + X_{ij} \left( \frac{P^2_j + Q^2_j}{V_j^2} \right) - \left( \xi_{SCB}^q \cdot Q_{C,j} + \xi_{DG}^q \cdot Q_{DG,j} \right) \] (2)

where $P'_j = P_j + P_L_i$ and $Q'_j = Q_j + Q_L_i$.

and,

\[ I_{ij} = \frac{(V_i \angle \delta_i - V_j \angle \delta_j)}{R_{ij} + jX_{ij}} \] (3)

\[ I_{ij} = \frac{(P_i - jQ_i)}{V_j \angle - \delta_i} \] (4)

Considering (3) and (4), the bus voltage can be formulated as (5):

\[ V_j = \left[ V_i^2 - 2 * (P_i R_{ij} + jQ_i X_{ij}) + (R_{ij}^2 + X_{ij}^2) * \left( \frac{P^2_i + Q^2_i}{V_i^2} \right) \right]^{0.5} \] (5)

2.2. Formulation of Power and Energy Losses with RDGs and SCBs

According to Equations (1) and (2), setting the $\xi_{DG}^p$, $\xi_{SCB}^q$, and $\xi_{DG}^q$ parameters by 0, the “active” and “reactive” power losses within nodes “i” and Bus “j” are estimated by:

\[ P_{Loss(i,j)} = R_{ij} \left( \frac{P^2_{ij} + Q^2_{ij}}{V_i^2} \right) \] (6)

\[ Q_{Loss(i,j)} = X_{ij} \left( \frac{P^2_{ij} + Q^2_{ij}}{V_i^2} \right) \] (7)

Based on (6), the whole basic real power loss of the RDN is given by:

\[ P_{T Loss,b} = \sum_{j=1}^{N} P_{Loss(i,j)} \] (8)

Accordingly, the whole basic energy-cost is represented by the following:

\[ E_{T Loss,b} = \left( \sum_{t_y}^{T_y} (PWF)^{t_y} \right) \cdot K_e \cdot P_{T Loss,b} \cdot T_h \] (9)

where, the “present worth factor” (PWF) is written by [25]:

\[ PWF = \frac{1 + Infr}{1 + IntR} \] (10)

By the location of RDGs and/or SCBs on the RDN via setting the $\xi_{DG}^p$, $\xi_{SCB}^q$, and $\xi_{DG}^q$ parameters by 1, the real power losses are estimated by (11):

\[ P_{DGC,Loss(i,j)} = R_{ij} \left( \frac{P^2_{DGC(i,j)} + Q^2_{DGC(i,j)}}{V_i^2} \right) \] (11)
The whole real power loss with RDGs and/or SCBs can be produced by (12):

\[
P_{DGC,TLoss} = \sum_{j=1}^{N} P_{DGC,\text{Loss}(i,j)} \quad (12)
\]

Thence, the whole energy-cost via RDG and/or SCB integrations are estimated as follows:

\[
E_{DGSCB,TLoss} = \left( \sum_{ty} (PWF)_{ty}^{T_{pp}} \right) \cdot K_e \cdot P_{DGC,TLoss} \cdot T_h \quad (13)
\]

### 2.3. Power Loss Index (PLI)

PLI is the rate of whole power-loss via RDGs and/or SCBs to the whole basic power-loss. It can be represented by the following:

\[
\Delta P_{\text{IDGSCB}} = \frac{P_{DGC,TLoss}}{P_{TLoss,b}} \quad (14)
\]

The installation of RDGs and/or SCBs minimizes the total power loss in the system. Minimization of the total system power loss is achieved by minimizing \( \Delta P_{\text{IDGSCB}} \).

### 2.4. Voltage-Level Index

The voltage-index at the basic-issue \( VI_b \) without RDGs and SCBs is deduced by:

\[
VI_b = \sum_{i=2}^{nb} \left( V_i^b - V_{\text{max}} \right)^2 + \left( V_i^b - V_{\text{min}} \right)^2, \quad i = 2, 3, \ldots, nb \, \text{(Number of nodes)} \quad (15)
\]

The voltage-index \( VI_{\text{DGSCB}} \) with RDGs and/or SCBs is represented by the following:

\[
VI_{\text{DGSCB}} = \sum_{i=2}^{nb} \left( V_{i}^{\text{DGSCB}} - V_{\text{max}} \right)^2 + \left( V_{i}^{\text{DGSCB}} - V_{\text{min}} \right)^2 \quad (16)
\]

The voltage level index \( \Delta VI_{\text{Dev}} \) can be estimated as the following:

\[
\Delta VI_{\text{Dev}} = \frac{VI_{\text{DGSCB}}}{VI_b} \quad (17)
\]

### 2.5. Whole Operational-Cost Estimations

(A) Whole operational-cost at the basic case

The whole operational-cost via inserting RDGs and SCBs is introduced as the purchased real power-cost by the grid, including losses, which is given by [28]:

\[
TOC_b = \left( \sum_{ty} (PWF)_{ty}^{T_{pp}} \right) \cdot E_{mp} \cdot P_{\text{dem}} \cdot T_h
\]

and, \( P_{\text{dem}} = P_{TLoad} + P_{TLoss} \)

Thus, the whole base operational-cost of the whole system, including the energy cost base, is deduced by the following new formula:

\[
TOC_{\text{base}} = TOC_b + E_{TLoss,b} \quad (19)
\]
(B) Whole operational-cost of SCBs

The SCB installation cost covers the capacity via the siting costs, and they can be calculated as follows:

\[
\text{Cost}_{Q_c, \text{Inst}} = \left[ K_{SCB} \sum_{j} Q_j^C + K_b K_f \right] \cdot N_{\text{Inst}} \quad (20)
\]

The SCBs size \(Q_j^C\) kVar is deemed as a discrete amount via the stride capacity 50 kVar, which is located at the \(j\)th node. The \(N_{\text{Inst}}\) is a novel factor that has not been used before in the installation of SCBs. This factor is considered as the ratio of time planning \(T_{pp}\) to the 10 years of the SCB’s lifetime, because the maximum life time limit of the SCBs is no more than 10 years.

The capacitor “operating and maintenance” cost can be expressed by \([29]\):

\[
\text{Cost}_{Q_c, \text{OM}} = \left( \sum_{t} (PWF)_t \right) \cdot K_b \cdot K_{C,\text{OM}} \quad (21)
\]

Subsequently, the whole operational-cost of the SCBs is represented via means of the précis of \(\text{Cost}_{Q_c, \text{Inst}}\) and \(\text{Cost}_{Q_c, \text{OM}}\) as:

\[
\text{TOC}_{SCB} = \text{Cost}_{Q_c, \text{Inst}} + \text{Cost}_{Q_c, \text{OM}} \quad (22)
\]

(C) Whole operational-cost of RDGs

The RDGs “operating and maintenance” cost can be introduced by \((23)\):

\[
\text{Cost}_{Q_c, \text{OM}} = \left( \sum_{t} (PWF)_t \right) \cdot K_{DG,\text{OM}} \cdot \sum_j S_j^{DG} \quad (23)
\]

The inserted real power \(P_j^{DG}\) MW is deemed as a discrete amount via the stride capacity of 0.05 MW that is installed at the \(j\)th position.

Based on \((23)\), the RDG installation cost can be calculated as follows:

\[
\text{Cost}_{DG, \text{Inst}} = K_{DG} \cdot \sum_j S_j^{DG} \quad (24)
\]

Accordingly, the whole operational-cost of the RDGs can be represented by the following:

\[
\text{TOC}_{DG} = \text{Cost}_{DG, \text{OM}} + \text{Cost}_{DG, \text{OM}} \quad (25)
\]

Minifying of the whole operational-cost can be deemed as one of the merits of locating the RDGs and SCBs in the RDN. The whole operational-cost via the integration of RDGs and SCBs includes four components. (I) the whole operational-cost of SCBs in \((22)\); (II) the whole operational-cost of RDGs as in \((25)\); (III) the purchased cost of the RDN covering losses via integrating RDGs and SCBs. Consequently, \((18)\) is reformulated to be the purchased cost \((\text{TOC}_{DGSCB})\) of the grid via RDGS and SCBs; \((V)\) is the whole energy cost via locating the RDGs and SCBs as in \((13)\).

The whole operational-cost \((\text{TOC}_{T, DGSCB})\) of RDN via RDG and SCB allocation is minified based on:

\[
\text{TOC}_{T, DGSCB} = \text{TOC}_{T, SCB} + \text{TOC}_{DG} + \text{TOC}_{DGSCB} + E_{DGSCB, T\text{Loss}} \quad (26)
\]

The cost-index \(\Delta \text{OC}_{DGSCB}\) is equal to the proportion of \(\text{TOC}_{T, DGSCB}\) via the locations of the RDGs and SCBs to \(\text{TOC}_{\text{base}}\) in a basic situation, and it can be minimized based on \((19)\):

\[
\Delta \text{OC}_{DGSCB} = \frac{\text{TOC}_{T, DGSCB}}{\text{TOC}_{\text{base}}} \quad (27)
\]
2.6. Voltage Stability

2.6.1. Voltage Stability Definition

The voltage stability is one of volt is the capability to maintain the voltage and delivered power to loads by the system with an increase in nominal loads. Therefore, the voltage and power transmittance are controllable. If the capability of maintaining voltage and power transfer in the system is lost, the voltage is unstable, which leads to the voltage collapse process. Moreover, the power system will step inside a period of voltage instability before the voltage collapses. Therefore, with the continuity of voltage instability, the control of system voltage and power flow has been lost by system operators. The reverse supplies of the system reactive power will be exhausted, and the motors may begin to stall. According to this, voltage collapse may happen, if voltages decline any more [30]. In this regard, to avoid these problems, it is important to study the impact of installing devices such as SCBs and RDGs on voltage stability in the distribution network. To measure the voltage stability of the system, the Voltage Stability Index (VSI) is proposed [30].

2.6.2. VSI Analysis

For checking the power system security level, VSI can be used. Based on the power-flow for each bus of the RDN, the VSI is extracted [31]. The potential of the voltage collapse is avoided via maximizing the VSI of the nodes. This can be achieved by optimum allocation of SCBs and RDGs in the distribution network. The details of estimating the VSI can be found in [30]. This index can be formulating by the following:

\[
VSI_{(j)} = |V_i|^4 - 4 \cdot \left[ P_{j,eff} \cdot X_{ij} - Q_{j,eff} \cdot R_{ij} \right]^2 - 4 \cdot \left[ P_{j,eff} \cdot R_{ij} - Q_{j,eff} \cdot X_{ij} \right] \cdot |V_i|^2
\]  

(28)

2.7. Derivation of the Objective Function

The objective function of optimum allocation of RDGs and SCBs into the existing distribution grids can be implemented as multi-objective. In multi-objective functions, the formulas can be divided into three categories. In the first category, the multi-objective function can be formulated as the summation of an individual single objective via weights. The second category considers the formulation of the multi-objective function as a multi-objective index that is turned into a single objective function based on a goal programming technique. In the third one, considering more than one contrasting objective and choosing the best solution between them as main objective. In this work, it is selected multi-objective index via appropriate weighting factors. This multi-objective function index (MOFI) approach is deduced to minimize the power loss, voltage level, and whole operational-cost of the RDN. MOFI can be formulated by (29):

\[
MOFI = \min(\lambda_1^* \Delta P_{DGSCB} + \lambda_2^* \Delta V_{Dev} + \lambda_3^* \Delta OC_{DGSCB})
\]  

(29)

where:

\[
\sum_{k=1}^{3} \lambda_k^* = 1 \land \lambda_k^* \in [0, 1]
\]  

(30)

Constrains of the Objective Function

The following constraints are taken into consideration during the optimization process:

The Bus voltage \( V_i \):

\[
V_{min} \leq V_{(i)} \leq V_{max}
\]  

(31)

The voltage drop limit is limited as follows:

\[
|V_1 - V_i| \leq V_{Dr}^{max}
\]  

(32)
The total SCB size \( \sum_j Q_j^C \) can be restricted to the whole demand of the reactive power \( Q_{dem} \) by:

\[
\sum_j Q_j^C < Q_{dem}
\] (33)

The size boundaries of the RDGs are restricted to the total demand of the real power \( P_{dem} \) by:

\[
\sum_j P_{DG}^j < P_{dem}
\] (34)

The power line \( S_{l(i)} \) (kVA) inflows within the branches are restricted by their maximum rating \( S_{l(i)}^{rated} \) using (35):

\[
S_{l(i)} < S_{l(i)}^{rated}
\] (35)

### 2.8. Sensibility Factors Analysis for RDGs and SCBs Location

The loss sensibility factor (LSF) has been used for estimating candidate buses for the SCBs and RDGs. The active power loss is formulated by (37), whereas the LSF real \( (PLSF_{(i,j)}) \) and LSF reactive \( (QLSF_{(i,j)}) \) for the RDGs and SCBs, respectively, are estimated through (38) and (39) respectively:

\[
P_{\text{line loss}}(ij) = R_{ij} \left( \frac{P_{j,\text{eff}}^2 + Q_{j,\text{eff}}^2}{V_j^2} \right)
\] (36)

\[
PLSF_{(i,j)} = \frac{\partial P_{\text{line loss}}}{\partial P_{j,\text{eff}}} = \frac{2 \cdot P_{j,\text{eff}} \cdot R_{ij}}{V_j^2}
\] (37)

and,

\[
QLSF_{(i,j)} = \frac{\partial P_{\text{line loss}}}{\partial Q_{j,\text{eff}}} = \frac{2 \cdot Q_{j,\text{eff}} \cdot R_{ij}}{V_j^2}
\] (38)

### 2.9. Types of Studied RDGs

Two different systems of RDGs (A) and (C) are deemed in this work. The RDG system (A) is selected as a photovoltaics system (PV) and fuel cell (FC) at a power factor (PF) = 1, which only delivers real power. The second RDG system (C) is considered as a wind turbine (WT) at an optimum PF of 0.8 to 0.95 that is able to deliver real and reactive power.

The PV, WT, and FC models are characterized as the following:

(A) The model of PV:

The PV power depends on the solar irradiance level and the temperature. The relation between the solar irradiance and the PV power can be described according to the following formula [32]:

\[
P_{PV} = \begin{cases} 
P_{PVr} \cdot \left( \frac{W}{W_r} \right), & 0 \leq W \leq W_r \\
\frac{P_{PVr}}{W_r}, & W_r \leq W 
\end{cases}
\] (39)

where, \( W \) and \( W_r \) are represented as the solar irradiance (W/m\(^2\)) for the rated radiation and the elected placement at the earth’s surface (1000 W/m\(^2\)). \( P_{PVr} \) denotes the rated output power of PV at a temperature of 25 °C and solar radiation of (1000 W/m\(^2\)).

It is important to know that Egypt has a high solar radiation intensity—an annual global solar radiation of over 2000 kWh/m\(^2\) [33,34].
(B) The model of WT:

In the WT model, the relation between the wind speed and the WT output power can be written as the following formulation [32]:

\[
P_{PV} = \begin{cases} 
0, & 0 \leq V \leq V_{ci} \text{ or } V \geq V_{co} \\
P_{Wr} \cdot \left(\frac{V - V_{ci}}{V_{r} - V_{ci}}\right), & V_{ci} \leq V \leq V_{r} \\
P_{Wr}, & V_{r} \leq V \leq V_{co}
\end{cases}
\]  
(40)

where, \(V\), \(V_{ci}\), \(V_{co}\), and \(V_{r}\) are considered as the wind speed at the site under study, the cut in the speed, the cut out speed, and the rated wind speed, respectively. \(P_{Wr}\) is represented as the rated output power of the wind at the rated speed.

(C) The model of FC:

The proposed scheme does not employed batteries for storing the energy. It only uses an electrolyzer supplied with the storing surplus output power of PV and WT units for their optimal uses, producing hydrogen (H\(_2\)) from water by electrolysis. The H\(_2\) produced is then stored in a storage tank. It is then used to supply FC for later reuse when the PV power is less than the demand. The proton exchange membrane fuel cells (PEMFC) have attractive properties for the following reasons; lower operating temperatures, lower operating pressures, low pollutant emissions, and silent operation [35–37]. The hydrogen enters the anode of the FC and the oxygen enters the cathode. Protons and electrons are separated from hydrogen on the anode side. PEMFC consists of the anode, cathode, and the electrolyte [33]. At the anode; the hydrogen is divided into protons and electrons with the aid of a platinum catalyst. The protons transfer from the anode to the cathode, and then it is attracted to the cathode, while the electrons pass through an external load and produce a FC terminal voltage. The protons and electrons are recombined at the cathode side reacting with oxygen to produce heat and water.

The FC chemical reactions can be described as follows [38]:

\[
\begin{align*}
H_2 & \rightarrow 2H^+ + 2e^- \\
O_2 + 4e^- & \rightarrow 2O^- \\
H_2 + \frac{1}{2}O_2 & \rightarrow H_2O + \text{electrical energy} + \text{heat}
\end{align*}
\]  
(41, 42, 43)

Three types of losses occur inside the PEMFC; activation, ohmic, and concentration losses, therefore; the terminal voltage of PEMFC can be written as:

\[
V_{FC} = E_{Nernest} - V_{act} - V_{ohm} - V_{con}
\]  
(44)

where, \(V_{act}\) denotes the activation voltage loss, \(V_{ohm}\) denotes the ohmic voltage loss, \(V_{con}\) denotes the concentration voltage loss, and \(E_{Nernest}\) is the thermodynamic potential given by the following equation:

\[
E_{Nernest} = 1.229 - 0.85 \times 10^{-3} \cdot (T_c - 298.15) + 4.3085 \times 10^{-5} \cdot T_c \cdot \ln\left(P_{H2}/\sqrt{P_{O2}}\right)
\]  
(45)

where, \(T_c\) is the cell temperature in Kelvin, and \(P_{H2}\) and \(P_{O2}\) are the partial pressures of hydrogen and oxygen respectively.

The activation voltage loss can be given as follows [37]:

\[
V_{act} = -\left[\xi_1 + \xi_2 \cdot T + \xi_3 \cdot T \cdot \ln(C_{O2}) + \xi_4 \cdot T \cdot \ln(I)\right]
\]  
(46)

where, \(\xi_1, \xi_2, \xi_3, \xi_4\) are the FC model parametric coefficients, and \(C_{O2}\) is the oxygen concentration.
The ohmic voltage loss is produced due to the equivalent resistance of the FC:

$$V_{ohm} = I \cdot (R_M + R_C)$$  \hspace{1cm} (47)$$

where, $R_C$ is the contact to the electron conduction equivalent resistance, and $R_M$ is the equivalent resistance of membrane to proton conduction:

$$R_M = \frac{\rho_M \cdot l_{th}}{A}$$  \hspace{1cm} (48)$$

where, $\rho_M$ is the membrane specific resistivity, $l_{th}$ is the thickness of membrane, and $A$ is the water content of membrane.

The concentration voltage drop is formulated by (50):

$$V_{con} = -b \cdot \ln \left(1 - \frac{l/A}{I_{max}}\right)$$  \hspace{1cm} (49)$$

where, $b$ is the concentration loss constant, and $I_{max}$ is the maximum current destiny. The FC composes $n$ cells interconnected in series; therefore, the stack terminal voltage is as follows:

$$V_{stack} = n \cdot V_{FC} = n \cdot (E_{Nernest} - V_{act} - V_{ohm} - V_{con})$$  \hspace{1cm} (50)$$

3. Salp Swarm Algorithm-Based Strategy

Mirjalili et al. [39] presented an optimization approach, SSA, motivated from the navigation and foraging behavior of salp deep in the ocean. These creatures combine and form a swarm or a salp chain. The salp chain tries to find the best location of food via searching process with the help of a leader salp, with the others as followers. The algorithm starts with initializing a matrix with a dimension of $n \times dim$ representing salps’ positions, where $n$ is the number of agents and $dim$ is the number of variables to be designed. After that, each salp position is updated according to instructions received from the leader for swallowing the best food ($F$). The following equation is used for updating the salps’ positions [40,41]:

$$X^j_1 = \begin{cases} 
F_j + c_1((ub_j - lb_j)c_2 + lb_j), & c_3 \geq 0 \\
F_j - c_1((ub_j - lb_j)c_2 + lb_j), & c_3 < 0 
\end{cases}  \hspace{1cm} (51)$$

where, $X^j_1$ is the siting of the first salp leader in the $j$-th dimension, $F_j$ shows the siting of the food source in the $j$-th dimension, $ub_j/lb_j$ indicate the upper/lower boundaries of $j$-th dimension $c_2$, and $c_3$ are random numbers. Equation (52) illustrates that the salp leader only updates its siting in accordance with the food source.

The coefficient $c_1$ is a very significant parameter in SSA for the reason that it maintains a balance between exploration and exploitation, and it can be given by:

$$c_1 = 2e^{-\left(\frac{l}{L}\right)^2}$$  \hspace{1cm} (52)$$

where $l$ is the current iteration and $L$ is the maximum number of iterations. In fact, random numbers dictate if the next siting in $j$-th dimension should be towards positive infinity or negative infinity, as well as the step size. To update the position of the followers, the following equations are utilized (Newton’s law of motion):

$$c_1 = 2 \cdot e^{-\left(\frac{t}{L}\right)^2}$$  \hspace{1cm} (53)$$

where, $i \geq 2$, $x^j_t$ shows the position of the $i$-th follower salp in the $j$-th dimension, $t$ is time, $v_0$ is the initial speed, and $a = \frac{v_{final}}{v_0}$, where $v = \frac{v - x_0}{t}$. Because the time of the optimization is an iteration, the
discrepancy between the iterations is equal to 1, and considering $v_0 = 0$, this equation can be expressed as follows:

$$x_i^j = \frac{1}{2} \cdot a \cdot t^2 + v^0$$

In accordance with (52) and (54), the salp chains are modeled.

In this regard, the main steps of the SSA methodology are demonstrated in Figure 2. The SSA technique begins the optimization process by initializing multi-salps via random sittings. Consequently, it evaluates the fitness of every salp, discovers the salp via the best fitness, and assigns the position of the best salp to the variable F as the source food to be chased by the salp chain. Meantime the coefficient $c_1$ is updated using Equation (53). For each dimension, the position of leading salp is updated using Equation (52) and the positions of the follower salps are updated utilizing Equation (54). If any of the salp goes outside the search space, it will be brought back to the boundaries. Note that the salp population’s $x_i$ are considered as the active and reactive power of the RDGs and SCBs, and $n_b$ are the node numbers. All of these strides without the initiating phase are iteratively performed until the satisfying of an end criterion. However, the food source will be renewed within the optimization operation inasmuch as the salp chain is likely to get a better solution by exploring and exploiting the space around it. The salp chain has the potential to go forward to the most favorable solution’s global-optimum, which modifies along the iterations [39]. The adaptive operation of SSA permits the avoidance of local solutions, and lastly discovers an accurate evaluation of the best solution obtained within optimization operation.

The problem of optimal sizing and allocation of DGs is similar to many optimization problems that need a robust optimizer to obtain a good solution. Although the advantages of numerous modern optimization algorithms have been noted in the literature, it has been demonstrated by the No-Free-Lunch theorem [42] that none of these algorithms can solve all optimization problems. This theorem reveals the significance of new optimizers in different fields because the validation of certain optimizer to deal a set of problems does not guarantee its success in dealing with other problems. For example, a recently suggested SSA by Mirjalili [38] was not employed in the field of optimal sizing and allocating of DGs. SSA has been tested by many mathematical functions [43]; in addition, it has been used with global maximum power point tracking of photovoltaic systems [39]. It has been proven that the SSA algorithm is able to improve initial random solutions effectively and converge towards an optimal solution. This urges us to employ SSA to deal the problem of optimal sizing and allocation of DGs.
4. Simulation Investigation Results

The proposed schemes using the SSA, GOA, and PSOGSA algorithms were performed via MATLAB software (2015a, USA). The simulation results were investigated in two basic parts. In the first part (A), a comprehensive analysis between the studied techniques was implemented in two scenarios to prove and illustrate the most superior and effective technique to solve the optimal problems of the RDG and SCB installations. The second part (B) was considered as a study on the impact of the incorporation of RDGs and SCBs on the distribution grid by superior techniques. For distribution grids, the detailed data at different load levels, electricity price, and energy price, are introduced in Table 1 [44]. Table 2 shows the parameters of each optimizer.
weighting factors $\lambda$ were assumed. In Scenario A, it three RDG units of PV type at unity PF and three SCBs devices were considered. Scenario B considers one PV and two WT at optimal PFs, in addition to three SCBs devices.

The 33-Bus model is drawn in Figure 3. To verify the prepared mechanisms via the MOFI, two scenarios were assumed. In Scenario A, it three RDG units of PV type at unity PF and three SCBs devices were tested on the 33-bus distribution grid (Scenario A), based on the SSA technique, and the results are shown in Table 3. From this table, the best values of weighting factors were $0.5$, $0.4$ and $0.1$ at iteration 6.

Although iterations 12 and 13 had low $\Delta OC_{DGSCB}$ and MOFI values besides the high minimum voltage ($V_{\text{min}}$) level in comparison with iteration 6, iterations 12 and 13 had a high amount of RDG values, with a high value of total system power losses. Therefore, the 6th iteration was considered as a suitable iteration.

### Table 1. The information of network condition based load levels via electricity price and energy cost for the 33-Bus IEEE radial distribution network (RDN).

| Level  | Grid State | Time $T_h$ (h/Year) | $E_{\text{avg}}$ Electricity Price ($/\text{MWh}$) | $K_e$ Energy Price ($/\text{MWh}$) |
|--------|------------|---------------------|---------------------------------|-----------------|
| 50%    | light      | 2920                | 35                              | 25               |
| 100%   | nominal    | 4380                | 49                              | 40               |
| 150%   | peak       | 1460                | 70                              | 65               |

### Table 2. The values of the optimization coefficients and parameters.

| Optimizer          | Parameter Definition                                      |
|--------------------|-----------------------------------------------------------|
| PSOGSA             | $c_1 = 0.5, c_2 = 1.5, \text{max. iterations} = 20, \text{no. of agents} = 20, \alpha = 23, \Gamma_0 = 1$ |
| Gravitational Search Algorithm (GOA) | $c_{\text{max}} = 1, c_{\text{min}} = 0.00004, f = 0.5, l_1 = 1.5, \text{max. iterations} = 20, \text{search agents} = 20$ |
| SSA                | $\text{Max. iterations} = 20, \text{search agents} = 20$ |

### A. Comprehensive Analysis of Novel Techniques

The studied algorithms were performed and they satisfied the 33-Bus IEEE standard RDN [27, 28]. The 33-Bus model is drawn in Figure 3. To verify the prepared mechanisms via the MOFI, two scenarios were assumed. In Scenario A, it three RDG units of PV type at unity PF and three SCBs devices were considered. Scenario B considers one PV and two WT at optimal PFs, in addition to three SCBs devices.

The aim of the current work was to discover the most optimum status that assured minimum power losses and the whole operational-cost, in addition to the high enhancement of the voltage level, and energy savings by the means of incorporating RDGs and SCBs. Therefore, the selection of weighting factors $\lambda_1^\ast, \lambda_2^\ast$ and $\lambda_3^\ast$ was tested to be very suitable for this operation. Different values of the weighting factors of the main objective functions MOFI were tested on the 33-bus distribution grid (Scenario A), based on the SSA technique, and the results are shown in Table 3. From this table, to minimize system power losses and the MOFI objective function without violating the voltage limits or increasing $\Delta OC_{DGSCB}$, the best values of weighting factors were $0.5, 0.4$ and $0.1$ at iteration 6.

Although iterations 12 and 13 had low $TOC_{DGSCB}$ and MOFI values besides the high minimum voltage ($V_{\text{min}}$) level in comparison with iteration 6, iterations 12 and 13 had a high amount of RDG values, with a high value of total system power losses. Therefore, the 6th iteration was considered as a suitable iteration.

Figure 3. The line diagram of the IEEE 33-bus radial distribution network.
### Table 3. The definition of the parameters used.

| Iteration No. | $\lambda_1^*$ | $\lambda_2^*$ | $\lambda_3^*$ | DG-6 | DG-14 | DG-31 | Losses = $P + j\, Q$ | $V_{\text{min}}$ | $\Delta V_{\text{Dev}}$ | $\Delta P_{\text{DGSCB}}$ | $\Delta Q_{\text{DGSCB}}$ | MOFI   |
|---------------|----------------|----------------|----------------|------|------|------|----------------------|----------|------------------|-------------------|-------------------|--------|
| 1             | 1              | 1              | 1              | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 2             | 0.4            | 0.5            | 0.1            | 780  | 748.08| 780  | $22.4315 + j\, 17.2101$ | 0.9816   | 10,729,763.43    | 0.3799            | 0.1054            | 0.8727  |
| 3             | 0.3            | 0.6            | 0.1            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 4             | 0.2            | 0.7            | 0.1            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 5             | 0.1            | 0.8            | 0.1            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 6             | 0.5            | 0.4            | 0.1            | 780  | 748.08| 780  | $22.4448 + j\, 17.0482$ | 0.9816   | 10,729,763.43    | 0.3799            | 0.1054            | 0.8727  |
| 7             | 0.5            | 0.3            | 0.2            | 780  | 748.08| 780  | $22.4315 + j\, 17.0482$ | 0.9816   | 10,729,763.43    | 0.3799            | 0.1054            | 0.8727  |
| 8             | 0.5            | 0.2            | 0.3            | 780  | 748.08| 780  | $22.4315 + j\, 17.0482$ | 0.9816   | 10,729,763.43    | 0.3799            | 0.1054            | 0.8727  |
| 9             | 0.5            | 0.1            | 0.4            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 10            | 0.6            | 0.1            | 0.3            | 780  | 748.08| 780  | $22.4448 + j\, 17.0482$ | 0.9816   | 10,729,763.43    | 0.3799            | 0.1054            | 0.8727  |
| 11            | 0.6            | 0.2            | 0.2            | 780  | 748.08| 780  | $22.4248 + j\, 17.0482$ | 0.9816   | 10,729,763.43    | 0.3799            | 0.1054            | 0.8727  |
| 12            | 0.7            | 0.2            | 0.1            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 13            | 0.8            | 0.1            | 0.1            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 14            | 0.4            | 0.1            | 0.5            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 15            | 0.3            | 0.1            | 0.6            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 16            | 0.2            | 0.1            | 0.7            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |
| 17            | 0.1            | 0.1            | 0.8            | 780  | 780  | 780  | $22.4315 + j\, 17.2101$ | 0.9817   | 10,716,599.74    | 0.3795            | 0.1063            | 0.8717  |

The bold row are the parameters chosen for the values of the waiting factors.
Comprehensive analysis: The PLSF and QLSF values in Figure 4 are based on (38) and (39). The GOA and SSA algorithms elected the most favorable nodes from the PLSF and QLSF methods for the location and capacity of RDGs (nodes: 6, 14, and 31) and SCBs (nodes: 6, 17, and 30) optimally. However, the PSOGSA selected for the RDG location (nodes: 6, 13, and 31) and for the SCB location (nodes: 8, 14, and 30).

In Scenario A, Table 4 illustrates the influence of locating the multi-combinations of both the RDGs and SCBs on the 33-Bus RDN by several new techniques. Figure 5 shows the MOFI objective function trend with the number of iterations for each optimization algorithm. Moreover, the influence of the compensation units on the voltage levels and the voltage stability index levels based on different optimizers are shown in Figures 6 and 7. In this regards, based on the comprehensive analysis between these optimizers, although the SSA and GOA had the same results, the SSA was the fastest technique and it could find the optimal solutions by 5.30 s with seven iterations. The SSA and GOA had the best results in comparison with PSOGSA.

![Figure 4. The values of PLSF and QLSF of 33-Bus RDN.](image)

![Figure 5. Scenario A: Objective function variation in the case of PSOGSA (7 iterations), GOA (8 iterations), and SSA (7 iterations).](image)
Table 4. Scenario A and Scenario B results of 33-Bus RDN by different proposed techniques.

| Items                             | Base Case | Scenario A | Scenario B  |
|-----------------------------------|-----------|------------|-------------|
| Total losses (kW)                 | 210.98    | 22.74      | 20.0882     |
| Loss reduction (%)                | -         | 89.21      | 90.47       |
| Energy cost ($)                   | 539,318.38| 58,150.55  | 51,353.56   |
| Saving of energy cost ($)         | -         | 481,167.83 | 487,964.82  |
| Vmin (p.u)                        | 0.9037    | 0.9816     | 0.9829      |
| VSImin (p.u)                      | 0.6672    | 0.9285     | 0.9334      |
| Optimum RDGs siting/capacity (kVA)/optimum PF | -         | 13/700/1   | 14/701.94/0.9040 |
| Σ kVA of DG (kVA)                 | -         | 2300       | 2308.08     |
| Optimal capacitor location/size (kVar) | -         | 14/450     | 17/300      |
| Σ kVar of capacitor (kVar)        | -         | 1650       | 1500        |
| Capacitor installation cost ($)   | -         | 7950       | 7500        |
| O&M capacitor cost ($)            | -         | 13,132.2   | 13,132.2    |
| DG installation cost ($)          | -         | 920,000    | 923,235.48  |
| O&M DG cost ($)                   | -         | 5,291,751.58| 5,310,361.75|
| Purchased real power cost covering losses ($) | 12,294,529.75| 4,502,437.27| 4,475,534.13|
| Total annual operating cost (TOTAL) | 12,833,848.13| 10,793,421.61| 10,773,604.09|
| Net saving ($)                    | -         | 2,040,426.52| 2,047,217.82|
| Saving (%)                        | -         | 15.898     | 15.9517     |
| VDI                               | 0.42754   | 0.1624     | 0.1615      |
| ΔV_IDer                           | -         | 0.3799     | 0.3786      |
| ΔPl_DGSCB                         | -         | 0.1078     | 0.1054      |
| ΔOC_DGSC                          | -         | 0.8732     | 0.8727      |
| Total objective function (MOFI)   | 0.539     | 5.75/7     | GOA: 6.84/(8), SSA: 5.30/(7)|
| CPU (time speed) s/No. Iter.      | 0.539     | 5.75/7     | 12.16/(18)  |

The bold columns are the best results.
In Scenario B, according to Table 4 and Figure 8, the SSA was the fastest technique and it could reach the optimal solutions in 10.84 s within 19 iterations. Figures 6 and 7 show the effect of the installation of RDGs and SCBs simultaneously on voltage levels, and the VSI profile of the 33-Bus system. According to the numerical results in Scenario A and Scenario B, the results of Scenario B are better than in Scenario A. Moreover, the SSA and GOA techniques minimized the total system losses of power and energy and the total operating costs sufficiently. Besides, the voltage levels in Scenario B were higher than the levels in Scenario A. The proposed SSA and GOA techniques had the same results, and the trend of the objective function of MOFI was not enough to illustrate the best technique between them.
Therefore, the suitable way for the comprehensive analysis of these new techniques was done based on the statistical performance evaluation of each technique in both scenarios. In this regard, for evaluating the performance of proposed algorithms, five different metrics that are explained in Table 5 were taken into consideration. Table 6 illustrates the performance evaluation of four different optimization algorithms. Considering Table 6, one can see that the statistical evaluation confirmed that the SSA optimizer was a better algorithm compared to the other algorithms. It had a minimum values of root mean square error (RMSE). The SSA technique proved its superiority, accuracy, and high performance to detect the solutions optimally for RDGs and SCBs on distribution grids. Therefore, this superior technique was selected to study the effect of the incorporation of RDGs and SCBs on the distribution grid in different scenarios, and cases are discussed in the following section.

Table 5. Different metrics used to evaluate the performance of each optimizer.

| Item                | Acronym | Equation                                                                 |
|---------------------|---------|--------------------------------------------------------------------------|
| Relative error      | RE      | $\frac{\sum_{i=1}^{n} (MOFI_i - MOFI_{min})}{MOFI_{min}} \times 100\%$    |
| Mean absolute error | MAE     | $\frac{\sum_{i=1}^{n} (MOFI_i - MOFI_{min})}{n}$                        |
| Root mean square error | RMSE   | $\sqrt{\frac{\sum_{i=1}^{n} (MOFI_i - MOFI_{min})^2}{n}}$               |
| Standard deviation  | SD      | $\sqrt{\frac{\sum_{i=1}^{n} (MOFI_i - MOFI)^2}{n}}$                     |
| Efficiency          | Eff     | $\frac{MOFI_{min}}{MOFI} \times 100\%$                                 |
Table 6. Attitude estimation of PSOGSA, GOA, and SSA techniques under two scenarios, A and B. The number of runs is 30.

| Scenario | Technique | Best Minimum Value of Objective Function $MOFI_{best}$ | Worst Value of Objective Function $MOFI_{worst}$ | Median | SD   | Average RE % | MAE (Mean Absolute Error) | RMSE (Root Mean Square Error) | Efficiency % |
|----------|-----------|------------------------------------------------------|--------------------------------------------------|--------|------|--------------|---------------------------|-----------------------------|--------------|
| Scenario A | GOA       | 0.2919                                               | 0.2919                                           | 1.6951$	imes 10^{-8}$ | 5.2109$	imes 10^{-9}$ | 5.0709$	imes 10^{-11}$ | 1.7420$	imes 10^{-10}$ | 100.0000       |
|          | SSA       | 0.2919                                               | 0.2919                                           | 2.3554$	imes 10^{-10}$ | 4.4890$	imes 10^{-11}$ | 4.3684$	imes 10^{-13}$ | 2.3567$	imes 10^{-12}$ | 100.0000       |
|          | PSOGSA    | 0.2919                                               | 0.2938                                           | 0.2927 | 0.0278 | 0.0881       | 8.5692$	imes 10^{-4}$ | 8.9957$	imes 10^{-4}$ | 99.7074       |
| Scenario B | GOA       | 0.2857                                               | 0.2857                                           | 1.4748$	imes 10^{-6}$ | 6.3049$	imes 10^{-7}$ | 6.0047$	imes 10^{-9}$ | 1.0785$	imes 10^{-5}$ | 99.9974       |
|          | SSA       | 0.2857                                               | 0.2859                                           | 5.5412$	imes 10^{-4}$ | 1.3120$	imes 10^{-4}$ | 1.2495$	imes 10^{-6}$ | 5.5895$	imes 10^{-6}$ | 99.9996       |
|          | PSOGSA    | 0.2857                                               | 0.2861                                           | 0.2860 | 0.0088 | 0.0307       | 2.9250$	imes 10^{-4}$ | 3.0501$	imes 10^{-4}$ | 99.8977       |

Bold items show the best results by SSA.
5. The Egyptian System

Middle Egypt Distribution Network (MEDN) has been considered as a case study for analyzing and deducing PQ issues. It has serious demands that are suffering from voltage levels deteriorations. These deteriorations are considered as a significant issue in PQ. The practical measurements and analysis study can be found in details in [45]. The 15 bus system that was measured and analyzed, is illustrated in Figure 9 [45]. In Figure 10, the voltage deviations over 24 h for all buses is demonstrated. The power load profile is explained in Figure 11.

![Figure 9](image9.jpg)

**Figure 9.** A 15-bus system of the Middle Egyptian Distribution Network (MEDN).

![Figure 10](image10.jpg)

**Figure 10.** Voltage profile curves over 24 h.

![Figure 11](image11.jpg)

**Figure 11.** Real and reactive power curves at every node at 11 kV over 24 h.

Based on the previous numerical results besides the practical measurement and analysis on the Egyptian grid, the optimal placement and capacity of the RDGs and SCBs in the distribution grids
was considered as the best and most appropriate solution to overcome the problems that affected the Egyptian case study of MEDN, such as high power losses and total operating costs, in addition to the degradation in power quality, which was represented in the low voltage profile levels. The minimum voltage at the high side (11 kV) was deduced as 0.8593 p.u., therefore the minimum voltage at the low side (0.4 kV) for the last consumer may reach a smaller value, which is considered a dangerous situation. The SSA optimizer proved its superiority with high performance and accuracy for solving the problems of RDG and SCB locations and capacities simultaneously; thus, the SSA optimizer was used for the Egyptian case study, MEDN. Moreover, the SSA was used as a controller based on switches and selectors to regulate the RDG and SCB systems over 24 h for the proposed case study of MEDN.

The operation of the proposed SSA optimizer of the MEDN case study is illustrated in Figure 12. In this figure, the SSA optimizer as a controller collected input data such as voltages (i.e., $V_j$ and/or $V_{nb}$) and active/reactive power loads (i.e., $P_{L,j} + Q_{L,j}$ and/or $P_{L,nb} + Q_{L,nb}$) at critical nodes to locate the RDGs and/or SCBs with optimum size based on sensors, then at each hour, the SSA selected the optimum capacity for the integrated devices (i.e., as outputs from SSA) of the RDGs ($P_{DG,j} + Q_{DG,j}$ and/or $P_{DG,nb} + Q_{DG,nb}$) and/or SCBs ($Q_{C,j}$ and/or $Q_{C,nb}$), based on the binary decision selector (0 or 1) for the switches at the optimum selected location by the same technique according to the hour operation.

5.1. Simulation Characteristics of the PV and WT Systems for MEDN

Solar irradiance and wind speed data were obtained from the NASA database website [46] for the Egyptian region, especially in Minia city. Based on HOMER software [47], the characteristics of the PV and WT modules were simulated based on (40) and (41). The irradiance is shown in Figure 13 as daily solar irradiation for the studied system over various months, including the clearance index. Considering Figure 13, one can see that the median radiation was 5.97 kWh/m²/day. Figure 14 illustrates the wind speed for the MEDN at an average of 4.1 m/s.
was considered as each hour per year, including the price of electricity market ($/MWh) was 70 at peak loads at 70 $/MWh; at other load levels it was 49 $/MWh; also, the energy cost rate ($/MWh) was 65 $/MWh at the

Based on the HOMER software analysis, Figure 15 shows the characteristics over 24 h of the PV, WT, and FC systems, based on the load characteristics of the MEDN case study. The FC was proposed with a maximum range of 400 from 18:00 to 0:00 h, and to 1000 kW from 1:00 to 8:00 h. The PV and WT systems ranged between 400 to 1000 kW. In the practical case study of MEDN, three scenarios were considered. In the first scenario—I, only the SCB locations over 24 h, including the control operation were considered. Then, in the second scenario—II, the location of the RDGs at variable load levels, including control operation over 24 h, was proposed. In the last scenario—III, simulation of installation of the RDGs and SCBs were installed simultaneously over 24 h.

Due to the nominal loads almost being closed to the light loads in the case of the MEDN case study, which was considered as the second month, being warmer with higher wind speeds, as in Figures 13 and 14. Based on the HOMER software analysis, Figure 15 shows the characteristics over 24 h of the PV, WT, and FC systems, based on the load characteristics of the MEDN case study. The FC was proposed with a maximum range of 400 from 18:00 to 0:00 h, and to 1000 kW from 1:00 to 8:00 h. The PV and WT systems ranged between 400 to 1000 kW. In the practical case study of MEDN, three scenarios were considered. In the first scenario—I, only the SCB locations over 24 h, including the control operation were considered. Then, in the second scenario—II, the location of the RDGs at variable load levels, including control operation over 24 h, was proposed. In the last scenario—III, simulation of installation of the RDGs and SCBs were installed simultaneously over 24 h.

Due to the nominal loads almost being closed to the light loads in the case of the MEDN case study (Egypt Region), the definition of its parameters are considered as follows. The hourly time \( T_h \) was considered as each hour per year, including the price of electricity market \( (E_{mp}) \) at peak loads at 70 $/MWh; at other load levels it was 49 $/MWh; also, the energy cost rate \( (K_e) \) was 65 $/MWh at the

5.2. The Simulation Results of the MEDN Case Study

The measurement and analysis of the MEDN case study was implemented in the summer season, especially at the end of the July month, which was considered as the second month, being warmer with higher wind speeds, as in Figures 13 and 14. Based on the HOMER software analysis, Figure 15 shows the characteristics over 24 h of the PV, WT, and FC systems, based on the load characteristics of the MEDN case study. The FC was proposed with a maximum range of 400 from 18:00 to 0:00 h, and to 1000 kW from 1:00 to 8:00 h. The PV and WT systems ranged between 400 to 1000 kW. In the practical case study of MEDN, three scenarios were considered. In the first scenario—I, only the SCB locations over 24 h, including the control operation were considered. Then, in the second scenario—II, the location of the RDGs at variable load levels, including control operation over 24 h, was proposed. In the last scenario—III, simulation of installation of the RDGs and SCBs were installed simultaneously over 24 h.

Due to the nominal loads almost being closed to the light loads in the case of the MEDN case study (Egypt Region), the definition of its parameters are considered as follows. The hourly time \( T_h \) was considered as each hour per year, including the price of electricity market \( (E_{mp}) \) at peak loads at 70 $/MWh; at other load levels it was 49 $/MWh; also, the energy cost rate \( (K_e) \) was 65 $/MWh at the
peak loads, and at other loads levels, it was 40 $/MWh [28]. The purchase cost of the RDGs (K_DG) was
considered at 150,000 $/MW according to [48] for small-scale distribution grids.

The candidate buses were calculated at each hour for the locations of the RDGs and/or SCBs
based on PLSF and QLSF analyses using (38) and (39) respectively. Therefore, the optimum locations
by the SSA optimizer for SCBs were selected as 10 and 14 buses, and the SCBs were switched by SSA
over 24 h. The optimum locations (buses) by the SSA optimizer for RDGs were selected as 7 and
11 buses, and for SCBs, the selected optimum buses were 10 and 14. In this work, and according
to Figure 15, it was simulated that the WT and PV systems worked from 8:00 am till 17:00 at buses 7 and
11, respectively, then the WT and FC systems worked from 18:00 to 0:00 at buses 7 and 11,
respectively, and finally, the FCs worked from 1:00 am to 7:00 am at buses 7 and 11, at unity PF.

![Figure 15. Hourly data characteristics of the PV, WT, and FC systems for the site under study (kW/h).](image)

In Scenario I, the switched SCBs within 24 h at buses 10 and 14 were selected and controlled by
the SSA optimizer, as illustrated in Figure 16. Qc10 and Qc14 represent the locations of the SCBs at
buses 10 and 14 respectively. The different sizes of the installed RDGs in Scenario II are illustrated in
Figure 17. DG7 and DG11 are considered as the placements of the RDGs at buses 7 and 11 respectively.
In Scenario III, the hourly data of both SCB and RDG locations and capacities are shown in Figures 18
and 19. The effect of the switched compensated devices of the SCBs and the integrated RDGs by
SSA on the voltage profile and VSI profile of MEDN within 24 h are shown in Figures 20 and 21.
The peak level of the voltage profile in the base case was considered at 14:00 (the seventh hour). In
Scenario I, the minimum voltage level was enhanced from 0.8591 p.u. unto 0.9053 p.u. at this peak
hour. The minimum voltage stability level was improved from 0.5453 p.u. to 0.672 p.u at the same
peak hour. In Scenario II, the voltage profile and voltage stability index profile were improved as
compared with Scenario I. The minimum voltage and VSI levels were 0.9650 p.u. and 0.867 p.u at
19:00, respectively. Scenario III was considered as the best case as compared with the other scenarios,
which the minimum voltage and voltage stability index levels being 0.9852 p.u. and 0.942 p.u at 15:00
and 20:00, respectively.
Figure 16. Scenario I: Hourly data of switched SCBs at buses 10 and 14 (kVAr/h).

Figure 17. Scenario II: Hourly data of the integrated RDGs at buses 7 and 11 (kW/h).
Figure 18. Scenario III: Hourly data of the switched SCBs at buses 10 and 14 (kVAr/h).

Figure 19. Scenario III: Hourly data of the integrated RDGs at buses 7 and 11 (kW/h).
In Figure 22, the minimization of the system active power losses due to the RDGs and SCBs installations at different scenarios within 24 h are shown. The incorporation of both RDGs and SCBs in Scenario III minimized the total system losses effectively as compared to other scenarios. The energy losses cost ($/h) of MEDN are shown in Figure 23. The energy losses cost were minimized, which was clearly based on the installations of the RDGs and SCBs simultaneously in optimal locations and at optimal sizes in Scenario III. Figures 24 and 25 illustrate the total purchasing costs and the total
operating costs of the completely proposed system at three scenarios, and Scenario III succeeded in minimizing both costs effectively. In this regard, it was clear that the optimum allocation of the RDGs and SCBs simultaneously in Scenario III based on the SSA optimizer had a great effect in reducing system power losses, energy losses costs, and purchasing and total operating costs of the system, beside boosting the voltage levels and VSI profile of the proposed MEDN scheme.

**Figure 22.** Hourly data of system active power losses (kW/h) based on different scenarios.

**Figure 23.** Hourly data of energy loss costs ($/h) in different scenarios.
Figure 24. Hourly data of the total purchase cost of all systems ($/h) in different scenarios.

Figure 25. Hourly data of the $T,DGSCB$ (Total operating cost) ($/h) in different scenarios.

To explain the difference between the three scenarios clearly, a comprehensive analysis between the scenarios at a peak hour of 14:00 was implemented, which was considered to be the worst case. Table 7 explains a comparison between Scenario I, Scenario II, and Scenario III at the worst peak load at 14:00 (the seventh hour). In this Table, the installation of the RDGs and SCBs in Scenario III had the highest reduction in active power losses of 97.5271%. In this scenario, the saving in energy losses costs was $101477.43, which was considered to be the highest saving amount as compared with the other scenarios. Although the purchase and total operating costs in Scenario III were higher than in Scenario II at the 14:00 case study, the purchase and total operating costs in Scenario III within 24 h
were generally lower than Scenario I and Scenario II, as shown in Figures 24 and 25. The voltage level and voltage stability index level of the different scenarios are explained in Figures 26 and 27, respectively. The voltage and VSI levels were clearly improved in Scenario III to 0.9877 p.u. and 0.9518 p.u., respectively. From Table 7 and Figures 26 and 27, the incorporation of locating the RDGs and SCBs had the best value, as compared with installing the SCBs or RDGs separately.

**Table 7.** The results of Scenario I, Scenario II, and Scenario III for the MEDN system at 14:00 (seventh hour) based on SSA.

| Items                                      | Base Case | Scenario I | Scenario II | Scenario III |
|--------------------------------------------|-----------|------------|-------------|--------------|
| Total Losses (kW)                          | 225.4637  | 177.1717   | 15.0768     | 5.5753       |
| Loss Reduction (%)                         | -         | 21.4177    | 93.31       | 97.5271      |
| Energy Cost ($)                             | 104,050.42| 81,763.89  | 6957.87     | 2572.98      |
| Saving of Energy Cost ($)                  | -         | 22286.53   | 97,092.55   | 101,477.43   |
| Vmin (p.u)/Bus (15)                        | 0.8593    | 0.9053     | 0.9727      | 0.9877       |
| VSImin (p.u)/Bus (15)                      | 0.5453    | 0.6718     | 0.8951      | 0.9518       |
| Power Factor (PF)                          | 0.8950    | 0.9992     | 0.5219      | 0.9987       |
| Optimal DG Siting/Capacity (kVA)/Optimum PF| -         | (7)/894.42 | (11)/900/1  | (11)/800/1   |
| ∑ kVA of DG (kVA)                          | -         | -          | 1794.42     | 1654.40      |
| Optimal Capacitor Location/Size (kVar)     | -         | (10) 450   | -           | (10) 350     |
| ∑ kVar of capacitor (kVar)                 | -         | 900        | -           | 530          |
| Capacitor Installation and O&M Cost ($)    | -         | 14100      | -           | 11,426.9     |
| DG installation and O&M cost ($)           | -         | -          | 689,515.56  | 648,955.82   |
| Purchased Active Power Cost including Losses ($) | 1,094,265.37 | 1,070,264.49 | 144,812.78  | 189,790.09   |
| Total Operating Cost (TOC_T,DDGSCB) ($)    | 1,198,315.79| 1,157,214.68 | 841,286.22  | 852,745.80   |
| Net Saving ($)                             | -         | 41,101.10  | 357,029.97  | 345,569.98   |
| Saving (%)                                 | -         | 3.4299     | 29.79       | 28.8380      |
| VDI                                        | 0.3700    | 0.2383     | 0.1607      | 0.1672       |
| ΔV_DG                                      | -         | 0.6440     | 0.4342      | 0.4518       |
| ΔP_DDG                                     | -         | 0.7858     | 0.0669      | 0.0247       |
| ΔOCDGSCB                                   | -         | 0.9657     | 0.7021      | 0.7116       |
| Total Objective Function (MOFI)            | -         | 0.7471     | 0.2773      | 0.2636       |

**Figure 26.** Voltage profile (p.u) in three scenarios at the highest peak load.
6. Conclusions

This paper introduces the very recent optimization approach Salp Swarm Algorithm (SSA) for the installation of RDGs and/or SCBs optimally on the various RDNs. A multi-objective function Index (MOFI) approach that improves voltage level, minimizing power loss and total operating cost sufficiently, is considered as the main objective function in this work, to boost the robustness, superiority, and performance of the prepared method by discovering the most optimal solutions. The proposed approach is tested on a 33-Bus IEEE radial distribution system under different load levels with different scenarios. Via the 33-Bus IEEE grid, two scenarios were assumed. In Scenario A, three RDG units, PV-type at unity PF, and three SCB devices. Scenario B considered one PV and two WTs at an optimal PF in addition to the three SCB devices. The obtained results are compared with the Grasshopper Optimization Algorithm (GOA) and the hybrid PSO with the Gravitational Search Algorithm (PSOGSA). Scenario B via PV, WT, and SCBs had the best results in comparison with Scenario A; consequently, it was deemed as the most favorable case for operating under different load conditions. The SSA optimizer proved its superiority with a high performance and accuracy for solving the problems of RDG and SCB locations and capacities simultaneously. Accordingly, this algorithm was selected to deal the optimum siting/capacity of the RDGs and SCBs for the Egyptian RDN via three scenarios. According to the numerical results, Scenario III with PV, WT, FC and SCB systems was superior, with sufficient effects compared to Scenario I with SCBs, and Scenario II with RDGs only, for solving the problems in the Egyptian case study. Scenario III sufficiently and clearly minimized system power losses, energy costs, and the whole operational-cost of the proposed scheme, along with a notable improvement in the voltage profile and voltage stability index.
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Nomenclature

\( N \) \hspace{1cm} \text{Number of branches}

\( P_{ij}, Q_{ij} \) \hspace{1cm} \text{The active and reactive power that flows through branch } \mathcal{N}.

\( P_j, Q_j \) \hspace{1cm} \text{The active and reactive power that are estimated at bus } j.

\( P_{ij}, Q_{ij} \) \hspace{1cm} \text{Active and reactive load that are connected at node } j.

\( \xi^p_{DG} \) \hspace{1cm} \text{The active power parameter that is set to 1 if there is an injected active power source (DG) or set to zero if there is no injected active power.}

\( \xi^q_{SCB} \) \hspace{1cm} \text{Reactive power parameter that is equal to 1 if there is an injected reactive power source (SCB), or equal to zero if there is no injected reactive power.}

\( \xi^q_{DG} \) \hspace{1cm} \text{Reactive power parameter that is equal to 1 if there is an injected reactive power source (DG), or equal to zero if there is no reactive power injection.}

\( nb \) \hspace{1cm} \text{Number of buses.}

\( i \) \hspace{1cm} \text{1 \ldots nb (No of buses).}

\( P_{TLoss,b} \) \hspace{1cm} \text{Base total active power losses.}

\( T_h \) \hspace{1cm} \text{The time in hours.}

\( K_e \) \hspace{1cm} \text{The energy cost rate ($/MWh).}

\( E_{TLoss,b} \) \hspace{1cm} \text{Base total active energy loss cost.}

\( IntR \) \hspace{1cm} \text{Interest rate (12.5\%).}

\( T_{pp} \) \hspace{1cm} \text{Planning period time represented as 20 years.}

\( t_y \) \hspace{1cm} \text{Number of years (1 \ldots T_{pp})}

\( P_{DGC(L),j}, Q_{DGC(L),j} \) \hspace{1cm} \text{Active and reactive power with DGs and/or SCBs that flow through a sample branch.}

\( P_{DG,TLoss(i,j)} \) \hspace{1cm} \text{Active power losses with DGs and/or SCBs.}

\( E_{DG,SCB,TLoss} \) \hspace{1cm} \text{Total active energy loss cost after installing DGs and/or SCBs.}

\( \Delta P_{DG,SCB} \) \hspace{1cm} \text{Power loss index.}

\( V_{DG,SCB} \) \hspace{1cm} \text{Per-unit voltage at } i \text{-bus after installing the DGs and/or SCBs.}

\( V_{\text{max}}, V_{\text{min}} \) \hspace{1cm} \text{Maximum and minimum voltage limits.}

\( E_{mp} \) \hspace{1cm} \text{Electricity market price ($/MWh).}

\( P_{dem}, Q_{dem} \) \hspace{1cm} \text{The total active and reactive power demand of the network.}

\( P_{TLoad}, Q_{TLoad} \) \hspace{1cm} \text{Total active and reactive power load of the network (MW).}

\( \lambda^*_{k} \) \hspace{1cm} \text{Parameter considered as the weight factors of the objective function.}

\( K_{SCB} \) \hspace{1cm} \text{Purchase cost of capacitor (3 $/kVAr).}

\( \Delta V_{DG,SCB} \) \hspace{1cm} \text{Cost index (net operating cost).}

\( P_{TLoss} \) \hspace{1cm} \text{Total active power losses of the network (MW).}

\( TOC_{T, DG, SCB} \) \hspace{1cm} \text{Total annual operating cost with DGs and SCBs locations.}

\( V_{\text{SNI}} \) \hspace{1cm} \text{Voltage stability index.}

\( V_{\text{max}} \) \hspace{1cm} \text{The maximum limit of the voltage drop.}

\( V_1 \) \hspace{1cm} \text{Base per unit voltage.}

\( LSF \) \hspace{1cm} \text{Loss sensitivity factor.}

\( V_{i, DG, SCB} \) \hspace{1cm} \text{Per-unit voltage at i-bus after installing the DGs and/or SCBs.}

\( E_{mp} \) \hspace{1cm} \text{Electricity market price ($/MWh).}

\( P_{dem}, Q_{dem} \) \hspace{1cm} \text{The total active and reactive power demand of the network.}

\( P_{TLoad}, Q_{TLoad} \) \hspace{1cm} \text{Total active and reactive power load of the network (MW).}

\( \lambda^*_{k} \) \hspace{1cm} \text{Parameter considered as the weight factors of the objective function.}

\( K_{SCB} \) \hspace{1cm} \text{Purchase cost of capacitor (3 $/kVAr).}
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