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Abstract

In two-dimensional loop models, the scaling properties of critical random curves are encoded in the correlators of connectivity operators. In the dense $O(n)$ loop model, any such operator is naturally associated to a standard module of the periodic Temperley-Lieb algebra. We introduce a new family of representations of this algebra, with connectivity states that have two marked points, and argue that they define the fusion of two standard modules. We obtain their decomposition on the standard modules for generic values of the parameters, which in turn yields the structure of the operator product expansion of connectivity operators.
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1 Introduction

In the study of critical two-dimensional statistical models, the conceptual framework and computational tools of Conformal Field Theory (CFT) have proven very efficient [1]. Most notably, the conformal minimal models provide a classification of scale invariant phase transitions and the conformal bootstrap fixes the multi-point correlation functions. A related area of interest is concerned with random curves within these critical models, to describe for instance interfaces of spin clusters, dense or dilute polymers, and the contours of percolation clusters. In the continuum scaling limit, these objects scale to random fractal curves, whose full description involves the study of their connectivity correlation functions [2]. For this, one needs to consider a model which comprises not only the operators describing the local degrees of freedom, but also those encoding the connectivity properties of the curves of interest. On the lattice, models of random polygons like the $O(n)$ loop model [3] are exactly adapted to this situation.

Critical random curves have been studied since the early times of CFT [8], and more recently they have motivated new advances in mathematical physics. In particular, some of the latter works deal with (i) logarithmic CFTs associated to loop models [9–11], (ii) structure constants of the algebra of connectivity operators [12–15], their relations with the imaginary Liouville CFT [16–18], and their numerical conformal bootstrap [19–23], and (iii) the representation theory of the underlying diagram algebra on the lattice [24–30] – namely, the Temperley-Lieb algebra. In particular, a good deal of consistent results were obtained in the case of connectivity operators sitting at the boundary of the system. From the CFT point of view, these boundary operators are degenerate under the Virasoro algebra [31]. Their fusion rules are known and their correlation functions are accessible analytically (see for example [32, 33]), either using the conformal bootstrap or from the exact knowledge of the singular vectors.

The fusion of the boundary operators has a counterpart in the $O(n)$ loop model at finite size, in terms of the fusion of representations of the diagrammatic algebras. For the ordinary Temperley-Lieb algebra $\text{TL}_N(\beta)$, where $N$ is the system size and $\beta$ is the loop weight, the fusion procedure defines a representation of $\text{TL}_{N_a+N_b}(\beta)$, out of a pair of representations of $\text{TL}_{N_a}(\beta)$ and $\text{TL}_{N_b}(\beta)$. This can be done in various ways. A first lattice construction of fusion [9, 34] is based on the representations of the Temperley-Lieb algebra that arise in the study of the loop model on a strip with certain integrable boundary conditions attached at each end of the strip. A second construction [35, 36] defines the new representations inductively using the inclusion $\text{TL}_{N_a}(\beta) \otimes \text{TL}_{N_b}(\beta) \subset \text{TL}_{N_a+N_b}(\beta)$. This amounts to studying the lattice model on a domain shaped like a pair of pants: the degrees of freedom of two subsystems of sizes $N_a$ and $N_b$ evolve separately until they are joined into a larger system of size.
\[ N = N_a + N_b \] where they then interact. The two constructions turn out to be equivalent and produce fusion rules that are consistent with those of the chiral boundary fields.

In the present work, we are interested in the operator algebra of bulk connectivity operators for critical loop models – a problem for which the above lattice approach needs to be adapted substantially. A fundamental step in this program is the construction of the lattice analogs of the operator product expansion of the non-chiral connectivity operators. In radial quantisation, the evolution operators, namely the Hamiltonians and transfer matrices, are seen as dilatation operators acting radially. They are therefore endowed with periodic boundary conditions. As a result, the proper algebraic structure is the enlarged periodic Temperley-Lieb algebra \( \mathcal{EPTL}_N(\beta) \). A connectivity operator \( O_{k,x}(r) \) in the loop model is described by its number of defects \( 2k \in \mathbb{N} \) and its twist parameter \( x \in \mathbb{C}^\times \). It is naturally associated, through the state-operator correspondence, with a standard module \( W_{k,x}(N) \) over \( \mathcal{EPTL}_N(\beta) \), spanned by link states with \( 2k \) defects attached to a marked point. In the scaling limit, these operators have conformal dimensions that depend continuously on \( x \). They are in general not degenerate under the Virasoro algebra, and hence the usual method, based on the translation of null-vector equations into differential equations for the correlation functions, does not apply. For the same reasons, their fusion rules under the operator product expansion cannot be obtained by standard methods.

To define fusion at the lattice level, one should find a way to glue two periodic systems of sizes \( N_a \) and \( N_b \) into a larger periodic system of size \( N = N_a + N_b \), a construction which is clearly not as straightforward as in the non-periodic case. There are in fact multiple ways to perform this gluing and thus to construct representations of \( \mathcal{EPTL}_N(\beta) \) from pairs of representations on smaller lattice sizes. Two such proposals were recently put forward [37–39] – see also [40]. In each case, the authors build representations from pairs of representations on smaller lattices, argue that these can be interpreted as the fusion of these representations, and obtain the module decomposition as direct sums of indecomposable representations. From the resulting module decompositions, it is readily observed that the two proposals [37, 38] and [39] are inequivalent. Moreover, it is presently unclear whether these two prescriptions for fusion are physically useful to compute the operator product expansion of the bulk connectivity operators.

In this paper, we present a new candidate for the fusion of representations of \( \mathcal{EPTL}_N(\beta) \), which we believe is a good lattice analog of the operator product expansion of the bulk connectivity operators. Consider two operators \( O_{k,x}(r_a) \) and \( O_{\ell,y}(r_b) \) in a correlation function of the loop model, that may potentially involve more such operators. To fully define the correlation function, one needs to keep track not only of the windings of the loop segments around the point \( r_a \), or around the point \( r_b \), but also of the loop segments that wind around both \( r_a \) and \( r_b \). For this reason, we introduce modules \( X_{k,\ell,x,y,z}(N) \) that depend not only on \( x \) and \( y \), but also on a third parameter \( z \). These modules will be spanned by link states drawn on a disc with two marked points \( a \) and \( b \). In the absence of defects, the three free variables \( x, y, z \) parameterise the weights of the different kinds of loops: \( \alpha_a = x + x^{-1} \), \( \alpha_b = y + y^{-1} \) and \( \alpha_{ab} = z + z^{-1} \). For non-zero defect numbers, the parameters \( x, y, z \) instead couple to the winding of the defects around the two marked points. We will study the decomposition of \( X_{k,\ell,x,y,z}(N) \) over the standard modules and argue that it produces the fusion rule \( O_{k,x}(r_a) \times O_{\ell,y}(r_b) \).

**Summary of the results.** We focus on values \( \beta = -q - q^{-1} \) of the loop weight where \( q \) is not a root of unity. A first main result is the construction of a family of modules \( X_{k,\ell,x,y,z}(N) \) over \( \mathcal{EPTL}_N(\beta) \), for half-integers \( k, \ell \), and \( x, y, z \in \mathbb{C}^\times \). These modules correspond in the above sense to the fusion \( W_{k,x}(N_a) \times W_{\ell,y}(N_b) \) of standard modules, in a twist channel characterised by the parameter \( z \). A second main result is the decomposition of \( X_{k,\ell,x,y,z}(N) \) over the irreducible standard modules, for
generic values of the parameters $q$ and $z$:

$$X_{k,\ell,x,y,z}(N) \simeq W_{k-\ell,z}(N) \oplus \bigoplus_{m=k-\ell+1}^{N/2} \bigoplus_{n=0}^{2m-1} W_{m,z(k-\ell)/m \exp(i\pi n/m)}(N), \quad k \geq \ell. \quad (1.1)$$

The decomposition for $k < \ell$ is obtained from $X_{k,\ell,x,y,z}(N) \simeq X_{\ell,k,y,x,z^{-1}}(N)$. A third main result regards the decomposition for $q$ generic but $z$ set to $z = \pm q^r$, with $r$ a positive integer. We show examples where it includes a reducible yet indecomposable module with three composition factors.

**Outline of the paper.** In Section 2, we review the main properties of the algebra $\mathcal{E}_{PTL}(\beta)$, in particular the important results of Graham and Lehrer [41] on the standard modules $W_{k,z}(N)$. We also propose an alternative construction of the Graham-Lehrer homomorphisms between standard modules for generic values of $q$. In Section 3, we recall the definition of fusion of standard modules for the ordinary Temperley-Lieb algebra, and we then present the definition of the new representations $X_{k,\ell,x,y,z}(N)$ of $\mathcal{E}_{PTL}(\beta)$. In Section 4, we study the structure of $X_{k,\ell,x,y,z}(N)$, and obtain the decomposition (1.1) for generic values of $q$ and $z$. We also discuss in an example the partially non-generic case $z = \pm q^r$ with $r$ an integer, namely in the module $X_{0,0,x,y,z}(N)$, and find that it exhibits a reducible yet indecomposable module. In Section 5, we discuss the relation between the representations $X_{k,\ell,x,y,z}(N)$ and the bulk connectivity operators, and in particular the consequences of the decomposition (1.1) for the computation of the correlation functions, in the scaling limit. Final remarks are given in Section 6. The properties of the Jones-Wenzl projectors are reviewed in Appendix A, and certain more technical computations of Section 4 are relegated to Appendix B.

## 2 The periodic Temperley-Lieb algebra and its standard modules

### 2.1 Definition of the algebra

The periodic Temperley-Lieb algebra, also called the affine Temperley-Lieb algebra, was first introduced by D. Levy in the context of the spin-$\frac{1}{2}$ XXZ chain and the Potts model [42]. Its representation theory was subsequently investigated by multiple groups [43, 41, 44, 45]. Here we work with the enlarged incarnation [46] of this algebra, $\mathcal{E}_{PTL}(\beta)$, which includes the rotation generators $\Omega$ and $\Omega^{-1}$. For the loop weight $\beta$, we use the convention

$$\beta = -q - q^{-1}, \quad q \in \mathbb{C}^\times. \quad (2.1)$$

We study the generic case, namely values of $q$ that are not roots of unity.

Let $N$ be an integer larger than 2. One set of generators for $\mathcal{E}_{PTL}(\beta)$ is the set \{ $e_1, e_2, \ldots, e_N, \Omega, \Omega^{-1}$ \}. These are subject to the relations

$$e_j^2 = \beta e_j, \quad e_j e_{j\pm1} e_j = e_j, \quad e_i e_j = e_j e_i \quad \text{for } |i - j| > 1, \quad (2.2a)$$

$$\Omega e_j \Omega^{-1} = e_{j-1}, \quad \Omega \Omega^{-1} = \Omega^{-1} \Omega = 1, \quad e_{N-1} e_{N-2} \cdots e_2 e_1 = \Omega^2 e_1, \quad (2.2b)$$

where $1$ is the identity operator, and the indices $i, j$ are taken modulo $N$.

The elements of $\mathcal{E}_{PTL}(\beta)$ are represented by connectivity diagrams on a periodic system of $N$ sites. Two equivalent presentations are possible. In the first, the diagrams live inside a horizontal rectangle with periodic boundary conditions in the horizontal direction. There are $N$ nodes on the top segment and likewise $N$ nodes on the bottom segment, with the labels $1, \ldots, N$. The $2N$ nodes
are connected pairwise by non-intersecting loop segments. Two diagrams are identified if they can be mapped to one another by a continuous deformation of the loop segments preserving their endpoints, namely they are homotopic. In the second presentation, the loop segments live in an annulus and connect the nodes, which are drawn on the inner and outer circular edges of the annulus. For the generators and the identity, the diagrams are

\[
\Omega = \begin{array}{cccccc}
1 & 2 & \ldots & N \\
N-1 & N & 1 & 2 & \ldots & 3 \\
\end{array}, \quad \Omega^{-1} = \begin{array}{cccccc}
1 & 2 & \ldots & N \\
N-1 & N & 1 & 2 & \ldots & 3 \\
\end{array}, \quad (2.3a)
\]

\[
e_j = \begin{array}{cccccc}
1 & 2 & \ldots & j & j+1 & \ldots & N \\
1 & 2 & \ldots & N-1 & j & j+1 & \ldots & N \\
\end{array}, \quad \text{for } 1 \leq j \leq N-1, \quad (2.3b)
\]

\[
e_N = \begin{array}{cccccc}
1 & 2 & \ldots & N \\
N-1 & N & 1 & 2 & \ldots & 3 \\
\end{array}, \quad 1 = \begin{array}{cccccc}
1 & 2 & \ldots & N \\
N-1 & N & 1 & 2 & \ldots & 3 \\
\end{array}, \quad (2.3c)
\]

We draw a dashed segment between the nodes 1 and N that indicates where the cut is performed to produce the rectangular diagram from the one on the annulus. Connectivity diagrams like those for \(e_N\), \(\Omega\) and \(\Omega^{-1}\) have loop segments that cross this segment.

In the annulus presentation, the product \(a_1 a_2\) of two elements of \(EPTL_N(\beta)\) is obtained by drawing \(a_2\) inside \(a_1\). The new connectivity diagram is obtained by reading the connection of the nodes from the inner and outer perimeters. The diagram may also contain contractible loops, namely loops which do not wrap around the annulus. Each such loop is removed and replaced by a multiplicative factor \(\beta\). Using this product, with words in the generators one can obtain any pairing of the \(2N\) nodes by non-intersecting loop segments. Loop segments that tie the inner and outer perimeter can wind arbitrarily many times around the annulus. The algebra is thus infinite dimensional. Moreover, for \(N\) even there can be an arbitrary number of non-contractible loops, namely closed loops that encircle the inner perimeter. Of course, the same definition of the action of the algebra applies to the rectangular diagrams, namely \(a_1 a_2\) is obtained by drawing \(a_2\) above \(a_1\) and reading the new connectivity diagram from the lower and upper segments.

The (ordinary) Temperley-Lieb algebra \(TL_N(\beta)\) is the subalgebra of \(EPTL_N(\beta)\) generated by \(e_1, \ldots, e_{N-1}\). In the annular presentation, the restricted set of connectivity diagrams of \(TL_N(\beta)\) are those without loop segments crossing the dashed segment. Below, we use the diagrams on the annulus when discussing \(EPTL_N(\beta)\) and resort to the rectangular presentation for results involving \(TL_N(\beta)\).

### 2.2 Useful elements of the algebra

In this subsection, we recall the definition of some elements of \(EPTL_N(\beta)\) that play an important role in the next sections: the Jones-Wenzl projectors and the braid transfer matrices.
**Jones-Wenzl projectors.** The Jones-Wenzl projectors $P_1, \ldots, P_N$ \cite{25,27,47} are elements of the ordinary Temperley-Lieb algebra $\mathcal{TL}_N(\beta) \subset \mathcal{EPTL}_N(\beta)$. They are defined recursively as

$$P_1 = 1, \quad P_{n+1} = P_n + \frac{[n]}{n+1} P_n e_n P_n, \quad (2.4)$$

where we use the notation

$$[k]_q = \frac{q^k - q^{-k}}{q - q^{-1}}, \quad k \in \mathbb{C}, \quad (2.5)$$

whereby $\beta = -[2]_q$. We depict the Jones-Wenzl projectors as

$$P_n = \quad n \quad . \quad (2.6)$$

Some of the known properties of these projectors are given in Appendix A.

**Braid transfer matrices.** The braid tile is defined as

$$\quad \frac{q^{1/2}}{q^{-1/2}} \quad + \quad q^{-1/2} \quad . \quad (2.7)$$

A useful identity satisfied by the tiles is the *push-through* property

$$\quad \quad \quad = \quad \quad \quad . \quad (2.8)$$

The two braid transfer matrices $F$ and $\bar{F}$ in $\mathcal{EPTL}_N(\beta)$ are defined in terms of the braid tile as

$$F = \begin{array}{ccc} \begin{array}{c} N-1 \\ \vdots \\ N \end{array} & \begin{array}{c} 1 \\ 2 \\ \vdots \\ N \end{array} \end{array}, \quad \bar{F} = \begin{array}{ccc} \begin{array}{c} N-1 \\ \vdots \\ N \end{array} & \begin{array}{c} 1 \\ 2 \\ \vdots \\ N \end{array} \end{array}, \quad (2.9)$$

and are therefore to be understood in what follows as a sum of $2^N$ connectivity diagrams of $\mathcal{EPTL}_N(\beta)$. These operators have been studied previously in various contexts \cite{48–51}. They are in the center of $\mathcal{EPTL}_N(\beta)$, namely

$$F \Omega = \Omega F, \quad \bar{F} \Omega = \Omega \bar{F}, \quad F e_j = e_j F, \quad \bar{F} e_j = e_j \bar{F}, \quad j = 1, 2, \ldots, N. \quad (2.10)$$

**2.3 Standard and vacuum modules**

We denote by $W_{k,z}(N)$ the standard modules of $\mathcal{EPTL}_N(\beta)$, with $0 \leq k \leq \frac{N}{2}$, $2k \in \mathbb{Z}_{\geq 0}$, $2k \equiv N \mod 2$ and $z \in \mathbb{C}^\times$. The link states of $W_{k,z}(N)$ are diagrams drawn inside a disc wherein $N$ nodes from the perimeter are connected by non-intersecting loop segments. Moreover a marked point is drawn inside this disc. For $k = 0$, all the nodes are connected pairwise by arcs that do not pass through the marked point. For $k > 0$, $2k$ nodes from the perimeter are attached to the marked point by *defects*, and the
rest of the nodes are connected pairwise by arcs. Two link states are considered identical if they are homotopic. For example, here are the link states for $W_{0,z}(4)$, $W_{1,z}(4)$ and $W_{2,z}(4)$:

$$W_{0,z}(4) : \quad (2.11a)$$

$$W_{1,z}(4) : \quad , \quad W_{2,z}(4) : \quad . \quad (2.11b)$$

For convenience, we choose a presentation where the position of the marked point changes from diagram to diagram, instead of one where the arcs are deformed around the marked point. The two are of course equivalent. One can also draw these link states along a horizontal line. For instance, in this setup the last states of $W_{0,z}(4)$ and $W_{1,z}(4)$ drawn in (2.11) are depicted as $\begin{array}{c}
1 \\
2 \\
3 \\
4
\end{array}$ and $\begin{array}{c}
1 \\
2 \\
3 \\
4
\end{array}$. However, it will turn out to be more natural for the construction in Section 3.2 to draw the link states on discs.

The standard action is defined as follows. To compute $c \cdot w$, with $c \in E^\text{PTL}_N(\beta)$ and $w \in W_{k,z}(N)$, we draw $w$ inside $c$, join their loop segments, and read the new link state on the outer perimeter. The action of $c$ is interpreted as an evolution down a long cylinder of the state $w$, which is seen as the top cap of the cylinder. For $k = 0$, if a closed loop is created, it is removed and replaced by a weight $\alpha = z + z^{-1}$ if it is non-contractible (namely it wraps around the marked point), and $\beta$ if it is contractible. For $k > 0$, if two defects are connected, the result is set to zero. Otherwise each closed loop is replaced by a factor of $\beta$. (Loops cannot encircle the marked point in this case.) Moreover, if a defect crosses the dashed line, it is unwinded at the cost of a twist factor. This factor is $z$ if the defect crosses the dashed line with the marked point to its right as it evolves down the cylinder, and $z^{-1}$ if it crosses this line with the marked point to its left. (The role of $z$ is thus quite different for $k = 0$ and for $k > 0$.) Here are examples of the standard action for $N = 4$:

$$e_1 \cdot = \beta , \quad e_3 \cdot = \alpha , \quad e_4 \cdot = , \quad (2.12a)$$

$$\Omega \cdot = z , \quad e_4 \cdot = z^{-1} , \quad e_2 \cdot = 0. \quad (2.12b)$$

The dimension of $W_{k,z}(N)$ is given by the binomial coefficient

$$\dim W_{k,z}(N) = \left( \begin{array}{c} N \\ N - 2k \end{array} \right). \quad (2.13)$$

The standard modules define finite-dimensional representations over an infinite-dimensional algebra, so they admit extra relations. First, for the special case $k = 0$ with $N$ even, the assignment of weights $\alpha$ to the non-contractible loops is achieved from the relations

$$\forall w \in W_{0,z}(N), \quad E \Omega^{\pm 1} E \cdot w = \left( \begin{array}{c} z + z^{-1} \end{array} \right) E \cdot w , \quad (2.14)$$

where $E = e_2 e_4 \cdots e_N$. Second, the element $\Omega^N$, which is central in $E^\text{PTL}_N(\beta)$, acts as a multiple of the identity on the standard modules:

$$\forall w \in W_{k,z}(N), \quad \Omega^N \cdot w = z^{2k} w . \quad (2.15)$$
Hence, the possible eigenvalues $\omega_n(z)$ of $\Omega$ in $W_{k,z}(N)$ are $N$-th roots of $z^{2k}$:

$$\omega_n(z) = z^{2k/N} e^{2\pi i n/N}, \quad n = 0, \ldots, N - 1.$$ \hfill (2.16)

The projector on the eigenspace of $\Omega$ of eigenvalue $\omega_n(z)$ is

$$\Pi_n = \frac{1}{N} \sum_{j=0}^{N-1} [\omega_n(z)]^{-j} \Omega^j. \hfill (2.17)$$

We also note that, on the standard module $W_{k,z}(N)$, the central elements $F$ and $\bar{F}$ (see Section 2.2) act as multiples of the identity, namely

$$\forall w \in W_{k,z}(N), \quad F \cdot w = \left(zq^k + \frac{1}{zq^k}\right) w, \quad \bar{F} \cdot w = \left(\frac{z}{q^k} + \frac{q^k}{z}\right) w. \hfill (2.18)$$

We also define the *vacuum module* $V(N)$ over $\mathcal{EPTL}_N(\beta)$. This module is constructed on the vector space of link states drawn on a disc with $N$ nodes and no marked point. To illustrate, the bases of $V(4)$ and $V(6)$ are

$$V(4) : \begin{array}{cc}
3 & 2 \\
4 & 1
\end{array}, \quad V(6) : \begin{array}{cc}
4 & 3 & 2 \\
6 & 1 & 5
\end{array}. \hfill (2.19a)$$

The module $V(N)$ has the same dimension as the standard module $V_0(N)$ over $\mathcal{TL}_N(\beta)$ with no defects, namely

$$\dim V(N) = \left(\frac{N}{2}\right) - \left(\frac{N-2}{2}\right). \hfill (2.20)$$

The action of $\mathcal{EPTL}_N(\beta)$ on $V(N)$ is similar to the action on standard modules, with the difference that there are no non-contractible loops, and therefore all closed loops are assigned the weight $\beta$.

### 2.4 The Graham-Lehrer theorem

In this subsection, we recall the main result of Graham and Lehrer [41] and its implications for the module decomposition of the standard modules.\(^1\) In their Theorem 3.4, they construct non-zero homomorphisms between two standard modules $W_{k,z}(N)$ and $W_{k,z}(N)$ for special values of the twist parameters $y$ and $z$:

$$W_{\ell,yq}(N) \to W_{k,z}(N), \quad \ell > k, \quad \epsilon \in \{-1, +1\}, \quad q \in \mathbb{C}^\times. \hfill (2.21)$$

Since the algebra $\mathcal{EPTL}_N(\beta)$ and its standard modules are invariant under the transformation $q \leftrightarrow q^{-1}$, there are also non-zero homomorphisms

$$W_{\ell,\epsilon q^{-1}}(N) \to W_{k,z}(N), \quad \ell > k, \quad \epsilon \in \{-1, +1\}, \quad q \in \mathbb{C}^\times. \hfill (2.22)$$

\(^1\)We adopt a different notation compared to Graham and Lehrer, with the equivalence given by $(W_{k,z})_{GL} \equiv W_{k/2,z}$. 
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These are the only non-trivial homomorphisms that exist between standard modules. In Section 2.5, we give a construction of such homomorphisms for \( q \) generic, that is explicit in terms of link states.

We note that the condition on \( z \) and \( y \) for a non-zero homomorphism \( W_{\ell,y}(N) \to W_{k,z}(N) \) to exist can be reformulated in terms of the braid transfer matrices, namely, it will exist if and only if \( \ell > k \), and \( F \) and \( \bar{F} \) have identical eigenvalues on the two modules [51]. We say that the parameter \( z \) of \( W_{k,z}(N) \) is generic if it is not of the form \( z = \varepsilon q^{\pm \ell} \) with \( \varepsilon \in \{ -1, +1 \} \) and \( \ell \in \{ k + 1, k + 2, \ldots, N/2 \} \). Moreover, we say that \( q \) is generic if it is not a solution of \( q^{2m} = 1 \) with \( m \in \mathbb{Z} \). In the following, we mainly focus on the generic values of \( q \).

The results of Graham and Lehrer yield the structure of the standard modules. For generic values of \( q \) and \( z \), the standard module \( W_{k,z}(N) \) is irreducible. For \( q \) generic but \( z \) non-generic, the non-zero homomorphism discussed above implies that \( W_{k,z}(N) \) has a submodule isomorphic to \( W_{\ell,\varepsilon q^{\pm k}}(N) \). This module is itself irreducible, so we write \( W_{\ell,\varepsilon q^{\pm k}}(N) \cong I_{\ell,\varepsilon q^{\pm k}}(N) \). The quotient \( W_{\ell,\varepsilon q^{\pm k}}(N)/I_{\ell,\varepsilon q^{\pm k}}(N) \) is also irreducible, and we denote it by \( I_{k,\varepsilon q^{\pm \ell}}(N) \). Furthermore, if \( W_{k,z}(N) \) admits only one proper submodule \( I_{\ell,\varepsilon q^{\pm k}}(N) \), it does not decompose as a direct sum \( I_{k,\varepsilon q^{\pm \ell}}(N) \oplus I_{\ell,\varepsilon q^{\pm k}}(N) \).

The above results on the structure of standard modules are expressed in terms of Loewy diagrams as

\[
W_{k,z}(N) \cong I_{k,z}(N) \quad \text{for } q, z \text{ generic,} \tag{2.23}
\]

\[
W_{k,\varepsilon q^{\pm \ell}}(N) \cong I_{\ell,\varepsilon q^{\pm k}}(N) \quad \ell > k, \quad \varepsilon \in \{ -1, +1 \}, \quad q \text{ generic.} \tag{2.24}
\]

For a gentle introduction to Loewy diagrams, we direct the reader to the appendix of [7]. In short, we recall that the Loewy diagram associated to a module \( M \) describes a filtration by submodules

\[
0 = M_0 \subset M_1 \subset \cdots \subset M_n = M, \tag{2.25}
\]

where each subquotient \( Q_j = M_j/M_{j-1} \) is the socle (namely, the maximal completely reducible submodule) of \( M/M_{j-1} \). The irreducible components of a subquotient \( Q_j \) are called the composition factors of \( M \). Each node of the Loewy diagram is associated to a composition factor. An arrow \( I \to I' \) in the Loewy diagram, where \( I \) and \( I' \) are composition factors belonging to the subquotients \( Q_j \) and \( Q_{j-1} \) respectively, indicates that the algebra acting on \( I \) can produce a non-zero element of \( I' \), but not vice-versa.

In contrast to standard modules, the vacuum module \( V(N) \) is always irreducible. We note that a module isomorphic to \( V(N) \) appears as a composition factor in the standard module \( W_{0,-q}(N) \). Indeed, the latter is a reducible module, with a submodule isomorphic to \( W_{1,-1}(N) \). The irreducible quotient module is isomorphic to the vacuum module:

\[
I_{0,-q}(N) = W_{0,-q}(N)/W_{1,-1}(N) \cong V(N). \tag{2.26}
\]

The modules discussed above have one or two composition factors. In general, Loewy diagrams can have more than two layers, with composition factors that belong neither to the socle nor the head. This can occur for instance for standard modules if both \( z \) and \( q \) are non-generic. In this case, all non-zero homomorphisms are still of the form (2.21) and (2.22). However, there can be more than one such homomorphisms into a given module \( W_{k,z}(N) \), characterised by different values of \( \ell \). The resulting module decomposition is more complex and involves more than two composition factors. It is however beyond the scope of this paper.
2.5 An alternative construction of the homomorphisms for $q$ generic

In this subsection, we give an alternative construction of the homomorphisms $W_{r,y}(N) \rightarrow W_{k,z}(N)$ for generic values of $q$ (but non-generic values of $y$ and $z$), that avoids the sum over forest polynomials used by Graham and Lehrer. We shall use the following strategy, in which the defect numbers $k$ and $\ell$ are fixed, and the system size $N$ varies. We first treat the “fundamental case” of a system size $N = 2\ell$, namely the smallest system size where both $W_{k,z}(N)$ and $W_{r,y}(N)$ are defined (recall that $\ell > k$): the module $W_{r,y}(2\ell)$ is actually one-dimensional, and hence the construction of the homomorphism amounts to defining a vector $w_{k,z}(\ell) \in W_{k,z}(2\ell)$ and proving that the action of the algebra on $w_{k,z}(\ell)$ is identical to its action on the single basis state of $W_{r,y}(2\ell)$. Then, as a second step, we consider larger values of the system size $N$, for which we define the homomorphism using what we call an insertion map, based on the properties of the vector $w_{k,z}(\ell)$ constructed previously.

The case $N = 2\ell$. Let us define the unique link state $v_k(\ell) \in W_{k,z}(2\ell)$ that has all of its $\ell - k$ arcs crossing the dashed segment between the marked point and the perimeter of the circle. We also define $w_{k,z}(\ell) = P_{2\ell} \cdot v_k(\ell)$. These two states are depicted as

$$v_k(\ell) = \begin{array}{ccc}
\ell-k+1 & \ell-k & \ell-k+1 \\
\ell+k+1 & \ell+k & \ell-k+1 \\
\ell-k & \ell-k+1 & \ell-k+1
\end{array}, \quad w_{k,z}(\ell) = \begin{array}{ccc}
\ell-k+1 & \ell-k & \ell-k+1 \\
\ell+k+1 & \ell+k & \ell-k+1 \\
\ell-k & \ell-k+1 & \ell-k+1
\end{array}. \quad (2.27)$$

In the second diagram, the projector $P_{2\ell}$ is drawn as a pink ribbon encircling $v_k(\ell)$. Clearly, these two states are well-defined for both generic and non-generic values of $z$. However, for non-generic values of $z$, the state $w_{k,z}(\ell) \in W_{k,z}(2\ell)$ has certain special properties, namely it satisfies the three relations

$$w_{k,z}(\ell) \neq 0, \quad \Omega^{\pm 1} \cdot w_{k,z}(\ell) = y^{\pm 1} w_{k,z}(\ell), \quad e_j \cdot w_{k,z}(\ell) = 0, \quad j = 1, \ldots, 2\ell, \quad (2.28)$$

for $(y, z) = (\varepsilon q^{\pm k}, \varepsilon q^{\pm \ell})$. The proofs of these relations are given in Appendix B, and rely on the properties of the Jones-Wenzl projectors discussed in Appendix A.

The module $W_{r,y}(2\ell)$ is one-dimensional – it is spanned by the single link state $v_\ell(\ell)$. Altogether, the properties (2.28) ensure that the linear map $W_{r,y}(2\ell) \rightarrow W_{k,z}(2\ell)$ defined by $v_\ell \mapsto w_{k,z}(\ell)$ is a homomorphism of modules for $(y, z) = (\varepsilon q^{\pm k}, \varepsilon q^{\pm \ell})$, with $\varepsilon \in \{-1, +1\}$.

The case $N > 2\ell$. In this case, we define a linear map $\Phi : W_{r,y}(N) \rightarrow W_{k,z}(N)$ on the link states of $W_{r,y}(N)$ using what we call the insertion algorithm. Given a link state $v \in W_{r,y}(N)$, we construct $\Phi(v) \in W_{k,z}(N)$ by selecting the $2\ell$ nodes of $v$ tied to defects, erasing these defects, and inserting instead the linear combination corresponding to the state $w_{k,z}(\ell)$ constructed in (2.27). We illustrate this with an example for the case $W_{2,q}(12) \rightarrow W_{1,q^2}(12)$:

$$v = \begin{array}{c}
\bullet
\end{array} \rightarrow \Phi(v) = \begin{array}{c}
\bullet
\end{array}. \quad (2.29)$$
As a second example, for the homomorphism $W_{1,1}(4) \to W_{0,q}(4)$, the map $\Phi$ applied to the states of $W_{1,1}(4)$ in the basis (2.11b) yields the four states

\begin{equation}
\begin{array}{cccc}
3 & 1 & 2 & 1 \\
4 & 4 & 4 & 4 \\
\end{array}
, \quad
\begin{array}{cccc}
3 & 1 & 2 & 1 \\
4 & 4 & 4 & 4 \\
\end{array}
, \quad
\begin{array}{cccc}
3 & 1 & 2 & 1 \\
4 & 4 & 4 & 4 \\
\end{array}
, \quad
\begin{array}{cccc}
3 & 1 & 2 & 1 \\
4 & 4 & 4 & 4 \\
\end{array}
. \tag{2.30}
\end{equation}

From the properties (2.28), it is clear that the action of $\mathcal{E}PTL_4(\beta)$ on these four states is invariant. In other words, these four states span a submodule of $W_{0,q}(4)$. Indeed, this action yields a vanishing result if two nodes attached to the projector are connected together. Otherwise, it modifies the connection between the nodes and the projector, in precisely the same way as it does for the defects in $W_{1,1}(4)$. In the general case, for $(y, z) = \left(eq^{k}, eq^{\ell}\right)$, the map $\Phi$ is non-zero, and satisfies the homomorphism relation

$$\forall a \in \mathcal{E}PTL_N(\beta), \quad \forall v \in W_{\ell,y}(N), \quad a \cdot \Phi(v) = \Phi(a \cdot v),$$

and hence the states $\Phi(v)$ with $v \in W_{\ell,y}(N)$ form a non-zero submodule of $W_{k,z}(N)$.

We note that this insertion algorithm was used previously to compute the determinant of the Gram matrix of the standard modules [52]. This idea will also turn out to be useful in Section 4, although in a slightly different form, to obtain the module decompositions of the representations $X_{k,\ell,x,y,z}(N)$.

### 3 Fusion of standard modules

#### 3.1 Fusion for the ordinary Temperley-Lieb algebra

In this section, we review the construction of fusion for standard modules over the ordinary Temperley-Lieb algebra $TL_N(\beta)$. This construction can be defined either algebraically or diagrammatically [9,35,34,36]. We denote by $V_k(N)$ the standard module over $TL_N(\beta)$ with $2k$ defects, and draw the link states as planar diagrams above a horizontal line. For instance, the two link states that span $V_{1/2}(3)$ are $\bigcirc\bigcirc$ and $\bigcirc\bigcirc$.

The algebraic construction of fusion is based on the fact that $TL_{N_a}(\beta) \otimes TL_{N_b}(\beta)$ is a subalgebra of $TL_{N_a+N_b}(\beta)$, and uses the idea of induction. The fusion $V_k(N_a) \times V_\ell(N_b)$ of two standard modules is defined as the representation of $TL_{N_a+N_b}(\beta)$

$$V_{k,\ell}(N_a + N_b) = TL_{N_a+N_b}(\beta) \otimes_{TL_{N_a}(\beta) \otimes TL_{N_b}(\beta)} \left(V_k(N_a) \otimes V_\ell(N_b)\right). \tag{3.1}$$

This can be understood as follows. First, a basis for the vector space will include all the states of the form $v \otimes w$ with $v \in V_k(N_a)$ and $w \in V_\ell(N_b)$. Acting on $v \otimes w$ with $a \in TL_{N_a+N_b}(\beta)$, we obtain $(a_1 \cdot v) \otimes (a_2 \cdot w)$ if $a = a_1 \otimes a_2 \in TL_{N_a}(\beta) \otimes TL_{N_b}(\beta)$. If $a \notin TL_{N_a}(\beta) \otimes TL_{N_b}(\beta)$, then $a(v \otimes w)$ cannot be simplified in terms of the standard action on $V_k(N_a)$ and $V_\ell(N_b)$. It instead produces a new state of the vector space. One thus acts successively with elements of the algebra until a complete basis is obtained. This is the meaning of $\otimes_{TL_{N_a} \otimes TL_{N_b}}$ in (3.1): it acts as a filter and only lets through elements of $TL_{N_a+N_b}(\beta)$ that lie in the subalgebra $TL_{N_a}(\beta) \otimes TL_{N_b}(\beta)$.

To illustrate, we consider the example $V_{1/2}(3) \otimes V_1(2)$. A basis of $V_{1/2,1}(5)$ is made of the elements

\begin{equation}
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
, \quad
\begin{array}{cccc}
\otimes&\otimes&\otimes&\otimes \\
\otimes&\otimes&\otimes&\otimes \\
\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc&\bigcirc\bigcirc \\
\end{array}
. \tag{3.2}
\end{equation}
In this algebraic setup, it is a priori not obvious that this constitutes a full basis, nor that the resulting representation depends only on the sum $N_a + N_b$. For instance, one could think that the state $e_2e_3(\text{\textbullet} \otimes \text{\textbullet})$ is missing from the basis. However the simple calculation
\[
e_2e_3(\text{\textbullet} \otimes \text{\textbullet}) = \frac{1}{\beta}e_2e_3(e_2 \cdot \text{\textbullet} \otimes \text{\textbullet}) = \frac{1}{\beta}e_2e_3(e_2(\text{\textbullet} \otimes \text{\textbullet})) = \frac{1}{\beta}e_2(\text{\textbullet} \otimes \text{\textbullet}) = \text{\textbullet} \otimes \text{\textbullet}
\] (3.3)
shows that this state already appears in (3.2).

A second equivalent construction of the fusion $V_k(N_a) \times V_\ell(N_b)$ is diagrammatic. The module $V_{k,\ell}(N_a + N_b)$ is defined on the vector space spanned by link states on $N_a + N_b$ nodes, with defect numbers that vary between $2|k - \ell|$ and $2(k + \ell)$. These defects are partitioned into two subsets: the first contains the leftmost $(r + k - \ell)$ defects and the second the rightmost $(r - k + \ell)$ defects, with $r$ taking the values $|k - \ell|, |k - \ell| + 1,\ldots,k + \ell$ for the different link states. In the diagrams, we use different colors to distinguish defects from the two subsets. For instance, the link states that span $V_{1/2,1}(5)$ are
\[
\text{\textbullet} \text{\textbullet}, \text{\textbullet} \text{\textbullet}, \text{\textbullet} \text{\textbullet}, \text{\textbullet} \text{\textbullet}, \text{\textbullet} \text{\textbullet}, \\text{\textbullet} \text{\textbullet}, \text{\textbullet} \text{\textbullet}, \text{\textbullet} \text{\textbullet}.
\] (3.4)

The action of $\text{TL}_N(\beta)$ on $V_{k,\ell}(N_a + N_b)$ is defined similarly to the action on standard modules. The only difference regards the weights assigned to the connection of defects. If $a \in \text{TL}_N(\beta)$ acting on a link state in $V_{k,\ell}(N)$ connects two defects from the same subset, then the result is set to zero. If $a$ connects two defects from different subsets, the result is not set to zero. These defects are instead removed with a weight 1.

The identification between the states in (3.2) and (3.4) is clear, as we drew them in the same order in the two bases. In general, one can show that the action of $\text{TL}_{N_a + N_b}(\beta)$ on $V_{k,\ell}(N_a + N_b)$ is identical in the algebraic and diagrammatic constructions, so that the two definitions are indeed equivalent. Furthermore, in the diagrammatic setup, the definition of the full basis is clear, and by definition the representations depend only on $N_a$ and $N_b$ through their sum $N_a + N_b$. In the above example, a convenient change of basis shows that, for generic values of $q$, the module $V_{1/2,1}(5)$ is isomorphic to the direct sum $V_{1/2}(5) \oplus V_{3/2}(5)$. These two summands account for the two possible values of the total number of defects of the states in (3.4). More generally, the fusion of $V_k(N_a)$ and $V_\ell(N_b)$ decomposes as
\[
V_k(N_a) \times V_\ell(N_b) = V_{k,\ell}(N) \simeq \bigoplus_{m = |k - \ell|}^{k+\ell} V_m(N), \quad \text{for } q \text{ generic,}
\] (3.5)
where $N = N_a + N_b$. This has the same structure as the tensor product of $\mathfrak{sl}(2)$ irreducible representations.

### 3.2 Representations over $\mathcal{EPTL}_N(\beta)$ with two marked points

In this section, we introduce new families of representations $X_{k,\ell,x,y,z}(N)$ of $\mathcal{EPTL}_N(\beta)$, for $x, y, z \in \mathbb{C}^\times$, which we interpret as the fusion $W_{k,x}(N) \times_z W_{\ell,y}(N)$ of standard modules. Our construction is inspired from the diagrammatic definition of fusion for $\text{TL}_N(\beta)$ described in Section 3.1. As detailed below, the parameter $z$ is a free variable in the construction that describes the interaction of the two standard modules in their fusion. In the absence of defects, it parameterises the weight of certain classes of loops, whereas in the presence of defects, it couples to the winding of the defects.
The module $X_{k,\ell,x,y,z}(N)$ is spanned by link states living on a disc with two marked points $a$ and $b$. We color these points respectively in green and purple in the diagrams. The circular perimeter has $N$ nodes attached to loop segments. They can either be connected pairwise by arcs, be connected by a defect to point $a$, or be connected by a defect to point $b$. We also define a point $c$ on the perimeter between the nodes $N$ and 1, and draw two dashed segments $ac$ and $bc$. Certain arcs may separate the points $a$ and $b$: we call these through-arcs. To illustrate, here are three such link states for $N = 12$:

\[ v_1 = 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad 9 \quad 10 \quad 11 \quad 12, \quad \text{v}_2 = 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad 9 \quad 10 \quad 11 \quad 12, \quad \text{v}_3 = 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad 9 \quad 10 \quad 11 \quad 12. \]  

We split our description of the modules $X_{k,\ell,x,y,z}(N)$ in three cases: (i) $k = \ell = 0$, (ii) $k > 0$, $\ell = 0$ and $k = 0$, $\ell > 0$, and (iii) $k, \ell > 0$.

**The case $k = \ell = 0$.** For $X_{0,0,x,y,z}(N)$, the link states that span the vector space have no defects attached to either $a$ or $b$. For instance, the full set of link states of $X_{0,0,x,y,z}(4)$ is

\[ 3 \quad 2 \quad 1 \quad 4, \quad 3 \quad 2 \quad 1 \quad 4, \quad 3 \quad 2 \quad 1 \quad 4, \quad 3 \quad 2 \quad 1 \quad 4. \]  

Likewise, the state $v_1$ in (3.6) is a link state of $X_{0,0,x,y,z}(12)$. Here, we choose the convention where the loop segments are fixed whereas the position of the two marked points vary according to the link state. The other convention is also possible, but makes the diagrams more tangled up.

The action $a \cdot v$ of $a \in \mathcal{E}_{\text{PTL}}(\beta)$ on a link state $v \in X_{0,0,x,y,z}(N)$ is obtained by drawing $v$ inside $a$ and reading the new link state from the outer perimeter. In this construction, the point $c$ between the nodes $N$ and 1 is moved to the outer perimeter, so that the dashed segments once again connect the marked points to the link state’s perimeter. A closed loop formed in the process is erased and is assigned (i) a weight $\alpha_a = x + x^{-1}$ if it wraps around the point $a$ only, (ii) a weight $\alpha_b = y + y^{-1}$ if it wraps around the point $b$ only, (iii) a weight $\alpha_{ab} = z + z^{-1}$ if it wraps around both $a$ and $b$, and (iv) a weight $\beta$ if it encircles neither $a$ nor $b$. Here are examples to illustrate:

\[ e_3 \cdot \quad = \alpha_a \quad \quad = \alpha_{ab} \quad \quad , \quad \quad e_2 \cdot \quad = \quad = \alpha_{ab} \quad \quad , \quad \quad e_1 \cdot \quad = \beta \quad \quad . \]  

\[ (3.8a) \quad (3.8b) \]
The cases \( k > 0, \ell = 0 \) and \( k = 0, \ell > 0 \). We describe the first case only, as the second is obtained from the first by interchanging the marked points \( a \) and \( b \), and changing \( k \to \ell, x \leftrightarrow y \) and \( z \to z^{-1} \).

The link states that span the vector space of \( X_{k,0,x,y,z}(N) \) have \( 2k \) defects attached to the point \( a \), no defects attached to the point \( b \), and \( N - k \) arcs. Some of these arcs can be through-arcs. Two link states \( v_1 \) and \( v_2 \) with no through-arcs are identified up to a twist factor if one can transform \( v_1 \) into \( v_2 \) by only pushing the marked point \( b \) across some defects. This is clarified below when we define the action of the algebra. Therefore, the only states with no through-arcs that we select for the basis of \( X_{k,0,x,y,z}(N) \) are those wherein the defects do not cross either of the two dashed segments. This is achieved by correctly choosing the location of the marked point \( b \) for each link state without through-arcs. For instance, the full set of states of \( W_{1,0,x,y,z}(4) \) is

![Diagram](3.9)

Likewise, the state \( v_2 \) in (3.6) is a link state of \( X_{1,0,x,y,z}(12) \).

The action of \( a \in \mathcal{EPTL}_N(\beta) \) on a link state \( v \) is obtained as before by drawing \( v \) inside \( a \) and reading the new link state from the outer perimeter. In this construction, the point \( c \) is again moved outwards, to the new link state’s perimeter. A closed loop is assigned a weight \( \alpha_b = y + y^{-1} \) if it encircles point \( b \) and \( \beta \) if it does not. If two defects are connected together, the result is set to zero. As a result, if the action of \( a \in \mathcal{EPTL}_N(\beta) \) creates a closed loop that encircles the point \( a \), the overall weight will vanish because \( a \) also connects defects of \( a \) together. Moreover, if a defect that evolves down the cylinder crosses the segment \( ac \), the segment \( bc \), or both, it produces a twist factor as follows. If it crosses the edge \( ac \), it is assigned a weight \( x \) if the point \( a \) lies to its right and \( x^{-1} \) if \( a \) lies to its left. Likewise, if a defect crosses the dashed segment \( bc \), it is assigned a weight \( x^{-1}z \) if \( b \) lies to its right and \( xz^{-1} \) if \( b \) lies to its left. If a defect crosses more than one dashed segment, then the resulting twist factor is the product of the corresponding weights. If it crosses none of the two segments, it is given the weight 1. Here are examples to illustrate:

\[
e_3 \cdot \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array} = \alpha_b \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array}, \quad e_1 \cdot \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array} = \beta \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array},
\]

(3.10a)

\[
e_1 \cdot \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array} = x \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array}, \quad e_2 \cdot \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array} = xz^{-1} \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array}, \quad e_1 \cdot \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array} = z \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array}.
\]

(3.10b)

We note that the second example in (3.10b) can be computed in two steps as

\[
e_2 \cdot \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array} = \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array} = xz^{-1} \begin{array}{c}
3 \quad 2 \\
4 \quad 1
\end{array}.
\]

(3.11)
The two rightmost link states appearing in this example are identical up to the position of the point b with respect to the defects attached to point a. As explained above in describing the link state basis, these two link states are identified up to a twist factor, here equal to $xz^{-1}$. In our convention, only the rightmost link state is selected to be a part of the basis (3.9). Finally, we summarize the rules for the unwinding of defects with the following examples:

\begin{align*}
3 & \cdot 2 = x, \\
3 & \cdot 1 = x^{-1}, \\
3 & \cdot 2 = x^{-1}z, \\
3 & \cdot 1 = xz^{-1}, \\
3 & \cdot 1 = z, \\
3 & \cdot 1 = z^{-1}.
\end{align*}

(3.12)

The case $k, \ell > 0$. The link states that span the vector space of $X_{k,\ell,x,y,z}(N)$ have a total number $2r$ of defects that varies, with $r$ taking the values $|k - \ell|, |k - \ell| + 1, \ldots, k + \ell$. Of these, $(r + k - \ell)$ are attached to point a and $(r + \ell - k)$ are attached to point b. The remaining $(N - 2r)$ nodes are connected pairwise by arcs. These can be through-arcs if $r = k + \ell$, but not if $r < k + \ell$.\(^2\) As in the previous case, the only states with no through-arcs that we select for the basis of $X_{k,\ell,x,y,z}(N)$ are those wherein no defects cross the two dashed segments. This is done by choosing appropriately the location of the two marked points. For instance, the full set of states of $X_{1,2,1,2,x,y,z}(4)$ is

\begin{align*}
\text{Likewise, the state } v_3 \text{ in (3.6) is a link state in } X_{3,1,1,2,x,y,z}(12). \\
The action } a \cdot v \text{ of the algebra is defined as usual with } v \text{ drawn inside } a, \text{ and the point } c \text{ moved to the outer perimeter. A closed loop is assigned a weight } \beta \text{ if it encircles neither of the marked points. If } k \neq \ell, \text{ loops may not encircle any of the two marked points. If } k = \ell \text{ however, loops may encircle both } a \text{ and } b \text{ and are then assigned weight } a_{ab} = z + z^{-1}. \\
\text{If a defect crosses a dashed segment, it produces a twist factor as follows.}^3 \text{ A defect attached to point } a \text{ crossing the segment } ac \text{ is assigned a weight } x \text{ if } a \text{ is to its right and } x^{-1} \text{ if } a \text{ to its left. A}
\end{align*}

\(^2\)This choice of vector space ensures that the resulting module is cyclic, namely that all the states in $X_{k,\ell,x,y,z}(N)$ can be produced by the action of the algebra on any link state with $2(k + \ell)$ defects and $\frac{N}{2} - k - \ell$ through-arcs, see Proposition 4.1.

\(^3\)For $k = \ell$, one can define more generally a module $X_{k,k,x,y,z,w}(N)$ with an extra parameter $w$, where the loops
defect attached to point \(a\) crossing the segment \(bc\) is assigned a weight \(x^{-1}z\) if \(b\) lies to its right and \(xz^{-1}\) if \(b\) lies to its left. A defect attached to point \(b\) crossing segment \(bc\) is assigned a weight \(y\) if \(b\) lies to its right and \(y^{-1}\) if \(b\) lies to its left. A defect attached to point \(b\) crossing the dashed segment \(ac\) is assigned a weight \((yz)^{-1}\) if \(a\) lies to its right and a weight \(yz\) if \(a\) lies to its left. Finally, if a defect crosses more than one segment, then the resulting twist factor is the product of the corresponding weights. In other words, the allocation of twist factors for the defects attached to point \(a\) are identical to those illustrated in \((3.12)\). The same rules for defects attached to the point \(b\) are obtained from \((3.12)\) by interchanging the color of two marked points, and changing \(x \rightarrow y\) and \(z \rightarrow z^{-1}\).

If the action of the algebra connects together two defects attached to the same marked point, the result is set to zero. The action of the algebra may however reduce the number of defects if it connects defects tied to \(a\) with defects tied to \(b\). The resulting weight depends on two factors: (i) the number of times the defect crosses each of the two dashed segments, and (ii) the relative positions of the marked points \(a\) and \(b\). In general, the weight of a defect is given by \(\mu \delta x^{n_a} y^{n_b}\). The numbers \(n_a\) and \(n_b\) count the number of times the defect winds around the points \(a\) and \(b\), respectively. Following an observer traveling on the defect from \(a\) to \(b\), \(n_a\) is positive if the observer crosses the dashed line \(ac\) with \(a\) to its right, and negative if \(a\) lies to its left. Likewise, following the observer traveling from \(b\) to \(a\), \(n_b\) is positive if the observer crosses the dashed line \(bc\) with \(b\) to its right. Moreover, we have \(\delta = 0\) if the segment \(ac\) is to the left of \(bc\) and \(\delta = 1\) if it lies to its right. In other words, there is an extra multiplicative weight \(\mu\) if \(ac\) lies to the left of \(bc\). The value of \(\mu\) is set to

\[
\mu = \frac{yz}{x}. \tag{3.14}
\]

This choice ensures that the definition of this action of \(\mathcal{CPTL}_N(\beta)\) on \(X_{k,\ell,x,y,z}(N)\) yields a well-defined representation. For instance, it ensures that the following two computations yield identical results:

\[
e_1 e_3 \cdot 1 = y^{-1} e_1 \cdot 1, \quad (3.15a)
\]

\[
e_3 e_1 \cdot 1 = x^{-1} z e_3 \cdot 1 = x^{-1} z. \quad (3.15b)
\]

Let us give more examples that illustrate the allocation of weights to the connection of two defects:

Encircling \(a\) and \(b\) are allocated the weight \(\alpha_{ab} = z + z^{-1}\), whereas the twist of defects are assigned twist factors \(x^{\pm 1}\), \((w/x)^{\pm 1}\), \(y^{\pm 1}\) and \((yw)^{\pm 1}\). The resulting representation can be shown to be isomorphic to \(X_{k,k,x,y,z}(N)\) for generic values of \(w\). For simplicity, we choose not to discuss this generalisation further here.
We illustrate the action of $\mathcal{E}_{\text{PTL}}(\beta)$ on $X_{k,\ell,x,y,z}(N)$ with two more examples for $N = 4$:

\[
e_4 \cdot \begin{array}{c}
\text{Diagram}
\end{array} = \frac{\mu x}{y} = z, \quad e_3 \cdot \begin{array}{c}
\text{Diagram}
\end{array} = z^{-1}. \tag{3.17}
\]

**Status as representations.** For each of these three families of modules, the action of $\mathcal{E}_{\text{PTL}}(\beta)$ defined above on the link states is extended linearly to all linear combinations of link states. Moreover, we claim that the diagrammatic rules described above define well-defined representations. This is in fact not obvious. We do not give here a complete proof of this claim, and only describe a sketch of a proof. The goal is to verify that $a_1 \cdot (a_2 \cdot v) = (a_1 a_2) \cdot v$ for all $a_1, a_2 \in \mathcal{E}_{\text{PTL}}(\beta)$ and $v \in X_{k,\ell,x,y,z}(N)$. Equivalently, one could check that the action of $\mathcal{E}_{\text{PTL}}(\beta)$ on $X_{k,\ell,x,y,z}(N)$ is consistent with the defining relations (2.2), but the first formulation turns out to be easier. Indeed, the diagrammatic definition for the product $a_1 a_2$ of two connectivities of $\mathcal{E}_{\text{PTL}}(\beta)$ consist in two rules: (i) each contractible loop is removed and replaced by a weight $\beta$, and (ii) two connectivities are identified if they only differ by deformations of the loop segments that do not change the connectivity of the 2N nodes. The diagrammatic action of $\mathcal{E}_{\text{PTL}}(\beta)$ on $X_{k,\ell,x,y,z}(N)$ respects these two rules. In particular, the second rule is satisfied because $a \cdot v$ is uniquely fixed in terms of the connectivity of the nodes, and does not depend on the precise paths taken by the loop segments. This is obvious if either $k$ or $\ell$ is zero.

For $k, \ell > 0$, the complex rule for the connection of defects makes this less obvious. It is in fact the specific choice (3.14) of $\mu$ that ensures that $a \cdot v$ is uniquely fixed and that the action of $\mathcal{E}_{\text{PTL}}(\beta)$ on the link states as defined above really produces a representation. Indeed, in many cases, computing the weight of a defect can be done in two ways. This is apparent for instance in the example (3.15), wherein the two ways of computing this weight can be summarised as

\[
\begin{array}{c}
\text{Diagram}
\end{array} = y^{-1} \quad \text{and} \quad \begin{array}{c}
\text{Diagram}
\end{array} = zx^{-1} = zx^{-1} \cdot 1. \tag{3.18}
\]

These indeed give identical results for $\mu = \frac{yz}{x}$. In contrast, for some diagrams, there is a unique way to compute the weight. This is the case for instance for

\[
e_1 e_3 e_2 \cdot \begin{array}{c}
\text{Diagram}
\end{array} = \mu y, \tag{3.19}
\]

corresponding to the diagram $\text{Diagram}$. The generator $e_2$ cannot be commuted to the left in any way, so its action on the link state is always resolved first. In other words, the weight of this diagram can only be computed by unwinding the defect around point $b$ first, producing the twist factor $y$. Similarly, each example in (3.16) can be resolved in either one or two ways, and the result is always unique.

**Properties of the representations** Furthermore, we note that on the modules $X_{k,\ell,x,y,z}(N)$, we have the identity

\[
\forall v \in X_{k,\ell,x,y,z}(N), \quad \Omega^N \cdot v = z^{2(k-\ell)} v, \tag{3.20}
\]

and for the special case $k = \ell = 0$,

\[
\forall v \in X_{0,0,x,y,z}(N), \quad E \Omega^{\pm 1} E \cdot v = (z + z^{-1}) E \cdot v, \tag{3.21}
\]

where $E = e_2 e_4 \cdots e_N$. 17
3.3 Gluing, induction and fusion

We consider two algebras $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_N(\beta)$ and $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_{\ell}(\beta)$ and two standard modules $W_{k,x}(N_a)$ and $W_{\ell,y}(N_b)$ over these algebras, with $N_a, N_b \in \mathbb{N}$. The gluing of $u_a \in W_{k,x}(N_a)$ and $u_b \in W_{\ell,y}(N_b)$, denoted $g_z(u_a, u_b)$, is a linear map from $W_{k,x}(N_a) \otimes W_{\ell,y}(N_b)$, seen as a module over $\mathcal{TL}_{N_a}(\beta) \otimes \mathcal{TL}_{N_b}(\beta)$, to $X_{k,\ell,x,y,z}(N)$, with $N = N_a + N_b$. The output is a diagram where both $u_a$ and $u_b$ are drawn inside a disc with $N_a + N_b$ nodes on its perimeter. The states $u_a$ and $u_b$ are associated to the marked point $a$ and $b$ in $X_{k,\ell,x,y,z}(N)$, respectively, and their nodes are attached to the nodes with labels 1, $\ldots$, $N_a$, and $N_a + 1, \ldots, N$. We illustrate this with two examples with $(N_a, N_b) = (4, 4)$ and $(5, 6)$:

\begin{equation}
\begin{array}{c}
g_z \left( \begin{array}{c}
3 \\
4
\end{array} \right) = \begin{array}{c}
6 \\
7
\end{array}
\end{array}
\end{equation}

By definition, the image of the map $g_z$ has the structure of $X_{k,\ell,x,y,z}(N)$. In other words, acting with elements of $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_N(\beta)$ on $g_z(u_a, u_b)$ assigns weights $\alpha_{ab} = z + z^{-1}$ to non-contractible loops, or produces twist factors that depend on $z$ for defects that wind around the two marked points. Moreover, the gluing map preserves the action of $\mathcal{TL}_{N_a}(\beta) \otimes \mathcal{TL}_{N_b}(\beta)$ on $W_{k,x}(N_a) \otimes W_{\ell,y}(N_b)$. Indeed, for any $u_a \in W_{k,x}(N_a)$ and $u_b \in W_{\ell,y}(N_b)$, the generators $\epsilon_j$ satisfy the relations

\begin{equation}
\epsilon_j \cdot g_z(u_a, u_b) = g_z(\epsilon_j \cdot u_a, u_b) \quad \text{for } 1 \leq j \leq N_a - 1,
\end{equation}

\begin{equation}
\epsilon_{N_a+j} \cdot g_z(u_a, u_b) = g_z(u_a, \epsilon_j \cdot u_b) \quad \text{for } 1 \leq j \leq N_b - 1.
\end{equation}

In constrast, the generators $\Omega^{\pm 1}$, $\epsilon_{N_a}$ and $\epsilon_N$ do not commute with $g_z$, namely their action can in general not be simplified in terms of the standard action of $\mathcal{TL}_{N_a}(\beta) \otimes \mathcal{TL}_{N_b}(\beta)$ in $W_{k,x}(N_a) \otimes W_{\ell,y}(N_b)$.

Recalling from Section 2.5 the definition of the states $v_k(\ell)$, we note that the gluing $g_z(v_k(N_a/2), v_\ell(N_b/2))$ produces a link state with a total number of $2k + 2\ell$ defects and with the maximal number $N/2 - k - \ell$ of through-arcs. Proposition 4.1 below will show that the module $X_{k,\ell,x,y,z}(N)$ is generated from the repeated action of $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_N(\beta)$ on such states, for $q, z$ generic. As a result, we can write

\begin{equation}
X_{k,\ell,x,y,z}(N) = \mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_N(\beta) \cdot g_z(W_{k,x}(N_a), W_{\ell,y}(N_b)).
\end{equation}

Crucially, although this relation is similar to (3.1), it should not be mistaken for a definition of $X_{k,\ell,x,y,z}(N)$, as the gluing map $g_z$ appearing on the right-hand side is by definition a map onto $X_{k,\ell,x,y,z}(N)$, and therefore assumes that the definition of this module is known. The statement of (3.24) is instead that the image of $W_{k,x}(N_a) \otimes W_{\ell,y}(N_b)$ under the action of $g_z$ produces the entire module $X_{k,\ell,x,y,z}(N_a + N_b)$ when acted on by $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_N(\beta)$.

This construction is somewhat analogous to that for $\mathcal{TL}_N(\beta)$ described in Section 3.1, with the gluing map playing a similar role to the selective tensor product in (3.1). This justifies our claim that $X_{k,\ell,x,y,z}(N)$ should be interpreted as the fusion of two standard modules:

\begin{equation}
W_{k,x}(N_a) \times_z W_{\ell,y}(N_b) = X_{k,\ell,x,y,z}(N).
\end{equation}
In this equation, we use the notation $\times_z$ to indicate that the parameter $z$ does not solely belong to $W_{k,z}(N_a)$ or $W_{\ell,y}(N_b)$, but instead describes the interaction between the two modules in their fusion, either through the weights given to loops encircling both marked points $a$ and $b$ or by its coupling to the winding of defects around these points.

We note however that an entirely algebraic definition of this fusion $W_{k,z}(N_a) \times_z W_{\ell,y}(N_b)$, similar to (3.1), is thus currently lacking. Such a definition should include in particular extra quotient relations (3.20) and (3.21), as well as other relations accounting for the complex diagrammatic rule for the connection of defects described in Section 3.2.

4 The structure of the modules $X_{k,\ell,x,y,z}(N)$

In this section, we investigate the decomposition of the modules $X_{k,\ell,x,y,z}(N)$. The main result is the following theorem.

**Theorem 1** For generic values of $q$ and $z$, we have the module decomposition

$$X_{k,\ell,x,y,z}(N) \simeq W_{k-\ell,z}(N) \oplus \bigoplus_{m=k-\ell+1}^{N/2} W_{m,z}((N-k-\ell)/m)e^{\pi in/m}(N), \quad \text{for } k \geq \ell. \quad (4.1)$$

Moreover, we have $X_{k,\ell,x,y,z}(N) \simeq X_{\ell,k,y,x,z-1}(N)$, which fixes the module decomposition of $X_{k,\ell,x,y,z}(N)$ for $k < \ell$.

This theorem holds for all $x, y \in \mathbb{C} \times$. We also note that the explicit decompositions for $q, z$ generic in fact do not depend on the values of $x$ and $y$. We discuss this further in Section 6.

4.1 Quotients and dimensions

In this subsection, we describe the tower structure of the module $X_{k,\ell,x,y,z}(N)$ and use it to compute its dimension.

**Depth and quotient modules.** For a given link state in $X_{k,\ell,x,y,z}(N)$, we define its depth $p$ as the number of its through-arcs. The possible values of $p$ are $0, 1, \ldots, N/2 - k - \ell$. In the example (3.6), $v_1$ and $v_2$ have depth $p = 2$ whereas $v_3$ has depth $p = 1$. Moreover, in (3.7), (3.9) and (3.13), the states are drawn with the depth constant on each line.

The action of the algebra $\mathcal{E}_{\text{PTL}_N}(\beta)$ on a basis state of $X_{k,\ell,x,y,z}(N)$ of depth $p$ only produces states whose depth is smaller or equal to $p$. We denote by $X^{(p)}_{k,\ell,x,y,z}(N)$ the submodule of $X_{k,\ell,x,y,z}(N)$ spanned by link states of depth at most $p$. These submodules define a filtration of $X_{k,\ell,x,y,z}(N)$:

$$X^{(0)}_{k,\ell,x,y,z}(N) \subset X^{(1)}_{k,\ell,x,y,z}(N) \subset \cdots \subset X^{(N/2-k-\ell)}_{k,\ell,x,y,z}(N) = X_{k,\ell,x,y,z}(N). \quad (4.2)$$

For $p \geq 1$, we introduce an equivalence relation for two elements $v_1, v_2$ of $X^{(p)}_{k,\ell,x,y,z}(N)$:

$$v_1 \equiv v_2 \left[ [p-1] \right] \quad \text{iff} \quad v_1 - v_2 \in X^{(p-1)}_{k,\ell,x,y,z}(N). \quad (4.3)$$

The corresponding quotient modules, made of the equivalence classes under this relation, are denoted

$$M^{(p)}_{k,\ell,x,y,z}(N) = X^{(p)}_{k,\ell,x,y,z}(N)/X^{(p-1)}_{k,\ell,x,y,z}(N), \quad p = 0, 1, \ldots, N/2 - k - \ell, \quad (4.4)$$
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where we use the conventions $X_{k,\ell,x,y,z}^{-1}(N) = 0$ and $M_{k,\ell,x,y,z}^{(0)}(N) = X_{k,\ell,x,y,z}^{(0)}(N)$.

For $k, \ell > 0$, the submodule $X_{k,\ell,x,y,z}^{(0)}(N)$ decomposes further. In this case, certain link states of $X_{k,\ell,x,y,z}^{(0)}(N)$ have defects attached to both points $a$ and $b$. The action of $\mathcal{EPTL}_N(\beta)$ on these states cannot increase the total number of defects, but can decrease it. We define the submodule $X_{k,\ell,x,y,z}^{(0)}(N)$ spanned by link states that have at most $2r$ total defects, with $r = |k - \ell|, |k - \ell| + 1, \ldots, k + \ell$. These define a filtration for $X_{k,\ell,x,y,z}^{(0)}(N)$:

$$X_{k,\ell,x,y,z}^{(0),(k-\ell)}(N) \subset X_{k,\ell,x,y,z}^{(0),(k-\ell+1)}(N) \subset \cdots \subset X_{k,\ell,x,y,z}^{(0),(k+\ell)}(N) = X_{k,\ell,x,y,z}^{(0)}(N).$$  \hfill (4.5)

The corresponding quotient modules are defined as

$$N_{k,\ell,x,y,z}^{(0,(k-\ell)-1)}(N) = X_{k,\ell,x,y,z}^{(0,(k-\ell))}(N)/X_{k,\ell,x,y,z}^{(0,(k-\ell)-1)}(N), \quad r = |k - \ell|, |k - \ell| + 1, \ldots, k + \ell,$$  \hfill (4.6)

with the conventions $X_{k,\ell,x,y,z}^{(0,(k-\ell)-1)}(N) = 0$ and $N_{k,\ell,x,y,z}^{(0,(k-\ell))}(N) = X_{k,\ell,x,y,z}^{(0,(k-\ell))}(N)$.

**Dimension counting.** The dimension of $X_{k,\ell,x,y,z}^{(0)}(N)$ can be computed by studying the dimensions of the quotient modules $M_{k,\ell,x,y,z}^{(p)}(N)$ and $N_{k,\ell,x,y,z}^{(p)}(N)$. We first discuss the case $M_{k,\ell,x,y,z}^{(p)}(N)$ for $p > 0$. Given a link state in $v \in M_{k,\ell,x,y,z}^{(p)}(N)$, namely a link state of depth $p$, we draw a thick bridge between the points $a$ and $b$. There are $2(k + \ell + p)$ nodes from the perimeter that are attached to this bridge. We map the resulting diagram to a link state in $W_{k+\ell+p,z}(N)$, with the bridge playing the role of the unique marked point of the standard module and all loop segments attached to it becoming defects. For instance, for the three states in (3.6), this construction yields

$$\begin{align*}
v_1 \mapsto \begin{array}{c}
\begin{array}{c}
9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 10
\end{array}
\end{array}, & 
v_2 \mapsto \begin{array}{c}
\begin{array}{c}
9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 10
\end{array}
\end{array}, & 
v_3 \mapsto \begin{array}{c}
\begin{array}{c}
9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 10
\end{array}
\end{array}.
\end{align*}$$  \hfill (4.7)

This map is not one-to-one. Instead, for each state in $W_{k+\ell+p,z}(N)$, there are precisely $2(k + \ell + p)$ states in the pre-image. The nodes attached to the bridge partitions into four adjacent parts: $2k$ defects attached to the point $a$, $p$ nodes attached to through-arcs, $2\ell$ defects attached to the point $b$, and finally $p$ more nodes attached to through-arcs. The $2(k + \ell + p)$ states in the pre-image correspond to the possible rotations of this formation. As a result, we have

$$\dim M_{k,\ell,x,y,z}^{(p)}(N) = 2(k + \ell + p) \dim W_{k+\ell+p,z}(N), \quad p = 1, \ldots, N/2 - k - \ell.$$  \hfill (4.8)

For $p = 0$, we study separately each quotient module $N_{k,\ell,x,y,z}^{(0,(r))}(N)$. For a given state $v$ in this module, namely a link state of zero depth with a total of $2r$ defects, we draw the bridge between the points $a$ and $b$ as above, and observe that the $2r$ defects are attached to the bridge. We map the resulting diagram to the corresponding link state in $W_{r,z}(N)$, with the bridge replaced by the marked point. This map is one-to-one for $r = |k - \ell|$, but not for $r > |k - \ell|$. In this last case, there are instead $2r$ states in the pre-image, corresponding to the $2r$ possible rotations of the defects. This yields

$$\dim N_{k,\ell,x,y,z}^{(r)} = \begin{cases}
\dim W_{|k-\ell|,z}(N) & r = |k - \ell|, \\
2r \dim W_{r,z}(N) & r > |k - \ell|.
\end{cases}$$  \hfill (4.9)
Altogether, we find

\[
\dim X_{k,\ell,x,y,z}(N) = \sum_{r=|k-\ell|}^{k+\ell} \dim \mathcal{M}_{k,\ell,x,y,z}^{(r)}(N) + \sum_{p=1}^{N/2-k-\ell} \dim \mathcal{M}_{k,\ell,x,y,z}^{(p)}(N)
\]

\[
= \dim W_{|k-\ell|,z}(N) + \sum_{r=|k-\ell|+1}^{k+\ell} 2r \dim W_{r,z}(N) + \sum_{p=1}^{N/2-k-\ell} 2(k+\ell+p) \dim W_{k+\ell+p,z}(N)
\]

\[
= \dim W_{|k-\ell|,z}(N) + \sum_{m=|k-\ell|+1}^{N/2} 2m \dim W_{m,z}(N) .
\]

(4.10)

We recall that the dimension of $W_{k,z}(N)$, given in (2.13), does not depend on $z$. Moreover, two modules $W_{k,y}(N)$ and $W_{k,z}(N)$ are in general non-isomorphic even if they have the same dimension. Thus the above formulas for the dimension do not fix the decomposition of $\dim X_{k,\ell,x,y,z}(N)$. With this in mind, the formula (4.10) for the dimension of $X_{k,\ell,x,y,z}(N)$ is nonetheless reminiscent of the result of Theorem 1. A simple inductive argument allows us to simplify the formula for the dimension to

\[
\dim X_{k,\ell,x,y,z}(N) = \left(\frac{N}{2} - |k-\ell| + 1\right) \left(\frac{N}{2} - |k-\ell|\right) .
\]

(4.11)

We note that the dimension of $X_{k,\ell,x,y,z}(N)$ depends on $k$ and $\ell$ only through the difference $|k-\ell|$.}

4.2 Decompositions for $q, z$ generic

In this section, we present a proof of Theorem 1. We achieve this by constructing two families of non-zero homomorphisms

\[
(i) \quad W_{m,\omega}(N) \to \mathcal{M}_{k,\ell,x,y,z}^{(p)}(N) \quad \text{with} \quad m = k+\ell+p, \quad (ii) \quad W_{r,\omega}(N) \to \mathcal{N}_{k,\ell,x,y,z}^{(r)}(N),
\]

(4.12)

for certain special values of $\omega$ given below. First, we describe the map of type (i) for a system size $N = 2m$. Second, we give the construction of the map of type (i) for any value of $N$, using the insertion algorithm. Third, we discuss the homomorphisms of type (ii).

Homomorphisms of type (i) for $N = 2m$. Throughout this discussion, we set $m = k+\ell+p$. Let us denote as $v_{k,\ell}(m)$ the unique the link state in $X_{k,\ell,x,y,z}(2m)$ that has depth $p$ and its nodes with labels $1, \ldots, 2k$ attached to the point $a$ by defects. For instance for $X_{3,2}(\frac{1}{2},x,y,z)(12)$, this state is

\[
v_{3,2}(\frac{1}{2},6) = (12)
\]

(4.13)

The vector space of $\mathcal{M}_{k,\ell,x,y,z}^{(p)}(2m)$ is $2m$-dimensional and is spanned by $v_{k,\ell}(m)$ and its rotations $\Omega \cdot v_{k,\ell}(m), \ldots, \Omega^{2m-1} \cdot v_{k,\ell}(m)$. The action of the generators $e_j$ on $v_{k,\ell}(m)$ is always proportional to a link state with depth strictly less than $p$. We write this as

\[
e_j \cdot v_{k,\ell}(m) \equiv 0 \left[[p-1]\right], \quad j = 1, \ldots, 2m.
\]

(4.14)
We introduce the states
\[ w_{k,\ell,x,y,z}(m,n) = \frac{1}{2m} \sum_{j=0}^{2m-1} \omega_n^{-j} \Omega^j \cdot v_{k,\ell}(m), \quad \omega_n = z^{(k-\ell)/m} e^{i\pi n/m}, \quad n = 0, \ldots, 2m - 1. \] (4.15)

These are in fact obtained by acting on \( v_{k,\ell}(m) \) with the projectors \( \Pi_n \) (defined in (2.17)). By construction, they satisfy the relations
\[ \Omega \cdot w_{k,\ell,x,y,z}(m,n) = \omega_n w_{k,\ell,x,y,z}(m,n), \quad e_j \cdot w_{k,\ell,x,y,z}(m,n) \equiv 0 \quad [p-1], \quad j = 1, \ldots, 2m. \] (4.16)

This implies that, as an element of \( M_{k,\ell,x,y,z}^{(p)}(2m) \), the state \( w_{k,\ell,x,y,z}(m,n) \) spans a one-dimensional submodule of \( \mathcal{EPTL}_N(\beta) \), isomorphic to \( W_{m,\omega_n}(2m) \). Hence, the linear application that maps the unique state \( v_m(m) \) of \( W_{m,\omega_n}(2m) \) to \( w_{k,\ell,x,y,z}(m,n) \) is a homomorphism
\[ W_{m,\omega_n}(2m) \to M_{k,\ell,x,y,z}^{(p)}(2m), \quad m = k + \ell + p, \quad \begin{cases} p \geq 1, \\ n = 0, \ldots, 2m - 1. \end{cases} \] (4.17)

**Homomorphisms of type (i) for \( N > 2m \).** In this case, we build a family of homomorphisms
\[ W_{m,\omega_n}(N) \to M_{k,\ell,x,y,z}^{(p)}(N), \quad m = k + \ell + p, \quad \begin{cases} p \geq 1, \\ n = 0, \ldots, 2m - 1, \end{cases} \] (4.18)

with \( \omega_n = z^{(k-\ell)/m} e^{i\pi n/m} \) as above. The construction uses an insertion map similar to the one used in Section 2.5. For \( u \in W_{m,\omega_n}(N) \), \( \Phi(u) \) is obtained from \( u \) by selecting its \( 2m \) nodes attached to defects, erasing those defects, and instead connecting these nodes to the state \( w_{k,\ell,x,y,z}(m,n) \). To illustrate, here is an example with a link state in \( W_{2,\omega_n}(12) \) mapped into \( M_{0,1,x,y,z}^{(1)}(12) \):

\[ u = \rightarrow \Phi(u) = , \] (4.19)

where the pink disc indicates the insertion of the state \( w_{0,1,x,y,z}(2,n) \). As a second example, the four link states of \( W_{1,\omega_n}(4) \) depicted in (2.11b) are mapped into \( M_{0,0,x,y,z}^{(1)}(12) \) as

\[ 3 \quad 2 , \quad 3 \quad 2 , \quad 3 \quad 2 , \quad 3 \quad 2 , \] (4.20)

where the pink disc represents the state \( w_{0,0,x,y,z}(1,n) \). The two above examples are of course very reminiscent of (2.29) and (2.30).

By construction, this homomorphism is non-zero. Indeed, the action of the generators \( e_j \) yields a vanishing result in \( M_{k,\ell,x,y,z}^{(p)}(N) \) if it connects nodes attached to \( w_{k,\ell,x,y,z}(m,n) \), as it then produces states with lesser depth. Otherwise, it permutes the nodes tied to \( w_{k,\ell,x,y,z}(m,n) \), in precisely the same way as it does for the defects in \( W_{m,\omega_n}(N) \). Equivalently, the map \( \Phi \) satisfies the homomorphism relation
\[ \forall a \in \mathcal{EPTL}_N(\beta), \quad \forall v \in W_{m,\omega_n}(N), \quad a \cdot \Phi(v) = \Phi(a \cdot v). \] (4.21)
From these properties, we deduce that the states in the image of $\Phi$ span a nonzero submodule of $M_{k,\ell,x,y,z}^{(p)}(N)$. For $q$ and $z$ generic, the standard modules $W_{m,\omega_{n}}(N)$ are all irreducible and are pairwise non-isomorphic. This implies that each map in (4.18) is injective. Therefore $M_{k,\ell,x,y,z}^{(p)}(N)$ has a submodule isomorphic to $\bigoplus_{n} W_{m,\omega_{n}}(N)$, wherein no two summands are isomorphic. Using the dimension counting (4.8), we observe that this direct summand exhausts the dimension of $M_{k,\ell,x,y,z}^{(p)}(N)$, and conclude that

$$M_{k,\ell,x,y,z}^{(p)}(N) \simeq \bigoplus_{n=0}^{2m-1} W_{m,\omega_{n}}(N), \quad \omega_{n} = z^{(k-\ell)/m} e^{in\pi/m}, \quad m = k + \ell + p, \quad p \geq 1. \quad (4.22)$$

**Homomorphisms of type (ii).** The link states of $M_{k,\ell,x,y,z}^{(0)}(N) = X_{k,\ell,x,y,z}^{(0)}(N)$ have no through-archs. If $\ell = 0$, the vector space of $X_{k,\ell,x,y,z}^{(0)}(N)$ is identical to that of $W_{k,z}(N)$. Moreover, the action of $\mathcal{EPTL}_{N}(\beta)$ acts identically in both modules: closing two defects attached to the point $a$ gives a vanishing result, and any defect that winds around the cylinder always crosses both dashed segments and is then assigned the weights $z$ or $z^{-1}$. We conclude that

$$X_{k,0,x,y,z}^{(0)}(N) \simeq W_{k,z}(N). \quad (4.23)$$

The same ideas apply to the case $k = 0$, resulting in

$$X_{0,\ell,x,y,z}^{(0)}(N) \simeq W_{\ell,z^{-1}}(N). \quad (4.24)$$

For $k = \ell = 0$, both (4.23) and (4.24) are valid because $W_{0,z}(N) \simeq W_{0,z^{-1}}(N)$.

If $k$ and $\ell$ are both non-zero, the module $X_{k,\ell,x,y,z}^{(0)}(N)$ decomposes as a direct sum, which we now investigate in terms of the quotient modules $N_{k,\ell,x,y,z}^{(r)}(N)$. Repeating the argument that lead to (4.23) and (4.24), we find for the case $r = |k - \ell|$ the simple decomposition

$$N_{k,\ell,x,y,z}^{(|k-\ell|)}(N) = X_{k,\ell,x,y,z}^{(|k-\ell|)}(N) \simeq W_{|k-\ell|,z^{\text{sign}(k-\ell)}}(N). \quad (4.25)$$

For $k = \ell$, $\text{sign}(k-\ell)$ can be taken to be either 1 or $-1$ because $W_{0,z}(N) \simeq W_{0,z^{-1}}(N)$. For $r > |k - \ell|$, we use the insertion algorithm to define maps

$$W_{r,\omega_{n}}(N) \rightarrow N_{k,\ell,x,y,z}^{(r)}(N), \quad \omega_{n} = z^{(k-\ell)/r} e^{in\pi/r}, \quad n = 0, \ldots, 2r - 1. \quad (4.26)$$

For a given link state $u \in W_{r,\omega_{n}}(N)$, we select its $2r$ nodes attached to defects, erase those defects, and connect these nodes to the state $w_{r_{a},r_{b},x,y,z}(r,n)$, with $r_{a} = \frac{1}{2}(r + k - \ell)$ and $r_{b} = \frac{1}{2}(r - k + \ell)$. The result $\Phi(u)$ is a linear combination of link states of $N_{k,\ell,x,y,z}^{(r)}(N)$ that only differ in the way the defects of $u$ are distributed between the points $a$ and $b$. For instance, an example of the map $W_{2,\omega_{n}}(12) \rightarrow N_{3/2,1/2,x,y,z}^{(2)}(12)$ is obtained from (4.19) by modifying the state inside the disc on the right-hand side to $w_{3/2,1/2,x,y,z}(2,n)$. Likewise, the four states obtained from the map $W_{1,\omega_{n}}(4) \rightarrow N_{1/2,1/2,x,y,z}^{(1)}(4)$ are obtained from (4.20) by inserting the state $w_{1/2,1/2,x,y,z}(1,n)$ inside the pink disc.

We note that the two insertion maps described above for the homomorphisms of types (i) and (ii) are in fact defined in exactly the same way. The only difference is that the inserted state $w_{k,\ell,x,y,z}(m,n)$ is restricted to $k + \ell < m$ for the maps of type (i) and to $k + \ell = m$ for the maps of type (ii).

It is straightforward to show that the maps (4.26) are non-zero. For $q$ and $z$ generic, the standard modules $W_{r,\omega_{n}}(N)$ are irreducible, and as a result the homomorphisms mapping them into $N_{k,\ell,x,y,z}^{(r)}(N)$ are injective. The dimension of the direct sum of these inequivalent standard modules exhausts the dimension (4.9) of $N_{k,\ell,x,y,z}^{(r)}(N)$, so we conclude that

$$N_{k,\ell,x,y,z}^{(r)}(N) \simeq \bigoplus_{n=0}^{2r-1} W_{r,\omega_{n}}(N), \quad r = |k - \ell| + 1, \ldots, |k + \ell|. \quad (4.27)$$
The homomorphisms into \( X \) with above results, the spectrum of \( F \) the eigenvalues of \( m \). The minimal value of \( m \) is \( \text{o} \), and \( \omega \) homomorphism is trivial: it simply replaces the single marked point of the states in \( X \). In this section, we describe the explicit form of the homomorphisms into \( X \). For generic values of \( q \) and \( z \), these cannot form indecomposable yet reducible modules. Indeed, such modules can only arise between two standard modules if they have identical eigenvalues for the braid transfer matrices \( F \) and \( \bar{F} \). Using (2.18), we readily observe that no two modules in the list (4.28) share the same eigenvalue of \( F \). This therefore confirms that the items in (4.28) all appear as direct summands in the decomposition of \( X_{k,\ell,x,y,z}(N) \). This direct sum can be reorganised conveniently into (4.1), ending the proof of Theorem 1.

4.3 Further properties of \( X_{k,\ell,x,y,z}(N) \) for \( q, z \) generic

In this section, we describe the explicit form of the homomorphisms into \( X_{k,\ell,x,y,z}(N) \), and show that these modules are generated from the action of the algebra on the link states with maximal depth.

The homomorphisms \( W_{m,\omega}(N) \to X_{k,\ell,x,y,z}(N) \). In Section 4.2, we constructed two types of homomorphisms, from the standard modules \( W_{m,\omega}(N) \) onto the quotient modules \( M_{k,\ell,x,y,z}(N) \) or \( N_{k,\ell,x,y,z}(N) \). Having worked out the complete decomposition of \( X_{k,\ell,x,y,z}(N) \), we now describe the explicit homomorphisms into \( X_{k,\ell,x,y,z}(N) \) as follows. Let us focus on the case \( k \geq \ell \). The decomposition of the nested submodules is

\[
X_{k,\ell,x,y,z}(N) \cong W_{k-\ell,z}(N) \oplus \bigoplus_{m=k-\ell+1}^{k+\ell+p} W_{m,z} \oplus \bigoplus_{n=0}^{2m-1} W_{m,z} \oplus \bigoplus_{n=0}^{2m-1} W_{m,z} \oplus \bigoplus_{n=0}^{2m-1} W_{m,z} \oplus \bigoplus_{n=0}^{2m-1} W_{m,z}, \quad 1 \leq p \leq N, \quad 1 \leq r \leq k+\ell, \quad (4.29a)
\]

\[
X_{k,\ell,x,y,z}(N) \cong W_{k-\ell,z}(N) \oplus \bigoplus_{m=k-\ell+1}^{k+\ell+p} W_{m,z} \oplus \bigoplus_{n=0}^{2m-1} W_{m,z} \oplus \bigoplus_{n=0}^{2m-1} W_{m,z} \oplus \bigoplus_{n=0}^{2m-1} W_{m,z} \oplus \bigoplus_{n=0}^{2m-1} W_{m,z}, \quad k-\ell+1 \leq r \leq k+\ell, \quad (4.29b)
\]

\[
X_{k,\ell,x,y,z}(N) \cong W_{k-\ell,z}(N). \quad (4.29c)
\]

We denote by

\[
f_0(z) = q^{k-\ell}z + q^{\ell-k}z^{-1}, \quad f_{m,n} = q^m \omega_n + q^{-m} \omega_n^{-1}, \quad (4.30)
\]

the eigenvalues of \( F \) for \( W_{k-\ell,z}(N) \) and \( W_{m,\omega}(N) \), respectively, with \( \omega_n = z^{(k-\ell)/m}e^{i\pi n/m} \). From the above results, the spectrum of \( F \) on \( X_{k,\ell,x,y,z}(N) \) and \( X_{k,\ell,x,y,z}(N) \) is

\[
X_{k,\ell,x,y,z}(N) : \{ f_0(z) \} \cup \{ f_{m,n} \mid m = k-\ell+1, \ldots, k+\ell+p, \ n = 0,1, \ldots 2m-1 \}, \quad (4.31a)
\]

\[
X_{k,\ell,x,y,z}(N) : \{ f_0(z) \} \cup \{ f_{m,n} \mid m = k-\ell+1, \ldots, r, \ n = 0,1, \ldots 2m-1 \}. \quad (4.31b)
\]

The homomorphisms into \( X_{k,\ell,x,y,z}(N) \) can be presented in a unified way as \( W_{m,\omega}(N) \to X_{k,\ell,x,y,z}(N) \), with \( m = k+\ell+p \) for homomorphisms of type (i) and \( m = r \) for homomorphisms of type (ii). The minimal value of \( m \) is \( k-\ell \) and corresponds to a homomorphism of type (ii). In this case, the homomorphism is trivial: it simply replaces the single marked point of the states in \( W_{k-\ell,z}(N) \) by two adjacent marked points. The maximal value of \( m \) is \( N/2 \) and corresponds to a homomorphism of
type (i). In this case, the image of the homomorphism $W_{m,w_1}(N) \to X_{k,ℓ,x,y,z}(N)$ is spanned by the single eigenvector of $F$ in $X_{k,ℓ,x,y,z}^{(p)}(2m)$ of eigenvalue $f_{m,n}$. This eigenvector, denoted $\hat{w}_{k,ℓ,x,y,z}(m,n)$, is written as

$$\hat{w}_{k,ℓ,x,y,z}(m,n) = Q_{m,n} \cdot v_{k,ℓ}(m), \quad Q_{m,n} = \frac{F - f_0}{f_{m,n} - f_0} \prod_{m' = k - \ell + 1}^{2m' - 1} \prod_{n' = 0}^{m' - 1} \frac{F - f_{m',n'}}{f_{m,n} - f_{m',n'}}, \quad (4.32)$$

where we recall that $v_{k,ℓ}(m)$ is defined in Section 4.2. The operator $Q_{m,n}$ is a projector on the eigenspace of $F$ of eigenvalue $f_{m,n}$. Moreover, $\hat{w}_{k,ℓ,x,y,z}(m,n)$ is clearly non-zero in its corresponding quotient module, so it is also non-zero in $X_{k,ℓ,x,y,z}^{(p)}(2m)$.

For $k - ℓ < m < \frac{N}{2}$, the homomorphisms $W_{m,w_1}(N) \to X_{k,ℓ,x,y,z}(N)$ are constructed using the insertion algorithm. For each link state of $W_{m,w_1}(N)$, its $2m$ defects are erased and replaced with the state $\hat{w}_{k,ℓ,x,y,z}(m,n)$. The projectors $Q_{m,n}$ thus allow us to give an explicit form for the homomorphisms into $X_{k,ℓ,x,y,z}(N)$.

**Cyclicity of the modules $X_{k,ℓ,x,y,z}(N)$.** A module is cyclic if it can be generated by the action of the algebra on a single state. While it would be useful to address the question of the cyclicity of $X_{k,ℓ,x,y,z}(N)$ for all $q, z \in C^\times$, the proposition below instead focuses on the generic values, showing that $X_{k,ℓ,x,y,z}(N)$ can be generated by the action of $\mathcal{EPTL}_N(β)$ on any state of maximal depth $p = \frac{N}{2} - k - ℓ$.

**Proposition 4.1** For $k + ℓ > 0$ and generic $q, z$, the repeated action of the algebra $\mathcal{EPTL}_N(β)$ on the state $v_{k,ℓ}(N/2)$ generates the full module $X_{k,ℓ,x,y,z}(N)$. For $k = ℓ = 0$, the same result holds if either $α_a \neq 0$ or $α_b \neq 0$.

**Proof.** Let us recall that $v_{k,ℓ}(m)$ is defined at the beginning of Section 4.2. First, we note that with the action of $\mathcal{EPTL}_N(β)$ on $v_{k,ℓ}(\frac{N}{2})$, we can produce link states with arbitrary depths, by acting iteratively with operators of the form

$$E_{ij} = e_{j-1}e_{j-2} \ldots e_i, \quad j \geq i + 1. \quad (4.33)$$

For instance, for $k + ℓ > 0$, we define the sequence of states

$$u_0 = v_{k,ℓ}(\frac{N}{2}), \quad u_1 = E_{2k,N} \cdot u_0, \quad u_2 = E_{2k-1,N-1} \cdot u_1, \quad \ldots \quad (4.34)$$

From the graphical rules defining $X_{k,ℓ,x,y,z}(N)$, we see that $u_0, u_1, u_2$ are link states of depth $p_0, p_0 - 1, p_0 - 2$, with $p_0 = \frac{N}{2} - k - ℓ$. The process can be iterated, and through the action of the operators $E_{ij}$, one generates link states of any depth. Similarly, in the zero-depth sector, well-chosen iterations of the $E_{ij}$ reduce the number of defects by steps of two, producing a sequence of link states with total number of defects $2r$, with $r = k + ℓ, k + ℓ - 1, \ldots, |k - ℓ|$.

For $k = ℓ = 0$, the link state $v_{0,0}(\frac{N}{2})$ has depth $p_0 = \frac{N}{2}$. The only way to produce a state of depth $\frac{N}{2} - 1$ by acting on $v_{0,0}(\frac{N}{2})$ is to form a closed loop around the point $a$ or $b$. If $α_b \neq 0$, then

$$u_0 = v_{0,0}(\frac{N}{2}),$$

$$u_1 = α_b^{-1} E_{\frac{N}{2} - N} \cdot u_0,$$

$$u_2 = α_b^{-1} E_{\frac{N}{2} - 1,N-1} \cdot u_1,$$

$$\vdots$$

$$u_{\frac{N}{2}} = α_b^{-1} E_{1,\frac{N}{2}+1} \cdot u_{\frac{N}{2} - 1}, \quad (4.35)$$
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is a sequence of link states of depths \( \frac{N}{2}, \frac{N}{2} - 1, \ldots, 0 \). If \( \alpha_3 \neq 0 \), a similar sequence can be constructed starting from \( u_0 = \Omega^{N/2} \cdot v_{0,0}(\frac{N}{2}) \). In contrast, if \( \alpha_3 = \alpha_b = 0 \), it is impossible to create a link state with depth \( \frac{N}{2} - 1 \), and the resulting module is not cyclic.

As explained above, the vectors \( Q_{N/2,n} \cdot v_{k,\ell}(\frac{N}{2}) \), with \( n = 0, \ldots, N - 1 \), are the generators of the one-dimensional submodules of \( X_{k,\ell,x,y,z}(N) \) isomorphic to \( W_{N/2,\omega_n}(N) \). For \( m < N/2 \), we may also produce states in the submodule isomorphic to \( W_{m,\omega_n}(N) \) using the action of \( Q_{m,n} \). This is possible thanks to the push-through property (2.8). Indeed, the action of \( F \) on a link state of \( X_{k,\ell,x,y,z}(N) \) pushes outwards all the arcs that are not through-arcs. To illustrate, here is an example for \( N = 12 \):

\[
\begin{array}{c}
\text{F} \\
\end{array}
\begin{array}{c}
\text{agram product}
\end{array}
\begin{array}{c}
\text{agram product}
\end{array}
\begin{array}{c}
\text{agram product}
\end{array}
\begin{array}{c}
\text{agram product}
\end{array}
\text{agram product}.
\]

Thus the action of \( F \in \mathcal{EPTL}_{12}(\beta) \) on this link state yields a diagram wherein the braid transfer matrix \( F \in \mathcal{EPTL}_{6}(\beta) \) is inserted on a restricted set of nodes, namely those attached to the defects and through-arcs of the original link state. The same applies to any polynomial in \( F \), and in particular to \( Q_{m,n} \): all arcs push outwards, and the result sees \( Q_{m,n} \) inserted and acting on the \( 2m \) nodes attached to defects and through-arcs.

Thus, acting with \( Q_{k+\ell+p,n} \) on a link state \( v \) of depth \( p \), itself produced by the action of \( \mathcal{EPTL}_N(\beta) \) on \( v_{k,\ell}(\frac{N}{2}) \), we obtain a state in the image of the map \( W_{m,\omega_n}(N) \rightarrow X_{k,\ell,x,y,z}(N) \). For generic \( q, z \), the module \( W_{m,\omega_n}(N) \) is irreducible, so the action of \( \mathcal{EPTL}_N(\beta) \) on \( Q_{k+\ell+p,n} \cdot v \) generates the full submodule isomorphic to \( W_{m,\omega_n}(N) \). The same idea applies to states \( v \) of depth \( p = 0 \) and with \( 2\ell \) defects, to show that the submodule \( W_{r,\omega_n}(N) \) can be generated from the action of \( \mathcal{EPTL}_N(\beta) \) on \( Q_{r,\omega_n} \cdot v \). Because \( v \) is obtained from the action of the algebra on \( v_{k,\ell}(\frac{N}{2}) \), all factors in the decomposition of \( X_{k,\ell,x,y,z}(N) \) are thus generated from \( v_{k,\ell}(N/2) \), ending the proof.

4.4 Examples of indecomposable modules for \( z \) non-generic

In this subsection, we investigate examples of module decompositions in the case where \( z \) is non-generic. We set \( N \) to an even integer and focus our attention on the module \( X_{0,0,x,y,z}(N) \) where there are no defects at all. We also set \( z = \varepsilon q^k \) with \( k \) a non-zero integer and \( \varepsilon \in \{ -1, +1 \} \). The discussion below uses two features that pertain to generic values of \( z \): (i) the invariant Gram product, and (ii) a conjecture for certain components of eigenvectors of \( F \) in the representation \( X_{0,0,x,y,z}(N) \). After presenting these two elements, we discuss the module structure of \( X_{0,0,x,y,z}(N) \) for \( z = \varepsilon q^k \), first for \( k = \frac{N}{2} \), and second for the other values of \( k \).

The Gram product. We define the Gram product \( \langle v, w \rangle \) for \( v, w \) two link states \( v \in X_{0,0,x',y',z}(N) \) and \( w \in X_{0,0,x,y,z}(N) \) as follows. We draw \( w \) on the top cap of the cylinder and reflect \( v \) vertically, embedding it on the bottom cap of the cylinder. Joining the two caps produces a diagram of non-intersecting loop segments drawn on the sphere with four marked points. The two marked points on the top cap are denoted \( a \) and \( b \) whereas those on the bottom cap are denoted \( \bar{a} \) and \( \bar{b} \). A closed loop on this sphere can wind around the four marked points in eight possible ways. We assign it a weight \( \beta \) if it encircles none (or all) of the marked points, and \( \alpha_a, \alpha_b, \alpha_3, \alpha_{\bar{b}}, \alpha_{a,b}, \alpha_{a,\bar{b}}, \alpha_{a,\bar{b}} \) if it encircles a subset of the marked points. For instance, a loop encircling the points \( a, \bar{a} \) and \( \bar{b} \) is equivalent to a loop encircling only the point \( b \) and is assigned the weight \( \alpha_b \). For the same reason, the two parameters \( z \).
are chosen identically for the modules $X_{0,0,x,y,z}(N)$ and $X_{0,0,x',y',z}(N)$, so that $\alpha_{ab} = \alpha_{a\bar{b}} = z + z^{-1}$. The Gram product $\langle v, w \rangle$ is then equal to the product of the weights of its loops. This product is extended sesquilinearly to all $v \in X_{0,0,x',y',z}(N)$ and $w \in X_{0,0,x,y,z}(N)$. Here are two examples to illustrate:

\[
\begin{align*}
\langle \left( \begin{array}{c} \ldots \\ x \\ \ldots 
\end{array} \right), \left( \begin{array}{c} \ldots \\ y \\ \ldots 
\end{array} \right) \rangle &= \alpha_{ab}, \\
\langle \left( \begin{array}{c} \ldots \\ 0 \\ \ldots 
\end{array} \right), \left( \begin{array}{c} \ldots \\ 0 \\ \ldots 
\end{array} \right) \rangle &= \beta \alpha_{\bar{a}\bar{b}}. 
\end{align*}
\]

(4.37)

The Gram product is invariant under the action of $\mathcal{P}_{N}(\beta)$, namely $\langle v, a \cdot w \rangle = \langle a^\dagger \cdot v, w \rangle$, where $a^\dagger$ is obtained from $a$ by a vertical reflection of the cylinder. In particular, we have $e_j^\dagger = e_j$, $\Omega^\dagger = \Omega^{-1}$ and $(e_i e_j)^\dagger = e_j e_i$.

Furthermore, we note that, restricted to states $v, w$ of zero depth, the Gram product is identical to the same product defined over $W_{0,z}(N)$, with $\alpha_{a,b} \to \alpha$. We recall that in this case the radical of the Gram product, namely the set of states $w \in W_{0,z}(N)$ satisfying $\langle v, w \rangle = 0$ for all $v$ in $W_{0,z}(N)$, is the maximal non-trivial submodule of $W_{0,z}(N)$. The quotient of $W_{0,z}(N)$ by this submodule is the irreducible module $I_{0,z}(N)$, see Section 2.4.

**Conjectural form for an eigenvector component.** Let us define the two link states

\[
v_0 = \ldots \left( \begin{array}{c} \ldots \\ N-1 \\
1 \\
2 \\
\ldots 
\end{array} \right) \ldots, \quad v_1 = \ldots \left( \begin{array}{c} \ldots \\ N-1 \\
1 \\
2 \\
\ldots 
\end{array} \right) \ldots,
\]

(4.38)

whose depths are $\frac{N}{2}$ and 0, respectively. For generic values of $q$ and $z$, on the module $X_{0,0,x,y,z}(N)$ the operator $F$ satisfies the identity

\[
(F - f_0(z)1) \prod_{m=1}^{N/2} \prod_{n=0}^{2m-1} (F - f_{m,n}1) = 0,
\]

(4.39)

where

\[
f_0(z) = z + z^{-1}, \quad f_{m,n} = q^m e^{i n \pi / m} + q^{-m} e^{-i n \pi / m},
\]

(4.40)

are the eigenvalues of $F$. We construct the unique state $\psi_\varepsilon$ in the one-dimensional submodule of $X_{0,0,x,y,z}(N)$ isomorphic to $W_{N/2,\varepsilon}(N)$ as

\[
\psi_\varepsilon = \frac{F - f_0(z)1}{f_{N/2,j} - f_0(z)} \prod_{m=1}^{N/2} \prod_{n=0}^{2m-1} \frac{F - f_{m,n}1}{f_{N/2,j} - f_{m,n}} \cdot v_0, \quad j = \begin{cases} 0 & \varepsilon = +1, \\
\frac{N}{2} & \varepsilon = -1. \end{cases}
\]

(4.41)

Its eigenvalue of $F$ is $\varepsilon(q^{N/2} + q^{-N/2})$. Clearly, $\psi_\varepsilon$ is a non-trivial linear combination of link states. We denote by $\kappa_\varepsilon$ its component along the state $v_1$. We formulate the following conjecture.

**Conjecture 1** For $\varepsilon = +1$ and $\varepsilon = -1$, the component $\kappa_\varepsilon$ is

\[
\kappa_\varepsilon = \frac{\prod_{i=-(N-2)/4}^{(N-2)/4} (q^{2i} xy + \varepsilon)(q^{2i} x^{-1} + \varepsilon y^{-1})}{2(q^{N/2} z - \varepsilon)(z^{-1} - \varepsilon q^{-N/2}) \prod_{i=1}^{(N-2)/2} (q^i - q^{-i})^2}.
\]

(4.42)
We checked this conjecture for $N = 2, 4, \ldots, 12$ using our computer implementation of the module $X_{0,0,x,y,z}(N)$.

**Module decomposition of $X_{0,0,x,y,z}(N)$ for $z = \varepsilon q^{N/2}$**. The above conjecture has important implications for the Jordan cell structure of $F$ and the module decomposition of $X_{0,0,x,y,z}(N)$ for $z = \varepsilon q^k$. We start by discussing the case $k = \frac{N}{2}$. In this case, we write $z_c = \varepsilon q^{N/2}$ and $j_c = 0, N/2$ for $\varepsilon = +1, -1$ respectively. We focus on generic values of $x$ and $y$, namely those for which the numerator in (4.42) is non-zero. Under these circumstances, the equation (4.39) still holds, and two of the factors on the left-hand side are identical because $f_0(z_c) = f_{N/2,j_c}$. This implies that $F$ may have Jordan cells of rank two tying the subrepresentations $W_{N/2,\varepsilon}(N)$ and $W_{0,\varepsilon q^{N/2}}(N)$ that appear as direct summands for generic $z$. Because $W_{N/2,\varepsilon}(N)$ is one-dimensional, there can be at most one such Jordan cell. To see that this rank-two cell indeed arises, we consider the Laurent series of $\psi_\varepsilon$ around $z = z_c$:

$$
\psi_\varepsilon = \frac{\psi^{(-1)}_\varepsilon}{z - z_c} + \psi^{(0)}_\varepsilon + O(z - z_c) .
$$

(4.43)

We know from (4.42) that $\psi^{(-1)}_\varepsilon$ is non-zero. Moreover, because $z$ arises in $X_{0,0,x,y,z}(N)$ only in its submodule $X^{(0)}_{0,0,x,y,z}(N) \simeq W_{0,z}(N)$, the only components of $\psi_\varepsilon$ that depend on $z$ have depth $p = 0$. We therefore conclude that $\psi^{(-1)}_\varepsilon \in X_{0,0,x,y,z}(N)$. Let us also write the Taylor series

$$
F = F^{(0)} + (z - z_c) F^{(1)} + O((z - z_c)^2) .
$$

(4.44)

The identity $(F - f_{N/2,j_c} 1) \cdot \psi_\varepsilon = 0$ is satisfied at all orders in $z - z_c$. Equating the first two orders to zero separately, we find

$$
(F^{(0)} - f_{N/2,j_c} 1) \cdot \psi^{(-1)}_\varepsilon = 0 , \quad (F^{(0)} - f_{N/2,j_c} 1) \cdot \psi^{(0)}_\varepsilon = -F^{(1)} \cdot \psi^{(-1)}_\varepsilon = (z_c^{-2} - 1) \psi^{(-1)}_\varepsilon .
$$

(4.45)

The last equality follows from the fact that $\frac{dF}{dz} = (1 - z^{-2}) \delta_{p=0} 1$. We conclude that the pair $(\psi^{(-1)}_\varepsilon, \psi^{(0)}_\varepsilon)$ forms a Jordan cell for $F^{(0)}$ with the eigenvalue $f_{N/2,j_c}$.

We now want to determine the structure of the resulting module $X_{0,0,x,y,z}(N)$. From the results of Graham and Lehrer (see Section 2.4), we know that the standard modules $W_{0,\varepsilon q^{N/2}}(N)$ and $W_{N/2,\varepsilon}(N)$ have the Loewy diagrams

$$
W_{0,\varepsilon q^{N/2}}(N) \simeq \begin{array}{c}
1 \rightarrow 0, \\
1_{N/2,\varepsilon}(N)
\end{array}, \quad W_{N/2,\varepsilon} \simeq 1_{N/2,\varepsilon} .
$$

(4.46)

(All the other standard modules $W_{m,\varepsilon q^n}(N)$ that appear in the decomposition (4.1) for $q, z$ generic are irreducible.) The element $F$ has a Jordan cell tying these two factors, so these two standard modules cannot appear as the direct sum $W_{0,\varepsilon q^{N/2}}(N) \oplus W_{N/2,\varepsilon}(N)$ in the decomposition of $X_{0,0,x,y,z}(N)$. They instead join to form an indecomposable module. The two possible structures are

$$
\begin{array}{c}
1_{N/2,\varepsilon}(N) \rightarrow 0, \\
1_{N/2,\varepsilon}(N)
\end{array} \quad \text{and} \quad \begin{array}{c}
1_{N/2,\varepsilon}(N) \rightarrow 0, \\
1_{N/2,\varepsilon}(N) \rightarrow 1_{N/2,\varepsilon}(N)
\end{array} .
$$

(4.47)
To determine which structure is the correct one, we define the state

\[
\tilde{\psi}_{\varepsilon}^{(0)} = Q_{\varepsilon}(\mathbf{F}) \cdot v_0 |_{z = z_c}, \quad Q_{\varepsilon}(\mathbf{F}) = \prod_{m=1}^{N/2} \prod_{n=0}^{2m-1} \prod_{(m,n) \neq (N/2,j_c)}^{\mathbf{F} - f_{m,n} \mathbf{1}} f_{N/2,j_c} - f_{m,n}
\]  

(4.48)

This is an alternative construction of a Jordan partner to the state \( \psi_{\varepsilon}^{(-1)} \). Indeed, the existence of a rank-two Jordan cell implies that

\[
(F - f_{N/2,j_c} \mathbf{1})Q_{\varepsilon}(\mathbf{F}) \bigg|_{z = z_c} \neq 0.
\]  

(4.49)

This in turn implies that \( \tilde{\psi}_{\varepsilon}^{(0)} \) is non-zero and satisfies

\[
(F - f_{N/2,j_c} \mathbf{1}) \cdot \tilde{\psi}_{\varepsilon}^{(0)} \neq 0, \quad (F - f_{N/2,j_c} \mathbf{1})^2 \cdot \tilde{\psi}_{\varepsilon}^{(0)} = 0.
\]  

(4.50)

Therefore \( \tilde{\psi}_{\varepsilon}^{(0)} - \psi_{\varepsilon}^{(0)} \) is a scalar multiple of \( \psi_{\varepsilon}^{(-1)} \). Because \( \tilde{\psi}_{\varepsilon}^{(0)} \) has components with depth \( \frac{N}{2} \), it has a non-zero component in the factor \( 1_{N/2,\varepsilon}(N) \) that lies in the head of the module.

Let us now consider the state \( e_N \cdot \tilde{\psi}_{\varepsilon}^{(0)} \). This state has no non-zero components with depth \( p = \frac{N}{2} \). It therefore does not enter the factor \( 1_{N/2,\varepsilon}(N) \) of the head. It is instead in the submodule \( X_{0,0,x,y,z_c}(N) \simeq W_{0,\varepsilon q N/2}(N) \) of depth zero. If the rightmost structure in (4.47) is the correct one, then this implies that the state \( e_N \cdot \tilde{\psi}_{\varepsilon}^{(0)} \) is in the radical of the Gram product. A simple calculation shows that this is not the case:

\[
\langle v_1, e_N \cdot \tilde{\psi}_{\varepsilon}^{(0)} \rangle = \langle e_N \cdot v_1, \tilde{\psi}_{\varepsilon}^{(0)} \rangle = \beta \langle v_1, Q_{\varepsilon}(\mathbf{F}) \cdot v_0 \rangle = \beta \langle Q_{\varepsilon}(\mathbf{F}) \cdot v_1, v_0 \rangle = \beta Q_{\varepsilon}(f_0(z_c)) \langle v_1, v_0 \rangle = \alpha_{b}^{N/2} \beta Q_{\varepsilon}(f_0(z_c)).
\]  

(4.51)

This is non-zero for generic values of the parameters \( \alpha_b \) and \( \beta \). This calculation uses the invariance of the Gram product, as well as the property \( \mathbf{F}^1 = \mathbf{F} \). We conclude that, for generic values of \( x \) and \( y \), the decomposition of \( X_{0,0,x,y,z_c}(N) \) is

\[
X_{0,0,x,y,z_c}(N) \simeq 1_{N/2,\varepsilon} \oplus \bigoplus_{m=1}^{N/2} \bigoplus_{n=0}^{2m-1} W_{m,\varepsilon q n/m}(N) \oplus \bigoplus_{(m,n) \neq (N/2,j_c)} W_{m,\varepsilon q n/m}.
\]  

(4.52)

We comment briefly on values of \( z \) of the form \( z_j = q^{N/2} e^{2i\pi j/N} \) with \( j \in \{1, \ldots, \frac{N}{2} - 1\} \cup \{\frac{N}{2} + 1, \ldots, N - 1\} \). In this case, we also have the equality \( f_0(z_j) = f_{N/2,j} \) of the eigenvalues of \( \mathbf{F} \) over the factors \( W_{0,z_j}(N) \) and \( W_{N/2,\varepsilon q n/j}(N) \). One may thus think that an indecomposable module tying these two factors can form for \( z = z_j \). However, this cannot happen because the eigenvalues of \( \tilde{\mathbf{F}} \) on these factors do not coincide for \( z = z_j \). Thus in this case, \( X_{0,0,x,y,z_j}(N) \) simply decomposes as the direct sum (4.1).

**Module decomposition of \( X_{0,0,x,y,z}(N) \) for \( z = \varepsilon q^k \).** For \( k = 1, \ldots, N - 1 \), the insertion algorithm allows us to obtain the module decomposition for \( z = z_c = \varepsilon q^k \), with \( j_c = 0, k \) for \( \varepsilon = +1, -1 \) respectively. For a given link state \( v \in W_{k,\varepsilon}(N) \), we select the \( 2k \) nodes of \( v \) attached to through arcs,
erase those through-arcs, and obtain $\Phi(v) \in X_{0,0,x,y,z}(N)$ by attaching to these nodes the state $\psi^{(0)}_\varepsilon$ on 2$k$ nodes that we constructed above. Acting with $F$ on this state, all arcs not attached to the inserted state push outwards, as in the example (4.36).

Therefore $F$ acts non-trivially only on the nodes attached to the inserted state $\psi^{(0)}_\varepsilon$. Repeating the above analysis, we find that $\Phi(v)$ is the Jordan partner in a rank-two Jordan cell of $F$. The determination of the module structure follows the same arguments as above and yields the decomposition

$$X_{0,0,x,y,z}(N) \simeq I_{0,\varepsilon q}(N) \oplus \bigoplus_{m=1}^{N/2} \bigoplus_{n=0}^{2m-1} W_{m,e\in n/m}(N), \quad k = 1, \ldots, \frac{N}{2}. \quad (4.53)$$

5 Connectivity operators and correlation functions

In this section, we describe the relation between the modules $X_{k,\ell,x,y,z}(N)$ and connectivity operators in the loop model, and argue that the module decomposition of $X_{k,\ell,x,y,z}(N)$ gives useful information about the physical correlation functions in the scaling limit.

We note that this section is intended as an illustration of the relevance of the representation-theoretic results presented in the previous sections, especially for the readers interested in the CFT description of critical random curves – one of the main motivations mentioned in the Introduction. However, the reader should be warned that, for the sake of conciseness, we choose to present below some of the concepts and examples more loosely than in the rest of the article.

5.1 Connectivity operators

Let us restrict the system size $N$ to an even integer, and the defect numbers $k$ and $\ell$ to integers. We define the connectivity operators $O_{k,x}(j)$ for $j = 1, \ldots, N$ as the diagrams

$$O_{0,x}(j) = \quad , \quad O_{k,x}(j) = \quad \text{for } k > 0, \quad (5.1)$$

where the indices $j + 1, \ldots, j + k - 1$ are understood modulo $N$. For $k \geq 2$, the connectivity operator for $j > N - k + 1$ is defined in such a way that the dashed segment connects the marked point with midpoint between 1 and $N$ on the perimeter without crossing any defect. These operators are not elements of $E_{\text{PTL}}(\beta)$. They can instead be seen as maps $W_{\ell,y}(N) \to X_{k,\ell,x,y,z}(N)$. The action of $O_{k,x}(j)$ on a link state $v$ of $W_{\ell,y}(N)$ is defined as usual, by drawing $v$ inside $O_{k,x}(j)$. The output is a state of $X_{k,\ell,x,y,z}(N)$ wherein the marked points of $O_{k,x}(j)$ and of $v$ are identified as the points $a$ and $b$, respectively. The result is then simplified with the diagrammatic rules described in Section 3.2. This action depends on the parameter $z$, which we do not include as a label on $O_{k,x}(j)$. 
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With these definitions, it is straightforward to check that the following relations hold for \( k > 0 \):

\[
e_i \mathcal{O}_{k,x}(j) = \mathcal{O}_{k,x}(j) e_i, \quad \{i, i + 1\} \cap \{j, j + 1, \ldots j + k - 1\} = \emptyset, \tag{5.2a}
\]

\[
e_i \mathcal{O}_{k,x}(j) = 0, \quad i = j, j + 1, \ldots, j + k - 2, \tag{5.2b}
\]

\[
\Omega^{-1} \mathcal{O}_{k,x}(j) \Omega = \mathcal{O}_{k,x}(j + 1), \quad j = 1, \ldots, N - k. \tag{5.2c}
\]

For \( k = 0 \), we instead have

\[
e_i \mathcal{O}_{0,x}(j) = \mathcal{O}_{0,x}(j) e_i, \quad i \neq j, \tag{5.3a}
\]

\[
e_j \mathcal{O}_{0,x}(j)e_j = (x + x^{-1}) e_j \mathcal{O}_{0,x}(j), \tag{5.3b}
\]

\[
\Omega^{-1} \mathcal{O}_{0,x}(j) \Omega = \mathcal{O}_{0,x}(j + 1), \quad j = 1, \ldots, N - 1. \tag{5.3c}
\]

It is easy to see that we have the identity

\[
z^k \Omega^{-k} \mathcal{O}_{k,x}(1) \cdot v_\ell(x) = v_{k,\ell}(x) \quad \text{for} \quad k \leq \frac{N}{2} - \ell, \tag{5.4}
\]

from which we conclude that the image of \( \mathcal{W}_{\ell,y}(N) \) under \( \mathcal{O}_{k,x}(1) \) includes a link state of maximal depth. Applying the proper rotations, we find that the same result holds with \( \mathcal{O}_{k,x}(j) \) for the other values of \( j \). From Proposition 4.1, for generic \( q \) and \( z \), the repeated action of the algebra \( \mathcal{E}_{\text{PTL}}(\beta) \) on \( \mathcal{O}_{k,x}(j) \cdot \mathcal{W}_{\ell,y}(N) \) thus generates the whole module \( \mathcal{X}_{k,\ell,x,y,z}(N) \):

\[
\mathcal{X}_{k,\ell,x,y,z}(N) = \hat{\mathcal{O}}_{k,x} \cdot \mathcal{W}_{\ell,y}(N), \tag{5.5}
\]

where we have introduced the set of dressed connectivity operators

\[
\hat{\mathcal{O}}_{k,x} = \left\{ a \mathcal{O}_{k,x}(1) b, \quad a, b \in \mathcal{E}_{\text{PTL}}(\beta) \right\}. \tag{5.6}
\]

Diving in one layer deeper, the connectivity operators also allow us to describe the standard modules in terms of the vacuum module \( \mathcal{V}(N) \). The action of connectivity operators on \( \mathcal{V}(N) \) takes as input link states with no marked point and outputs link states with a single marked point. These operators are thus seen as maps \( \mathcal{V}(N) \to \mathcal{W}_{k,x}(N) \). Moreover, the action of \( \mathcal{O}_{k,x}(j) \) is clearly nonzero. As a result, for \( q \) and \( x \) generic, the action of \( \mathcal{E}_{\text{PTL}}(\beta) \) on \( \mathcal{O}_{k,x}(j) \cdot \mathcal{V}(N) \) generates the full irreducible standard module \( \mathcal{W}_{k,x}(N) \). In this sense, \( \mathcal{O}_{k,x}(j) \) is a connectivity operator associated to the standard module \( \mathcal{W}_{k,x}(N) \). We summarise these facts in terms of dressed connectivity operators as

\[
\mathcal{W}_{k,x}(N) = \hat{\mathcal{O}}_{k,x} \cdot \mathcal{V}(N). \tag{5.7}
\]

Combining the above results, we find that the operators \( \mathcal{O}_{k,x}(i) \) and \( \mathcal{O}_{\ell,y}(j) \), together with the repeated action of \( \mathcal{E}_{\text{PTL}}(\beta) \), generate the module \( \mathcal{X}_{k,\ell,x,y,z}(N) \) from the vacuum module:

\[
\mathcal{X}_{k,\ell,x,y,z}(N) = \hat{\mathcal{O}}_{k,x} \cdot \hat{\mathcal{O}}_{\ell,y} \cdot \mathcal{V}(N). \tag{5.8}
\]

More generally, the action of \( n \) connectivity operators \( \mathcal{O}_{k_i,x_i}(j_i) \) on \( \mathcal{V}(N) \) produces link states with \( n \) marked nodes. This action involves a number of parameters \( z_i \) that describe the interaction between the connectivity operators. In the case where there are no defects, namely \( k_i = 0 \) for each \( i \), there are precisely \( 2^n - n - 1 \) such parameters: \( 2^n \) is the number of ways the closed loops can encircle the \( n \) marked points in the disc, \(-n\) accounts for the parameters \( x_i \) that already parameterise the weight of the loops surrounding the individual marked points, and the extra \(-1\) accounts for the fact that loops encircling none of the marked points have the fugacity \( \beta = -q - q^{-1} \).
5.2 Correlation functions in the loop model

The loop model on a cylinder. We consider the dense loop model on a cylinder of perimeter \( N \) and height \( M \), and with simple reflecting boundary conditions at the two ends of the cylinder. A configuration of this model is a choice of the two possible loop tiles for each of the \( MN \) faces of the lattice. An example of a configuration is given in Figure 1. The Boltzmann weight of a loop configuration \( c \) is defined as

\[
w(c) = \beta \#(c),
\]

where \( \#(c) \) is the total number of closed loops in \( c \). The corresponding Gibbs measure is

\[
\langle F \rangle = \frac{1}{Z} \sum_c w(c) F(c), \quad Z = \sum_c w(c),
\]

where \( F \) denotes any function of the loop configuration \( c \). Here we shall focus on physical observables where \( F \) is a product of connectivity operators. The transfer matrix \( T \) for this system is

\[
T = \begin{pmatrix}
1 & 2 & \cdots & N-1 & N \\
N-1 & 1 & 2 & \cdots & N
\end{pmatrix}
\]

where \( \square = \begin{pmatrix} & \\
&
\end{pmatrix} + \begin{pmatrix} & \\
&
\end{pmatrix} \).

The partition function on the cylinder is given by

\[
Z = \langle b, T^M \cdot b \rangle,
\]

where \( \langle v, w \rangle \) is the Gram product of two states \( v, w \) in \( V(N) \), and \( b \) is the link state in \( V(N) \) that defines the boundary conditions:

\[
b = \begin{pmatrix}
& \\
&
\end{pmatrix}.
\]
Correlation functions. To define the correlation functions of the connectivity operators, we fix $M$ to be an even integer and define coordinates $(s, t)$ on the cylinder, where $s \in [1, N]$ and $t \in [-\frac{M}{2}, \frac{M}{2}]$ are the positions along the perimeter and height of the cylinder, respectively. The insertion of an operator $O_{k, x}$ at the position $(s, t)$ corresponds to replacing $T^M$ in (5.12) by $T^{M/2}O_{k, x}(s)T^{M/2}$. We thus define the connectivity operators in the “Heisenberg picture” as

$$O_{k, x}(s, t) = T^{-t}O_{k, x}(s)T^{t}. \quad (5.14)$$

The $n$-point correlation function on the $M \times N$ cylinder is then given by

$$\langle O_{k_1, x_1}(s_1, t_1) \ldots O_{k_n, x_n}(s_n, t_n) \rangle^{(M)} = \frac{1}{Z} \langle T^{M/2} \cdot b, O_{k_1, x_1}(s_1, t_1) \ldots O_{k_n, x_n}(s_n, t_n) T^{M/2} \cdot b \rangle_{[z]} \quad (5.15)$$

where $t_1 \geq t_2 \geq \ldots \geq t_n$.

On the right-hand side, $\langle v, w \rangle_{[z]}$ denotes a generalised Gram product wherein $v$ is an element of $V(N)$, whereas $w$ belongs to a module of $\mathcal{E}PTL_N(\beta)$ similar to $X_{k, \ell, x, y, z}(N)$, but generalised to involve $n$ marked points. The Gram product of these two states is defined similarly to the one described in Section 4.4. Here we give its definition only for the restricted case where all twist parameters are set to 1, namely for the situation that is relevant for the discussion of Section 5.3. Let $v$ and $w$ be elements of modules similar to $X_{k, \ell, x, y, z}(N)$, but whose link states have $n_1$ and $n_2$ marked points, respectively. To compute $\langle v, w \rangle_{[z]}$, we draw $v$ and $w$ on the top and bottom hemispheres of a sphere, respectively. Writing $n = n_1 + n_2$ and labelling the $n$ marked points with the integers $i = 1, \ldots, n$, we assign to a closed loop surrounding the points $i_1, \ldots, i_m$ the weight $\alpha_{i_1, \ldots, i_m} = z_{i_1, \ldots, i_m} + z_{i_1, \ldots, i_m}^{-1}$. Because these loops live on a sphere, we impose that for any subset $I$ of $\{1, \ldots, n\}$ and its complement $\bar{I} = \{1, \ldots, n\} \backslash I$, the parameters obey $z_I = z_{\bar{I}}$. The Gram product $\langle v, w \rangle_{[z]}$ is then equal to the product of the weights of its loops. It is thus defined in terms of the set $[z]$ of variables $z_{i_1, \ldots, i_m}$. With this definition, we have the self-adjoint property $\langle O_{k, x}(s, t) \cdot v, w \rangle_{[z]} = \langle v, O_{k, x}(s, t) \cdot w \rangle_{[z]}$.

In the limit $M \rightarrow \infty$, the cylinder becomes infinitely long, and we have $T^{M/2} \cdot b \sim \Lambda^{M/2}v_0$, where $v_0$ is the Perron-Frobenius eigenvector of $T$ in $V(N)$ and $\Lambda$ is its eigenvalue. We normalise it so that $\langle v_0, v_0 \rangle = 1$. We obtain the correlation function on the infinite cylinder of circumference $N$, by sending $M$ to infinity while keeping $t_1, \ldots, t_n$ fixed:

$$\langle O_{k_1, x_1}(r_1) \ldots O_{k_n, x_n}(r_n) \rangle_{[z]} = \lim_{M \rightarrow \infty} \langle O_{k_1, x_1}(r_1) \ldots O_{k_n, x_n}(r_n) \rangle^{(M)}_{[z]} = \langle v_0, O_{k_1, x_1}(r_1) \ldots O_{k_n, x_n}(r_n) \cdot v_0 \rangle_{[z]} \quad (5.16)$$

Here we have also introduced the more compact notation $r_j = (s_j, t_j)$ for the position of the operators. Using the self-adjoint property of $O_{k, x}(s, t)$, we can express the two-, three- and four-point correlation functions as

$$\langle O_{k, x}(r_1)O_{k, x}(r_2) \rangle = \langle v_0, O_{k, x}(r_1)O_{k, x}(r_2) \cdot v_0 \rangle, \quad (5.17a)$$

$$\langle O_{k_1, x_1}(r_1)O_{k_2, x_2}(r_2)O_{k_3, x_3}(r_3) \rangle = \langle O_{k_1, x_1}(r_1) \cdot v_0, O_{k_2, x_2}(r_2)O_{k_3, x_3}(r_3) \cdot v_0 \rangle, \quad (5.17b)$$

$$\langle O_{k_1, x_1}(r_1)O_{k_2, x_2}(r_2)O_{k_3, x_3}(r_3)O_{k_4, x_4}(r_4) \rangle_{[z]} = \langle O_{k_2, x_2}(r_2)O_{k_3, x_3}(r_3)O_{k_4, x_4}(r_4) \rangle_{[z]} = \langle O_{k_2, x_2}(r_2)O_{k_3, x_3}(r_3)O_{k_4, x_4}(r_4) \cdot v_0 \rangle_{[z]} \quad (5.17c)$$

Here, the states in the second entry of the Gram products are elements of certain modules $X_{k, \ell, x, y, z}(N)$. In the first two lines, the constraint that the Gram product be well-defined fixes the extra parameters $z_i$ entirely (and we omit the indices $[z]$ in these cases to lighten the notation). For instance, for the
two-point function with \( k = 0 \), a loop encircling both marked points is equivalent on the sphere to a loop encircling none of the two points. It is thus assigned a weight \( \alpha_{ab} = \beta \), corresponding to \( z = -q \) or \( z = -1/q \). Loops that separate \( r_1 \) and \( r_2 \) instead have a weight \( x + x^{-1} \). Hence the Gram product takes place over \( V(N) \otimes X_{0,x,x,-q}(N) \). In the three point function (5.17b) with \( k_1 = k_2 = k_3 = 0 \), a similar argument shows that the parameter \( z \) must be set to \( z = x_1 \) or \( z = 1/x_1 \). Also, it is clear that the three-point function vanishes if one of the defect numbers is larger than the sum of the two others (for instance if \( k_3 > k_1 + k_2 \)). This is consistent with the fact that, in (5.17b), the vector \( O_{k_1,x_1}(r_1) \cdot v_0 \) lives in \( W_{k_1,x_1}(N) \), whereas \( O_{k_2,x_2}(r_2)O_{k_3,x_3}(r_3) \cdot v_0 \) lives in \( X_{k_2,k_3,x_2,x_3,z}(N) \), which decomposes on standard modules \( W_{m,\omega}(N) \) with \( m \geq |k_2 - k_3| \). Hence, if \( k_3 > k_1 + k_2 \), then \( k_1 < |k_2 - k_3| \) and the Gram product in (5.17b) is zero.

Lastly, in the four-point function with \( k_1 = \cdots = k_4 = 0 \), the subscript \([z]\) accounts for four free variables that parameterise the loops with non-trivial windings, and which can be chosen as needed according to the correlation that we wish to study. If some of the defect numbers are non-zero, these extra parameters \( z \) arise in the twist factors as defects wind around the marked points.

The two- and three-point correlation functions (5.17a) and (5.17b) can be related directly to "physical" correlation functions, defined in terms of partition functions with certain constraints or modified Boltzmann weights. For example,

\[
\mathbb{P}_c(r_1, r_2) = \langle O_{0,1}(r_1)O_{0,1}(r_2) \rangle \quad \text{and} \quad \mathbb{P}_\ell(r_1, r_2) = \langle O_{1,1}(r_1)O_{1,1}(r_2) \rangle
\]

are the probabilities that \( r_1 \) and \( r_2 \) sit on the same cluster and on the same closed loop, respectively. The former is the natural physical observable in the Fortuin-Kasteleyn interpretation of the loop model, with the weight of clusters set to \( Q = \beta^2 \). Furthermore, the three-point function

\[
G(r_1, r_2, r_3) = \langle O_{0,x_1}(r_1)O_{0,x_2}(r_2)O_{0,x_3}(r_3) \rangle
\]

is built from the partition function with modified loop weights introduced in [15].

**Four-point functions.** We consider a four-point correlation function of the form

\[
G(r_1, r_2, r_3, r_4) = \langle O_{\ell,y}(r_1)O_{k,x}(r_2)O_{k,x}(r_3)O_{\ell,y}(r_4) \rangle
\]

Instead of considering the general case, from here onwards we focus on a special situation where all the twist factors for windings of defects are set to 1. Moreover, for \( k = \ell \), we choose to assign the weight \( z + z^{-1} \) to the loops encircling one, two or three of the points \( r_1, \ldots, r_4 \), and the weight \( \beta = -q - q^{-1} \) to all the other loops. The resulting observable then depends on a single parameter \( z \), which we write as a subscript without brackets in (5.20). In this case, the four-point function (5.17c) is written in terms of a Gram product over two copies of \( X_{k,k,x,y,z}(N) \) for \( k = \ell \), and two copies of \( X_{k,\ell,x,y,1}(N) \) for \( k \neq \ell \). Using the decomposition of \( X_{k,\ell,x,y,z}(N) \), we can write

\[
G(r_1, r_2, r_3, r_4) = \begin{cases} 
G_{0,z}(r_1, r_2, r_3, r_4) + \sum_{m=1}^{N/2} \sum_{n=0}^{2m-1} G_{m,\exp(i\pi n/m)}(r_1, r_2, r_3, r_4), & k = \ell, \\
G_{|k-\ell|+1}(r_1, r_2, r_3, r_4) + \sum_{m=|k-\ell|+1}^{N/2} \sum_{n=0}^{2m-1} G_{m,\exp(i\pi n/m)}(r_1, r_2, r_3, r_4), & k \neq \ell,
\end{cases}
\]

(5.21)
where each $G_{m,\omega}$ is a quadratic sum of Gram products in the submodule of $X_{k,k,x,y,z}(N)$ or $X_{k,\ell,x,y,1}(N)$ isomorphic to $W_{m,\omega}(N)$. Indeed, let us denote by $\{\mu_{m,\omega,j}\}$ an orthonormal basis for the Gram product in this submodule, for $\mathfrak{q}, \omega$ generic. Then $G_{m,\omega}$ is defined as

$$G_{m,\omega}(r_1, r_2, r_3, r_4) = \sum_{j=1}^{\dim W_{m,\omega}(N)} \langle O_{k,x}(r_2) O_{\ell,y}(r_1) \cdot v_0, \mu_{m,\omega,j} \rangle \times \langle \mu_{m,\omega,j}, O_{k,x}(r_3) O_{\ell,y}(r_4) \cdot v_0 \rangle . \quad (5.22)$$

This gives the contribution of the internal sector $W_{m,\omega}(N)$ to the correlation function, in the fusion channel

$$W_{k_2,x_2} \quad W_{m,\omega} \quad W_{k_3,x_3} . \quad (5.23)$$

Here and below, we sometimes drop the dependence on $N$ of the modules $W_{k,z}(N)$ and $X_{k,\ell,x,y,z}(N)$. An example of a physical four-point correlation function for the percolation or Fortuin-Kasteleyn cluster configurations is the probability that all four points lie in the same cluster. This observable corresponds to $G(r_1, r_2, r_3, r_4)$ with $k = \ell = 0$, and with the weights of all loops that encircle a non-trivial subset of the four points set to zero.

### 5.3 Scaling limit

**Closure of the fusion algebra.** Before discussing the scaling limit, let us remark that the definition (5.20) of four-point functions leads to a special situation where the fusion procedure closes on a finite set of modules. This situation is realised in a loop model where all the loops that wind non-trivially around a non-trivial subset of the marked points are given the weight $\alpha = z + z^{-1}$, with $z$ generic, and any winding of the defects around the marked points is allocated a unit weight. The corresponding fusion of two standard modules is defined as

$$W_{k,z} \times W_{\ell,y} := \begin{cases} X_{k,\ell,x,y,z} & \text{if } k = \ell , \\ X_{k,\ell,x,y,1} & \text{if } k \neq \ell . \end{cases} \quad (5.24)$$

The decompositions of the modules $X_{k,k,x,y,z}$ and $X_{k,\ell,x,y,1}$ then produce the fusion rules

$$W_{0,z} \times W_{0,z} \rightarrow W_{0,z} \bigoplus_{k=1}^{N/2} \bigoplus_{j=0}^{2k-1} W_{k,\exp(\pi j/k)} , \quad (5.25a)$$

$$W_{0,z} \times W_{m,\exp(\pi n/m)} \rightarrow W_{m,1} \bigoplus_{k=m+1}^{N/2} \bigoplus_{j=0}^{2k-1} W_{k,\exp(\pi j/k)} , \quad (5.25b)$$

$$W_{m,\exp(\pi n/m)} \times W_{m',\exp(\pi n'/m')} \rightarrow W_{m-m',|m|,1} \bigoplus_{k=|m-m'|+1}^{N/2} \bigoplus_{j=0}^{2k-1} W_{k,\exp(\pi j/k)} , \quad m \neq m' , \quad (5.25c)$$

$$W_{m,\exp(\pi n/m)} \times W_{m,\exp(\pi n'/m)} \rightarrow W_{0,z} \bigoplus_{k=1}^{N/2} \bigoplus_{j=0}^{2k-1} W_{k,\exp(\pi j/k)} , \quad (5.25d)$$

where $m, m'$ take values in $1, \ldots, N/2$. Hence, this fusion closes on the set of modules:

$$\{W_{0,z}\} \cup \{W_{m,\exp(\pi n/m)} \mid m = 1, \ldots, \frac{N}{2}, \ n = 0, \ldots, 2m - 1\} . \quad (5.26)$$
Crucially, we note that the standard modules in (5.26) are precisely those that are required to express the Markov trace on the torus (with weight $\alpha$ for non-contractible loops) as a sum of traces [4,53].

An important subtlety arises if one want to compute a correlation function such as $(O_{0,z}(r_1)O_{0,z}(r_2))$. In this case, the loops surrounding both marked points are assigned a weight $\alpha_{ab} = \beta$, so in the fusion $W_{0,z} \times W_{0,z}$, one must instead select the fusion channel with $z \to -q$. This amounts to changing the first factor on the right side of (5.25a) to $W_{0,-q}$. This module $W_{0,-q}$ is reducible and has a non-zero quotient module isomorphic to the vacuum module $\mathcal{V}$, and as a result the correlator is non-zero. A similar process must be applied to compute a correlation function with more than two points: the fusion rule for $W_{0,z} \times W_{0,z}$ is used repeatedly in the $q$ channel, until only two fields are left and then one must use the $-q$ channel. In this process, the module $W_{0,-q}$ only appears at the very last step, and thus it is not necessary to understand how it fuses with the other modules.

**Conformal field theory description of the loop model.** In the scaling limit, the loop model with $-2 < \beta \leq 2$ is described by a conformal field theory with central charge

$$c = 1 - 6(b^{-1} - b)^2, \quad \beta = -2 \cos(\pi b^2), \quad 0 < b \leq 1.$$  

(5.27)

We recall the Kac notation for the conformal dimensions

$$h_{r,s} = \frac{(rb^{-1} - sb)^2 - (b^{-1} - b)^2}{4}. \quad (5.28)$$

We denote by $\mathcal{M}(h, \bar{h})$ the module of highest weight $(h, \bar{h})$, over the pair of Virasoro algebras $\text{Vir} \otimes \overline{\text{Vir}}$. For generic values of $h$ and $\bar{h}$, $\mathcal{M}(h, \bar{h})$ is an irreducible module. By Coulomb gas arguments [4], one finds that a generic standard module scales to

$$W_{m, \exp(i\pi \mu)} \to \bigoplus_{p=\infty}^{+\infty} \mathcal{M}(h_{\mu+p,m}, h_{\mu+p,-m}). \quad (5.29)$$

The primary operators in the right-hand side of (5.29) are denoted $\Phi_{\mu+p,m}$, with conformal dimensions $(h_{\mu+p,m}, h_{\mu+p,-m})$. For $|\mu| \leq 1/2$, the leading primary operator is $\Phi_{\mu,m}$. More generally, if $r - 1/2 \leq \mu \leq r + 1/2$ with $r \in \mathbb{Z}$, the leading primary operator is $\Phi_{\mu-r,m}$. We note that, at finite $N$, the module $W_{m, \exp(i\pi \mu)}$ is invariant under $\mu \to \mu+2$, whereas in the scaling limit, the right side of (5.29) is periodic with $\mu \to \mu+1$. This is because $W_{m, \exp(i\pi \mu)}$ and $W_{m, -\exp(i\pi \mu)}$ have the same scaling limit, although they are not isomorphic. Indeed, the leading eigenvalues, which survive in the scaling limit, are equal up to an overall minus sign. They therefore have the same conformal data.

For the set of standard modules discussed above, we get

$$W_{0,z} \to \bigoplus_{p=-\infty}^{+\infty} \mathcal{M}(h_{\mu+p,0}, h_{\mu+p,0}), \quad W_{m, \exp(i\pi n/m)} \to \bigoplus_{p=-\infty}^{+\infty} \mathcal{M}(h_{n/m+p,m}, h_{n/m+p,-m}), \quad (5.30)$$

where $z = \exp(i\pi \mu)$ is set to a generic value. In the case $\alpha = \beta$, by setting $\mu = 1 - b^2$, one can identify the primary conformal dimensions in the zero-defect sector as

$$h_{\mu+p,0}|_{\mu = 1 - b^2} = h_{1+p,1}, \quad p \in \mathbb{Z}, \quad (5.31)$$

which are degenerate under the Virasoro algebra for $p \geq 0$. This is the set of “energy-like” operators of the loop model, as already pointed out in [4]. In this situation with a non-generic parameter $z = -q$, we can expect from our analysis of the representations $X_{k,\ell,x,y,z}$ the appearance of indecomposable
Virasoro modules in the scaling limit, with submodules which may decouple from the Hilbert space. Hence, some of the Virasoro fusion rules will be different from the Temperley-Lieb ones, as some of the submodules are suppressed by this quotient. However, the analysis of this non-generic case is beyond the scope of the present work.

Back to generic values of $z$, let us consider the scaling limit of the four-point function (5.20). Each connectivity operator scales to the leading primary operator in (5.29):

$$O_{k,x} \rightarrow \Phi_{\lambda,k}, \quad O_{\ell,y} \rightarrow \Phi_{\nu,\ell},$$

where

$$x = \exp(i\pi \lambda), \quad y = \exp(i\pi \nu), \quad -1/2 \leq \lambda, \nu \leq 1/2. \quad (5.33)$$

It is sufficient to consider this range for $\lambda$ and $\nu$, because the operators $O_{k,x}$ and $O_{k,-x}$ have the same scaling limit, up to alternating lattice factors. Hence the four-point function (5.20) scales to

$$\langle \Phi_{\nu,\ell}(w_1, \bar{w}_1)\Phi_{\lambda,k}(w_2, \bar{w}_2)\Phi_{\lambda,k}(w_3, \bar{w}_3)\Phi_{\nu,\ell}(w_4, \bar{w}_4) \rangle_{\text{cyl}},$$

where we now use the complex coordinates $w = t + is, \bar{w} = t - is$ on the cylinder. Since $\Phi_{e,m}$ has conformal dimensions $(h_{e,m}, h_{e,-m})$, we also write $\Phi_{e,m}(w, \bar{w}) = \phi_{e,m}(w) \otimes \bar{\phi}_{e,-m}(\bar{w})$ for any $e, m$.

In the partial sums $G_{m,\omega}(r_1, r_2, r_3, r_4)$ (5.22), the intermediary states $\mu_{m,\omega,j}$ scale to an orthonormal basis of the Virasoro modules (5.29). The sum over these states can be organised as a double sum:

$$G_{m,\omega}(r_1, r_2, r_3, r_4) \rightarrow \sum_{p=-\infty}^{+\infty} \sum_{[r]} \langle 0| \Phi_{\nu,\ell}(r_1)\Phi_{\lambda,k}(r_2)|\Phi_{\mu+p,m}^{[r]} \rangle \times \langle \Phi_{\mu+p,m}^{[r]}| \Phi_{\lambda,k}(r_3)\Phi_{\nu,\ell}(r_4)|0 \rangle,$$

where $\omega = \exp(i\pi \mu)$ and for a given $|\Phi_{e,m}\rangle$, the set $\{|\Phi_{e,m}^{[r]}\rangle\}$ denotes an orthonormal basis in the module $\mathcal{M}(h_{e,m}, h_{e,-m})$. As a result, we get, up to simple overall prefactors, the decompositions over conformal blocks

$$G_{0,\omega}(r_1, r_2, r_3, r_4) \rightarrow \sum_{p=-\infty}^{+\infty} C_{\mu+p,0}^2 F_{\mu+p,0}(\eta) \bar{F}_{\mu+p,0}(\bar{\eta}),$$

$$G_{m,\exp(i\pi n/m)}(r_1, r_2, r_3, r_4) \rightarrow \sum_{p=-\infty}^{+\infty} C_{n/m+p,m}^2 F_{n/m+p,m}(\eta) \bar{F}_{n/m+p,m}(\bar{\eta}),$$

where $F_{e,m}, \bar{F}_{e,-m}$ are the conformal blocks with internal conformal dimensions $h_{e,m}, h_{e,-m}$ respectively:

$$F_{e,m}(\eta) = \phi_{\lambda,k}(1) \otimes \phi_{\lambda,-k}(1), \quad \bar{F}_{e,-m}(\bar{\eta}) = \phi_{\nu,\ell}(\infty) \otimes \phi_{\nu,-\ell}(\infty).$$

The cross-ratio is given by

$$\eta = \frac{\sinh \frac{\pi w_{ij}}{L} \sinh \frac{\pi w_{jk}}{L}}{\sinh \frac{\pi w_{ik}}{L} \sinh \frac{\pi w_{kl}}{L}}, \quad w_{ij} = w_i - w_j,$$

$$37$$
where $L$ is the physical circumference of the cylinder. The constants $C_{e,m}$ in Eqs.~(5.36a) and (5.36b) are the structure constants associated to the fusion $\Phi_{\lambda,k} \times \Phi_{\nu,\ell} \to \Phi_{e,m}$. A bootstrap argument [14], using the degenerate “energy-like” operator of dimensions $(h_{21}, h_{21})$ which lives in the sector corresponding to $\mathcal{V}$, yields the ratio of coefficients $C_{e+1,m}/C_{e-1,m}$. Up to our knowledge, a full determination of the coefficients $C_{e,m}$ for the loop model is still lacking.

Here, to get the decompositions in terms of conformal blocks in the planar geometry, we have used the conformal map

$$w \mapsto \frac{\sinh \frac{\pi (w-w_0)}{L} \sinh \frac{\pi w_1}{L}}{\sinh \frac{\pi (w-w_0)}{L} \sinh \frac{\pi w_2}{L}}.$$  \hfill (5.39)

This analysis of the four-point functions strongly suggests that, for generic $\lambda, \nu$ and $z = \exp(i\pi \mu)$, the leading primary operators obey the fusion rules:

$$\Phi_{\lambda,k} \times \Phi_{\nu,k} \to \sum_{p=-\infty}^{\infty} \Phi_{p+0,0} + \sum_{m=1}^{\infty} \sum_{p=-\infty}^{\infty} \Phi_{p/m,m},$$ \hfill (5.40a)

$$\Phi_{\lambda,k} \times \Phi_{\nu,\ell} \to \sum_{p=-\infty}^{\infty} \Phi_{p,|k-\ell|} + \sum_{m=|k-\ell|+1}^{\infty} \sum_{p=-\infty}^{\infty} \Phi_{p/m,m}, \quad k \neq \ell.$$ \hfill (5.40b)

Crucially, this is precisely the expected form of fusion for non-chiral conformal fields, namely it involves the fields that appear in the decomposition of the torus partition function whose fractional Kac indices have arbitrarily large denominators [4]. We note that some of the operators in the right-hand side may be suppressed if the corresponding contribution to $G_{0,z}$ or $G_{m,\exp(i\pi n/m)}$ turns out to vanish. Since the subleading primary operators $\Phi_{u+p,0}$ are obtained by fusing $\Phi_{u,k}$ with the degenerate operator of conformal dimensions $(h_{21}, h_{21})$, by the associativity of the fusion algebra, the above fusion rules extend to all primary operators in the loop model, as long as their parameters $\lambda, \nu$ are generic. Some subtle issues will occur if we set $z \to -q$, due to the appearance of Jordan blocks in the Virasoro representations. The full study of this problem is left for future work.

6 Conclusion

In this paper, we formulated a new prescription for the fusion of standard modules of the enlarged periodic Temperley-Lieb algebra $\mathcal{ETL}_N(-q - q^{-1})$. The corresponding representations $X_{k,\ell,x,y,z}(N)$ have link states drawn on discs with two marked points. As such, these states can be seen as living on a surface of genus two. We obtained the decomposition of these representations over the irreducible standard modules for generic values of $q$ and $z$, and gave examples of non-trivial reducible yet indecomposable modules for non-generic values of $z$. We also showed that the representations $X_{k,\ell,x,y,z}(N)$ are elegantly described in terms of the connectivity operators $\mathcal{O}_{k,\ell}(j)$ of the dense loop model, whose correlation functions are the physically interesting observables of the model.

With our prescription, the fusion of standard modules $W_{k,x}(N_a) \times z W_{\ell,y}(N_b)$ is well-defined for all values of $x$ and $y$, and is closed for generic values of $q$ and $z$. Moreover, it is stable as a function of $N_a$ and $N_b$, namely as these numbers increases, the dependence on $k$ and $\ell$ remains unchanged and the decomposition of the fusion product depends only on $N_a$ and $N_b$ through their sum, in the bounds of the direct sum of irreducible factors. It also satisfies the relation

$$W_{k,x}(N_a) \times z W_{\ell,y}(N_b) = W_{\ell,y}(N_b) \times 1/z W_{k,x}(N_a).$$ \hfill (6.1)
It is therefore not quite commutative, as exchanging the two modules requires selecting a different fusion channel. We note however that, for certain specific physical situations like the one considered in Section 5.3, the fusion product is in fact commutative. Furthermore, we note that an explicit algebraic definition of this fusion similar to the definition (3.1) for the ordinary Temperley-Lieb algebra is still missing.

Perhaps surprisingly, the module decompositions of $X_{k,\ell,x,y,z}(N)$ for $q$ and $z$ generic given in Theorem 1 do not depend on the value of $x$ and $y$. It would however be incorrect to say that all dependence over $x$ and $y$ is lost. These numbers appear directly in the matrix representatives of the algebra’s generators, but they only enter in the couplings between the different depth sectors. For $q, z$ generic, these couplings do not result in the appearance of indecomposable yet reducible modules over $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_N(\beta)$. The situation is however different for non-generic values of the parameters. This is exemplified in the calculation of Section 4.4, where the module decomposition (4.52) holds only for generic values of $x$ and $y$, namely those where the numerator in (4.42) is non-vanishing. This resulting module structure is thus different for generic versus non-generic values of $x$ and $y$. A similar situation occurs if one studies the decomposition of the standard module $W_{k,z}(N)$ as a module over $T\ell_N(\beta)$. For $q, z$ generic, $W_{k,z}(N)$ is isomorphic to a simple direct sum of irreducible standard modules $V_\ell(N)$, whereas for non-generic values, one gets a sum of indecomposables whose structures depend on the relation between $q$ and $z$. Returning to the modules $X_{k,\ell,x,y,z}(N)$, although $x$ and $y$ do not enter the module decomposition for $q, z$ generic, we nevertheless expect these numbers to appear in the conformal blocks in (5.36), and therefore to be physically relevant parameters.

Another natural question regards the associativity of the fusion product that we have defined, namely

\[
(W_{k_a,x_a}(N_a) \times W_{k_b,x_b}(N_b)) \times W_{k_c,x_c}(N_c) = W_{k_a,x_a}(N_a) \times (W_{k_b,x_b}(N_b) \times W_{k_c,x_c}(N_c)).
\]  

Answering this equation requires understanding how to fuse $W_{k_a,x_a}(N_b)$ with $X_{k_b,k_c,x_b;x_c,z}(N)$. In its current state, our prescription of fusion is not fully general, as it only applies to pairs of standard modules. The question of associativity of the fusion product thus remains unanswered. It will moreover be desirable in future work to obtain a completely general algebraic definition of this fusion, that holds for all modules over $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_N(\beta)$, including the standard modules $W_{k,z}(N)$, the irreducible submodules and quotients of $W_{k,z}(N)$ for $q$ and/or $z$ non-generic, the modules $X_{k,\ell,x,y,z}(N)$, and the modules arising in the periodic XXZ spin chain.

Our construction is not equivalent to the two previous proposals by other authors [37–39], as is made clear by the different module decompositions. A closer comparison is worthwhile. The fusion of [37,38] is constructed using the presence of two commuting subalgebras $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_{N_a}(\beta)$ and $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_{N_b}(\beta)$ in $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_{N_a+N_b}(\beta)$. These are realised using the so-called braid translation, whereby the generators $\Omega, \Omega^{-1}$ and $\epsilon_0$ of the smaller algebras are embedded in the larger one using braid tiles. With this definition, the fusion of $W_{k,x}(N_a)$ and $W_{\ell,y}(N_b)$ is non-commutative and yields a vanishing result except if the ratio $x/y$ is fixed to certain integer powers of $q^{1/2}$. In constrast, our construction gives non-vanishing results for all values of $x$ and $y$, both generic and non-generic. It also only uses the existence of the subalgebra $T\ell_{N_a}(\beta) \otimes T\ell_{N_b}(\beta)$ of $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_{N_a+N_b}(\beta)$. In terms of this last property, our construction is somewhat closer to the construction of [39]. This prescription for fusion constructs representations of $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_{N_a+N_b}(\beta)$ from two standard modules $V_k(N_a), V_\ell(N_b)$ of the regular Temperley-Lieb algebra. There are thus no twist parameters in this prescription for the fusion of standard modules. Moreover, in contrast to (3.25), no extra quotient relations are imposed, so the resulting modules are infinite-dimensional. The resulting modules decompose as direct sums of projective indecomposable modules of $\mathcal{E}\mathcal{P}\mathcal{T}\mathcal{L}_{N_a+N_b}(\beta)$, which are themselves infinite-dimensional.
Our work leaves open a number of questions. In particular, we believe it will be worthwhile to investigate in greater detail the module decomposition of $X_{k,t,x,y,z}(N)$ for non-generic values of $q$ and $z$. The example worked out in Section 4.4 reveals that for non-generic $z$, the fusion does not close on the standard modules. Furthermore, the structure of the fused modules are of course expected to be more intricate if $q$ is set to a root of unity. In the scaling limit, the algebra $\text{Vir} \otimes \overline{\text{Vir}}$ is known to admit a large zoo of indecomposable modules. Repeatedly fusing the standard modules together using the fusion prescription defined in this paper should produce a subset of these indecomposable representations, which should be identified as the physically relevant ones for the computation of the connectivity correlation functions. It will also be interesting to work out the fusion rules for the irreducible modules that appear as submodules and quotients in the decomposition of the standard modules. Lastly, the next step in the program would be to apply the conformal bootstrap with the fusion rules obtained in this paper, to obtain expressions for the structure constants in the operator product expansion.
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A Properties of the Jones-Wenzl projectors

We list here certain known properties of the Jones-Wenzl projectors $P_n$. These can be represented diagrammatically in the plane in terms of tiles as

$$P_n = \begin{array}{c}
\begin{array}{cccc}
\text{1} & \text{2} & \ldots & \text{1} \\
\text{2} & \text{2} & \ldots & \text{2} \\
\text{2} & \text{2} & \ldots & \text{2} \\
\text{1} & \text{1} & \ldots & \text{1} \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{cccc}
\text{1} & \text{2} & \ldots & \text{1} \\
\text{1} & \text{1} & \ldots & \text{1} \\
\text{1} & \text{1} & \ldots & \text{1} \\
\text{1} & \text{1} & \ldots & \text{1} \\
\end{array}
+ \frac{[k]_q}{[k+1]_q} \begin{array}{c}
\begin{array}{cccc}
\text{1} & \text{2} & \ldots & \text{1} \\
\text{1} & \text{1} & \ldots & \text{1} \\
\text{1} & \text{1} & \ldots & \text{1} \\
\text{1} & \text{1} & \ldots & \text{1} \\
\end{array}
\end{array}.
\end{array}$$  \hspace{1cm} (A.1)

The projector $P_n$ thus involves $n(n-1)/2$ diamond boxes. As an element of $\mathcal{TL}_n(\beta)$, it is a sum of $2^n(n-1)/2$ diagrams, obtained by expanding each diamond box in terms of the two possible diagrams, and weighted by the proper product of factors $[k]_q/[k+1]_q$. These projectors satisfy the identities

$$P_mP_n = P_nP_m = P_n \text{ for } n \geq m, \hspace{1cm} (A.2a)$$
$$P_ne_j = e_jP_n = 0 \text{ for } j = 1, \ldots, n-1, \hspace{1cm} (A.2b)$$
$$e_nP_ne_n = -\frac{[n+1]_q}{[n]_q} P_{n-1}e_n. \hspace{1cm} (A.2c)$$
From (A.1) and (A.2b), one can show that the projectors also satisfy the recursive relations

\[ P_n = (1_1 \otimes P_{n-1}) \left(1 + \sum_{j=1}^{n-1} \frac{[n-j]q}{[n]q} e_1 e_2 \cdots e_j\right) \]  \hspace{1cm} (A.3a)

\[ = (P_{n-1} \otimes 1_1) \left(1 + \sum_{j=1}^{n-1} \frac{[j]q}{[n]q} e_{n-1} e_{n-2} \cdots e_j\right). \]  \hspace{1cm} (A.3b)

Here, we denote as \( a_1 \otimes a_2 \) the element of \( TL_N(\beta) \) where \( a_1 \in TL_n(\beta) \) and \( a_2 \in TL_{N-n}(\beta) \) are drawn side-by-side, for any \( n < N \).

Finally, it is clear from its recursive definition that \( P_n \) can be written as

\[ P_n = 1 + \sum_{j=1}^{n-1} a_j e_j \]  \hspace{1cm} (A.4)

for some elements \( a_j \in TL_n(\beta) \subset TL_N(\beta) \).

**B Proofs of the homomorphism relations**

In this section, we give proofs of the three homomorphism relations (2.28). First, we show that \( w_{k,z}(\ell) \) is non-zero. Using (A.4) for \( n = 2\ell \), we find

\[ w_{k,z}(\ell) = v_k(\ell) + \sum_{j=1}^{2\ell-1} a_j e_j \cdot v_k(\ell), \]  \hspace{1cm} for some \( a_j \in TL_{2\ell}(\beta) \).  \hspace{1cm} (B.1)

Each term in the sum is a linear combination of link states with strictly less than \( \ell - k \) arches crossing the dashed line. In the link state basis, the coefficient of \( w_{k,z}(\ell) \) along \( v_k(\ell) \) is thus equal to one, confirming that \( w_{k,z}(\ell) \) is a non-zero element of \( W_{k,z}(2\ell) \).

Second, the action of \( \Omega \) on \( w_{k,z}(\ell) \) for \( z \in \{q^\ell, -q^\ell, q^{-\ell}, -q^{-\ell}\} \) is derived from the following proposition.

**Proposition B.1** For any values of \( q \) and \( z \), we have

\[ \Omega \cdot w_{k,z}(\ell) = \lambda_{k,\ell}(z) w_{k,z}(\ell) + \mu_{k,\ell}(z) (P_{2\ell-1} \otimes 1_1) \Omega \cdot v_k(\ell), \]  \hspace{1cm} (B.2a)

where

\[ \lambda_{k,\ell}(z) = \frac{[\ell + k]q z + [\ell - k]q z^{-1}}{[2\ell]q}, \]  \hspace{1cm} (B.2b)

\[ \mu_{k,\ell}(z) = \frac{[\ell - k]q [\ell + k]q}{(2\ell [2\ell]q)^2} \left\{ (q^\ell + q^{-\ell})^2 - (z + z^{-1})^2 \right\}, \]  \hspace{1cm} (B.2c)

and \( 1_1 \) is the identity element of \( TL_1(\beta) \). In particular, for \( z = \varepsilon q^{\pm \ell} \) with \( \varepsilon \in \{-1, +1\} \), we have \( \lambda_{k,\ell}(\varepsilon q^{\pm \ell}) = \varepsilon q^{\pm k} \), and \( \mu_{k,\ell}(\varepsilon q^{\pm \ell}) = 0 \).
Proof. Let us first consider the case \( k > 0 \). Using the property \((A.3b)\) with \( n = 2\ell \), we find
\[
w_{k,z}(\ell) = (P_{2\ell-1} \otimes 1_1) \left( 1 + \frac{[\ell - k]_q}{[2\ell]_q} e_{2\ell-1} e_{2\ell-2} \cdots e_{\ell-k} + \frac{[\ell + k]_q}{[2\ell]_q} e_{2\ell-1} e_{2\ell-2} \cdots e_{\ell+k} \right) \cdot v_k(\ell). \tag{B.3}\]
Indeed, all other terms of the sum vanish due to the relations
\[
e_j \cdot v_k(\ell) = \begin{cases} e_{2\ell-j} \cdot v_k(\ell) & j \in \{1, \ldots, \ell - k - 1\} \cup \{\ell + k + 1, \ldots, 2\ell - 1\}, \\ 0 & j \in \{\ell - k + 1, \ldots, \ell - 1\}. \end{cases} \tag{B.4}\]
In the first case, the contribution is zero because the resulting generator \( e_{2\ell-j} \) annihilates the projector \((P_{2\ell-1} \otimes 1_1)\), see \((A.2b)\). The second and third terms in \((B.3)\) are simplified using
\[
e_{2\ell-1} e_{2\ell-2} \cdots e_{\ell-k} \cdot v_k(\ell) = z \Omega \cdot v_k(\ell), \quad e_{2\ell-1} e_{2\ell-2} \cdots e_{\ell+k} \cdot v_k(\ell) = z^{-1} \Omega \cdot v_k(\ell), \tag{B.5}\]
which yields
\[
w_{k,z}(\ell) = (P_{2\ell-1} \otimes 1_1) \left( 1 + \frac{[\ell - k]_q z + [\ell + k]_q z^{-1}}{[2\ell]_q} \Omega \right) \cdot v_k(\ell) \quad k > 0. \tag{B.6}\]
Similarly, for \( k = 0 \), only two terms contribute to \( P_{2\ell} \cdot v_0(\ell) \), namely the identity term and the term \( j = \ell \) in the sum \((A.3b)\), and we get
\[
w_{0,z}(\ell) = (P_{2\ell-1} \otimes 1_1) \left( 1 + \frac{[\ell]_q}{[2\ell]_q} \Omega \right) \cdot v_0(\ell), \tag{B.7}\]
which shows that \((B.6)\) conveniently extends to \( k = 0 \). Repeating the above argument with \((A.3a)\) instead of \((A.3b)\), we arrive at the two formulas
\[
w_{k,z}(\ell) = (1_1 \otimes P_{2\ell-1}) \left( 1 + \frac{[\ell + k]_q z + [\ell - k]_q z^{-1}}{[2\ell]_q} \Omega^{-1} \right) \cdot v_k(\ell), \tag{B.8a}\]
\[
w_{k,z}(\ell) = (P_{2\ell-1} \otimes 1_1) \left( 1 + \frac{[\ell - k]_q z + [\ell + k]_q z^{-1}}{[2\ell]_q} \Omega \right) \cdot v_k(\ell). \tag{B.8b}\]

From \((B.8a)\), one has
\[
\Omega \cdot w_{k,z}(\ell) = (P_{2\ell-1} \otimes 1_1) \left( \Omega + \frac{[\ell + k]_q z + [\ell - k]_q z^{-1}}{[2\ell]_q} \Omega \right) \cdot v_k(\ell), \tag{B.9}\]
which, when compared to \((B.8b)\), yields Proposition \(B.1\) after some simple algebra.

Third, from the property \((A.2b)\) of the Jones-Wenzl projectors, it readily follows that
\[
e_j \cdot w_{k,z}(\ell) = 0, \quad j = 1, \ldots, 2\ell - 1. \tag{B.10}\]
It thus only remains to show that \( e_{2\ell} \cdot w_{k,z}(\ell) = 0 \) for \( z \in \{q^\ell, -q^\ell, q^{-\ell}, -q^{-\ell}\} \). This stems from the following proposition.

Proposition B.2 For any values of \( q \) and \( z \), we have
\[
e_{2\ell} \cdot w_{k,z}(\ell) = h_{k,\ell}(z) \left( 1_1 \otimes P_{2\ell-2} \otimes 1_1 \right) \cdot v_k(\ell), \tag{B.11}\]
where
\[
h_{k,\ell}(z) = \frac{[\ell + k]_q [\ell - k]_q}{[2\ell]_q [2\ell - 1]_q} \left( (z + z^{-1})^2 - (q^\ell + q^{-\ell})^2 \right), \tag{B.12}\]
and \( 1_1 \) is the identity element of \( TL_1(\beta) \).
Proof. We start by applying $e_{2\ell}$ to (B.8b), namely

$$e_{2\ell} \cdot w_{k,z}(\ell) = e_{2\ell}(P_{2\ell-1} \otimes 1_1) \left(1 + \frac{[\ell-k]_q z + [\ell+k]_q z^{-1}}{[2\ell]_q} \Omega \right) \cdot v_k(\ell).$$  \hspace{1cm} (B.13)

We can then simplify each term in (B.13) separately. The first simplifies to

$$e_{2\ell}(P_{2\ell-1} \otimes 1_1) \cdot v_k(\ell) = \frac{1}{\beta} e_{2\ell}(P_{2\ell-1} \otimes 1_1) e_{2\ell} \cdot v_k(\ell) = -\frac{[2\ell]_q}{[2\ell-1]_q} (1_1 \otimes P_{2\ell-2} \otimes 1_1) e_{2\ell} \cdot v_k(\ell).$$ \hspace{1cm} (B.14)

At the second equality, we used the reflected version of (A.2c). Expanding the projector $P_{2\ell-1}$ of the second term of (B.13) using (A.3a), for similar reasons as above we find that only two terms survive:

$$e_{2\ell}(P_{2\ell-1} \otimes 1_1) \Omega \cdot v_k(\ell) = e_{2\ell}(1_1 \otimes P_{2\ell-2} \otimes 1_1) \left(\frac{[\ell+k]_q}{[2\ell-1]_q} e_1 e_2 \cdot e_{\ell-k-1} + \frac{[\ell-k]_q}{[2\ell-1]_q} e_1 e_2 \cdot e_{\ell+k-1} \right) \Omega \cdot v_k(\ell).$$ \hspace{1cm} (B.15)

We commute $e_{2\ell}$ across $1_1 \otimes P_{2\ell-2} \otimes 1_1$, use the properties

$$e_{2\ell} e_1 e_2 \cdots e_{\ell-k-1} \Omega \cdot v_k(\ell) = z v_k(\ell), \hspace{1cm} e_{2\ell} e_1 e_2 \cdots e_{\ell+k-1} \Omega \cdot v_k(\ell) = z^{-1} v_k(\ell),$$ \hspace{1cm} (B.16)

and find that the second term in (B.13) is also proportional to $(1_1 \otimes P_{2\ell-2} \otimes 1_1) v_k(\ell)$. The final result precisely has the form (B.11) with $h_{k,\ell}(z)$ given by

$$h_{k,\ell}(z) = -\frac{[2\ell]_q}{[2\ell-1]_q} + \left(z \frac{[\ell-k]_q}{[2\ell]_q} + z^{-1} \frac{[\ell+k]_q}{[2\ell]_q} \right) \left(z \frac{[\ell+k]_q}{[2\ell-1]_q} + z^{-1} \frac{[\ell-k]_q}{[2\ell-1]_q} \right).$$ \hspace{1cm} (B.17)

This expression simplifies to (B.12) after simple algebra.

References

[1] A.A. Belavin, A.M. Polyakov, and A.B. Zamolodchikov. Infinite conformal symmetry in two-dimensional quantum field theory. Nucl. Phys. B, 241:333–380, 1984.

[2] H. Saleur and B. Duplantier. Exact determination of the percolation hull exponent in two dimensions. Phys. Rev. Lett., 58:2325–2328, 1987.

[3] B. Nienhuis. Exact critical point and critical exponents of O(n) models in two dimensions. Phys. Rev. Lett., 49:1062–1065, 1982.

[4] P. Di Francesco, H. Saleur, and J.-B. Zuber. Relations between the Coulomb gas picture and conformal invariance of two-dimensional critical models. J. Stat. Phys., 49:57–79, 1987.

[5] A. Gainutdinov, D. Ridout, and I. Runkel (Guest Editors). Special issue on logarithmic conformal field theory. J. Phys. A: Math. Theor., 46 (49), 2013.

[6] V. Gurarie. Logarithmic operators in conformal field theory. Nucl. Phys. B, 410:535–549, 1993. arXiv:hep-th/9303160.
[7] T. Creutzig and D. Ridout. Logarithmic conformal field theory: beyond an introduction. *J. Phys. A: Math. Theor.*, 46(49):494006, 2013. arXiv:1303.0847 [hep-th].

[8] B. Nienhuis. Critical behavior of two-dimensional spin models and charge asymmetry in the Coulomb gas. *J. Stat. Phys.*, 34:731–761, 1984.

[9] P.A. Pearce, J. Rasmussen, and J.-B. Zuber. Logarithmic minimal models. *J. Stat. Mech.*, 2006:P11017, 2006. arXiv:hep-th/0607232.

[10] J.L. Jacobsen. Conformal field theory applied to loop models. In A.J. Guttmann, editor, Polygons, polyominoes and polycubes, *Lecture Notes in Physics*, volume 775, pages 347–424. Springer Verlag, Heidelberg, 2009.

[11] A.M. Gainutdinov, J.L. Jacobsen, N. Read, H. Saleur, and R. Vasseur. Logarithmic conformal field theory: a lattice approach. *J. Phys. A: Math. Theor.*, 46:494012, 2013. arXiv:1303.2082 [hep-th].

[12] G. Delfino and J. Viti. On three-point connectivity in two-dimensional percolation. *J. Phys. A: Math. Theor.*, 44(3):032001, 2010. arXiv:1009.1314 [hep-th].

[13] M. Picco, R. Santachiara, J. Viti, and G. Delfino. Connectivities of Potts Fortuin-Kasteleyn clusters and time-like Liouville correlator. *Nucl. Phys. B*, 875(3):719–737, 2013. arXiv:1304.6511 [hep-th].

[14] B. Estienne and Y. Ikhlef. Correlation functions in loop models. arXiv:1505.00585 [math-ph].

[15] Y. Ikhlef, J.L. Jacobsen, and H. Saleur. Three-point functions in $c \leq 1$ Liouville theory and conformal loop ensembles. *Phys. Rev. Lett.*, 116:130601, 2016. arXiv:1509.03538 [cond-mat.stat-mech].

[16] A.B. Zamolodchikov. Three-point function in the minimal Liouville gravity. *Theor. Math. Phys.*, 142(2):183–196, 2005. arXiv:hep-th/0505063.

[17] V. Schomerus. Rolling tachyons from Liouville theory. *J. High Energy Phys.*, 0311:043, 2003. arXiv:hep-th/0306026.

[18] I.K. Kostov and V.B. Petkova. Bulk correlation functions in 2d quantum gravity. *Theor. Math. Phys.*, 146:108–118, 2006. arXiv:hep-th/0505078.

[19] M. Picco, S. Ribault, and R. Santachiara. A conformal bootstrap approach to critical percolation in two dimensions. *SciPost Phys.*, 1:009, 2016. arXiv:1607.07224 [hep-th].

[20] M. Picco, S. Ribault, and R. Santachiara. On four-point connectivities in the critical 2d Potts model. *SciPost Phys.*, 7:44, 2019. arXiv:1906.02566 [hep-th].

[21] R. Nivesvivat and S. Ribault. Logarithmic CFT at generic central charge: from Liouville theory to the $Q$-state Potts model. *SciPost Phys.*, 10:21, 2021. arXiv:2007.04190 [hep-th].

[22] J.L. Jacobsen and H. Saleur. Bootstrap approach to geometrical four-point functions in the two-dimensional critical $Q$-state Potts model: A study of the s-channel spectra. *J. High Energy Phys.*, page 84, 2019. arXiv:1809.02191 [math-ph].

[23] Y. He, J.L. Jacobsen, and H. Saleur. Geometrical four-point functions in the two-dimensional critical $Q$-state Potts model: the interchiral conformal bootstrap. *J. High Energy Phys.*, 2020:19, 2020. arXiv:2005.07258 [hep-th].

44
[24] H. Temperley and E. Lieb. Relations between the “percolation” and “colouring” problem and other graph-theoretical problems associated with regular planar lattices: Some exact results for the “percolation” problem. Proc. Roy. Soc. London Ser., A322:251–280, 1971.

[25] V. Jones. Index for subfactors. Invent. Math., 72:1–25, 1983.

[26] B. Westbury. The representation theory of the Temperley-Lieb Algebras. Math. Zeit., 219:539–565, 1995.

[27] H. Wenzl. Hecke algebras of type $A_n$ and subfactors. Invent. Math., 92:349–384, 1988.

[28] D. Ridout and Y. Saint-Aubin. Standard modules, induction and the structure of the Temperley-Lieb algebra. Adv. Theor. Math. Phys., 18:957–1041, 2014. arXiv:1204.4505 [math-ph].

[29] J. Belletête. The fusion rules for the Temperley-Lieb algebra and its dilute generalization. J. Phys. A, 48:395205, 2015. arXiv:1505.02112 [math-ph].

[30] J. Belletête, D. Ridout, and Y. Saint-Aubin. Restriction and induction of indecomposable modules over the Temperley-Lieb algebras. J. Phys. A: Math. Theor., 51:045201, 2019. arXiv:1605.05159 [math-ph].

[31] J.L. Cardy. Critical percolation in finite geometries. J. Phys. A: Math. Gen., 25(4):L201–L206, 1992. arXiv:hep-th/9111026.

[32] G. Gori and J. Viti. Four-point boundary connectivities in critical two-dimensional percolation from conformal invariance. J. High Energy Phys., 2018:131, 2018. arXiv:1806.02330 [cond-mat.stat-mech].

[33] A. Morin-Duchesne and J.L. Jacobsen. Logarithmic correlation functions for critical dense polymers on the cylinder. SciPost Phys., 7:040, 2019. arXiv:1907.05499 [cond-mat.stat-mech].

[34] J. Rasmussen and P.A. Pearce. Fusion algebras of logarithmic minimal models. J. Phys. A: Math. Theor., 40(45):13711, 2007. arXiv:0707.3189 [hep-th].

[35] N. Read and H. Saleur. Associative-algebraic approach to logarithmic conformal field theories. Nucl. Phys. B, 777:316–351, 2007. arXiv:hep-th/0701117.

[36] A.M. Gainutdinov and R. Vasseur. Lattice fusion rules and logarithmic operator product expansions. Nucl. Phys. B, 868:223–270, 2013. arXiv:1203.6289 [hep-th].

[37] A.M. Gainutdinov and H. Saleur. Fusion and braiding in finite and affine Temperley-Lieb categories. arXiv:1606.04530 [math.QA].

[38] A.M. Gainutdinov, J.L. Jacobsen, and H. Saleur. A fusion for the periodic Temperley-Lieb algebra and its continuum limit. J. High Energy Phys., 2018:117, 2018. arXiv:1712.07076 [hep-th].

[39] J. Belletête and Y. Saint-Aubin. On the computation of fusion over the affine Temperley-Lieb algebra. Nucl. Phys. B, 937:333–370, 2018. arXiv:1802.03575 [math-ph].

[40] K. Al Qasimi and J.V. Stokman. The skein category of the annulus. arXiv:1710.04058 [math.QA].

[41] J.J. Graham and G.I. Lehrer. The representation theory of affine Temperley-Lieb algebras. Enseign. Math., 44:173–218, 1998.
[42] D. Levy. Algebraic structure of translation-invariant spin-$\frac{1}{2}$ XXZ and $q$-Potts quantum chains. *Phys. Rev. Lett.*, 67:1971–1974, 1991.

[43] P. Martin and H. Saleur. On an algebraic approach to higher dimensional statistical mechanics. *Commun. Math. Phys.*, 158:155–190, 1993.

[44] R.M. Green. On representations of affine Temperley-Lieb algebras. *J. Algebra*, 60:498–517, 1997.

[45] K. Erdmann and R.M. Green. On representations of affine Temperley-Lieb algebras, II. *Pac. J. Math.*, 191:243–274, 1999. arXiv:math/9811017 [math.RT].

[46] P.A. Pearce, J. Rasmussen, and S.P. Villani. Solvable critical dense polymers on the cylinder. *J. Stat. Mech.*, page P02010, 2010. arXiv:0910.4444 [hep-th].

[47] S.L. Lins L.H. Kauffman. *Temperley-Lieb Recoupling Theory and Invariants of 3-manifolds*. Princeton University Press, 1994.

[48] A. Morin-Duchesne and Y. Saint-Aubin. Jordan cells of periodic loop models. *J. Phys. A: Math. Theor.*, 46:494013, 2013. arXiv:1302.5483 [math-ph].

[49] A Morin-Duchesne, P Pearce, and J Rasmussen. Fusion hierarchies, $T$-systems, and $Y$-systems of logarithmic minimal models. *J. Stat. Mech.*, 1405:P05012, 2014. arXiv:1401.7750 [hep-th].

[50] A. Morin-Duchesne, A. Klümper, and P. Pearce. Conformal partition functions of critical percolation from $D_3$ Thermodynamic Bethe Ansatz equations. *J. Stat. Mech.*, page 083101, 2017. arXiv:1701.08167 [cond-mat.stat-mech].

[51] J. Belletête, A.M. Gainutdinov, J.L. Jacobsen, H. Saleur, and T.S. Tavares. Topological defects in lattice models and affine Temperley-Lieb algebra. arXiv:1811.02551 [hep-th].

[52] A. Morin-Duchesne and Y. Saint-Aubin. A homomorphism between link and XXZ modules over the periodic Temperley-Lieb algebra. *J. Phys. A: Math. Theor.*, 46:285207, 2013. arXiv:1203.4996 [math-ph].

[53] J.-F. Richard and J.L. Jacobsen. Character decomposition of Potts model partition functions, II: Toroidal geometry. *Nucl. Phys. B*, 750:229–249, 2006. arXiv:math-ph/0605015.