Localization landscape for Dirac fermions
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In the theory of Anderson localization, a landscape function predicts where wave functions localize in a disordered medium, without requiring the solution of an eigenvalue problem. It is known how to construct the localization landscape for the scalar wave equation in a random potential, or equivalently for the Schrödinger equation of spinless electrons. Here, we generalize the concept to the Dirac equation, which includes the effects of spin-orbit coupling and allows us to study quantum localization in graphene or in topological insulators and superconductors. The landscape function \( u(\mathbf{r}) \) is defined on a lattice as a solution of the differential equation

\[
\kappa \nabla^2 u(\mathbf{r}) = u(\mathbf{r})
\]

for any lattice \( \kappa \). Extensive numerical simulations indicate that the index \( n = 1, 2, \ldots \) labels both the discrete space coordinates as well as any internal (spinor) degrees of freedom. The comparison theorem states that if the comparison matrix is positive-definite, then

\[
|H^{-1}| \leq \kappa^{-1},
\]

where both the absolute value and the inequality is taken elementwise.

We apply Eq. (4) to an eigenstate \( \Psi \) of \( H \) at energy \( E \),

\[
|E^{-1} \Psi_n| = |(H^{-1})_n\Psi_n| \leq \sum_m |(H^{-1})_{nm}| |\Psi_m|
\]

with \( |\Psi_n| = \max |\Psi_n| \). We now define a landscape function \( u \) with elements \( u_n \) in terms of a set of linear equations with coefficients given by the comparison matrix,

\[
\kappa \sum_m (\kappa^{-1})_{nm} u_m = 1, \quad n = 1, 2, \ldots, N,
\]

which implies that

\[
\sum_m (\kappa^{-1})_{nm} u_n = u_n.
\]

Substitution into Eq. (5) thus gives the desired inequality

\[
|\Psi_n| \leq |\Psi_n| \leq |E| u_n.
\]

As a sanity check, we make contact with the original landscape function \( \kappa \) for the Schrödinger Hamiltonian \( H_S = \frac{p^2}{2m} + V \), with \( V > 0 \). The Laplacian is discretized...
The highest peaks in the landscape function match well with the locations of the low-lying eigenfunctions (near the band edge in Fig. 3 and near the gap in Fig. 4). To avoid this, and restrict ourselves to a single valley, we use \( \delta \mu \) and a staggered potential \( V(\bar{\mu}) \) proportional to the two-component wave function \( \Psi = (\psi_A, \psi_B) \). This would apply to a graphene nanoribbon on a substrate such as hexagonal boron nitride, which differentiates between the two carbon atoms in the unit cell without causing intervalley scattering [20].

The symmetric discretization \( \delta \mu \Psi \mapsto (1/2a)(\Psi(x + \mu) - \Psi(x - \mu)) \) suffers from fermion doubling [21,22]—it corresponds to a \( \sin ka \) dispersion with a second species of massless Dirac fermions at the edge of the Brillouin zone (\( k = \pi/a \)). To avoid this, and restrict ourselves to a single valley, we use a staggered-fermion discretization in the manner of Susskind [23,24].

\[
p_x, \sigma_j \Psi \mapsto (-i\hbar/a) \left( \begin{array}{c} \psi_B(x) - \psi_B(x - \mu) \\ \psi_A(x + \mu) - \psi_A(x) \end{array} \right). \tag{13}
\]

The corresponding dispersion [25]

\[
E(k) = \pm t_1 \sqrt{2 - 2 \cos ka}, \quad t_1 = \hbar v_F/a, \tag{14}
\]

has massless fermions only at the center of the Brillouin zone (\( k = 0 \)).

The comparison matrix takes the form

\[
(\mathbf{H}_D)_{ij} = \left( \begin{array}{cc} |V_i + \mu_j|\delta_{ij} & -t_1(\delta_{ij} + \delta_{i+1,j}) \\ -t_1(\delta_{ij} + \delta_{i-1,j}) & |V_i - \mu_j|\delta_{ij} \end{array} \right). \tag{15}
\]

We take random \( V(x) \in (V - \delta V, V + \delta V) \) and \( \mu(x) \in (\mu - \delta \mu, \mu + \delta \mu) \), chosen independently and uniformly at each lattice site. The condition \( |V_i + \mu_j| > 2t_1 \) ensures a positive-definite \( \mathbf{H}_D \). As shown in Figs. 3 and 4, the landscape function computed from \( |\Psi_{D\mu}|^2 \) again accurately identifies the locations of the low-lying eigenfunctions (near the band edge in Fig. 3 and near the gap in Fig. 4).

For the 2D Dirac equation we consider a chiral \( p \)-wave superconductor, with a Bogoliubov–de Gennes Hamiltonian
only ten distinct peaks, because of an approximate $\pm$ symmetry. The landscape function (red, rescaled by a factor $1/\bar{V}$) identifies the location of the states near the gap.

The Pauli matrices act on the electron-hole degree of freedom of a Bogoliubov quasiparticle, and the Hamiltonian is constrained by particle-hole symmetry: $\sigma_x H_{\text{BdG}} \sigma_x = -H_{\text{BdG}}$.

FIG. 3. (a) Random scalar potential $V(x)$ (red) and staggered potential $\mu(x)$ (black) for the 1D Dirac Hamiltonian (12) (parameters $V = 3t_1$, $\bar{\mu} = 0$, $\delta V = \delta \mu = t_1$, hard-wall boundary conditions). (b) Corresponding localization landscape (red) and eigenfunctions of the 12 lowest energy levels (blue), at energies $E_n$ near the band edge plotted in the inset (c). The peaks in the localization landscape are not correlated in any obvious way with the random potentials, but they accurately predict the location of the low-lying modes.

A scalar offset $\alpha \sigma_0$ is thus forbidden. The pair potential $\Delta$ opens a gap in the spectrum in the entire Brillouin zone, provided that the electrostatic potential $V$ is nonzero. The gap-closing transition at $V = 0$ is a topological phase transition [27]. We take a uniform real $\Delta$ (no vortices) and a disordered $V(x,y)$, fluctuating randomly from site to site in the interval $(V + \delta V, V - \delta V)$. Positive $V$ ensures we do not cross the gap-closing transition, so we will not be introducing Majorana zero modes [28] (the levels are Andreev bound states). Unlike in the case of graphene we can use the symmetric discretization $p \leftrightarrow -p$—there is no need for a staggered discretization because the kinetic energy $p^2 \rightarrow 2 - 2 \cos ka$ prevents fermion doubling at $k = \pi/a$. Results are shown in Fig. 5.

Equivalence classes. In the final part of this Rapid Communication we move beyond applications to address a conceptual implication of the theory. Two complex matrices $A, B$ are called equimodular if $|A_{nm}| = |B_{nm}|$. By the construction (3), they have the same comparison matrix, $\mathcal{R} = \mathcal{R}',$ and therefore the same landscape function $u_A = u_B$, uniquely determined by the same equation $\mathcal{R}u_A = \mathcal{R}u_B$. We thus obtain an equivalence class for Anderson localization: Equimodular Hamiltonians have localized states at the same position, identified by peaks in the landscape function.

We have checked this for the 2D Rashba Hamiltonian (10): Randomly varying the sign of the coefficient $\lambda(r)$ from site to site shifts the energy levels around, but the states remain localized at the same positions. More generally, one could try to vary the coefficients over the complex plane, preserving the norm. This would produce a non-Hermitian eigenvalue problem, and one might wonder whether the whole approach breaks down. It does not, as we will now demonstrate.

(A scalar offset $\alpha \sigma_0$ is thus forbidden.) The pair potential $\Delta$ opens a gap in the spectrum in the entire Brillouin zone, provided that the electrostatic potential $V$ is nonzero. The gap-closing transition at $V = 0$ is a topological phase transition [27].

We take a uniform real $\Delta$ (no vortices) and a disordered $V(x,y)$, fluctuating randomly from site to site in the interval $(V + \delta V, V - \delta V)$. Positive $V$ ensures we do not cross the gap-closing transition, so we will not be introducing Majorana zero modes [28] (the levels are Andreev bound states). Unlike in the case of graphene we can use the symmetric discretization $p \leftrightarrow -p$—there is no need for a staggered discretization because the kinetic energy $p^2 \rightarrow 2 - 2 \cos ka$ prevents fermion doubling at $k = \pi/a$. Results are shown in Fig. 5.

Equivalence classes. In the final part of this Rapid Communication we move beyond applications to address a conceptual implication of the theory. Two complex matrices $A, B$ are called equimodular if $|A_{nm}| = |B_{nm}|$. By the construction (3), they have the same comparison matrix, $\mathcal{R} = \mathcal{R}'$, and therefore the same landscape function $u_A = u_B$, uniquely determined by the same equation $\mathcal{R}u_A = \mathcal{R}u_B$. We thus obtain an equivalence class for Anderson localization: Equimodular Hamiltonians have localized states at the same position, identified by peaks in the landscape function.

We have checked this for the 2D Rashba Hamiltonian (10): Randomly varying the sign of the coefficient $\lambda(r)$ from site to site shifts the energy levels around, but the states remain localized at the same positions. More generally, one could try to vary the coefficients over the complex plane, preserving the norm. This would produce a non-Hermitian eigenvalue problem, and one might wonder whether the whole approach breaks down. It does not, as we will now demonstrate.
The non-Hermitian Anderson Hamiltonian \([29,30]\)

\[
\mathcal{H} = -\nabla^2 + V_1(r) + iV_2(r)
\]

(17)

has been studied in the context of a random laser \([31]\): a disordered optical lattice with randomly varying absorption and amplification rates, described by a complex dielectric function \(V_1 + iV_2\). On a \(d\)-dimensional square lattice (lattice constant \(a\)), the discretization of \(-\nabla^2 \mapsto a^{-2} \sum_{\mathbf{k},,a}(2 - 2 \cos k_a)\) produces a spectral bandwidth of \(W_0 = 4d/a^2\).

The Hermitian Hamiltonian

\[
H_{\text{eff}} = -\nabla^2 + V_{\text{eff}}, \quad V_{\text{eff}} = \left|\frac{1}{2}W_0 + V_1 + iV_2\right| - \frac{1}{2}W_0,
\]

(18)
is positive-definite if \(V_{\text{eff}}(r) > 0\) for all \(r\). The transformation from complex \(V\) to real \(V_{\text{eff}}\) does not change the landscape function, because \(\mathcal{H} = \mathcal{H}_{\text{eff}}\). The localization landscapes are therefore the same and we would expect the eigenstates \([32]\) of \(\mathcal{H}\) and \(H_{\text{eff}}\) to appear at the same positions, provided that \(V_{\text{eff}} > 0\). This works out, as shown in Fig. 6.

**Conclusion and outlook.** We have shown that the comparison matrix \(\mathcal{H}\) provides a route to the landscape function for Hamiltonians that are not of the Schrödinger form \(H = -\nabla^2 + V\). We have explored Hamiltonians for massive or massless Dirac fermions, with or without superconducting pairing. The broad generality of the approach is highlighted by the application to the non-Hermitian Anderson Hamiltonian.

The localization landscape can be used as a tool to quickly and efficiently find low-lying localized states in a disordered medium, since the landscape function \(u(r)\) is obtained from a single differential equation \(\mathcal{H}u = 1\). These applications have been demonstrated for the Schrödinger Hamiltonian \([5-8]\), and we anticipate similar applications for the Dirac Hamiltonian in the context of graphene or of topological insulators.

The comparison matrix offers a conceptual insight as well: Since equimodular Hamiltonians have the same comparison matrix, they form an equivalence class that localizes at the same spatial positions. This notion is distinct from the familiar notion of “universality classes” of Anderson localization \([33]\), which refers to ensemble-averaged properties. The equivalence class, instead, refers to sample-specific properties.

As an outlook to future research, it would be interesting to extend the approach from wave functions to energy levels. This has been recently demonstrated for the Schrödinger Hamiltonian \([9]\), where the peak height of the localization function predicts the energy of the localized state. The correlation between peak heights and energy levels evident in Fig. 1 suggests that the comparison matrix has this predictive power as well. Another direction to investigate is to see if the comparison matrix would make it possible to incorporate spin degrees of freedom in the many-body localization landscape introduced recently \([34]\).
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