Answer Set Programming for Computing Constraints-Based Elementary Flux Modes: Application to *Escherichia coli* Core Metabolism
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Abstract: Elementary Flux Modes (EFMs) provide a rigorous basis to systematically characterize the steady state, cellular phenotypes, as well as metabolic network robustness and fragility. However, the number of EFMs typically grows exponentially with the size of the metabolic network, leading to excessive computational demands, and unfortunately, a large fraction of these EFMs are not biologically feasible due to system constraints. This combinatorial explosion often prevents the complete analysis of genome-scale metabolic models. Traditionally, EFMs are computed by the double description method, an efficient algorithm based on matrix calculation; however, only a few constraints can be integrated into this computation. They must be monotonic with regard to the set inclusion of the supports; otherwise, they must be treated in post-processing and thus do not save computational time. We present *aspefm*, a hybrid computational tool based on Answer Set Programming (ASP) and Linear Programming (LP) that permits the computation of EFMs while implementing many different types of constraints. We apply our methodology to the *Escherichia coli* core model, which contains $226 \times 10^6$ EFMs. In considering transcriptional and environmental regulation, thermodynamic constraints, and resource usage considerations, the solution space is reduced to 1118 EFMs that can be computed directly with *aspefm*. The solution set, for *E. coli* growth on $O_2$ gradients spanning fully aerobic to anaerobic, can be further reduced to four optimal EFMs using post-processing and Pareto front analysis.
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1. Introduction

Understanding the structure and function of biochemical networks is an essential step in characterizing cellular capabilities. The use of reconstructed, genome-enabled, metabolic models has been widely applied in systems biology to study cellular metabolism. Approaches based on stoichiometric analysis, such as Elementary Flux Mode (EFM) analysis [1,2], are powerful methods for describing the mass balanced operation of metabolic networks. A metabolic network composed of $m$ metabolites and $r$ reactions can be represented by a stoichiometry matrix $S$ with $m$ rows and $r$ columns, where coefficients $S_{ij}$ take value $k$ if reaction $j$ produces $k$ units of metabolite $i$, $-k$ if reaction $j$ consumes $k$ units of metabolite $i$ and 0 otherwise. A mode is a flux vector $\nu \in \mathbb{R}^r$ such that $S\nu = 0$ and $\nu_j \geq 0 \ \forall j \in \text{Irrev}$, with $\text{Irrev}$ the set of irreversible reactions in this network. The support of a mode is the set of reactions with a non-zero flux: $\text{Supp}(\nu) = \{i \mid \nu_i \neq 0\}$. A mode $e$ is an EFM if its support is minimal by inclusion, i.e., there does not exist $e' \neq 0$ such that $\text{Supp}(e') \subset \text{Supp}(e)$. 
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EFMs can be defined as the smallest sub-networks enabling the metabolic system to operate at steady state with all irreversible reactions proceeding in the appropriate direction. Such a pathway definition provides a rigorous basis to systematically characterize metabolic phenotypes, network robustness and fragility, and facilitate the understanding of cellular physiology. EFMA fully characterizes the metabolic capabilities of an organism since every steady state flux can be represented as a non-negative linear combination of EFMs. This property is useful in many applications such as in analyzing the stability of metabolic systems [3,4], or in identifying gene deletions that are lethal to the network [5,6], or in designing optimal cell factories [7,8].

Most microbial habitats are dynamic, and the availability of resources like electron donors, electron acceptors, and anabolic forms of nitrogen can change with time. Phenotypic plasticity, where the utilized metabolic pathways change with the changing environment, permits microorganisms to remain competitive. Analyzing potential metabolic strategies in the phenotypic tradeoff space permits the identification of EFMs that are competitive for gradients of resource scarcity. EFM analysis of E. coli phenotypic acclimation to gradients of resource availability, including O$_2$ and anabolic nitrogen, have been reported using tradeoff analysis and Pareto optimization [9–12]. The methodology tabulates the resource requirements to realize each EFM; these resources can be anabolic, e.g., nitrogen to assemble metabolic enzymes, which are described here as resource investment costs or catabolic, e.g., O$_2$ which serves as an electron acceptor, which are described here as resource operating costs. Some resources can serve both anabolic and catabolic functions like glucose which is both an energy source and carbon source for enzyme synthesis. Optimal phenotypes for acclimating to environments along gradients of resource scarcity can be identified by plotting the resource costs for each EFM in a tradeoff space where Pareto optimality identifies the most competitive phenotypes [13]. Those EFMs that minimize the resource requirements to achieve a target cellular function are considered most competitive because the phenotypes would permit the most biomass to be made based on a finite supply of a substrate. Tradeoff analysis has accurately predicted and interpreted E. coli acclimation to O$_2$, carbon, and nitrogen, scarcity based on physiological, proteomics, and fluxomics data from E. coli chemostat cultures [14,15].

The optimal solution of a constraint-based enzyme allocation problem, with general kinetics, is an EFM [16]. Wortel et al. [17] studied growth rate vs. growth yield tradeoffs using an Enzyme-Flux Cost Minimization (EFCM) method. All biomass producing EFMs were screened and it was assumed that the growth rate depended linearly on the enzyme investment per rate of biomass production. EFMs can also be used for dynamic metabolic modeling such as macroscopic biochemical reaction models [18] or hybrid cybernetic models [19]. In these cases, the enumeration of all EFMs is not needed, but the enumeration of EFMs of interest is essential. Traditionally, EFMs are computed by the Double Description (DD) algorithm [20,21], an efficient algorithm based on matrix calculation. Well-known implementations of DD algorithm for computing all the EFMs in a network include METATOOL [22] and EFMTool [23]. However, the number of EFMs typically grows exponentially with the size of the network. Methods based on a network splitting algorithm allow the computation of $\sim$2 billion EFMs from a large metabolic model of microalga Phaeodactylum tricornutum consisting of 318 reactions [24] while, many genome-scale networks have on order of thousands of reactions. Thus, it is not currently possible to enumerate all EFMs from most genome-scale metabolic models. Another inherent problem is finding EFMs of interest from the large solution set. Among the many EFMs computed, only a small fraction are thought to be active in cells. To save computational time and memory and to focus on biologically relevant phenotypes, it becomes necessary to integrate biological constraints directly during the computation of EFMs.

It is possible to integrate constraints during the calculation of EFMs using the DD algorithm, however the constraints must be monotonic with regard to the set inclusion of the supports; i.e., if a given flux distribution of support $S$ verifies the constraints, so it is for any flux distribution with support included in $S$ [25,26]. Thermodynamic constraints, which are monotonic on the support, have been integrated into the tEFMA tool [27,28] which uses the DD algorithm to obtain the EFMs compatible
with the negative Gibbs free energy constraint. This is achieved by interfacing efmtool [23] with
the Linear Program tool CPLEX. By using Farkas duality, we have proposed a method (thermoEFM)
to compute EFMs consistent with the equilibrium constants. This method was used to orient the
direction of flux in reversible EFMs and it only requires knowledge of the concentrations of external
metabolites and the equilibrium constants for each reaction [26]. We showed that these thermodynamic
constraints can even be checked directly within the DD framework by adding a supplementary linear,
non-negativity constraint [29].

Boolean constraints, such as transcriptional regulation constraints, are less favorable to use
with the DD algorithm since most constraints are not support monotone except for the negative
clauses (inhibition of reactions). In particular, RegEFMtool [25] integrates negative clauses during
the incremental process of the DD algorithm and has to treat all other constraints in post-processing.
This was the motivation to apply logic methods such as Satisfiability Modulo Theories (SMT) to
compute EFMs consistent with regulatory constraints [30,31]. This approach can integrate all
types of Boolean constraints even if they are not support-monotone. However, the flux cone is
restructured depending on the constraints and the minimal generating vectors of the constrained cone,
called Minimal Constraint Flux Modes (MCFM) [31], are not always EFMs and may be a combination
of EFMs from the unconstrained cone.

To enumerate only a subset of EFMs, de Figueiredo et al. [32] proposed the $k$-shortest EFMs,
a Mixed Integer Linear Programming (MILP) method that lists the shortest EFMs up to an iteration
$k$, $k$ which is the number of nonzero flux reactions in the EFM. This method has been revisited
several times [33,34], in particular for other applications such as GFM$s$ (Generating Flux Modes,
subset of EFMs) [35], Minimal Cut Sets (MCSs) [36], an application of EFMs that allows one to identify
essential reactions within a metabolic network, and to compute EFMs containing a given set of
target reactions [37]. Another variation termed Alternate Integer Linear Programming (AILP) was
proposed by Song et al. for computing EFMs and MCSs in a sequential manner [38]. Both the SMT
and MILP methods can enumerate EFMs on the fly on large models (defined here as networks with
$\sim 200+$ reactions), for which the DD algorithm may not work.

Answer Set Programming (ASP) is a widely used tool in logical programming. It has been utilized
to solve a variety of biological problems including metabolic network problems. Gebser et al. [39]
used this formalism to check the consistency of large-scale data sets and provided explanations for
inconsistencies by determining minimal representations of conflicts. Razzaq et al. [40] combined ASP
and model checking to integrate time series of phosphoproteomic data into protein signaling networks.
More recently, Frioux et al. [41] developed a hybrid ASP and linear programming approach for the
network gap-filling problem using the solver clingo[LP] [42], an extension of the state-of-the art ASP
solver clingo [43] for solving logic problems with linear constraints over integer and real numbers.

Inspired by this formalism, aspefm, a new hybrid ASP method with clingo[LP], was developed
for computing EFMs under Boolean and linear constraints. As SMT and MILP, the computation of
EFMs in ASP aims to enumerate EFMs upon request from large networks. However, the use of logical
programming with linear constraints provides a method for enforcing numerous types of biological
constraints including transcriptional and environmental regulation, thermodynamics, and resource
operating costs on the computation of EFMs, all with a human-readable format.

To show its versatility, our aspefm tool was applied to a well-known $E. coli$ core model with a
significant number of EFMs. The method proved capable of computing a subset of biologically-relevant
EFMs while a Pareto front optimization was performed as a final analysis step. The framework returned
a small number of EFMs which could be analyzed manually and compared with experimental data.
2. Results

2.1. Application on the E. coli core Model

The aspefm method was applied to the E. coli core model by Orth et al., 2010, which includes a full transcriptional regulation network, as well as thermodynamic equilibrium data [44]. The E. coli core metabolic network consisted of 95 reactions, 72 internal metabolites, 20 external metabolites, and 78 regulation rules. Fifty-nine reactions were reversible. The core model was found to contain $226.6 \times 10^6$ EFMs based on a previous study [25].

The ASP-based EFMA tool computed a biologically relevant subset of EFMs belonging to this network by integrating thermodynamic and regulatory constraints. Additionally, the simulations considered environmental constraints based on growth in a minimal medium containing glucose, CO$_2$, NH$_4^+$, inorganic phosphate, H$^+$, H$_2$O and O$_2$. Accordingly, all other transport reactions were inactivated. The biomass-producing EFMs were selected to represent cellular growth. To further reduce computational burden, the solution space was limited to EFMs with an O$_2$ operating cost of less than 0.7 O$_2$ moles per biomass C mole and a glucose operating cost of less than seven glucose C moles per biomass C mole. Since the presence of O$_2$ had a large impact on the regulatory constraints, two separate scenarios were considered: (1) aerobic and (2) anaerobic conditions.

The ASP-based tool identified 1118 aerobic and 363 anaerobic EFMs in 542 s and 232 s, respectively (Table 1). The tool also returned 39 aerobic MCFMs that were filtered out in post-processing.

Table 1. Number of EFMs retrieved from the E. coli core network depending on culturing conditions. The computation time of a single clingo[L]P execution given within brackets. Disabling the formate regulation returned EFMs for both aerobic and anaerobic conditions in a single execution.

| Processing            | Standard Regulation | No Formate Regulation |
|-----------------------|---------------------|-----------------------|
| Processing            |                     |                       |
| Aerobic conditions    | 1118 EFMs [542 s]   | 11,017 EFMs [5318 s]  |
| Anaerobic conditions  | 363 EFMs [232 s]    |                       |
| Post-processing       |                     |                       |
| Filtered out MCFMs    | 39 MCFMs            | 119 MCFMs             |
| Pareto optimal in biomass yield | 4 EFMs          | 5 EFMs                |

The aggregate set of aerobic and anaerobic EFMs was processed using a phenotypic tradeoff analysis with Pareto optimization of biomass production relative to O$_2$ availability, as described previously in Carlson and Srienc, 2004 [9]. EFMs that permitted optimal acclimation to gradients of O$_2$ scarcity had the lowest substrate operating costs (C moles glucose consumed/C mole biomass produced and moles O$_2$ consumed/C mole biomass produced) defining a Pareto front. Four EFMs defined the Pareto surface with the applied constraints (Figure 1, Appendix A).

2.2. Model Modifications

The regulation network applied in Orth et al. [44] was examined for refinement. A modification to formate metabolism was made based on experimental data. Formate has been measured in E. coli cultures in the presence of O$_2$. The pyruvate formate lyase (PFL) enzyme, which produces formate, is O$_2$ sensitive, but activity is possible when dissolved O$_2$ concentrations are low, as occurs when cells grow rapidly or in high density cell cultures [14,15,45,46]. In the regulation network, the PFL enzyme was disabled in the presence of O$_2$ by transcriptional regulators ArcA and FNR. Removing this regulation rule for formate metabolism resulted in a ~10-fold increase in the number of total EFMs (Table 1) and a slightly different Pareto front, which predicted formate production at low O$_2$ availability (Figure 2), consistent with experimental data and previous EFM analyses [9,14,15,46]. Briefly, the Pareto front included the most efficient EFM for producing biomass from glucose, the upper left EFM, which also had a relatively high O$_2$ requirement. As environmental O$_2$ availability decreases, optimal use of the network shifts right along the Pareto front quantifying the increased requirement for
glucose as metabolic byproducts are secreted. The first predicted byproduct moving down the Pareto surface was acetate, followed by a combination of acetate and formate and, finally, under anaerobic conditions acetate, formate and ethanol.

**Figure 1.** *E. coli* core EFMs sorted by carbon/biomass uptake rate and oxygen/biomass uptake rate. Regulation constraints are as described in Orth et al. 2010.

**Figure 2.** *E. coli* core EFMs sorted by carbon/biomass uptake rate and oxygen/biomass uptake rate. Regulation constraints allow the production of formate in aerobic conditions.
The *E. coli* core model was originally formulated for Flux Balance Analysis (FBA) [47] and the biomass synthesis reaction did not include maintenance energy. The biomass reaction was modified to facilitate its integration with EFMA by account of the maintenance energy required for a culture with a 40 min doubling time. The biomass reaction was also updated to create a biomass elemental stoichiometry, including the degree of reduction, consistent with experimental measurements. A detailed explanation of the modifications and additional results are provided in Appendices B and C.

3. Discussion

The presented aspefm method greatly improves the calculation of constraint-based EFMs. It is capable of enumerating the EFMs of interest without having to calculate and store the complete set of EFMs and it negates the requirement for secondary processing required to select the desired subset. Indeed, *E. coli* core contained $226.6 \times 10^6$ EFMs (251 GB) which were computed using EFMtool in 34.1 h [25]. When the regulation network rules were considered, using tool RegEFMTool, the number of EFMs dropped to $2.1 \times 10^6$ (2.3 GB) with a run time of 7.1 h. The substantial requirement for disk space to store the complete set of EFMs hampered further analysis. In contrast to these DD-based methods, aspefm makes it possible to integrate a large number of constraints reducing the calculation of non-relevant EFMs. The ASP-based method calculates the desired EFMs relatively quickly without the need for huge storage capacity. In addition, while FBA-based problems are often easily solved, they typically only identify solutions when the constraints make the solution space convex. For example, when stoichiometric and thermodynamic constraints are considered together, the set of possible flux configurations does not generally define a convex set, and thus, it is generally difficult to solve with FBA-relevant optimization algorithms, contrary to the presented analysis. See [48] for a review that tackles the different class of problems.

It is worth noting that computing a minimal set of EFMs with constraints is fundamentally different from computing EFMs and filtering them. In our previous work, we established that the set of EFMs satisfying a constraint $c$ does not always match with the set of flux distributions at the steady state of minimal support satisfying $c$, which we coined as Minimal Constrained Flux Modes (MCFMs) [31]. In particular, this is the case when $c$ is an additional linear constraint $v_1 + v_2 > 0$, or alternately, a conjunction of positive Boolean literals $z_1 \land z_2$. Steady state solutions of minimal support for such a constraint $c$ (i.e., MCFMs) may be combinations of several EFMs. These MCFMs can be easily discarded by a kernel test. A solution vector $Sol$ is a MCFM and not an EFM if $\dim(Ker(Supp(Sol))) \neq 1$ [49]. In other cases, the set of MCFMs would correspond exactly to the set of EFMs satisfying the constraint. For example, disjunctions of negative literals do not impact the decomposability of solutions. When we bound the operating cost of several metabolites, we add linear constraints in the set of ASP rules which can generate MCFMs which are not EFMs. This is the case in our analysis of the *E. coli* core model, but their number is small compared to the total number of EFMs (39 MCFMs filtered out versus 1118 EFMs with the standard regulation and 119 MCFMs filtered out versus 11,017 EFMs with the revised formate regulation, see Table 1 and the additional results in Appendix D).

This work highlights the importance of integrating different types of constraints when performing EFMA on a metabolic model. First, integration of strict Boolean constraints allows the user to restrict analysis to a specific environment and to consider the effects of transcriptional regulation. However, as illustrated by the presented formate metabolism regulation of the *E. coli* core model, a transcriptional regulation network that is too stringent might lead to the omission of experimentally relevant pathways. Second, the integration of curated thermodynamic data enables the computation of EFMs consistent with the equilibrium constants. Conversely, thermodynamic data can be overly lenient, as is the case in this analysis where no EFMs were filtered from the set. Finally, when analyzing biomass production, the application of substrate operating costs bounds constrained the enumerated EFMs to biologically reasonable ranges, but the process may have generated unwanted MCFMs, which had to be removed.
Biomass operating costs are convenient for performing Pareto front analyses, which, in turn, facilitate the comparison of model results with experimental data.

The presented results are promising as they expand substantially the range of model sizes that can be decomposed into EFMs. However, in order to be applied to large-scale models, the tool will likely require a large number of biological constraints. Otherwise, clingo[LP] may struggle with the number of linear problems that need to be solved. Boolean constraints work notably well since clingo[LP] is primarily a logic solver, and Boolean constraints mean cutting solutions early before solving any linear problems. The current standard for metabolic models is to link genes to reactions through Boolean associations [50]. clingo[LP] is a very efficient tool for solving these Boolean constraints while still representing the syntax in a readable format; and thus, many models found on the BiGG database [51], could be analyzed with our tool using only a reasonable number of additional constraints.

The computation time could be further improved via network reduction and using multi-thread computation routines. The ASP-based implementation with clingo[LP] does not currently use multi-threading, so computing EFMs on a server would have minimal benefit in terms of computing time. The method is compatible with network reduction techniques such as the enzyme subsets’ (i.e., groups of enzymes that operate together in fixed flux ratios at steady state) computation as described in [1,52], although in this case, only the reduced reactions and metabolites should be used as the input metabolic network. Applied constraints would need to be cast in a manner consistent with the reduced network representation. The network reduction process, including appropriate translation of regulatory constraints, will be the focus of future work.

4. Materials and Methods

The aspefm method makes use of a metabolic network and biological constraints translated into a set of ASP rules and integrates them into the hybrid ASP and LP solver clingo[LP] to compute constraint-based EFMs. Finally, the resulting EFMs can be processed with a Pareto surface analysis. An overview of the framework is presented in Figure 3. The necessary files to run the analysis on the E. coli core network are provided in Supplementary Files S4 and S5 and described in Appendices F and G.

![Figure 3. Schematic overview of the workflow for computing EFMs under constraints with ASP.](image)

The ASP rules representing the metabolic model and additional biological constraints are given as input into clingo[LP] along with the logic program for computing EFMs. From all these rules, the grounder of clingo[LP] builds instance rules, which are sent to the ASP/LP solver. The resulting answer sets are EFMs consistent with all the constraints. These EFMs can be analyzed in post-processing to select the optimal functioning ones.
4.1. Answer Set Programming

Answer Set Programming (ASP) is a declarative approach oriented toward knowledge processing with a logic programming approach. Problems are formulated according to first-order propositional logic in order to facilitate the problem modeling. A logic program in ASP is a finite set of rules of the form:

\[ a \leftarrow b_1, \ldots, b_m, \text{ not } c_{m+1}, \ldots, \text{ not } c_n \]

where \( a, b_1, \ldots, b_m, c_{m+1}, \ldots, c_n \) are atomic propositions. An atom \( a \) either belongs in a program solution or not, in which case it is denoted by \( \text{not } a \). Closed-world assumption applies, meaning that by default atoms do not belong to a solution. The head of a rule denotes atom \( a \) and the body denotes positive atoms \( b_1, \ldots, b_m \) and negative atoms \( c_{m+1}, \ldots, c_n \). If all positive body atoms are present and all negative body atoms are absent then the head atom should be present. To state that an atom should be present in the solution, the head is omitted. This is called a fact. Alternatively, to state integrity constraints on body atoms, the head atom is omitted. A typical ASP tool is composed of two parts: the grounder which handles predicate variables and the solver which finds stable sets of atoms satisfying the logic program. For a complete formal introduction to answer set programming, we refer the reader to [53].

The software clingo from the University of Potsdam performs ASP grounding and solving. Its solver takes advantage of high performance solving using Boolean satisfiability (SAT) resolution techniques [54]. In the latest version, clingo has been extended with theory reasoning capacities [43]. It allows for tools such as clingo[LP], which can handle linear constraints in an ASP logic program [42]. We use clingo[LP] with strict semantics and the linear programming solver CPLEX.

4.2. Problem Formulation of EFM\s Computation

Let us represent a metabolic network by a quintuplet \( N = (M, R, S, Ext, Rev) \) with \( M \) a set of metabolites, \( R \) a set of irreversible reactions, \( S \) a stoichiometric matrix of size \( |M| \times |R| \), \( Ext \subseteq M \) the subset of external metabolites, and \( Rev : R \times R \) the set of all pairs \((r, r_{rev})\) of reactions such that \( r \) and \( r_{rev} \) are issued from the splitting of a reversible reaction. We denote by \( s_{mr} \) the stoichiometric coefficient from \( S \) associated with metabolite \( m \) and reaction \( r \).

Using this formalism, we define a set of hybrid predicate logic and linear constraints on the network to be encoded into a set of ASP rules in the clingo[LP] syntax. Given a reaction \( r \), we represent its flux by the variable \( \nu_r \) and if it is active by the Boolean indicator variable \( z_r \in \{0, 1\} \). Since all reactions are irreversible, this means all fluxes have non-negative values. In order to be a flux vector at steady-state, a solution should satisfy the following constraints on variables \( \nu_r \) and \( z_r \):

\[
\nu_r \geq 0 \quad \forall r \in R \quad (1)
\]

\[
z_r \leftrightarrow \nu_r > 0 \quad \forall r \in R \quad (2)
\]

\[
\neg z_r \lor \neg z_{r_{rev}} \quad \forall (r, r_{rev}) \in Rev \quad (3)
\]

\[
\bigvee_{r \in R} z_r \quad (4)
\]

\[
\sum_{r \in R} s_{mr} \times \nu_r = 0 \quad \forall m \in M \setminus Ext \quad (5)
\]

Notice that Equations (1), (2) and (5) need the likes of a linear programming solver, while the other equations are solved with propositional logic only. Equation (1) ensures that all fluxes are non-negative values. Equation (2) ensures that the Boolean indicator variables are true if and only if the flux has a strictly positive value. Equation (3) ensures that the resulting flux does not contain both directions of a split reversible reaction. Equation (4) excludes the trivial solution, and the steady state assumption is fulfilled by Equation (5). These program rules and the metabolic networks are expressed in ASP using the predicates presented in Appendix E.
The problem formulation is reminiscent of the \(k\)-shortest EFMs method. In the MILP problem, on top of these rules, the solver is given the task to minimize the sum of indicator variables, thus returning the shortest flux modes. In our method, such a minimization was not considered. Instead, clingo allows us to set heuristics to enumerate answer sets that are a subset minimal in regards to the indicator variables \[55\]. This gives us flux solutions with subset minimal support or elementary flux modes. In summary, we are able to enumerate the EFMs of a given input metabolic network by translating the network and the rules presented above into a clingo[LP] logic program and by using clingo heuristics.

4.3. Constraints’ Formulation

A major functionality of our tool is the ability of computing EFMs under a variety of constraints. This is done directly during the computation without the filtering step in post-processing. As in some cases, the flux modes computed under constraints may be different from elementary modes, we will not refer to them directly as such. We characterize two different types of constraints: logical constraints and linear constraints. While logical constraints are handled by clingo alone, linear constraints are ultimately solved by the linear programming solver. Since standard linear programming does not support logical constraints well, we aim to propose an approach that can handle all types of constraints. Any additional set of logical and linear constraints can be given as input to our encoding using clingo[LP]. When given to clingo alongside the input network and the problem rules, the solver will compute directly the EFMs under constraints (Figure 3). Biologically relevant constraints tested with our tool include transcriptional and environmental regulation (6) and (7), thermodynamic equilibrium (8) and biomass operating cost (9).

Let us denote by \(\text{Reg}\) the set of Boolean variables corresponding to transcriptional regulation constraints. A Boolean function \(f(\text{Reg})\) on these variables is any Boolean expression that may be formed from the variables and NOT, AND, and OR logic operators. Using this formalism, we say that a reaction \(r\) is active only if its regulation rule \(f_r(\text{Reg})\) returns true (Equation (6)).

\[
z_r \rightarrow f_r(\text{Reg}) \quad r \in R
\]  

For example, the regulation for a transport reaction \(\text{tsp} A\) may be \(z_{\text{tsp} A} \rightarrow A_{\text{ext}} \land \text{reg}_{\text{tsp} A}\) where Boolean variable \(A_{\text{ext}} \in \text{Reg}\) indicates the presence of external metabolite \(A \in \text{Ext}\) and Boolean variable \(\text{reg}_{\text{tsp} A} \in \text{Reg}\) indicates the presence of transcriptional regulator \(\text{reg}_{\text{tsp} A}\). The truth values of Boolean variables can either be automatically inferred with other Boolean functions provided in the transcriptional regulation network or manually set before starting the computation of EFMs.

In practice, following from the formalism proposed by Covert and Palsson \[56\], we introduce Boolean variables for every external metabolite and add regulation rules for each transport reaction (Equation (7)), providing us with full control of the environments and environmental regulation. This is a crucial step as restricting us to a single environment reduces drastically the number of EFMs.

\[
z_{\text{tsp}} \rightarrow E_{\text{ext}} \quad \forall \text{tsp} \in R, \forall E \in \text{Ext} \text{ such that } s_{E;\text{tsp}} < 0
\]  

An EFM \(e\) is consistent with the thermodynamic equilibrium if \(e^T \ln \hat{K}_{eq} > 0 \[26\]\) with \(\hat{K}_{eq}\) the vector of apparent equilibrium constants such that for each reaction \(j\): \(\hat{K}_{eq}^j = \prod [E_i^{[M]}]^{S_i(j)}\). Apparent equilibrium constants are calculated from standard reaction equilibrium constants, external metabolite stoichiometry, and external metabolite concentrations. This constraint is expressed very simply in our formalism for ASP (Equation (8)).

\[
\sum_{r \in R} v_r \times \ln \hat{K}_{eq}^r > 0
\]  

Adding an upper bound on the operating cost further restricts the solution space. It is expressed as a linear constraint (Equation (9)). For example, we say that the \(\text{O}_2\) flux must be inferior to 30 times the biomass flux: \(v_{\text{tsp} \text{O}_2} < 30 v_{\text{BIOMASS}}\). Considering there are about 42.5 C moles in the \(E. \text{coli}\) core...
biomass, this results in taking the EFMs, the oxygen operating cost of which is less than 0.7 O$_2$ moles per biomass C mole.

\[ \alpha \nu_1 < \beta \nu_2 \quad r_1 \in \mathbb{R}, r_2 \in \mathbb{R}, \alpha \in \mathbb{R}, \beta \in \mathbb{R} \]  

(9)

4.4. Pareto Surface of Optimal Functioning

An analysis of the bidimensional operating cost space was performed as described in [9] to identify the most efficient EFMs for converting substrates into biomass. The technique found Pareto optimal EFMs, specific EFMs that minimized operating costs for both substrates of interest: Glucose and O$_2$, and that defined in aggregate, a surface of optimal functioning.

The analysis was based on the assumption that evolution has selected phenotypes, represented by EFMs, that minimize both operating costs simultaneously. Cells expressing phenotypes that do not minimize both costs would not produce as much biomass as cells that do, limiting their fitness in the considered environment. EFMs (or linear combinations of the EFMs) found along the edge of the bidimensional substrate operating cost space represent optimal phenotypes for growth on glucose and a gradient of O$_2$ availability spanning sufficiency to anaerobic conditions.

The method to identify the EFMs that were Pareto optimal, with respect to both operating costs, computed the convex hull of the operating cost space of EFMs. A solution \( \nu^* \in Sols \) is said to be Pareto optimal with respect to cost functions \( f_i \) for all \( i \) if and only if:

\[ \neg \exists \nu \in Sols \text{ such that } f_i(\nu) \leq f_i(\nu^*) \text{ for all } i \text{ and } f_i(\nu) < f_i(\nu^*) \text{ for at least one } i \]  

(10)

5. Conclusions

We describe _aspefm_, a new method for calculating constraint-based EFMs based on answer set programming and linear programming. This method permits the integration of varied types of constraints, which reduce the solution space, enabling the enumeration of biologically relevant EFMs from large metabolic networks. We apply this tool to the _E. coli_ core metabolism model, which contains a very large number of EFMs. Despite this, _aspefm_ successfully identifies, what are deemed to be, all biologically relevant EFMs for producing biomass in a minimal glucose medium. A Pareto optimality analysis is then performed to identify the most efficient phenotypes, represented by EFMs, for cellular growth on a gradient of O$_2$ availability spanning sufficiency to anaerobic conditions. The tool greatly expands the size range of metabolic models that can be analyzed for EFMs and, thus, greatly expands the potential for using EFMs to interpret complex biological behaviors.
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- MCFM: Minimal Constrained Flux Mode
- MILP: Mixed Integer Linear Program

Appendix A. Pareto Optimal Pathways of *E. coli*

The Pareto optimal pathways for the *E. coli* core model were visualized in HTML format with the tool Escher [57]. We represent a total of five EFMs for the network without formate regulation. The pathways for both regulation conditions are presented in a ZIP file attached in Supplementary File S1.

Appendix B. *E. coli* Biomass Modifications

The *E. coli* core biomass coefficients were modified so that they included ATP maintenance requirements. The biomass now required 139 moles of ATP, for an amount of 42.55 C moles of biomass and an *E. coli* doubling time of 40 min.

We also modified accordingly the H\(^+\) and H\(_2\)O coefficients in order for the number of electrons and hydrogen and oxygen moles in the biomass to be closer to typical *E. coli* values. The calculations are detailed in the Excel file attached in Supplementary File S2.

Appendix C. Pareto Optimal Pathways of *E. coli* with the Adjusted Biomass

Integrating the maintenance energy into the biomass reaction resulted in higher resource operating costs, as expected. To ensure relevant EFMs were identified, the operating cost bounds were increased to an \(\text{O}_2\) operating cost less than 1.4 \(\text{O}_2\) moles per biomass C mole and a glucose operating cost less than 14 C moles per biomass C mole. In addition, maintenance reaction \(\text{ATPM}\) from the model was disabled. The results are presented in Table A1.

The modified biomass returned a different number of EFMs, resulting in a Pareto front of five EFMs for the network with standard regulation (Figure A1), and nine EFMs for the network without formate metabolism regulation (Figure A2).

In addition, disabling the formate regulation resulted this time in only an ~4 fold increase in the number of EFMs, revealing that the chosen bounds and modifications to the model biomass have an impact on the bidimensional substrate operating cost space geometry.

### Table A1. Number of EFMs retrieved on the modified *E. coli* core network depending on culturing conditions for the adjusted biomass. Computation time given within brackets. Disabling the formate regulation returned EFMs for both aerobic and anaerobic conditions in a single execution.

| Processing                  | Standard Regulation     | No Formate Regulation  |
|-----------------------------|-------------------------|------------------------|
|                             | **Aerobic conditions**  | **Anaerobic conditions** |
|                             | 4273 EFMs [2362 s]      | 16,411 EFMs [8005 s]   |
|                             | 930 EFMs [469 s]        |                        |
| Post-processing             | **Filtered out MCFMs**  | **Pareto optimal in biomass yield** |
|                             | 36 MCFMs                | 5 EFMs                 |
|                             | 137 MCFMs               | 9 EFMs                 |
The Pareto optimal pathways for the modified model were visualized in HTML format with the tool Escher. We represent a total of nine EFMs for the network with modified biomass and formate regulation. The pathways are presented in a ZIP file attached in Supplementary File S3.

The nature of the Pareto optimal pathways are the same as for the original reaction: no byproducts for the top left EFM, then as $O_2$ availability decreases, EFMs start producing acetate, acetate, and formate and, finally, acetate, formate, and ethanol under anaerobic conditions.

**Figure A1.** *E. coli* core EFMs sorted by carbon/biomass uptake rate and oxygen/biomass uptake rate. Biomass was modified to include ATP maintenance. Regulation constraints are as described in Orth et al. 2010.

**Figure A2.** *E. coli* core EFMs sorted by carbon/biomass uptake rate and oxygen/biomass uptake rate. Biomass was modified to include ATP maintenance. Regulation constraints allow the production of formate in aerobic conditions.
Appendix D. Additional Results

Table A2. Additional results observed for the original biomass. Computation time given within brackets.

| Constraints Filtered out MCFMs | EFMs and MCFMs |
|-------------------------------|---------------|
|                               | O₂ No O₂ Formate | O₂ No O₂ Formate |
| With regulation and environment |                  |               |
| No additional constraints     | 0 0 0 4027 [1314 s] | 1459 [602 s] 28,256 [5572 s] |
| Biomass-producing              | 0 0 0 2746 [833 s] | 1355 [436 s] 24,324 [6281 s] |
| Biomass-producing Thermodynamic data | 0 0 0 2746 [901 s] | 1355 [471 s] 24,324 [6843 s] |
| Biomass-producing Yields (O₂ < 0.7) (C < 7) | 39 0 119 1157 [560 s] | 363 [220 s] 11,136 [4884 s] |
| Biomass-producing Thermo and Yields | 39 0 119 1157 [542 s] | 363 [232 s] 11,136 [5318 s] |

Table A3. Additional results observed for the revised biomass; BP: Biomass-Producing. Computation time given within brackets.

| Constraints Filtered out MCFMs | EFMs and MCFMs |
|-------------------------------|---------------|
|                               | O₂ No O₂ Formate | O₂ No O₂ Formate |
| With regulation and environment |                  |               |
| ATPM No additional constraints | 0 0 0 8384 [2518 s] | 1260 [473 s] 33,499 [6676 s] |
| Biomass-producing              | 3 0 3 7076 [2939 s] | 1156 [428 s] 29,570 [8697 s] |
| No ATPM No additional constraints | 0 0 0 7778 [2337 s] | 1228 [428 s] 32,098 [6474 s] |
| Biomass-producing              | 3 0 3 6656 [3027 s] | 1140 [458 s] 28,795 [8744 s] |
| BP Yields (O₂ < 1.4) (C < 14) | 36 0 137 4309 [2362 s] | 930 [469 s] 16,548 [8005 s] |
| BP Thermo and yields          | 36 0 137 4309 [2362 s] | 930 [469 s] 16,548 [8005 s] |

Appendix E. ASP Encoding

To encode the stoichiometric matrix into answer set programming, we translated an input metabolic network \( N = (M, R, S, Ext, Rev) \) into a set of the following facts:

\[
\text{ASP}(N) = \{ \text{reaction}(r) \mid r \in R \} \cup \\
\{ \text{reversible}(r, r_{rev}) \mid (r, r_{rev}) \in Rev \} \cup \\
\{ \text{metabolite}(m) \mid m \in M \setminus Ext \} \cup \\
\{ \text{external}(m) \mid m \in Ext \} \cup \\
\{ \text{stoichiometry}(m, r, s_{mr}) \mid s_{mr} \in S \wedge s_{mr} \neq 0 \}
\]

For the problem of finding EFMs of such a network in ASP, the solver will deduce solutions composed of the following atoms:

- \{ \text{flux}(r) \mid r \in R \} representing the flux values \( \nu_r \) for every reaction \( r \). These are theory atoms valued during the solving by clingo[LP]. The vector \( \nu \) composed of all values contained in the flux atoms of a solution is a flux vector.
- \{ \text{support}(r) \mid r \in R \} representing active reactions, reactions \( r \) such that \( z_r = 1 \). There is no atom \text{support}(r) for reactions \( r \) for which \( z_r = 0 \). In this way, the set of all support atoms represents the support \( \text{Supp}(\nu) \) of the solution flux vector \( \nu \).

Appendix F. ASP Programs

Description of every ASP file provided in Supplementary File S4:

- solve[LP].lp4: Program implementing the computation of EFMs under constraints. Works with any network and constraints encoded in ASP as presented in Appendix E.
- orth_ecoli_core.lp4: ASP translation of the network, using the encoding established above.
- orth_ecoli_core_atp.lp4: ASP translation of the network with modified biomass.
- ecoli_core_regul.lp4: Full translation of the \textit{E. coli} core transcriptional regulation network.
• *ecoli_core_additional_constraints.lp4*: Additional constraints for the *E. coli* core network, including environments, thermodynamic constraints and operating costs constraints.

In addition, we used the former standalone implementation of *clingo[LP]* as a Python script. Here are the options we used to launch our tool:

```
clingo [LP] [Network] [Constraints] solve[LP].lp4 -c nstrict=0
 --heuristic Domain --enum-mode domRec
 -c accuracy=10 -c epsilon="(1,1)"
```

**Appendix G. Additional Python Code**

In Supplementary File S5 we provide *Jupyter Notebooks* [58] computing the Pareto optimal pathways with Escher and the plots presenting the EFMs sorted by biomass uptake rate as in Figures 1, 2, A1 and A2.

We also include Python *pickle* data structures containing the EFMs and MCFMs presented in Tables 1 and A1 as *pandas* data frames. The notebook requires the use of Python modules *pandas*, *pickle*, *matplotlib*, *scipy* and *escher*.  
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