Repeated Laser Shock-Wave Adhesion Test for Metallic Coatings: Adhesion Durability and Its Mechanism Studied by Molecular Dynamics Simulation
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Abstract: We evaluated the adhesion of polycrystalline metallic coatings using the laser shock-wave adhesion test (LaSAT). This study used Cu plating on stainless steel as a coating model. The adhesion strength and toughness were successfully estimated using LaSAT and finite element method with cohesive zone model. Next, repeated LaSAT was conducted to apply cyclic loading to evaluate adhesion fatigue life, i.e., the number of loading cycles required for delamination. Furthermore, this study performed molecular dynamics (MD) simulations to elucidate the adhesion mechanism for the Cu/Fe interface. To verify our model, the interfacial fracture toughness was computed using the MD simulation and compared with the results of LaSAT. Next, cyclic loading was applied to the MD model to investigate crack initiation around the interface. We found that dislocations are generated from the internal grain and are accumulated at grain boundaries. This accumulation results in fatigue crack initiation due to stress concentration.
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1. Introduction

Metallic and conductive coatings are widely used in electronic devices to improve the electrical properties of materials. One common coating is copper (Cu) plating, a metal with high electrical conductivity that is widely used in industry as a surface mount device for electronic substrates [1–5]. However, during usage, the coating may become delaminated because of difference in the coefficients of thermal expansion between the substrate and the coating and when subjected to repeated loading. Therefore, it is important to evaluate the adhesion strength of the coating, especially the adhesion durability when it is subjected to cyclic loading. Previously, various tests such as the uniaxial tensile test [6–8] and the four-point bending test [9,10] have been used to investigate adhesion strength and durability. In uniaxial tensile testing, cylindrical specimens are adhered together with an adhesive and subjected to uniaxial loading. Although uniaxial tensile testing is the simplest method, delamination is likely to occur from the interfacial edge, and the stress singularity field at the edge becomes a serious problem for evaluating the adhesive. This can result in large scattering during quantitative evaluation. Therefore, evaluating the adhesion durability by fatigue delamination using cyclic tensile testing is generally difficult. The four-point bending test is a more convenient method for evaluating adhesion durability than the uniaxial tensile test. However, the testing results are generally highly dependent on the pre-crack introduced to the specimen. In addition, stress concentration at the interfacial edge can still occur, and the contact conditions of the pins under four-point bending may cause scattering in the testing results. To solve these problems, a non-contact testing method using pulsed laser-induced shock waves may be favorable [11]. This technique, called the laser shock adhesion test (LaSAT), was initially developed by Vossen [12] and then improved by...
Gupta [13]. Strong shock waves produced by laser ablation are used to cause interfacial fracture (delamination) and can be used to evaluate the adhesion strength of films and coatings. This technique enables the local evaluation of the film and coating adhesion because the laser is irradiated on a spot area (the laser diameter is 2–3 mm). Because of the many advantages of this method, LaSAT has been developed by various groups to improve the evaluation of adhesives in films, coatings, and composite materials [14–17]. Recently, our group improved LaSAT to enable high-cycle laser irradiation and interfacial fatigue testing [18]. This technique has potential for evaluating the adhesion durability of coatings against cyclic loading.

As mentioned above, it is important to evaluate interfacial fatigue for electrical devices, but this can be difficult. Some experiments have been conducted to characterize interfacial fatigue. Most of these studies focused on interfacial fatigue crack growth [10,19], but the evaluation of interfacial fatigue strength (for crack initiation) is still rare. However, we previously used our LaSAT method to successfully evaluate the interfacial fatigue strength of the Cu coating on stainless steel [18], which indicates a clear tendency for fatigue. We could then evaluate the interfacial fatigue life quantitatively. During the initiation of fatigue cracking in metallic or interfacial materials, the fatigue crack initiates from the intrusion and extrusion of slip bands at the free surface and the interface edge. Thus, interfacial fatigue initiation requires interfacial free edges. However, LaSAT is a local adhesion experiment with no interfacial free edges. Indeed, our recent LaSAT study reported that Cu plating showed a fatigue tendency, even though the interfacial specimen could be considered infinite and there was no interfacial edge [18]. Therefore, the mechanism for the fatigue tendency in LaSAT experiments is unknown, and this may be necessary for the evaluation of adhesives and the material design of films or coatings. This insight will increase the reliability of LaSAT experiments and their future improvements.

Experimentally, it is difficult to observe fatigue crack initiation (especially interfacial crack) because it occurs in a very small region (smaller than a grain or on the scale of several nanometers). Molecular dynamics (MD) is a useful method for simulating the deformation process at the atomistic scale, allowing us to investigate the mechanism for fatigue fracture even for interfacial materials. For example, the interfacial fracture of a Cu/Ti/SiO2/Si structure was investigated by Lin et al. [20] in order to model a plated film on an integrated circuit. The interaction forces calculated from the MD simulations were used for finite element method (FEM) computations, so that they compared it with interfacial fracture property obtained from micro-indentation tests. Yashiro et al. [21] also performed an MD simulation of Ni plating on aluminum alloys and discussed the interfacial fracture behavior of Ni coating and the effect of phosphorus on the fracture strength. In a study of fatigue loading using MD, Lei Ma et al. [22] investigated the fatigue crack growth characteristics of pre-cracked single-crystal bcc iron under repeated loading with strain control. In addition, Wu et al. [23] performed a strain-controlled cyclic loading test on single-crystal Ni and discussed the slip zone and stress field at the crack tip. As mentioned above, many MD simulations have been performed to evaluate the adhesion strength of interfacial materials, as well as the fatigue behavior of metallic materials. However, few comprehensive studies have investigated fatigue failure at the coating interface using MD and experiments. As mentioned above, the mechanism of interfacial fatigue failure due to repeated LaSAT is still unknown; however, MD simulations may elucidate this process.

In this study, we conducted repeated LaSAT to evaluate the interfacial fatigue failure (adhesion durability), and we investigated the mechanism of crack initiation using MD simulation. We also summarize our previous results for repeated LaSAT on Cu plating to determine the adhesion durability [18]. For our interfacial model, we used a specimen containing Cu plating on steel. To verify our MD simulation, we first conducted an interfacial crack growth test using an LaSAT experiment to evaluate the interfacial fracture toughness. Next, we conducted an MD simulation to investigate the interfacial crack growth and to evaluate the interfacial fracture toughness. We compared these findings with the experimental result of LaSAT. Finally, we performed MD simulations for cyclic
loading on a Cu/Fe interfacial polycrystalline model to elucidate interfacial fatigue failure. This may be useful to increase the reliability of our method of repeated LaSAT and will provide useful material design from the atomistic scale.

2. Experimental Methods and Specimen

2.1. LaSAT

Figure 1 shows an overview of our LaSAT. Although a detailed explanation can be found in a previous work [18], we will summarize the method here. As shown in Figure 1, laser ablation was generated using an energy absorption layer (grease layer) formed on the back surface of the substrate. The thickness of the confined grease layer was 200 m. A pulsed Nd:YAG laser (Tempest 300, New Wave Research, 1064 nm wavelength, 3–5 ns pulse duration, 2.3 mm laser diameter) was concentrated by a convex lens and irradiated into the grease layer in order to generate laser ablation. Because of the rapid volume expansion resulting from the laser ablation, a strong compressive elastic wave was excited on the back surface of the substrate. When this elastic wave propagated in the substrate and reached the coating’s free surface, free end reflection occurs, and a tensile-stress wave formed. This reflected tensile wave reached the interface again, resulting in the delamination of the coating. Simultaneously, an out-of-plane displacement waveform on the coating’s free surface was recorded by using a laser ultrasonic interferometer (Tempo-1D, Bossa Nova Technologies, 532 nm wavelength, continuous wave, 100 m laser beam diameter). Using this waveform, we conducted a numerical simulation of the wave propagation to calculate the interfacial tensile stress. To detect the coating’s delamination, we used a previous method [24] in which the correlation coefficient for the out-of-plane displacement waveform on the coating surface was investigated to capture changes in the waveform resulting from delamination. The effectiveness of this method was demonstrated in previous research [18,24]. This method uses changes in the out-of-plane displacement waveform, which occurs when a material is delaminated. This is because the elastic wave reflects or diffracts at the delaminated interface. This method was verified by visually observing the cross section where delamination may or may not have occurred [18].

![Figure 1. Overview of laser shock-wave adhesion test (LaSAT).](image-url)
2.2. Specimen

In this study, we used Cu plating as a model for interfacial materials such as films or coatings. Cu coating was deposited on a stainless-steel (SUS304) substrate using an electroplating method. Electroplating was performed using a copper sulfate bath as the plating bath and a phosphorus-containing copper plate as the cathode. Cu was deposited on the substrate surface in a layer with a thickness of 20 μm. The substrate was a flat plate with dimensions of 50 mm × 70 mm × 3 mm. After Cu deposition, a focused ion beam was used to remove the specimen surface, and the coating thickness was measured by observing the cross-sections using scanning electron microscopy (SEM). Figure 2 shows the results of cross-sectional observations before and after the LaSAT experiment [18]. Before laser irradiation, we observed sufficient adhesion between the coating and the substrate. By contrast, after the LaSAT, a clear delamination at the interface was observed. Table 1 shows the physical properties of the SUS304 substrate and the Cu coating. These properties were later used for the numerical simulation of elastic-wave propagation.

![Figure 2. SEM cross-sectional images of the specimen before (a) and after LaSAT (b) [18].](image)

### Table 1. Material properties of stainless-steel (SUS304) substrate and electroplated Cu coating [18].

| Material              | SUS304 Substrate | Cu Coating |
|-----------------------|------------------|------------|
| Young’s modulus $E$, GPa | 197              | 110        |
| Density $\rho$, kg/m$^3$ | 8000             | 8960       |
| Longitudinal wave velocity $C_L$, m/s | 5757             | 4346       |
| Transverse wave velocity $C_S$, m/s | 4352             | 3026       |
| Poisson’s ratio $\nu$ | 0.30             | 0.34       |

3. Results

3.1. Interfacial Crack Growth

3.1.1. Laser Ultrasonic Scanning (LUS)

To evaluate interfacial fracture toughness, we conducted an experiment on interfacial crack growth, using LaSAT. We first introduced an initial interfacial crack (initial delamination) using LaSAT and then conducted additional LaSAT to enhance the initial crack growth (i.e., interfacial crack extension). Thus, it is necessary to identify the initial crack (delamination area) before additional LaSAT. However, the delamination area cannot be visually observed from the coating surface without destroying the material. Therefore, we used LUS [25] to nondestructively identify the delamination area. As shown in Figure 3, laser irradiation without grease was used to generate an elastic wave, and the wave was detected using a laser ultrasonic interferometer (out-of-plane velocity waveforms). The propagated elastic waves changed because of delamination (interfacial crack). This process of laser irradiation and wave detection were conducted multiple times to scan for in-plane motion using an automated X–Y stage. The scanning area was 5 mm × 5 mm on the coating surface. A total of 1600 pulsed lasers were irradiated throughout this area, and the out-of-plane velocity
waveforms were acquired at each point of the coating surface. We previously reported that the reflection and diffraction of elastic waves at the delaminated interface caused a change in the wave propagation, resulting in a delaminated area that could be readily identified [25]. Therefore, changes in the waveform could be quantified using a correlation coefficient. When we obtained the out-of-plane velocity waveforms with correlation coefficient of 0.8 or less consecutively during scanning, we determined that delamination occurred at that point.

Figure 3. Overview of LUS for delamination identification.

Figure 4 shows an example of interfacial crack growth test visualized by LUS. First, the specimen was irradiated with a single shot of the laser to create an initial delamination. Figure 4a shows the scanning result after irradiation with a laser having a diameter of 1.0 mm and a laser energy of 40 mJ. The blue area indicates the delamination area. We found that the delamination diameter was 1.1 mm. Next, we irradiated the same point again with a laser pulse to expand the delamination area (interfacial crack growth). This second irradiation was conducted using a single pulse of a laser having a diameter of 2 mm and a laser energy of 30 mJ. The result of LUS is shown in Figure 4b. Compared with Figure 4a, there was no change in the delamination diameter, suggesting no delamination growth. By contrast, Figure 4c shows that the delamination diameter increased when the experimental condition included a pulsed laser with a laser diameter of 2 mm and laser energy that was slightly little higher than 40 mJ. Therefore, the initial delamination, which was 1.1 mm in diameter, was increased by 300 µm to a final diameter of 1.4 mm when 40 mJ pulsed laser was used for irradiation. These results were then used for the numerical simulation, which was used to evaluate the interfacial fracture toughness.

3.1.2. FEM with Cohesive Zone Model (CZM)

In LaSAT, elastic waves are usually reflected at the free surface of the coating and the interface with different acoustic impedances; this results in the complex interference of elastic waves. It is difficult to theoretically determine the interfacial stress, so we performed wave propagation simulations using the finite-difference time-domain method and FEM [18]. In this study, we created an FEM model as shown in Figure 5, in which the substrate thickness was 3 mm and the Cu coating thickness was 20 µm, as in the experiments. This axisymmetric model included fine meshes around the interface and coating. Here, minimum mesh size is 2.5 µm in this model. The material properties are shown in Table 1. In this model, an interfacial crack with a height of 550 nm and a radius of 550 µm (same dimensions as in the experiment shown in Figure 4a) was introduced at
the interface for initial delamination. To simulate interfacial crack propagation, we used a CZM at the interface, as shown in Figure 5. In this study, we used the exponential form of the traction-separation law introduced by Smith–Ferrante as the cohesive force model; this form is typically used for film interfaces [26]. Equations (1) and (2) are equations for the energy release rate, \( G_C \), and the traction-separation law (exponential type) [26], respectively. Here, \( \sigma_{\text{max}} \) is the maximum traction stress, \( V_C \) is the crack opening displacement (COD) at \( \sigma_{\text{max}} \), \( K_C \) is the fracture toughness used as stress intensity factor, and \( \nu \) is Poisson’s ratio.

\[
G_C = \frac{K_C (1 - \nu^2)}{E}
\]  
\[
V_C = \frac{G_C}{\exp(1) \sigma_{\text{max}}} 
\]

\( E \) and \( \nu \) are elastic properties, also known as materials parameters. \( \sigma_{\text{max}} \) is the interfacial strength (245 MPa), which was evaluated by LaSAT [18] in our previous study. According to the previous study [26], \( G_C \) could be used to evaluate the fracture toughness \( K_C \).

\[\begin{align*}
\frac{\text{Extent of delamination growth, } \mu m}{\text{Input interfacial fracture toughness value, MPa } \sqrt{m}}
\end{align*}\]

\begin{tabular}{c|c|c|c}
\hline
\text{Input interfacial fracture toughness value, MPa} & 
\text{Extent of delamination growth, } \mu m & 
\text{Case 1} & 
\text{Case 2} \\
\hline
0.6 & 0.8 & 1 & 1.2 & 1.4 \\
\hline
\end{tabular}

Figure 4. Visualization of delamination area by LUS. (a) is initial delamination and (b,c) is result of additional LaSAT. Note that (b) shows no delamination growth and (c) is delamination growth.

Figure 5. Finite element method (FEM) model of coating and substrate with Cohesive Zone Model (CZM).

To simulate the elastic wave from the laser ablation, the input source wave is required. In our model, the input source was a laser ablation excited by pulsed laser irradiation (see
assumed that the energy distribution of the input sources had a trapezoidal shape by referring to the energy distribution of the Nd:YAG laser. This numerical approach can successfully evaluate the interfacial stress during LaSAT [18,27].

Using the method described above, this study simulated interfacial crack propagation to evaluate the interfacial fracture toughness. The computed interfacial crack growth is dependent on $G_c$ according to Equation (2). Thus, the interfacial fracture toughness $K_c$ (converted from Equation (1)) varied from 0.69 to 1.26 MPa$\sqrt{m}$ (Case 1) according to the parametric FEM computations. The computed results were compared with the delamination (interfacial crack) growth observed during LaSAT. Figure 6a shows the relationships between the input interfacial fracture toughness values and the extent of delamination growth (i.e., interfacial crack length). As shown Figure 4c, the extent of delamination was 150 $\mu$m as radius; we then determined the interfacial fracture toughness values of the Cu coating/stainless-steel (SUS304) substrate to be 0.91 MPa$\sqrt{m}$ as plotted with red dash line (in Figure 6a). To ensure reproducibility, another LaSAT experiment (like the one shown in Figure 4) was conducted with additional laser energy of 60 mJ. In this experiment, the amount of delamination was 280 $\mu$m. Similarly, we conducted a parametric FEM study to simulate delamination growth, which we then compared with the experimental result (280 $\mu$m), as shown in Figure 6b. From this figure, we found that the interfacial fracture toughness was 2.14 MPa$\sqrt{m}$. The estimation was relatively scattered (0.91 MPa$\sqrt{m}$ and 2.14 MPa$\sqrt{m}$). We attributed the scattering to the brittle characteristics of the interface, since the interfacial strength ranged from 140 to 250 MPa [18]. Thus, we estimated the interfacial fracture toughness to be about 1.53 MPa$\sqrt{m}$ (from 1 to 2 MPa$\sqrt{m}$). This value was similar to the values reported in previous studies [25,28].

![Figure 6](image_url)

**Figure 6.** Relationships between the input interfacial fracture toughness value and the extent of delamination growth (a) Case1 and (b) Case 2.

### 3.2. Cyclic Irradiation Test

Similar to the interfacial strength evaluation test reported in Section 3.1 (Figure 1), we performed cyclic irradiation tests using LaSAT, called as repeated LaSAT [18]. This is a fatigue test used for evaluating interfacial strength and yielding adhesion durability. We showed the experimental setup and results of this method in a previous study [18]. Repeated LaSAT was performed while the energy absorption layer (grease) was filled using a roller pump. The laser energy was changed from 40 to 70 mJ in order to vary the applied interfacial stress. The delamination initiation in the cyclic irradiation tests was determined from the correlation coefficient from the out-of-plane velocity waveform. Figure 7 shows the relationship between maximum interfacial stress (maximum tensile stress applied to the interface) and number of irradiation cycles required for delamination, including cracking.
(S-N curve). As shown in Figure 7, we also observed a tendency to reach fatigue in this test, in which the number of loading cycles required for fatigue delamination (crack) increased as the maximum tensile stress applied to the interface decreased. As described in the introduction, LaSAT is a spot experiment used to evaluate coating adhesion; the interfacial fracture initiates from the inside along the interface (not initiated from an interfacial edge). The mechanism of fatigue fracture in the interfacial case is unclear. To elucidate the fracture mechanism, we conducted MD simulation.

4. MD Study

4.1. Crack Growth Simulation by MD

4.1.1. Simulation Condition

To elucidate the mechanisms for interfacial fracture during LaSAT, MD simulations were performed using the LAMMPS (Large Scale Atomic/Molecular Massively Parallel Simulator, Sandia National Laboratories, PA, USA) software package [29]. We performed this computation partially using the Exabyte.io platform, a web-based computational ecosystem for the development of new materials and chemicals [30]. Figure 8 shows an example of the Cu/Fe interface model (Model 1) used to simulate crack growth. The model dimensions are 100 nmL × 6 nmW × 30 nmH. Simulations were performed under plane strain conditions, in which the periodic boundary condition was applied in the Y-axis. In the X- and Z-directions, free boundary conditions were applied. The Cu model consisted of 781,694 atoms, and the Fe model consisted of 769,545 atoms in a crystal coordinate system with x [100], y [010], and z [001].

![Figure 8. Cu/Fe interface model used in delamination growth simulation (Model 1).](image-url)

To investigate the effect of the crystalline orientation, grain boundary, and distance of crack surfaces, we also created different models (designated as Models 2, 3, 4, and 5) shown in Figure 9 to compare the deformation and crack propagation behavior among them. This is
because the crystalline structure in the experimental conditions is unknown since Cu plating was conducted without controlling the crystal orientation (random orientation). To simulate interfacial pre-cracking in these models, the interactions between the Cu and Fe atoms in the region 12 nm from the interface edge (left) were removed, as shown in Figure 8. We used the Embedded Atom Method (EAM) potential proposed by Bonny et al. [31] as the interatomic potential.

Figure 9. Other models with different crystal orientations (a,b), grain boundaries (c), and crack surfaces (d).

To reduce the number of strain mismatches near the interface of the interface models, we performed structural optimization using the conjugate gradient method, followed by a 50 ps relaxation in the NVT ensemble (constant number of atoms, cell volume, and temperature). Subsequently, uniaxial tensile loading simulations were performed by moving upward only the top constrained region of the model at a velocity of 30 m/s. Noted that the upper and lower parts within 0.5 nm from the model edge were constrained for the X- and Y-directions, and the upper part was moved upper direction (Z-direction).

Figure 10 shows the contour diagram of the centro-symmetry parameter (CSP) [32] for tensile strains of 0.03, 0.04, 0.05, 0.06, and 0.07. CSP is represented by Equation (3), where $N$ is the number of neighboring atoms, and $r$ is the vector pointing from the central atom to each neighboring atom.

$$\text{CSP} = \sum_{i=1}^{N} \left| r_i + r_{i+1} \frac{N}{2} \right|^2 \quad (3)$$

The closer the crystalline structure is to a perfect crystal, the closer the CSP is to approaching zero. The CSP value becomes positive when the adjacent structures become non-periodic, such as in a dislocation, interface, or surface. From Figure 10, we found that the dislocations were emitted from the crack tip along about 45° direction toward the Cu layer ([111] direction) when the loading strain increased. These dislocations propagated in multiple directions with the growth of the interfacial crack. This stable interfacial crack propagation resulted in the final fracture of this model.
The closer the crystalline structure is to a perfect crystal, the closer the CSP is to approaching zero. The CSP value becomes positive when the adjacent structures become non-periodic, such as in a dislocation, interface, or surface. From Figure 10, we found that the dislocations were emitted from the crack tip along about 45° direction toward the Cu layer ([111] direction) when the loading strain increased. These dislocations propagated in multiple directions with the growth of the interfacial crack. This stable interfacial crack propagation resulted in the final fracture of this model.

4.1.2. Estimation of Interfacial Fracture Toughness

To verify our MD simulation model, the interfacial fracture toughness was estimated and quantitatively compared with the toughness obtained from the LaSAT experiment (Figure 6). To estimate the interfacial fracture toughness using MD simulation, we focused on the COD at the crack tip during crack growth in the MD simulations. Figure 11 shows the relationship between the loading time and crack growth length in Model 1 of Figure 8. Although it is difficult to define the timing of crack growth at an atomistic length scale, we assumed that crack propagation began when the initial crack growth reached 30 Å ($\Delta a = 30$ Å) because Figure 11 shows crack propagation remarkably after 30 Å. This is the critical timing for crack propagation, corresponding to interfacial fracture toughness (i.e., when the driving force reaches interfacial fracture toughness, crack propagation starts).

Figure 10. Contour diagram of the CSP in Model 1.
The relative opening displacement (COD along the Z-direction) is plotted along the interface. The relative opening displacement of the crack surface (δx and δy for the X- and Z-directions, respectively) were obtained around the crack tip. As shown by the red line in Figure 12, the COD at the crack tip could be obtained. From the COD (Figure 12), the interfacial fracture toughness was calculated using the displacement extrapolation method proposed by Yuuki et al. [28]. The extrapolation equations for the stress intensity factor are shown as Equations (4) and (5):

\[
K_I = \lim_{r \to 0} \left[ \delta_x (\cos \epsilon Q + 2 \epsilon \sin \epsilon Q) + \delta_y (\sin \epsilon Q - 2 \epsilon \cos \epsilon Q) \right] / \sqrt{r/2\pi} \tag{4}
\]

\[
K_{II} = \lim_{r \to 0} \left[ \delta_x (\cos \epsilon Q + 2 \epsilon \sin \epsilon Q) - \delta_y (\sin \epsilon Q - 2 \epsilon \cos \epsilon Q) \right] / \sqrt{r/2\pi} \tag{5}
\]

\[
K_C = \sqrt{K_I^2 + K_{II}^2}. \tag{6}
\]

Figure 12 shows the crack shape at the beginning of crack growth. The crack shape (COD along the Z-direction) is plotted along the interface. The relative opening displacements of the crack surface (δx and δy for the X- and Z-directions, respectively) were obtained around the crack tip. As shown by the red line in Figure 12, the COD at the crack tip could be obtained. From the COD (Figure 12), the interfacial fracture toughness was calculated using the displacement extrapolation method proposed by Yuuki et al. [28]. The extrapolation equations for the stress intensity factor are shown as Equations (4) and (5):

\[
K_I = \lim_{r \to 0} \left[ \delta_x (\cos \epsilon Q + 2 \epsilon \sin \epsilon Q) + \delta_y (\sin \epsilon Q - 2 \epsilon \cos \epsilon Q) \right] / \sqrt{r/2\pi} \tag{4}
\]

\[
K_{II} = \lim_{r \to 0} \left[ \delta_x (\cos \epsilon Q + 2 \epsilon \sin \epsilon Q) - \delta_y (\sin \epsilon Q - 2 \epsilon \cos \epsilon Q) \right] / \sqrt{r/2\pi} \tag{5}
\]

\[
K_C = \sqrt{K_I^2 + K_{II}^2}. \tag{6}
\]

Figure 12. Crack shape at initiation of crack growth.

Here, \( K_I \) and \( K_{II} \) are the stress intensity factors in mode I and mode II, respectively; C and \( \epsilon \) are constants determined by the Poisson’s ratio and the shear modulus of each material; and \( Q \) is a function expressed by \( \epsilon \) and the distance \( r \) from the crack tip. Table 2 shows the fracture toughness values for each model in the MD simulation estimated using Equations (4)–(6). The fracture toughness values obtained by MD simulations ranged from 1.59 to 2.97 MPa\( \sqrt{m} \), which is comparable to the fracture toughness values obtained by LaSAT as mentioned above. This suggests that the delamination growth at the interface was dominated by the local plastic deformation of a nanometer-scale small region around the crack tip. Our MD simulations were thus verified with the experimental results.
Table 2. Fracture toughness values for each model in the molecular dynamics (MD) simulation.

| Model  | $K_I$, MPa$\sqrt{m}$ | $K_{II}$, MPa$\sqrt{m}$ | $K_C$, MPa$\sqrt{m}$ |
|--------|----------------------|-------------------------|---------------------|
| Model 1| 1.55                 | 0.35                    | 1.59                |
| Model 2| 2.30                 | 1.84                    | 2.95                |
| Model 3| 2.31                 | 1.53                    | 2.77                |
| Model 4| 1.80                 | 1.50                    | 2.34                |
| Model 5| 1.75                 | 0.66                    | 1.87                |

4.2. Fatigue Loading Simulation

4.2.1. Simulation Condition

Next, fatigue loading simulations were performed using MD to investigate the mechanism for interfacial fatigue fracture, which was experienced during LaSAT (Figure 7). Figure 13 shows two types of interfacial models, which were created using Atomsk [33]. In this study, we created a crystalline model, which mimicked the random crystalline structure (representing the conditions of the experiment). Model 1 consisted of 10 grains in both the Cu and Fe layers, while Model 2 consisted of 10 and 4 grains in the Cu and Fe layers, respectively. The dimensions of both models were $30 \text{ nm} \times 6 \text{ nm} \times 30 \text{ nm}$. The periodic boundary conditions were applied in the X- and Y-directions, and free boundary condition was applied in the Z-direction; this resulted in an infinite bi-material model without interface edges. The numbers shown in Figure 13 are used for the identification of each grain. Table 3 lists the maximum Schmidt factor (MSF) for each grain and slip system for both models. MSFs with large absolute values are shown in red letters.

In order to obtain stable structures for the interface models, we performed a structural optimization using the conjugate gradient method, followed by a 50 ps relaxation in the NPT ensemble (constant number of atoms, cell pressure, and temperature). The model was loaded according to the same conditions reported in Section 4.1, but when the tensile stress in the model reached the set maximum tensile stress, the tensile loading was released. During unloading, the tensile stress in the model reached the set minimum tensile stress, and tensile deformation began again. This process is known as stress-controlled cyclic (fatigue) loading.

The grain size of MD simulation was different from that in the physical experiment because of model size limitations. However, the purpose of this study is to elucidate the fracture mechanism and not to quantitatively compare the MD simulation and LaSAT.
Table 3. Maximum Schmidt factor (MSF) in each grain and slip system, which takes the MSF in Model 1 (a) and Model 2 (b). MSFs with large absolute values are shown in red letters.

(a)  

| Grain Number | MSF   | Slip System | Slip Plane Normal | Slip Direction |
|--------------|-------|-------------|-------------------|----------------|
| No. 1        | −0.49 | (11−11)     | [110]             |                |
| No. 2        | −0.47 | (11−1)      | [11]              |                |
| No. 3        | −0.45 | (−111)      | [0−11]            |                |
| No. 4        | −0.49 | (−111)      | [101]             |                |
| No. 5        | −0.45 | (111)       | [0−11]            |                |
| No. 6        | 0.37  | (1−11)      | [−101]            |                |
| No. 7        | 0.47  | (−111)      | [110]             |                |
| No. 8        | 0.47  | (111)       | [−110]            |                |
| No. 9        | −0.47 | (1−11)      | [110]             |                |
| No. 10       | −0.43 | (1−11)      | [−101]            |                |

(b)  

| Grain Number | MSF   | Slip System | Slip Plane Normal | Slip Direction |
|--------------|-------|-------------|-------------------|----------------|
| No. 1        | −0.46 | (1−11)      | [11]              |                |
| No. 2        | 0.31  | (−111)      | [0−11]            |                |
| No. 3        | 0.41  | (−111)      | [0−11]            |                |
| No. 4        | −0.39 | (1−11)      | [110]             |                |
| No. 5        | −0.42 | (1−11)      | [110]             |                |
| No. 6        | 0.46  | (111)       | [−110]            |                |
| No. 7        | −0.42 | (−111)      | [0−11]            |                |
| No. 8        | 0.46  | (11−1)      | [−110]            |                |
| No. 9        | −0.46 | (11−1)      | [−110]            |                |
| No. 10       | 0.45  | (111)       | [0−11]            |                |

4.2.2. Simulation Results

Figure 14 shows a snapshot of Model 1 at the initiation of crack growth (Figure 14a) and the transition of stress during loading (Figure 14b) when the maximum tensile stress of 9.00 GPa was repeatedly applied until the initiation of cracking. In Figure 14a, the dislocation generated regions as determined from CSP are shown in red, and the grain numbers with high absolute MSF (in Table 3) are highlighted in yellow. Figure 14b shows that a crack initiated at the grain boundary between grains No. 1 and No. 8 during the sixth tensile loading. Similarly, Figure 15 shows a snapshot of Model 1, in which a maximum tensile stress of 8.80 GPa was repeatedly applied. Figure 15b shows that a crack initiated at the grain boundary between grains No. 4 and No. 9 during the sixth tensile loading.

Figure 16 shows a snapshot of Model 2, to which a maximum tensile stress of 8.80 GPa was repeatedly applied, and Figure 16b shows that cracks initiated at the grain boundaries between grains No. 3 and No. 5 and between grains No. 8 and No. 10 during the second tensile loading. Figure 17 shows a snapshot of Model 2 when a maximum tensile stress of 8.35 GPa was repeatedly applied, and Figure 17b shows that cracks initiated at the grain boundary between grains No. 3 and No. 4 and between grains No. 4 and No. 10 during the 14th tensile loading. From Figures 14a, 15a, 16a and 17a, it can be seen that in the grains for which the absolute MSF was high (highlighted in yellow), dislocations preferentially occurred and reached the grain boundaries. In addition, we found that the number of loading cycles to fracture changed according to the applied maximum tensile stress.
Similarly, fatigue loading simulations were conducted under various conditions to investigate the relationship between maximum tensile stress (interfacial strength) and the number of loading cycles required for crack initiation. Figure 18 shows the relationship between interfacial strength and the number of loading cycles required for crack initiation. Figure 18 shows the relationship between interfacial strength and the number of loading cycles required for crack initiation. Figure 18 shows the relationship between interfacial strength and the number of loading cycles required for crack initiation. Figure 18 shows the relationship between interfacial strength and the number of loading cycles required for crack initiation.

As shown in Figure 13, this interfacial polycrystalline model does not include an interfacial edge; rather, an interfacial crack initiated inside the material along the interface (in Figures 14–17).
4.2.3. Discussion

As shown in Figure 13, the microstructure of MD simulation model is not completely identical with the actual material (Cu coating on SUS304). Due to a limitation of MD simulation, actual size and actual internal structure of material cannot be created accurately, same with the actual material (Cu coating on SUS304). Under cyclic loading, dislocations nucleate in the grains and reach the grain boundary, resulting in an accumulation at the grain boundaries. Because of an accumulation of stress concentration, resulting in the initiation of fatigue cracks. We indeed discovered the crack growth in the formation of dislocations in many grains under a large stress (Figure 16a). By contrast, under the small stress, actual configuration of stress concentration cannot predict fatigue failure life from our MD simulation. This will be addressed in the future work.

Initiation of fatigue cracks is not necessary for interfacial fatigue crack initiation, which is the same phenomenon in our LaSAT experiment. This indicates that our simple model of MD simulation predicts the physical mechanism of interfacial fatigue crack initiated by LaSAT experiment. Howev er, our LaSAT experiment cannot quantitatively evaluate the interfacial strength and durability of Cu plate coating, using the LaSAT. The fatigue failure mechanisms were elucidated with MD simulations. The findings are summarized below.

## 5. Conclusions

We clearly found that crystalline structure of Cu coating is differentially active due to a higher MSF (attributed to the difference in resistance to plastic deformation). Subsequently, dislocations nucleate in the grains and reach the grain boundary, resulting in an accumulation at the grain boundaries. Because of an accumulation of stress concentration, the fatigue crack initiation occurs. Stress concentration is not necessary for interfacial fatigue crack initiation, which is the same phenomenon in our LaSAT experiment. This indicates that our simple model of MD simulation predicts the physical mechanism of interfacial fatigue crack initiated by LaSAT experiment. Howev er, our LaSAT experiment cannot quantitatively evaluate the interfacial strength and durability of Cu plate coating, using the LaSAT. The fatigue failure mechanisms were elucidated with MD simulations. The findings are summarized below.

Figure 16. Snapshot at the time of fatigue crack initiation (a) and transition of stress during cyclic loading (b) when a maximum tensile stress of 8.80 GPa was applied to Model 2.

Figure 17. Snapshot at the time of fatigue crack initiation (a) and transition of stress during cyclic loading (b) when a maximum tensile stress of 8.35 GPa was applied to Model 2.

Figure 18. Relationship between interfacial strength and the number of loading cycles required for crack initiation in Model 1 (a) and Model 2 (b) according to MD simulations.
4.2.3. Discussion

From these results, we discuss the mechanism of fatigue fracture, i.e., fatigue crack initiation, for a polycrystalline interface model without interface edges. Table 3 and Figures 14a, 15a, 16a and 17a show that even during macroscopic elastic deformation in the Cu coating, some grains showed plastic deformation, since slip deformation in some grains was preferentially active due to a higher MSF (attributed to the difference in resistance to plastic deformation from each grain at the microscopic level). This is due to the random polycrystalline structure. Subsequently, dislocations nucleate in the grains and reach the grain boundary, resulting in an accumulation at the grain boundaries. Because of an accumulation in the dislocations and the larger dislocation density, grain boundary become a source of stress concentration, resulting in the initiation of fatigue cracks. We indeed discovered dislocations in many grains under a large stress (Figure 16a). By contrast, under the small stress shown in Figure 17a, dislocation nucleation only occurred in some grains. This suggests that even under a relatively small stress, dislocations gradually accumulate at grain boundaries and interface under cyclic loading, resulting in fatigue fracture. Therefore, our MD simulation clarifies that repeated LaSAT produces fatigue crack initiation around the interface, resulting in interfacial fatigue fracture.

As shown in Figure 13, the microstructure of MD simulation model is not completely same with the actual material (Cu coating on SUS304). Due to a limitation of MD simulation, actual size and actual internal structure of material cannot be created accurately, since many factors (i.e., solute atoms, defect, dislocation, grain boundary) should be considered. Therefore, we created a simple model, having a typical polycrystalline structure in the MD model as shown in Table 3. We clearly found that crystalline structure of Cu coating plays a key role of fatigue crack initiation around the interface. Thus, interfacial edge is not necessary for interfacial fatigue crack initiation, which is the same phenomenon in our LaSAT experiment. This indicates that our simple model of MD simulation predicts the physical mechanism of interfacial fatigue crack initiation by LaSAT experiment. However, as shown in Figure 18, stress level and fatigue life are different from the experiment (Figure 7). One main reason is the sample size, i.e., macroscopic experiment vs. nanoscopic simulation. In other words, our MD simulation focuses on ultrasmall region around the interface in order to elucidate the physical mechanism of fatigue crack initiation. Thus, we cannot predict fatigue failure life from our MD simulation. This will be addressed in the future.

5. Conclusions

This study quantitatively evaluated the interfacial strength and durability of Cu plate coating, using the LaSAT. The fatigue failure mechanisms were elucidated with MD simulations. The findings are summarized below.

(1) To evaluate interfacial fracture toughness, delamination growth tests for a Cu plate on SUS substrate were conducted using LaSAT. First, an initial delamination was created using LaSAT, and an additional LaSAT was conducted to enhance the initial delamination growth. The delamination area could be visualized non-destructively using LUS. FEM computation was carried out to compute the interfacial stress due to LaSAT. In addition, a CZM was used to estimate $K_c$.

(2) Repeated LaSAT was conducted to evaluate the adhesion durability of Cu coating. The tests were performed at various laser energies to investigate the number of loading cycles required for delamination. The results indicated a fatigue fracture tendency similar to that of a common homogeneous metal material: The coating life of delamination increased as the applied stress decreased.

(3) Using MD simulations of the Cu/Fe interface, we calculated the interfacial fracture toughness using the displacement extrapolation method. The interfacial fracture toughness ranged from 1.6 to 3.0 MPa$\sqrt{m}$, values that are comparable to those calculated from the LaSAT experiment, 0.91 MPa$\sqrt{m}$ and 2.0 MPa$\sqrt{m}$. This suggests that the delamination growth at the interface is dominated by local plastic deformation.
in a small region on the nanometer scale around the crack tip. In addition, we verified our MD simulation from the LaSAT experiments.

(4) MD simulations were also done to perform stress-controlled cyclic loadings in a Cu/Fe interfacial polycrystalline model. This model was an infinite-flat-plate interface model without interface edges. Unlike conventional fatigue mechanisms, the model did not induce any intrusion or extrusion. Even in the interface model, we found that the accumulation of microscopic plastic deformations (dislocations) in each grain resulted in fatigue fracture.

(5) We found that there are active grains that preferentially slip, and dislocations in the grains propagate up toward the grain boundaries and/or interface. This results in an accumulation of dislocations, increasing the dislocation density. Therefore, a source of stress concentration forms, resulting in the initiation of fatigue cracks. Thus, interfacial fatigue cracks may initiate from the inside along the interface, and interfacial edges are not always necessary for interfacial fatigue fracture.
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