Modelling and Simulation of Selected Real Estate Market Spatial Phenomena
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Abstract: This paper presents a novel approach to the modelling and simulation of real estate transactions. The main purpose of the study was to develop the theoretical foundations for building simulation models of transaction locations and real estate prices. Pursuing this objective involved a spatial market analysis based on geostatistics to develop maps of the dynamics and spatial activity of the real estate market. The research was conducted by presenting the issue against the background of the literature of the subject and by conducting an experiment, which involved developing an original procedure of providing simulated market data. The study deals with the market for non-built-up land real estate with a residential function in the city of Olsztyn (Poland). The time range concerned the years 2004–2015. Information on 932 real estate transactions was adopted for the study. A set of additional information on virtual transactions was generated during the study; this information can supplement market data for markets of low activity or if there are information gaps. Geoinformation analyses were performed in order to determine new trends in price levels and spatial activity of a real estate market. Overall, this resulted in generating maps of simulated transaction densities, a map of simulated prices and a map of the probability of a specific price occurring.
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1. Introduction

Spatial phenomena that affect real estate market are relatively difficult to describe using mathematical models [1]. Their analysis only partly explains the relationship which affects events, such as a transaction in a given location with a specific set of attributes and price [2]. The spatial real estate market phenomena under study can be characterized by hedonic models, which describe the relationships between prices and factors which affect them, mainly taking into account the characteristics of the objects under study [3]. Spatial phenomena in the real estate market can be described using geostatistical methods, using spatial information as the basic element of a description of real estate market phenomena [4,5]. These methods can provide a foundation for developing models to simulate individual events in real estate markets understood as the appearance of real estate transaction prices at a certain location.

There are a number of barriers in a real estate market which manifest themselves, inter alia, as an insufficient amount of data, which frequently prevents using quantitative methods in its analysis. A simulation of a transaction can provide the necessary data to formulate forecasts and identify possible trends in the structure of real estate markets, and makes it possible to conduct a study based on virtual transactions.

The main purpose of the study was to develop the theoretical foundations for building simulation models of transaction locations and real estate prices. Pursuing this objective involved a spatial market
analysis based on geostatistics to develop maps of the dynamics and spatial activity of real estate markets. The study was conducted in several stages, pursuing the following specific objectives:

- developing diagnostic models of spatial activity of real estate markets and interactions between location and price;
- building simulation models of real estate market activity as well as the prices and values;
- conducting transaction simulations as a tool for obtaining extra real estate market information; and
- determination of possible trends in real estate price levels and spatial activity.

A hypothesis was proposed during the study that with simulation modelling it is possible to generate new information on possible real estate market transactions and to determine probable trends in spatial processes.

2. Literature Review and the Background of the Study

The concept of a simulation can be defined, inter alia, as a numerical technique used to conduct experiments on certain types of mathematical models, which describe the behavior of a complex system [6–8]. Therefore, a simulation employs a model in order to present the time series of significant characteristics of the system or process under study. It makes it possible to reproduce the properties of an object, phenomenon or space which occur in nature but which are difficult to examine [9,10].

Simulation modelling is a widely used descriptive tool for analysis of stochastic systems which—considering their complex structure—cannot be modelled by using other, less complicated methods [11]. The main advantage of simulation models is the absence of any limitations regarding the structure and complexity of the system under study and the possibility of taking into account stochastic processes, which enables modelling real-life, highly complex systems with a high share of random factors [12]. Moreover, it should be stressed that there is no universal simulation model and simulation is not the only approach, as can be mistakenly implied by the term “simulation model” [13].

The use of simulation modelling of real estate markets has not yet been studied extensively (e.g., [14–19]). This study has mainly concerned the streamlining of the economic decisions taken (e.g., [16]), effectiveness of investments, inter alia, maximizing income from flat rental [15,20] or the effect of environmental and socio-economic factors on demand [19]. Simulation modelling in this case allowed for mimicking the probabilistic nature of real-life phenomena (e.g., [3,21]). The study was based on the mathematical modelling of real-life processes whose outcome—due to the process complexity—cannot be estimated with an analytical approach.

Spatial factors play an extremely important role in modelling phenomena in a real estate market. Spatial phenomena in these considerations should be understood to denote an empirical fact in the form of prices and value of real estate located in a specific system of coordinates, and real estate attributes which are to a great extent a reflection of location-related factors. A full analysis of a real estate market cannot be based only on transaction prices without spatial considerations taken into account. The significance of space in real estate market studies and the importance of spatial factors in the price-creation process were evidenced by numerous publications which take into account the value and features of space (e.g., [22,23]). The structure of spatial data is much more complex than time series data; as a consequence, conventional quantitative methods do not always play their role as analytic tools [1]. In such cases, it is justified to use specialist analytic methods which take into account spatial effects (e.g., spatial autocorrelation).

Apart from the spatial location, the characteristic features of spatial phenomena may include, inter alia, uncertainty, which can depend on the spatial structure, relationships that are often located geographically, missing values in observations of variables, or spatial clusters [24].

Geostatistical methods play a special role in modelling spatial phenomena of real estate markets since they enable a description and identification of spatial continuity which, in turn, is an inherent feature of many phenomena in real estate markets (e.g., [2,5,20,25]). These models can be developed on the basis of spatial relationships analysis (e.g., [1,26–29]). The possibility of using geographically
weighted regression models has also been described extensively (e.g., [30–36]). Therefore, it was
decided during this study that price simulation can be based on a properly built statistical model
which mainly takes into account spatial relations. A simulation of transaction location will be based on
the assumption that the probability of a transaction is strictly correlated with the spatial distribution of
the market activity. Therefore, this simulation can use transaction density models.

3. The Data and the Area of Study

This study deals with the market for non-built-up land real estate with a housing function. The spatial range of the study covers the city of Olsztyn situated in the north-east of Poland. The study was carried out in the years 2004–2015. Olsztyn is the capital of the Warmińsko-Mazurskie Voivodship. It has an area of 88.33 km$^2$ and a population of approximately 173,000. A relative equilibrium between supply and demand is observed on the land market for single-family housing in Olsztyn. In locations where transactions were recorded, single-family and detached houses dominate. A typical plot sold on the market has an area of about 700 m$^2$. The average price was about 250 PLN/m$^2$ (approx. 60 EUR/m$^2$). In the analyzed period, no significant price changes caused by the passage of time were found. There are no special factors affecting the real estate market in the city. Therefore, one can assume that the study results for the area can reflect the specific nature of a typical real estate market.

The following data sources were used in the study:

- Real Estate Price and Value Register maintained by the Municipal Office in Olsztyn;
- the digital master map of Olsztyn;
- current local zoning plans for Olsztyn;
- the land use plan for Olsztyn; and
- the noise map for Olsztyn.

Additionally, the OpenStreetMap and geoportal maintained by the Central Geodesy Office were used to supplement the information on the area under analysis. ArcGIS 10.0 and GeoDa software was used as the main tool for the spatial analyses.

The spatial data in a vector form concerned the land and non-built-up real estate prices, usually taken into account in an appraisal, which can potentially affect the level of real estate prices and values. A large amount of information on 15 selected real estate prices was accumulated. The number of transactions in individual years (2004 to 2015) ranged from 40 in 2012 to 221 in 2011, with an average of 77 real estate transactions each year. The analysis did not cover real estate that was traded outside the free market, e.g., plots allotted for widening existing roads, land under ditches, ponds, land with trees and bushes, forests; only those were selected which give an objective picture of the market activity. In effect, information on 932 transactions was gathered concerning real estate with a housing function. The location of the real estate on the city map is shown in Figure 1. The analyses were performed with 15 variables that characterized each sold property. These are listed in Table 1. In the case of distance from public transport, forests and lakes, adopting Euclidean rather than network distance is a certain simplification, which, however, allows easier interpretation of the results.

It was assumed in the study that the probability of a transaction in a given location will be closely dependent on the local market activity. This activity was estimated based on the density of previous transactions with the use of a kernel function. The price simulation was based on a statistical model taking into account the spatial relations. The study employed a classic regression model, spatial autoregression models and models of geographically weighted regression. Therefore, the study took into account the following stages:

1. modelling and simulation of the real estate market spatial activity using the kernel function;
2. modelling and simulation of prices using spatial stochastic models; and
3. developing a map of simulated transaction prices using geostatistical methods.
Figure 1. Location of non-built-up land real estate transactions in Olsztyn in the years 2004–2015.

Table 1. List of variables taken for analysis.

| No. | Variable       | Characteristic                                                                 |
|-----|----------------|-------------------------------------------------------------------------------|
| 1   | noise          | noise intensity (dB)                                                          |
| 2   | stops          | distance from public transport stops (Euclidean distance, m)                    |
| 3   | centre         | distance from the city center                                                  |
| 4   | gas            | gas supply network (based on the kernel function)                              |
| 5   | water          | water supply network (based on the kernel function)                            |
| 6   | telecom        | telecommunications network (based on the kernel function)                      |
| 7   | heat           | heat supply network (based on the kernel function)                             |
| 8   | intensity      | floor area ratio (based on the kernel function)                                |
| 9   | non-built-up   | potential supply, presence of non-built-up plots, which potentially can be     |
|     |                | objects of transactions (based on the kernel function)                         |
| 10  | energy         | power supply network (based on the kernel function)                            |
| 11  | railway        | distance from the railway network (based on the kernel function)               |
| 12  | roads          | distance from a public road (based on the kernel function)                     |
| 13  | buildings      | access to public buildings (based on the kernel function)                      |
| 14  | water body     | distance from a lake (Euclidean distance, m)                                   |
| 15  | forest         | distance from a forest (Euclidean distance, m)                                 |

4. Modelling and Simulation of Real Estate Market Spatial Activity

The first stage of research, concerning real estate market spatial activity, included an analysis of the effect of transaction density in individual years on the location of properties that were the objects of transactions in subsequent years [37]. Kernel estimation was proposed for estimation of the transaction density. Its aim is to model a smoothed-out area which represents the density depending on the concentration of points in the surrounding area [38]. This method matches a continuous plane to a set of data which describes discrete objects. In the estimation of the phenomenon density, each measurement object is replaced with a value calculated according to the probability density function and subsequently the function values are added in order to obtain the aggregated area or a continuous density field [39]. The probability function enables checking whether the transaction density in a given year is reflected in transactions in the following year and whether the transaction distribution is in
any way correlated with the transaction density in the previous year. To this end, the study area was covered with evenly distributed control points. The estimation results, in the form of rasters, were read out at control points, which yielded the densities for the points in individual years. A transaction is a certain event which can affect the surrounding space at a specific distance. Such interactions can be relatively strong up to a distance of several hundred meters. It is a problematic issue to select the kernel function range for real estate market data analysis. To this end, modelling of transaction density was performed using the function range with different smoothing parameters: 500 m, 1000 m and 1500 m (Figure 2).

![Figure 2. The kernel function density distribution of transactions for the year 2005 (example).](image)

The analysis was repeated for individual years and subsequently different individual density distributions were compared to the location of real transactions in the following year of the analysis using the values of individual rasters. The sums of values for individual raster cells were used to develop a measure of the quality of how density was reflected by the kernel function based on the sums of values read from the kernel function raster of a predefined range. The optimum kernel function range was determined based on the largest density function. The results of analyses for several example years are listed in Table 2. The raster value sum is higher the more the previous-year transaction density affects the next-year transactions, and would be highest if the transaction location coincided. The 500-m raster sum was the highest for all analysis years. The experiment showed that the kernel function range for the market data should be relatively small. In effect, according to the Tobler rule [40], the interactions between the objects in space under study are often characterized by more similarities in objects situated nearby than in those situated at a certain distance. The kernel function range of 500 m was used in the study.

| Year | Kernel Function Range (m) | Sum of Raster Cell Values |
|------|---------------------------|---------------------------|
| 2005 | 500                       | 0.006126                  |
|      | 1000                      | 0.002931                  |
|      | 1500                      | 0.002047                  |
|      | 500                       | 0.002763                  |
| 2007 | 1000                      | 0.001665                  |
|      | 1500                      | 0.001203                  |
|      | 500                       | 0.001075                  |
| 2009 | 1000                      | 0.000701                  |
|      | 1500                      | 0.000523                  |
|      | 500                       | 0.002038                  |
| 2011 | 1000                      | 0.001517                  |
|      | 1500                      | 0.001242                  |
Additionally, experiments were conducted to determine whether the transaction distribution is correlated with the transaction density in the previous year. To this end, the correlation coefficients were calculated between the values for different years (Table 3).

**Table 3. Correlation between transaction densities in individual years.**

|       | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 |
|-------|------|------|------|------|------|------|------|------|
| 2004  | 1.000| 0.669| 0.624| 0.450| 0.403| 0.428| 0.481| 0.245|
| 2005  | 0.669| 1.000| 0.618| 0.432| 0.284| 0.433| 0.428| 0.191|
| 2006  | 0.624| 0.618| 1.000| 0.536| 0.282| 0.334| 0.413| 0.228|
| 2007  | 0.450| 0.432| 0.536| 1.000| 0.250| 0.288| 0.395| 0.197|
| 2008  | 0.403| 0.284| 0.282| 0.250| 1.000| 0.543| 0.445| 0.638|
| 2009  | 0.428| 0.433| 0.334| 0.288| 0.543| 1.000| 0.638| 0.638|
| 2010  | 0.481| 0.428| 0.413| 0.395| 0.445| 0.638| 1.000| 0.353|
| 2011  | 0.245| 0.191| 0.228| 0.197| 0.638| 0.638| 0.353| 1.000|

The study has shown that the transaction density in a given year is related statistically to the transaction density in the preceding year and in several earlier years. The calculated correlation coefficients proved to be statistically significant at a level of significance under 0.05. These findings indicate that there is a correlation between the present situation in a real estate market and the future phenomena in it. The transaction densities were used as input data for a simulation of the location of potential future transactions.

The next stage of the analysis involved the construction of simulation models of activities. In this case, the simulation model was based on the surface which represented the transaction density. After a transformation, the surface was regarded as the transaction probability density function. The transaction location simulation procedure comprised the following steps:

- covering the study area with a network of control basic fields;
- developing a transaction density model by geostatistical methods;
- reading the density in each basic field;
- assigning the transaction probability to each field based on the transaction density; and
- using random number generation to select the basic field in which a potential transaction can occur.

Knowledge of the probability density allowed for developing the random selection scheme, using the random (pseudo-random) number generator. The solved problem involved selecting a method of random selection so that information on the density function could be used. If a certain numerical interval is assigned to each location, whose range is proportional to the transaction occurrence, then it is possible to use the number generator with a uniform distribution. Therefore, a simulation model covers the probability distribution described with the model and the mechanism of appropriate generation of random numbers. A simulation of another transaction location was based on the density distribution for previous transactions.

The input data was the set of information on transactions which occurred in the city of Olsztyn during the period under study. The spatial distribution of the input data is shown in Figure 3.

The input data density distribution was used as the basis for the simulation of new transaction locations. Each new item of information on a transaction location generated with a random number generator was added to the input database. After a large number of repetitions, a set of additional information was generated on locations of simulated real estate transactions. Overall, 100 simulation replicates were performed, which constituted a set of additional information on a real estate market. Their graphic distribution in the context of market data is shown in Figure 4.
Figure 3. The spatial distribution of the input data for simulation of transactions in a real estate market (the points show the centroids of plots as transaction objects).

Figure 4. Spatial distribution of simulated input and output data.

It should be noted that the simulation results depend on the initial assumptions. It was assumed that the location of a simulated transaction depends on the density of existing transactions; however, this location can be affected by a number of other factors associated with the attractiveness of a given location. An important issue is the choice of the kernel function and smoothing parameters.

5. Modelling and Simulation of Real Estate Transaction Prices

The second stage of the work involved taking into account the effect of location and other factors on the price and, in effect, on the value of a real estate. To this end, the study employed a classic multiple regression model, spatial auto-regression models and models of geographically weighted regression. The use of spatial auto-regression models, also known as spatial regression models, can be applied provided spatial autocorrelation occurs. The attributes listed in Table 1 were taken as explaining variables. The natural logarithm of a unit price was the explained variable. Results of the multiple regression model estimation are presented in Table 4.
Table 4. Results of the multiple regression linear model estimation.

| Variable       | Coef.     | Std. Error | t       | p-Value | Multiplier $\beta_i e^{\hat{\eta}_i}$ |
|----------------|-----------|------------|---------|---------|--------------------------------------|
| intercept      | 5.434     | 0.125      | 43.535  | 0.000   | 228.961                              |
| noise          | -0.002    | 0.001      | -1.759  | 0.079   | 0.998                                |
| stops          | 0.000     | 8.09 $\times 10^{-05}$ | -4.411  | 0.000   | 1.000                                |
| centre         | 0.000     | 2.69 $\times 10^{-05}$ | -4.519  | 0.000   | 1.000                                |
| gas            | -0.002    | 0.006      | -0.330  | 0.742   | 0.998                                |
| water          | 0.026     | 0.008      | 3.302   | 0.001   | 1.026                                |
| telecom        | -0.001    | 0.005      | -0.193  | 0.847   | 0.999                                |
| heat           | 0.121     | 0.014      | 8.343   | 0.000   | 1.128                                |
| intensity      | 0.279     | 0.535      | 0.521   | 0.602   | 1.322                                |
| non-built-up   | 5.630     | 2.250      | 2.504   | 0.012   | 278.662                              |
| energy         | -0.030    | 0.005      | -6.207  | 0.000   | 0.970                                |
| railway        | 0.014     | 0.006      | 2.367   | 0.018   | 1.014                                |
| roads          | -0.034    | 0.022      | -1.513  | 0.131   | 0.967                                |
| buildings      | -0.010    | 0.006      | -1.548  | 0.122   | 0.990                                |
| water body     | 0.000     | 5.95 $\times 10^{-05}$ | 5.676   | 0.000   | 1.000                                |
| forest         | 0.000     | 5.50 $\times 10^{-05}$ | 2.874   | 0.004   | 1.000                                |

Moreover, the effect % column (multiplier) was estimated; this represents the percentage effect on the real estate price with respect to its value with specific attributes. The measure of the model fitting to the data under analysis is the determination coefficient. The coefficient of determination, $R^2$, in the estimated multiple regression model was only 0.167, whereas the standard error of estimation was 46.06. For the six variables (noise, gas, telecom, intensity, roads, buildings), at the significance level of 0.05, there were no grounds for rejecting the hypothesis of there being no effect on the explained variable. The signs of the estimated parameters suggest their positive or negative effect on the explained variable, which is not always in line with expectations (e.g., with such variables as noise, water, telecoms and heat). The relatively poor results of the estimated model could result from the spatial structure of data which, in turn, can affect the accuracy of the parameters under estimation. The model under analysis does not provide grounds for a reliable prediction of the explained variable; it only serves as a point of reference and comparison with spatial models. Therefore, further parts of the study focus on an analysis of spatial relationships which are expressed with the spatial autocorrelation.

Moran’s I global statistic, which reflects the degree of correlation of a variable under study at a given location with the values of the same variable at other locations, is the measure of spatial autocorrelation. The presence of such a relationship means that values are grouped spatially. If the autocorrelation is positive, clusters (groups) are formed of similar values (large or small) of the variable under observation. A negative autocorrelation is the opposite of a positive autocorrelation, i.e., large values of the observed variables are next to small values of those variables and low values are close to large ones [41]. Calculations provided the value of Moran’s I statistic, its expected value and variance (Table 5).

Table 5. Results of Moran’s I statistic.

| I      | E(I) | Var(I) | Z(I)   | p-Value |
|--------|------|--------|--------|---------|
| 0.195758 | 0.0011 | 0.0001 | 18.8655 | 0.0000 |

The results allow for rejecting the hypothesis of the absence of global spatial autocorrelation ($p < \alpha$, $\alpha = 0.05$). Condition $I > E(I)$ and $Z(I) > 0$ indicates a positive correlation of prices: high prices occur in the vicinity of high ones, low prices in the vicinity of low ones. The probability that the observed spatial relationship is accidental is low ($Z(I) = 18.865$, $p$-value < 0.001). The analysis results indicate the presence of transaction price spatial autocorrelation, which enables applying spatial regression models. The results of the spatial auto-regression model estimation are shown in Tables 6 and 7.
Table 6. Basic statistics of the spatial lag model.

| Variable | Coef. | Std. Error | t     | p-Value | Multiplier $\beta_i = e^{\hat{\beta}_i}$ |
|----------|-------|------------|-------|---------|------------------------------------------|
| intercept| 3.793 | 0.420      | 9.034 | 0.000   | 44.380                                   |
| noise    | -0.002| 0.001      | -2.120| 0.034   | 0.998                                    |
| stops    | 0.000 | 0.000      | -3.834| 0.000   | 1.000                                    |
| centre   | 0.000 | 0.000      | -3.232| 0.001   | 1.000                                    |
| gas      | 0.002 | 0.006      | 0.279 | 0.781   | 1.002                                    |
| water    | 0.019 | 0.008      | 2.435 | 0.015   | 1.019                                    |
| telecom  | -0.002| 0.005      | -0.418| 0.676   | 0.998                                    |
| heat     | 0.099 | 0.015      | 6.430 | 0.000   | 1.104                                    |
| intensity| 0.248 | 0.524      | 0.473 | 0.636   | 1.281                                    |
| non-built-up | 0.003 | 0.002 | 1.716 | 0.086   | 1.003                                    |
| energy   | -0.025| 0.005      | -4.866| 0.000   | 0.976                                    |
| railway  | 0.011 | 0.006      | 1.927 | 0.054   | 1.011                                    |
| roads    | -0.025| 0.022      | -1.143| 0.253   | 0.975                                    |
| buildings| -0.011| 0.006      | -1.701| 0.089   | 0.990                                    |
| water body| 0.000 | 0.000    | 4.529 | 0.000   | 1.000                                    |
| forest   | 0.000 | 0.000      | 2.454 | 0.014   | 1.000                                    |

$p = 0.312$

Table 7. Basic statistics of the spatial error model.

| Variable         | Coef.  | Std. Error | t     | p-Value | Multiplier $\beta_i = e^{\hat{\beta}_i}$ |
|------------------|--------|------------|-------|---------|------------------------------------------|
| intercept        | 5.520  | 0.163      | 33.826| 0.000   | 249.66                                   |
| noise            | -0.003 | 0.001      | -2.506| 0.012   | 0.997                                    |
| stops            | 0.000  | 0.000      | -3.848| 0.000   | 1.000                                    |
| centre           | 0.000  | 0.000      | -3.532| 0.000   | 1.000                                    |
| gas              | 0.000  | 0.008      | 0.031 | 0.975   | 1.000                                    |
| water            | 0.024  | 0.010      | 2.445 | 0.014   | 1.024                                    |
| telecom          | -0.002 | 0.006      | -0.241| 0.810   | 0.998                                    |
| heat             | 0.119  | 0.018      | 6.654 | 0.000   | 1.126                                    |
| intensity        | 0.265  | 0.661      | 0.400 | 0.689   | 1.303                                    |
| non-built-up     | 0.006  | 0.003      | 1.840 | 0.066   | 1.006                                    |
| energy           | -0.030 | 0.006      | -5.084| 0.000   | 0.970                                    |
| railway          | 0.013  | 0.008      | 1.630 | 0.103   | 1.013                                    |
| roads            | -0.023 | 0.028      | -0.830| 0.407   | 0.977                                    |
| buildings        | -0.012 | 0.007      | -1.857| 0.063   | 0.988                                    |
| water body       | 0.000  | 0.000      | 4.215 | 0.000   | 1.000                                    |
| forest           | 0.000  | 0.000      | 2.457 | 0.014   | 1.000                                    |

$\lambda = 0.360$

Some explaining variables are statistically insignificant both in the spatial error model and in the spatial delay model. For the multiple regression model, these are not the same variables. Only the variables “intensity”, “railway” and “roads” are insignificant and they are of little effect on transaction prices in all the models under analysis, which can be a consequence of the specificity of market data.

The models were tested with the maximized log likelihood $\log L$ and the information criteria, AIC (Akaike information criterion) and BIC (Bayesian information criterion, Schwartz criterion) (Acquah, 2010) in the following form:

$$
AIC = -\frac{2\ln L}{N} + \frac{2K}{N}, \quad BIC = -\frac{2\ln L}{N} + \frac{K\log(N)}{N}
$$

(1)

Table 8 shows the results of assessment of the estimated models according to these criteria.
Table 8. Evaluation of the models under study.

| Model               | Log L    | AIC      | BIC      | R²   |
|---------------------|----------|----------|----------|------|
| multiple regression | −591.946 | 1215.89  | 1293.29  | 0.167|
| spatial lag model   | −583.246 | 1200.49  | 1282.73  | 0.186|
| spatial error model | −582.413 | 1196.83  | 1274.22  | 0.190|

According to the maximized log likelihood test, the spatial error model is the best model. It is similar with the Akaike and Schwartz criteria. The value of the determination coefficient indicates that this model is the best fitted. However, all of the analyzed models are poorly fitted and the differences between the analyzed tests are small.

The issue of assessment of the effect of location can also be solved in an alternative way. Weights can also be assigned to observations in conventional regression models, which produces a model of geographically weighted regression, non-parametric estimation (GWR), which generates parameters degenerated by the spatial analysis units. It allows for assessment of the spatial heterogeneity in the estimated relationships between the explaining variables and the explained variable. Due to their spatial position, individual observations can, theoretically, affect an analyzed phenomenon to a greater extent than others [4,42,43]. Since there are a number of explaining variables (15), the variables related to land development (power, heat, telecommunication, gas, water) were aggregated into one development in order to increase the number of degrees of freedom. This is justified because non-built-up plots in urban areas are fully developed. The general results of the estimation with the geographically weighted regression are shown in Table 9.

Table 9. General results of the geographically weighted regression.

| Variable            | Min     | Max     | Mean   |
|---------------------|---------|---------|--------|
| intercept           | 50.000  | 680.060 | 184.511|
| noise               | −1.724  | 0.850   | −0.530 |
| stops               | −0.214  | 0.065   | −0.085 |
| centre              | −0.045  | 0.011   | −0.018 |
| intensity           | −262.635| 506.170 | 108.147|
| non-built-up        | −6.809  | 3.274   | −1.060 |
| railway             | −15.994 | 6.223   | −2.528 |
| roads               | −18.483 | 12.140  | −3.898 |
| buildings           | −15.039 | 6.332   | −1.796 |
| water body          | −0.028  | 0.103   | 0.037  |
| forest              | −0.014  | 0.116   | 0.047  |
| land development    | −1.330  | 6.334   | 1.260  |
| local R²            | 0.079   | 0.323   | 0.184  |

The estimated global coefficient of determination R² was 0.394, and its adjusted value was 0.331, which is a slightly better fitting of the GWR model than of the spatial models under analysis and of the classic model. For the model of GWR residuals, the results are distributed randomly as expected, and their spatial distribution is shown in Figure 5.

An assessment of the effect of a property’s individual features on its price shows how the effect of individual attributes is differentiated spatially, although the effect did not prove significant in each case. Despite aggregation in the analyses of the real estate attributes usually taken into account in the appraisal, the picture of a real estate market is affected by various factors and attributes of the property with random factors, uncertainty and the behavioral context playing their roles.

Price simulations were performed using geostatistical methods (geostatistical simulation) using ordinary kriging. This method allows not only a spatial interpolation, but also determination of the errors of the simulated values. It must be stressed that kriging is not a simple method in practical applications because the condition of a stationary nature of the variables under analysis is rarely met.
The simulated price was determined with a generator of random numbers of a normal distribution, where the expected value was a result of spatial interpolation, and the standard deviation is the square root of kriging variance [21].

The price simulation was based on the distribution of probability of the model random errors. A price simulation consisted of two elements: prediction (estimation of the expected value based on the spatial error model) and the random component (arising from the kriging variance) where the generator of random numbers was used again.

The transaction price simulation experiment was conducted according to the following procedure:
- developing a spatial error model (based on actual transactions);
- substantive and statistic verification of the model;
- determination of the residuals’ distribution and determination of its parameters;
- generating the residual component based on the distribution parameters;
- calculation of the simulated price based on the deterministic component; and
- supplementing data based on a simulated transaction, performing the iteration, \(n\) repetitions.

Estimation of the model value using kriging was intended to determine the model value at places of simulated transactions. The spatial distribution of the model value and the prediction error of the model value resulting from estimation by kriging are shown in Figure 6.

Estimation error \(m^2_w\) was calculated from the formula:

\[
m^2_w = m^2_m + m^2_l
\]

where \(m^2_m\) is the kriging estimation error and \(m^2_l\) is the spatial error model error.

Graphic visualization of the analyses is shown in Figure 7.
Further study involved calculation of the simulated price as the sum of the deterministic component. The values of $m_w$ and the accumulated information on transaction prices became the basis for conducting the transaction simulation with spreadsheet functions. Drawing on the iterative nature of the Monte Carlo simulation, each simulated price was added, in turn, to the data set of real estate prices. The advantage of this method lies in mimicking the probabilistic nature of real phenomena. Additionally, it makes it possible to create mathematical models of real-life phenomena whose results can be predicted using analytical solutions.

After a sufficiently large number of replicates, a set of additional information was generated on locations and simulated prices in model real estate transactions. Overall, 100 replicates of the price simulation were performed (simulation I); subsequently, the experiment was repeated and information on virtual transactions in consecutive variants was obtained (simulation II, simulation III, simulation IV). A graphic presentation of the distribution of simulated prices is shown in Figure 8.
In effect, 100 additional locations were generated, where transactions may potentially take place based on the simulation model based on the previous transaction density. Additionally, the method of generating a simulated transaction price yielded information on achievable real estate prices in different starting options.

6. Determination of Possible Trends in Real Estate Price Levels and Spatial Activity

In the third stage of research, cartographic technical studies were prepared as a continuation of pursuing earlier objectives. The concept and principles of the spatial market analysis using geostatistics as the basis for developing different maps is presented as, inter alia, maps of simulated transaction density, maps of simulated prices, probability maps of the occurrence of specific prices and maps of diversity of spatial activity of the local real estate market. Figure 9 shows a graphic distribution of simulated transaction locations and representation of the generated data.

Figure 9. The spatial distribution of the input data—simulated transaction in a real estate market (points denote centroids of basic fields as objects of possible transactions) and density of simulated transactions using the kernel function.

Additionally, maps of probability of specific prices were prepared as an effect of the analyses. Maps of price probability of varying threshold levels (PLN 100, PLN 200, PLN 300, PLN 400, PLN 500, and PLN 600) were generated using the base data on transactions in the years 2004–2015 and the probabilistic kriging capabilities. The results of the analyses are listed in Figure 10.

The next step of the spatial market analysis involved examination of the effect of events (transactions) on future market events. The analysis consisted in taking into account the trends in the number of transactions in time. To this end, a model of simple regression was developed at each control point of the study area, in which parameter x denoted successive years of the analysis, and parameter y denoted the transaction density. The slope in the model indicated the direction and rate of the market activity changes. The study resulted in a map of dynamics of the market transaction number (Figure 11), prepared by the kriging method.

The green color on the map denotes places where the number of transactions decreases, yellow denotes places where the number of transactions remains similar and red denotes locations where the number of transactions increases considerably. The greatest changes occur in areas with non-built-up plots intended for housing (usually for single-family houses). Low activity is observed in areas with no non-built-up plots or ones where conditions do not favor housing.

The analysis resulted in creating a map of simulated transaction density, which was based on the map of dynamics and the market spatial activity during the last year of the analysis (kernel function distribution for h = 500 m). The results are shown in Figure 12.
Figure 10. Probability maps of prices above specific thresholds.
Figure 11. Diversity of the spatial activity dynamics on the local real estate market.

Figure 12. Map of simulated transaction density.

The red color denotes areas of the highest density of simulated transactions and the color gradually changes to green, which denotes areas with simulated transaction density close to zero.

7. Summary and Conclusions

The aim of the study was to develop the foundations for creating simulation models of real estate transaction locations and prices and to present the concept and principles of a spatial market analysis which employs geostatistics as the basis for developing maps of dynamics and spatial activity of a real estate market.

An analysis of the effect of individual features of a real estate on its price through auto-regression models and the geographically weighted regression model shows how the effect of individual attributes...
is differentiated spatially, although the effect did not prove significant in each case, exceeding the level of 0.05. The characteristics of a real estate market reflect the diversity of numerous market attributes with random factors, behavioral context and uncertainty, which is an inherent market feature. The complexity of real estate market structures makes it difficult to consolidate market attributes, which does not exclude the use of spatial models and the GWR model in real estate market spatial analyses.

The findings regarding transaction density indicate the need for analysis of the spatial activity in a real estate market using kernel estimation, with the range of the kernel function being of key importance in the market data analysis. The novel approach applied in the study lies in the problem itself, i.e., determination of the probability of a transaction at a specific location. The existing literature does not address the issue directly.

An original procedure for supplying simulated market data was used to generate a set of additional information on virtual transactions; this information can supplement market data for markets of low activity or if there are information gaps, which can be used by market analysts in solving the problem of insufficient information from a real estate market. The study also resulted in generating a map of the simulated transaction density and a range of maps of simulated prices, which provide a set of information on transaction locations and real estate prices, and which can reflect the potential future market processes. The model based on virtual data will obviously differ from a model based on real data. These differences result directly from the initial assumptions and the quality of the simulation model (e.g., Figures 6 and 8). It should be noted, however, that as the number of simulated transactions increases, these models will become similar. Using the capabilities of probabilistic kriging as a method of geostatistical simulation, maps were created of the probability of prices within a certain interval occurring at a specific location.
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