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ABSTRACT

To reduce the detection failure of the exchanging signal power onto the OFDM subcarrier signal at uniform quantization, dynamic subcarrier mapping is applied. Moreover, to addressing low SNR’s wall less than predetermined threshold, non-uniform quantization or adaptive quantization for the signal quantization size parameter is proposed. μ-law is adopted for adaptive quantization subcarrier mapping which is deployed in mobility environment, such as Doppler Effect and Rayleigh Fading propagation. In this works, sensing node received signal power then sampled into a different polarity positive and negative in μ-law quantization and divided into several segmentation levels. Each segmentation levels are divided into several sub-segment has representing one tone signal subcarrier number OFDM which has the number of quantization level and the width power. The results show that by using both methods, a significant difference is obtained around 8 dB compared to those not using the adaptive method.
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1. INTRODUCTION

Mobility makes CR node detects the power change at any time because every movement followed in the travel distance. According to [1–3] conducting a random movement activity in the CRN will do the un-conditional uniform quantization. Wherein the level of quantization and width is the same, just powers in detection are changed to the distance. As stated in [4] quantizing the local energy using numerous symbols regional sensing determination. The method has intended for low SNR signal detection problems. An interesting proposed method has shown in [5-12], the local decision statistics in the form of log-likelihood ratio (LLR) from individual detectors are quantized and sent to the fusion centre (FC). The statistical properties of the decision statistics in the presence of quantization are established. The quantized decision statistics are sent through a channel that may cause errors. The effect of channel errors is incorporated in the analysis through Bit Error Probability (BEP). The decision of hypothesis testing from individual sensing node detectors in the form of log-likelihood ratio are quantized and sent to the master node. The result of quantized decision will be sent via channel might causes error on reception at the master node. The errors on the channel can be analysis through bit error probability (BEP).

To optimize secondary transmit power allocation spectrum sharing, According to [13–18] has investigates the generalized Lloyds-type algorithm (GLA) [19–22] that utilizing quantized channel state information (CSI). A modified GLA is constructed for obtaining maximal power codebook, that proven to be generally merged and factually steady. The results describe that by using 3-4 bits of compensation, fully
channel state information could achieve by modified GLA algorithm it makes ergodic capacity very close and uses only 4 bits of feedback. However, in [23] has shown that a good-conservate quantised which diminish mean square error of individual observation data’s LLR at quantised outcome is gained by deploying Lloyd scheme. The quantised is designed by utilizing PDF of LLR of the sensing information. Numerical outcome shows that the GLA algorithm given equal sensing achievement against the initial LLR test by using a few quantization bits. To addressing bandwidth constraints, [23–25] has investigated optimizing quantization of LLR sensing data in cyclostationary signal detection using Lloyd-Max algorithm. The numerical results present that recommended design uses only less quantization bits which perform relatively the same sensing performance with coarse sensing observation, it’s exceeded the arrangements with uniform quantised. Since uniform quantization adopted by [2, 23, 26] an individual sensing doesn’t impact to reduce bandwidth constraints and remains in overhead in control channel. Whereas, [23] has shown the reduction of quantization bits for saving the bandwidth. Those are proposed methods is not considering non-uniform quantization which leads to adaptive to the change of signal fluctuation received for individual SN. Moreover, most of the proposed methods are not considering sampling signal and proceed in static mobility, this is become a challenge when sensing node is going to mobile.

2. RESEARCH SYSTEM MODEL

Explaining research chronological, including research design, research procedure (in the form of algorithms, Pseudocode or other), how to test and data acquisition [1, 3, 27]. The description of the course of research should be supported references, so the explanation can be accepted scientifically [4, 27]. In this works, a secondary mobile wireless networks (SN) represent a sensing node which sensed the PU spectral holes. At the SN, the detected power level is exchanged (quantized) into one selected subcarrier number which represents the PU spectrum information on SN.

As shown in Figure 1, a centralized network is assumed utilized on the cognitive radio network topology. The nodes are moved in random speed which the velocity is 360 km/h averaged. The nodes also move in random path; therefore, the phase angle is defined to be random. The distance is set to 0.1 km to 10 km which the SN nodes moving from the origin place towards the PU location as a destination. The PU is stationary. Since the mobility, path, and phase angle is random, the directional could be randomly moving toward the PU or farther from PU. Likewise, SN nodes travelled over the distances can be closer or farther from MN location, where the MN is stationary.

Figure 1. A scenario of the mobile spectrum exchange information [28]
3. μ-LAW ADAPTIVE QUANTIZATION ALGORITHM MODEL

To perform quantization of the detection power level, each SN needs to sample the received signal of the radio wavelength energy into a discrete-time signal. Moreover, a sequence of sampling could deploy to sample the electromagnetic waves. The main function of sequence sample is to reduction of continuous signal which value is set at a point in time and/or space involves time periodically sensing within it sampler. An extraction of continuous signal is providing a quantization level and quantization interval in sensing process. Therefore, in one particular sensing process, the sampling is depending on the sample rate of the signal. Moreover, the sampling frequency or sampling rate, $f_s$, is the average number of samples obtained in one second (samples per second).

Previous method has shown un-conditional uniform quantization of the spectrum exchange information. Now, to addressing the limitation in previous works has shown the dynamic subcarrier mapping which able to manage intelligently subcarrier width accordance with the conditions of the detection power level. Therefore, the quantization results have a different width in accordance with the power detection for each node. Figure 2 shows the mechanisms of adaptive quantization for spectrum quantization information into OFDM subcarrier number. μ-law is adopted for adaptive quantization subcarrier mapping based on the detected power level.

![Figure 2. Adaptive quantization algorithm spectrum exchange information](image-url)
At the first stage, input signal parameters should be determined. These parameters including maximum minimum range of the detection power level ($P_{\text{max}}$ and $P_{\text{min}}$), maximum number of the interval length ($IL$), quantization intervals range ($I$), and the range of the quantization intervals range of the input signal. In this work, the principle of quantization requires $-\infty = P_0 \leq P_1 \leq ... \leq P_{M+1} \leq P_M = \infty$ which determined ranges of detection power level in one particular sensing process. The range of detection power level is given by:

$$P_{\text{min}} = 10^{-5} \text{ and } P_{\text{max}} = 10^{-2}$$

($1$)

$P_{\text{min}}$ is the pre-determined minimum of the detection power range of the input signal and $P_{\text{max}}$ is the maximum of the detection power range of the input signal. The segmentation of each signal is required by determined the magnitude of the interval length ($IL$) in advance. The number of interval length is given by:

$$IL = 512$$

($2$)

In this term, the interval level is represented as subcarrier number OFDM. The interval length ($IL$) is also utilized to perform the quantization interval ($I$) for segmentation of the received signal power, which given by:

$$I = \frac{(P_{\text{min}} + P_{\text{max}})}{IL}$$

($3$)

$$I = \frac{(10^{-5} + 10^{-2})}{512} = 1.9551^{-5}$$

($4$)

Therefore, the interval ($I$) range that give for boundaries value among quantization resolution interval of the detection signal power. The range of the input signal is segmented by the quantization interval value which given by:

$$\text{min}_{\text{Received}} : I : \text{max}_{\text{Received}}$$

($5$)

At the second stages, the sensing result is measured based on the average power of each SN node using which is sampled into non uniform variable coder. The received power is given by:

$$P_{R-Mobile}(i) = P_{Tc}dBm + P_{Tx\text{gain}} + SN_{\text{gain}}(i) - 20\log_{10}\left(\frac{4 \times \pi \times d_{SN}(i)\Delta f_R}{c}\right) + r(t)(i)$$

($6$)

The maximum detection power level is sampled based on the quantization resolution interval signal value based on the interval length ($IL$) value. Every bit the results of the sampling signal is placed on the positive and negative polarity. Every polarity bits are divided into 512 segments or quantization signal level, which is given by:

$$\text{segment} \ (\text{level}) = SL = \frac{(P_{\text{max}} - P_{\text{min}})}{I}$$

($7$)

$$SL = \left\lfloor \frac{(10^{-2} - 10^{-5})}{1.9551^{-5}} \right\rfloor \cong 512$$

($8$)

A segmentation of the input signal is defined as the value does not overlap in the set of real numbers. To make the segmentation as the criterion standard, the list of end point has different resolution in the vector. If $n$ is the length of the segmentation, then the index of vector $k^{th}$ entry is:

- 0 if sig $(k) \leq \text{segmentation} \ (1)$
- $m$ if $\text{segmentation} \ (m) < \text{sig}(k) \leq \text{segmentation} \ (m+1)$
- $n$ if $\text{segmentation} \ (n) < \text{sig} \ (k)$
The resolution intervals of the segmentation vector are one less than amount of the quantization interval. Commonly, an $M$-degree quantizer ($x$) of an input value $x$ is denoted by a set of quantization degrees $\{l_1, ..., l_M\}$ and quantization boundary $P = \{P_0, ..., P_M\}$. At the third stage, the segmentation levels are divided into 50196 sub-segments.

$$\text{sub - segment width} = \text{ssw} = \frac{\text{max power} \times (2 \times \text{min power})}{l}$$

$$\text{ssw} = \frac{(10^{-2} \times (2 \times 10^{-5}))}{1.9551^{-5}} = 0.0102$$

Therefore, in one particular sensing cycle of the detection power level is comprised of:

$$\text{Density} = D = \frac{\text{Number of Segments}}{0.0102}$$

$$D = \frac{512}{0.0102} = 50196 \text{ segments}$$

In such a way, sub-segments interval width could represent subcarrier mapping parameter and limited by segmentation level value as boundaries. Based on the sub-segments interval width calculation, the adaptive quantization for the detected power level is performed. The quantization of the detection signal into subcarrier number is given by:

$$\text{quantiz} (K) = Q(P_R(i)) \cdot \text{sign}.\Delta \left[ \frac{|P_R(i)|}{\Delta} + \frac{1}{2} \right]$$

The result is returned as third output parameter. Quantiz function generates quantization level index and the quantized output value. This function expressed as index of the input signal parameters to restore the quantization levels in real vector signal (sig) using the segmentation parameters. While, segmentation is a real vector signal that’s inserted into specified order. Quantization is done to obtained the mapping signal $y=f(x)$ of areal signal into a discrete function valued. The basic principle is to make the resolutions steps that vary according to acceptable conditions in the signal. In this works, each sampling adopted difference resolution that maintains quantization is used to perform quantizing for individual SN users. The index quantization for segmentation level (IQL) is given by:

$$\text{IQL} = Q(P_R(i)) \cdot \text{sign}.\Delta \left[ \frac{|P_R(i)|}{\Delta} + \frac{1}{2} \left(\left\lfloor \frac{P_R(i)}{10^{\mu}} \right\rfloor \right), SL, SSW \right]$$

where $SL$ is segmentation level index, $SSW$ is sub-segmentation interval signal.

The next stage is determined adaptive quantization parameters. The parameters are quantization size mapping parameters for measurement value of the index signal level and interval width of received power, signal polarity of received power, assigned bit for segmentation level, and an assigned bit for sub-segmentation level. The aim’s is to make the dynamic range (different width of segmentation level of the signals) of the input signal power.

The process of companding (compression and expanding) is used to overcome poor of SNR level or to compress the signal more than pre-determined threshold. The companding is aimed to distinguish the density of the quantization signal adaptively, if the detection SNR is poor, quantization levels at lower signal power must be denser than the signal power at a higher level. If signals detection is higher than threshold, then the quantization level at higher level should be denser than low level signal power. The quantization of the segmentation signal level and interval is adaptively changes by:

$$\text{compand} (C) = m(P_R(i)) = \text{sign}(P_R(i)) \left( \frac{\ln(1 + \mu |P_R(i)|)}{\ln(1 + \mu)} \right)$$

where, $0 \leq P_R(i) \leq 1$; $\text{sign}(P_R(i))$ is -1 if $P_R(i)$ negative and 1 otherwise, $\mu$ is 512 bits which represent as quantization measurement size/width parameter for each segmentation level and $P_R$ is detected power level each SN node. The companding signal value (CSV) reference signal is given by:

---
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\( \text{CSV} (i) = \text{sign} (P_R (i)) \left( \frac{\ln (1 + \mu |P_R (i)|)}{\ln (1 + \mu)} \right) \left( 10^{\frac{P_R}{20}}, I_L, P_{\text{max}} \right) \) \hfill (16)

By finding non-zero element value in row and column within indexing value, the quantization into subcarrier number index given by:

\[
\text{subcarrier index} = S = \sum_{n=1}^{N} n = \frac{(1+Nc)Nc}{2} > \text{sign} (P_R (i)) \left( \frac{\ln (1 + \mu |P_R (i)|)}{\ln (1 + \mu)} \right) \left( 10^{\frac{P_R}{20}}, I_L, P_{\text{max}} \right) \]

where \( Nc \) is the subcarrier index of the reference signal; \( IL \) is interval length by given 512; \( P_{\text{max}} \) is maximum detection PU power, \( 10^{-4} \).

4. MOBILE SPECTRUM EXCHANGE INFORMATION BASED COOPERATIVE SENSING

All the components parameter has been modeled as stated in previous subchapter. In this part, every mobile SN’s nodes will receives some distributed power from primary users (PU), which is given by:

\[
P_{R-Dopp} (i) = P_{tx} dB m + P_{tx gain} + SN_{gain} (i) - 20 \log_{10} \left( \frac{4 \pi d_{sn} (i) \Delta f_{D}}{c} \right) + r(t) (i) \]

where the \( r(t) \) is Rayleigh fading based on summing sinusoids with Jakes model [11].

\[
r_i (t) = \frac{1}{\sqrt{N}} \sum_{m=1}^{N} \cos (2\pi f_d cos \alpha_m t + a_m) \]

and

\[
r_q (t) = \frac{1}{\sqrt{N}} \sum_{m=1}^{N} \sin (2\pi f_d cos \alpha_m t + b_m) \]

and

\[
r(t) = r_i (t) + jr_q (t) \]

where \( f_d \) is the Doppler shift, \( a_m = b_m \) is the amplitude of the signal and \( N \) is multipath components with angle of arrival \( \alpha_m \) of the nodes. The detected primary signal power then exchanged into subcarrier number of OFDM know as quantization power process. The conventional quantization mapping of the spectrum exchange information at \( i^{th} \) SN given by [1].

\[
k_{old} (i) = \left[ P_R (i) \cdot \frac{Nc}{a} \right] \]

\( k \) is assumed is the function of power quantization at the frequency carrier, \( f_c \). If assuming that the \( f_c = f_R \); \( f_R \) is the function of frequency in Doppler Effect which given by:

\[
f_R = f_c + \Delta f_D \]

If detected power is a function of frequency then the \( k \) is a function of frequency, however, a movement and impairment of the channel could rise during the sensing process, therefore, the received frequency of new subcarrier \( f_{k_R} \) is shifted during mobility in \( \Delta V_c \) speed, which resulted into \( \Delta f_R \) area. Therefore, \( k' \) is given by:

\[
k_{Dopp} = \left( \frac{f_k + \Delta f_R}{f_i} \right) - f_c = 1 + \left[ \frac{\Delta f_R}{f_i} \right] \]
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where $f_i$ is subcarrier width frequency in Hertz; However, due to signal is non-linear therefore $f_i$ is distinction in varies, hence:

$$k'_{Dopp} = \left[ 1 \pm \frac{\Delta f_R}{f_i} \right] \cdot k_{Old} \tag{25}$$

where $f_R$ the maximum received frequency Doppler shifted at the $n^\text{th}$ sensing nodes [29].

If $f_i \gg \Delta f_R$ then $k' = k \tag{26}$

and

$$\Delta f_R(i) = f_R - f_c \tag{27}$$

5. RESULTS AND ANALYSIS

In this term, mobile spectrum exchange (quantization) is evaluated with two different methods. The first method is spectrum exchange information in mobility environment based on [1, 30] proposed method. The second method is mobile spectrum exchange information utilizing Doppler Effect parameter. Those methods will investigate in term of adaptive quantization as utilized. The aims are to explore the performances of the cooperative decision probability at the gathering information node. In this work, the subcarrier mapping parameter in term is fixed, where the subcarrier mapping is given by $\alpha=2$. Therefore, the equation (22) should utilize to perform the quantization detection power level into subcarrier number. In addition, the method that utilized Doppler Effect is utilized in (25), where $\alpha$ is stationary. In term of adaptive quantization, the subcarrier parameter is based on the in (22) for conventional method; and in (25) for the method that utilized Doppler Effect. Except at the last sub-chapter, the adaptive quantization method is evaluated by using dynamic subcarrier mapping for comparative study between conventional methods that utilized dynamic subcarrier mapping.

5.1. An analysis of spectrum exchange information using adaptive quantization

Figure 3 shows the performance of detection probability in mobile spectrum exchange information. In this stage, two methods are proposed to be evaluated. In [30] method is assumed that Doppler Effect is zero (Old K OHTA) and while the other method is based on the performance Ohta model using Doppler Effect (Doppler K). Both methods also are evaluated by using adaptive quantization (Mu Old K OHTA and Mu Doppler K). Therefore, four methods are analysis to perform cooperative detection in MN. The velocity of the nodes is sets for 360 km/h which the directional path and moving is randomized.

From the graph it is clear that the evaluation analysis for the first method is marked by blue line is averaged at the point on 0.99. However, at high level of subcarrier threshold value, the detection is decreased to 0.908. While utilizing Doppler Effect methods which marked by red circle line are almost the same with the performance of the method that unutilized Doppler Effect. As can be seen also on the graph, the methods which are utilizing both the Doppler Effect and the adaptive quantization method have performed the same level of detection probability. It’s shown by the green line and red circle line on the graph. However, uses both methods were slightly better performance other than unutilized adaptive quantization, whenever the detection of subcarrier threshold value greater than 8 dB.

In comparison performance, can clearly be seen between [1] method which utilized or unutilized the adaptive quantization, the detection probability was slightly lower than method that utilized Doppler Effect and adaptive quantization. It is correspondent to the average of the selected subcarrier power threshold, the method that utilized the Doppler Effect and adaptive quantization has detected below the predetermined the detection threshold rules. Therefore, the probability can perform better than unutilized both methods. As illustrated by the graph, Figure 4 shows the probability of false alarm that evaluates the spectrum exchange information is presented. As can be seen from the graph, the conventional method (Old K OHTA) has the same probability of false alarm performance compare to the method which is utilized Doppler Effect. However, at the high level subcarrier detection threshold value start from 8 dB, the false alarm become rose to 0.092. On other hand, the method that utilized the Doppler Effect and adaptive quantization perform lowest other than conventional methods. The same thing is shown in the graph, when the subcarrier detection threshold value at position 8 dB, it was increased false alarm, but smaller than conventional method, less than 0.08.
6. CONCLUSION

It can be shown that the performance of adaptive quantization for spectrum exchange information in OFDM CR networks is presented. A comparative study also presented by compare the performance of two adaptive methods in spectrum exchange information. Both of adaptive methods based on the detection power level which is aim to obtain different width of quantization signal level. As previously mentioned, the adaptive quantization is able to perform well rather than conventional spectrum exchange information. Whereas, utilizing dynamic subcarrier mapping have the same performance with adaptive quantization. Moreover, the combining of dynamic subcarrier mapping and adaptive quantization have obtained the best performance in spectrum exchange information rather than if only dynamic subcarrier mapping or only adaptive quantization. For the future works, the combining of adaptive methods could be deployed in complexity model to investigated synchronization delay, time delay and subcarrier bit synchronization to combat the delay propagation effect within reporting channel. In a future, an experiment and testing are required to obtain the actual performance that can be applied in the real world.
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