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Abstract. A software architect uses quality requirements to design the architecture of a system. However, it is essential to ensure that the system’s final architectural design achieves the standard quality requirements. The existing architectural evaluation frameworks require basic skills and experience for practical usage, which the novice software architects lack.

We propose a framework that enables novice software architects to infer the system’s quality requirements and tactics using the software architectural block-line diagram. The framework does not assume any specific type of architectural diagrams. It takes an image as input, extracts various components and connections, and maps them to viable architectural patterns, followed by identifying the system’s corresponding quality attributes (QAs) and tactics. The framework includes a specifically trained machine learning model based on image processing and semantic similarity methods to assist software architects in evaluating a given design by a) evaluating an input architectural design based on the architectural patterns present in it, b) lists out the strengths and weaknesses of the design in terms of QAs, c) recommends the necessary architectural tactics that can be embedded in the design to achieve the lacking QAs.

To train our framework, we developed a dataset of 2,035 architectural images from fourteen architectural patterns such as Client-Server, Microservices, and Model View Controller, available at https://www.doi.org/10.6084/m9.figshare.14156408. The framework achieves a Correct Recognition Rate of 98.71% in identifying the architectural patterns with fourteen classes. We evaluated the proposed framework’s effectiveness and usefulness by using controlled and experimental groups, in which the experimental group performed approximately 150% better than the controlled group. The experiments were performed as a part of the Masters of Computer Science course in an Engineering Institution.
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1 Introduction

Software development generally begins with the specification of the functional and non-functional requirements of the software. Both the functional and non-functional requirements are listed in the requirements specification of software. The inter-dependency of the functional and non-functional requirements makes both critical for software quality. The non-functional requirements are specified as quality attributes (QAs), such as performance, security, and reliability. The functional requirements model the functional correctness of a software, while the non-functional requirements capture the degree to which a software achieves the intended functionality [10].

QAs have been termed as reusable architectural building blocks used in developing an application architecture [22]. However, in order to embed the QAs in software design, one implements various software tactics. For instance, authentication tactic is incorporated into a software design to attain security; queues are incorporated to attain better performance, and so on. The design choices made by software developers among various architectural patterns and their tactics determine the software quality.

Novice software architects often lack the knowledge and expertise of using various software tactics to embed different software patterns in an architecture. Further, traditional teaching methods do not provide much opportunity to teach the design essentials and their effective implementation to the novice software architects [9,34]. Thus, it becomes challenging to make adequate design decisions in selecting the appropriate design alternatives while developing a software. However, while performing a software architecture evaluation (SoftArchEval), it becomes essential to validate if a particular software design fulfills the required QAs and meet the necessary quality standards.

1.1 Motivation

Broadly, the prime objective of our work is to develop a framework that:

1. Given an input architectural design image, determines and lists the QAs it meets or lacks, and
2. Recommends the relevant software tactics to achieve the lacking QAs.

For instance, the pipe and filter architectural pattern distributes a task’s processing into various independent sub-tasks and is thus primarily used to attain performance, availability, and reliability. Timely detection of software quality by analyzing its architectural design can lower the overall defect-fixing cost [18]. Some of the critical questions in this context could be:

1. What are the significant QAs and tactics associated with architectural design?
2. How to evaluate the architectural designs using QAs?
3. What are the necessary architectural tactics to achieve various QAs?
4. Is there any automated method to detect the standard architectural patterns present in an architectural design?

5. Given an input architectural design image, is it possible to detect the QAs it captures or lacks in and the necessary tactics that can be implemented to achieve the lacking QAs?

This paper addresses these questions via an in-depth examination of QAs associated with various architectural design patterns and the necessary tactics to implement them.

1.2 Broad Idea of our work

Fig. 1: Broad idea of the proposed approach

1. Every software has an architectural design, which comprises one or more patterns.
2. Similar software designs can be identified using the existing Image Similarity detection techniques.
3. Every architectural pattern may incorporate several software tactics. For instance, the pipe-and-filter pattern incorporates fault detection, recovery, and performance tactics by various design concepts, such as ping (or echo), active redundancy, shadowing, spare, and so on.
4. Successful execution of software tactics leads to the fulfillment of QAs. For instance, the successful execution of recovery and performance tactics leads to the availability, reliability, and maintainability of QAs.
5. Software quality is defined as the degree to which a system, component, or process meets the specified requirements. Software QAs metrics can be used to measure software quality.
2 Related Work

2.1 Broad Categorization of SoftArchEval methods

A broad categorization of the existing evaluation methods [1,12] is as follows:

1. **Questioning methods** comprise asking qualitative questions on an architecture derived from the software quality aspect. These can be used to evaluate the quality of any given architecture and are classified as follows:
   (a) **Scenario:** It is a sequence of steps involving the use or modification of the system. It provides a means to characterize how well a particular architecture responds to the demands placed on it by those scenarios.
   (b) **Questionnaire:** It is a list of general and relatively open questions applicable to all architectures. The questions generally cover various topics, such as the architectural generation method or the architectural description details.
   (c) **Checklist:** It is a detailed list of questions developed after evaluating a domain-specific set of systems.

2. **Measuring methods** comprise quantitative measurements made on the architecture by addressing specific QAs, and have the following salient types:
   (a) **Experience-based methods:** These are based on the experiential knowledge of the experts [8].
   (b) **Metrics-based methods:** Metrics are termed as the quantitative interpretations of some observable measurements on architectural elements, such as the fan-in/ fan-out of various components. The metrics-based evaluations focus on the metrics values extracted from various architectural components while considering the assumptions involved in such metrics [37].
   (c) **Mathematical modeling-based methods:** These comprise mathematical proofs and methods for evaluating the operational QAs, such as the performance and reliability of architectural components [35].
   (d) **Simulations, prototypes, and experiment-based methods:** Simulations, prototypes, and experimental results are often a part of the software development process and play an important role in answering various questions during software reviews. For instance, simulation results can be used to validate specific assertions. However, this tends to be an expensive approach if a prototype is specifically developed to perform the evaluation [6].

2.2 Generic SoftArchEval works

The **scenario-based Architectural Analysis method (SAAM)** [20] was introduced in 1993 to describe and analyze the software architecture based on various QAs. It was stated that software architectural analysis could help detect software defects in the early phases of software development, reducing the overall cost. With the emphasis on different QAs, different SAAM versions were developed.
For instance, SAAM majorly focused on modifiability, while SAAM-founded on \textit{Complex Scenarios (SAAMCS)} [24] which was an extension of SAAM emphasized on flexibility. Similarly, \textit{Extending-SAAM by Integration in the domain (ESAAMI)} [30] is an improved version of SAAM, which combines analytical and reuse concepts and integrates the SAAM in the domain-specific and reuse-based development process, and \textit{Software Architectural Analysis Method for Evolution and Re-usability (SAAMER)} [27] is an extension of SAAM emphasizing \textit{evolution} and \textit{reusability}.

\textit{The Architectural Trade-off Analysis Method (ATAM)} [21] provides a framework for evaluating software architecture concerning multiple QAs, particularly modifiability, performance, availability, and security. ATAM introduces the notion of tradeoff among multiple QAs, given a software architectural description. ATAM requires a software architectural description based on Kruchten’s “4 + 1” views [25] and requires several views, viz., a dynamic view, a system view, and a source view. \textit{Quality-Driven Architecture Derivation and Improvement (QuaDAI)} [14] is a metrics-based method used for derivation, evaluation, and improvement of software product architectures obtained in Software Product Line (SPL) development processes. QuaDAI performs the evaluations based on a) SPL viewpoints: functional, variability, quality, transformation, and b) and a process consisting of a set of activities conducted by model transformations to allow the automatic derivation, evaluation, and improvement of a product architecture from the SPL architecture.

### 2.3 Training novice software architects

Some recent works have felt the need of devising better methods for training software engineers to improve their decision making process [33]. Automated solutions for software design and development can help improve the decision making process of novice software architects or undergrad students [17,32,18,19]. However, the existing studies have developed solutions to facilitate the collaborative decision making process and study the effect on cognitive and modelling tasks [9]. In some of the existing studies proposing software solutions for training students, it has been reported to result in a positive boost of student’s confidence and the improvement of their technical skills [34].

### 2.4 Recovering Architectural information from design diagrams

The Image Extractor for Architectural Views (IMEAV) [28] is proposed to extract the architectural views from design images. However IMEAV is only applicable to Unified Modeling Language (UML) design diagrams, and cannot be used to detect architectural patterns in other type of design images. Similarly, most of the other existing studies are focused on the detection of images based on photographic scenes (based on image depths) [15], Synthetic Aperture Radar (SAR) images (based on Intensities) [39], or on high-speed tracking by detection [7]. However, the applications of these works and the different image types considered differ considerably from architectural design diagrams. However, it has
been validated by some of the existing studies that SIFT when tuned effectively, acts as an effective image detection technique [15].

Limitations of the existing works:

1. Most of the existing SoftArchEval works consider a subset of QAs for software evaluations.
2. The complexity in the existing SoftArchEval methods limit their use. Also, there is an overhead of learning the evaluation methods and training the novice software architect to use them.
3. Almost all existing methods require inputs from stakeholders, software architects, and various experts. The dependency comes with an additional cost and limits the scope of knowledge to the involved participants’ experience.
4. Most of the image datasets are based on photographic scenes or non-architectural design images.
5. To the best of our knowledge, none of the existing works recommend the necessary software tactics to achieve various QAs. Knowledge of the essential software tactics used for specific QAs is unexplored in the existing works.

To overcome the limitations listed above, we propose a machine-learning-based assisting framework for software architectural evaluation that leverages the knowledge present in architectural images and the relationship between various architectural patterns and QAs to perform the evaluations. Using the relationship between various software tactics and QAs, our framework also recommends the necessary tactics to achieve specific QAs. We have not come across any work exploring such research direction for architectural evaluation to the best of our knowledge.

Fig. 2: An overview of the proposed method
3 Proposed Methodology

Fig. 2 illustrates the essential stages involved in implementing our approach:

1. **Dataset development:** We developed an Architectural Design Patterns dataset, named as ArchPatterns dataset, comprising 2,035 architectural design images from fourteen different architectural patterns viz., broker, layered, event-bus, pipe-and-filter, repository, microkernel, microservices, model-view controller, peer-to-peer, presentation abstraction controller, client-server, space-based, representational state transfer (REST), and publisher-subscriber. We considered more than 100 design images in each pattern category. The images were collected from online sources such as official blogs and technical write-ups with ground truth. After collecting these images, we manually filtered them to remove the images not projecting the relevant design patterns or not of the desired quality. Ground truth for the remaining images is manually annotated for the training. Images are of three channels with RGB color coding of different resolutions and sizes. We consider the QAs and sub-QAs listed by ISO/IEC 25010 standard as a reference point for our study. The necessary tactics required to achieve these QAs were derived by reviewing some standard software architectural reference books [4, 2, 36, 16, 2, 22, 25, 31, 6, 29, 38, 13, 3] and the information is stored in the form of structured tables available at https://doi.org/10.6084/m9.figshare.14623005. Our ArchPatterns dataset is publicly shared at https://doi.org/10.6084/m9.figshare.14156408.

2. **Image Preprocessing and Enhancement:** To improve the quality of our images and remove noise, we preprocessed all the ArchPatterns dataset images and scaled them to same size. We considered the images of only a considerable resolution (\(\geq 350 \times 350\) pixels) to have an effective image detection and matching.

3. **Feature Extraction:** We extract the image features, software components, their interconnections, and component labels present in the ArchPatterns dataset. To speed-up the image matching (or lookup) task during the evaluation stage, we also store the similarity of an image when compared to all the rest present in the dataset. We store these image features as a structured dataset, named as ImageFeatures dataset. We used SIFT [26], a scale-invariant interest point detector with corner properties at different scales for feature extraction. SIFT also devises a suitable feature descriptor to uniquely represent the interest points.

4. **Image matching and Similarity detection:** Every image has multiple and different numbers of interest points. Interest point descriptors across different architectural images are subjected to achieve a mutual similarity, and then the count of matching interest points is used as a similarity measure between the two architectural images. For instance, if the images A and B having \(N_a\) and \(N_b\) number of SIFT interest points have \(N_{ab}\) number of highly correlated descriptors in common, then the match score is computed as:

\[
Score = 1 - \frac{N_{ab}}{\min(N_a, N_b)}
\]
Each image in the database is matched with all other database images to obtain a dis-similarity score during testing. The images belonging to the same architectural pattern are expected to have a low score, whereas those belonging to different pattern classes have a high score value. The matching score of every pair of images is obtained, and the score list is sorted in increasing order of dis-similarity. Further, for a given query architectural image, the most similar architectural image in the database is determined, and the corresponding label is assigned to the query image. The suitability of SIFT lies in the fact that the method builds a scale-space pyramid and only chooses prominent feature points that appear in all scales. By this, it achieves scale-invariance, which is a much-needed property for the architecture images. The same is evident from the result of achieving a higher correct recognition rate (CRR), which is defined as the percentage of images, out of total images, for which the recognition is correct at Rank-1 retrieval. Suppose out of \( n \) test images, \( x \) images are found to be true matches at Rank-1, then:

\[
CRR = \left( \frac{x}{n} \right) \times 100
\]

5. **Software Architecture Design Evaluation:** When a software architect starts evaluating an architectural design image using our framework, the steps involved are:

(a) *Feature extraction* of the image as described in Step 3.

(b) Using the extracted features, the *image matching and similarity detection* is performed to determine the top-similar match from the *Image-Features* dataset. This step provides the necessary information about the most-likely architectural pattern prominent in the considered design image.

(c) *Architectural Evaluation:* The software architect can then conclude about the strengths and weaknesses of the design (in terms of QAs) using our knowledge-based provided in the form of tables (discussed in the Section 3). The software architect can then work in the direction of improving the design by implementing the necessary tactics as listed by the tables.

4 **Experimental System**

The essential objective of our work lies in improving the decision making process of software architects by improving the understanding behind software architectural patterns, QAs, and tactics. We achieve our goal by providing a framework for supporting the architectural design decision making process where:

- The framework’s *image detection and matching module* helps the novice software architects in determining the software architectural patterns in a design, and
- The framework’s *knowledge-base* present in the form of tables provides the necessary information of the software tactics required to embed various QAs in the design.
The research questions that guide this study are:

1. What is our framework’s highest CRR in identifying the software architectural design patterns?
2. How does our framework impact the decision making process of the software architects?

![Graph showing CRR vs Number of Classes](image)

Fig. 3: Effect of the number of classes on the CRR

### 4.1 Experimental setting and results analysis for image matching

Architectural images in our database are scaled to the size $100 \times 100$. We followed the one-vs-rest matching strategy where each image in the database is matched with all the remaining images to obtain the matching score. Since we have 2,035 images in the database, we obtained 4133088 scores that contain 337958 genuine and 3795130 imposter matching scores. Our framework achieves a Correct Recognition Rate (CRR) of 17.51% in identifying the architectural patterns when all the classes have been considered. However, CRR keeps increasing when fewer classes are considered and 75.52% when architectural images of any two classes are compared. The highest CRR obtained with our framework is 98.71%. The change in CRR value with a change in the number of classes is annotated and depicted using the graph shown in the Fig. 3. Here, the classes represent the architectural patterns (discussed in Section 3) considered in this work.

### 4.2 Experimental setting for the experiments with software architects

As part of a post-graduate course on Software and Data Engineering, we identified 64 suitable participants for this study such that 30 participants were selected who were having IT industry exposure of more than one year and rest of the 34 participants were not having any industry exposure or less than one year experience. All the participants were taught IEC/ISO 25010 Software Quality Models and Design Patterns through online class lectures. To conduct the study,
we divided each of this group in equal halves and formed controlled and experimental groups as shown in Table 1. During the experiment, all the participants were provided the access to course lectures and teaching material on ISO 25010 and Design Patterns. However, for the experimental group, an additional access to the image-processing tool interface and the knowledge base was also provided. This was done to study the impact on decision making process due to our framework’s support.

Table 1: Groups and participants

| Participant Type or Group     | Type of Experimental Setting |
|------------------------------|-----------------------------|
|                             | Experimental | Controlled |
| Without Industry Experience | 17            | 17          |
| With Industry Experience    | 15            | 15          |

4.3 Evaluation Metrics

The proposed system provides QA analysis for a given architectural diagram of a software system. To evaluate the proposed framework’s effectiveness, we conducted experiments by sharing the generated QA analysis with experimental group participants and compared the performance with control group participants. As part of the experiment, we ask the following questions:

1. **Accuracy:** How accurately experimental group participants performed in terms of QA analysis’s correctness compared to the control group participants?
2. **Time Performance:** Is there any improvement in the time taken to analyze a given software architectural diagram by the experimental group participants compared to control group participants?
3. **Explainability:** How much appropriate reasoning/explanation was provided for the experimental group’s analysis compared to the control group participants?
4. **Robustness:** How many different architectural patterns can be processed more accurately with the help of the proposed system by the experimental group compared to the control group? We selected architectural diagrams from 14 categories of architectural patterns. Our framework is extendable and can consider more categories given the corresponding data for architectural diagrams and descriptions.

4.4 Procedure

As part of our experiments, we distributed various architectural diagrams to the controlled group and the experimental group. Each of the participants was given 28 architectural diagrams, two from each of the 14 categories. We asked them to identify the significant architectural components, patterns, and overall system properties (quality attributes and tactics) perceived by them after analyzing
the architectural diagrams without any additional documents. The participants were free to use any other information source available to them with appropriate citations. We manually evaluated all the assignment responses and scored them based on the following parameters for each architectural diagram to measure the accuracy and explainability:

1. The number of components and their characteristics correctly identified.
2. The number of connections and their characteristics correctly identified.
3. The number of design patterns correctly identified with justification.
4. The number of quality attributes correctly identified with justification.
5. The number of architectural tactics correctly identified with justification.

We also asked each participant to share the time spent on the evaluation of each architectural image to measure the time performance.

4.5 Results and Discussion

Each of the box plot graphs shown in Fig. 4 represents the distribution of actual values at a minimum value, 25 percentile, 75 percentile, and maximum values, respectively. The Groups of participants are annotated as:

- Controlled group with Industrial Experience: Cont_With_Ind
- Controlled group without Industrial Experience: Cont_WithO_Ind
- Experimental group with Industrial Experience: Exp_With_Ind
- Experimental group without Industrial Experience: Exp_WithO_Ind
Accuracy and Explainability  The responses of each candidate and inference outcome of the automated model were evaluated by teaching assistants manually for their accuracy.

Salient Observations:
1. The Controlled group without Industrial Experience, i.e., the group without Industrial Experience and without the help of our framework performs the worst, while the Experimental Group With Industrial Experience performs the best achieving an highest accuracy of 94.37%.
2. As the accuracy of Exp_With_Ind group is more than the accuracy of Exp_WithO_Ind, and a similar trend is observed in case of controlled groups, it can be concluded that the accuracy of the group improves with the help of our framework.
3. The improvement in accuracy as observed in the category of the candidates Without Industrial experience, viz., Cont_WithO_Ind to Exp_WithO_Ind is huge (48.9% on average). Therefore, our framework contributes significantly in improving the design decision process of the novice software architects.
4. The accuracy improvement in case of candidates with prior industrial experience, viz., Cont_With_Ind to Exp_With_Ind is 8.42%, and thus is beneficial in improving the decision process of industrial experts as well.

Inference: It is evident that the usage of our proposed model to evaluate the architectural designs reduces the variation in the results and, at the same time, increases the overall correctness of the responses. The explainability score indicates that the experimental group participants are performing better than the controlled group participants.

Time Performance  The results depicted in the time boxplots of the figure validate that the experimental group performed far better than the controlled group and took lesser time in evaluation the architectural designs (47.8% improvement on average). Further, the use of the proposed approach helped speed up the evaluation process (37.82% for novice architects and 62.2% for experienced architects). Hence, it shows that using the proposed approach will help novice and experienced candidates to evaluate the architectural designs in lesser time as compared to when performed without our framework’s support. Also, the use of our framework leads to results with limited variation in the responses in terms of time, efforts, and accuracy.

Critical Reasoning: The time improvement is more in case of experienced architects, which might imply that using the proposed framework experts were able to evaluate the design diagrams in a considerable lesser time. The reduced variation the results leads to an increase in the certainty in effort and time estimation for the architectural evaluation tasks, and help in better resource and cost planning.

Robustness We included the robustness parameter to avoid bias due to candidates’ prior experience in the control and experimental groups. Candidates
might be good at evaluating the architectural patterns that they have worked with in the past. This parameter analyzed whether a candidate could answer with higher accuracy across the different categories of architectural design images. To measure this parameter, we aggregated each candidate’s score for each category and calculated the percentage of categories for which they have scored more than 80%. As shown in the robustness boxplots, the experimental group shows a better hold on robustness than the controlled group (158.6% average improvement). The largest improvement was observed from the Cont_WithO_Ind group to Exp_WithO_Ind of 1953.85%, with the respective average robustness scores as 0.65 vs. 13.35.

**Inference:** A significant improvement in robustness scores for the novice architects signifies that the framework helps them to understand and evaluate the design diagrams from different architectural patterns effectively. It also in a way validates that the framework is not biased to support the decision making process of any specific architectural pattern type.

### 5 Threats to validity

Several threats affect the validity of this work. Firstly, the scope of our work is limited only to the considered set of architectural patterns. Our framework cannot detect the patterns not considered currently and thus does not comment about their QAs or tactics. However, this can be overcome by extending our study for the left-out architectural patterns by appending the dataset with appropriate images.

Secondly, the images have been acquired from the web, which calls for many challenges, such as size or resolution variation, illumination variation, blurriness, noise, and color in the images, affecting the overall process; because feature extraction is primarily dependent on the quality of the images. Therefore, manual filtering for removing the images not projecting the considered patterns and low quality is performed.

Further, the pre-processing of acquired images is done in order to enhance them for better feature extraction. Another threat could be the use of OCR in the mapping procedure. The images can have labels written in various font styles and sizes, or it could be the case that some images may contain handwritten labels. Many independent variables were used in these models, which could affect the accuracy of predictions. However, we used step-wise techniques to identify the optimum number of variables for the models and tested multi-col-linearity models. These risks were partially mitigated using a classic N-cross-fold validation to evaluate the models and demonstrated that they were generalizable.

Lastly, the experiments conducted with the controlled group and experimental group may have some limitations. We asked candidates to follow the guidelines as much as possible to ensure that equivalence among them in terms of resources available to them. Bigger group size should have been better to reduce noisy and biased responses from the results. We had to discard the three
submissions from both the groups due to the lack of enough data for estimating time performance and robustness.

6 Conclusion and Future Work

An automated framework to evaluate a software architecture with image processing, and inference from the QA knowledge-base is quite helpful. It reduces the variation among responses and increases the accuracy across the multiple categories of architectural patterns. Further, the effectiveness of architecture image matching could be improved by exploring graph-based techniques on a larger image dataset that can connect vision components and determine combinatorial similarity. Possible improvements using OCR methods could be explored for better handling of design artifacts and handwritten annotations. These improvements will help increase the explainability of our framework and improve the overall model’s robustness. Developing the framework in the form of a full-fledged automated application for community use is a part of our future work.

We are currently working on the system prototype and are planning to add more architectural knowledge artifacts to increase the effectiveness of this approach and provide more advanced recommendations.
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