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Abstract

As Computer Vision moves from passive analysis of pixels to active analysis of semantics, the breadth of information algorithms need to reason over has expanded significantly. One of the key challenges in this vein is the ability to identify the information required to make a decision, and select an action that will recover it. We propose a reinforcement-learning approach that maintains a distribution over its internal information, thus explicitly representing the ambiguity in what it knows, and needs to know, towards achieving its goal. Potential actions are then generated according to this distribution. For each potential action a distribution of the expected outcomes is calculated, and the value of the potential information gain assessed. The action taken is that which maximizes the potential information gain. We demonstrate this approach applied to two vision-and-language problems that have attracted significant recent interest, visual dialog and visual query generation. In both cases the method actively selects actions that will best reduce its internal uncertainty, and outperforms its competitors in achieving the goal of the challenge.

1. Introduction

The majority of problems that computer vision might be applied to greatly benefit from agents capable of actively seeking the information they need. This might be because the information required is not available at training time, or because it is too broad to be embodied in the code or weights of an algorithm. The ability to seek the information required to complete a task enables a degree of flexibility and robustness that cannot be achieved through other means.

Some of the applications that lie at the intersection of vision and language have this property, including visual dialog [6 5], visual question answering [17 17 133], and vision-and-language navigation[1]. These problems require an agent (model) to acquire information on the fly to help to make decisions, because the space of all possible questions (or dialogues) encompasses more information than can be encoded in a training set. Additionally, a range of tasks have been proposed recently that use ‘language generation’ as a mechanism to gather information towards achieving a (non-language based) goal[40, 17, 18]. These tasks offer a particular challenge because the set of all information that might possibly be involved is inevitably very broad, which makes concrete representations difficult to employ practically.

In a visual dialog, and particularly goal-oriented visual question generation, an agent needs to understand the user request and complete a task by asking a limited number of questions. Similarly, compositional VQA (e.g. 15) is a visual query generation problem that requires a model first to convert a natural language question to a sequence of actions (a ‘program’) and then obtain the answer by running
the programs on an engine. The question-to-program model represents an information ‘seeker’, while the broader goal is to generate an answer based on the information acquired.

Agents applicable to these tasks typically consist of four parts: a context encoder, an information seeker, a responder and a goal executor, as shown in Fig. 2. The context encoder is responsible for encoding information such as images, questions, or dialog history to a feature vector. The information seeker is a model that is able to generate new queries (such as natural language questions and programs) based on the goal of the given task and its strategy. The information returned by the responder is added to the context and internal information and sent to the goal executor model to achieve the goal. The seeker model plays a crucial role in goal-oriented vision-and-language tasks, as better seeking strategies that recover more information improve the chance of the goal being achieved. Moreover, the seeker’s knowledge of the value of additional information is essential in directing the seeker towards querying what is needed to achieve the goal. In this paper, we focus on exploring the seeker and responder models.

The conventional ‘seeker’ models in these tasks follow a sequence-to-sequence generation architecture, that is, they translate an image to a question, or translate a question to a program sequence via supervised learning. This requires large numbers of ground-truth training pairs. Reinforcement learning (RL) is thus employed in such goal-oriented vision-language tasks to mediate this problem due to the RL’s ability to focus on achieving a goal through directed trial and error [7]. A policy in RL models specifies how the seeker asks for additional information. However, these methods generally suffer from two major drawbacks: (1) they maintain a single policy that translates the input sequence to the output while disregarding the strategic diversity needed. Intuitively a single policy is not enough in querying diverse information content for various goals—we need multiple strategies. In addition, (2) the RL employed in these approaches can be prohibitively inefficient since the question generation process (or query generation) does not consider its effect in directing the agent towards the goal. In fact, the agent does not have a notion of what information it needs and how it benefits in achieving its goal.

To this end, in contrast to conventional methods that use a single policy to model a vision-and-language task, we instead maintain a distribution of policies. By employing a Bayesian reinforcement learning framework for learning this distribution of the seeker’s policy, our model incorporates the expected gain from a query towards achieving its goal. Our framework, summarized in Fig. 1 uses recently proposed Stein Variational Gradient Descent [20] to perform an efficient update of the posterior policies. Having a distribution over seeking policies, our agent is capable of considering various strategies for obtaining further information, analogous to human contemplation of various ways to ask a question. Each sample from the seeker’s policy posterior represents a policy of its own, and seeks a different piece of information. This allows the agent to further contemplate the outcome of the various strategies before seeking additional information and considers the consequence towards the goal. We then formalize an approach for the agent to evaluate the consequence of receiving additional information towards achieving its goal. This consequence is the intrinsic reward the policy distribution receives to update its strategy for question generation.

We apply the proposed approach to two complex vision-and-language tasks, namely GuessWhat [7] and CLEVR [15], and show that it outperforms the comparative baselines and achieves the state-of-art results.

2. Related work

Goal-oriented Visual Dialogue Das et al. [6] proposed a visual dialogue task that requires an agent to engage in conversation with a human, centred on the content of a given image. They further (in [5]) propose the use of reinforcement learning in two tasks for visual dialog. de Vries et al. in [7] propose a Guess-What game dataset, where one person asks questions about an image to guess which object has been selected, and the second person answers. This was a critical step in the development of goal-oriented visual dialogue because the objective there was not merely to continue the conversation, but rather to achieve a secondary goal (winning the game). Lee et al. [18] then developed an information theoretic approach which allows a questioner to ask appropriate consecutive questions in GuessWhat.

RL in Vision-and-Language problems Reinforcement learning (RL) [16] [37] has been adopted in several vision-
and-language problems, including image captioning [21, 28, 29], VQA [11], and visual dialogue [5, 23]. Recently, some works [4, 54] have integrated Seq2Seq models and RL. RL has also been widely used to improve dialogue managers, which manage transitions between dialogue states [27]. However, nearly all of the methods use a single policy that translates the input sequence to an output. In our work, we instead maintain a distribution of policies.

**Intrinsic rewards** Intrinsic rewards refer to rewards beyond those gained from the environment in RL. These rewards are motivated by the sparse nature of environmental rewards and a need to motivate better exploration. For example, curiosity [25] is one such intrinsic reward mechanism by which agents are encouraged to visit new states. This idea has been extended to employ Bayesian methods to learn the expected improvement of the policy for taking an action [10, 13]. We use the expected gain in a vision-and-language task as an intrinsic reward to improve our model.

# 3. Goal-oriented Vision-Language Task

We represent our goal-oriented vision-and-language solution as having four constituent parts. The SEEKER takes as input the encoded image and context features produced by an ENCODER to generate a query to seek more information from a RESPONDER, that will generate a response. The role of the RESPONDER is to model the environment in order to allow the agent to determine which query is best to ask. It takes in a question to produce an answer and its predicted score. Our RESPONDER is an extension of the ‘A-BOT’ in [5], in that it instead considers a distribution over possible answers and generates a corresponding upper bound on the score of the question. This is a critical distinction, and represents an approach that is far more statistically justifiable. To enable our approach we develop a synthetic RESPONDER inspired by the neuro-scientific formulation of agency that computes the translation of intentions into actions and evaluates their consequences in terms of predicted and actual experiences [4].

Typically the SEEKER learns a policy to generate queries on the basis of image and context features. The primary novelty in our proposed approach is that the SEEKER instead maintains a distribution of policies that enables multiple query hypotheses to be sampled. The RESPONDER then calculates an upper bound on the information gain for each hypothesis. The final query is that corresponding to the maximal (upper bound on the) information gain.

Formally, for each game at round $t$, we have a tuple $(I, C, q^{(t)})$, where $I$ is the observed image, $C$ is the context information at the current round, and $q^{(t)}$ is a query generated by the SEEKER agent. Subsequently, $q^{(t)}$ is sent to the RESPONDER that generates a response $a^{(t)}$. The RESPONDER imitates the potential response for a query and evaluates its value. After $T$ rounds of this ‘seek-answer’ process, the tuple $(I, C, \{q^{(t)}\}_{t=1}^T, \{a^{(t)}\}_{t=1}^T)$ is sent to the EXECUTOR who selects the target from the candidate list $O = \{o_1, o_2, ..., o_N\}$. The ground truth target is denoted as $o^*$ and the game is success if $o^*$ is successfully selected by the EXECUTOR.

To be more specific, in the GuessWhat! (visual dialog) setting, $C$ is the dialog history and $q^{(t)}$ is a natural language question. Then, $O$ is the candidate object bounding boxes. The answer $a^{(t)}$ is provided by the oracle as either Yes/No or N/A (not applicable for the cases when the question is unrelated). In the CLEVR (VQA), $C$ is a single question asked by users and $q^{(t)}$ is a functional program, while the $O$ is a candidate answer vocabulary. The answers in this problem are the same as the target candidates.

## 3.1. Reinforcement Learning

Reinforcement learning considers agents interacting with their environment by taking a sequence of actions and assessing their effect through a scalar reward. The agent’s task is to learn a policy that maximizes the expected cumulative rewards from its interaction with the environment.

Consider a vision-and-language task where the agent generates a query $q^{(t)} \in Q$ at each time step $t$ given the state $s^{(t)}$. Each $s^{(t)}$ encompasses the history of the dialog (including past query-answer pairs) and the input image. Upon receiving an answer $a^{(t)} \in A$ for the query, the agent then observes a new state $s^{(t+1)}$ and receives a scalar reward $r(s^{(t)}, q^{(t)}) \in R$. The goal of the reinforcement learning in this task is to find a querying policy $\pi(q^{(t)}|s^{(t)}, \theta)$ given the state $s^{(t)}$ to maximize an expected return:

$$J(\pi) = \mathbb{E}_{\pi} \sum_{t=0}^{\infty} \gamma^t r(s^{(t)}, q^{(t)})$$

where $0 \leq \gamma^t \leq 1$ is a discount factor. State variable $s^{(t)}$ is generally considered to encompass all the information needed for the agent to take an action (in our application, generate a query). The expected return $J$ depends on $\pi$ because $q^{(t)} \sim \pi(q^{(t)}|s^{(t)}, \theta)$ drawn from the policy (distribution) $\pi$ (i.e., $\pi(q^{(t)}|s^{(t)}, \theta)$. The state $s^{(t+1)} \sim P(s^{(t+1)}|s^{(t)}, q^{(t)})$ is generated by the seeker’s environmental dynamics which are unknown. In policy gradient algorithms [38] such as the well-known REINFORCE [39], the gradient is estimated by samples from the policy $\pi(q^{(t)}|s^{(t)}, \theta)$. Specifically, REINFORCE uses the following approximator of the policy gradient:

$$\nabla_{\theta} J(\theta) \approx \sum_{t=0}^{\infty} \nabla_{\theta} \log \pi(q^{(t)}|s^{(t)}, \theta) r(s^{(t)}, q^{(t)})$$

This gradient is computed based on a single rollout trajectory, where $r(s^{(t)}, q^{(t)}) = \sum_{i=0}^{\infty} \gamma^i r(s^{(t+i)}, q^{(t+i)})$ is the
accumulated return from time step $t$.

4. Information Seeker and the Responder

As discussed, our approach maintains a distribution of policies, $\pi$ and updates it using the Responder and Executor. In a nutshell, our approach takes the following steps for training an information seeking agent:

1. Conditioned on the history and context, the distribution of the query is:

$$\pi(q^{(t)}|s^{(t)}, C, I) = \int \pi(q^{(t)}|s^{(t)}, \theta) \pi(\theta|C, I) d\theta,$$

where we can sample to generate a query, i.e.

$$q_i^{(t)} \sim \pi(q^{(t)}|s^{(t)}, \theta_i), \quad \theta_i \sim \pi(\theta|C, I) \quad (1)$$

for $i = 1, \ldots, n$;

where $n$ is the number of query samples simulating the alternative queries that could be made.

2. Our Responder models belief over the potential answers and calculates the gain for each query $q_i^{(t)}$. Since ultimately we need to choose one query, we choose the one with the highest gain and incorporate it into the reward for the RL (see Section 4.1).

3. The Seeker models belief over the policy space rather than maintaining only a single policy (hence we can sample multiple parameters from its distribution in Eq. (1)). The posterior $\pi(\theta|\{q^{(t)}\}_t, \{a^{(t)}\}_t, \{s^{(t)}\}_t, C, I)$ considering the outcome of executing the query (potentially at multiple rounds) and a prior is formulated as part of the RL framework. Here, $a^{(t)}$ is the correct answer obtained from the environment. For example in case of GuessWhat game, it is the answer obtained from the oracle. (see Section 4.2).

4. The Seeker updates its belief over the distribution of the policies by incorporating the feedback from the environment. This update has to ensure the posterior for the parameters of the Seeker remains valid (see Section 4.3).

4.1. Query Gain and the Responder

In our approach the agent keeps a model (Responder) of the environment to be able to predict what might most valuable be asked. The agent uses this model to imitate the behavior of the goal Executor and anticipate its potential response. Utilizing this model, the agent generates queries with answers that bring it closer to achieving its goal. In particular, we define the gain from state $s^{(t)}$ is,

$$G_\omega(s^{(t)}, q^{(t)}) = E_a [u(p(a|s^{(t)}, q^{(t)}, C, I; \omega))] \quad (2)$$

where $u$ is a scoring function for the answers and $\omega$ is the set of parameters of the Responder. Here, $p(a|s^{(t)}, q^{(t)}, C, I; \omega)$ is the probability of the answer for a given query in the Responder. This gains effectively evaluates the score of an answer. Particularly we find $\omega$ such that the expected goal under this policy is maximized. Intuitively, the agent queries $q^{(t)}$ at time $t$ only if it believes the answer $a^{(t)}$ it receives ultimately maximizes the gain in achieving its goal at state $s^{(t)}$. For instance, in the GuessWhat game the Responder takes in the history of the dialog and the current question and evaluates how good it is for achieving the goal (i.e. guessing the correct object).

In order to integrate this measure into an RL framework, we use this gain in the reward. This reward is collected by choosing the best query according to its gain in Eq. (2), i.e.

$$\max_{q^{(t)}} G_\omega(s^{(t)}, q^{(t)})$$

(although in practice with probability $\epsilon$ we sample an alternative query from the Seeker’s distribution $\pi$ to encourage exploration). Moreover, inspired by curiosity-driven and information maximizing exploration [10, 25], we incorporate this gain as an intrinsic motivation to consider the gain, i.e.

$$r^{\text{new}}(s^{(t)}, q^{(t)}) = r(s^{(t)}, q^{(t)}) + \eta G_\omega(s^{(t)}, q^{(t)}) \quad (3)$$

$$J(\theta) = E_{\pi(s,a|\theta)} \sum_{t=0}^{\infty} \gamma^t r^{\text{new}}(s^{(t)}, q^{(t)}) \quad (4)$$

for $\eta \geq 0$ that controls the intrinsic reward. In this new reward, an agent’s anticipation of the answer is taken into account when updating the policy. When the Seeker knows the answer and its gain is small, the parameters are not changed significantly. In other words, there is no need for further changes to the questions where the answer is known. On the other hand, when the agent anticipates a large gain from the answer and receives a large reward, the policy has to be adjusted by a larger change in the parameters. Similarly, if the agent expects a large gain and is not rewarded, there has to be significant update in the policy.

In addition, for each parameter of the Seeker and each corresponding query $q^{(t)}$, we have a different gain. As such, when the variance of this gain $\forall_{q^{(t)}} [G(s^{(t)}, q^{(t)})]$ is small, all the queries are expected to have similar answer and hence are almost the same.

The advantage of this approach is twofold: (1) it helps deal with sparse rewards and (2) if a query’s response carries more information by providing better gain, we encourage its positive reinforcement. This allows the agent to learn to mimic the behavior of the goal executor and generalize to unseen cases.

4.2. Information Seeker’s Belief

As discussed in Eq. (1), each query is sampled from the Seeker’s policy distribution. Each sample of the parameter $\theta$ gives rise to a different querying policy allowing us
to model policy distribution. This distribution allows for the agent to consider alternatives, or contemplates, various query policies to improve the overall dialog performance. As such, here we consider the policy parameter $\theta$ as a random variable (leading to random policies that we can model their distribution) and seek a distribution to optimize the expected return. We incorporate a prior distribution $\pi_0$ over the policy parameter, for instance, for when we have no answer for query-response pairs or to incorporate prior domain knowledge of parameters. The posterior in the conventional definition is

$$\pi(\theta|C^+, I) \propto \pi(\theta) \{q^{(i)}(l_i, y_i, C, I, \theta)\pi_0(\theta),$$

where we denote $C^+ = C \cup \{q^{(i)}(l_i, y_i, C, I, \theta)\}$ as an augmented context with the rollout of one seeker’s round (for instance a dialog round in GuessWhat). Since we need to define an additional likelihood for the goal and even then this posterior is intractable (unless major approximations and simplifying assumptions are made), we alternatively utilize the RL framework in which this posterior is used for. Specifically, we formulate the problem to find the policy distribution $\pi$ under which the expected cumulative reward is maximized with additional prior regularization:

$$\max_{\pi} \left\{ \mathbb{E}_{\pi(\theta|C^+, I)}[J(\theta)] - \alpha \text{KL}(\pi||\pi_0) \right\}, \tag{5}$$

where $\text{KL}(\pi||\pi_0) = \mathbb{E}_\pi[\log \pi(\theta|C^+, I) - \log \pi_0(\theta)]$. Effectively we seek a parameter distribution that gives rise to policies that maximize the expected reward while close to the prior. It is easy to see if we use an uninformative prior such as a uniform distribution, the second KL term is simplified to the entropy of $\pi$. Then optimization in Eq. (5) becomes

$$\max_{\pi} \left\{ \mathbb{E}_{\pi(\theta|C^+, I)}[J(\theta)] + \alpha \mathcal{H}(\pi) \right\}$$

which explicitly encourages exploration in the parameter space. This exploration yields diverse policies that result in varied queries.

By taking the derivative of the objective function in Eq. (5) and setting it to zero, the optimal distribution of policy parameter $\theta$ is obtained as

$$\pi(\theta|C^+, I) \propto \exp(J(\theta)/\alpha)\pi_0(\theta). \tag{6}$$

In this formulation, $\pi(\theta|C^+, I)$ is the “posterior” of the parameters $\theta$ in the conventional Bayesian approach. Then, $\exp(J(\theta)/\alpha)$ is effectively the “likelihood” function. The coefficient $\alpha$ is the parameter that controls the strength of exploration in the parameter space and how far the posterior is from the prior. As $\alpha \to 0$, samples drawn from $\pi(\theta|C^+, I)$ will be concentrated on a single policy and lead to less diverse seekers.

Remember from Eq. (4) that the “likelihood” here considers the agent’s anticipation of the answer. If its reward is higher, then a larger change to the parameter is needed to allow exploitation of new knowledge about the effect of the current policy on the goal.

Figure 3: An illustration of the multi-modal distribution of the seekers policies. Unlike conventional policy gradient methods that only explore nearest mode, our novel approach always use a number of initial points (i.e. the policy parameters) to explore multiple modes collaboratively in analogy of human contemplation of multiple strategies. We only show two initial points, a red rectangle and black asterisk, for the ease of visualization.

Similar ideas of entropy regularization has been investigated in other reinforcement learning methods \cite{13,12}. However, in our approach we use the regularization to obtain the posterior for the policy parameters in the information seeking framework where the gain from the RESPONDER refines the policy distribution.

4.3. 

Seeker’s Posterior Update

A conventional method to utilise the posterior in Eq. (6) is Markov Chain Monte Carlo (MCMC) sampling. However, MCMC methods are computationally expensive, suffer from slow convergence and have high-variance due to stochastic nature of estimating $J(\theta)$. Since estimating $J(\theta)$ by itself is a computationally demanding task and may vary significantly for each policy, we look for an efficient alternative. Thus, rather than $J(\theta)$, we use the gradient information $\nabla_\theta J(\theta)$ that points to the direction for seeker’s policy change using the Stein variational gradient descent (SVGD) for Bayesian inference \cite{16,15}. SVGD is a non-parametric variational inference algorithm that leverages efficient deterministic dynamics to transport a set of particles $\{\theta_i\}_{i=1}^n$ to approximate given target posterior distributions $\pi(\theta|C^+, I)$. Unlike traditional variational inference methods, SVGD does not confine the approximation within a parametric families, which means the SEEKER’s policy does not need to be approximated by another. Further, SVGD converges faster than MCMC due to the deterministic updates that efficiently leverage gradient information of the SEEKER’s policy posterior. This inference is efficiently performed by iteratively updating multiple “particles” $\{\theta_i\}$ as $\theta_i = \theta_i + \epsilon_\theta \psi^\ast(\theta_i)$, where $\epsilon_\theta$ is a step size and $\psi(\cdot)$ is a function in the unit ball of a reproducing kernel Hilbert space (RKHS). Here, $\psi^\ast$ is chosen as the solution to minimizing KL divergence between the particles and the target distribution. It was shown that this function has a closed form empirical estimate \cite{15}:

$$\hat{\psi}(\theta_i) = \frac{1}{n} \sum_{j=1}^n [\nabla_{\theta_j} \log \pi(\theta_j|C^+, I)k(\theta_j, \theta_i)$$

$$+ \nabla_{\theta_j} k(\theta_j, \theta_i)]. \tag{7}$$
Algorithm 1 Seeker

**Input:** Learning rate $\epsilon_\theta, \epsilon_\omega$, kernel $k(\theta, \theta')$, initial policy particles $\{\theta_i\}$, context history $C$, image $I$.

**for** iteration $t = 0, 1, \ldots, T$ **do**

**for** particle $i = 1, \ldots, n$ **do**

- Sample $q \sim \pi(q|s^{(t)}; C, I; \theta_i)$
- Compute $G(s^{(t)}, q)$ from Eq. (2).

**end for**

Select $q^{(t)}$ with maximum gain

$$a^{(t)} = \arg \max_n p(o|s^{(t)}, q^{(t)}; C, I; \omega)$$

$$\omega \leftarrow \omega + \epsilon_\omega \nabla_\omega \log \left( p(o|a^{(t)}, s^{(t)}; \omega) \right) \triangleright \text{score}$$

Compute $\nabla_{\theta_i} J(\theta_i)$ in Eq. (4). (from Eq. (3))

**for** particle $i = 0, 1, \ldots, n$ **do**

$$J_{\text{new}}(\theta_j) = \frac{1}{n} J(\theta_j) + \log \pi_0(\theta_j)$$

$$\Delta_{\theta_i} = \frac{1}{n} \sum_{j=1}^n \left[ \nabla_{\theta_j} J_{\text{new}}(\theta_j) k(\theta_j, \theta_i) + \nabla_{\theta_j} k(\theta_j, \theta_i) \right]$$

$$\theta_i \leftarrow \theta_i + \epsilon \Delta_{\theta_i} \triangleright \text{update the policy}$$

**end for**

where $k$ is the positive definite kernel associated with the RKHS space. In this update rule $\psi$, the first term involves the gradient $\nabla_{\theta} \log \pi(\theta; C^+, I)$ which moves the seeker’s policy particles $\theta_i$ towards the high probability regions by sharing information across similar particles. The second term $\nabla_{\theta_j} k(\theta_j, \theta_i)$ utilizes the curvature of the parameter space to push the particles away from each other, which leads to diversification of the seeker’s policies.

An example of the landscape of the policies is shown in Fig. 3. Each initial sample from the policy distribution can move towards one of the modes of a highly multi-modal distribution. These moves are governed by the gradient of the policy that in our case consists of the agent’s belief about the answer and its consequence once its response is known. In addition, kernel $k$ controls the distance between the parameters to deter from collapsing to a single point in multi-modal distribution. It is intuitive from the figure that a better gradient from the rewards by incorporating the answers and considering the distribution of policies improves the performance of the seeker by guiding the parameter updates.

It is noteworthy to mention that even though we only receive the reward for one sample of $q^{(t)}$ taken from one particle (from Eq. 2), due to our formalization the posterior is adjusted for all particles allowing the feedback to be propagated.

It is important to note that diversification in the parameter space allows for an accurate modeling of a highly multi-modal policy space. Otherwise, the policy distribution collapses to a single point which is the same as the conventional maximum a posteriori (MAP) estimate. This MAP estimate only considers a single policy that in the highly complex task of vision-language is inadequate.

5. Experiments

To evaluate the performance of the SEEKER we conducted experiments on two different goal-oriented vision-and-language datasets: GuessWhat [7] and CLEVR [15]. The former is a visual dialog task while the later is a compositional visual question answering task. In both experiments we pre-train the networks using the supervised model and refine using reinforcement learning, as is common practice in this area [5, 7]. Policies are generated by sampling from the policy posterior $\theta \sim \pi(\theta|C^+, I)$ and generate the query with the highest gain measured by the RESPONDER. Our approach outperforms the previous state-of-art in both cases. Note that our approach is architecture neutral and as such we expect using better representations to even improve performance further.

5.1. GuessWhat

GuessWhat [7] is a classical goal-oriented visual dialog game. In each game, a random object in the scene is assigned to the answerer, but hidden from the questioner (our SEEKER). The questioner can ask a series of yes/no questions to locate the object. The list of objects is also hidden from the questioner during the question-answer rounds. Once the questioner has gathered enough information, the guesser (our EXECUTOR) can start to guess. If a guess is correct the game is successfully concluded. The extrinsic reward is “one” at the end of a dialog (i.e. series of question-answers) when the predicted object matches the true object the oracle chose.

Implementation Details In our model, the information seeker is a set of 10 recurrent neural networks (RNNs) that represent the particles from the likelihood in Eq. (6). We use LSTM [9] cells in these RNNs for which the parameters are updated according to Eq. (7) to simulate the posterior. The hidden representations of these LSTM networks (with size 1024) correspond to the state in the reward function. The image representation is obtained using VGG [32]. The concatenation of the image and history features are given to each particle in the SEEKER for question generation where each word is sampled conditioned on its previous word. We use $u(\cdot) = \exp(\cdot)$ to operate as the score function for computing gain in Eq. (2), and reward in Eq. (4).

We set $\gamma = 0.1 \times \frac{\text{epoch}_{\text{max}} - \text{epoch}}{\text{epoch}_{\text{max}}}$ to encourage the policies to explore more in the initial stages. In addition, $\alpha = 0.001$. We use the median trick from [29] to compute the RBF-kernel’s hyper-parameter which essentially ensures $\sum_j k(\theta_i, \theta_j) \approx 1$.

Overall Results We compare two cases, labeled New Object and New Image. In the former the object sought is new, but the image has been seen previously. In the latter the image is also previously unseen. We report the prediction accuracy for the guessed objects. It is clear that the accuracies
are generally higher for the new objects as they are obtained from the already seen images.

The results are summarized in Table 1. As shown, using the conventional REINFORCE \[^{33}\] by either sampling each word (RL-S) or greedily selecting one (RL-G) improves the performance compared to the supervised baseline significantly. Since our approach explores and exploits the space of policies for question generation better, it achieves better performance. Furthermore, this performance is improved when a better goal seeker or RESPONDER model is employed. Better RESPONDER leads to more realistic intrinsic rewards that correspond to true gains and guide the policy distribution to a better posterior. For instance, employing a Memory network \[^{36}\] within the RESPONDER improves its performance that in turn is reflected in the quality of the questions and consequently agent’s ability to achieve goals more accurately. Note that even in this case the single particle experiment has improved since the rewards are more accurate to evaluate the question-answer relations.

### 5.2. CLEVR

CLEVR \[^{15}\] is a synthetically generated dataset containing 700K (image, question, answer, program) tuples. Images are 3D-rendered objects of various shapes, materials, colors, and sizes. Questions are compositional in nature and range from counting questions to comparison questions and can be 40+ words long. An answer is a word from a set of 28 choices. For each image and question, a program consists of step-by-step instructions, on how to answer the question. During the test, the programs are not given, which need to be generated conditioned on the input question. The extrinsic reward is "one" when the generated program yields the correct answer.

| Model                      | New Object | New Image |
|----------------------------|------------|-----------|
| Supervised-S \[^{7}\]     | 41.6       | 39.2      |
| Supervised-G \[^{7}\]     | 43.5       | 40.8      |
| RL-S \[^{33}\]            | 56.5       | 58.5      |
| RL-G \[^{33}\]            | 60.3       | 58.4      |
| Tempered-Seq2Seq \[^{40}\] | 62.6       | -         |
| Tempered-MemoryNet \[^{40}\] | 63.5     | -         |
| Ours (no intrinsic reward) | 63.3       | -         |
| Ours                      | 64.2       | 62.1      |
| Ours+MemoryNet (Single)   | 70.1       | 67.9      |
| Ours+MemoryNet            | **74.4**   | **72.1**  |

Table 1: Accuracy in identifying the goal object in the Guess-What dataset (higher is better). The "S" indicator is for sampling for words method vs "G" which is greedy. Ours+MemoryNet is the method with modified RESPONDER that employs Memory network and Attention. Further, (Single) indicates training our method with a single particle.

| Model                      | Overall | Count | Compare | Numbers | Exist | Query | Attribute | Compare | Attribute |
|----------------------------|---------|-------|---------|---------|-------|-------|-----------|---------|-----------|
| N2NMM \[^{11}\]           | 72.1    | 52.5  | 72.7    | 79.3    | 79.0  | 78.0  |           |         |           |
| LSTM+RN \[^{30}\]         | 95.5    | 90.1  | 93.6    | 97.8    | 97.1  | 97.9  |           |         |           |
| PG-E+EE (9k) \[^{14}\]    | 88.6    | 79.7  | 79.7    | 89.7    | 92.6  | 96.0  |           |         |           |
| PG-E+EE (18k) \[^{14}\]   | 95.4    | 90.1  | 96.2    | 95.3    | 97.3  | 97.9  |           |         |           |
| PG-E+EE (700k) \[^{14}\]  | 96.9    | 92.7  | 98.6    | 97.1    | 98.1  | 98.9  |           |         |           |
| FilM \[^{26}\]            | 97.6    | 94.5  | 93.8    | 99.2    | 99.2  | 99.0  |           |         |           |
| DDProg \[^{35}\]          | 98.3    | 96.5  | 98.4    | 98.8    | 99.1  | 99.0  |           |         |           |
| MAC \[^{12}\]             | 98.9    | 97.2  | 99.4    | 99.5    | 99.3  | 99.5  |           |         |           |
| TbD-net \[^{24}\]         | 98.7    | 96.8  | 99.1    | 98.9    | 99.4  | 99.2  |           |         |           |

Table 2: Performance comparison of state-of-the-art models on the CLEVR dataset. "Ours+G+entropy" is our seeker when used with the generic architecture and entropic gain; "Ours+D+entropy" is the same except for using designed architecture. Similarly, "Ours+G+exp" is generic architecture with \( u_{exp} \), and, "Ours+D+exp" is its designed counterpart. We achieve state of the art performance, especially using smaller ground-truth programs. The ‘++’ indicator shows a model was trained using higher-resolution \( 28 \times 28 \) feature maps rather than \( 14 \times 14 \).

### Implementation Details

We follow the experimental setup of \[^{14} 15\] in which uses a ResNet \[^{8}\] to encode the given images and a standard LSTM \[^{9}\] to generate programs in the context encoder. We use 10 particles in Algorithm 1 to model the policy distribution using samples from the pre-trained model with added noise so that they correspond to different initial policies. For more efficient implementation, we use two sets of shared parameters for the encoder in the underlying Seq2Seq model and use independent parameters for the LSTM decoder. This parameter sharing also ensures there are common latent representations that particles learn. We use our information SEEKER model in Section 4 to generate samples or programs for each question and consider the consequence of that program using the RESPONDER internally to choose one. Once a program is generated, it is then executed by the goal EXECUTOR to obtain the feedback and compute the corresponding rewards. The computed reward is then used to update the policy distributions as discussed. We use the Adam optimization method with learning rate set to \( 10^{-5} \) to update
both the SEEKER and the RESPONDER’s parameters. The testing procedure thus takes an image and question pair, produces a program, then the goal executor produces an answer. The goal EXECUTOR then evaluates the quality of the generated program. We set $\alpha = 0.01$ and $\eta$ similar to the GuessWhat experiment.

**Overall Results** For the RESPONDER and the EXECUTOR, we consider two alternative baselines: (G)eneric similar to [14] where each module follows a generic architecture; and, (D)esigned similar to [24] where each module is specifically designed based on the desired operation.

![Figure 4: An example of a question and the programs generated using samples from the posterior in CLEVR. Samples from the policy distribution take the input image and the question and generate its corresponding programs. As observed, these two samples produce different program sequences which enable to explore multiple distributions over the goal (final answer) shown on top in the cloud. Expected score of each question $G_{\omega}(s^{(i)}, q^{(j)})$ gives us an indication of which one is better to ask.](image)

![Figure 5: Average reward for the agent at each iteration; and, average distance between the particles in the policies. If the problem was indeed unimodal (as conventional methods assume), all the particles would collapse to a single point indicated by a zero average distance. However, as is observed, while the distance between the particles decreases in early stages, they soon increase indicating convergence to independent modes. Our context encoder, unlike [17], is a pixel level model that does not extract objects explicitly from the given image. To be fair, we only consider methods that are directly comparable.](image)

6. Conclusion

The ability to identify the information needed to support a conclusion, and the actions required to obtain it, is a critical capability if agents are to move beyond carrying out low-level prescribed tasks towards achieving flexible high semantic level goals. The method we describe is capable of reasoning about the information it holds, and the information it will need to achieve its goal, in order to identify the action that will best enable it to fill the gap between the two. Our approach thus actively seeks the information it needs to achieve its goal on the basis of a model of the uncertainty in its own understanding.

If we are to enable agents that actively work towards a high-level goal the capability our approach demonstrates will be critical. In particular, agents need to be able to consider alternative policies for achieving a goal and their corresponding uncertainty, evaluate the outcome of executing those policies and the information it gains.
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