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Abstract

Although deep reinforcement learning has become a promising machine learning approach for sequential decision-making problems, it is still not mature enough for high-stake domains such as autonomous driving or medical applications. In such contexts, a learned policy needs for instance to be interpretable, so that it can be inspected before any deployment (e.g., for safety and verifiability reasons). This survey provides an overview of various approaches to achieve higher interpretability in reinforcement learning (RL). To that aim, we distinguish interpretability (as a property of a model) and explainability (as a post-hoc operation, with the intervention of a proxy) and discuss them in the context of RL with an emphasis on the former notion. In particular, we argue that interpretable RL may embrace different facets: interpretable inputs, interpretable (transition/reward) models, and interpretable decision-making. Based on this scheme, we summarize and analyze recent work related to interpretable RL with an emphasis on papers published in the past 10 years. We also discuss briefly some related research areas and point to some potential promising research directions.

1 Introduction

Reinforcement learning (RL) [1] is a general machine learning framework for designing systems with automatic decision-making capabilities. Research in RL has soared since its combination with automatic decision-making capabilities. Research in RL has soared since its combination with deep learning, called deep RL (DRL), achieving several recent impressive successes (e.g., AlphaGo [2], video game [3], or robotics [4]). These attainments were made possible notably thanks to the introduction of the powerful approximation capability of deep learning and its adoption for sequential decision-making and adaptive control.

However, this combination has simultaneously brought all the drawbacks of deep learning to RL. Indeed, as noticed by abundant recent work in DRL, policies learned using a DRL algorithm may suffer from various weaknesses, e.g.:

- They are generally hard to understand because of the blackbox nature of deep neural network architectures [5].
• They are difficult to train, require a large amount of data, and DRL experiments are often difficult to replicate [6].

• They may overfit the training environment and may not generalize well to new situations [7].

• Consequently, they may be unsafe and vulnerable to adversarial attacks [8].

These observations reveal why DRL is currently not ready for real-world high-stake applications such as autonomous driving or healthcare, and explain why interpretable and explainable RL has recently become a very active research direction.

For most of real-world deployments of RL algorithms, it is crucial that learned policies are intelligible as they provide an answer (or a basis for an answer) to various concerns encompassing ethical, legal, operational, or usability viewpoints:

Ethical concerns When designing an autonomous system, it is essential to ensure that its behavior follows some ethical and fairness principles discussed and agreed upon beforehand by the stakeholders according to the context [9–15].

The growing discussion about bias and fairness in machine learning [16] suggests that mitigating measures must be taken in every aspect of an RL methodology as well. In this regard, intelligibility is essential to help assess the embedding of moral values into autonomous systems, and contextually evaluate and debate their equity and social impact.

Legal concerns As autonomous systems start to be deployed, legal issues arise regarding notably safety [17], accountability [18, 19], or privacy [20]. For instance, fully-autonomous driving cars should be permitted in the streets only once proven safe with high confidence. The question of risk management [21] but also responsibility,

in the case of an accident involving such systems, has become a more pressing and complex problem. Verification, accountability, but also privacy can only be ensured with more transparent systems.

Operational concerns Since transparent systems are inspectable and verifiable, they can be examined before deployment to encourage that their decision-making is based on meaningful (ideally causal) relations and not on spurious features, ensuring higher reliability and increased robustness. From the vantage point of machine learning researchers or engineers, such systems have the advantage of being more easily debugged and corrected. Moreover, one may expect that such systems are easier to train, more data efficient, and more generalizable and transferable to new domains thanks to interpretability inductive biases.

Usability concerns From an end-user’s point of view, interpretable and explainable models can form an essential component for building more interactive systems, where a user can request more information about the outcome or the decision-making process. In particular, explainable systems would arguably be more trustworthy, which is a key requirement for their integration and acceptance [22]. Although the question of trust touches on many other contextual and non-epistemic factors (e.g., risk aversion or goal) beyond intelligibility.

In addition to this high-level list of concerns, we refer the interested reader to [23] for a more thorough discussion about the potential societal impact of the deployment of deep RL-based systems. Although interpretability is a pertinent instrument to achieve more accountable AI-systems, the debate around their real-life implemen-
tation should stay active, and include diverse expertise from legal, ethical, and socio-political fields, whose coverage goes beyond the scope of this survey.

Motivated by the importance of these concerns, the number of publications in DRL specifically tackling interpretability issues has increased significantly in recent years. The surging popularity of this topic also explains the recent publication of three survey papers [24–26] on interpretable and explainable RL. In [24] and [26], a short overview is provided with a limited scope, notably in terms of surveyed papers, while [25] covers more studies, organized and categorized into explanation types. The presentation of those surveys generally leans towards explainability as opposed to interpretability (see Section 3 for the definitions adopted in this survey) and focuses on understanding the decision-making part of RL.

In contrast, this survey aims at providing a more comprehensive view of what may constitute interpretable RL, which we here specifically distinguish from explainable RL (see Section 3). In particular, while decision-making is indeed an important aspect of RL, we believe that achieving interpretability in RL should involve a more encompassing discussion of every component involved in these algorithms, and should stand on three pillars: interpretable inputs (e.g., percepts or other information provided to the agent), interpretable (transition/reward) models, and interpretable decision-making (policies or value functions).

Based on this observation, we organize previous work that proposes methods for achieving greater interpretability in RL, along those three components, with an emphasis on deep RL papers published in the last 10 years. Thus, in contrast to the previous three surveys, we cover additional work that belongs to interpretable RL such as relational RL or neuro-symbolic RL and also draw connections to other work that naturally falls in this designation, such as object-based RL, physics-based models, or logic-based task descriptions. One goal of this proposal is to discuss the work in (deep) RL that is specifically identified as belonging to interpretable RL and to draw connections to previous work in RL that is related to interpretability. Since such latter work covers a very broad research space, we can only provide a succinct account for it.

The remaining of this survey is organized as follows. In the next section, we recall the necessary definitions and notions related to RL. Next, we discuss the definition of interpretability (and explainability) in the larger context of artificial intelligence (AI) and machine learning (Section 3.1), and apply it in the context of RL (Section 3.2). In the following sections, we present the studies related to interpretable inputs and models in Section 4 and Section 5 respectively. The work tackling interpretable decision-making, which constitutes the core part of this survey, is discussed in Section 6. For the sake of completeness, we also sketch a succinct review of explainable RL in Section 7, although this area has been more thoroughly explored in the existing literature. Based on this overview, in Section 8 we provide a list of open problems and future research directions, which we deemed particularly relevant. Finally, we conclude in Section 9.

2 Background

In reinforcement learning (RL), an agent interacts with an environment through an interaction loop (see Figure 1). The agent repeatedly receives some observations from the environment, chooses an action, and receives some new observations and
commonly some immediate reward. Although most RL methods solve this problem by considering the RL agent as reactive (i.e., given an observation, choose an action), Figure 1 lists some other potential problems that an agent may tackle on top of decision-making: perception if the input is high-dimensional (e.g., an image), learning from past experience, knowledge representation (KR) and reasoning, and finally planning if the agent has a model of its environment.

This RL problem is generally modeled as a Markov decision process (MDP) or one of its variants, notably partially observable MDP (POMDP). An MDP is defined as a tuple with a set of states, a set of actions, a transition function, and a reward function. The sets of states and actions, which may be finite, infinite, or even continuous, specify respectively the possible world configurations for the agent and the possible response that it can perform. In a partially observable MDP, the agent does not observe the state directly, but has access to an observation that probabilistically depends on the hidden state. The difficulty in RL is that the transition and reward functions are not known to the agent. The goal of the agent is to learn to choose actions (i.e., encoded in a policy) such that it maximizes its expected (discounted) sum of rewards (i.e., represented by a value function). A policy may choose actions based on states or observations in a deterministic or randomized way. In RL, the value function often takes the form of a so-called Q-function, which measures the value of an action followed by a policy in a state. To solve this RL problem, model-based and model-free algorithms have been proposed, depending on whether a model of the environment (i.e., transition/reward model) is explicitly learned or not.

The success of deep RL is explained partly by the use of neural networks to approximate value functions or policies, but also by various algorithmic progress. Deep RL algorithms can be categorized in two main categories: value-based methods and policy gradient methods, in particular in their actor-critic version. For the first category, the model-free methods are usually variations of the DQN algorithm. For the second one, the current state-of-the-art model-free methods are PPO for learning a stochastic policy, TD3 for learning a deterministic policy, and SAC for entropy-regularized learning of a stochastic policy. Model-based methods can span from simple approaches such as first learning a model and then applying a model-free algorithm using the learned model as a simulator, to more sophisticated methods that leverage the learned model to accelerate solving an RL problem.

\[\text{For the formal definitions of all those models, see [27].}\]
For complex decision-making tasks, hierarchical RL (HRL) \cite{35} has been proposed to exploit temporal and hierarchical abstractions, which may facilitate learning and transfer, but also promote intelligibility. Although various architectures have been proposed, decisions in HRL are usually made at (at least) two levels. In the most popular framework, a higher-level controller (also called meta-controller) chooses temporally-extended macro-actions (also called options), while a lower-level controller chooses the primitive actions. Intuitively, an option can be understood as a policy with some starting and ending conditions. When it is known, it directly corresponds to the policy applied by the lower-level controller. An option can also be interpreted as a subgoal chosen by the meta-controller for the lower-level controller to reach.

3 Interpretability and Explainability

In this section, we first discuss the definition of interpretability and explainability as proposed in the explainable artificial intelligence (XAI) literature. Then, we focus on the instantiations of those notions in reinforcement learning.

3.1 Definitions

Various terms have been used in the literature to qualify the capacity of a model to make itself understandable, such as interpretability, explainability, intelligibility, comprehensibility, transparency, or understandability. Since no consensus about the nomenclature in XAI has been reached yet, they are not always distinguished and are sometimes used interchangeably in past work or surveys on XAI. Indeed, interpretability and explainability are for instance often used as synonyms \cite{36–38}. For better clarity and specificity, in this survey, we only employ the two most common terms, interpretability and explainability, and clearly distinguish those two notions, which we define below. This distinction allows us to provide a clearer view of the different work in interpretable and explainable RL. Moreover, we use intelligibility as a generic designation that encompasses those two notions. For a more thorough discussion of the terminology in the larger context of machine learning and artificial intelligence, we refer the interested readers to surveys on XAI \cite{39–42}.

Following \cite{40}, we simply understand interpretability as a passive quality of a model, while explainability here refers to an active notion that corresponds to any external, usually post-hoc, methodology or proxy aiming at providing insights into the working and decisions of a trained model, although both notions are epistemologically inseparable from both the observer and the context.

While the former approach is achieved by resorting to more transparent models, the latter approach is carrying out additional processing steps to explicitly provide a kind of explanation aiming to clarify, justify, or rationalize the decisions of a trained black-box model. At first sight, it seems that interpretability is involving an objectual and mechanistic understanding of the model, whereas explainability mostly restricts itself to a more functional—and often model-agnostic—understanding of

\footnote{A functional understanding “relies on an appreciation for functions, goals, and purpose” while a mechanistic understanding “relies on an appreciation of parts, processes, and proximate causal mechanisms” \cite{43}.}
the outcomes of a model. Yet, as advocated by [43], post-hoc intelligibility in AI should require some degree of objectual understanding of the model, since a thorough understanding of a model’s decisions, also encompasses the ability to think counterfactually (“What if...”) and contrastively (“How could I alter the data to get outcome X?”). Note that both notions, interpretability and explainability, may depend on the observer. Indeed, what is intelligible and what constitutes a good explanation may be completely different for an end-user, a system designer (AI engineer or researcher), or a legislator. Except in our discussion on explainable RL, we will generally take the point of view of a system designer.

Since the main focus of this review is interpretability, we further clarify this notion by recalling three potential definitions as proposed by [39]: simulatability, decomposability, and algorithmic transparency.

A model is simulatable if its inner working can be simulated by a human. Examples of simulatable models are small linear models or decision trees. The concept of simplicity, and quantitative aspects, consequently underlie any definition of simulatability. In that sense, a hypothesis class is not inherently interpretable with respect to simulatability. Indeed, a decision tree may not be simulatable if its depth is huge, whereas a neural network may be simulatable if it has only a few hidden nodes. A model is decomposable if each of its parts (input, parameter, and calculation) can be understood intuitively. Since a decomposable model assumes its inputs to be intelligible, any simple model based on complex highly-engineered features is not decomposable. Examples of decomposable models are linear models or decision trees using interpretable features.

While the other two definitions focuses on the model, the third one shifts the attention to the learning process and requires it to be intelligible. Thus, an algorithm is transparent if its properties are well-understood (e.g., convergence). In that sense, standard learning methods for linear regression or support vector machine may be considered transparent. However, since the training of deep learning models is currently still not very well-understood, it results in a regrettable lack of transparency of these algorithms.

Although algorithmic transparency is important, the most relevant notions for

---

3 Some objectual understanding is particularly beneficial when considering legal accountability and public responsibility.

4 One may argue that model-based interpretability is more desirable than post-hoc explainability.
this survey are the first two since our main focus is the intelligibility of trained models. More generally, it would be useful and interesting to try to provide finer definitions of those notions, however this is out of the scope of this paper, which aims at providing an overview of work related to interpretable (deep) RL.

3.2 Interpretability in RL

Based on the previous discussion of interpretability in the larger context of artificial intelligence, we now turn to the reinforcement learning (RL) setting. To solve an RL problem, the agent may need to solve different AI tasks (notably perception, knowledge representation, reasoning, learning, planning) depending on the assumptions made about the environment and the capability of the agent.

For this whole process to be interpretable, all its components have arguably to be intelligible, such as: (1) the inputs (e.g., observations or any other information the agent may receive) and its processing, (2) the transition and preference models, and (3) the decision-making model (e.g., policy and value functions). The preference model describes which actions or policies are preferred. It can simply be based on the usual reward function, but can also take more abstract forms such as logic programs. Note that making those components more intelligible to us supposes a certain disentanglement of the underlying factors, and entails a certain representation structure. With this consideration, this survey can be understood as discussing methods to achieve structure in RL, which consequently enhances interpretability.

The three definitions of interpretability (i.e., simulatability, decomposability, and algorithmic transparency) discussed previously can be applied in the RL setting. For instance, for an RL model to be simulatable, it has to involve simple inputs, simple preference (possibly also transition) models, and simple decision-making procedures, which may be hard to achieve in practical RL problems. In this regard, applying those definitions of interpretability at the global level in RL does not lead to any interesting insights in our opinion. However, because RL is based on different components, it may be judicious to apply the different definitions of interpretability to them, possibly in a differing way. A more modular view provides a more revealing analysis framework to understand previous and current work related to interpretable RL. Thus, an RL approach can be categorized for instance, as based on a non-interpretable input model, a simulatable reward and decision-making models [45] or as based on simple inputs, a simulatable reward model, and decomposable transition and decision-making models [46].

Next, we overview and discuss RL approaches that are related to or focus on interpretable inputs (Section 4), interpretable transition and preference models (Section 5), and interpretable decision-making (Section 6). We argue that those categories are essential aspects of interpretable RL since they each pave the way towards higher interpretability in RL. As in any classification attempt, the boundary between the different clusters is not completely sharp. Indeed, some propositions could arguably belong to several categories. However, to avoid repetition, we generally discuss them only once with respect to their most salient contributions.
4 Interpretable Inputs

A first step towards interpretable RL regards the inputs that an RL agent uses to learn and make its decisions. It includes the agent’s observations, but also other information that the agent may have at its disposal, such as relational structure or hierarchical structure of the problem. Arguably, these inputs must be intelligible if one wants to understand the decision-making process later on.

Furnishing extra-structure and being typically lower-dimensional, interpretable inputs can result in faster learning, better generalizability and transferability but also be smoothly integrated with reasoning and planning.

Diverse approaches have been investigated to provide interpretable inputs to the agent (see Figure 2). They may be pre-given as seen in the literature of structured RL (Section 4.1), or may need to be extracted from high-dimensional observations (Section 4.2). Tangentially, additional interpretable knowledge can be provided to help the RL agent, in addition to the observations (Section 4.3).

4.1 Structured Approaches

The literature explored in this subsection assumes a pre-given structured representation of the environment which may be modelled through a collection of objects, and their relations as in object-oriented or relational RL (RRL, [47]). Thus, the MDP is assumed to be structured and the problem is solved within that structure: task, reward, state transition, policies and value function are defined over objects and their interactions—e.g. using first-order logic (FOL) [48] as in RRL. A non-exhaustive overview of this work is provided in Table 1.

A first delicate question, tied to knowledge representation [49], is the choice of the specific structured representations for the different elements (e.g., state, transition, rewards, value function, policy). For instance, a first step in this literature was to depart from propositional representation, and turn towards relational representations, which not only seems to better fit the way we reason about the environment—in terms of objects and relations—but may bring other benefits, such as the smooth incorporation of logical background knowledge. Indeed, in propositional representations, the number of objects is fixed, all relations have to be grounded—a computationally heavy operation—but most importantly it is not suitable to generalize over objects and relations, and is unable to capture the structural aspect of the domain (e.g., Blocks World [50]). Several variations of this structure are presented below.

Relational MDP  Relational Markov Decision Process (RMDPs) [51] are first-order representation of factored MDP [60], expressed via objects, predicates and functions, and based on probabilistic relational model (PRM, [61]). The representation involves different classes of objects (over which binary relations are defined), each having attributes attached to a specific domain. Transition and reward models are assumed given, e.g. as a dynamic Bayesian network (DBN, [62]), although

5Simulatability holds assuming small domains and also implies decomposability here.
6PRMs may be understood as “relational” extensions of “propositional” Bayesian networks.
Tab. 1: Overview of approaches for Structured Approaches

| Relational Representations | Approach                  | Interpretability | Refs |
|----------------------------|---------------------------|------------------|------|
| Relational, Q linear approx.| Linear Programming        | Simulatable      | [51] |
| Relational, FOL Q−decision tree | Q-learning               | Simulatable      | [52] |
| Relational, hierarchical, FOL Q−decision tree | Q-learning               | Simulatable      | [53] |
| Relational, HOL Q−decision tree | Q-learning               | Decomposable     | [54] |
| Relational, feature-based, Q linear approx. | Q-learning               | Partial decomp.  | [55] |
| Relational, feature-based, Q w/ rel. Naive Bayes Net | Q-learning               | Partial decomp.  | [56] |
| Relational, Q w/ graph kernels | Q-learning w/ Gaussian processes | Partial decomp.  | [57] |
| Relational, GraphNN State rep., Neural policy/value | Actor-Critic             | Partial decomp.  | [58, 59] |

the specific representational language may vary. Closely related, Object Oriented-MDPs (see [65], presented in Section 5.1)—later extended to deictic representations—use similar state-representation yet differ in the way their transition dynamics are described: transitions are assumed deterministic and learned within a specific propositional form in the first step of their proposed algorithm.

Relational RL Following the initial work on Relational RL [47], a consequent line of work summarized below extends previous work dealing with MDPs modelled in a relational language to the learning setting, at the crossroad of RL and logical machine learning—such as inductive logic programming (ILP) and probabilistic logic learning.

In [52], the Q-function is learned with a relational regression tree using Q-learning extended to situations where states, actions, and policies are represented using first-order logic. However, explicitly representing value functions in relational learning is difficult, partly due to concept drift [67], which occurs since the policy providing examples for the Q-function is being constantly updated. It may motivate to turn towards policy learning (as [47] relying on P-trees), and employ approximate policy iteration methods which would keep explicit representation of the policy but not the value function, for larger probabilistic domains.

Diverse extensions of relational MDPs and of Relational RL (RRL) have been proposed, either exact or approximate methods, in model-free and in model-based, with more or less expressive representations and within a plain or more hierarchical approach [53]. Regarding the representations, previous model-free RRL work is based on explicit logical representation such as logical (FOL or more rarely Higher Order Logic (HOL, e.g., [54])) regression trees, which, in a top-down way, recur-
sively partition the state space; in contrast, other bottom-up and feature-based approaches\cite{55,56} aim to learn useful relational features which they would combine to estimate the value function, either by feeding them to a regression algorithm\cite{55}, or into a relational naive Bayes network\cite{56}. Other alternatives to regression trees have been implemented such as through Gaussian processes—incrementally learnable Bayesian regression—with graph kernels, defined over a set of state and action. Finally, other work in quest of more expressivity turns towards neural representations. For instance, after extracting a graph instance from a given Relational Dynamic Influence Diagram Language (RDDL,\cite{63}), \cite{58} computes nodes embedding via graph propagation steps, which are then fed to value and policy decoders (multi-layer perceptrons, MLP) attached to each action symbol. In\cite{59}, graph neural networks are similarly used to build a relational state representation in relational problems. The authors resort to auto-regressive policy decomposition\cite{68} to tackle multi-parameter actions (attached to unary or binary predicates).

As work within RRL extends beyond the scope of this survey, we refer the curious reader to the generous overview in\cite{69} or\cite{70}, Chapter 8. Let us point out that despite the “reinforcement” appellation, a significant proportion of work in RRL assumes that environment models (transitions and reward structures) are known to the agent, which may be unrealistic. RRL has also been applied to diverse domains, such as for efficient exploration within robotics\cite{71}.

**Conclusion** In structured MDP and relational RL, by borrowing from symbolic reasoning, most work leads to agents that can learn and reason about objects. Such an explicit, logical representation of learned structures may help both generalization or transfer learning efficiently and robustly in similar representational frameworks—e.g., *combinatorial generalization*. However, some major drawbacks are that these approaches necessitate the symbolic representation to be hand-designed, and often rely on non-differentiable operations. They are therefore not very flexible over framework variations (e.g., task or input) and not well suited for more complex tasks, or noisy real-life environments.

### 4.2 Learning Symbolic Representations

When inputs are given as high-dimensional raw data, it seems judicious—although challenging—to extract explicit symbolic representations on which we can arguably reason and plan in a more efficient and intelligible way. This process of abstraction, which is very familiar to human cognition\footnote{Physical theories are a typical example of this practice, where laws—such as laws of motions—are reused across instantiations and scenes with various primitive entities.}, reduces the complexity of an environment to low dimensional, discrete, abstract features. By abstracting away lower-level details and irrelevant variations, this paradigm brings undeniable advantage and could greatly leverage the learning and generalization abilities of the agent. Moreover, it provides the possibility of reusing high-level features through environments, space and time.

Some promising new research directions—tackling the key problem of symbol grounding\cite{72}—are adopting an end-to-end training, therefore tying the semiotic emergence not only to control but also to efficient high-level planning\cite{73,75}, or
Tab. 2: Overview of approaches for Learning Symbolic Representation

| Representations     | Approach                                      | Interpretability | Refs |
|---------------------|-----------------------------------------------|------------------|------|
| Probabilistic symbols for planning | Unsupervised clustering (e.g., DBSCAN algorithm) | HL modular       | 76   |
| Probabilistic symbols for planning | Unsupervised clustering (Bayesian hierarchical) | HL modular       | 75   |
| Symbols as classifiers | Human-teaching                               | HL modular       | 78   |
| Symbols as classifiers | Program-guided                              | HL modular       | 45   |
| Symbols as classifiers | Program-guided AE                            | HL modular       | 79   |
| Objects             | Object recognition, w/ template matching      | Partial decom.   | 51   |
| Objects, relational | Unsupervised object extraction, w/ activation spectrum |                  |      |
| Objects             | Unsupervised video, w/ activation spectrum    |                  |      |
| Relational          | Relational MLP-modules, w/ optical flow       | Weak             | 83   |
| Objects             | CNN w/ attention                              | Weak             | 84   |

model-based learning [32], to encourage more meaningful abstractions. Work presented below (see Table 2) ranges from extracting symbols to relational representations, which are in turn used for control or planning. In the next two sections, we distinguish actual high-level (HL) decomposability—meaning the HL module is decomposable—from HL modularity, which denotes the gain in interpretability brought by the task decomposition, which may be seen as a partial high-level decomposability.

Symbol grounding Some previous approaches [73–76] have tackled the problem of learning symbolic representations adapted for high-level planning from raw data. As they are concerned about evaluating the feasibility and success probability of a high-level plan, they only need to construct symbols both for the initiation set and the termination set of each successive option. There, the state-variables are gathered into factors, which can be seen as sub-goals, and are tied to a set of symbols; through unsupervised clustering, each option is attached to a partition of the symbolic state; it leads to a probabilistic distribution over symbolic options [77] which guides the higher-level policy to evaluate the plan.

Instead of random or greedy exploration, [76] proposes an online active exploration algorithm, with a learned Bayesian symbolic model guiding the exploration.

In a different direction, some researchers have involved human teaching [78] or programs [45, 79] to guide the learning of symbols. For instance, in the work by 45, the pre-given program mapping the perceived symbols (from an auto-encoder network) to actions, imposes semantic priors over the learned representations, and may be seen as a regularization which structures the latent space. Meanwhile [79] presents a perception module which aims to answer the conditional queries (“if”) within the program, which accordingly provides a symbolic goal to the low-level controller.

However, these studies, by relying on a human-designed program, or human-teaching, partly bypass the problem of autonomous and enacted symbol extraction.
**Object-Recognition**  When the raw input is given as an image, diverse techniques within computer vision and within Object Recognition (OR) or Instance Segmentation (combining semantic segmentation and object localization) are beneficial to extract a symbolic representation. Such extracted information, fed as input to the policy or Q-network, should arguably lead to more interpretable networks. OR aims specifically to find and identify objects in an image or video sequence, despite possible changes in sizes, scales or obstruction when objects are being moved; it ranges from classical techniques – such as template matching [85], or Viola-Jones algorithm [86] – to more advanced ones.

As an example of recent work within RL learning symbolic representation, O-DRL [80, 87] can exploit and incorporate object characteristics such as the presence and positions of game objects, which are extracted with template matching before being fed into the Q-network. In the case of moving rigid objects, techniques have been developed to exploit information from object movement to further improve object recognition. For instance, [82] first autonomously detects moving objects by exploiting structure from motion, and then uses this information for action selection.

Aiming to delineate a general end-to-end reinforcement learning framework, Deep Symbolic RL (DSRL) [81] combines a symbolic front end with a neural back end learning to map high-dimensional raw sensor data into a symbolic representation in a lower-dimensional conceptual space. Such proposition may be understood within emblematic neuro-symbolic approaches’ scheme (as presented in [88], Fig.4), where a symbolic system and a connectionist system share information back and forth. The authors also reflect on a few key notions for an ideal implementation such as conceptual abstraction (e.g., how to detect high level similarity), compositional structure, common sense priors or causal reasoning. However, their first prototype proposal is relatively limited, with a symbolic front end carrying out very little high-level reasoning, and a simple neural back end for unsupervised symbol extraction. Further work has questioned the generalization abilities of DSRL [89] or aimed to incorporate common sense within DSRL [90] to improve learning efficiency and accuracy, albeit still within quite restricted settings.

**Relational Representations**  Within the goal of having more interpretable inputs for the policy or Q-value network, some work aims at computing specifically relation-centric representations, e.g., graph-based representation. Such relational representation can be leveraged for decision-making, e.g. once fed to the value or policy network or even in a hierarchical setting. Within this line of research, graph networks [91] stand out as an effective way to compute interactions between entities and can support combinatorial generalization to some extent [91, 96]. Roughly, the inference procedure is a form of propagation process similar to a message passing system. Having high capacity, graph networks have been thoroughly exploited in a diverse range of problem domains, either for supervised, unsupervised or in model-free or model-based RL, for tasks ranging from visual scene understanding, to physical systems dynamics via chemical molecule properties, image segmentation, point clouds data, combinatorial optimization, or dynamic of multi-agent systems.

Aiming to represent relations between objects, relational modules have been designed to inform the Q-network [83], and/or the policy network [84]. In a work by [84], the pairwise interactions are computed via a self-attention mechanism [97], and used to update each entity representation which—according to the authors’
claim—is led to reflect important structure about the problem and the agent’s intention. Unlike most prior work in relational inductive bias (e.g., [98]), it does not rely on a priori knowledge of the problem and the relations, yet is hard to scale to large input space, suffering from quadratic complexity. Other relational networks modules previously developed could be easily incorporated into any RL framework; e.g., [99, 100] which aim to factorize dynamics of physical systems into pairwise interactions.

**Conclusion** Extracting symbolic and relational representations from high dimensional raw data is crucial as it would avoid the need of hand-designing the symbolic domain, and could therefore unlock enhanced adaptability when facing new environments. Indeed, the symbolic way of representing the environment inherently benefits from its compositional and modular perspective, and enables the complexity of the state-space to be reduced thanks to abstraction. Moreover, most of the modules presented in this section may be conveniently incorporated as a preprocessing step for any object-oriented or relational RL, either being trained beforehand or more smoothly end-to-end with the subsequent model.

Nevertheless, despite a certain history of work in this area, in the absence of pre-given hand-crafted schemes, it remains a consequent challenge for an agent to autonomously extract relevant abstractions model from a high-dimensional continuous complex and noisy environment. Advanced techniques currently in used in computer vision could be leveraged in the context of reinforcement learning, notably in Multiple Object Tracking (e.g., YOLO or Deep Sort [101]), but also to extract structured representation out of visual scenes (e.g., scene graphs [102]).

For scene interpretation, going beyond the traditional spatial or subsumption (“part-of”) relations, some logic-based approaches have emerged, using Description Logics (DL)—or fuzzy DL to handle uncertainty—in order to derive new facts in the scene, given basic components (object type or spatial relation), e.g., redefining labels. For instance, [103] extending [104] employs a FOL interpreted in the real numbers. Another idea would be to first learn—ideally causally—disentangled subsymbolic representations from low-level data (e.g. [105]), to bootstrap the subsequent learning of higher-level symbolic representations, on which more logical and reasoning-based frameworks can then be deployed.

As a side note, this line of work touches sensitive questions on how symbols acquire their meanings; e.g. with the well-known symbol grounding problem, inquiring on how to ground the representations and symbolic entities from raw observations. On top of the challenges of “when” and “how” to invent a new symbol, enters also the question of how to assess of its quality.

### 4.3 Hierarchical Approaches

Instead of working entirely within a symbolic structure as in Section 4.1, many researchers have tried to incorporate elements of symbolic knowledge with subsymbolic components, with notable examples within hierarchical RL (HRL, cf. [106]). Their aim was notably to leverage both symbolic and neural worlds, with a

---

9 A common assumption in contemporary cognitive science is that these representations have to emerge in strong dependency to the actions and goals of the agent (enacted), and the environment (situated).
Table 3: Overview of approaches for Hierarchical RL

| Symbolic Knowledge | Learned Components | HL Interpretability | Refs |
|--------------------|--------------------|---------------------|-----|
| Subgoals           | Controllers (LL, HL)* | Modular             | 102 |
| HL Domain          | Controller, HL RL Agent | Partial Decomp.  | 108 |
| Symbolic Plans     | Full & Subpolicies  | Modular             | 109 |
| (STG)              | Selector, Subpolicies | Modular             | 110 |
| ModelPrimitive     | Gate, Subpolicies   | Modular             | 111 |
| HL domain, SP      | RL Agent            | Simulatable         | 112 |
| HL domain, SP      | RL Agent, SP        | Simulatable         | 113 |
| HL domain, SP      | Controllers (LL, HL)*, Task & Motion Planner | Partial. Decomp. | 114 |
| SP                 | Controllers (LL, HL)*, SP | Partial. Decomp. | 115 |
| HL domain, FSA     | Subgoal FSA*, RL Agent | Simulatable         | 116 |
| HL domain, FSA     | FSA-guided RL Agent | Simulatable         | 117 |
| HL filtering rules | RL Agent            | Partial decomp.     | 118 |
| HL rules           | Model-based agent   | Partial decomp.     | 119 |
| HL domain, FSA     | RL Agent, RS§       | Partial decomp.     | 120 |
| HL domain, SP      | Controller, RS§     | Partial decomp.     | 121 |

* Low-level, High Level †Finite State Automaton ‡Symbolic Planner
⋄Knowledge Representation & Reasoning §Reward Shaping

more structured high-level and a more flexible low-level. Table 3 introduces these approaches, focusing notably on their high-level interpretability, as their lower-level components rarely claim to be interpretable. Indeed, different levels of temporal and hierarchical abstractions within human-decision-making arguably participate to make it more intelligible. For instance, [107] demonstrates how a meta-controller providing subgoals to a controller leverage both performance and interpretability for robotic tasks.

Working at a higher level of abstraction than the controller, it seems reasonable that the high-level module (e.g., meta-controller, planner) manipulates symbolic representations and handles the reasoning part, while the low-level controller could still benefit from the flexibility of neural approaches. Yet, we could also imagine less dichotomic architectures: for instance, another neural module may coexist at the high-level along with logic-based module to better inform the decisions under uncertainty (as in [108]).

Various domain-specific symbolic knowledge may be incorporated to HRL frameworks, in order to leverage both learning and high-level reasoning: high-level domain knowledge (as w/ high-level transitions, and mappings from low-level to high level), or high-level plans, task-decomposition or also specific decisions rules (e.g. for safety filtering). High-level domain knowledge may be described through symbolic logic-based or action language such as PDDL or RDDL [63] or even via temporal logic [117, 120].

**Modularity**  Modular approaches in HRL have been relevantly applied to decompose a possibly complex task domain into different regions of specialization, but also to multitask DRL, in order to reuse previously learned skills across tasks [109, 111]. Tasks may be annotated by handcrafted instructions (as “policy sketches” in [110]), and symbolic subtasks may be associated with subpolicies which a full task-specific

10Stochastic Temporal grammar may be given as a prior, or trained.
policy aims to successfully combine. Distinctively, [110] proposes to train—or provide as a prior—a stochastic temporal grammar (STG), in order to capture temporal transitions between the tasks; a STG encodes priorities of sub-tasks over others and enables to better learn how to switch between base or augmented subpolicies. The work in [111] seeks to learn a mixture of subpolicies by modeling the environment assuming given a set of (imperfect) models specialized by regions, referred to as model primitives. Each policy is specialized on those regions and the weights in the mixture correspond to the posterior probability of a model given the current state. Echoing the hierarchical abstractions involved in our human decision-making, such modularity and task-decomposability—referred to as high-level modularity as previously—would arguably participate to make decision-making more intelligible.

Symbolic Planning. A specific line of work within HRL has emerged trying to fuse symbolic planning (SP) [122] with RL (SP+RL), to guide the agent’s task execution and learning [112]. In classical SP, an agent uses a symbolic planner to generate a sequence of symbolic actions—plan—based on its symbolic knowledge. Yet, this naive pre-defined notion of planning seems unfit to most RL or real-world domains which present both domain uncertainties and execution failures. Recent work thereupon usually interleaves RL and SP, aiming to send feedback signals to the planner in order to handle such scenarios. Planning agents often carry prior knowledge of the high-level dynamics, typically hand-designed, and assumingly consistent with the low-level environment [11].

Framing SP in the context of automatic option discovery, in PEORL [113], a constraint answer set solver generates a symbolic plan, which is then turned into a sequence of options to guide the reward-based learning. Unlike earlier work in SP-RL (e.g., [112]), RL is intertwined with SP, such that more suitable options could be selected. Some work has extended PEORL, with two planning-RL loops for more robust and adaptive task-motion planning [114], or with an additional meta-controller in charge of subtasks evaluation in order to propose new intrinsic goals to the planner [115].

Other work has focused on taskable RL in hierarchical RL, as in [123], which bypasses the problem of learning relevant goals for the planner.

Declarative Domain Knowledge. Declarative and common sense knowledge has been incorporated in RL frameworks in diverse ways to guide exploration, such as to filter out unreasonable or risky actions with finite state automaton [117] or high-level rules [118]. By contrast, [110] proposes to learn a finite-state automaton for the higher-level with an ILP method and solve the lower-level with an RL method. There, the automaton is used to generate subgoals for the lower level. A deeper integration of knowledge representation and reasoning with model-based RL has been advocated in [119], where the learned dynamics are fed into the logical-probabilistic reasoning module to help it select a task for the controller. In a different direction, exploiting declarative knowledge to construct actions sequences can also help reward shaping to find the optimal policy, as a few studies [120, 121] have demonstrated. We refer to the survey by [124] for further examples of studies both in probabilistic

\[11\] In contrast, the work in RL+SP mentioned in Section 4.2 does not assume similar HL domain knowledge, and aims to learn the mapping from the low-level domain to high-level symbols.
planning and RL aiming to reason with declarative domain knowledge.

**Conclusion** Symbolic knowledge and reasoning elements have been consistently incorporated to (symbolic) planning or hierarchical decision-making, in models which may reach a certain high-level interpretability, albeit neglecting action-level interpretability. Moreover, most work still typically relies on manually-crafted symbolic knowledge—or has to rely on a (pretrained or jointly-trained) perception model for symbol grounding—assuming a pre-given symbolic structure hand-engineered by a human expert. Due to the similarities shared by the majority of discrete dynamic domains, some researchers [115] have argued that a laborious crafting of symbolic model is not always necessary, as the symbolic formulation could adapt to different problems, by instantiating new types of objects and a few additional rules for each new task; such claim would still need to be backed by further work in order to demonstrate such flexibility. When adopting a symbolic or logical high-level framework, we also have to handle a new trade-off between expressivity and complexity of the symbolic representation.

5 Interpretable Transition and Preference Models

In this section, we overview the work that focuses on exploiting an interpretable model of the environment or task. This model can take the form of a transition model (Section 5.1) or preference model (Section 5.2). Such interpretable models can help an RL agent reason about its decision-making, but also help humans understand and explain its decision-making. As such, they can be used in an interpretable RL algorithm, but also in a post-hoc procedure to explain the agent’s decision-making. Note that those models may be learned, or not, and, when not learned, may possibly be fully provided to the RL agent or not. For instance, the reward function, which is one typical way of defining the preference model, is generally specified by the system designer in order to guide the RL agent to learn and perform a specific task. This function is usually not learned directly by the RL agent (except in inverse RL [125]), but still has to be intelligible in some sense, otherwise the agent’s decision-making may be based on spurious reasons and the agent may not accomplish the desired task since a non-intelligible reward function is hard to verify and may be incorrectly specified.

5.1 Transition Model

Interpretable transition models can help discover the structure and potential decomposition in a problem that are useful for more data-efficient RL (via e.g., more effective exploration), but also allow for larger generalizability and better transfer learning. Various interpretable representations have been considered for learning transition models, such as decision trees or graphical models for probabilistic models, physics-based or graph for deterministic models, or neural networks with architectural inductive bias. The neural network-based approaches, which are more recent, are presented separately to emphasize them. We provide an overview of all the methods for interpretable transition models in Table [3]
Tab. 4: Overview of approaches for interpretable transition models

| Type               | Model                                | Interpretability | Refs |
|--------------------|--------------------------------------|------------------|------|
| Probabilistic      | Decision tree                        | Simulatable      | 126  |
| Probabilistic      | Noisy deictic rule                   | Decomposable     | 128  |
| Probabilistic      | First-order rule                     | Decomposable     | 127  |
| Probabilistic      | Relational action schema             | Decomposable     | 128  |
| Probabilistic      | Relational planning operator         | Decomposable     | 129  |
| Probabilistic      | Weighted labeled multigraph          | Decomposable     | 130  |
| Probabilistic      | Graphical model                      | Decomposable     | 131  |
| Probabilistic      | Gaussian process                     | Decomposable     | 132  |
| Deterministic      | Object-oriented representation       | Decomposable     | 66   |
| Deterministic      | Deictic object-oriented representation|                  |      |
| Deterministic      | Physics engine                       | Decomposable     | 34   |
| Deterministic      | Graph of transitions between user-defined Boolean attributes | Decomposable | 133  |
| Deterministic      | State-space graph                    | Decomposable     | 134  |
| Neural             | Graph neural networks                | Partial decomp.  | 135  |
| Neural             | Object dynamic predictor from pixels  | Partial decomp.  | 85   |
| Neural             | Object dynamic predictor with relations| Partial decomp.  | 137  |
| Neural             | Object-level dynamics model with unsupervised learning | Partial decomp. | 140  |
| Neural             | Models for entity grounding, dynamics, and observation distrib. | Partial decomp. | 33   |

**Probabilistic Models**  While the setting of factored MDPs generally assumes that the structure is given, [46] proposes a general model-based RL approach that can both learn the structure of the environment and its dynamics. This method is instantiated with decision trees to represent the environment model. Statistical $\chi^2$ tests are used to decide for the structural decomposition.

Various approaches are based on generative models under the form of graphical models. In [130], a graph-based representation of the transition model is learned in continuous domains. In [131], schema networks are proposed as generative models to represent the transition and reward models in a problem described in terms of entities (e.g., objects or pixels) and their attributes. As a graphical model, the authors explain how to learn its structure and how to use it for planning using inference. The work in [132] learns via variational inference an interpretable transition model by encoding high-level knowledge in the structure of a graphical model.

In the relational setting, a certain number of studies explored the idea of learning a relational probabilistic model for representing the effects of actions (see [128] for discussions of older work). In summary, those approaches are either based on batch learning (e.g., [126, 127]) or online methods (e.g., [128]) with or without guarantees using more or less expressive relational languages. Some recent work [71, 129] proposes to learn a relational probabilistic model via inductive logic programming (ILP) and uses optimization to select the best planning operators.
Deterministic Models  In [65], an efficient model-based approach is proposed for an object-oriented representation of the world. This approach is extended [66] to deictic object-oriented representations, which use partially grounded predicates, in the KWIK framework [125].

Alternatively, [34] explores the use of a physics engine as a parametric model for representing the deterministic dynamics of the environment. The parameters of this engine are learned by a Bayesian learning approach. Finally, the control problem is solved using the A* algorithm.

In a hierarchical setting, several recent studies have proposed to rely on search algorithms on state-space graphs or planning algorithms for the higher-level policy. Given a mapping from the state space to a set of binary high-level attributes, [133] proposes to learn a model of the environment predicting if a low-level policy would successfully transition from an initial set of binary attributes to another set. The low-level policy observes the current state and the desired set of attributes to reach. Once the transition model and the policy are learned, a planning module can be applied to reach the specified high-level goals. Thus, the high-level plan is interpretable, but the low-level policy is not.

In [134], the authors extract a state-space graph from a replay buffer and apply the Dijkstra algorithm to find a shortest path to reach a goal. This graph represents the state space for the high level, while the low level is dealt with a goal-conditioned policy. The approach is validated in navigation problems with high-dimensional inputs.

Neural Network-based Model Various recent propositions have tried to learn dynamics model using neural networks with specific architectural inductive bias taking graphs as inputs [95, 135]. While this line of work can provide high-fidelity simulators, the learned model may suffer from a lack of interpretability.

The final set of work we would like to mention aims at learning object-based dynamics models from low-level inputs (e.g., frames) using neural networks. In that sense, they can be understood as an extension of the work in relational domain where the input is now generally high-level. One early work [136, 137] tries to take into account moving objects. However, the model predicts pixels and does not take into account relations between objects, which limits its generalizability. In [138], a novel neural network is proposed, which can be trained in an unsupervised way, for object detection and object dynamic prediction conditioned on actions and object relations. While this work focuses on one dynamic object, it has been generalized to multiple ones [139].

Another work [140] proposes an unsupervised method called Object-Level Reinforcement Learner (OLRL), which detects objects from pixels and learns a compact object-level dynamics model. The method works according to the following steps. Frames are first segmented into blobs of pixels, which are then tracked over time. An object is defined as blobs having similar dynamics. Dynamics of those objects are then predicted with a gradient boosting decision tree.

In [33] an end-to-end object-centric perception, prediction, and planning (OP3) framework is developed. The model has different components jointly-trained: for (dynamic) entity grounding, for modeling the dynamics and for modeling the observation distribution. The variable binding problem is treated as an inference problem: being able to infer the posterior distribution of the entity variables given
Tab. 5: Overview of approaches for interpretable preference models

| Model                        | Approach              | Interpretability | Refs |
|------------------------------|-----------------------|------------------|------|
| Relational                   | Inverse RL            | Simulatable      | [151]|    |
| Relational                   | Active learning       | Decomposable     | [152]|    |
| Deep decision trees          | Batch adversarial     | Partial decomp.  | [153]|    |
|                             | inverse RL            |                  |      |    |
| Linear Temporal Logic        | Pre-specified         | Simulatable      | [154]|    |
| Geometric LTL                | Pre-specified         | Simulatable      | [155]|    |
| Truncated LTL                | Pre-specified         | Simulatable      | [156],[155]| |
| LTL                          | Pre-specified         | Simulatable      | [157]|    |
| Finite-state machine         | Pre-specified         | Simulatable      | [158]|    |
| Formal languages             | Pre-specified         | Simulatable      | [159]|    |
| LTL                          | Pre-specified         | Simulatable      | [160]|    |
| Finite-state machine         | Local search          | Simulatable      | [161]|    |
| Finite-state machine         | Automata learning     | Simulatable      | [162]|    |
| Boolean task algebra         | Pre-specified         | Simulatable      | [163]|    |

a sequence of observations and actions. One further specificity of this work is to model a scene not globally but locally, i.e., for each entity and its local interactions (locally-scoped entity-centric functions), avoiding the complexity to work with the full combinatorial space, and enabling generalization to various configurations and number of objects.

**Conclusion** Diverse approaches have been considered for learning an interpretable transition model. They are designed to represent either deterministic or stochastic environments. Recent work is based on neural networks in order to process high-dimensional inputs (e.g., images) and has adopted an object-centric approach. While neural networks hinder the intelligibility of the method, the decomposition into object dynamics can help scale and add transparency to the transition model.

### 5.2 Preference Model

In RL, the usual approach to describe the task to be learned or performed by an agent consists in defining suitable rewards, which is often a hard problem to solve for the system designer. The difficulty of reward specification has been recognized early [141]. Indeed, careless reward engineering can lead to undesired learned behavior [142] and to value misalignment [143]. Different approaches have been proposed to circumvent or tackle this difficulty: imitation learning (or behavior cloning) [144, 145], inverse reinforcement learning [146], learning from human advice [147, 148], or preference elicitation [149, 150]. Table 5 summarizes the related work for interpretable preference models. As a side note, some of the previous approaches for learning a transition model apply here as well (e.g., [127]).

Closer to interpretable RL, [151] extends inverse RL to relational RL, while [152] learns from demonstrations in relational domains by active learning. In [153], more interpretable rewards are learned using deep decision trees [164].

Recent work has started to investigate the use of temporal logic (or variants) to specify an RL task [117, 154, 156]. Related to this direction, [165] investigates the problem of learning from demonstration an interpretable description of an RL task.
under the form of linear temporal logic (LTL) specifications.

Another related work [158] proposes to specify and represent a reward function as a finite-state machine, called reward machine, which clarifies the reward function structure. Reward machines can be specified using inputs in a formal language, such as linear temporal logic [120, 159]. Reward machines can also be learned by local search [160] or with various automata learning techniques [161, 162].

Using a different approach, [163] shows how a Boolean task algebra, if such structure holds for a problem, can be exploited to generate solutions for new tasks by task composition [166]. Such approach can arguably provide interpretability of the solutions thus obtained.

Conclusion As can be seen, research in interpretable preference representation is less developed than for transition models. However, we believe interpretability of preference models is as important if not more than interpretability for describing the environment dynamics, when trying to understand the action selection of an RL agent. Thus, more work is needed in this direction to obtain more transparent systems based on RL.

6 Interpretable Decision-Making

We now turn to the main part of this survey paper, which deals with the question of interpretable decision-making. Among the various approaches that have been explored to obtain interpretable policies, we distinguish four main families (see Figure 3). Interpretable policies can be learned directly (Section 6.1) or indirectly (Section 6.2), and in addition, in deep RL, interpretability can also be enforced or favored at the architectural level (Section 6.3) or via regularization (Section 6.4).

6.1 Direct Approach

Work in the direct approach aims at directly searching for a policy in a policy space chosen and accepted as interpretable by the system designer. They can be categorized according to their search space and the method to search in this space (Table 6). Several models have been considered in the literature:

Decision Trees A decision tree is a directed acyclic graph where the nodes can be categorized into decision nodes and leaf nodes. It is interpretable by nature, but learning it can be computationally expensive. The decision nodes will determine
Tab. 6: Overview of direct approaches.

| Type              | Approach                      | Interpretability | Refs  |
|-------------------|-------------------------------|------------------|-------|
| Decision tree     | Tree-based algorithms         | Simulatable      | [167] |
| Decision tree     | Gradient descent              | Simulatable      | [168,172] |
| Formulas          | Multi-armed bandit            | Decomposable     | [173,174] |
| Formulas          | Genetic algorithms            | Decomposable     | [175,176] |
| Fuzzy controllers | Gradient descent              | Decomposable     | [177] |
| Fuzzy controllers | Particle swarm                | Decomposable     | [178] |
| Logic Rules       | Gradient Descent              | Decomposable     | [179] |
| Chained Logic Rules| Gradient descent             | Decomposable     | [180,185] |
| Programs          | Gradient descent              | Decomposable     | [186,187] |
| Graphical Models  | Gradient descent              | Decomposable     | [188,189] |

The path to follow in the tree until a leaf node is reached, this selection is mostly done according to the state features. Decision trees can be used to represent value functions or policies. For instance, some older work [167] uses a decision tree to represent the Q-value function where each leaf node represents the Q-value of an action in a state. Their optimization method is based on decision tree-based supervised learning methods which do not rely on differentiability.

In contrast, [168] proposes to learn parameterized decision nodes. In this approach, the policy instead of the value function is represented by the decision tree where a leaf represents the action to take. The structure of the tree is assumed to be given by experts. To update the tree parameters, policy gradient with parameter-based exploration is employed. Similarly, [169] designs a method to discretize differentiable decision trees such that policy gradient can be used during learning. Therefore, the whole structure of the tree can be learned. The analysis in [169] also suggests that representing the policy instead of the value function with a decision tree was more beneficial. Expert or other prior knowledge may also bootstrap the learning process, as demonstrated by [170], where the policy tree is initialised from human-provided knowledge, before being dynamically learned. In addition, [171] introduces a method defining a meta-MDP from a base MDP with additional actions where any policy in the meta-MDP can be transformed in a decision tree policy in the base MDP. In this way, the meta-MDP can be solved by classic deep reinforcement learning algorithms.

In a different approach, [172] proposes to learn a binary decision tree where each leaf is itself a parametric policy. Linear Gibbs softmax policies are learned in discrete action spaces, while in continuous action spaces Gaussian distributions are learned. These parametric policies remain interpretable since their parameters are directly interpretable (probabilities for Gibbs softmax policies, mean and standard deviation for Gaussian distribution) and do not interact with the state. Hence, the composition of the decision tree with the parametric policies is interpretable. Policy gradient is employed to update the parametric policies and to choose how the tree should grow.

Formulas: The work of [173] proposes to represent the Q-value function with a simple closed-form formula. The policy is then defined greedily with respect to
this value function. The considered binary operations are addition, subtraction, multiplication, division, minimum, and maximum. The possible unary operations are the square root, logarithm, absolute value, negation, and inverse. The possible variables in the formulas contain all the components of the states and the actions. Because of the combinatorial explosion, the total number of operators, constants, and variables occurring in a formula was limited to 6 in their experiments. To search among this space, the authors formulate a multi-armed bandit problem and used a depth-limited search approach [174].

In [175, 176], a formula is used to directly represent a policy. In this work, expressivity is improved by adding more operators (tanh, if, and, or) and deeper formulas (a maximum depth of 5 and around 30 possible variables). Genetic programming is used to search for the formula when a batch of RL transitions is available..

A different approach is proposed in the context of traffic light control by [177] who design a dedicated interpretable polynomial function where the parameters are learned by a variant of DQN. This function is then used similarly to a Q-value function to derive a policy.

**Fuzzy controllers** Fuzzy controllers define the policy as a set of fuzzy “if-then” rules of the form:

\[
\text{IF } \text{fuzzy condition} (\text{state}) \text{ DO action.}
\]

In [178], it is assumed that the state can be categorized in a discrete number of clusters with a fuzzy membership function. Hence, \( \text{fuzzy condition} (\text{state}) \) is defined as a distance to a centroid. The policy is defined as a Gaussian distribution such that the closer a state is to a centroid, the more the mean associated to the centroid is taken into account for the global mean. They learn the mean associated to each cluster with policy gradient given a non-interpretable critic. Similarly, [179] learns fuzzy rules for deterministic policies with particle swarm optimization in continuous action domains. In both approaches, the number of rules (and clusters) are adapted automatically.

**Logic Rules** Neural Logic Reinforcement Learning (NLRL) [181] aims at representing policies by first-order logic. NLRL combines policy gradient methods with a new differentiable inductive logic programming architecture adapted from [180]. All the possible rules are generated given rule templates provided by experts. To represent the importance of the rule in the deduction, a weight is associated to each rule. As all the rules are applied with a softmax over their weights, the resulting predicate takes its value over the continuous interval \([0; 1]\) during learning. Such an approach is able to generalize to domains with more objects than it was trained on, but it is costly to compute all the applications of all the possible rules during training.

In the previous approach, to limit the number of possible rules, the templates are generally formulated such that the number of atoms in the body of a rule is restricted to two. To overcome this limitation, [182] and [183] design an alternative model, enforcing formulas to be in disjunctive normal form, where weights are associated to atoms (instead of rules) in a clause and extend it to RL [184]. Similarly, [185] also defines weights associated to atoms. However, the architecture proposed by [192] is adapted to enforce interpretability and rely on a Gumbel-Softmax distribution
to select the arguments in a predicate. This approach can be more interpretable
than previous similar work, since it can learn a logic program instead of a weighted
combination of logic formulas.

Alternatively, [156] proposes a differentiable ILP method extending the multi-
hop reasoning framework [193, 194]. Instead of performing forward-chaining on pre-
defined templates, weights are associated to every possible relational paths where
each path corresponds to a multi-step chain-like logic formula. Compared to the
previous work, it is less expressive since it is not able to represent full Horn clauses,
but has a better scalability. This approach is further extended [157] to the rein-
forcement learning setting.

Programs In [188], a novel approach is proposed to learn directly a policy written
as a program. Their approach can be seen as inspired by (constrained functional)
mirror descent. Indeed, their algorithm iteratively updates the current policy using
a gradient step in the continuous policy space that mixes neural and programmatic
representations, then projects the resulting policy in the space of programmatic
policies via imitation learning. This approach is extended [159] to safe reinforce-
ment learning in order to avoid unsafe states during exploration with formal verifica-

Graphical Models Most previously-discussed work uses a deterministic interpretable
representation. However, one may also argue that probabilistic graphical models
are also interpretable. Thus, for instance, in the context of autonomous driving,
[190] solves the corresponding DRL problem as a probabilistic inference problem
[191]: for the RL model and policy, they learn probabilistic graphical models with
hidden states, which are trained to be interpretable by enforcing semantic meanings
available at training time. The drawback of this approach is that it can only provide
interpretability to the learned latent space.

Conclusion Using the direct approach to find interpretable policies in RL problems
is complex since we must be able to solve two potentially conflicting problems at the
same time: (1) finding a good policy for the given (PO)MDP and (2) keeping that
policy interpretable. These two objectives become more and more contradictory
when the RL problems are larger, resulting in a scalability issue with the direct
approach. Most work in this section, with a fully interpretable policy, focuses only
on small toy problems.

The direct approach is related to discrete optimization where the objective func-
tion is not differentiable and looking for a policy in such a space is very difficult.
Another limitation of these approaches is their poor robustness to noise. To over-
come those issues, several approaches use a continuous relaxation to make the ob-
jective function differentiable (i.e., search in a smoother space) and more robust to
noise, but the scalability issue remains open.

6.2 Indirect Approach

In contrast to the direct approach, the indirect approach follows two steps: first train
a non-interpretable policy with any efficient RL algorithm, then transfer this trained
policy to an interpretable one. Thus, this approach is related to imitation learning
[195] and policy distillation [196]. Note a similar two-step approach can be found in
post-hoc explainability for RL. However, a key difference concerns how the obtained interpretable policy is used, either as a final controller or as a policy that explains a black-box controller, which leads to different considerations about how to learn and evaluate such interpretable policy (see Section 7). Similarly to RL algorithms that can be subdivided into value-oriented methods and policy-oriented methods, the focus in the indirect approach may be to obtain an interpretable representation of either a learned Q-value function (which provides an implicit representation of a policy) or a learned policy (often called oracle), although most work focuses on the latter case. Regarding the types of interpretable policies, decision trees or their variants are often chosen due to their interpretability, however other representations like programs have also been considered.

**Decision Trees and Variants** The work by [197] is a representative recent work among the value-oriented methods using decision trees. The authors introduce Linear Model U-trees (LMUTs) to approximate Q-functions estimated by neural networks in DRL. LMUTs is based on U-tree [198], which is a tree-structured representation specifically designed to approximate a value function. A U-Tree, whose structure and parameters are learned online, can be viewed as a compact decision tree where each arc corresponds to the selection of the feature of a current or past observation, and each path from the root to a leaf represents a cluster of observation histories having the same Q-values. LMUTs extend U-Trees by having in each leaf a linear model, which is trained by stochastic gradient descent. Although LMUT is undoubtedly a more interpretable model than a neural network, it shows its limit when dealing with high-dimensional features spaces (e.g., images). In [197], rules extraction and super-pixels [199] are used to explain the decision-making of the resulting LMUT-based agent.

Many policy-oriented methods propose to learn a decision tree policy. The difficulty of this approach is that a high-fidelity policy may require a large-sized decision tree. To overcome this difficulty, [200] presents a method called VIPER that builds on DAGGER [201], a state-of-the-art imitation learning algorithm, but exploits the available learned Q-function. The authors show that their proposition can achieve comparable performance to the original non-interpretable policy, and is amenable to verification. As an alternative approach to control the decision tree size, [202] proposes to increase its size only if the novel decision tree increases sufficiently the performance. As an improvement to work (like VIPER) using only one decision tree, In [203], a mixture of Expert Trees (MOET) is proposed. The approach is based on a gating function that partitions the state space and then within each partition, a decision tree expert (via VIPER) approximates the policy.

For completeness, we mention a few other relevant studies, mostly based on imitation learning: [204] learns a set of relational regression trees in relational domains by functional gradient boosting; [205] learns decision tree (and random forest) policies for car driving; [206] extracts a set of fuzzy rules from a neural oracle.

**Programs** As an alternative to decision trees, [207] introduce a framework, Programmatically Interpretable Reinforcement Learning (PIRL), that generates policies represented in a high-level, domain-specific programming language. In order to find a program that can reproduce the performance of a neural oracle, they propose
a new method, Neurally Directed Program Search (NDPS). NPDS performs a local search over the non-smooth space of programmatic policies in order to minimize a distance from this neural oracle computed over a set of adaptively chosen inputs. To restrict the search space, a policy sketch is assumed to be given. Unlike the imitation learning setting where the goal is to match the expert demonstrations perfectly, a key feature of NPDS is that the expert trajectories only guide the local program search in the program space to find a good policy.

In [208], a search technique is also proposed to find a program to mimic a trained neural network policy for verification and shielding [209]. The novelty in their approach is to exploit the information of safe states, assumed to be given. If a generated program is found to be unsafe from an initial state, this information is used to guide the generation of subsequent programs.

In [210], a method is proposed to learn a program from demonstration for robotics tasks that are solvable by applying a sequence of low-level proportional controllers. In a first step, the method fits a sequence of such controllers to a demonstration using a generative switching controller task model. This sequence is then clustered to generate a symbolic trace, which is then used to generate a programmatic representation by a program induction method.

Finally, although strictly speaking not a program, [211] proposes to extract from a trained recurrent neural network policy a finite-state representation (i.e., Moore machine) that can approximate the trained policy and possibly match its performance by fine-tuning if needed. This representation is arguably more interpretable than the original neural network.

Conclusion As mentioned previously, the direct approach requires tackling simultaneously two difficulties: (1) solve the RL problem and (2) obtain an interpretable policy. In contrast to the direct approach, the indirect approach circumvents the first above-mentioned difficulty at the cost of solving two consecutive (hopefully easier) problems: (1) solve the RL problem with any efficient RL algorithm, (2) mimic the good learned policy with an interpretable one by solving a supervised learning problem. Therefore, any imitation learning [195] and policy distillation [196] methods could be applied to obtain an interpretable policy in the indirect approach. However, the indirect approach is a more flexible setting than the standard imitation learning setting because of the unrestricted access to (1) an already-trained expert policy using the same observation/action spaces, and (2) its value function as well. The teacher-student framework [212] fits particularly well this setting. As such, it would be worthwhile to investigate the applications of techniques proposed for this framework (e.g., [213]) to the indirect approach.

In addition, the work by [188] seems a promising approach to combine the direct and indirect approaches. While the authors show that the performance of their proposition outperforms NDPS, it is currently still not completely clear which of a direct method or an indirect one should be preferred to learn good interpretable policies.

6.3 Architectural Inductive Bias

To favor interpretable decision-making, specific architectural choices may be adopted for the policy network or value function, may it be through relational, logical, or
Tab. 7: Overview of approaches for Architectural Inductive Bias

| Inductive bias   | Model                                      | Intelligibility               | Refs |
|------------------|--------------------------------------------|-------------------------------|------|
| Relational       | Graph neural network                       | Partial decomp               | [98] |
| Logical          | Modular architecture: MLPs                 | Weak partial decomp.          | [192]|
|                  | wired w/ tensor operators                  |                               |      |
| Attention        | self-attention bottleneck,                 | Partial decomp.               | [214]|
|                  | LSTM controller                             | Partial explainab.            |      |
| Attention        | ConvLSTM, attention module,                | Partial decomp.               | [215]|
|                  | LSTM controller                             | Partial explainab.            |      |
| Attention        | DQN architecture w/ attention               | Partial decomp.               | [216]|

attention-based bias; some examples are presented in Table 7.

Relational Inductive Bias  Such bias refers to inductive bias imposing constraints on relationships and interactions among entities in a learning process. Its nuances range from convolutional neural networks to Graph Neural Networks (GNN) as mentioned in Section 4.2 for representation learning, here designed for the policy network. A representative example is NerveNet [98] which aims at learning a structured policy—parametrized as a GNN, and executing some graph propagation steps.

Logical Inductive Bias  For instance, Neural Logic Machine (NLM) [192] is an end-to-end differentiable neural-symbolic architecture for inductive learning and logic reasoning. Predicates are represented by probabilistic tensors, i.e., grounded on any possible combination of objects. From a set of premises (base predicates), the forward pass in NLM, mimicking a sequence of forward chaining steps, outputs some conclusive tensors. Some logical architectural bias is embedded, as through the explicit wiring among the neural modules to realize the logical existential quantifiers as tensorial operations. Such approach can be seen as learning on a continuous relaxation of logic programs. Some undeniable advantages of NLM compared with the neuro-symbolic literature is the improved inference time, and that it does not rely on hand-engineered rule templates. However, what it gains in scalability, it loses in interpretability.

Attention-based Inductive Bias  Another intelligibility incentive is the use of selective attention mechanisms for the policy network [214, 215], or the Q-network [216]. The work of [214] evolves RL agents which are encouraged to attend to a small fraction of its visual input, by selecting which spatial patches of the input representation they feed to the LSTM controller. Similarly, [215] presents a soft, top-down, spatial attention mechanism applied to the visual input, while allegedly uncovering part of the underlying decision process, in terms of space (“where”) and content (“what”). Although the authors argue that these attentions mechanisms yield more informative and reliable explanations than other methods for analyzing saliency, the correlation between attention and explainability has been both supported [217] and disputed [218, 219] in further work along different scenarios. For related work focusing on explainability, see Section 7.
Tab. 8: Overview of RL approaches for Soft Interpretability Bias

| Regularizer         | Model                  | Interpretability | Refs  |
|---------------------|------------------------|------------------|-------|
| Smoothness reg.     | Neural network         | Weak             | [221] |
| Alignment reg.      | Model-based model-free | Weak             | [32]  |
| w/ double DQN       |                        |                  |       |

Tab. 9: Overview of non-RL approaches for Soft Interpretability Bias

| Regularizer            | Model                  | Interpretability | Refs  |
|------------------------|------------------------|------------------|-------|
| Model compression      | Neural network         | Weak             | [222] |
| L1−Reg.                | Neural network         | Weak             | [223] |
| Legibility/Predictability Reg. | Neural network | Weak             | [224] |
| Tree-Reg.              | Neural network         | Weak             | [225] |

Conclusion

As recent work suggests, relational or logical inductive bias can foster reasoning and generalization over structured data, may it be a graph or predicates, and can improve learning efficiency and robustness, while still benefiting from the flexibility of statistical learning, in contrast to pure symbolic approaches. Although, as soon as the environment and dynamics are complex, these learned relational, logical or attentive representations would not be sufficient to non-ambiguously make sense of the decision-making process.

It is worth mentioning some collateral deep learning work, which has used logical background knowledge as a way to shape the neural architecture itself, such as [220], whose neural ILP-solver builds recursive neural networks, made with AND-OR type of networks. However, strong architectural bias may drastically decreases the model’s expressivity.

6.4 Intelligibility-Driven Regularization

An alternative to structural bias is to encompass a soft bias on the hypothesis space, through some additional cost function favoring a certain notion of interpretability. This additional term, as ultimately aiming at improving generalization error over training error, can be interpreted as a regularization technique. Although this approach is natural and has received some attention in the broader scope of machine learning, it is relatively less explored in deep RL. For this reason, we also discuss some non-RL studies in that direction, which could potentially be fruitfully adapted to RL. We gather the RL work presented below in Table 8 and the non-RL work in Table 9.

Classical regularization methods in deep learning which foster lower complexity should be beneficial for interpretability, although far from being sufficient; e.g. L1-regularization [223] encouraging sparsity or model compression [222].

Other interpretability-oriented penalty formulations have been proposed such as erratic-behavior penalties to improve smoothness [221], or objectives targeting legible or predictable motions [224]; another example is given by [32] which introduce an additional loss term based on cosine similarity to encourage the predicted abstract state change to align with a chosen embedding vector. This regularization arguably drives the abstract state to be more meaningful and generalisable, and
Fig. 4: Illustration for explainable RL approaches. Dashed lines represent optional links, depending on the methods.

thereupon may enable more efficient planning.

More endemic interpretability-oriented regularizers have been proposed, with first-order logic (in DL, with [104]), or tree-regularizers [225]. The (regional) tree-regularization proposed by [225] aims to specifically learn deep policy networks whose decision boundaries are well approximated by small decision tree(s), hence targets human-simulatability. By considering interpretability from the very start—in contrast to indirect approaches aiming at approximating a black-box policy network with a decision tree a posteriori—it should be more accessible to reach both good performance and simulatability, due to the multiple optima property of deep network. Indeed, indirect approaches may be unreliable as the original unregularized black box NN has no incentive to be simulatable or decomposable.

Conclusion  Embedding interpretability bias through regularizers has the advantage to be easily integrated with any optimization algorithm, such as stochastic gradient descent, if the hypothesis class is made differentiable. As deep models have—infamously—multiple optima of similar predictive accuracy [226], we can hope that using interpretability-oriented regularizers may not impact much the performance, if convex. However, since such approaches do not restrict the search space per se, they do not provide interpretability guarantee.

There are a few noticeable studies in deep learning aiming to distil logical knowledge through loss functions and regularizers during the neural network training, such as [103, 104, 227, 231], or with adversarial training. Bridging the gap between XRL and interpretable literature, [233] proposes some explainability-regularisers, differentiable, and model agnostic, which would encourage the learned models, trained end-to-end, to be well explainable. Although intelligibility-enhancers seem numerous, the question of defining specific regularizers leading to a reasonably-interpretable decision-making in complex environments is far from being obvious.

7 Explainable RL

Although the focus of this survey is on interpretable RL, we also provide a succinct overview of explainable RL (XRL) for completeness and in order to contrast it with the work in interpretable RL. Figure 4 illustrates the high-level procedure
Tab. 10: Overview of approaches in explainable RL

| Type       | Approach                                                                 | Refs |
|------------|---------------------------------------------------------------------------|------|
| Visual     | t-SNE, saliency map from Jacobian                                         | 250  |
| Visual     | Saliency map from perturbation                                            | 234  |
| Visual     | Saliency map by balancing specificity and relevance                       | 235  |
| Visual     | SHAP                                                                      | 236  |
| Visual     | Attention mask                                                            | 237  |
| Visual     | Attention mask with information bottleneck                                | 238  |
| Visual     | Summary from history                                                      | 239  |
| Textual    | State predicates                                                          | 240  |
| Textual    | State and outcome predicates                                              | 241  |
| Textual    | Reuse of provided instructions                                            | 242  |
| Causal     | Causal model                                                              | 243  |
| Causal     | Opportunity chain                                                         | 244  |
| Policy     | Soft decision tree                                                        | 245  |
| Policy     | Decision tree                                                             | 246  |
| Other      | Reward decomposition                                                      | 247  |
| Other      | Markov chain on abstract state space                                       | 248  |
| Other      | Probability of success, # steps to reach goal                             | 249  |

in XRL, which can be contrasted with the approaches for interpretable decision-making described in Figure 3. A more thorough discussion on XRL can be found in the recent surveys by [25] or [26]. A summary of the work discussed in this section can be found in Table 10.

The goal in XRL is to provide some explanations regarding an RL agent’s decisions, e.g., highlighting the main features which influenced a decision and their importance. This is commonly done via a post-hoc and often model-agnostic procedure after a black-box model is already trained, which usually only aims to offer a functional understanding. Many contextual parameters should be taken into consideration when defining what constitutes a “good” explanation for a scenario, e.g., the background knowledge and levels of expertise of the addressee of this explanation, their needs and expectations, but also—often neglected—the time available to them. Explanations can take various forms:

**Visual explanation** Using the DQN algorithm, [5] builds two graphical representations in order to analyze the decisions made by the DQN network: (1) t-SNE maps from the activations of the last hidden layer of the network and (2) saliency maps from the Jacobian of the network. Motivated by the limitations of Jacobian saliency maps, [234] proposes to build saliency maps using a perturbation-based approach, which provides information about the importance of a perturbed region. Continuing this line of research, [235] introduces the idea of balancing specificity and relevance in order to build saliency maps to highlight more relevant regions. In order to take into account non-visual inputs as well, [236] extends a generic explanation technique called SHAP (SHapley Additive exPlanation) [251] to select important features for RL. Another approach is based on attention mechanisms. [237] propose to learn attention masks in a self-supervised way to highlight information important for a decision. In [238], attention is further combined with an information bottleneck mechanism in order to generate sparser attention maps. Using a different kind of explanation, [239] investigates the use of visual summaries.
extracted from histories to explain an agent’s behavior.

**Textual explanation** The work of [240] generates explanations for choosing an action by finding state predicates that co-occur with that action. Inspired by that approach, [241] extend it by introducing outcome predicates and provide contrastive explanations using both state and outcome predicates. In a setting where the agent learns from instructions given by a human tutor, [242] proposes to explain the agent’s decisions by reusing the provided instructions.

**Causal explanation** In the proposition of [243], a causal model is learned from a given graph of causal relation in order to generate contrastive explanations of action choices. Building on this work, [244] instead generates explanations based on potential future actions using the concept of opportunity chains, which include information of what is enabled or caused by an action.

**Interpretable policy** Some work tries to obtain a more intelligible policy in order to explain a trained RL agent using, e.g., soft decision trees [245], or decision trees [246]. Note that the indirect approach for interpretability (as presented in Section 6.2) should not be confused with this approach for post-hoc explainability. In the latter case, a more intelligible policy is learned to explain a black-box policy that is used as the proper controller. In contrast, in the former case, a more interpretable policy is learned to be used as the final controller that replaces the intermediate black-box policy, which therefore does not need to be explained anymore. Therefore, in the latter case, it is important that the intelligible policy mimics the black-box policy well, while in the former case, the performance of the interpretable policy is more important that its ability to mimic the black-box policy. When learning such an interpretative policy, there is a tradeoff between the intelligibility of the explainatory policy and the fidelity of the approximation which has to be balanced. One common drawback is that such an approximation may be valid only on a restricted domain.

**Other** Besides, [247] proposes to learn a vector Q-function, where each component corresponds to a given attribute called reward type. This decomposition of the Q-function is then used to explain preferences between actions. In contrast, in [248], a policy is explained with a Markov chain built on an abstract state space. In addition, in goal-oriented RL, [249] justifies an action choice based on its probability of success and the number of time steps to reach the goal.

**Conclusion** Most work we discussed takes the target audience of the explanations to be the end-user. Even in this case, explanations can take multiple forms. Thus, it can be presented to the user in different modes (e.g., visual, textual, tabular,...) and it can be either local or global. Beyond their forms, explanations may also answer intelligibility queries of different nature and granularity: certainty, contextual, case-based or analogies, contrastive, counterfactual (“what if”), simulation-based (consequences), trace/steps, why not, etc (e.g., [241, 252, 253]). Hence, an explanation can be used to clarify, justify, or rationalize an action choice. We recommend that future work on explainable RL make those aspects clear, since this information
would impact how an explanation technique should be evaluated and taken into consideration.

One issue with post-hoc explanation approaches is that while the generated explanation may seem to make sense, it may in fact be spurious (e.g., [254] for saliency maps) and may not reflect the true inner working of the model. While this may not be an issue if the explanation is used as a tool to justify an action choice to a user, this is problematic for understanding the decision-making process. Note this issue does not occur if an interpretable policy is used for decision-making.

While the explainable and interpretable literature refers to usually divergent approaches, some recent work aimed at bridging this gap, (e.g., [233] previously mentioned in Section 6.4). Through regularizers, it gracefully integrates explainability considerations during the training of the model. It stands at odds with traditional XRL literature, assuming they could extract a posteriori explanations, without any incentive for the model to be intelligible.

8 Open Problems and Research Directions

Before concluding this survey, we discuss a selection of open problems, which we regard as essential within the quest for interpretable RL.

Full Interpretability in RL  The work we have reviewed falls in various intermediate levels on the interpretability scale, some being more interpretable than others for different RL components. Moreover, few deep RL approaches accepting high-dimensional inputs, if any, can achieve full interpretability, i.e., interpretable inputs, interpretable models, and interpretable decision-making. Designing a fully-interpretable RL method with a high-degree of interpretability seems not to be achievable with the current methods, especially for complex tasks like autonomous driving, although such tasks calls for such methods. Thus, for deep RL to be considered as a practical method to solve those difficult tasks, fully interpretable RL methods must be developed for all the RL components. Given the complexity of those tasks, this may only be achievable by abstraction and composition in the programming language sense, where interpretable methods can be composed to solve more difficult problems.

Interpretability vs Performance  A common held opinion is that using a more transparent model or approach impacts negatively the final performance [36]. In the light of impressive results achieved by deep learning methods, this opinion seems hard to be challenged. However, some different voices [255] suggest that black-box models like those based on deep learning may not always be needed and that in some domains simple models should be favored and can obtain excellent performance without the drawbacks of deep learning methods. Similar remarks have also been made in deep RL by [256], who showed that simple linear models with stochastic search can fare well against more advanced deep RL methods. Extrapolating those observations, one may wonder if this could be achieved with all aspects of RL (inputs, models, decision-making) and if interpretability can be considered as a regularization technique, which would bring more transparency obviously, but also larger generalizability.
Interpretability vs Scalability  In addition to the challenge of designing a fully-interpretable RL method, running such a method in order to learn a fully-interpretable solution would probably be also very costly in terms of computation. Indeed, for decision-making for instance, learning an interpretable policy corresponds to a task similar to program synthesis \[257\], which is known to be an NP-hard problem. Therefore, there may be a trade-off between the degree of interpretability one may want to achieve and the scalability of the interpretable algorithm. This question is crucial to investigate as the research moves to more and more interpretable methods, critically needed for high-stake tasks.

Evaluation of Interpretability and Explainability  We finish this discussion by a more classic question that has been frequently raised within XAI, but that we mention here due to its importance. Given the various meanings of interpretability and explainability and more precisely the various purposes they can serve, there is no common ground for the definition of good evaluation metrics for XAI in general, but also for interpretable and explainable RL. For interpretability, is there a good metric for deciding if one model is more interpretable than another? For explainability, is it possible to evaluate what constitutes a good explanation in a specific context? This state of affairs prevents a comparative evaluation of the different methods that have been proposed, which also impedes the rapid progress in this research direction. While achieving more precise definitions for interpretability and explainability can help, evaluation metrics and protocols could be proposed depending on precise goals regarding ethical, legal, operational, or usability concerns, which may help them to be adopted by the research community.

9 Conclusion

We surveyed recent work in reinforcement learning (RL) related to the important concern of interpretability (and its related notion of explainability). We proposed a definition of interpretability in RL, which contrary to the general setting of explainable artificial intelligence, leads to different levels of transparency in the components that play a role in RL. In particular, we first discussed the studies that focus on interpretable inputs (e.g., observations, but possibly other types of information). Moreover, we provided an overview of approaches that deal with learning an interpretable transition model, which is significant for interpretable model-based RL, but also those that deal with learning an interpretable preference model, which is fundamental to justify action selection. Then, we surveyed the papers on learning interpretable policies, which constitute arguably the most critical part of interpretable RL. For completeness, we also provided a short review of work related to post-hoc explainability. Finally, we highlighted a few open problems and future research directions that we deemed as particularly relevant.

Although concerns around the ethical implications of algorithmic and automation deployment are nothing new \[258\], the field of AI ethics still seems at its infancy as we begin to witness the extent of the influence and impact that these systems may have on our societal fabric when deployed. In this regard, a responsible practice for the design, implementation, use, and monitoring/auditing of AI-driven systems is greatly impeded by the non-intelligibility of current algorithms. As RL-based systems become more widespread, questions related to interpretability become consequently
increasingly pressing. One could even contend that interpretable RL is one of the key deadlocks to overcome to make RL a more functional method for being deployed in real-life. While it may be hard to achieve a fully intelligible RL model, one may envision hierarchical RL approaches where some parts may not be completely transparent—e.g., at the low-level—but a maximum of other parts—e.g., at the subgoal level—are thoroughly interpretable.

While the act of opening up the blackbox do not suffice to instantly disclose a thorough understanding of its social implications—since we “need to look across the system, rather than merely inside” (as noted by [259])—algorithmic intelligibility appears as a promising step towards further algorithmic accountability and more trustworthy AI. We encourage the curious reader to look further at the generous work of other researchers investigating these tangent questions (such as [9] [10] [19], [260] [261] to mention only a few).
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