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Abstract—Large-scale 3D autonomous self-reconfigurable modular robots are made of numerous interconnected robotic modules that operate in a close packing. The modules are assumed to have their own CPU and memory, and are only able to communicate with their direct neighbors. As such, the robots embody a special computing architecture: a distributed memory and distributed CPU system with a local message-passing interface. The modules can move and rearrange themselves changing the robot’s connection topology. This may potentially cause mechanical failures (e.g., overloading of some inter-modular connections), which are irreversible and need to be detected in advance. In the present contribution, we further develop the idea of performing model-based detection of mechanical failures, posed in the form of balance equations solved by the modular robot itself in a distributed manner. A special implementation of the Conjugate Gradient iterative solution method is proposed and shown to greatly reduce the required number of iterations compared with the weighted Jacobi method used previously. The algorithm is verified in a virtual test bed—the VisibleSim emulator of the modular robot. The assessments of time-, CPU-, communication- and memory complexities of the proposed scheme are provided.

I. INTRODUCTION

Modular self-reconfigurable robots are mechatronic systems which can autonomously change their structure, thus potentially adapting to different environments and assuming different functionalities. They are composed of elementary robotic units—modules—which work together and form a compound system of variable connection topology [1]. Individual modules are usually relatively simple compared with typical robots, but possess several features which allow them to work collectively. In particular, they can attach to other modules and move over them, communicate with adjacent modules, and process information stored in their internal memory. In other words, they are small computers with limited resources, which also have some locomotion capabilities. A self-reconfigurable robot made of a huge number of microscopic modules could be considered an example of Programmable Matter [2].

One class of self-reconfigurable robots, which are of special interest to our investigations, are densely-packed spatial ensembles. The modules of such systems can be arranged arbitrarily in the volume they occupy (like grains of sand) or regularly, following strict attachment patterns (lattice-based systems). Reconfiguration and general shape-change of such robots is accomplished through relocation of part of their modules from one area of the robot to another, which often requires complex planning. A recent survey of self-reconfiguration planning algorithms for modular robots can be found in [3]. Individual approaches vary depending on the considered module geometry and assumptions about the lattice structure. Examples include reconfiguration of a porous structure arranged on a cubic lattice guided by attraction gradients [4], [5]; reconfiguration by hole propagation [6]; efficient distributed reconfiguration of planar square- [7] and hexagonal- [8] lattice-based systems; finally, reconfiguration by transporting modules through tunnels inside the structure, discussed in [9] and [10].

The above-mentioned reconfiguration methods are all purely geometric—the motion of modules satisfies only geometric constraints requiring that moving modules adhere to other modules, have sufficient space to move [11], and that the entire structure remain connected. For any of such methods to be workable, however, additional constraints of mechanical nature have to be considered. In a real physical setting, with a limited connection strength between modules and under the action of gravity and possibly other external loadings, reconfiguration may fail for at least two mechanical reasons [12]. The first one is loss of stability: when the center of mass of a modular robot shifts during reconfiguration in such a way that the structure is thrown out of balance and falls. The second one is breakage of inter-modular connections: when some of the connections between modules become overloaded during reconfiguration and split. Both of these modes of mechanical failure should be taken into account during reconfiguration planning, because any event of this type is irreversible and seriously interrupts the process of reconfiguration. Despite the importance of this problem for the operation of densely-packed modular robots, but also because of the difficulties involved, the topic has scarcely been pursued and is far from having been solved.

Prediction of mechanical failure requires performing a mechanical analysis of the reconfigured version of a modular robot before the reconfiguration actually occurs, using the methods of computational mechanics [12]. There are two ingredients of this process. The first one is building an adequate mechanical model of the modular robot itself and of the way it is supported and loaded. In different contexts, models of this kind have been investigated in [13], [14] and [15]; generally, many Finite Element approximations can be used to serve this purpose. The second one is an effective
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numerical solution of the resulting mathematical problem in order to compute the stresses in the system and the robot-environment reaction forces [16]. For the robot to be entirely autonomous, the computations need to be executed by the modules themselves, exploiting their limited memory, computing power, and local inter-modular communication. In other words, the solution algorithm has to run on the distributed asynchronous computing architecture represented by the interconnected ensemble of modules.

In the present paper, the approach to mechanical failure prediction proposed in [12] is significantly improved. The Finite Element representation of the modular robot with linear-elastic beams modeling pairs of connected modules is used again, this time in the general 3D setting. Previously, however, the solution to the system of mechanical equilibrium equations resulting from the model was obtained by the weighted Jacobi iterative procedure. It had the advantage of being easily run on the modular robot itself in a fully distributed fashion, but at the cost of slow convergence characteristic of this procedure. Here, a special implementation of the fast Conjugate Gradient algorithm [17] is introduced, as an alternative to the weighted Jacobi, which greatly reduces the necessary computation time. The proposed version of the algorithm spreads computations over the modules, exploiting the robot’s particular distributed computing architecture.

The discussion is limited to connection breakage only, leaving out the loss-of-stability failure case as it involves considering unilateral contact conditions which are more difficult to handle. The main focus is on cubic modules, despite the fact that the procedure is general and can address different module geometries and connection schemes. For the sake of clarity, only computation of the mechanical response of an existing configuration of a robot is presented. Nevertheless, as it was shown before [12] in the context of a different algorithm, the framework can be extended to allow prediction of the mechanical state of a planned (perturbed) configuration. This can be achieved by splitting a reconfiguration step into several stages, such as releasing connections, shifting modules, and forming new connections, each of which is analyzed mechanically using the presented procedure—necessarily augmented to handle modules which change their place and module-to-module contact conditions.

Implementation and verification of the algorithm is performed in the dedicated modular-robot simulator VisibleSim [18]. The simulator is compatible with the modular-robotic system Blinky Blocks [19], i.e., the code in VisibleSim can be run on the real hardware. Hardware tests are, however, outside the scope of the present paper, partially because assembling a thousand-module structure, like the ones in the simulations section, is currently barely feasible.

II. PROBLEM FORMULATION

A. Preliminaries

We consider a robot built of $N$ cubic modules connected face-to-face using magnetic connectors. Each module is equipped with a CPU, memory and can exchange messages with its face-adjacent neighbours, of which there may be up to six. The robot resides in the gravity field and is possibly subjected to some other external loading assumed to be quantitatively known. There are also additional modules attached to the structure that are fixed—considered to be immobile—which prevent the robot from losing stability and falling. The task is to program the ensemble of modules to autonomously compute the stresses caused by the external loading in all inter-modular connections. The algorithm should be relatively efficient and exploit the distributed computational structure of the robot.

B. Linear-elastic beam model of connected modules

Various mechanical models of the modular robot can be adopted, depending on the required precision and acceptable complexity of the representation. Similarly to [12], the standard Finite Element frame model is used below to represent the modular robot. In the model, each module is represented by a single node with six degrees of freedom—three displacements and three rotations—located in the middle of the module. Each pair of connected modules, in turn, is represented by a linear-elastic beam joining the nodes of the two modules.

In a global coordinate system $CS_{G}$, the beam model stipulates that

$$ f_{pq} = K_{pq}^{11} u_p + K_{pq}^{12} \hat{R}_{pq} u_q, $$

where $f_{pq} = [f_x, f_y, f_z, m_x, m_y, m_z]_pq^T$ is the vector of reaction forces and torques acting on the beam $q$$p$ at node $p$ ($^T$ denotes a transpose). $u_q = [u_x, u_y, u_z, \tau_x, \tau_y, \tau_z]_q^T$ and $u_p = [u_x, u_y, u_z, \tau_x, \tau_y, \tau_z]_p^T$ are the vectors of displacements and rotations of nodes $q$ and $p$, respectively, $K_{pq}^{11} = \hat{R}_{pq} K_{pq}^{11} \hat{R}_{pq}^T$ and $K_{pq}^{12} = \hat{R}_{pq} K_{pq}^{12} \hat{R}_{pq}^T$ are stiffness matrices of the beam,

$$ \hat{R}_{pq} = \begin{pmatrix} R_{pq} & 0 \\ 0 & R_{pq} \end{pmatrix}, $$

$$ K_{pq}^{11} = \frac{E}{I} \begin{pmatrix} 12I_x & 0 & 0 & 0 & -6I_yL & 0 \\ 0 & 12I_y & 0 & 6I_yL & 0 & 0 \\ 0 & 0 & AL^2 & 0 & 0 & 0 \\ 6I_yL & 0 & 4I_yL^2 & 0 & 0 & 0 \\ -6I_yL & 0 & 0 & 0 & 4I_yL^2 & 0 \\ 0 & 0 & 0 & 0 & J_yL^2 & 0 \end{pmatrix}, $$

$$ K_{pq}^{12} = \frac{E}{I} \begin{pmatrix} -12I_x & 0 & 0 & 0 & -6I_yL & 0 \\ 0 & -12I_y & 0 & 6I_yL & 0 & 0 \\ 0 & 0 & -AL^2 & 0 & 0 & 0 \\ 6I_yL & 0 & 0 & 0 & 2I_yL^2 & 0 \\ 0 & 0 & 0 & 0 & 0 & -J_yL^2 \end{pmatrix}. $$

$R_{pq}$ is the $3 \times 3$ rotation matrix from the local coordinate system $CS_{pq}$—whose $z$ axis points from node $q$ to node $p$—to $CS_{G}$, $0$ is the $3 \times 3$ zero matrix, while $E$, $L$, $A$, $I_x$, $I_y$ and $J_y$ are the elastic modulus, length, cross-sectional area, area moments of inertia in the $x$ and $y$ direction of $CS_{pq}$, and scaled torsion constant in the $z$ direction of $CS_{pq}$, respectively (see Tab. I).
C. Equilibrium equations of the modular robot

Since all degrees of freedom of the ensemble of modules are assumed to be located at discrete nodes, with three translational and three rotational degrees of freedom per node, the system is in static equilibrium if and only if the sum of forces and the sum of torques acting on each node are zero. This balance of the forces and torques at any node \( p \) requires that the sum of reactions from the beams ending in \( p \), as given by Eq. (1), equals the external forces and torques \( \mathbf{F}^{\text{ext}}_{p} = [f_{x}^{\text{ext}}, f_{y}^{\text{ext}}, f_{z}^{\text{ext}}, m_{x}^{\text{ext}}, m_{y}^{\text{ext}}, m_{z}^{\text{ext}}]^{T} \) acting on node \( p \). One obtains the standard Finite Element system of equations:

\[
\sum_{q} \left[ K_{pq}^{11} \mathbf{u}_{p} + K_{pq}^{12} \mathbf{u}_{q} \right] = \mathbf{F}_{p}^{\text{ext}},
\]

where \( p = 1, \ldots, N \), while \( q \) runs over the indices of all neighbors of a given module \( p \), including fixed modules, for which \( \mathbf{u}_{q} = \mathbf{0} \). Vectors \( \mathbf{F}_{p}^{\text{ext}} \) and \( \mathbf{u}_{p} \), for all \( p \), are expressed in the same global coordinate system \( CS_{G} \). The external forces are assumed to be known; in fact, in the simulations we will consider vertical gravity to be the only factor, in which case \( \mathbf{F}_{p}^{\text{ext}} = [0, 0, -M \cdot g, 0, 0, 0]^{T} \) for every module \( p \), where \( M \) is the mass of one module (cf. Tab. I) and \( g \) is gravitational acceleration. The unknowns of the system are the \( 6 \)-vectors of generalized displacements \( \mathbf{u}_{p} \), \( p = 1, \ldots, N \).

As it is usually done in Finite Element analysis, Eq. (5) can be also presented in a compact matrix form

\[
\mathbf{K} \mathbf{u} = \mathbf{F}^{\text{ext}},
\]

where \( \mathbf{K} \) is the assembled \( 6N \times 6N \) known constant stiffness matrix, \( \mathbf{F}^{\text{ext}} \) is the \( 6N \)-vector of known constant external forces and torques, and \( \mathbf{u} \) is the \( 6N \)-vector of unknown nodal displacements and rotations, for which the system needs to be solved. \( \mathbf{K} \) is symmetric and positive definite, which follows from the linear-elastic properties of the robot under small deformations. In Section III, a distributed technique for solving Eq. (6) by the modular robot itself is described, which is the main topic of the present paper.

D. Condition for overloading of inter-modular connections

Once Eq. (6) is solved for \( \mathbf{u} \), which is the subject of the next section, the robot may autonomously check computationally if any of the connections between its modules has reached an unacceptable stress level. Junction forces and torques between any pair of connected modules can be approximated by the forces and torques in the middle of the beam representing this pair. Using Eq. (1) and observing that the distribution of forces and torques is linear along the beam in the adopted model, one obtains approximate junction forces and torques between modules \( q \) and \( p \), expressed for convenience in the local coordinate system \( CS_{pq} \), as

\[
\begin{align*}
[f_{x}^{c}, f_{y}^{c}, f_{z}^{c}, m_{x}^{c}, m_{y}^{c}, m_{z}^{c}]^{T} &= \frac{1}{2} \hat{\mathbf{R}}_{pq}^{T} (f_{pq} - f_{qp}) = \\
&= \frac{1}{2} \hat{\mathbf{R}}_{pq}^{T} (K_{pq}^{11} \mathbf{u}_{p} + F_{pq}^{12} \mathbf{u}_{q} - K_{qp}^{11} \mathbf{u}_{q} - K_{qp}^{12} \mathbf{u}_{p}),
\end{align*}
\]

where \( \mathbf{u}_{q} \) and \( \mathbf{u}_{p} \) come directly from \( \mathbf{u} \) and are thus expressed in the global coordinate system \( CS_{G} \).

The possibility of connection breakage can be checked by comparing the connection forces and torques obtained from Eq. (7) with limit values valid for a given attachment mechanism. In the case of cubic Blinky Blocks, which use magnetic forces to bind adjacent modules together, the condition for a connection to hold might have the form

\[
(F_{\max}^{c} - f_{x}^{c}) / a / 2 > \max (|n_{x}^{c}|, |n_{y}^{c}|),
\]

where \( F_{\max}^{c} \) is the total attraction force between the magnets of the two modules and \( a \) is the size of the cube (cf. Tab. I). The above condition accounts for both tension and bending, which strain the connection simultaneously. We do not use conditions for shearing and twisting because Blinky Blocks’ connectors are more resistant with respect to these failure modes.

III. DISTRIBUTED CONJUGATE GRADIENT SOLVER

The matrix \( \mathbf{K} \) in Eq. (6) is symmetric and positive definite, which allows one to use the Conjugate Gradient solution scheme in its basic form [17], and assures convenient memory- and CPU complexities with respect to the number of modules (see Section III-D). Extensions to more general cases, e.g., non-linear or non-symmetric systems, are possible (see, e.g., [20]), but in general at the cost of higher memory and CPU requirements.

In Section III-A, the original centralized form of the method is presented, while in Section III-B, its extension to the distributed computing architecture embodied by a modular robot is discussed.

A. Centralized (shared memory) formulation of CG

After [17] and [16], the Conjugate Gradient (CG) iterative solution scheme has the following general form. The procedure is initialized with: \( \mathbf{u}_{0} = \mathbf{0} \), \( \mathbf{r}_{0} = \mathbf{F}^{\text{ext}} \), \( \mathbf{d}_{0} = \mathbf{P} \cdot \mathbf{F}^{\text{ext}} \) and \( n = 1 \), where \( \mathbf{P} \) is a preconditioning matrix (explained below). Each CG iteration \( n \) consists of the following sub-steps:

1) \[
\alpha = \frac{r_{n-1}^{T} \cdot \mathbf{P} \cdot r_{n-1}}{d_{n-1}^{T} \cdot \mathbf{K} \cdot d_{n-1}},
\]

2) \[
\mathbf{u}_{n} = \mathbf{u}_{n-1} + \alpha \mathbf{d}_{n-1},
\]

\[
\mathbf{r}_{n} = \mathbf{r}_{n-1} - \alpha \mathbf{K} \cdot \mathbf{d}_{n-1},
\]
Otherwise, it sets necessary to distribute and aggregate data, which is equal to 6N. This property alone allows CG to outperform the simplest weighted Jacobi scheme, which is demonstrated in Section IV. Both forms of P are local, thus being suitable to be directly applied in the distributed version of the algorithm.

### B. Distributed version of CG

In a centralized setting (with access to shared memory), the scalar and vector products required by the CG algorithm can be computed directly. Since the modular robot considered in this paper has no shared memory, a special treatment is necessary to distribute and aggregate data, which deteriorates the parallelism of the original CG steps.

The distributed version of the CG algorithm relies on a tree structure (see Section III-C) that allows efficient distribution and aggregation of information across the robot. We can distinguish three phases of the distributed algorithm, analogous to the centralized version presented in Section III-A. Each phase of the algorithm is initiated (synchronized) by the centroid module which is the root of the spanning tree. If it is not stated otherwise, the information is always propagated/aggregated over the tree. In the notation below, iteration steps n are omitted for simplicity, the lower index p refers to the module number, while q denotes direct neighbors of p.

**Phase INIT:** Initialization of the CG procedure.
- Each module p initiates its local 6-vectors u_p and r_p:
  \[
  u_p = 0 \quad \text{and} \quad r_p = F_{ext}. \]
- The scalar r is aggregated over the tree:
  \[
  r = \sum_p r_p^T \cdot P_p \cdot r_p, \]
  where \( P_p \) is the 6 × 6 central submatrix of \( P \) corresponding to the DOF of module p.
- The centroid sets \( r_{ref} = r \), distributes \( \beta = 0 \) over the tree to all modules and runs **Phase α**.

**Phase α:**
- Each module p updates its local 6-vector d_p:
  \[
  d_p = P_p \cdot r_p + \beta d_{p-1}, \]
  and exchanges \( d_p \) with all its neighbors q.
- Each module p computes its local 6-vector z_p:
  \[
  z_p = \sum_q K_{pq}^{11} \cdot d_p + K_{pq}^{12} \cdot d_q. \]
- The denominator of α is aggregated over the tree:
  \[
  a = \sum_p d_p \cdot z_p. \]
- The centroid computes \( \alpha = r/a \), distributes it over the tree to all modules and runs **Phase β**.

**Phase β:**
- Each module p updates its local u_p and r_p:
  \[
  u_p = u_p + \alpha d_p, \quad r_p = r_p - \alpha z_p. \]
- The numerator of β is aggregated over the tree:
  \[
  b = \sum_p r_p^T \cdot P_p \cdot r_p. \]
- The centroid computes \( \beta = b/r \) and sets \( r = b \).
- The centroid checks if \( r/r_{ref} \approx 0 \). If so, convergence has been achieved and it stops the algorithm. Otherwise, it distributes \( \beta \) over the tree to all modules and runs **Phase α** again.
C. Centroid and spanning tree

The module assigned as the root of the spanning tree should lie close to the center of the robot (center of the connectivity graph of the robot, not necessarily its geometrical center). This reduces the depth of the tree, thereby also the execution time of the algorithm (see Section III-D). The selection of a centroid can be made in a distributed manner, see e.g. [21], but in the present implementation we make that selection manually.

In a distributed and asynchronous architecture, the well-known sequential breadth-first search algorithm for building a spanning tree needs an additional synchronization phase to assure that the depth of the tree is minimal. For a tree of depth $D$, the number of sequential steps of the algorithm is of the order $O(D^2)$ because the creation of each level of the tree requires a synchronization phase.

D. Complexities of the distributed CG solver

Assessments of the time-, CPU-, communication- and memory complexities of the CG algorithm are presented in Table II, in comparison to the weighted Jacobi solver from our previous paper [22]. In the table, $N$ is the number of modules, $D$ is the depth of the spanning tree. $D$ is of the same order of magnitude as the radius of the graph representing the connection topology of the robot. In the most likely (favorable) scenarios, $D \sim N^{1/3}$ for three-dimensional structures, but in the worst-case scenario $D \sim N$, which can destroy the good scalability properties of the proposed CG algorithm.

In Table II, the execution time is understood as the number of sequential operations of the algorithm: the number of global iterations of the CG algorithm multiplied by the number of the propagation/aggregation steps that are done sequentially level by level over the spanning tree. In the complexity assessment we assumed the rough upper bound $N$ for the number of global CG iterations. In the numerical examples (see, e.g., Fig. 4), however, it can be seen that the number of global iterations grows slower than linearly with the system size (which is favorable). One of possible explanations is that we increase the resolution of robot geometries with almost no increase in their topological complexities, which can be relatively more easy to solve by the CG algorithm.

At a given global iteration of the CG algorithm, the maximum numbers of CPU operations and message exchanges are constant per module (although not performed in parallel by all modules). Therefore, in both cases the complexities are $O(N)$. The memory usage per module is only related to the number of direct neighbors, which is constant and does not depend on the size of the system.

IV. IMPLEMENTATION AND SIMULATION RESULTS

The algorithm has been implemented in the VisibleSim emulator [18]. The information exchange between modules is performed solely by sending messages between direct neighbors through message-passing interfaces. The implementation is entirely compatible with the Blinky Blocks reconfigurable modular robot [19].

The performance of the algorithm has been analyzed in two types of setups: (1) the cantilever examples, see, Fig. 1, and (2) the elephant examples, see Fig. 2. In both cases we examined the convergence and scaling properties by running the algorithm on setups of growing sizes (resolutions).

The first observation is that, as expected, the Conjugate Gradient method converges to the numerical zero, see Fig. 3. Moreover, the convergence rate increases while getting closer to the solution, which is a characteristic behavior of CG. The second observation is that the simple Jacobi preconditioning significantly improves the convergence of the CG algorithm compared with the non-preconditioned version. For instance, in the case presented in Fig. 3, the preconditioned version required over eight times less global CG iterations to converge. That improvement seems to grow with the growing system size, which is shown in Fig. 4.

In Fig. 4 it is analyzed how the computation time scales with the increasing number of modules. Two measures of computation time are presented: the necessary number of global CG iterations (Fig. 4a) and the necessary number of subsequent CG steps (Fig. 4b). The former measure does not include the propagation/aggregation phases that involve the spanning tree, which refers to a hypothetical situation when the modules have access to shared memory and are able to
compute the necessary scalar/vector product in parallel in one step. The latter measure refers to the fully distributed algorithm analyzed in the present paper.

In Fig. 4b one can observe that for bigger configurations the computation time scales with the number of modules linearly or even better (e.g., for 10 times larger problems the convergence time increases no more than 10 times). This result is better than the assessments provided in Table II, as has been discussed in Section III-D. We can also observe that for the same system sizes the Elephant examples converge slower than the Cantilever examples. This is due to the higher geometrical complexity of the Elephant’s shape which results in a more complex mechanical response.

V. CONCLUSIONS AND FUTURE WORK

The problem of determining the mechanical state of a modular robot was posed in the form of linear force-balance equations resulting from a simple mechanical model of the robot, together with simplified criteria for inter-modular connection overloading. To solve the system of equations, a version of the Conjugate Gradient method was proposed that can be run by a modular robot in a fully distributed fashion: using distributed CPU and memory, and local communication. The time-, CPU-, communication- and memory complexities of the algorithm were evaluated and proved superior to those of the simple weighted Jacobi scheme. The algorithm was implemented in the VisibleSim emulator and its performance checked in two series of examples. The computation time was observed to grow slower than linearly with the system size.

The proposed approach complements our research into building a scalable framework for modular-robotic Programmable Matter. In general, reconfiguration time and system strength tend to deteriorate when the number of modules increases and their dimensions decrease. So far, we have
demonstrated efficient schemes allowing high parallelism of reconfiguration, while assuring structural integrity of a robot [10]. We have also presented a family of modular-robotic actuator structures which produce forces proportional to the number of their modules [22]. However, a reconfiguration planner is still missing that would efficiently predict the future mechanical state of a robot. The presented algorithm is a step towards breaking that efficiency barrier.

The performance of the present algorithm is much better than that of the weighted Jacobi method. However, the number of necessary operations seems to be still too high for large-scale systems. There are several possibilities for further improvement of the efficiency of the framework:

1) Multigrid techniques [23], which form a family of more accurate preconditioners and can thus reduce the necessary number of iterations of the solver.
2) Model order reduction techniques, which could simplify the mechanical model and thus reduce the size of the system to be solved. In particular, methods capable of creating connections between proper orthogonal decomposition and Newton-Krylov methods [24] would be particularly attractive in terms of resolving non-linearities and localization. Those in turn can be generalized using selective reduced domain decomposition methods, as in [25]. These kinds of methods have already been applied in soft robotics [26], albeit, in a centralized setting.

There are several other possible extensions of the present work. (1) In addition to the overload check, a stability check is necessary to fully evaluate the mechanical state of a robot. This is more involved because unilateral contact conditions must be included, introducing non-linearities and possible asymmetry to the system of equations. Special solution techniques are therefore required. (2) Development of a more accurate mechanical model of the modular robot itself. (3) Application to different connection topologies, in particular, to quasi-spherical module designs [27]. (4) Running the algorithm on real Blinky Blocks [19], which would allow experimental validation of the framework.
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