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Abstract—End-to-end learning has become a popular method to optimize a constellation shape of a communication system. When the channel model is differentiable, end-to-end learning can be applied with conventional backpropagation algorithm for optimization of the shape. A variety of optimization algorithms have also been developed for end-to-end learning over a non-differentiable channel model. In this paper, we compare a gradient-free optimization method based on the cubature Kalman filter, model-free optimization and backpropagation for end-to-end learning on a fiber-optic channel modeled by the split-step Fourier method. The results indicate that the gradient-free optimization algorithms provide a decent replacement to backpropagation in terms of performance at the expense of computational complexity. Furthermore, the quantization problem of finite bit resolution of the digital-to-analog and analog-to-digital converters is addressed and its impact on geometrically shaped constellations is analyzed. Here, the results show that when optimizing a constellation with respect to mutual information, a minimum number of quantization levels is required to achieve shaping gain. For generalized mutual information, the gain is maintained throughout all of the considered quantization levels. Also, the results imply that the autoencoder can adapt the constellation size to the given channel conditions.
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I. INTRODUCTION

Optical communication systems need to increase their throughput in order to keep up with the growth of data traffic demand. In the linear region, optimization of the modulation formats using geometric or probabilistic constellation shaping can achieve capacity approaching throughput. Probabilistic constellation shaping (PCS) is a well established approach for increasing the throughput and providing rate adaptivity [1]. However, it comes at the expense of increased transceiver complexity because it requires a distribution matcher and dematcher. Due to the serial nature of the distribution matcher, hardware efficient implementation could prove to be challenging for future systems in which a single carrier will transmit data rates above 1Tb/s [2]. Also, the interplay of PCS and digital signal processing (DSP) can lead to deteriorated performance, especially in the case of the phase and frequency recovery [3]. In [4], it was demonstrated that for moderate to low signal-to-noise ratio (SNR) the quality of the phase estimation of the blind phase search (BPS) algorithm [5] is degraded in the presence of PCs. Geometric constellation shaping (GCS) could prove to be a low-complexity alternative to PCS because it is directly compatible with the classical bit-interleaved coded modulation (BICM) and can be optimized with respect to existing DSP [6]. However, it should still be mentioned that some low-complexity PCS algorithms have found their way in commercial DSP implementations, e.g. [7].

End-to-end learning, which was introduced in [8], utilizes an autoencoder (AE) [9] to optimize the communication system and it has gathered traction as a method to approach GCS due to its versatility to the employed channel model. End-to-end learning has proven to be effective for GCS in optical communication systems [6], [10], [11], [12], [13], [14], [15], mainly focusing on the mitigation of the nonlinear effects of the optical fiber. Geometric constellation shaping considering the BPS algorithm was explored in [16], [17], where a constellation was optimized to be robust to channel uncertainties with BPS at the receiver. Joint probabilistic and geometric constellation shaping can also be approached with end-to-end learning [18], [19]. Apart from constellation shaping, end-to-end learning was applied in optical communication for waveform optimization for dispersive fiber [20], [21], [22], waveform optimization for nonlinear frequency division multiplexing [23], [24] and superchannel transmission [25], [26].

Typically, an AE is optimized using backpropagation (BP) which relies on a gradient-based algorithm and it requires that the embedded channel model is differentiable. All the aforementioned work fulfilled this requirement and performed gradient-based optimization. However, a differentiable channel might not always be available which makes this requirement too strict. One example is non-numerical channels such as experimental test-beds. Another example is channels including decision-directed DSP algorithms such as the classical BPS algorithm and decision-directed equalizers. Alternatives have been proposed,
such as modeling these channels using generative adversarial networks [27], [28], [29], avoiding to propagate the gradient through the channel [30], [31], [32] or adapting the channels to be differentiable [33].

In [30], [31], a two-stage alternating algorithm which relies on reinforcement learning (RL) was used to train the AE without a known channel model. This approach was utilized to train a NN for digital predistortion over-the-fiber [34]. Optimization of an AE with a non-differentiable channel, more specifically the BPS algorithm, using a gradient-free optimization was proposed and investigated in [32]. A differentiable version of the BPS was proposed in [33] in order to optimize the AE using classical gradient-based algorithms. It was expanded to include robustness to channel uncertainties [35] similar to [16].

The AE-based GCS does not require hardware changes as it simply optimizes the positions of the constellation points in the complex plane and can be implemented as a lookup table [6]. However, the geometrically shaped constellation points may require a finer quantization than a typical square quadrature amplitude modulation (QAM), which could prove to be the main drawback of GCS [36]. End-to-end learning of a communication system which includes quantization noise was done e.g. in [20], [25]. However, a fixed number of quantization bits was used and the effect of different number of quantization bits was not discussed.

This paper is an extension of [37], which compares different AE training algorithms with respect to their performance and analyses the impact of quantization noise when optimizing a constellation with respect to mutual information (MI). In this paper, the results from [37] are discussed and the analysis of the training algorithms is extended to include convergence and complexity. The impact of quantization noise is then extended to an optimization of a constellation with respect to generalized mutual information (GMI) and compared to the ones obtained with MI. An analysis of the difference between the constellations optimized for MI and GMI is included.

The remainder of the paper is organized as follows. MI and GMI are used as performance metrics and the basic principles of estimating them are described in Section II, as well as the principle of mismatched decoding. In Section III, the AE-based GCS with respect to MI and GMI is described, as well as the applied optimization algorithms. A detailed description of the system, the AE architecture, channel models and the optimization procedure, are provided in Section IV. Section V provides the results on the MI performance of the constellations trained with different optimization algorithm on the split step Fourier method (SSFM) channel model, as well as MI and GMI performances obtained by constellations trained on a channel which includes quantization noise. The conclusions are summarized in Section VI.

II. PERFORMANCE METRICS

A. Mutual Information

Let \( \mathcal{X} \) be a set of complex constellation points (symbols) with cardinality \( |\mathcal{X}| = M = 2^m \), where \( m \) is the number of bits carried by a symbol. Consider \( \mathbf{B} = \{ B_1, B_2, \ldots, B_m \} \) a random variable of binary \( m \)-dimensional vectors which are mapped to complex valued symbol \( X \in \mathcal{X} \) with a uniform probability mass function \( P_X(x) = \frac{1}{M} \). The channel transition probability density \( p_{Y|X}(y|x) \) governs the channel input-output relation, where \( Y \) is a complex output of a channel with \( X \) as input. The channel output \( Y \in \mathbb{C} \) has a probability distribution \( p_Y(y) \), where \( \mathbb{C} \) denotes the set of complex numbers. MI \( I(X;Y) \) represents the amount of information shared between \( X \) and \( Y \) in bits per symbol,

\[
I(X;Y) = H(X) - H_p(X|Y) = m - H_p(X|Y) = \sum_{x \in \mathcal{X}} P_X(x) \int_{\mathcal{Y}} p_{Y|X}(y|x) \log_2 \left( \frac{p_{Y|X}(y|x)}{p_Y(y)} \right) \, dy, \quad (1)
\]

where \( H(X) = -\sum_{x \in \mathcal{X}} P_X(x) \log_2 P_X(x) = \log_2 (M) = m \) is the entropy of \( X \) and \( H_p(X|Y) = \mathbb{E}_{p(x,y)} \left[ p_{X|Y}(x|y) \right] \) is the conditional entropy of \( X \) given \( Y \). The probability \( p_{X|Y}(x|y) \) is the posterior probability of \( X \) given \( Y \). The expectation \( \mathbb{E}_{p(x,y)} \) should be taken over the true joint probability density function of \( p_{X,Y}(x,y) \).

In order to evaluate (1), it is required to know the channel transition probability \( p_{Y|X}(y|x) \) and its analytical expression, however, in optical communication this is often not the case. When the transition probability \( p_{Y|X}(y|x) \) is unknown or the analytical expression is unavailable, a typical approach is to bound (1). Instead of the true transition probability \( p_{Y|X}(y|x) \), a transition probability \( q_{Y|X}(y|x) \) of an auxiliary channel is considered [38]. This approach is known as mismatched decoding and it can be used to obtain a lower bound on the MI which is also known as the achievable information rate (AIR). This lower bound is formulated as

\[
I(X;Y) \geq H(X) - \tilde{H}_q(X|Y) = m - \tilde{H}_q(X|Y), \quad (2)
\]

where \( \tilde{H}_q(X|Y) = \mathbb{E}_{p(x,y)} \left[ q_{X|Y}(x|y) \right] \) is an upper bound of the true conditional entropy \( H_q(X|Y) \). The probability distribution \( q_{X|Y}(x|y) \) is the auxiliary distribution of the true posterior probability \( p_{X|Y}(x|y) \). The inequality (2) turns to equality when \( q_{X|Y}(x|y) = p_{X|Y}(x|y) \).

B. Generalized Mutual Information

For optical communication, a bit-interleaved coded modulation (BICM) architecture is usually used and it contains a bit-wise demapper. Achieving the previously described MI requires a symbol-wise forward error correction (FEC) or iterative demapping and decoding. Instead, GMI is a good performance indicator for an architecture that employs binary soft-decision FEC, such as the more conventional BICM [39]. Using the conditional entropy \( H_q(B_i|Y) = \mathbb{E}_{p(x,y)} \left[ q_{B_i|Y}(b_i|y) \right] \) of the bit \( B_i \) at the \( i \)-th position and the channel output \( Y \) instead of \( H_q(X|Y) \), a lower bound on the GMI \( I(\mathbf{B};Y) \) can be defined as [39]

\[
I(\mathbf{B};Y) \geq \sum_{i=1}^{m} I(B_i;Y) \geq H(x) - \sum_{i=1}^{m} \tilde{H}_q(B_i|Y)
\]
The GMI and its lower bound are heavily reliant on the bit-to-symbol labeling, which directly influences the tightness of the first bound in (3). For ideal, binary-reflected Gray labeling, that inequality turns into equality. In practice, some loss can be expected, especially for a poorly designed labeling scheme.

**C. Mismatched Gaussian Receiver**

For optical communication, it is a common approach to use a mismatched Gaussian receiver [40], [41] which assumes the transition probability $q_{Y|X}(y|x)$ of an auxiliary Gaussian channel [42]

$$q_{Y|X}(y|x) = \frac{1}{\pi \sigma_G^2} \exp \left(-\frac{|y-x|^2}{\sigma_G^2}\right),$$

(4)

where $\sigma_G^2$ is the estimated noise variance of the auxiliary channel. The noise variance $\sigma_G^2$ may be estimated from the training input-output channel pairs as $\sigma_G^2 = \mathbb{E}[|y-x|^2]$. By applying the Bayes’ theorem, the posterior distributions in (2) are formulated as

$$q_{X|Y}(x|y) = \frac{p_X(x)q_{Y|X}(y|x)}{\sum_{\bar{x}\in\mathcal{X}} p_X(x = \bar{x})q_{Y|X}(y|\bar{x})}$$

(5)

and can be evaluated using the Monte Carlo approach.

**III. AUTOENCODER-BASED GEOMETRIC CONSTELLATION SHAPING**

Geometric constellation shaping may be used to optimize the position of constellation points in high-order modulation formats to improve the throughput and maximize the AIR by either maximizing MI $I(X;Y)$ or GMI $I(B;Y)$. In Fig. 1, an example of an AE for GCS is shown and it consists of an encoder neural network (NN), decoder NN and a channel model embedded in between them. Here, feed-forward NNs are used for the encoder and the decoder represented by parametric functions $NN_e(\cdot, w_e)$ and $NN_d(\cdot, w_d)$, respectively. The two NNs are parameterized with trainable weights $w_e$ and $w_d$ that also include biases. A weight set that includes both the encoder and decoder trainable weights is defined as $w = \{w_e, w_d\}$ and the total number of the weights is $N_p$. The weights are optimized to minimize the cost function between the input $u_k$ and the output $s_k$ of the AE for the given channel model. The cost function is chosen depending on the desired performance metric, e.g., categorical cross-entropy (CE) for MI and binary CE (also known as log-likelihood (LL)) for GMI. For GCS, the encoder learns a constellation, whereas the decoder learns optimal decision boundaries for the learned constellation and considered channel model.

When the desired performance metric is MI, the input to the encoder is a one-hot encoded vector $u_k \in U = \{e_i|i = 1, \ldots, M\}$ which is mapped to a normalized complex constellation point $x_k = NN_e(u_k, w_e)$, where $k$ represents the $k$-th sample and $e_i$ is an all zero vector with a one at position $i$. Here, it is considered that the function $NN_e(u_k, w_e)$ includes the NN which outputs a two-dimensional vector $[x_{I,k}, x_{Q,k}]^T$, representing the in-phase and quadrature components of the complex constellation symbol $x_k$, and the normalization of the constellation points $\mathbb{E}_{e_i}[(NN_e(e_i, w_e))^2] = 1$ for $i = 1, \ldots, M$. The complex symbol is transmitted over the channel, resulting in an impaired symbol $y_k$. The channel can include the fixed blocks of the transceiver, e.g., DSP blocks and hardware components. The in-phase and the quadrature components of the impaired symbol $y_k$ are inputs to the decoder, which outputs a vector of posterior probabilities $s_k = NN_d(y_k, w_d) \in [0, 1]^M$ using a softmax output layer such that $\sum_{i=1}^{M} s_k^{(i)} = 1$ where $(i)$ denotes the $i$-th element of the output vector. For a simpler notation, the partition of the in-phase and the quadrature components of $y_k$ is considered as a part of the function $NN_d(y_k, w_d)$. The trainable AE weights $w$ are optimized by iteratively minimizing the categorical CE cost function over a sample set of size $N$. In each iteration, the sample set is divided into batches of size $B$ and the CE loss for each batch is calculated as

$$J_{CE}(w) = \frac{1}{B} \sum_{k=1}^{B} \left[ -\sum_{i=1}^{M} u_k^{(i)} \log s_k^{(i)} \right].$$

(6)
The output of the decoder NN $s_k$ essentially represents an auxiliary distribution $q_{X|Y}(x|y)$ to the true posterior distribution $p_{X|Y}(x|y)$. Therefore, the CE represents an AE-based upper bound $H_q(X|Y) = \mathbb{E}_{p(x,y)}[q_{X|Y}(x|y)]$ on the conditional entropy. Based on (2), this implies that minimizing the CE maximizes a lower bound on the MI and this lower bound is an AIR when using the decoder NN.

When the desired performance metric is GMI, three main changes should be made compared to the optimization with respect to MI. First, instead of the one-hot encoded vector as the AE input, a block of $m$ bits $u_k \in \mathcal{M} = \{0, 1\}^m$ should be used, where $\mathcal{M}$ is the set of all possible bit sequences of length $m$. Second, the input and the output space of the AE need to match, therefore the output layer of the decoder should be changed. The sigmoid activation function replaces the softmax function and now the decoder output is $s_k \in [0, 1]^m$ which represents the posterior probabilities of the bits being “0” or “1”. Finally, the LL cost function is used because it suits the change of the input/output space,

$$J_{LL}(w) = \frac{1}{B} \sum_{k=1}^{B} \left[ -\frac{1}{m} \sum_{i=1}^{m} u_k(i) \log (s_k(i)) + (1 - u_k(i)) \log (1 - s_k(i)) \right],$$

where $(i)$ denotes the $i$-th element of the $m$-dimensional output. In this case, the decoder output $s_k$ is an approximation of $q_{B_i|Y}(b_i|y)$ from (3). By minimizing the LL cost function, a lower bound on the GMI is maximized in a similar fashion to the maximization of the lower bound on the MI using the categorical CE.

The classical optimization method for an AE is BP of the gradients from the cost function to the trainable weights $w$. This method requires the embedded channel model to be differentiable and computationally tractable. The former raises an issue with e.g. experimental test-beds and channels which include non-differentiable DSP blocks as aforementioned. The latter raises the practical issue of computational memory and running time of the forward and the backward propagations. An example here is the fiber-optic channel modeled by the SSFM, simulating a link of thousands of steps to accurately model a long-haul transmission. It is necessary that each of these steps is stored as a part of the computational graph required by the BP algorithm, making it infeasible for black-box application.

These drawbacks can be potentially addressed by utilizing optimization strategies that do not require computing the gradient of the channel, such as the RL-based optimization from [30], [31] and gradient-free optimization from [32] which utilizes the cubature Kalman filter (CKF) [43]. In the RL-based optimization, the encoder is trained while the decoder is fixed and vice-versa. The decoder is optimized using the classical BP, whereas the encoder is assumed to be stochastic with a known perturbation and by combining with an RL method a surrogate gradient is calculated for the optimization [30]. The CKF approach relies on describing the AE as a state-space model and estimating the trainable weights using conventional Bayesian inference.

![Fig. 2. Fiber-optic channel modeled with SSFM for dual polarization, 5 channel WDM transmission with RRC pulse shaping, CD compensation and static phase rotation.](image)

**IV. SYSTEM DESCRIPTION AND OPTIMIZATION PROCEDURE**

In this paper, two separate systems are observed, one for comparison of optimization algorithms and the other to analyse the impact of quantization on GCS.

**A. Comparison of Optimization Algorithms**

The BP, RL-based (further referred to as just RL) and CKF algorithm for optimization of the AE are compared and a comprehensive study of algorithm performance and complexity is performed. For this purpose, a computationally complex channel model, which requires significant amount of computational memory and running time, was embedded into the AE. The channel model is a dual polarization wavelength-division multiplexing (WDM) fiber-optics system and it is shown in Fig. 2. Identical encoder NNs were used to generate symbols for both polarizations of each of the WDM channels. It should be mentioned that an ideal laser and a linear I/Q modulation coupler to form a WDM signal. This signal is transmitted over a fiber-optic channel modeled by the SSFM, simulating a link of $N_{sp}$ EDFA-amplified spans of length $L$. At the receiver, a coherent detection with an ideal local oscillator is considered. Chromatic dispersion (CD) compensation is performed and the central channel is filtered out by a low pass filter which in this case is the RRC matched filter. Static phase de-rotation is performed to finally obtain the signal that will be used as the decoder input. It should be noted that the static phase de-rotation can also be learned by the decoder since it would just have to rotate the decision boundaries. However, one of the goals of this study is to monitor the AIR of the constellation using the mismatched Gaussian receiver, which requires that the transmitted and received constellations are in-phase. This in turn requires a static phase de-rotation to compensate for the average nonlinear phase shift. The parameters of the desired transmission link are given in Table I.

Two stage optimization is performed: pre-training and training. The pre-training is performed on a simplified channel model in order to increase the computation speed. Final training is then applied for convergence on the desired channel. For the pre-training stage, a shorter link of 5 spans, 8 samples per symbol, 3 WDM channels and a large SSFM step size of 10 km is used. The optimization in this stage is done for the launch.
power per channel $P_s = 0.5$ dB, which was found to be the optimal launch power for a non-shaped QAM. Afterward, a few epochs of training are performed on the desired link of 10 spans, 16 samples per symbol, 5 WDM channels and a SSFM step size of 100 m for convergence. In this stage, the AE is trained separately for each launch power and later on it is evaluated on the same launch power. Minor improvements may be expected by optimizing on each of the considered launch powers already in the pre-training stage, however, at the expense of significantly increasing computational time. Alternatively, the launch power may potentially be added to the optimization process as in [44], which is left for future research.

In the training stage, when BP algorithm is applied, checkpointing from [24] is employed at every 10 steps, corresponding to every 1 km. Checkpointing is a memory saving method when training very deep NNs in which only certain checkpoints are saved instead of saving the full computational graph [45]. This comes at a price of computational speed because the parts of the graph that are not saved are re-computed during BP.

As indicated before, the AE is trained to optimize the performance of one of the polarizations of the central channel. The AE architecture is the same as in [17], [32] and it is given in Table II. The weight set $w$ is initialized using Glorot initialization [46]. In each training epoch, a new sample set of size $N = 256 \cdot M$ is generated with uniformly distributed one-hot encoded vectors and divided into batches of size $B = 32 \cdot M$.

The Adam optimizer [47] with learning rate optimized to 0.001 was used as the BP algorithm. The RL-based optimization also relies on the Adam optimizer with the same learning rate and the policy variance is 0.01. In this case, a single epoch consists of 20 training iterations of the encoder and 20 iterations of the decoder. The hyperparameters of the CKF algorithm are $Q = 10^{-8}$, $R = 10^{-6}$ and the initial covariance of the weights is $\mathbf{P} = 10^{-4}\mathbf{I}$, where $\mathbf{I}$ is an identity matrix. Details on these parameters are given in [32]. It should be mentioned that the hyperparameters of the three optimization algorithms are chosen as a result of a coarse optimization.

### B. Impact of Quantization on Geometric Constellation Shaping

One of the main drawbacks of GCS identified by the community is the potentially higher required quantization due to the irregular position of the points on each I and Q dimension [36]. The non-quantization component of the digital-to-analog converter (DAC) and analog-to-digital converter (ADC) noise is frequency dependent [48] and may be considered similar for both GCS and uniform QAM. Then, in order to gauge the effect and requirements of the quantization noise in particular, a relatively low DAC/ADC resolution is studied.

For this analysis, the fiber-optic channel was modeled using a simpler nonlinear interference noise (NLIN) [49] channel model which operates at one sample per symbol. This model takes into account the nonlinear interference dependence on the launch power per channel $P_s$ and the moments of the constellation. Since it is a one sample per symbol channel model, pulse shaping is not applied. In the NLIN channel model, the nonlinear effects degrading the transmitted signal are modeled as additive Gaussian noise with a variance $\sigma^2_{NLIN}(P_s, \mu_4, \mu_6)$ that is determined by the parameters of the fiber communication channel. The high order moments are defined as

$$
\mu_4 = \frac{\mathbb{E}[|X|^4]}{\mathbb{E}[|X|^2]^2} \quad \text{and} \quad \mu_6 = \frac{\mathbb{E}[|X|^6]}{\mathbb{E}[|X|^2]^3}.
$$

The total noise corrupting the signal is expressed as

$$
\sigma^2_n = \sigma^2_{ASE} + \sigma^2_{NLIN}(P_s, \mu_4, \mu_6),
$$

where $\sigma^2_{ASE}$ is the variance of the amplified spontaneous emission (ASE) noise. The parameters of the channel model are the same as in the previous section, given in Table I. The NLIN model including quantization noise resulting from DAC and ADC are embedded into an AE as shown in Fig. 3. The quantization noise follows a uniform distribution determined by the number of quantization bits and the optimized dynamic range.
of the DAC and ADC [50], [51],
\[ n_{DAC/ADC} \sim U\left(-\frac{A_{\text{peak}}}{2^{N_{\text{bits}}-1}}, \frac{A_{\text{peak}}}{2^{N_{\text{bits}}-1}}\right), \] (10)
where \( N_{\text{bits}} \) is the number of quantization bits. Here, the peak amplitude \( A_{\text{peak}} \) of the transmitted signal determines the dynamic range of the two converters. The peak amplitude of the signal is chosen such that \( A_{\text{peak}} = 1.2 \cdot \max\{\text{Re}[\alpha(i)], \text{Im}[\alpha(i)]\} \), where \( i \) indicates the \( i \)-th constellation point. The factor 1.2 is chosen to accommodate for power fluctuations and pulse shaping. It should be mentioned that after the DAC the signal is linearly modulated \((\sqrt{P_n} \text{ re-scaling})\) and that there is linear coherent detection \((1/\sqrt{P_n} \text{ re-scaling})\) before the ADC.

For this channel model, optimizations of the AE with respect to both categorical CE and LL cost functions are done in order to maximize MI and GMI, respectively. For both performance metrics, the optimization of the AE is done through the Adam optimizer with learning rate 0.001. The AE architecture when optimizing with respect to GMI is given in Table III.

When optimizing with respect to the categorical CE cost function, the sample and batch sizes are the same as in Section IV-A. However, when optimizing with respect to LL, this training procedure often converges to local minima, which was also shown in [13]. To avoid converging to local minima, a different training procedure is applied and it relies on using an initial small batch size to have a more stochastic gradient estimation. This training procedure was inspired by what was implicitly done in [6], [33]. In each training epoch, an identical sample set of size \( N = 32 \cdot M \) is used when optimizing with respect to LL. In this set, the number of times each of the symbols, i.e. each combination of \( m \) bits, occurs is fixed to 32. In this case, the batch size \( B \) varies throughout the training and it starts with the smallest size possible in which every \( m \)-bit combination occurs exactly once, i.e. \( B = M \). When the optimization reaches a temporary convergence with the given batch size, the batch size is doubled. This procedure continues until the batch size reaches \( B = N \) and when the optimization converges for this batch size, an early stop criterion terminates the optimization. Throughout the training procedure, the number of batches used to divide the sample set decreases. This training procedure will be referred to as the adaptive batch size training and a comparison with a fixed batch size (non-adaptive) is provided. After the training, the learned bit-labels are stored as look-up tables (LUTs) which are then applied during the testing.

### Table III

| Parameters                        | Encoder NN | Decoder NN |
|-----------------------------------|------------|------------|
| Number of input nodes             | \( m \)    | 2          |
| Number of hidden layers           | 4          | 4          |
| Number of nodes per hidden layer  | 256        | 256        |
| Number of output nodes            | 2          | \( m \)    |
| Bias                              | Yes        | Yes        |
| Hidden layer activation function  | ReLU       | ReLU       |
| Output layer activation function  | Linear     | Sigmoid    |
| Cost function                     | Binary cross-entropy |  |

The comparison between the adaptive and the non-adaptive batch size training is shown in Fig. 4 by demonstrating the evolution of the GMI with respect to the number of epochs. This training was performed on the channel model shown in Fig. 3 for an 8 bit quantization and constellation size \( M = 256 \). The presented GMI results were obtained through validation at each training epoch. The GMI performance of 256QAM is included to provide a comparison in the achieved GCS gain. In the case of the non-adaptive batch size, the sample set is generated and divided into batches in the same way as in the optimization with respect to MI. The shaping gain in this case is only around \( \sim 0.08 \) bits/symbol which implies that the optimization might have converged to a local minimum. The validation results of the adaptive batch size training demonstrates faster convergence and a superior GMI performance compared to the non-adaptive training procedure. In this case, the achieved gain compared to 256QAM is almost double the gain which was achieved with the non-adaptive batch size. It should be mentioned that even though a higher GMI is achieved, it is still possible that the adaptive training converged to local minima.

### V. Numerical Results

#### A. Comparison of Optimization Algorithms

The considered size of the constellation is \( M = 64 \) and the presented results are acquired during testing which was done by averaging 10 simulations with \( 10^3 \) symbols per simulation in each case. A square QAM and the AWGN channel-optimized iterative polar modulation (IPM) [52] are used as the benchmark in this study.

In Fig. 5, the MI performance of the QAM, IPM and constellations optimized with BP, RL and CKF algorithms are shown. In order to resemble a more practical coded modulation scheme,
the presented MI was acquired using a mismatched Gaussian receiver. The decoder NN is used only to facilitate training. The results show that the BP algorithm learns the best performing constellation with a gain of 0.21 bits/4D-symbol with respect to QAM. The constellations learned with RL and CKF have small penalties compared to the constellation learned with BP of around 0.015 and 0.027 bits/4D-symbol, respectively.

In Fig. 6, the evolution of the MI performance with respect to: (a) number of epochs and (b) number of SSFM propagations during the pre-training is shown. These results are obtained by validating the encoder (constellation) on every fifth epoch using the mismatched Gaussian receiver. The main interest is in the convergence of the MI obtained by the mismatched Gaussian receiver because it was used for testing. Here, the convergence will be defined as 99.5% of the final MI. Observing Fig. 6(a), the required number of epochs for convergence is 30, 20 and 35 for BP, RL and CKF, respectively, which are of similar magnitude. However, this observation may be misleading because it does not show the true convergence and complexity of the three algorithms due to their different optimization approaches. Instead, convergence with respect to number of channel propagations is observed in Fig. 6(b). From this figure, it can be observed that for the RL and the CKF algorithms, the number of SSFM propagations is drastically higher than for the BP algorithm. The RL algorithm requires an order of magnitude more SSFM propagations compared to BP, whereas the CKF algorithm requires three orders of magnitude more. A potential mitigation of the CKF complexity is the possibility to perform SSFM computations in parallel. It should be noted that for the BP algorithm, the recalculation due to checkpointing is not taken into consideration for this analysis.

The properties of the three algorithms are summarized in Table IV. The constellations trained using BP demonstrates the best performance in terms of MI and requires the least amount of SSFM propagations. However, in order to perform an optimization using the BP algorithm, the embedded channel model has to be differentiable. In addition, this approach requires a significant amount of memory allocation because each SSFM step is stored as a part of the computational graph used for gradient calculation. The RL and CKF optimization methods do not require a differentiable channel model, therefore they could be potentially used in an experimental test-bed. However, due to the number of required channel propagations this could prove also to be challenging.

**B. Impact of Quantization on Geometric Constellation Shaping**

The considered constellation size is $M = 256$ and the considered number of quantization bits are given by the set $\{3, 4, \ldots, 8\}$. Each of the trained AEs was tested with the same channel parameters as the ones used for training. The testing was done by running 10 simulations with $10^5$ symbols per simulation in each case and the presented results are the average
as a function of number of quantization bits, the geometrically shaped constellation optimized with respect to GMI (denoted as 256GS\textsubscript{GMI}) are shown in Fig. 8(a). The shaping gain compared to 256QAM for 8 bit quantization of the constellation optimized with respect to GMI is 0.15 bits/symbol which is lower than the 0.2 bits/symbol gain shown when observing and optimizing with respect to MI. The shaping gain compared to 256QAM degrades as the number of quantization bits decreases from 8 to 5, however, the gain improves for 4 and 3 bit quantization. The highest achieved GSC gain compared to 256QAM is \( \sim 0.25 \) bits/symbol and it is achieved for 3 bit quantization. In this regime, the optimal QAM size is reduced to \( M = 64 \), and achieves similar GMI to the 256GS\textsubscript{GMI} constellation. Whereas, compared to a QAM constellation of size \( M = 32 \), the 256GS\textsubscript{GMI} constellation achieves gain of around 0.1 bits/symbol. Also, due to lack of ideal Gray coding, the GMI performance of 32QAM is penalized compared to 64QAM. When observing GMI, the gains of PCS are higher than the ones obtained with GCS with a difference of up to 0.15 bits/symbol. However, PCS has a higher complexity compared to GCS because it requires a distribution matcher and dematcher. Similar to uniform QAM, for severe quantization, 256QAM\textsubscript{MB} is penalized, and the modulation size would need to be reduced to maintain shaping gain. In Fig. 8(b), the constellations learned for quantization of 8, 5, 4 and 3 bits are shown. The shape of the learned constellations optimized with respect to GMI are similar to the ones optimized with respect to MI. For a higher number of quantization bits, the shape of the constellation is circular and as the number of quantization bits decreases, the learned constellations take a more rectangular form of apparent lower cardinality. The rectangular form of the constellation decreases the effect of quantization noise, while the decrease of the cardinality makes the constellation more robust to highly noisy environments. Observe, for systems dominated by uniformly distributed quantization noise, uniform points position together does not impact the achieved MI because similar MI performances can be achieved around the optimum parameters.

This effect is further analyzed in Fig. 9, where the constellations optimized with respect to MI and GMI for 3 bit quantization are shown. The constellation optimized with respect to MI forms two squares with amplitudes of \( \sim 1 \) and \( \sim 0.5 \) and with some points inside the inner square. Most of the points in this constellation are close to each other but still distinguishable. The fact that the points with low Euclidean distance are not merged together does not impact the achieved MI because similar MI performances can be achieved around the optimum parameters. However, this is not the case when optimizing for GMI. When optimizing for GMI, the optimizer merges points that are close to

![Fig. 7. (a) Performance in mutual information with respect to number of quantization bits for 256QAM, 256QAM\textsubscript{MB} and 256GS\textsubscript{MI}. (b) Constellations learned for quantization of 8, 5, 4 and 3 bits.](image-url)
each other and assigns them labels with low Hamming distance. A zoomed in version of one of these points is shown and it can be noticed that eight symbols are positioned in an interval of $\sim 0.02$. All of these eight symbols have the same five bits in their labels which is indicated with a red rectangular box, whereas the rest of the bits can have any combination. In this case, the AE effectively acts as a compressor, optimal for the target SNR and achievable rate conditions. It should be mentioned that for different models of quantization noise, the learned constellations and achieved performances may differ. However, our proposed method is still applicable to these other models, as long as they are differentiable.

The AIR with respect to the number of quantization bits for the 64QAM, 256QAM, and 256GS optimized with respect to both MI (256GS\textsubscript{MI}) and GMI (256GS\textsubscript{GMI}) is shown in Fig. 10. The probabilistic constellation shapes are excluded from this figure and analysis because the goal is only to observe the geometrically optimized constellation shapes. Both the MI and the GMI performances of the constellations are observed except for the constellation 256GS\textsubscript{MI} for which only the MI performance is considered. In the case of 256GS\textsubscript{MI}, the optimal bit-labeling is not easily defined, therefore the GMI performance of this constellation was excluded. The MI performance is represented with dashed lines, whereas the GMI performance with solid lines. When analysing the MI performance of the constellations, it can be noticed that the constellation 256GS\textsubscript{MI} achieves the highest shaping gain compared to 256QAM for 8 quantization bits. The shaping gain in MI performance is slightly penalized in the case of 256GS\textsubscript{GMI}. For both optimizations, the shaping gain in MI performance degrades with the decrease of quantization bits. For quantization with less than 5 bits, the difference in MI performance between all constellations is marginal. The same
cannot be observed when analysing the GMI performance of the constellations. In that case, the 256GS\textsubscript{GMI} achieves shaping gain over the whole observed range of quantization bits for constellations of the same order. As it was already discussed, in the regime of a few quantization bits, the optimal QAM is reduced to $M = 64$. These results imply that the optimizer can determine the required constellation size for the given channel conditions when the constellation is optimized with respect to GMI.

VI. CONCLUSION

Several optimization algorithms were compared for autoencoder (AE)-based geometric constellation shaping (GCS) over the fiber-optic channel. The backpropagation (BP) algorithm is the obvious choice when the channel model is differentiable and fairly simple. For complex differentiable channels, memory saving methods such as checkpointing need to be applied in combination with BP. For non-differentiable and non-numerical channel models, the reinforcement learning-based and cubature Kalman filtering optimization methods present decent alternatives to BP with a slight performance degradation. However, the capability of optimizing over a non-differentiable channel comes at a price, as these two algorithms are quite computationally demanding and require significantly more channel propagations than BP.

Furthermore, the influence of digital-to-analog and analog-to-digital converter’s bit resolutions on an AE-based GCS was analysed. The quantization effects of the converters were modeled by uniformly distributed noise sources. When optimizing the AE with respect to mutual information (MI), the shaping gain deteriorates for fewer quantization bits and at least a 5 bit resolution is required to have notable shaping gain. When optimizing the AE with respect to generalized MI (GMI), there is always shaping gain compared to standard square QAM constellation of the same order. The results imply that in this case, the optimizer overlaps the constellation points and adapts the constellation size to the channel conditions. The flexibility to vary the constellation size with a fine step while maintaining solid bit-metric performance allows the AE to achieve GMI gain over the entire range of quantization levels.
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